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A “water hammer” is a hydraulic impulse created due to the shutdown of pumps 
at any point during fracturing operations.  These hydraulic impulses oscillate between 
the wellhead and the isolating tools of the current treatment stage at the resonant 
frequencies of the wellbore, which are controlled primarily by hydraulic length.  Analysis 
of the interaction of hydraulic impulses with the well and fracture network has the 
potential to provide diagnostic data cheaply and simply, facilitating design optimization. 
In this work, signal processing techniques are applied to pressure data recorded 
at high sample-rates at the wellhead, to identify the contributions to pressure oscillations 
at the wellhead on the frequency spectrum.  The resonant frequencies of the wellbore 
are then identified as strong peaks in the frequency spectrum.  By understanding the 
boundary conditions that exist downhole, the resonant frequencies can be normalized to 
accurately determine depth of isolation tools. 
The methods were applied to a sample dataset of water hammer events from 27 
fracturing treatment stages.  The frequencies identified through processing the recorded 
data were used to calculate the depth of impulse reflection, as a novel technique to 
confirm bridge plug depth after treatment stages in horizontal multi-stage completions.  
The predicted depth of the isolating plugs was identified and indicated an average error 
of 26’ off of the depth the plugs were set at according to the wireline counter.  The 
maximum deviation between the hydraulic impulse measurement and the setting depth 
of a bridge plug was 137’, and was verified as an observed tool failure during drillout 
operations when no tag was recorded at the setting depth.  The results of this work 
demonstrate frequency spectrum analysis as a promising technique for characterizing 
hydraulic impulse events. 
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CHAPTER 1  
INTRODUCTION 
When pumps used for hydraulic fracturing and other stimulation techniques are 
shut down, the change in fluid velocity at the wellhead causes a rapid pressure-transient 
event known as a “water hammer” to occur in the wellbore.  Simply explained, a water 
hammer is a pressure wave that propagates throughout the hydraulic system of the well 
and decays due to energy losses.  Water hammer pressure waves are sinusoidal in 
appearance on pressure charts and can be upward of one thousand psi in amplitude.  A 
sample water hammer event occurring after pump shutdown is shown in Figure 1.1. 
 
Figure 1.1: Sample water hammer event occurring due to the shutdown of fracturing 
pumps at the end of a treatment stage. 
 “Water hammer” has become the commonly used term to refer to these events 
due to the hammering noise they often make within the pipes at the surface, however a 
more accurate and technically descriptive term is “hydraulic impulse”.  These two terms 
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are used interchangeably throughout this thesis.   Previous research suggests that 
characteristics of hydraulic impulses in a wellbore are altered by the presence of a 
connected fracture network, and that quantifying this affect may be useful as a simple 
and inexpensive diagnostic tool to characterize the well and connected hydraulic 
network (Holzhausen and Gooch 1985; Holzhausen and Egan 1986; Paige et al. 1992; 
Carey et al. 2015, 2016; Iriarte et al. 2017; Dunham et al. 2017).  To date, there has 
been no method widely adopted as a conclusive answer on how to utilize hydraulic 
impulses as wellbore or fracture diagnostics, and existing models are criticized for their 
low degrees of correlation. 
This current research suggests a new method of characterizing hydraulic impulse 
events as signals, and discusses the immediate application of hydraulic impulse signals 
as a wellbore diagnostic tool.  The methods involved are an integration of methods 
applied by geophysicists and others in signal processing with petroleum engineering 
concepts of wellbore construction and fracturing operations to better describe the 
attributes of the water hammer pressure event.  This work is unique in that it applies 
methods to pressure transient events not previously or not typically used by petroleum 
engineers.  It is also unique in that it uses a dataset comprised of extremely high-
resolution data, much higher than what is typically available with common equipment 
and what has been available to researchers previously. 
1.1 Water Hammer Background 
Water hammer events occur in a variety of areas in the oil and gas industry, such 
as when injection wells are shut-in, in pipelines experiencing intermittent flow, and in 
flowlines of surface facilities.  However, one of the most frequent and well-studied 
occurrences of water hammer events is during hydraulic fracturing when the pumps are 
shut down, both during or after a treatment.  Water hammer associated with fracturing 
operations is the focus of this work. 
During fracturing operations, pump shutdown (or any large negative change in 
pump rate) results in a change in fluid velocity at the wellhead.  If the change is large 
enough, the momentum of the fluid column causes it to continue to surge downhole 
resulting in a measurable drop in pressure at the surface, often to the point of cavitation.   
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At this point, the pressure at the bottom of the well is higher than the surface pressure 
plus the hydrostatic head, and the fluid column experiences a general compression from 
both boundaries simultaneously.  This compressed state is not at equilibrium, and the 
column oscillates from a general compression to general expansion state. As it 
oscillates, a surge in pressure is seen at the surface, pushing the system out of 
equilibrium once more but in the opposite direction.  This oscillation continues until the 
transient degrades due to friction in the hydraulic system, pressure leakoff to the 
fracture network and the reservoir, and other losses of energy.  This phenomenon is 
observed consistently during hydraulic fracturing treatments and can often be observed 
multiple times in one stage.  The pressure fluctuation associated with hydraulic 
impulses during fracturing can be upwards of one thousand psi, however it is also 
common for hydraulic impulses to occur at lower pressure amplitudes.  Figure 1.2 
depicts a lab test of a water hammer event in a test section of clear horizontal pipe.   
 
Figure 1.2: Water hammer cavitation demonstration in a clear pipe at four sequential 
times during a water hammer event. (Adapted from a video produced by GEFA 
Processtechnik.) 
4 
The panels shown in Figure 1.2 give a visual approximation of the events that 
would occur at the surface during one oscillation of a water hammer after pump 
shutdown, while ignoring the gravity effects that occur in a vertical pipe.  In the figure, 
the direction of fluid movement is shown using blue arrows, the cavitated volume is 
shown with a bracket, and the panes are marked in milliseconds after valve closure. 
Although they can occur from any negative change in rate, water hammer events 
are most clearly observed whenever the pumps are fully shut down.  During normal 
operations, full pump shutdowns occur at the end of every stage during a multi-stage 
horizontal well completion (excluding sliding-sleeve completion systems, which do not 
require a shutdown), or immediately after a mini-frac test or step-rate test (SRT).  Figure 
1.3 depicts a sample pressure and rate profile observed during a fracturing stage. 
 
Figure 1.3: Sample hydraulic fracturing pressure profile with two water hammer events, 
occurring at approximately t = 22 min and t = 102 min. 
In Figure 1.3, the rate is decreased to zero twice and two water hammer events 
are observed.  The first event occurs after a planned SRT, and the second occurs at the 
end of the treatment stage.  Recognizing the context of when the events occur is 
important to understanding their diagnostic capabilities, since the characteristics of 
hydraulic impulses are a function of the characteristics of the wellbore and fracture 
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network in the reservoir at the time they occur.  For example, the characteristics of the 
wellbore aren’t expected to be greatly altered between the mini-frac/SRT and the end of 
a stage, while the characteristics of the fracture network should change significantly 
between these two events.  Therefore, characteristic changes to the water hammer 
between the SRT and the end of the stage are likely due to effects of the fracture 
network.  While this is a simple conclusion to draw, it requires an accurate method of 
describing the associated water hammer events, which has thus far proven elusive. 
1.2 Objectives 
The principal goal of this work is to apply signal processing techniques as a novel 
method of characterizing water hammer or hydraulic impulse events.  Subject to this 
goal, the following objectives are addressed: 
• analyze events sampled at higher than 1 Hz in the frequency domain and identify 
component frequencies; 
• address the origin of clearly defined component frequencies for each event, and 
assess the wellbore’s effect on the frequency components; 
• identify contributions to the signal from the wellbore and any of its characteristic 
features; and, 
• identify contributions to the signal from the fracture network and any of its 
characteristic features. 
1.3 Motivation 
Hydraulic fracturing has become a prolific technology in the US oil and gas 
industry.  Operators commonly invest the largest portion of new capital expenses for 
each well in the fracturing stimulation treatment, and therefore commit significant time 
and effort to the collection of data on fracturing stimulation designs and performance.  
However, there are few quality control processes available to verify downhole job 
performance, and technologies that are available are typically very expensive.  As a 
result, very little performance data is available to optimize stimulation design.  Analysis 
of the interaction of hydraulic impulses with the well and fracture network has the 
potential to provide diagnostic data cheaply and simply, facilitating design optimization. 
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CHAPTER 2  
LITERATURE REVIEW 
Hydraulic impulses in a wellbore are a frequent occurrence and have therefore 
been the subject of significant study.  The potential utility of hydraulic impulse events as 
low-cost and effective downhole diagnostics has led to a significant amount of research 
specific to diagnostic applications, which is likewise the focus of this work.  Here, 
relevant previous research in characterizing water hammer events and applying them 
diagnostically is summarized, and a few past works with the most influence on the 
scope and direction of this work are discussed in detail.   
2.1 Previous Research Summary 
Water hammer phenomena became the focus of study by physiologists in the 
late 19th century addressing flow pulses in blood vessels (Kries, 1883).  In industrial 
applications, water hammer was likely first described mathematically by Joukowsky 
(1900).  The Joukowsky Equation relates pressure rise and fluid velocity prior to 
shutdown through Equation 2.1. 
 
Furthermore, Joukowsky found that the reflection time was a result of the length of the 
conduit in which the event occurred.  He proposed that the length of the conduit, the 
wavespeed, and the reflection time were related by Equation 2.2. 
∆ =  �  (2.1) 
where, ∆  = pressure rise [psi] 
 � = wavespeed [ft/s] 
 �  = fluid velocity at shutdown [ft/s] 
  = acceleration due to gravity [ft/s2] 
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Joukowsky’s work was constrained to steady state flow, and was subsequently 
modified to make it applicable to unsteady state flow conditions by Allievi (1902, 1913).  
Streeter and Wylie (1967) later introduced the explicit Method of Characteristics (MOC) 
to solve water hammer equations along a defined hydraulic system.  The MOC methods 
were modified by Chaudhry (1987) and adopted by subsequent researchers as the 
preferred method of solving water hammer transient equations (Ghidaoui et al. 2005; 
Afshar and Rohani 2008; Carey 2014; Carey et al. 2015, 2016). 
 With relevance to wellbore applications, the foundation for the use of hydraulic 
impulses as downhole diagnostics was established by Holzhausen and Gooch (1985).  
Their work decisively showed that hydraulic impulses in a wellbore were altered by the 
presence of connected hydraulic fractures.  By conducting field experiments where they 
induced hydraulic impulses in a wellbore before and after fracturing, they showed that 
the period of hydraulic impulses in a well was lengthened after fracturing, as shown in 
Figure 2.1.   
 
Figure 2.1: Apparent changes to the waveform of free pressure oscillations in a wellbore 
(a) before and (b) after fracturing (Holzhausen and Gooch, 1985). 
�� = �  (2.2) 
where, �� = reflection time [s] 
 � = conduit length [ft] 
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Holzhausen and Gooch (1985) applied the concept of fracture impedance to the 
wellbore-fracture hydraulic system as a means of estimating fracture geometry.  The 
term “fracture impedance” was first introduced by Mathieu and Toksoz (1984) to 
describe the effects of connected hydraulic fractures on acoustic signals within the 
wellbore.  Holzhausen and Gooch (1985) also introduced a model that approximated 
the wellbore-fracture system as a circuit, where the fractures were represented as a 
capacitor and the restriction to fluid entry to the fractures from the wellbore was 
approximated as a resistor in the system.  This model was applied in the field through 
Hydraulic Impedance Testing (HIT) by Holzhausen and Egan (1986), and 
experimentally confirmed by Paige et al. (1992).  The circuit model was later modified 
for horizontal multi-stage solutions by Mondal (2010), Carey (2014), and Carey et al. 
(2015), who applied the MOC to solve the system and model field data, iteratively 
determining fracture capacitance, resistance, and inductance.  Carey et al. (2015, 2016) 
then compared modeled capacitance, resistance, and inductance to other field 
measurements such as well production and stimulated reservoir volume (SRV) 
interpreted from microseismic monitoring, identifying some weak correlations.  In some 
recent work, Iriarte et al. (2017) characterized many water hammer events from several 
different treatments by their amplitude, period, decay rate, and duration, and applied a 
data analytic approach to identify statistical correlations between water hammer 
characteristics and treatment design. 
In some other publications with significance to this work, Wang et al. (2008) 
explored the effect of water hammer events on formation damage and sand production 
in injection wells.  They captured field data of water hammer events at high sample-
rates of 1,000 Hz, which allowed them to analyze the effects of undersampling on the 
observed signal characteristics.  Finally, a publication by Dunham et al. (2017) 
discussed the potential for use of signal processing methods to analyze hydraulic 
impulses in a wellbore.  Dunham and his team applied the concept of fracture 
impedance, originally introduced by Mathieu and Toksoz (1984) and used to describe 
hydraulic systems by Holzhausen and Gooch (1985), to estimate created hydraulic 
fracture conductivity.  The work by Dunham et al. bears many methodological 
similarities to this current work. 
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2.2 Circuit Model and HIT Methods 
In some of the first conclusive research applying hydraulic impulses as downhole 
diagnostics, the paper published in 1985 by Holzhausen and Gooch discussed the 
impedance exerted on a hydraulic pressure wave in a wellbore by an induced hydraulic 
fracture network.  The researchers looked at wellbore pressure pulses and concluded 
that the fracture network could be treated mathematically as a capacitor in a circuit 
system.  In the same way as a capacitor, they suggested that as a connected fracture 
grows larger it becomes more capable of maintaining a constant pressure, arguing that 
a large and well-connected fracture network acts like a constant-pressure chamber and 
tempers any pressure disruptions in the wellbore.  In the case of an infinitely large 
fracture, it may act as a constant pressure boundary to the system.  Based off this 
conclusion, the researchers proposed a model of the wellbore and fracture system 
using an RC circuit, shown in Figure 2.2, where C and R represent the capacitance and 
resistance of the fracture, respectively. 
 
Figure 2.2: (a) Hydraulic fracture model of a vertical well, and (b) the circuit analogue 
proposed by Holzhausen and Gooch (1985). 
By simulating the water hammer pressure wave’s interaction with the fracture 
network as a circuit, Holzhausen and Gooch quantified and calculated the frequency 
and phase effect that the fracture network exerted on the signal in terms of fracture 
impedance.  In waveform analysis, impedance represents the resistance of a boundary 
to fluctuate as a node in the wave.  The concept of fracture impedance assumes that, 
due to the connection of a fracture network at the base of a wellbore, some reflective 
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impedance is exerted on pressure waves as they pass.  Fracture impedance was 
defined by Equation 2.3. 
 
Fracture capacitance and fracture resistance were further defined by Equation 2.4 and 
Equation 2.5, respectively. 
 
 
Holzhausen and Gooch argued that if fracture capacitance and resistance could 
be accurately characterized, they might be used to interpret fracture dimensions such 
as length, height, and width (assuming an elliptical fracture as shown in Figure 2.2), and 
� = � + ���� (2.3) 
where, � = fracture impedance [s/ft2] 
 � = fracture resistance [s/ft2] 
 �� = fracture Capacitance [ft2] 
 � = angular frequency of oscillation [rad/s] 
 � = √−   
�� = ∆��∆�� (2.4) 
where, �� = fracture volume [ft3] 
 �� = fracture head [ft] 
� = ∆��∆ � (2.5) 
where, � = flow into or out of fracture [ft3/s] 
11 
derived relationships between these values and fracture geometry.  These relationships 
are too lengthy to be adequately summarized here, but formed the basis of the HIT 
methods to estimate fracture geometry that were experimentally tested by Paige et al. 
(1992) and applied in the field by Holzhausen and Egan (1986, 1987).  Using this 
method, a rapid pressure disturbance was created at the wellhead and the resulting 
pressure oscillations in the well were observed.  The focus of their work was on 
oscillatory pressure waves as a means of characterizing fracture geometry and location 
within the wellbore. 
 After the shale gas and oil boom beginning in 2008 that made hydraulic fracturing 
a technology on the forefront of the industry, additional work was done on the methods 
proposed by Holzhausen and Gooch to modify them for horizontal multi-stage 
applications.  Carey et al. (2015, 2016) undertook a modeling approach that combined 
the explicit MOC (Chaudhury, 1987) with the circuit model (Holzhausen and Gooch, 
1985) and accounted for inflow at the surface boundary of the system so the oscillations 
could be modeled throughout the stairstep shutdown of the fracturing pumps.  A sample 
of their model results compared to field data is shown in Figure 2.3. 
 
Figure 2.3: Modeled results (red) showing good but not complete agreement to field 
data (black), from Carey et al. (2015). 
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The researchers were working with data collected at 1.0 Hz, and although their 
model converged to a close match of field data, they were unable to account for and 
model some of the higher frequency complexity within the field data.  This is evident in 
the previous figure where the modeled data (red) doesn’t converge to the field data 
(black) at peak and trough of the first large-amplitude pressure oscillation, or near the 
end of the event.  At 1.0 Hz the discrepancy between model results and field data 
appears negligible, however higher sample rates show that the peak and trough 
characteristics of the field data are very poorly defined by the model. 
2.3 Sampling Rate 
Wang et al. (2008) captured water hammer events in an injection well at 1,000 
Hz, to explore the effects of repeated hydraulic impulses on formation damage and 
sanding.  Their work provided a rare view of water hammer events at high sample rates.  
Although it was not the primary focus, the work done by Wang et al. highlighted the 
significant detail that is lost when water hammer events are captured and analyzed at 
1.0 Hz, which is typical to the oil and gas industry.  For comparison, the data worked 
with by Holzhausen and Gooch (1985), Holzhausen and Egan (1986,1987) and Carey 
et al. (2015, 2016), was at 6.0 Hz, 6.0 Hz, and 1.0 Hz, respectively.  Figure 2.4 shows 
the near-surface pressure transducer data collected by Wang et al. (2008). 
 
Figure 2.4: Water hammer event in a shallow vertical injection well, sampled at 1,000 
Hz. (Wang et al. 2008) 
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2.4 Critiques of Previous Methods 
To date, a significant amount of work has been undertaken in the correct line of 
reasoning to understand, model, and gain utility from hydraulic impulse events.  
However, hydraulic impulse diagnostics represent a petroleum engineering problem 
with a solution rooted in waveform analysis, which is not a native discipline for many 
petroleum engineers.  To increase the efficacy of existing models and constrain 
solutions to a higher uniqueness, it is necessary to blend engineering concepts 
addressed by such works as Carey et al. (2015, 2016) and Iriarte et al. (2017) with an 
additional understanding of waveform behavior within a hydraulic conduit.   
To begin this process, it must be noted that the work done by Wang et al. (2008) 
is significant in that it depicts hydraulic impulse events as complex waveforms, rather 
than simple waveforms commonly observed when such events are sampled at 1.0 Hz.  
Therefore, it can be assumed that diagnostic modeling and characteristic evaluations of 
water hammer events sampled at 1.0 Hz are missing some crucial details, which could 
be a factor in the non-convergence of these methods to an acceptable fit of field data 
(Carey et al. 2015, 2016), or in the low degree of statistical correlation with treatment 
parameters (Iriarte et al. 2017).   
Also, the breakthrough work on this topic performed by Holzhausen and Gooch 
(1985) discussed downhole boundary behavior thoroughly, but is limited in 
comprehensiveness by the low data resolution available at the time, and is restricted to 
the types of tools and common wellbore configurations of that era.  Modern well 
construction, downhole tools, and stimulation volumes have changed dramatically since 
their publication.  Although changing downhole boundary conditions have been noted 
and addressed to some extent by previous works (Carey et al. 2015), they have not 
been thoroughly described with respect to their effect on the hydraulic waveforms within 
a wellbore.     
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CHAPTER 3  
DATASET 
Water hammer pressure events have been observed in a variety of E&P 
operations for many years.  As established in Chapter 2, there has been a fair amount 
of research on these events and their use for diagnostic data.  However, most of these 
previous works have the commonality of low-resolution data by signal analysis 
standards.  The capability of sampling pressure at a high rate (1.0 Hz or greater) is not 
a recent advancement, but is also a technology that has not been widely utilized in the 
oil and gas industry.  With the improvement in digital pressure transducer technology 
and the continuous development of processing power to sample data from such gauges 
and calculate pressure, it has recently become practical to observe pressure 
fluctuations at rates still much higher than 1.0 Hz.  For petroleum engineering 
applications, however, there is rarely a need to sample pressure at a rate higher than 
1.0 Hz.  Even during fracturing operations, where pressure is a critical variable to 
monitor to ensure job success, sampling at a high rate does not yield a measurable 
advantage to the job supervisors or engineers.  Furthermore, sampling at high rates can 
cause problems due to the amount of data that is generated over extended periods of 
time.  Therefore, 1.0 Hz has become the industry norm for data collected during frac 
operations. 
Transient events such as water hammers occur at high speed, and if sampled at 
the industry norm of 1.0 Hz, significant signal aliasing can occur and much of the 
diagnostic detail is not captured (Wang et al. 2008).  Considering that one of the 
principal goals of this work is the application of signal analysis techniques to pressure 
transient data, it follows that the data analyzed should be at sample-rates consistent 
with what is typical for signal processing.  Due to the lack of industry data collected at 
such rates, it was necessary to collect a dataset specifically for use in this study.   
A field-data collection project was therefore undertaken as part of this work.  The 
subject wells were a set of five horizontal wells in the Denver-Julesburg basin landed in 
the Codell and Niobrara formations.  The wells were on a zipper-frac operations 
schedule, allowing data to be collected on each well during the fracturing treatments.  
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72 hours of monitoring was performed, during which data on 26 stages were collected, 
containing 56 hydraulic impulse events.  The tools used to collect the data were a set of 
three quartz-crystal pressure transducers, sampled at 2,000 Hz by a wireless data 
acquisition system.  The field data was exported for processing at a reduced rate of 250 
Hz, due to memory and processing limitations.   
3.1 Pressure Transducer Functionality 
While there are several types of pressure gauges commonly used in the oil and 
gas industry, the quartz-crystal transducer has become the industry-preferred type for 
pressure transient testing due to its accuracy and rapid response time. Here, the 
functionality of quartz-crystal transducers is summarized.  This bears relevance to this 
work in that each type of transducer has some error or disadvantage, and the error 
present in the gauges selected for use in the data collection must be identified and 
accounted for.  
A quartz-crystal transducer employs several calibrated quartz crystals within a 
thick-walled housing.  One “sensing” crystal is exposed to temperature and pressure, 
one “temperature” crystal to just temperature, and in certain designs a third “reference” 
crystal is also exposed only to temperature.  Some form of external energy is supplied 
to the crystals, which resonate at a characteristic frequency that is determined during 
manufacturing.  When exposed to changes in pressure or temperature, the physical 
properties of the crystal change and the resonance frequency is altered.  Alterations in 
the resonance of the temperature crystal are used to account for temperature changes 
to the resonance of the sensing crystal, so that only the resonance changes attributable 
to pressure remain.  A complex polynomial with as many as 16 coefficients (which are 
calibrated during manufacturing) is applied to solve the relationship between frequency 
changes and pressure changes in the sensing crystal, and the pressure is calculated.  
Depending on the algorithm applied to sample the frequency of each crystal, this 
calculation can be made thousands of times per second with extremely high accuracy.  
In designs employing a reference crystal, a high frequency resonance is excited in the 
reference crystal and subtracted from the temperature and sensing crystals to account 
for noise caused by rapid changes to the crystal characteristics. 
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If the resonance frequencies and polynomial coefficients of each crystal in each 
transducer are not accurately calibrated, some of the resonant response of the crystal 
may remain as high-frequency, low-amplitude sinusoidal error in the pressure 
measurements.  At normal sample rates of 1.0 Hz, this high-frequency error is not 
usually visible and is therefore considered as the natural gauge error.  However, at the 
sample-rates considered within this work this error is visible and significant.  For tools 
that spend any amount of time in the field, a calibration such that some high frequency 
error is not observed at high sample rates is difficult if not impossible to maintain.  
Therefore, this high frequency error is normal and expected.  Since it occurs at a known 
or constant frequency, it can easily be removed from the data if necessary using a 
frequency filter, without compromising the necessary frequencies in the data in any way.  
A sample of this error, observed during data collection, is shown in Figure 3.1. 
 
Figure 3.1: Comparison between 250 Hz pressure data and 1 Hz pressure data, 
showing resonance error visible in 250 Hz data that is not apparent at 1 Hz sampling. 
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Transducer resonance error in the 250 Hz data in Figure 3.1 is most of what 
causes the apparent “fuzziness” of the pressure reading when compared to the 
downsampled 1 Hz data.  The error occurs at exactly 50, 60, 70, and 80 Hz, and is 
therefore verifiable as resonance error rather than the effect of wellbore oscillations or 
any other source.  It is worth noting that this error is present in the measurements when 
viewed in the time domain, but since this work is done almost entirely in the frequency 
domain, the resonance error is trivial and mostly unnecessary to remove. 
3.2 Data Acquisition Tools 
The goal of the data collection phase was to sample hydraulic impulse events at 
the highest possible sample rates, to increase the applicability and discernable 
frequency range of signal processing techniques.  Due to limited or non-existent 
demand for this type of data, identifying tools that could meet the desired sample rates 
was a challenge.  Most fracturing service companies own and use dual-quartz gauges 
to track pressure during jobs, and these gauges are all capable of responding to 
pressure fluctuations at frequencies higher than 2,000 Hz.  However, for the reasons 
discussed previously, data acquisition systems able to sample at such rates are not as 
readily available.   
For use on this work, a system capable of 2,000 Hz pressure sampling was 
supplied by Packers Plus Energy Services.  The kit consisted a central data acquisition 
terminal (DAQ), a wireless real-time visualization system (RTVS), and three quartz-
crystal pressure transducers.  The three transducers were coupled to the stimulation 
system by hammer unions and hardwired into the DAQ, which was located next to the 
data van and powered by the generators on the data van.  The acquisition box 
transmitted data wirelessly in real-time to a laptop where it was recorded to the local 
hard drive.  The system functioned as designed throughout data collection.  The setup 
of the kit is illustrated in Figure 3.2 (Hlidek et al. 2016).   
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Figure 3.2: Wireless data acquisition system wired to three wellhead transducers and 
powered by the data van, transmitting data to a remote laptop. 
3.3 Subject Wells 
The subject wells were a set of five horizontal wells in Wattenberg field of the Denver-
Julesburg (DJ) basin.  The DJ basin is, at the time of this work, one of the most active 
unconventional oil and gas plays in the US.  The primary target formations in the 
Wattenberg field are the Codell sandstone and the overlying Niobrara Chalk, which is 
further divided into the Niobrara A, B, and C benches.  Of the five wells, two were 
landed in the Codell formation, two in the Niobrara B formation, and one in the Niobrara 
C formation.  The set of five wells were treated in “zipper” format, following the schedule 
shown in Figure 3.3. 
 
Figure 3.3: Zipper operations schedule for completion of the five sample wells, starting 
with Stage 1 on Well IV. 
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Monitoring began at the start of operations on Well IV and continued to the end 
of pumping operations on Stage 6 in Well II, at which time operations were paused for 
equipment maintenance and data collection was concluded.  In total, 29 stages were 
monitored.  Due to the substantial amounts of data generated from even a brief period 
of data collection, data were not recorded continuously throughout the 72 hours.  
Rather, data recordings were started whenever an event was expected and stopped 
when the pressure oscillation could no longer be observed. 
 The subject wells were each approximately 1-mile lateral lengths, and were 
drilled with the “monobore” wellbore design standard to the DJ basin at the time of this 
work.  The monobore design is a time and cost-saving advancement, due mostly to 
changes in drilling mud composition, that allows horizontal wells to be drilled from 
surface to TD without setting any intermediate casing strings.  It is important to this work 
in that it means the wellbore can be assumed to have a uniform inner-diameter, and that 
there is no significant effect of wellbore diameter changes on the hydraulic impulse 
signals.  The wellbore construction details of each of the test wells are given in Table 
3.1. 
Table 3.1: Subject Well Details 
 
 
 The sample wells were completed with plug and perf designs, using flow-through 
plugs to provide stage isolation for every stage but the first in each well, on which blank 
(no-flow) plugs were used.  Treatment designs varied slightly between the Codell and 
Niobrara wells, but within each well, the designed and placed treatments were nearly 
identical from one stage to the next.  The type of perforating charge was the same in 
each well, although different perforating schemes were used in the Niobrara wells than 
in the Codell wells.  
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3.4 Location Layout 
Since only three pressure transducers were available for the set of five wells, one 
transducer, connected on channel A, was placed on a vertical T-connection directly off 
the main line, downstream from the check valve.  This transducer allowed the live 
pressure of the job to be recorded at any time, which included any hydraulic oscillations 
in whichever well was currently being treated.  The two additional transducers, 
connected on channels B and C, were placed on the casing valves of Well V and Well 
IV, respectively.  Their location below the frac valve allowed pressure recordings to 
continue on Well V and Well IV after the frac valve was closed.  The configuration is 
illustrated in Figure 3.4, and images of the coupling locations are given in Appendix A. 
 
Figure 3.4: Location layout and transducer location for data collection during fracture 
stimulation treatment of sample wells. 
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3.5 Event Types 
Hydraulic impulse events were observed frequently during data collection.  While 
the primary goal was to collect data during events caused by pump shutdowns, low-
amplitude events were also observed when the wellbore pressure was rapidly disturbed 
at the start of each stage by opening the frac-valve to the surface lines.  The types of 
events observed can therefore be classified into the following categories: 
- EQU: Surface equipment/wellbore equalization (before stage) 
- HSD: Hard shutdown (during stage) 
- SRT: Step-rate test shutdown (during stage) 
- SD: Final shutdown (end of stage) 
A sample of each event type is provided in Figure 3.5. 
 
Figure 3.5: Types of hydraulic impulse events, (a) surface lines/wellbore equalization, 
(b) hard shutdown, (c) step-rate test, and (d) final shutdown. 
22 
Hard shutdown event types were recorded only on Stage 1 of each well.  The 
hard shutdown was a purposeful attempt to induce a hydraulic impulse in the well 
immediately after formation breakdown, and before a large fluid volume or any proppant 
had been pumped.  The method of shutdown proved poor at inducing hydraulic 
impulses, and the events recorded did not provide any analyzable signal.  Step-rate test 
events provided a much clearer hydraulic impulse within the well, although these events 
occurred after a significant volume of fluid had been injected.  Surface/wellbore 
equalizations, although low amplitude and often difficult to observe in the time domain, 
provided excellent hydraulic impulse data.  A full inventory of the events observed 
during data collection is provided in Table 3.2. 
 
Table 3.2: Hydraulic Impulse Events Observed during Data Collection 
 
 
It is important to note that the wellbore system conditions are different for each of 
these event types, and understanding these conditions is important to interpreting the 
hydraulic impulse characteristics.  The conditions of the wellbore between the surface 
and the stage being treated at any given time can be assumed to be static, so it is 
therefore the conditions at the surface and at the downhole boundary that are of 
principal concern.  These conditions are referred to as “boundary conditions” throughout 
this work.   
  
EQU HSD SRT SD EQU SRT SD EQU SRT SD EQU SRT SD EQU SRT SD EQU SRT SD
Well IV X X X X X X X X X X X
Well V X X X X X X X X X X X X X
Well I X X X X X X X X X X X X X X
Well II X X X X X X X X X X
Well III X X X X X X X X
Stage 6Stage 1 Stage 2 Stage 3 Stage 4 Stage 5
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CHAPTER 4  
DATA PROCESSING AND ANALYSIS METHODS 
In past works, water hammer events are consistently described as a singular 
pressure wave pulse that travels from the surface to the bottom of the well and back.  
Under this description, it has been logical to characterize water hammer events by their 
apparent attributes in the time domain (pressure vs. time).  The typical characteristics 
chosen to identify and describe individual events are the amplitude, apparent frequency, 
amplitude decay rate, and mean decay rate, illustrated in Figure 4.1. 
 
Figure 4.1: Apparent water hammer characteristics in the time domain. 
When fractures introduced to the system resulted in obvious changes to these 
characteristics, researchers concluded that the changes represented recorded 
diagnostic data about the fractures (Holzhausen and Gooch 1985).  Characterizing 
water hammer events under this assumption has proven to yield inconclusive 
correlations to fracture network size, treatment parameters, and the alike (Carey et al. 
2015, 2016; Iriarte et al. 2017).  Examining pressure waves by simply evaluating these 
attributes in the time domain is to oversimplify the response of the system to an 
impulse, and to neglect the effects of changing boundary conditions on impulse 
behavior within a wellbore.   
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Water hammer can be more accurately described as a type of hydraulic signal, 
similar in nature to seismic signals or acoustic signals.  Physically, these signals are 
oscillatory pressure fluctuations that occur at a multitude of frequencies and amplitudes 
simultaneously.  They are oscillatory because they are continuously being reflected to 
the source, and when analyzed properly the nature of these reflections can provide 
information about the boundary they reflected from.  Typically, these signals are 
analyzed in the frequency domain.  The same methods might then apply to analyzing 
water hammer or hydraulic impulses in a wellbore, to characterize conditions or 
“reflectors” downhole. 
When analyzing digital signals, information is contained in the frequency and 
amplitude characteristics of the waveform.  Multiple different frequencies can exist at 
the same time, and the aggregate information is processed using known and practiced 
algorithms to distinguish one frequency from another and extract the necessary 
information.  The same is true for water hammer events.  Just like digital signals, water 
hammer events are complex and require processing to be accurately characterized.  
The characteristics of the received signal represent an aggregate result of multiple 
reflective boundaries and resonant frequencies, as well as diffusive and changing 
mediums between the wellbore and fracture network.   
In this section, a model for understanding hydraulic wellbore oscillations as 
signals is presented and the methods used to characterize the events recorded during 
data collection are discussed in detail.  The variable boundary conditions that exist 
during fracturing operations and the applicable assumptions and solutions are also 
examined. 
4.1 Forms of Hydraulic Oscillations 
During fracturing treatments, both free and forced wellbore pressure oscillations 
occur, and it is helpful to distinguish between them.  Forced oscillations are pressure 
fluctuations that occur due to the reciprocating action of the fracturing pumps, and 
therefore the frequency at which forced oscillations occur is a function of the stroke 
rates of the pumps.  There are often as many as ten or more pumps operating at one 
time, and it is common for the equipment controller (treater) to run each pump at a 
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different rate to achieve the desired total injection rate.  So, the forced pressure 
oscillations may occur at several frequencies at once, depending on the stoke rate of 
each pump.  Forced oscillations interact with the hydraulic system of the wellbore and 
fracture network just as free oscillations will.  However, the interpretation of forced 
oscillations is not considered in this work.  
Free oscillations are hydraulic impulses that occur because of some excitement 
to the hydraulic system.  This excitement can be a rapid pump shutdown, causing a 
conventional “water hammer” impulse.  It can also be caused by a sudden pressure 
release at one boundary, such as when the well is equalized to the surface lines.  The 
important distinction between free and forced oscillations is that while forced oscillations 
occur at the frequency of the forcing action, free oscillations have no forcing action and 
therefore are thought to occur at the resonant frequencies of the system.  The resonant 
frequencies are a function of system characteristics such as hydraulic length and 
boundary conditions, which are predictable features.  All hydraulic impulses analyzed as 
part of this work are considered free oscillations. 
Free pressure oscillations in a conduit are a common occurrence and are 
thoroughly described in physics, although these descriptions have rarely been applied 
to hydraulic systems.  Possibly the most fitting analogy to understand free hydraulic 
oscillations is the creation of standing acoustic waves in musical instruments.  When 
some form of energy or excitement is given to the air inside the instrument, it resonates 
at a certain tone.  The resonance is a free pressure oscillation inside the instrument, 
and the tone that it sounds is a function of the resonant wavelength within the 
instrument.  The wavelength, and subsequently the tone of the instrument, is controlled 
by changing the length of the tube by pressing a key or covering a hole with a finger.  
Different instruments have different boundaries and lengths, allowing a multitude of 
resonant tones to be created.  The type of boundary an instrument has effects it’s 
resonant wavelengths, and instruments of a given length with an end closed to the 
atmosphere will produce a different tone than an instrument of the same length with an 
end open to the atmosphere.  Similarly, in the hydraulic system of a wellbore, the 
wavelength of free pressure oscillations is a function of the hydraulic length of the 
system and the conditions at the surface and downhole boundaries.  
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4.2 Boundary Conditions 
To accurately characterize free pressure oscillations and relate them back to 
tangible system properties, the effects of the boundaries must be understood.  For the 
purposes of this work, three types of boundaries are considered: open, semi-open, and 
closed.  A closed boundary is the simplest of the three to define.  It is an end of the 
system where no flow is possible and therefore pressure can fluctuate freely.  In terms 
of a waveform in a tube, a closed boundary represents a flow node and a pressure anti-
node.  An open boundary is directly inverse of a closed boundary, open to flow across it 
and held at a constant pressure.  An open boundary is an anti-node to flow but a node 
to pressure.  In terms of the analogy to musical instruments, the atmosphere represents 
an open boundary because atmospheric pressure is not affected by the wave entering 
it, and airflow between the instrument and the atmosphere can occur.  In the sense of a 
hydraulic impulse in a wellbore, an open boundary can be theoretically described as a 
fracture network of sufficient volume that its pressure is not affected by hydraulic 
oscillations in the wellbore.   
Holzhausen and Gooch (1985) suggested that this condition may never be truly 
satisfied in the field, however, there is evidence in this work that this condition is nearly 
satisfied by even a small fracture network.  Although, this idea is made more 
complicated by the fact that fractures are very narrow apertures with some restriction to 
flow in and out of the network.  Due to this restriction, a semi-open boundary is likely a 
more accurate description for a wellbore-fracture system.  A semi-open boundary is a 
boundary that is not a true node or anti-node to pressure or flow, but instead exerts 
some impedance on these values.  It may allow pressure to fluctuate somewhat as an 
anti-node would, but it doesn’t allow it to fluctuate perfectly freely.  The degree to which 
pressure fluctuations are prevented from freely fluctuating is the physical definition of 
fracture impedance. 
It is therefore relevant to review waveform characteristics and relationships 
between resonance, conduit length, and boundaries.  First, the wavelength of a given 
impulse is related to frequency and wavespeed by Equation 4.1. 
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The period and frequency of a given impulse are related by Equation 4.2. 
 
In a conduit with two closed or two open boundaries (paired boundaries), the length and 
the wavelength are related by Equation 4.3. 
 
Where the fundamental frequency (first harmonic), and its resonant modes, are then 
given by Equation 4.4. 
 
� = � (4.1) 
 
where, � = wavelength [ft] 
  = wave frequency [Hz] 
� =  (4.2) 
 
where, � = wave period [s] 
� = � �� (4.3) 
 
where, � = nth harmonic [-] 
 �� = wavelength of nth harmonic [ft] 
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For a conduit with one open and one closed boundary (non-paired boundaries), 
the relationships between conduit length, fundamental wavelength, and frequency are 
different and are described by Equations 4.5 and 4.6. 
Examining the relationship defined by Equation 4.3, it is evident that for a conduit 
with paired boundary conditions resonant modes will exist at every integer multiple of � 
(1, 2, 3...).  However, the same application of Equation 4.5 shows that for a conduit with 
non-paired boundary conditions, resonant modes will occur only at odd-integer multiples 
of � (1, 3, 5...).  The conditions that define an open or closed boundary in the field are 
therefore relevant to the interpretation of any hydraulic impulse event in the frequency 
domain.  
In an operational sense, when hydraulic impulses occur during fracturing the 
surface of the wellbore system is typically closed to flow by a valve and is therefore a 
closed boundary.  Pressure at the valve will fluctuate without equalizing across it.  While 
the surface can be assumed a closed boundary for nearly any type of free hydraulic 
impulse, the downhole boundary represents a closed boundary at times and an open or 
semi-open boundary at other times.  Therefore, it is important to bear in mind the 
wellbore conditions at the time of any specific hydraulic impulse.   
� = � � � (4.4) 
 
where, � = frequency of nth harmonic [Hz] 
� = � −4 �� (4.5) 
 
� = � � −4 �  (4.6) 
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  The downhole boundary can be considered a true closed boundary when a blank 
bridge plug is set in the wellbore and formation breakdown (fracturing) has not yet 
occurred.  A blank bridge plug prevents flow in either direction at the downhole 
boundary, and therefore will allow pressure to fluctuate freely.   This condition is 
satisfied in the dataset for all EQU type events on Stage 1 only, since all other stages 
were isolated using flow-through composite frac-plugs (CFP), also called bridge plugs.  
The wellbore configuration, and it’s simplified fundamental waveform approximation at 
this time is illustrated by Figure 4.2. 
 
 
Figure 4.2: (a) Wellbore configuration with a blank plug and perforations that have not 
yet been broken down that satisfies the assumption of two closed boundaries; and (b) a 
simplified visualization of the fundamental wavelengths of the system. 
After a fracture network of appreciable size has been induced in the formation, the 
downhole boundary can no longer be considered a closed boundary.  When pressure 
oscillations occur in the wellbore connected to a fracture network, fluid will flow in or out 
of the fracture network to maintain constant pressure and an equalized condition at the 
downhole boundary, like the atmosphere in the musical instrument analogy.  Due to 
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restriction to free fluid flow in and out of the fracture network, this condition represents a 
semi-open boundary.  However, for many of the events present in the dataset the 
fracture network seems to behave very nearly as a truly open boundary, indicating a low 
impedance to the waveform.  Therefore, the post-fracturing system is considered as an 
open boundary for simplicity.  Figure 4.3 illustrates the wellbore configuration and 
simplified waveform approximation after fracturing. 
 
Figure 4.3: (a) Wellbore configuration with a blank plug and an induced hydraulic 
fracture network of sufficient size to satisfies the assumption of an open downhole 
boundary; and (b) a simplified visualization of the fundamental wavelengths of the 
system. 
As mentioned previously, for all stages after the first, wellbore isolation in the sample 
wells was established using a flow-through CFP and a sealing ball.  The sealing ball 
was pumped at the start of treatment from the surface to the plug, where isolation was 
confirmed by observing a clear pressure increase when the ball had seated on the plug 
and sealed off the previously treated zone.  After treatment of the previous zone and 
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wireline preparations for the current zone were completed, but prior to the ball being 
dropped, an EQU event type was frequently observed.  The wellbore configuration and 
fundamental waveforms for these events are illustrated by Figure 4.4. 
 
Figure 4.4: (a) Wellbore configuration with a flow-through plug and perforations that 
have not yet been broken down, but without full isolation of the previous zone creating 
an open boundary with some increased impedance; and (b) a simplified visualization of 
the fundamental wavelengths of the system. 
 Once the sealing ball had seated on the plug, a type of one-way check valve was 
established.  If a hydraulic impulse event were to occur under these conditions, but 
before a fracture network of sufficient size to create an open boundary is induced, the 
ball on the plug would likely still act as an open boundary due to flow from the 
previously stimulated zone.  However, this effect may be dependent on the direction of 
the impulse, specifically if it was induced negatively or positively from the surface.  This 
thesis does not address this concern, because all events in the dataset with a seated 
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sealing-ball occur after a large fracture network had been created.  The wellbore 
configuration for these events is illustrated in Figure 4.5, along with the simplified 
waveforms. 
 
Figure 4.5: (a) Wellbore configuration with a flow-through plug and seated sealing-ball, 
open to a large induced hydraulic fracture network; and (b) a simplified visualization of 
the fundamental wavelengths of the system. 
 The boundary conditions presented in this section are useful to this work 
primarily to justify the use of Equations 4.3 and 4.4, or Equations 4.5 and 4.6 to analyze 
the observed events as either a fully-open or fully-closed boundary.  The black-and-
white characterization of the downhole boundary as either fully open or fully closed 
likely represents an oversimplification of the complex interactions of oscillatory pressure 
waves with restrictive fracture apertures and check-valve behavior from the sealing-ball 
and flow-through CFP.  Some considerations to for future works regarding boundary 
characterization and fracture impedance are presented later in Chapter 6. 
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4.3 Frequency Spectrum Analysis 
The principal method used by geophysicists or signal engineers to process 
complex signals is the Fourier Transform, or more commonly, the Fast Fourier 
Transform (FFT).  Plainly defined, the FFT is a reliable method for breaking a complex 
signal into its frequency components.  It is used for identifying signal contributions on 
the frequency domain.  Mathematically, the FFT is a complex integration of some 
function in the time domain, defined by Equation 4.7. 
 
When applied to a discretely sampled signal, the FFT returns an array of 
frequencies and a corresponding array of complex-valued amplitudes.  By applying the 
absolute value function the complex-valued amplitudes become purely real and the result 
is a dataset of frequencies and their amplitude contributions.  The highest mathematically 
resolvable frequency occurs at half of the sampling rate, called the Nyquist or folding 
frequency.  The Nyquist frequency represents the upper bound of usable results in the 
frequency domain from the FFT and is defined by Equation 4.8. 
 
� = ∫ � � ��  �∞−∞  (4.7) 
 
where, �  = pressure as a function of frequency [psi] 
 � �  = pressure as a function of time [psi] 
 � = time [s] 
� =  (4.8) 
 
where, � = Nyquist frequency [Hz] 
  = sampling frequency [Hz] 
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When the real amplitudes are plotted against the array of frequencies returned by the 
FFT, the component frequencies of the signal can be identified as amplitude peaks in the 
plot.  Component frequencies with higher amplitude contributions to the complex signal 
will have correspondingly higher amplitude peaks on the FFT plot.   
The data collected for use in this work were exported at 250 Hz, therefore the 
highest resolvable frequency was 125 Hz.  To prepare each event for processing in the 
frequency domain, the data was first windowed to eliminate irrelevant or noisy pressure 
data such as water hammer occurring during rate reductions prior to pump shutdown, 
pressure changes during valve opening, and pressure changes after the wellbore was 
isolated from the transducer by valve closing.  With the appropriate data selected in the 
window, a linear detrending function was then applied to each event to reduce the high-
amplitude and low-frequency contribution of leakoff to the formation, defined in Figure 4.1 
as “mean decay”.  The rate of pressure leakoff to open perforations or an open fracture 
network is never truly linear, and in fact can be much more accurately fit by an exponential 
decay function.  However, for this work the goal was only to reduce the contribution of 
this low-frequency response, which linearly detrending accomplished far more simply 
than fitting an exponential decay to each individual event.  The data preparation 
progression is illustrated for sample EQU and SD event types in Figure 4.6 and Figure 
4.7, respectively. 
It is appropriate to note here that since reservoir leakoff exerted a noticeable effect 
on the FFT results, the FFT methods may be another way to quantify reservoir leakoff, or 
to model and interpret events such as fracture closure.  There has been significant 
research on the topic of leakoff analysis, however most current diagnostics are done in 
the time domain using various diagnostic curves.  The use of Fourier analysis to quantify 
and analyze leakoff was not considered in this work, but is discussed further in Chapter 






Figure 4.6: Data preparation progression for an EQU event type from raw data to 







Figure 4.7: Data preparation progression for a SD event type from raw data to windowed 
data to detrended data.  The progression is similar for the SRT event type. Detrended 
data has a slight upward slope near the end of the window due to the deviation between 
the linear fit and the exponential leakoff trend, but is still effective at reducing low-
frequency noise from the leakoff trend.  It is centered at zero and ready to be processed.  
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The data preparation workflow was employed for each event in the dataset 
before applying further processing methods.  Once each event was windowed and 
detrended, an FFT script was applied to the data in MATLAB.  For the dataset collected 
as part of this work, the frequency spectrum was defined from 0-125 Hz.  Generally, the 
frequency spectrum of each event exhibited similar characteristics, even when the time 
domain representation of the events appeared entirely different.  The most visible 
components on the spectrum were the wellbore resonance and the gauge resonance, 
occurring in the range of 0-5 Hz and 50-80 Hz, respectively.  The full FFT result for a 
sample event is shown in Figure 4.8, with the FFT results of each recorded event given 
in Appendix A.  
 
Figure 4.8: Full frequency spectrum for a sample SD event, showing wellbore 
resonance on the range 0-5 Hz and four modes of gauge resonance on the range 50-80 
Hz. 
Apart from the gauge resonance error, which was clearly identifiable as sharp 
peaks at exactly 50, 60, 70, and 80 Hz, the frequency spectrum above 5 Hz was noisy.  
While there were some features in FFT results on the frequency ranges above 5 Hz, 
they weren’t found to be consistent between stages or between wells, and noise in the 
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data further complicated any analysis of these features.  The focus of the frequency 
spectrum analysis was therefore concentrated on the range of 0-5 Hz, where the signal 
was dominated by the wellbore response, which was consistent for each event and of 
significant amplitude to be identifiable above the signal noise, even for low-differential 
impulse events.   
On the range of 0-5 Hz of the FFT results, the wellbore hydraulic resonance 
appeared as repeating peaks in the frequency spectrum, each representing a higher 
harmonic mode of the fundamental system frequency.  These harmonic modes are not 
distinguishable in conventional water hammer characterization in the time domain, and 
are not all identifiable on the frequency spectrum for sample rates lower than 10 Hz.  
Some modes are identifiable using the FFT to analyze the typical 1 Hz data collected 
during fracturing operations, which is discussed further in Chapter 5.  A sample of the 
FFT results from 0-5 Hz is illustrated more closely in Figure 4.9, for the same sample 
event as Figure 4.8.  
 
Figure 4.9: Well IV, Stage 3, SD Event frequency spectrum analysis, with several 
resonant modes visible as relative amplitude peaks in the frequency domain. 
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Analysis of the events on the range of 0-5 Hz showed a remarkable consistency 
of characteristics in the frequency domain on this range, despite clear differences in 
event attributes when viewed in the time domain.  For each impulse analyzed, the 
resonant modes of the hydraulic system were distinct individual peaks from 0 to at least 
2 Hz, with some impulses showing distinguishable resonant modes as high as 5 Hz.  
The frequency component peaks corresponding to the system resonance were 
observed in every event, regardless of impulse method, impulse amplitude, or wellbore 
configuration.  An example of this similarity in frequency components is shown in Figure 
4.10. 
For most of the events listed in Table 3.2, at least the first six component 
frequencies were readily identifiable on the FFT results.  For frequencies higher than 
the sixth component peak, the amplitude contribution results on the FFT were too low to 
stand out above from the natural noise in the data.  Therefore, where they were 
distinguishable, the first six frequency component peaks were compiled for each event.  
The frequency of each resonant mode of the recorded events were analyzed with 




Figure 4.10: FFT results of two separate events showing strong characteristic 
similarities in the frequency domain, (a) results from a pre-stage EQU event at a low 
impulse amplitude; and (b) results from a high-amplitude SD water hammer. 
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CHAPTER 5  
RESULTS AND DISCUSSION   
 The data analysis techniques described in Chapter 4 were applied to each of the 
56 events recorded during data collection.  The results demonstrated that hydraulic 
impulses show numerous characteristics in the frequency domain that are not 
identifiable in conventional time-domain evaluation.  Frequency spectrum analysis 
showed that different hydraulic impulse events exhibit similar and non-random 
characteristics in the frequency domain, despite differences in impulse type or time 
domain characteristics.  FFT analysis also showed that hydraulic impulses excite 
multiple frequencies of oscillation within the wellbore, consistent with the theory of free 
wave resonance in a tube. 
In this chapter, further analysis of the downhole boundary condition assumptions 
is presented, and the results of the frequency spectrum analysis on the recorded 
hydraulic impulse events are discussed in detail.  Also, a novel method of measuring 
hydraulic length using hydraulic impulses is introduced, and the efficacy of this method 
is examined at different sample rates. 
5.1 Boundary Assumption Validation 
The FFT results of the recorded events showed multiple component peaks on the 
range of 0-5 Hz for every event.  The lowest-frequency peak, also the highest 
amplitude, was representative of the fundamental frequency of the system.  The 
fundamental frequency is typically the frequency that is identifiable in the time domain, 
and is the frequency used to characterize hydraulic impulse events in many past works 
(Holzhausen and Gooch, 1985; Holzhausen and Egan, 1986, 1987; Paige et al. 1992; 
Carey et al. 2015, 2016; Iriarte et al. 2017).  The higher frequency peaks occurred at 
some integer multiples of the fundamental frequency, indicating that the hydraulic 
impulses were exciting a harmonic oscillation within the wellbore.  As predicted by the 
boundary condition assumptions presented in Chapter 4, the stage 1 EQU events in 
each well gave higher-frequency peaks at every integer-multiple of the fundamental 
frequency, indicating that the system boundaries were paired, and therefore the 
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downhole boundary was acting as a closed boundary.  For the post-fracturing SD 
events, the higher-frequency component peaks were observed at nearly exact odd-
integer multiples of the fundamental frequency, indicating that the boundaries were non-
paired, and therefore the downhole boundary was behaving as an open boundary.  
These conclusions agreed with observations made by Holzhausen and Gooch (1985) 
as well as by Carey et al. (2015), where both researchers noted a “doubling of the 
period of oscillation” of the fundamental frequency, after fracturing.  An intriguing note is 
that the SRT events recorded for this work also contained higher-order harmonics that 
appeared to converge to odd-integer multiples of the fundamental frequency, showing 
that even a fracture network of relatively small volume is capable of satisfying the 
conditions for an open boundary. 
To analyze the convergence of the higher order waveforms within the signal to 
the open boundary assumption, for the SD events each higher-order harmonic mode 
was normalized back to an equivalent fundamental frequency by applying Equation 4.6, 
which simplifies to Equation 5.1 by assuming a constant conduit length and wavespeed 
for a given event.   
 
 The convergence was strong, and confirmed the assumption of open downhole 
boundary behavior post-fracturing to be valid.  However, no SD event gave a perfect 
convergence, indicating that the fracture network and restrictive wellbore entry was 
exerting some impedance to fluid and pressure replacement.  Since the scope of this 
thesis did not include fracture impedance measurements, they were not considered 
further.   Figure 5.1 illustrates the degree of convergence to the open boundary 
assumption for Well II.   
= �� −  (5.1) 
 
where,  = fundamental wave frequency [Hz] 
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Figure 5.1: Convergence of harmonic modes of SD events in Well II to a fundamental 
frequency using Equation 5.1.  All modes of each stage plot on the same range and 
therefore show good convergence, with the highest convergence in Stages 3 and 4.  
Likewise, the convergence of pre-fracturing EQU events to the assumption of a closed 
boundary was tested.  EQU events on Stage 1 agreed well with the assumption of a 
closed boundary, and converged with high accuracy to a fundamental frequency by 
applying Equation 4.4 with the assumption of constant wave speed.   
5.2 Hydraulic Length Correlation 
While the presence of multiple harmonic modes in the FFT results was consistent 
in every recorded event, the frequency of each mode did not remain constant from 
stage to stage.  The frequency of the six visible resonant modes increased as the 
treatment progressed, and the measured depth of each stage decreased, indicating that 
the component frequencies of hydraulic impulses are dependent on the length of the 
hydraulic system.  Plotting the SD event frequency components against the depth of the 
CFP for each stage in each sample well verified this conclusion, as shown in Figure 5.2 
for Well IV.  Since the wave speed should remain mostly constant from one stage to the 
next, the linear relationship shown in Figure 5.2 agreed with the physical understanding 




Figure 5.2: Resonant modes of SD hydraulic impulse events in Well IV, stages 1-6, from 




The correlation between frequency of the higher order resonant modes and the 
measured depth of the bridge plug was significant for each of the sample wells, with 
some R2 values as high as 1.0000, and many above 0.9900.  This high degree of 
correlation indicated that the frequency components of a hydraulic impulse in a wellbore 
can be used with high accuracy to measure the hydraulic length of the system.  
Specifically, the length of the hydraulic system for a given stage can be defined as the 
measured depth from the surface to the isolating bridge plug for that stage.  Therefore, 
the frequency components of hydraulic impulses, post-fracturing, can be used to 
confirm the depth of isolating equipment such as bridge plugs in the wellbore.   
Each resonant mode showed a high correlation to depth except for the first, or 
measured fundamental, mode.  Throughout each of the sample wells the lowest-
frequency mode consistently gave the poorest correlation to depth.  The reason for this 
poor convergence is undetermined, however it is possible that the low-frequency mode 
is simply skewed by the effect of reservoir leakoff noise that occurs in that frequency 
range.  This conclusion is significant, in that it establishes the advantage of frequency 
spectrum analysis over conventional time domain analysis, since the only mode that is 
discernable in the time domain is the first.  The higher-frequency modes identified in 
frequency domain analysis are the only modes of oscillation accurate enough to be 
predictively correlated to hydraulic length.   
Further analysis of the relationship between the frequency components of the 
recorded hydraulic impulses and the hydraulic length of the system was therefore 
performed to establish a reliable method of data interpretation to confirm the depth of 
isolation tools after each stage.  The goal was to relate the frequency characteristics of 
the hydraulic impulse waveform back to a tangible measurement of hydraulic length.  To 
calculate length, according to Equation 4.6, the frequency and the wave velocity in the 
pipe must be known.  The frequency is given by the results of the FFT, and the wave 
velocity can either be calculated, or measured using known distances in the wellbore.  
Non-uniform temperatures, variable vertical depth and porpoising of the wellbore, and 
changing viscosities makes the calculation of wave velocity in the post-fracturing 
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wellbore system complicated.  However, the dataset includes hydraulic impulse events 
occurring in regularly spaced treatment intervals.  The frequency difference between 
two events occurring in subsequent treatment intervals a known distance apart should 
therefore be approximately representative of the system wave velocity, assuming the 
measured depths of each stage are accurate. 
To test this, the frequency components from the FFT results were again 
normalized back to a fundamental frequency, then converted to period using Equation 
4.2.  Converting to period gives a disadvantage when interpreting FFT results by 
causing an irregular scaling of the data, but when analyzing results has the advantage 
of units in seconds rather than hertz.  The fundamental period of each resonant mode 
was then plotted against the CFP depth of each stage from the wireline counter, as in 
Figure 5.2, giving a slope in ft/s.  The slope of the resulting plots, shown in Figure 5.3, is 
not representative of the true wave velocity, but instead ¼ of the wave velocity since the 
post-fracturing case is considered a non-paired boundary system.  Equation 5.2 gives 
the solution for wave velocity in a non-paired boundary system as a function of the 
slope of length with respect to period, by combining Equation 4.2 and Equation 4.6. � = 4 �� (5.2) 
By applying Equation 5.2, the approximate wave velocity given by the plots in 
Figure 5.3 for Well IV was between 4,500 ft/s and 5,200 ft/s.  This range was further 
constrained by adding the assumption that a hypothetical pipe section of zero length will 
have a period of zero seconds, or more plainly, by forcing the linear fit of the events to 
intersect the origin of the plots.  This assumption constrained the velocity to a range of 
4,550 ft/s – 4,600 ft/s for each resonant mode in Well IV.  This velocity is in good 
agreement with the known speed of sound in water, which at standard conditions is 
approximately 4,800 ft/s.  By averaging the velocities of each resonant mode (excluding 
the first), an estimate of wave velocity was generated in the same fashion for each 
sample well.  These velocities, and the overall average velocity between all harmonic 




Figure 5.3: Normalized fundamental period correlated to depth by a slope of α/4, 
assuming a non-paired boundary conditions. 
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Table 5.1: Estimated wave velocities from plots of bridge plug depth and normalized 
fundamental wave period 
 
 
With the wave velocities of each well estimated, the period of each event could 
then be converted to depth by again applying Equation 5.2.  To reduce error, the 
average normalized fundamental period of each event was used (again excluding the 
first mode), and the result gave an average calculated reflection depth for the SD events 
at the end of each stage.  This method was applied to all 27 stages in the sample set, 
and plotted against the intended CFP setting depth to compare calculated depth from 
hydraulic impulse analysis to the field data.  The following section discusses the results 
of this measurement in each sample well. 
5.3 Sample Well Results 
The predicted depth of the isolating plugs was identified for each stage in all five 
sample wells, and indicated an average error of 29’ off of the depth the plugs were set 
at according to the wireline counter for all stages in all wells.  Given that the CFP depths 
for each stage were between 10,800 feet and 12,000 feet, this is a remarkably low error 
and gives good confidence in the results.  The maximum deviation between the 
hydraulic impulse measurement and the setting depth of a bridge plug was 129’, 
observed in Well III.  This deviation was verified as a plug failure during drillout 
operations when no tag was recorded at the original setting depth of the plug, which 
further supports the conclusion that hydraulic impulse analysis can be used to measure 
plug depth in a well after each fracturing stage.  Plots of the calculated plug depth and 
original setting depth from the wireline counter for Wells I – V are presented in Figures 













Well I 4,562.6 4,563.7 4,556.8 4,577.4 4,584.4 4,569.0
Well II 4,531.5 4,561.2 4,545.6 4,559.2 4,568.2 4,553.1
Well III 4,528.3 4,533.7 4,543.1 4,548.4 4,535.0 4,537.7
Well IV 4,553.2 4,591.0 4,592.9 4,598.7 4,603.1 4,587.8







Figure 5.4: Confirmation of plug depth after each stage in Well I using a calculated 
depth from hydraulic impulse analysis.  All CFP’s were tagged at the expected depth 







Figure 5.5: Confirmation of plug depth after each stage in Well II using a calculated 
depth from hydraulic impulse analysis.  All CFP’s were tagged at the expected depth 








Figure 5.6: Confirmation of plug depth after each stage in Well III using a calculated 
depth from hydraulic impulse analysis.  The CFP for stage 4 was not tagged at the 
expected depth during drillout operations after the fracturing treatment was completed.  








Figure 5.7: Confirmation of plug depth after each stage in Well IV using a calculated 
depth from hydraulic impulse analysis.  All CFP’s were tagged at the expected depth 








Figure 5.8: Confirmation of plug depth after each stage in Well V using a calculated 
depth from hydraulic impulse analysis.  All CFP’s were tagged at the expected depth 
during drillout operations after the fracturing treatment was completed. 
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5.4 Data Resolution Comparison 
The analysis presented in the previous section was performed using data 
collected for this work at a sampling rate of 250 Hz.  However, fracturing pressure data 
are commonly recorded at a much lower resolution of 1 Hz, and it is therefore relevant 
to explore the applications of frequency spectrum analysis to data sampled at 1 Hz.  
When considering downsampling signals, two main factors of error must be considered.  
First, a signal that is significantly under-sampled will experience signal aliasing, where 
the waveform traced by the samples is not representative of the continuous waveform.  
Second, a signal sampled at a lower rate will have a correspondingly lower Nyquist 
frequency, as defined by Equation 4.8, allowing fewer frequency components to be 
identified.  The degree of aliasing between 1 Hz and 250 Hz data can be examined by 
plotting the same signal sampled at each rate overtop of itself and identifying points of 
non-convergence, as in Figure 5.9.   
 
Figure 5.9: Resolution comparison of 250 Hz data (blue) and 1 Hz data (red), showing 
some loss of definition but no significant signal aliasing. 
While much of the high frequency oscillation is not captured by 1 Hz recorded 
data, the two datasets converge to trace a similar waveform, suggesting that there is not 
likely to be significant error from aliasing between data collected at 1 Hz and data 
collected at some higher rate.  Therefore, the only effect that data resolution will have 
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on the application of frequency spectrum analysis is in the reduction of the Nyquist 
frequency and the identification of higher frequency modes of oscillation.   
The Nyquist frequency for any signal is exactly half of the sampling rate.  For 
typical fracturing pressure data recorded at 1 Hz, therefore, the Nyquist frequency is 
exactly 0.5 Hz.  Many of the higher harmonic modes identified in the dataset in this work 
exist at frequencies higher than 0.5 Hz, and the only frequency components that can be 
identified consistently below 0.5 Hz are the first and second harmonic modes.  Figure 
5.10 shows the frequency spectrum response of a water hammer event downsampled 
to the typical rate of 1 Hz. 
 
Figure 5.10: Frequency spectrum analysis of a water hammer event recorded at the 
typical rate of 1 Hz, with only the first and second harmonic modes clearly identifiable. 
  As discussed previously, and shown in Figure 5.2, the first harmonic mode 
observed in the frequency spectrum analysis was poorly correlated to depth compared 
to the other modes, and is not useful for the correlations to depth made in this work.  
However, for modes above the first harmonic, there was no clear gain in correlation 
precision from one mode to the next, and the second mode was consistently as well 
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correlated with reflection depth as any of the other higher order harmonics.  It is 
therefore possible that some reliable degree of reflection depth interpretation could be 
made by applying frequency spectrum analysis to identify the second harmonic mode 
using 1 Hz data routinely collected during fracturing operations.  The accuracy of 
frequency spectrum analysis using 1 Hz data was not part of the scope of this thesis, 
and was not evaluated further in this work.  Some considerations to be made before 
analyzing 1 Hz data for depth correlations are discussed later, in Chapter 6.  
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CHAPTER 6  
CONCLUSIONS AND FUTURE WORK 
The results of this work showed that the frequency of recorded hydraulic 
impulses can be reliably correlated to a reflection depth with an exceptionally low 
degree of error.  These results lead to some significant conclusions and show that 
hydraulic impulse diagnostic methods could have immediate utility as a form of quality 
analysis and control data during horizontal well completions.  In this chapter, the 
conclusions of this work are presented, and industry applications are considered.  
Future work and applications are also suggested.  
6.1 Conclusions and Industry Applications 
This work demonstrates frequency spectrum analysis as a promising technique 
for characterizing hydraulic impulse events.  Numerous hydraulic impulse events were 
recorded at 2,000 Hz, exported at 250 Hz, and analyzed in the frequency domain.  The 
frequency spectrum of a wellbore hydraulic impulse displayed numerous characteristics 
that would not be identifiable in conventional time domain analysis.  From the frequency 
spectrum analysis of these events, the following conclusions were made: 
• Hydraulic impulse events in similar wellbores display similar and non-random 
component frequencies, and component frequency peaks on the order of 0 to 5 Hz 
are primarily a function of free pressure wave resonance within the wellbore. 
• Frequency characteristics of hydraulic impulse events can be accurately and 
consistently correlated to the hydraulic length of the wellbore by applying the correct 
assumptions about the behavior of the system boundaries. 
• Connected hydraulic fractures alter hydraulic impulse events by acting as an open 
boundary downhole, resulting in a fundamental change to the wave behavior in the 
wellbore when compared to events induced in the same wellbore before fracturing.  
Crucial to the analysis performed in this work in the frequency domain was the 
conclusion of open downhole boundary behavior post-fracturing.  This assumption was 
used to normalize higher resonant modes back to a single fundamental mode, so that 
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frequency characteristics could be analyzed on the same range.  For each of the 
identified frequency characteristics, a strong correlation to hydraulic length was 
observed.  When the correct boundary assumption was applied to normalize the 
frequency behavior, this correlation was confirmed at multiple frequency modes and 
therefore could be reliably used to measure hydraulic length of oscillation.  Consistent 
with previous works, this boundary behavior was observed only when the well was 
connected to a large fracture network.  Apart from the observed effect on downhole 
boundary behavior, specific component frequencies related to reservoir fracture network 
characteristics were not identified in this work. 
The results of this work show that hydraulic impulses can be reliably interpreted 
to measure the depth of isolating bridge plugs in a well after a fracturing stage has been 
completed.  This conclusion gives some possible immediate industry applications.  In 
horizontal multi-stage completions, any failure in bridge plug isolation can be 
detrimental to stimulation efficiency by allowing excess volumes of proppant and 
treatment fluids to be pumped into already effectively stimulated zones.  Failures in 
wellbore stage isolation can also be harmful to well performance, by causing zones of 
the reservoir to be under-stimulated or entirely unstimulated.  Therefore, maintaining 
stage isolation is vital to ensure that fracturing treatments are placed properly.  
However, isolation is often not confirmed until after the job is completed and the 
isolating bridge plugs are tagged during drillout operations, preventing the operator from 
identifying failures in real-time.  There are currently no methods on the market to verify 
isolation tool depth within the wellbore after a stage has been pumped that do not 
require additional time, equipment, or well entry.   
This work suggests that by applying signal processing techniques and waveform 
analysis to recorded hydraulic impulses after fracturing, the location of bridge plugs in a 
wellbore can be accurately and simply measured.  Application of these methods could 
therefore allow inefficiencies due to tool failures to be effectively minimized.  
Additionally, hydraulic impulse diagnostics could be applied to allow tool failure 
conditions to be verified in the field.  Further applications also include inexpensive field 
testing of dissolvable bridge plugs, which are becoming increasingly important as the 
industry makes extended laterals the new norm.  
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6.2 Future Work 
There remains a significant amount of future work available on the topic of 
hydraulic impulse diagnostics.  With relevance to this work, additional field trials and 
laboratory testing could be undertaken to validate many of the conclusions, and to test 
the effects of factors such as changing wellbore diameter, leaking isolation tools, and 
deeper/shallower well lengths.  It would also be relevant to collect field data in another 
sample well set with additional diagnostic data available, such as chemical or 
radioactive tracer, microseismic monitoring, or fiber optic monitoring, and to collect data 
on a full well completion so that hydraulic impulse diagnostic data may be compared to 
other information.   
Frequency spectrum analysis seems to be a promising method of characterizing 
hydraulic impulses, revealing signal features that are not discernable by analyzing such 
events in the time domain.  Many of these characteristics were not analyzed within the 
scope of this work, and could therefore be addressed by future studies.  Signal 
characteristics that were identified but not analyzed further include: 
• amplitude features in the frequency domain, and the relative amplitude of higher-
order resonant modes to the fundamental frequency and it’s amplitude; 
• phase characteristics of the signal, and the phase change of signals within the 
wellbore before and after fracturing, as well as after different total injection volumes; 
• lower amplitude frequency components, to be identified using spectral 
deconvolution of the total signal; and, 
• inconsistent or non-repeated high frequency components on the FFT results. 
Further analysis could also be performed on the application of 1 Hz fracturing 
data to frequency spectrum analysis.  It was clear through this work that 1 Hz data often 
provides a Nyquist frequency high enough to allow the first and second harmonic 
modes of the wellbore to be identified.  However, it is possible that the determination of 
these frequencies may not be as accurate using native 1 Hz data, due to the averaging 
algorithms that occur when data is sampled at rates lower than the gauge output.   
It would also be useful to the further application of frequency spectrum analysis 
to experimentally model wellbore hydraulic impulses, and attempt to achieve the same 
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frequency component results observed in field data.  Experimental modeling should 
include considerations for downhole boundary conditions, and different types of isolation 
tools.  It would be helpful to visualize and understand the interaction of different types of 
hydraulic impulses with flow-through bridge plugs and sealing balls, so this action could 
be better characterized in the field data. 
Numerous previous works have focused on the application of hydraulic impulse 
characterization as a method for estimation of induced hydraulic fracture geometry 
(Holzhausen and Gooch, 1985; Holzhausen and Egan, 1986, 1987; Paige et al. 1997; 
Carey et al. 2014, 2015; Iriarte et al. 2017), but all of these works struggled to fit 
simulated data to field data, or struggled to find strong correlations in their results.  It is 
likely that existing models could be improved by applying signal processing techniques 
and ensuring that field data is recorded at higher sample rates.  
With relevance to fracture network characterization, this work establishes that the 
primary effect on hydraulic impulses by induced hydraulic fractures comes from the 
altered downhole boundary condition.  The fracture network is able to flow fluid in or out 
of the wellbore to mitigate pressure changes, and therefore causes the downhole 
boundary to behave nearly as an open boundary, or an anti-node to pressure.  It is 
possible, as suggested but Holzhausen and Gooch (1985), that the geometry and 
conductivity of the fracture network has some effect on its ability to act as an open 
boundary.  If so, this affect is potentially quantifiable by frequency and phase analysis of 
recorded hydraulic impulses. 
In this work, the high-amplitude and low-frequency components resulting from 
wellbore decompression and fluid leakoff to the reservoir were mostly removed by 
detrending the data, in order to more clearly identify other components in the frequency 
domain.  However, the characterization of leakoff behavior is of interest for numerous 
other applications.  Often, the subtle changes in leakoff slope and derivative behavior 
are indicative of fracture behavior and formation properties, and are analyzed through 
various methods in order to estimate these properties.  Frequency analysis is a potential 
method of characterizing leakoff behavior in a more repeatable and consistent way.   
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Finally, it would be useful to establish a standard procedure for inducing 
hydraulic impulses at the surface, so the impulse could be controlled to a higher degree.  
Analyzing impulses caused by pump shutdowns that are not standardized in any way 
could result in a degree of error in the recorded data.  With high sample-rate pressure 
recording equipment, impulses could be induced by rapidly rocking a valve at the 
surface to release a controlled volume of fluid.  The EQU events observed as part of 
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 This appendix contains supporting materials including field data collection 
images, intermediate and final data, and processed FFT results for all recorded events. 
 
A.1 Field Data Collection Setup 
 
Figure A.1:  Channel A pressure transducer location on the Main Line data collection. 
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Figure A.2: Channel B pressure transducer location on the casing valve of Well V. 
 
 









Figure A.4: Zipper manifold and main line during field data collection. 
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A.2 Data and Calculations 








Freq. Peak 1, f1
[Hz]
Freq. Peak 2, f2
[Hz]
Freq. Peak 3, f3
[Hz]
Freq. Peak 4, f4
[Hz]
Freq. Peak 5, f5
[Hz]
Freq. Peak 6, f6
[Hz]
Well I 1 SD 11,584 0.094 0.289 0.483 0.672 0.867 1.072
Well I 2 SD 11,434 0.094 0.294 0.494 0.689 0.894 1.100
Well I 3 SD 11,284 0.100 0.300 0.500 0.700 0.906 1.106
Well I 4 SD 11,134 0.100 0.306 0.506 0.711 0.922 1.122
Well I 5 SD 10,984 0.100 0.311 0.517 0.722 0.928 1.133
Well I 6 SD 10,834 0.106 0.317 0.528 0.739 0.950 1.156
Well II 1 SD 11,584 0.094 0.294 0.494 0.689 0.889 1.089
Well II 2 SD 11,434
Well II 3 SD 11,284 0.096 0.301 0.505 0.703 0.907 1.117
Well II 4 SD 11,134 0.100 0.306 0.511 0.717 0.922 1.128
Well II 5 SD 10,984 0.100 0.311 0.517 0.722 0.933 1.139
Well II 6 SD 10,834 0.100 0.311 0.528 0.733 0.944 1.156
Well III 1 SD 11,777 0.005 0.290 0.480 0.675 0.870 1.060
Well III 2 SD 11,627 0.095 0.295 0.490 0.690 0.885 1.080
Well III 3 SD 11,477 0.095 0.295 0.495 0.690 0.890 1.085
Well III 4 SD 11,327 0.100 0.295 0.495 0.695 0.895 1.090
Well III 5 SD 11,177 0.100 0.305 0.510 0.715 0.920 1.120
Well III 6 SD 11,027
Well IV 1 SD 11,989 0.095 0.285 0.480 0.670 0.860 1.060
Well IV 2 SD 11,789 0.095 0.290 0.490 0.685 0.880
Well IV 3 SD 11,589 0.100 0.295 0.495 0.695 0.895 1.095
Well IV 4 SD 11,389
Well IV 5 SD 11,189 0.100 0.305 0.510 0.715 0.925 1.130
Well IV 6 SD 10,989 0.105 0.310 0.520 0.730 0.940 1.145
Well V 1 SD 11,763 0.100 0.294 0.483 0.678 0.867 1.050
Well V 2 SD 11,613 0.100 0.294 0.494 0.689 0.883 1.078
Well V 3 SD 11,463 0.100 0.294 0.494 0.689 0.889 1.089
Well V 4 SD 11,313 0.100 0.300 0.500 0.706 0.906 1.106
Well V 5 SD 11,163 0.100 0.306 0.511 0.717 0.922 1.122
Well V 6 SD 11,013 0.100 0.311 0.517 0.722 0.933 1.139
Raw Frequency Components
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Freq. Peak 1, f1
[Hz]
Freq. Peak 2, f2
[Hz]
Freq. Peak 3, f3
[Hz]
Freq. Peak 4, f4
[Hz]
Freq. Peak 5, f5
[Hz]
Freq. Peak 6, f6
[Hz]
Avg. of Modes 2-6, favg 
[Hz]
Well I 1 SD 11,584 0.094 0.096 0.097 0.096 0.096 0.097 0.097
Well I 2 SD 11,434 0.094 0.098 0.099 0.098 0.099 0.100 0.099
Well I 3 SD 11,284 0.100 0.100 0.100 0.100 0.101 0.101 0.100
Well I 4 SD 11,134 0.100 0.102 0.101 0.102 0.102 0.102 0.102
Well I 5 SD 10,984 0.100 0.104 0.103 0.103 0.103 0.103 0.103
Well I 6 SD 10,834 0.106 0.106 0.106 0.106 0.106 0.105 0.105
Well II 1 SD 11,584 0.094 0.098 0.099 0.098 0.099 0.099 0.099
Well II 2 SD 11,434
Well II 3 SD 11,284 0.096 0.100 0.101 0.100 0.101 0.102 0.101
Well II 4 SD 11,134 0.100 0.102 0.102 0.102 0.102 0.103 0.102
Well II 5 SD 10,984 0.100 0.104 0.103 0.103 0.104 0.104 0.103
Well II 6 SD 10,834 0.100 0.104 0.106 0.105 0.105 0.105 0.105
Well III 1 SD 11,777 0.005 0.097 0.096 0.096 0.097 0.096 0.096
Well III 2 SD 11,627 0.095 0.098 0.098 0.099 0.098 0.098 0.098
Well III 3 SD 11,477 0.095 0.098 0.099 0.099 0.099 0.099 0.099
Well III 4 SD 11,327 0.100 0.098 0.099 0.099 0.099 0.099 0.099
Well III 5 SD 11,177 0.100 0.102 0.102 0.102 0.102 0.102 0.102
Well III 6 SD 11,027
Well IV 1 SD 11,989 0.095 0.095 0.096 0.096 0.096 0.096 0.096
Well IV 2 SD 11,789 0.095 0.097 0.098 0.098 0.098 0.098
Well IV 3 SD 11,589 0.100 0.098 0.099 0.099 0.099 0.100 0.099
Well IV 4 SD 11,389
Well IV 5 SD 11,189 0.100 0.102 0.102 0.102 0.103 0.103 0.102
Well IV 6 SD 10,989 0.105 0.103 0.104 0.104 0.104 0.104 0.104
Well V 1 SD 11,763 0.100 0.098 0.097 0.097 0.096 0.095 0.097
Well V 2 SD 11,613 0.100 0.098 0.099 0.098 0.098 0.098 0.098
Well V 3 SD 11,463 0.100 0.098 0.099 0.098 0.099 0.099 0.099
Well V 4 SD 11,313 0.100 0.100 0.100 0.101 0.101 0.101 0.100
Well V 5 SD 11,163 0.100 0.102 0.102 0.102 0.102 0.102 0.102
Well V 6 SD 11,013 0.100 0.104 0.103 0.103 0.104 0.104 0.103
Equivalent Fundamental Frequency Components
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Period Peak 1, T1
[s]
Period Peak 2, T2
[s]
Period Peak 3, T3
[s]
Period Peak 4, T4
[s]
Period Peak 5, T5
[s]
Period Peak 6, T6
[s]
Avg. of Modes 2-6, Tavg 
[s]
Well I 1 SD 11,584 10.588 10.385 10.345 10.413 10.385 10.259 10.357
Well I 2 SD 11,434 10.588 10.189 10.113 10.162 10.062 10.000 10.105
Well I 3 SD 11,284 10.000 10.000 10.000 10.000 9.939 9.950 9.978
Well I 4 SD 11,134 10.000 9.818 9.890 9.844 9.759 9.802 9.823
Well I 5 SD 10,984 10.000 9.643 9.678 9.693 9.701 9.706 9.684
Well I 6 SD 10,834 9.474 9.474 9.474 9.474 9.474 9.519 9.483
Well II 1 SD 11,584 10.588 10.189 10.113 10.162 10.125 10.102 10.138
Well II 2 SD 11,434
Well II 3 SD 11,284 10.372 9.981 9.906 9.954 9.918 9.846 9.921
Well II 4 SD 11,134 10.000 9.818 9.783 9.768 9.759 9.754 9.776
Well II 5 SD 10,984 10.000 9.643 9.678 9.693 9.643 9.659 9.663
Well II 6 SD 10,834 10.000 9.643 9.474 9.546 9.530 9.519 9.542
Well III 1 SD 11,777 200.004 10.345 10.417 10.371 10.345 10.378 10.371
Well III 2 SD 11,627 10.527 10.170 10.204 10.145 10.170 10.185 10.175
Well III 3 SD 11,477 10.527 10.170 10.101 10.145 10.113 10.138 10.133
Well III 4 SD 11,327 10.000 10.170 10.101 10.072 10.056 10.092 10.098
Well III 5 SD 11,177 10.000 9.836 9.804 9.790 9.783 9.822 9.807
Well III 6 SD 11,027
Well IV 1 SD 11,989 10.527 10.527 10.417 10.448 10.465 10.378 10.447
Well IV 2 SD 11,789 10.527 10.345 10.204 10.219 10.227 10.249
Well IV 3 SD 11,589 10.000 10.170 10.101 10.072 10.056 10.046 10.089
Well IV 4 SD 11,389
Well IV 5 SD 11,189 10.000 9.836 9.804 9.790 9.730 9.735 9.779
Well IV 6 SD 10,989 9.524 9.678 9.616 9.589 9.575 9.607 9.613
Well V 1 SD 11,763 10.000 10.189 10.345 10.328 10.385 10.476 10.345
Well V 2 SD 11,613 10.000 10.189 10.113 10.162 10.189 10.206 10.172
Well V 3 SD 11,463 10.000 10.189 10.113 10.162 10.125 10.102 10.138
Well V 4 SD 11,313 10.000 10.000 10.000 9.921 9.939 9.950 9.962
Well V 5 SD 11,163 10.000 9.818 9.783 9.768 9.759 9.802 9.786
Well V 6 SD 11,013 10.000 9.643 9.678 9.693 9.643 9.659 9.663
Equivalent Fundamental Period Components
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Well I 1 SD 11,814 10.357 11,831
Well I 2 SD 11,614 10.105 11,543
Well I 3 SD 11,414 9.978 11,397
Well I 4 SD 11,214 9.823 11,220
Well I 5 SD 11,014 9.684 11,062
Well I 6 SD 10,814 9.483 10,832
Well II 1 SD 11,584 10.138 11,540
Well II 2 SD 11,334
Well II 3 SD 11,284 9.921 11,293
Well II 4 SD 11,134 9.776 11,128
Well II 5 SD 10,984 9.663 10,999
Well II 6 SD 10,834 9.542 10,862
Well III 1 SD 11,777 10.371 11,765
Well III 2 SD 11,627 10.175 11,543
Well III 3 SD 11,477 10.133 11,496
Well III 4 SD 11,327 10.098 11,456
Well III 5 SD 11,177 9.807 11,125
Well III 6 SD 11,027
Well IV 1 SD 11,989 10.447 11,982
Well IV 2 SD 11,789 10.249 11,755
Well IV 3 SD 11,589 10.089 11,571
Well IV 4 SD 11,389
Well IV 5 SD 11,189 9.779 11,216
Well IV 6 SD 10,989 9.613 11,025
Well V 1 SD 11,763 10.345 11,767
Well V 2 SD 11,613 10.172 11,571
Well V 3 SD 11,463 10.138 11,532
Well V 4 SD 11,313 9.962 11,332
Well V 5 SD 11,163 9.786 11,132







A.3 Well I Hydraulic Impulse Events and Processing 
 
 













































































Figure A.18:  Well I, Stage 6, SD hydraulic impulse event and processing results. 
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Figure A.28:  Well II, Stage 6, SD hydraulic impulse event and processing results. 
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Figure A.36:  Well III, Stage 5, SD hydraulic impulse event and processing results. 
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Figure A.47:  Well IV, Stage 6, SD hydraulic impulse event and processing results. 
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Figure A.60:  Well V, Stage 6, SD hydraulic impulse event and processing results. 
