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ABSTRACT
Brewer, C. Kenneth, Ph.D., May 2007

Forestry

Remote sensing applications to support sustainable natural resource management
Chairperson: Dr. LLoyd P. Queen
The original design of this dissertation project was relatively simple and straightforward. It was
intended to produce one single, dynamic, classification and mapping system for existing
vegetation that could rely on commonly available inventory and remote sensing data. This
classification and mapping system was intended to provide the analytical basis for resource
planning and management. The problems encountered during the first phase of the original
design transformed this project into an extensive analysis of the nature of these problems and a
decade-long remote sensing applications development endeavor. What evolved from this
applications development process is a portion of what has become a “system of systems” to
inform and support natural resource management.
This dissertation presents the progression of work that sequentially developed a suite of remote
sensing applications designed to address different aspects of the problems encountered with the
original project. These remote sensing applications feature different resource issues, and resource
components and are presented in separate chapters. Chapter one provides an introduction and
description of the project evolution and chapter six provides a summary of the work and
concluding discussion. Chapters two through five describe remote sensing applications that
represent related, yet independent studies that are presented essentially as previously published.
Chapter two evaluates different approaches to classifying and mapping fire severity using
multi-temporal Landsat TM data. The recommended method currently represents the analytical
basis for fire severity data produced by the USDA Forest Service and the US Geological Survey.
Chapter three also uses multi-temporal Landsat data and compares quantitative, remote-sensingbased change detection methods for forest management related canopy change. The
recommended method has been widely applied for a variety of forest health and disaster response
applications. Chapter four presents a method for multi-source and multi-classifier regional land
cover mapping that is currently incorporated in the USDA Forest Service Existing Vegetation
Classification and Mapping Technical Guide. Chapter five presents a study using nearest
neighbor imputation methods to generate geospatial data surfaces for simulation modeling of
vegetation through time and space. While these results have not yet been successful enough to
support widespread adoption and implementation, it is possible that these general methods can be
adapted to perform adequately for simulation modeling data needs.
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CHAPTER 1: INTRODUCTION AND PROJECT
EVOLUTION
INTRODUCTION
I have always believed that accurate, precise, and current resource information is fundamental to
informing and supporting natural resource management decisions. Throughout my forestry
career, I have observed that better information does not always result in better decisions, but
limited information always reduces the decision space and rarely improves the decision. As a
result, my research objectives for this graduate program are rooted in, and intertwined with, my
professional experience. Over the course of the last twenty-five years, I have seen major changes
in the technological, scientific, and social foundations of forest management in the United States
and throughout the world.
Within the United States, these changes have resulted in the evolution of new management
strategies in all parts of the country. These new management strategies have shifted the emphasis
of forest management dramatically. The emphasis has shifted from sustained yields of goods and
services to the concept of sustainable forest ecosystem management (King et al. 1997, Fedkiw
1997, and Covington et al. 1997). Similarly, the emphasis on stand-level vegetation management
and single species management has shifted to a variety of approaches for cooperatively managing
whole, dynamic ecosystems with more emphasis placed on managing at the “landscape level”
(Hansen 1998, King et al. 1997, Staten and Hodges 1997, Williams and Ellefson 1997). This
transition has been made by both public and private forest managers (Quigley and Arbelbide
1997, Haynes et al. 1998, Hann et al. 1998, Lee et al. 1998, Quigley et al. 1998).
These shifts in forest management strategies all require more extensive and comprehensive
information. One of the most fundamental information needs for implementing any sustainable
forest management strategy is consistent and continuous existing vegetation data of sufficient
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accuracy, precision, and currency to address the principle resource issues and concerns at
appropriate scales. Vegetation is the primary biophysical ecosystem component directly managed
by most forest landowners and land management agencies. Other ecosystem components such as
water, soil, fuels, and air quality, as well as terrestrial and aquatic fauna are, for the most part,
indirectly managed by way of vegetation management and/or access management. Many of the
analyses needed to address multiple resource issues are essentially analyses of vegetation pattern
and process relationships. Nearly all forest landowners and land management agencies have
some form of inventory data and some form of vegetation map. Few, if any, of these landowners
and managers have these two data sources completed, current, and explicitly connected; and none
of them have these data sources continuous across adjacent ownerships. Forest inventory data
from different ownerships and sources are difficult to combine because they are rarely
contemporary and are normally collected following different, often single objective, sampling
designs. While these data usually met the objective of the design at the time of collection and for
the sites where they were collected they are rarely a true population sample, even from the
ownership where they were collected. Similarly, problems usually arise when combining map
products from adjacent ownerships because the vegetation classification logic and the map unit
design processes lack sufficient commonality to establish relationships between the products.

DISSERTATION PROJECT EVOLUTION
Project Goal
When I originally proposed the project “Dynamic classification and mapping system to support
sustainable forest management” to my graduate committee the stated goal of the project was as
follows: “The goal of this project is to provide forest landowners and land management agencies
a dynamic vegetation classification and mapping system to produce consistent and continuous
vegetation information across all ownerships. This system will use commonly available
inventory data and well established remote sensing data sources. The inventory and mapping
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products of this dynamic system will be designed to provide the analytical basis for vegetation
pattern and process analyses associated with the evaluation of sustainable forest management
strategies” (Brewer, 3/14/98 Dissertation Proposal).

Initial Mapping Effort
The first phase of the project, completed in 1999, was the development of two base products. The
first product was a taxonomic classification system for existing vegetation inventory data that
would comprise the analytical basis for the remainder of the project. This first product was
developed closely following the classification logic developed by the Northern Region (USDA
Forest Service 1997). The second product was a mapping system based on commonly available
remote sensing data as well as extensive ancillary geospatial data. These data were classified to
generate the vegetation maps derived from the taxonomic classification. The first maps
developed (i.e., lifeform, dominance type, tree canopy cover, and tree size class) used a two-stage
classification process generally following Ma and others (2001). This process used a two-pass
unsupervised classification designed to capture patterns in the spectral data followed by a pixel
merging process to create raster regions that depict landscape pattern. A supervised classification
process, based on extensive training datasets developed from a wide variety of existing field
sampled and photo interpreted data sources, then provided the thematic attributes to the regions.
The taxonomic classification process and the initial mapping efforts were completed without
problems and the initial accuracy assessments, based on Monte Carlo simulations (randomly
leaving some of the training data out and running the classification many times), suggested the
map products had reasonably good accuracies. I initially ran each of the supervised
classifications with several different algorithms. For both cover type and tree canopy cover there
were two classification algorithms that were nearly equal in estimated accuracy, but different in
the spatial and thematic error structures. Faced with this situation, I determined that a field

3

evaluation would provide the most rational basis for choosing a final set of algorithms. My initial
field reconnaissance indicated that neither of the two best models produced the accuracies
suggested by the initial assessments. In addition the tree size class map product also exhibited
accuracy problems. The lifeform map product, based on training data produced through photo
and image interpretation, was the only one that matched the initial accuracy assessment.
I expected this to be a relatively simple and straightforward project that could rely on commonly
available inventory and remote sensing data to produce one single dynamic classification and
mapping system. It was the problems encountered at this juncture that transformed this project
into an extensive analysis of the nature of these problems and a decade-long remote sensing
applications development endeavor. What evolved from this applications development process is
a portion of a “system of systems” to support natural resource management. The following
introductory sections discuss the nature of the problems encountered, their solutions, and the
research and development activities implemented and presented in this dissertation.

FIELD DATA PROBLEMS
Suspecting problems with the training data I structured extensive field reconnaissance, of both
study areas, to evaluate training data quality. The field sampled data collected following common
stand exam protocols (USDA Forest Service 2004) exhibited the following problems:
1. Major change events occurred to the stands since the time of original data collection that
are not reflected in the data. These disturbance events included non-regeneration timber
harvest activity, fire, insect and pathogen mortality, and climatic mortality.
2. Stand data was currently attributed to small subsets of the originally sampled stands;
normally due to major disturbance events. (e.g., An 80 acre stand is originally examined
with a subsequent 40 timber harvest activity. The “new stand” created by the timber
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harvest is assigned a new stand number and the original stand, now only 40 acres, retains
the original stand data.)
3. The spatial logic and automated procedure used to assign stand data to remote sensingbased regions was error-prone given the nature of the region configuration. (e.g., An
extensive, well stocked/fully regenerated, seed tree regeneration harvest unit (with seed
trees reserved on site) was segmented into five regions including a small rocky area in the
center that was not harvested. The regeneration was predominantly sapling size western
larch and the reserved seed trees were very large western larch. The trees in the rocky
area were predominantly very large ponderosa pine and Douglas-fir. The classification
logic when applied to the stand data identified the sapling western larch as the size class
and dominance type respectively. The data would have been correctly applied to any of
the regions except the rocky area in the center, but the spatial logic evaluated the greatest
common area with the original stand as well as the proximity to the original stand’s area
mean center. The result, in this example, was that the tree size and dominance type labels
derived from the stand data were assigned to the rocky area in the center of the original
stand; the only one of the candidate regions where these data did not apply.)
4. The original stand-based sampling design was inadequate (i.e., number of plots too small
given the within-stand variance) and roads and other substantial dissimilar inclusions
were not included in sample plots.
5. Stand data were biased toward merchantable forest types and size classes on lands
“suitable for timber production” under the Forest’s land and resource management plan.
The field data collected following ECODATA sampling protocols exhibited the following
problems:
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1. Older ECODATA plots had location problems because data had originally been recorded
using a ¼,¼ section Public Land Survey System (PLSS) approach. These PLSS
locations had been converted to a GIS point file usually representing the center of the ¼,
¼ section not the actual plot locations.
2. The ECODATA program was designed to support a variety of sampling protocols with
an associated database and analysis package. This resulted in a wide variety of purposive
sampling designs being stored together in a single database. Many of the sample points
represented dissimilar inclusions that had ecological significance, but represented a small
portion of the area they were assigned to.
3. ECODATA plots are often collected following a “representative sample” selection
process that is usually biased toward homogeneity.
The field data collected following Forest Inventory and Analysis (FIA) sampling protocols
(Bechtold and Patterson 2005) exhibited the following problems:
1. Exact plot locations are confidential so only “fuzzed and swapped” plot coordinates are
available for general use.
2. Plot locations often fall on the boundaries between region polygons where one or more
subplots occur in several vegetation conditions.
3. Plot clusters occasionally represent dissimilar inclusions within a region polygon.
4. Older FIA plot locations are uncertain because no GPS locations were obtained and the
pin-pricked aerial photography is not readily or publicly available.
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Field Data Problem Solutions
The field reconnaissance and subsequent analysis suggested some general principles regarding
the utility and application of the three major data types. The first general principle is “when in
doubt, throw it out” using a rigorous screening procedure to ensure data are reasonably current,
their original sampling design is adequate, and the sample locations are known. The second
general principle is to use image interpretation, professional judgment, and common sense to fit
these well-screened training data to region polygons.
The primary element in a rigorous screening process is the identification of major disturbance
events. The major disturbance events that need characterization include timber harvest, fire,
insect and pathogen mortality, and climatic mortality. Several common methods exist for
characterizing and tracking these disturbance events. Some of these methods have been in use for
decades while some result from recent technological developments. These methods fall into four
applicable categories: 1) interpretation of multi-temporal vertical aerial photography, 2) standbased forest management records, 3) aerial detection surveys, and 4) digital change detection
using multi-temporal satellite-based remote sensing data. Multi-temporal photo interpretation,
when available, is information rich but it is expensive and labor intensive. The stand-based forest
management records are also very useful, but only record harvest and other management
activities on National Forest System (NFS) lands and often use inconsistent timber management
activity descriptions. Aerial detection survey data cover all ownerhips and are remarkably
detailed and accurate in terms of insect and/or pathogen host relationships. Spatial accuracy is,
however, limited by the scale of data capture and speed and turbulence of the aircraft. Brewer
and others (2000) discuss these data sources in some detail and compared them in a western
Montana study area. Relatively little correspondence was observed, particularly in low-moderate
disturbance in small areas. For the data screening objectives of this project the magnitude and
location of the disturbance events is considered more useful than the specific type of change
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agent. Given these analysis objectives digital change detection using multi-temporal satellitebased remote sensing data was selected as the best approach.

Research and Development to Solve the Field Data Problems
The solution to the field data problems resulted in several change detection research and
applications development activities presented in this dissertation. Chapter Two: Classifying and
mapping wildfire severity: a comparison of methods, originally published in Photogrammetric
Engineering and Remote Sensing (Brewer et al. 2005a). Chapter Three: Operational monitoring
of green biomass change for forest management, originally published in Photogrammetric
Engineering and Remote Sensing (Coppin et al. 2001).
Three additional and closely related applications development papers (not presented in this
dissertation) illustrate that these change detection methods are useful for a variety of analysis
applications beyond screening remote sensing training data. These additional papers include the
following:
•

Operational change detection-based fire severity mapping using Landsat TM+ data;
Gmelin, M., Brewer, K., published in Proceedings of the Ninth Forest Service Remote
Sensing Conference, American Society of Photogrammetry and Remote Sensing; Jerry
Dean Greer, Ed., 2002.

•

Establishing a nationwide baseline of historical burn severity data to support monitoring
of trends in wildfire effects and national fire policies; Schwind, B., Brewer, K., Quayle,
B., Eidenshink, J., published in: Advances in Threat Assessment and Their Application to
Forest and Rangeland Management; Pye, John, et al. Eds. 2006 July 18-20; Boulder CO.
Proceedings PNWRS-SRS-GTR XX. Portland, OR: U.S. Department of Agriculture,
Forest Service, Pacific Northwest Research Station and Southern Research Station, 2007.
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•

Monitoring post-fire vegetation recovery of wildland fire areas in the western United
States using MODIS data; Quayle B., Brewer, K., Williams, K., published in Proceedings
of Pecora 16 Global Priorities in Land Remote Sensing, American Society of
Photogrammetry and Remote Sensing, 2005.

TAXONOMIC CLASSIFICATION AND DATA MODELING PROBLEMS
Concurrent with the field evaluation of training data, other issues surfaced regarding the
underlying analytical basis for the taxonomic classification. Applegate (2000) reported that the
Forest Vegetation Simulator (FVS) under-predicted tree canopy cover in western Montana
forests. Since tree canopy cover was the foundation for the taxonomic logic used in all the
vegetation classifications (i.e., lifeform, dominance type, tree canopy cover, and tree size) tree
canopy cover prediction errors would cascade through all the attribute assignments.

Taxonomic Classification and Data Modeling Problem Solutions
The Rocky Mountain Research Station, Moscow Forestry Sciences Lab had the organizational
responsibility as well as the experience and technical expertise to address the FVS underprediction problems. Crookston analyzed the under-prediction error reported by Applegate
(2000). He substantially increased the original sample size for northwest conifer species (used by
Moeur (1985) for the COVER extension to the PROGNOSIS model) and produced new
regression equations for modeling crown widths, given species and Diameter at Breast Height
(DBH). These improvements were made on the assumption that the under-prediction of canopy
cover was solely the result of inaccurately modeled individual tree crown widths. However,
testing the ability of the overlap equation to predict canopy cover under nonrandom distribution
patterns was not included in Crookston’s work. Subsequent work initiated jointly by the
University of Montana, School of Forestry and the USDA Forest Service, Northern Region
developed a method for measuring canopy cover within a GIS framework, given known stem
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locations and modeled crown dimensions (Christopher 2002, Goodburn et al. 2006). These
crown measurements and associated overlap patterns were modeled for random, clumped, and
regular distributions and compared with FVS modeled estimates. For the test data no significant
differences were identified between the FVS predictions and the GIS modeled estimates.
However, a small systematic bias of under-prediction of canopy cover at high stand densities was
observed.
An additional study was completed by Brewer and others to evaluate the relative effectiveness of
nested fixed-radius plot sampling vs. variable plot sampling (i.e., probability proportionate to size
sampling) for describing vegetation composition and structure within the taxonomic
classifications used for this project. No significant differences were observed, but the number of
smaller trees included in the samples was generally greater with nested fixed-radius plots.
These research projects comprised the basis for review and refinement of the analytical logic used
in the Northern Region’s taxonomic classifications described by Brewer and others (2004 and
2005c). The field review was conducted in October of 2002 by the Northern Region Vegetation
Council (then co-chaired by Ken Brewer and Renate Bush). The vegetation council consists of
USDA Forest Service personnel from throughout the Northern Region as well as research
personnel from the Moscow Forestry Sciences Lab and The University of Montana, School of
Forestry. It was conducted in 26 stands where data were collected specifically for this purpose in
three field locations in western Montana and northern Idaho. The review evaluated alternative
analytical approaches for characterizing the following attributes for a variety of stand conditions:
1. The floristic composition of the trees was characterized using the classification logic and
algorithms for Northern Region dominance types (Brewer et al. 2004), FIA forest types,
and Society of American Foresters (SAF) cover types (Eyre 1980) respectively.
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2. Canopy layering was described with analytical logic following O’Hara and others (1996)
as well as the logic in Crookston and Stage (1999).
3. Tree size was classified using arithmetic mean diameter, basal area-weighted mean
diameter, and quadratic mean diameter and partitioned into historic classes used by the
Northern Region (USDA Forest Service, Forest Service Handbook 2709) and classes
defined in the Existing Vegetation Mapping Protocol (Brewer et al. 2005b).
4. Tree canopy cover was estimated using the new regression equations for modeling crown
widths, given species and DBH, modeled within FVS using a random distribution
assumption (Crookston and Dixon 2005a and 2005b).
This review resulted in the selection and/or modification of the best analytical logic and algorithm
for each of the stand characteristics. These classifications are currently used by the USDA Forest
Service, Northern Region and have been slightly modified and adopted by the USDA Forest
Service Southwestern and Alaska Regions. The refinement and adoption of these taxonomic
classifications was concurrent and intentionally consistent with the development of the USDA
Forest Service Existing Vegetation Classification and Mapping Technical Guide (Brohman and
Bryant 2005), authorized by Forest Service Manual (FSM) 1940 and developed following
direction in Forest Service Handbook (FSH) 1909. This technical guide, particularly Section
Three; Existing Vegetation Mapping Protocol (Brewer et al. 2005b), reflects the same taxonomic
logic and analytical approaches.

Research and Development to Solve the Taxonomic Classification and Data
Modeling Problems
By the time the field data problems and the taxonomic classification and data modeling problems
had been resolved, I had been assigned the leadership role in the Northern Region Vegetation
Mapping Project (R1-VMP) (Brewer et al. 2004). In that position, I had the opportunity to
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implement the solutions to the initial mapping effort problems described above. The project area,
however, was 27,000,000 acres in western Montana and northern Idaho rather than the original
two study areas proposed for the dissertation work. R1-VMP data models are based on three
integrally related, yet separate processes: vegetation classification, vegetation mapping, and
vegetation inventory. The integration of these processes and the resulting data models represent
the basic vegetation information used in resource planning and management by the Northern
Region. R1-VMP effectively capitalized on the “lessons learned” from my initial thesis project
mapping effort with the resulting map products and the underlying classifications well suited to a
wide variety of analysis applications.
However, the early evaluations of stand exam data for use as remote-sensing training data also
raised serious questions about their applicability for strategic inventory applications. The same
issues of currency (given major disturbance events) and bias (given the original timber inventory
objectives) suggested that these data could not provide defensible estimates of forest condition
over any substantial area. The United States Court of Appeals for the Ninth Circuit came to a
similar conclusion in The Lands Council vs. Powell (CV-02-00517-EJL). Given the
discontinuous and incomplete nature of most stand-based inventory data, as well as the difficulty
in maintaining currency and sharing with other landowners, data generated by the FIA program
provide a viable alternative.
The FIA program has been in continuous operation since 1930 with a mission to "make and keep
current a comprehensive inventory and analysis of the present and prospective conditions of and
requirements for the renewable resources of the forest and rangelands of the United States"
(Forest Research Act of 1928, expanded and replaced by the Forest and Rangeland Renewable
Research Act of 1978). The FIA program provides reports on the status and trends in forest area
and location; in the species, size, and health of trees; in total tree growth, mortality, and removals
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by harvest; in wood production and utilization rates by various products; and in forest land
ownership.
FIA has established a grid of sample plots across the country at an intensity of approximately one
plot per 6,000 acres. Data are collected under an annual rotating panel system, measuring a
representative sample of all plots in a state each year, to monitor the extent, condition, uses,
impacts of management, and health of forest ecosystems across all ownerships in the United
States. These data provide an unbiased sample for many inventory related questions. The Society
of American Foresters (2000) state that “FIA is the only program that monitors the extent,
condition, uses, impacts of management, and health of forest ecosystems across the United
States.” SAF further states… “FIA data serve as the foundation of large-scale policy studies and
perform a pivotal role in public and private forest planning.” VanDeusen and others (1999)
suggest a current and accurate forest ecosystem inventory is prerequisite to substantive discussion
of issues like sustainability, national forest policy, carbon sequestration, changes in growth and
productivity, changes in landuse and demographics, ecosystem health, and economic
opportunities in the forest sector. For large analysis units where there are a sufficient number of
FIA plots (typically greater than 150,000 acres of forested area), unbiased design-based estimates
can be produced. Using ancillary geospatial data along with the plots can often provide spatial
information and still ensure acceptable levels of precision (Cochran 1977, Sarndal et al. 1992,
Thompson 1997).
Based on these considerations, the Northern Region Leadership Team determined that strategic
inventory related issues would be addressed with FIA data rather that stand exam data. To that
end, the FIA plot data were classified using the Northern Region taxonomic classifications
(described above). These plot data were then post-stratified in a GIS using R1-VMP map
products. The resulting groups of FIA plots provided the basis for quantitative map unit
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descriptions. This relatively simple process integrated strategic inventory data with each of the
R1-VMP map products.
Chapter Four: Multi-source and multi-classifier system for regional land cover mapping,
originally published in Proceedings of the NASA and IEEE workshop on advances in techniques
for analysis of remotely sensed data, The Institute of Electrical and Electronics Engineers,
Geoscience and Remote Sensing Society (Brewer et al. 2003). This chapter presents a traditional
remote sensing-based mapping project that utilizes the change detection methods presented in
chapters two and three.
Four additional and closely related applications development papers (not presented in this
dissertation) illustrate related research and development applications. These additional papers
include the following:
•

Integrating vegetation classification, mapping, and strategic inventory for forest
management; Brewer, C.K., Bush, R., Berglund, D., Barber, J.A., Brown, S.R., published
in Monitoring Science and Technology Symposium: Unifying Knowledge for
Sustainability in the Western Hemisphere; Aguirre-Bravo, Celedonio, et al. Eds. 2004
September 20-24; Denver CO. Proceedings RMRS-P-37CD. Ogden, UT: U.S.
Department of Agriculture, Forest Service, Rocky Mountain Research Station, 2005.

•

Mapping of biological communities in northwest Montana; Triepke, J., Brewer, K.,
Lavelle, D., Novak, S., extended abstract published in Proceedings of the Tenth Forest
Service Remote Sensing Conference, American Society of Photogrammetry and Remote
Sensing; Jerry Dean Greer, Ed., 2006. This paper has been accepted for publication in
Remote Sensing of Environment under the title; Mapping of forest alliances and
associations using fuzzy systems and nearest neighbor classifiers.
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•

Using a GIS framework to evaluate Forest Vegetation Simulator-modeled canopy cover
estimates across a range of stand spatial patterns in coniferous forests of the inland
northwest; Goodburn, J., Christopher, T., Brewer, K., published in Proceedings of the
Tenth Forest Service Remote Sensing Conference, American Society of Photogrammetry
and Remote Sensing; Jerry Dean Greer, Ed., 2006.

•

Texture metric comparison of manual forest stand delineation and image segmentation;
Warnick, R., Brewer, K., Megown, K., Finco, M., published in Proceedings of the Tenth
Forest Service Remote Sensing Conference, American Society of Photogrammetry and
Remote Sensing; Jerry Dean Greer, Ed., 2006.

CLASSIFICATION, MAPPING AND INVENTORY INTEGRATION PROBLEMS
The vegetation classification for R1-VMP (presented in chapter four) follows standards set forth
by the Federal Geographic Data Committee and the USDA Forest Service Existing Vegetation
Classification and Mapping Technical Guide (Brohman and Bryant 2005) (hereafter technical
guide). The mapping methodology follows the technical guide’s mid-level direction (Brewer et
al. 2005b) and used a satellite remote sensing data approach to provide synoptic coverage of the
approximately 27 million-acre R1-VMP project area. The inventory component of R1-VMP
utilizes a summary database populated by FIA data to develop quantitative map unit descriptions
including estimates of common forest inventory variables. This approach provides a consistent
and continuous map product with statistically sound estimates of inventory variables explicitly
connected to the vegetation pattern depicted in the map products. This approach is designed to
support mid-level and broad-level analysis applications as well as some project-level cumulative
effects analyses.
As suggested in the technical guide, the map products can be used “as is” or “rescaled” for a
variety of base-level analysis applications including project support and 4th and 5th Hydrologic
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Unit, Ecosystem Assessment at the Watershed Scale (USDA Forest Service 1996).
Unfortunately, the geographic extent of these base-level analysis applications is normally too
small to effectively use FIA data as the inventory data source without intensifying the base FIA
grid (where each plot represents approximately 6000 acres) to provide a sufficient sample size for
the identified project area and the primary issues of concern. Given the increasing need for
statistically sound and defensible estimates of inventory variables suggested by the United States
Court of Appeals for the Ninth Circuit, re. The Lands Council vs. Powell (CV-02-00517-EJL),
Forests and Ranger Districts are faced with the difficult choice of using the mid-level map
product “as is” with an inadequate sample size of associated FIA data or reverting to the use of
biased and outdated stand-exam data that cannot provide defensible statistical estimates and have
no explicit relationship to the R1-VMP data used for forest plan revision and project cumulative
effects analyses.
Alternatives to this untenable choice include several expensive and logistically difficult inventory
approaches including intensifying the base grid to provide an adequate sample size or
implementing a traditional double sample of the R1-VMP map features depicting vegetation
pattern.
Intensification of the base FIA grid to increase the sample size for small areas provides a number
of desirable characteristics including:
•

Direct relationship to the entire FIA dataset for analyses of scaled relationships and
cumulative effects

•

Permanent primary sampling units not based on current vegetation pattern are useful for a
variety of monitoring applications when vegetation patterns changes
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•

Data quality standards, databases, estimation procedures, and other analysis applications
are developed and maintained by the FIA program

Implementation of a “wall to wall” inventory or a traditional double sample of R1-VMP map
features depicting vegetation pattern also provides a number of desirable characteristics
including:
•

Field personnel are familiar with inventory data connected to current vegetation pattern
either through direct sampling or stratum averages or regression estimates

•

Inventory data are easily projected through time and space using simulation models such
as the Forest Vegetation Simulator

•

No data quality standards exist, so field data can be “customized” for each project or
analysis area to match information needs and/or budget constraints

The time and expense associated with acquiring inventory data require a thorough understanding
of the costs and benefits related to these inventory approaches. To address these cost and benefit
questions the Ecosystem Management Coordination staff (Resource Information Group), the
Remote Sensing Applications Center, the Inventory and Monitoring Institute, Interior West FIA,
and the Northern and Intermountain Regions of USDA Forest Service cooperatively implemented
a national inventory and monitoring pilot project on four study areas throughout the Northern
Region, including one on the Idaho Panhandle National Forests (hereafter IPNF).
The project, completed in 2004, included a mapping methodology test and an inventory
component. The mapping methodology test evaluated several remote sensing-based approaches
and resulted in the design and implementation of R1-VMP (Brewer et al. 2002, Brewer et al.
2004). The inventory component, implemented exclusively on the IPNF study area, intensified
the base FIA grid from approximately one plot per 6000 acres to approximately one plot per 666
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acres. While this intensification provided all the desirable characteristics described above it did
not provide the characteristics of data explicitly connected to vegetation pattern delineations.
Since many of the analyses that address multiple resource issues at the project-level are
essentially analyses of vegetation pattern and process relationships through time and space,
quantitative map unit descriptions are not sufficient. Map unit descriptions are not spatially
explicit enough to identify important vegetation pattern relationships and do not provide adequate
thematic detail (i.e., plot-level tree list data) for projecting vegetation through time with
simulation modeling. The ability to model these vegetation pattern relationships through space
and time, particularly with a variety of management and/or disturbance alternatives, is essential
for effective land and resource planning. Therefore, there is a critical need for a methodology
that utilizes an intensified grid to populate vegetation map feature delineations with detailed
inventory data.

Research and Development to Solve the Classification, Mapping and
Inventory Integration Problems
In recent years two modeling approaches have been developed that could potentially address this
critical need. These approaches are based on variations of k-Nearest Neighbor (kNN) methods
developed for the imputation of strategic forest inventory data and increasingly utilized
worldwide (Haara et al. 1997, Maltamo and Kangas 1998, McRoberts et al. 2002). While based
on the kNN methods these new approaches were developed for generating data surfaces for
mapping and simulation modeling rather than traditional estimation of inventory variables.
The first of these approaches, Most Similar Neighbor (MSN), was developed by Moeur and Stage
(1995). MSN was designed to impute attributes measured on some sampling units (polygons) to
sampling units where they are not measured. MSN was originally designed to use a traditional
double sample inventory of forest stands (Stage and Alley 1972), imputing stand data to
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unsampled stands. No MSN application using an intensified FIA grid has been developed or
tested.
The second of these approaches, Gradient Nearest Neighbor (GNN), developed by Ohmann and
Gregory (2002) follows the same general analytical logic. GNN, however, is designed to use
vegetation information from regional grids of field plots (similar to an intensified FIA grid) to
produce a continuous raster surface by imputing data from sampled grid cells to unsampled grid
cells. (Note: The GNN method was not developed at the time of the original dissertation
proposal.) No GNN application for populating a depiction of vegetation pattern (e.g., forest stand
delineations or vegetation patches) from the continuous raster surface has been developed or
tested.
While both the MSN and GNN approaches utilize the basic analytical logic and methods
developed for kNN applications, they differ in two important design features. The primary
differences between MSN and GNN when compared to kNN are that MSN and GNN typically
assign a single nearest neighbor (i.e., k = 1) and they establish weighting coefficients for
predictor variables. The application of the weighting coefficients can be omitted and a single
nearest neighbor can be identified thus making either MSN or GNN essentially a kNN approach.
Chapter Five: Nearest Neighbor Methods for Classification, Mapping, and Inventory Integration
presents an experiment using MSN, GNN, and kNN (where k = 1). MSN, GNN, and kNN
methods are used to generate geospatial data surfaces with adequate thematic detail (i.e., plotlevel tree list data) for projecting vegetation through time and space with simulation modeling.
This work represents the implementation of the original dissertation proposal with the
modifications described in chapters two, three, and four.

19

Two additional and closely related applications development papers (not presented in this
dissertation) illustrate related research and development applications. These additional papers
include the following:
•

INFORMS - Most Similar Neighbor Accuracy Assessment Procedure: Development and
Testing; Brewer, K., Twombly, E., Martinez, D., Krausmann, B., Crookston, N., Mellin,
T., published in Proceedings of the Tenth Forest Service Remote Sensing Conference,
American Society of Photogrammetry and Remote Sensing; Jerry Dean Greer, Ed., 2006.

•

Moderate Resolution Data and Gradient Nearest Neighbor Imputation for RegionalNational Risk Assessment; Pierce, K., Brewer, K., Ohmann, J., published in Advances in
Threat Assessment and Their Application to Forest and Rangeland Management; Pye,
John, et al. Eds. 2006 July 18-20; Boulder CO. Proceedings PNWRS-SRS-GTR XX.
Portland, OR: U.S. Department of Agriculture, Forest Service, Pacific Northwest
Research Station and Southern Research Station, 2007.

CONCLUSION
I entered into this program as a “non-traditional” student with substantial forestry career
experience. From that perspective, what seemed like a relatively straight-forward project when I
originally proposed it to my committee has proven to be far more complex and multi-faceted than
I could have ever imagined. The evolution of this project and the concurrent evolution in my
understanding of the relationship between natural resources, data models depicting those
resources, and the information aspects of resource decision-making have been significant.
When I proposed the original project “Dynamic classification and mapping system to support
sustainable forest management” I envisioned one single dynamic vegetation classification and
mapping system. What I have found in pursuing this project is that “the system” is actually a
“system of systems” that each address part of the planning, implementing, and monitoring

20

information needs of sustainable forest management. I have had the great opportunity to work on
remote sensing applications to address these information needs with some of the brightest and
most dedicated professionals in the natural resource community. The work presented in the next
four chapters represents some of that experience, but is only a small part of the potential
applications. It captures the main components of my evolution as well as illustrating the effects
of that process on the USDA Forest Service approaches to addressing these information needs.
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CHAPTER 2: CLASSIFYING AND MAPPING WILDFIRE
SEVERITY: A COMPARISON OF METHODS
ABSTRACT
This study evaluates six different approaches to classifying and mapping fire severity using multitemporal Landsat Thematic Mapper data. The six approaches tested include: two based on
temporal image differencing and ratioing between pre-fire and post-fire images, two based on
principal component analysis of pre- and post-fire imagery, and two based on artificial neural
networks, one using just post-fire imagery and the other both pre- and post-fire imagery. Our
results demonstrated the potential value for any of these methods to provide quantitative fire
severity maps, but one of the image differencing methods (ND 4/7) provided a flexible, robust,
and analytically simple approach that could be applied anywhere in the Continental U.S.
Based on the results of this test, the ND 4/7 was implemented operationally to classify and map
fire severity over 1.2 million hectares burned in the Northern Rocky Mountains and Northern
Great Plains during the 2000 fire season as well as the 2001 fire season (Gmelin and Brewer
2002). Approximately the same procedure was adopted in 2001, by the USDA Forest Service,
Remote Sensing Application Center to produce Burned Area Reflectance Classifications for
national-level support of Burned Area Emergency Rehabilitation activities (Orlemann 2002).

INTRODUCTION
Forests and rangelands in the Northern Rocky Mountains and Northern Great Plains are dynamic
and constantly changing living systems. Recognition of this dynamic nature and its relationship
to ecosystem health and the sustainable development of natural resources has led to an increased
need for accurate and current information to support natural resource planning and decisionmaking (Mangold 1995). An extraordinary event occasionally occurs that requires analyses
across large areas and multiple ownerships to evaluate its resource management and resource
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policy implications. The wildfires in the Northern Rocky Mountains and Northern Great Plains
during the 2000 fire season constitute such an event in both extent and effects. Over 1.2 million
hectares burned--an area greater than the State of Connecticut--with suppression costs totaling an
estimated $500 million. In addition to the large area burned, more than 400 structures including
more than 100 homes were destroyed. The extent and effects of these wildfires directly affected
the lives of hundreds of thousands of people, severely disrupted important sectors of the regions’
economy, and in some locations caused lasting damage to natural resources (USDA Forest
Service, 2001). Similar, albeit smaller, events also occurred in the Northern Rocky Mountains
and Northern Great Plains during the 2001 and 2003 fire seasons.
One of the most fundamental information needs for evaluating the management and policy
implications of such fire events is consistent and continuous mapping of fire severity. The term
fire severity is defined as “the degree to which a site has been altered or disrupted by fire; a
product of fire intensity, fuel consumption, and residence time” (Helms 1998). This information
is useful to the Forest Service for at least five purposes: 1) to record the effects of these fires, 2)
to plan and monitor restoration and recovery activities, 3) to provide a method for updating
current vegetation maps, 4) as baseline information for future monitoring, and 5) to provide an
analytical basis for evaluating management and policy implications. Anticipating their
information need, the Regional Foresters of the USDA Forest Service Northern and
Intermountain Regions initiated an effort to evaluate methods to map fire severity for the
Northern Rocky Mountains and Northern Great Plains. These methods were required to be
continuous across all ownerships, use consistent classifications and methods, and be effective in
identifying mortality and/or above-ground biomass consumption for common vegetation types.
Additionally, the methods should be cost effective, provide timely delivery of data, and use
technology that could be transferred to local administrative units and fire management teams. To
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this end, the Forest Service collaborated with the University of Montana, Wildlife Spatial
Analysis Laboratory for this study.
Several common methods exist for obtaining data on fire severity, although these data are rarely
consistently and continuously available for large areas following extensive fire events. Some of
these methods have been in use for decades, while others result from recent technological
developments. These methods fall into four general categories: 1) aerial and ground-based sketch
mapping, 2) interpretation of multi-temporal vertical aerial photography, 3) interpretation of postfire vertical aerial photography, and 4) digital change detection using multi-temporal satellitebased data.
Aerial and ground-based sketch mapping is normally conducted as part of Burned Area
Emergency Rehabilitation (BAER) activities and often combines effects on soils and vegetation
in one map. These maps are designed to support post-fire rehabilitation efforts and serve that
purpose well. They are not, however, designed to provide fire severity mapping that is consistent
across ownership boundaries (not limited to National Forest System lands) and among multiple
fires across large areas. They also have inconsistencies introduced by the rotating team
membership inherent in fire assignments.
Interpretation of multi-temporal or post-fire, vertical aerial photography can provide very detailed
and valuable information about fire severity, but these are dependent on the availability of current
aerial photography shortly before a fire event and the acquisition of aerial photos following the
fire event and before substantial additional change occurs (i.e., salvage harvest, green-up, snow,
etc.). These two conditions are rarely met because it is relatively uncommon to acquire post-fire
aerial photography, and pre-fire photography is dependent on normal acquisition scheduling
(approximately every 10 years). Although visual qualitative change detection of aerial
photography by a skilled interpreter yields, in many cases, more accurate and precise results than
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digital change detection (Edwards 1990), results are not consistent due to the inherent variability
and subjectivity of different interpreters. These techniques are also labor intensive and
expensive, particularly when they need to be converted to planimetric map form and digitized for
analysis. Additionally, they produce qualitative information on fire severity making quantification
of change very difficult.
There is a substantial body of literature addressing many aspects of change detection using
satellite-based remote sensing data (Jensen 1981, Riordan 1981, Lund 1983, Park et al. 1983,
Milne 1988, Caselles and Garcia 1989, Coppin and Bauer 1994, Mattikalli 1994, Ngai and
Curlander 1994, Sloggett et al. 1994, Franklin et al. 1995, Hogda et al. 1995, Solheim et al. 1995,
Hashem et al. 1996, Mahlke 1996, Parra et al. 1996, Lyon et al. 1998, Brewer et al. 2000, Coppin
et al. 2001). Lu and others (2003) and Coppin and others (2004) provide detailed reviews and
discussions of change detection methods. Further detailed review and discussion of this literature
is beyond the scope of this paper, but in general the vegetation change detection methods are
readily abstracted to fire severity mapping and fall into four categories: 1) visual change
detection, "on-screen digitizing"; 2) multiple classification comparison, "from-to post
classification comparisons”; 3) image algebra "indices and ratios"; and 4) multi-temporal
composite classification. Coppin and others (2001) discuss and compare these general methods
in relation to canopy change detection. This comparative discussion is easily adapted to fire
severity mapping.
In contrast to aerial photo interpretation, or aerial and ground-based sketch mapping, digital
change detection offers synoptic, temporal, objective and repeatable procedures. It also permits
the incorporation of the infrared and microwave regions of the electromagnetic spectrum that
contain relevant information on biophysical characteristics of vegetation (e.g., moisture status or
photosynthetic activity). Given these considerations, we determined that digital change detection
would best meet the stated objectives.
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Our initial plan was to use two image dates, pre- and post-fire, in an image-differencing change
detection analysis. As we thought more about the problem and as the geographic extent of
wildfires in western Montana and Idaho expanded, several options became apparent and
potentially desirable. Rather than limit the analytical approach to one based on temporal image
differencing and/or ratioing between pre- and post-fire images, we decided to expand the
comparison to include artificial neural networks (Opitz and Machlin 1999) and principal
component analysis. Thus, our study evaluates six different approaches to classifying and
mapping fire severity using multi-temporal or single-date Landsat Thematic Mapper (TM) data.
The six approaches tested include two based on temporal image differencing and ratioing
between pre- and post-fire images, two based on multi-temporal principal component analysis,
and two based on artificial neural networks. Of the six methods we compared, only one of the
artificial neural network methods was based on a single post-fire image date. While it is true we
could have applied the PCA methods to a single date, this would have required more extensive
use of training data for classification, and we felt it was more cost-effective to rely on the change
detection approach.

STUDY AREA
The study area selected for this analysis was the Fort Howes wildfire complex located on the
Ashland Ranger District of the Custer National Forest in southeastern Montana (Figure 2.1). The
Ashland Ranger District is located in an “island” mountain range containing a diverse mix of
forest, shrubland, and grassland vegetation types. The Fort Howes complex burned primarily
during the last week of July 2000. Of the major wildfires in the Northern Rocky Mountains and
Northern Great Plains it was the only one that was completely controlled at the time the study
was initiated.
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Figure 2.1. Vicinity map of the Fort Howes wildfire complex in southeastern Montana. The Area of
Detail indicates the area used in figure 6 to illustrate pre-fire and post-fire imagery as well as example
classification results.

ACQUISITION OF THE REFERENCE DATA SET
The reference data used in this study were obtained by manual interpretation of vertical aerial
photographs (1:15840 scale) acquired on August 17, 2000, by the Custer National Forest. To
minimize subjectivity in the collection of the reference data, one person completed all the photointerpretation following the USDA Forest Service vegetation classification system for lifeformlevel class assignment (i.e., forest lifeform > 10% trees). The photo-interpretation process
incorporated extensive ancillary data, including ground-based post-fire photography of each class
(Wilson 1960). The ground-based photography was collected by Forest Service ecologists Jeff
DiBenedetto and Ken Brewer within 3 to 4 weeks after the fire. Additional ancillary data
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included pre-fire vegetation plot data with known locations and a pre-fire Landsat TM based land
cover classification (Redmond et al. 1998). Reference data locations were selected for photo
interpretation after the TM imagery, aerial photography, and ground-based photography were in
hand. Large homogenous locations were selected to avoid or minimize errors introduced by
mixed-condition pixels. The resulting 268 reference data locations were split into a training set (n
= 196) and a test set (n = 72). The former was used to train the artificial neural network
classifiers, whereas the latter was used to evaluate the accuracy of all six classifiers.

ACQUISITION OF THE IMAGE DATA SET
Landsat TM imagery was chosen for this work because the mid-infrared reflectance of vegetation
is strongly related to important vegetation canopy characteristics relative to fire effects. Landsat
TM data are also acquired continuously and archived data could, therefore, be purchased to meet
the time and area needs associated with the 2000 wildfires.
Because the areas burned in the Fort Howes complex actually spanned portions of two Landsat
TM scenes, Path 35/Row 28 and Path 35/Row 29, we had to find and purchase two images for
each date. For the pre-fire images, we acquired a July 5, 2000, overpass by the Landsat 5
satellite; whereas the two post-fire images were collected by the Landsat 7 satellite on August 27,
2000. No major weather events or phenological change that would alter ground reflectance
occurred between the time the fire was extinguished and the post-fire imagery was acquired.
Copies of all four images were obtained from the EROS Data Center according to the following
parameters: 30 meter pixel size, Grid north map orientation, NAD-27 datum (Clarke 1866
ellipsoid), and Albers equal area projection

Pre-processing of image and ancillary data
Both images, for each date, were ortho-rectified to previously terrain-corrected images for the
respective scenes using the Geometric Correction Module and the Landsat orbit model in ERDAS
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IMAGINE (ERDAS 1997) as well as 7.5 minute digital elevation models. A minimum of at least
100 ground control points (GCP) were placed and located throughout each of the unrectified,
images with additional points concentrated in and around each of the burned areas, as determined
visually and from the burned area perimeters supplied by the Custer National Forest. Actual
rectification involved the Cubic Convolution algorithm and a 30 m pixel size. The Cubic
Convolution resampling algorithm was selected to minimize the loss of spectral and spatial
integrity of the data and to maximize their consistency between the two image dates (Lillesand
and Kiefer 1987). The resulting Root Mean Square (RMS) error was less than 1/2 pixel or 15 m.
All images were corrected for atmospheric scattering by adjusting the histograms of the TM
bands such that their minimum values were close to zero (Song et al. 2001). The data from each
image date were clipped to a rectangular area that encompassed the entire Fort Howes wildfire
complex, and each band was checked to make sure it had the same number of pixels as its
corresponding band in the other image date.
Finally, ancillary data layers such as lifeform and topography were assembled, co-registered, and
clipped to the same study area boundary. Lifeform data came from the National Land Cover
Dataset (NLCD) (Vogelmann et al. 2001) and topography was derived from 7.5-minute digital
elevation models downloaded from the U.S. Geological Survey.

Data processing and analysis for image differencing methods
Image differencing and image ratioing are the most frequently applied procedures for detecting
change through comparison of datasets from different acquisition dates (Mattikalli 1994). The
image differencing method subtracts values of one image from the other, pixel-by-pixel. These
values are often standardized to avoid the ambiguity resulting from identical difference values
created from different original pixel values. This approach is fast, simple, and requires minimal
user intervention (Sloggett et al. 1994). Image ratioing divides one image’s pixel value by the
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other. Single-band radiometric responses are often transformed to strengthen the relationship
between spectral data and biophysical characteristics of vegetation (e.g., moisture status or
photosynthetic activity). Vegetation indices are often used to accomplish these objectives
(Coppin and Bauer 1994, Yin and Williams 1997). Many vegetation indices are described in the
literature; therefore, careful selection is required because an index derived for a given application
may not be appropriate for another (Wallace and Campbell 1989, Lyon et al. 1998). A review of
the literature identified only one index specifically derived to enhance the biophysical
relationships with burned vegetation (Lopez Garcia and Caselles 1991). This Normalized
Difference (ND) index, subsequently modified slightly by Key and others (2002) and named the
Normalized Burn Ratio, was identified as appropriate to meet the objectives of this study. The
Normalized Burn Ratio (hereafter referred to as ND 4/7) is calculated as: (TM4TM7)/(TM4+TM7). In addition, we modified the original ratio by substituting TM 5 for TM 7 to
produce a second ratio (hereafter referred to as ND 4/5) calculated as: (TM4-TM5)/(TM4+TM5).
Both these normalized difference values provided a quantitative continuous change image linked
directly to actual quantitative change in vegetation condition (e.g., tree canopy mortality from
fire). This approach offered comprehensive information that can be classified in a variety of
ways for different analysis objectives (e.g., three equal-interval tree mortality classes vs. five
mortality classes).
We calculated these normalized ratios for the two image dates (pre-fire vs. post-fire) and
developed a difference image for each ratio stratified by different lifeforms. Lifeform (tree,
shrub, grass, other) was assigned to each pixel through an overlay procedure using the NLCD
(Table 2.1). The NLCD was developed to provide “a reasonably consistent and seamless 30
meter product for the conterminous United States” (Vogelmann et al. 2001). Given its
geographic extent and development objectives, the NLCD was well suited for the development of
a fire severity mapping procedure that could be applied nation-wide. The NLCD was developed
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from Landsat TM imagery following standardized methods and defines 21 land cover classes in a
hierarchical classification system (Vogelmann et al. 1998, Vogelmann and Wickham 2000). The
classification logic used in the NLCD did not match the USDA Forest Service classification
taxonomic logic used for the reference data (e.g., the NLCD defines both forests and shrublands
as greater than or equal to 25% canopy cover of trees or shrubs respectively; whereas the USDA
Forest Service classification and mapping standards, define forests and shrublands as greater than
or equal to 10%). In addition to differences in the classification logic, classification errors from
the stratification data propagate into the fire severity classification and mapping.
Table 2.1. Lifeform assignment from National Land Cover Dataset.
NLCD Cover Type
Evergreen forest
Mixed forest
Transitional
Woody wetlands
Shrubland
Grasslands/herbaceous
Open water
Perennial ice/snow
Low intensity residential
High intensity residential
Commercial/industrial/transportation
Bare rock/sand/clay
Quarries/strip mines/gravel pits
Orchards/vineyards/other
Pasture/hay
Row crops
Small grains
Fallow
Urban/recreational grasses
Emergent herbaceous wetlands
Deciduous forest

Lifeform
Forest
Forest
Forest
Forest
Shrub
Grass
Other
Other
Other
Other
Other
Other
Other
Other
Other
Other
Other
Other
Other
Other
Other*

*Note, for Fort Howes complex, all Deciduous Forest appeared to fall outside burned area perimeters and
consequently intent was to limit fire severity to Evergreen or Mixed Forest types.

31

The post-fire ratios were subtracted from the pre-fire ratios for each pixel within each lifeform
and then the differences were plotted as frequency histograms (for each lifeform). Change
thresholds between burned and unburned pixels were established based on the visual inspection
of burned and unburned areas of each lifeform on the TM imagery and aerial photography. For
the tree lifeform, burn severity was further established by: 1) visually interpreting the
approximate 100% crown removal threshold, and 2) based on this value in relation to the lower,
burn/non-burn threshold, splitting the difference between these two values in three proportional
groups representing non-lethal burn (< 20% of the change difference), mixed-lethal burned forest
(20-80% of the change difference), and lethal burn forest (> 80% change difference). For
example, if the first threshold between burned and unburned forest was set at 400 and the second
threshold for 100% crown removal was set at 600, then the difference between the two thresholds
was 200; 20% of this difference at the low end (i.e., non-lethal burn) would include change values
from 400 to 440; the intermediate 60% of the difference (assigned to the mixed-lethal burn class)
would correspond to change values from 440 to 560; this would leave all change values greater
than or equal to 560 as assigned to the lethal burn class. Once the various thresholds were
established, the process of assigning each pixel to one of seven fire severity classes was run as a
model in ERDAS IMAGINE. Note that ground-reference data were not used to define the
thresholds between change and no-change for any lifeform, nor were they used to further
subdivide change into Lethal Tree and Mixed Tree burn classes for either normalized difference
ratio.

Data processing and analysis for principal components analysis methods
Principal components analysis (PCA) is frequently used to generate new transformed and
uncorrelated data from multi-spectral satellite imagery (Lillesand and Kiefer 1987). If based on
multiple dates of imagery, such analysis can simplify change detection by isolating important
spectral indicators of landscape change within fewer bands (Fung and LeDrew 1987, 1988). For
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this study, all 14 bands from the pre- and post-fire images were combined and subjected to a
PCA. The first seven components were converted to image files and visually inspected to
identify the two most closely associated with burned areas, in this case PC-2 and PC-5. With a
spectral scattergram of these two components linked to the two-date imagery in ERDAS
IMAGINE, specific areas of burned and unburned vegetation were examined in relation to their
position in the scattergram. A new set of rotated and translated axes was drawn on the
scattergram (Figure 2.2) to more closely identify the burn/no burn threshold. A first-order burn
index was calculated for each pixel based on its distance in spectral space to the transformed xaxis. For each pixel the index was further modified by the following four equations to increase its
power to discriminate between burned and unburned vegetation:
1) Index = Index + (pre-fire TM4 - post-fire TM4)
2) Index = Index + PC5
3) Index = Index + (-PC2)
4) Index = Index + conditional (NBR - global mean NBR > 0, then SQRT NBR, else 0)
Because brightness values from TM channel 4 tended to be lower in burned areas, the first
modifier would increase the index value for burned pixels. Similarly, because PC-5 was
positively correlated with burned areas and PC-2 was negatively correlated with them, the second
and third modifiers also increased the index value of burned pixels. Finally, if the modified index
for a given pixel was greater than the global mean value of the index, then the square root of that
pixel's index value was added to create the final index value.
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Figure 2.2. Scattergram showing numbers of pixels (represented by a forested vegetation class in the
National Land Cover Data) in relation to their calculated values for principal components (PC) 2 and 5.
Darker areas correspond to combinations of PC-2 and PC-5 values that were shared by more pixels,
whereas light or white areas indicate combinations that were less common or absent. Pixels with high
values for PC-5 and low values for PC-2 (shown in upper left quadrant) tended to represent forest that was
burned. The line separating burned from unburned pixels was drawn manually on the basis of PC-5 and
PC-2 values as shown.

To facilitate comparison with the other methods, it was necessary to classify fire severity
differently by lifeform; hence, we needed to classify pixels representing forest vegetation
differently (i.e., two severity classes) from pixels representing shrub and grass vegetation. To
accomplish this, we assigned lifeform type to each pixel based on NLCD. Index values then were
displayed as separate frequency histograms representing tree, shrub and grass lifeforms, and split
into classes based on histogram modality. For shrubs and grasses, a bimodal split was required to
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discriminate between burned and unburned vegetation. But for pixels representing forest,
unburned needed to be distinguished from two classes of burn severity; hence the histogram from
forested pixels was split in three groups (Figure 2.3).

Figure 2.3. Frequency histogram of the modified burn index values derived from PCA (see text) for all
pixels in the image that were represented by a forested vegetation class in the National Land Cover Data.

Data processing and analysis for machine learning methods
Image features were extracted through a series of hierarchical and contextual classifications based
on two inductive learning algorithms--an artificial neural network (ANN), specifically a back
propagation one (Rumelhart et al. 1986), and k-nearest neighbor (k-NN). Artificial neural
networks are widely used for image classification and more recently for change detection
(Abuelgasim et al. 1999, Gopal and Woodcock 1999, Dai and Khorram 1998) in part because
they are fast and robust to noisy training data (Mitchell 1997). Learning is achieved through the
adjustments to weights assigned to each node in the neural net; and back propagation allows for
the creation of disjunctive functions, which makes this type ideal for learning tasks involving
feature extraction and pattern recognition (Mangrich 2001). K-NN algorithms are commonly
used to classify unknown units based on the labels of the "k" nearest known (e.g., training)
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examples in Euclidean space (Mitchell 1997). Although k-NN algorithms may produce more
accurate results than other classifiers, their relative performance can be slow in terms of
processing time (Bain 2000). For this reason, they were used sparingly in the machine learning
sequence and primarily to refine the results from faster artificial neural net classifications
(Mangrich 2001). Finally, in contrast to traditional image processing techniques that rely on
spectral information for classification of spatial units, the machine learning approach takes into
account the context in which units occur. In other words, learning decisions are based not only
on a unit's spectral information, but also on its shape and on the shape and color of all units
within a surrounding area (in this case a 5x5 Manhattan pattern). Direct benefits to classification
accuracy from incorporating spatial context in this manner were shown by Opitz (2002).
For the single-date, post-fire analysis, all seven TM bands from the August 27 image were used
for classification. For the two-date, pre-fire vs. post-fire analysis, 12 bands were used. Eight
came from the pre-fire image--the seven original TM bands plus a Normalized Difference
Vegetation Index (NDVI) based on the ratio of (TM4-TM3)/(TM4+TM3) (Nemani et al., 1993);
and four came from the post-fire image - bands 4, 6, and 7, plus a ND 4/7 ratio (Key et al., 2002).
Finally two of us (Opitz and Mangrich) assumed primary responsibility for this portion of the
study. Further details about the methods may be found in Mangrich (2001). Since the project
was completed, a more sophisticated ML algorithm was developed and released as Feature
Analyst (www.featureanalyst.com), a commercial extension to ArcGIS software.

RESULTS
Area and Patterns
The total area burned and unburned varied relatively little among the six methods (Table 2.2).
ND 4/5 was least sensitive to burns (18,829 hectares), whereas the PCA 4/7 classified 6,593
additional hectares as having burned. Within the burned and unburned categories, however, the
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results varied among the methods. The ANN methods classify more lethal tree and shrub classes,
whereas the PCA methods classified more mixed tree and grass types. In addition to differences
in the totals and relative class proportions, there were pattern differences. The ANN methods
produced a more homogeneous and blocky pattern compared to the PCA and ND methods
(Figure 2.4). This difference can be attributed to two processing steps in the ANN methods.
First, they were based on a 3X3 moving window, or pixel neighborhood, that was selected to best
match the scale of the local landscape pattern; second, after classification, the ANN results were
merged to a 0.9 ha minimum mapping unit (see methods). In contrast, the PCA and ND methods
were pixel classifications that were neither filtered nor merged.
Table 2.2. Aerial extent, in hectares, by group and class for the six methods tested.
Group

Class

ANN1

ANN2

PC3/4

Burned

PC4/7 ND4/5 ND4/7

Lethal Tree
8,576 10,654
5,282
7,591 5,158 8,827
Mixed Tree
6,810
5,442
8,764
6,740 7,244 5,067
Shrub
6,774
6,164
2,168
2,228 1,667 2,096
Grass
2,399
2,386
8,067
8,863 4,760 6,617
Subtotal
24,559 24,646 24,281 25,422 18,829 22,607
Unburned Tree
92,223 89,218 56,976 56,690 58,621 57,129
Shrub
36,021 36,982 18,618 18,557 19,118 18,690
Grass
39,228 47,289 104,251 103,456 107,559 105,701
Other
18,848 12,731
6,748
6,748 6,748 6,748
Subtotal
186,320 186,220 186,593 185,451 192,046 188,268
Totals
210,879 210,866 210,874 210,873 210,875 210,875
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Pre-fire Imagery

Machine Learning (ANN)

Post-fire Imagery

Principal Components (PC)

Normalized Difference (ND)

Figure 2.4. Examples of pre-fire and post-fire imagery and classification results form the area of detail
displayed in figure 2.1.
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CLASSIFICATION ACCURACY
Considering just the ability of each method to classify burned versus unburned vegetation without
regard to lifeform, we note that all performed exceptionally well. The users' accuracies for all six
methods were 100% for the burned class, and ranged from 68.9% for ND 4/5 to 100% for ANN2
for the unburned class (Table 2.3). The producers' accuracies were similarly high but reversed,
with the unburned class being consistently perfect (100%), and the burned accuracies ranging
from 65.9% for ND 4/5 to 100% for ANN2.
The PCA methods and the ND methods were stratified using lifeform information from the
NLCD. To account for the differences in classification logic and thematic errors in the NLCD
(see methods), we adjusted the accuracy assessment data to allow for differences in lifeform as
long as they were correct at the burn/unburn level. This resulted in the test data fitting the PCA
3/4, PCA 4/7, and the ND 4/7 substantially better than either of the two ANN methods (95.8 –
93.1% versus 80.6 – 72.2%; Table 2.4). The unadjusted results are also reported and reflect a
reversed relationship (50.0 – 55.6% versus 80.6- 72.2%: Table 2.5). We fully acknowledge that
adjusting the accuracy assessment data over-estimates, and not adjusting under-estimates, the
actual user accuracies of these methods. The actual range may be closer to the ANN2 method,
thus we cannot conclude that the PCA 3/4, PCA 4/7, and the ND 4/7 methods outperform the
ANN2 method, just that they likely perform about as well.
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Table 2.3. Class level fraction-correct and percent-correct user’s and producer’s accuracies for burned and unburned.
ANN 1
ANN 2
PCA 3/4
PCA 4/7
ND 4/5
ND 4/7
Fraction % Correct Fraction % Correct Fraction % Correct Fraction % Correct Fraction % Correct Fraction % Correct
Burned (User)
38/38 100.0% 41/41 100.0% 37/37 100.0% 37/37 100.0% 27/27 100.0% 37/37 100.0%
Unburned (User)
31/34 91.2% 31/31 100.0% 31/35 88.6% 31/35 88.6% 31/45 68.9% 31/35 88.6%
Mean User's Accuracy
95.6%
100.0%
94.3%
94.3%
84.4%
94.3%
Burned (Producer)
38/41 92.7% 41/41 100.0% 37/41 90.2% 37/41 90.2% 27/41 65.9% 37/41 90.2%
Unburned (Producer) 31/31 100.0% 31/31 100.0% 31/31 100.0% 31/31 100.0% 31/31 100.0% 31/31 100.0%
Mean Producer's Acc.
96.3%
100.0%
95.1%
95.1%
82.9%
95.1%
Overall
69/72 95.8% 72/72 100.0% 68/72 94.4% 68/72 94.4% 58/72 80.6% 68/72 94.4%
Table 2.4. Class level fraction-correct and percent-correct user’s accuracy with adjustments for National Land Cover Dataset lifeform assignment.

Non-lethal Tree
Mixed Tree
Lethal Tree
Burn Grass
Unburn Grass
Burn Shrub
Unburn Shrub
Mean User's Accuracy
Mean Producer's Acc.
Overall

ANN 1
ANN 2
PCA 3/4
PCA 4/7
ND 4/5
ND 4/7
Fraction % Correct Fraction % Correct Fraction % Correct Fraction % Correct Fraction % Correct Fraction % Correct
10/10
100.0%
10/12
83.3%
7/10
70.0%
7/10
70.0%
7/12
58.3%
7/10
70.0%
10/11
90.9%
10/10
100.0%
7/8
87.5%
10/10
100.0%
7/7
100.0%
10/10
100.0%
10/12
83.3%
10/10
100.0%
12/12
100.0%
10/10
100.0%
10/11
90.9%
10/10
100.0%
1/3
33.3%
5/6
83.3%
16/16
100.0%
16/16
100.0%
9/9
100.0%
16/16
100.0%
5/10
50.0%
4/4
100.0%
20/21
95.2%
20/21
95.2%
20/28
71.4%
20/21
95.2%
7/12
58.3%
10/15
66.7%
1/1
100.0%
1/1
100.0%
0/0
1/1
100.0%
9/14
64.3%
9/15
60.0%
4/4
100.0%
4/4
100.0%
4/5
80.0%
4/4
100.0%

52/72

68.6%
72.2%
72.2%

58/72

84.8%
80.4%
80.6%

67/72

93.2%
92.9%
93.1%
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68/72

95.0%
94.3%
94.4%

57/72

83.4%
79.2%
79.2%

68/72

95.0%
94.3%
95.8%

Table 2.5. Class level fraction-correct and percent-correct user’s accuracy without adjustments for National Land Cover Dataset lifeform assignment.

Non-lethal Tree
Mixed Tree
Lethal Tree
Burn Grass
Unburn Grass
Burn Shrub
Unburn Shrub
Mean User's Accuracy
Mean Producer's Acc.
Overall

ANN 1
ANN 2
PCA 3/4
PCA 4/7
ND 4/5
ND 4/7
Fraction % Correct Fraction % Correct Fraction % Correct Fraction % Correct Fraction % Correct Fraction % Correct
10/10
100.0%
10/12
83.3%
7/10
70.0%
7/10
70.0%
7/12
58.3%
7/10
70.0%
10/11
90.9%
10/10
100.0%
7/8
87.5%
7/10
70.0%
6/7
85.7%
7/10
70.0%
10/12
83.3%
10/10
100.0%
9/12
75.0%
10/10
100.0%
10/11
90.9%
10/10
100.0%
1/3
33.3%
5/6
83.3%
7/16
43.8%
7/16
43.8%
4/9
44.4%
7/16
43.8%
5/10
50.0%
4/4
100.0%
8/21
38.1%
8/21
38.1%
8/28
28.6%
8/21
38.1%
7/12
58.3%
10/15
66.7%
0/1
0.0%
0/1
0.0%
0/0
0.0%
0/1
0.0%
9/14
64.3%
9/15
60.0%
1/4
25.0%
1/4
25.0%
1/5
20.0%
1/4
25.0%

52/72

68.6%
72.2%
72.2%

58/72

84.8%
80.4%
80.6%

39/72

48.5%
55.6%
54.2%
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40/72

49.5%
57.0%
55.6%

36/72

54.7%
51.3%
50.0%

40/72

49.5%
57.0%
55.6%

DISCUSSION
Burn severity or fire severity have been reported in a variety of research applications including:
surface runoff and sediment yields (Robichaud and Waldtrop, 1994), burned area relationships to
natural reforestation (Lopez Garcia and Caselles 1991), forest stand conversion and regeneration
establishment (Blackwell et al. 1992, Blackwell et al. 1995), restoration of natural fire regimes
with prescribed fire programs (Brown et al. 1995; Keifer and Stanzler 1995), and wildlife habitat
components (Hutto 1995). This variety of analysis objectives responds differently to alternative
characterizations of landscape pattern as well as to error structure, suggesting that efforts should
be made to match the data model and error structure to the intended analyses. Evaluation and
comparison of these results should be interpreted in the context of both methodological
differences and analytical objectives.
We frame the discussion in the context of three key methodological considerations: 1) lifeform
stratification, 2) image data temporal requirements, and 3) quantitative image interpretation of
fire severity.
As previously noted, the PCA and ND methods were stratified using lifeform information from
the NLCD. NLCD lifeform stratification provides a consistent and continuous basis for
standardizing a national application and eliminates new lifeform-level errors in the fire severity
product, however there are also some disadvantages. The relative abundance of lifeforms in a
project area, the differences between the NLCD classification logic and other vegetation
classification logic, as well as the need for national or regional consistency should all be
considered in selecting a local vegetation dataset or the NLCD for stratification. An alternative
approach could be to use the pre-fire image data to generate a lifeform-level classification
specific to the site. This approach would provide a local stratification that reflects current land
cover conditions and have known error. Conversely, the machine learning methods (ANN1 and
ANN2) were not stratified to lifeform. The absence of lifeform stratification provides the
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opportunity for reference data to reflect local vegetation conditions and information needs, but it
increases the need for consistency among different project areas.
The second methodological consideration useful for evaluating and comparing these methods is
the temporal data requirements. ANN1 is the only method tested that was based on a single postfire image date. If a project area had no pre-fire image data available, the ANN1 method would
be the only viable option of the methods tested.
The third methodological consideration is the amount of quantitative image interpretation
required of the image analyst. ANN1 and ANN2 used reference data from photo interpretation
and required no quantitative image interpretation. Within the lifeform stratifications, the PCA
methods required no quantitative image interpretation as the results come solely from the analysis
of the PCA index. Conversely, the ND methods identified threshold values through image
interpretation that established the class memberships within lifeforms.
Within the context of the methodological differences, all of the methods tested provide an
adequate basis for most analysis applications. The accuracy estimated for the ANN1 method
suggests higher error than the other methods; but as previously noted, this method used only postfire image data. Similarly, the ND 4/5 method has a higher error estimate than the other image
differencing methods (PCA 3/4, PCA 4/7, and ND 4/7). Although this level of error may be
acceptable, the other image differencing methods can be implemented with comparable data
requirements and analysis time to produce more accurate results.
The accuracy assessment results for PCA 3/4 and PCA 4/7 suggest both these methods produce
highly accurate results. However, the degree of analyst input required to apply the same
analytical logic from selection of best principal components to the consistent calculation of burn
index values for image pixels representing different TM scenes and geographic areas could
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become problematic. This leaves the ND 4/7 method, which produced results equal to the PCA
4/5, but in fewer, less complicated steps and with more consistently applied analytical logic.
At the time of this test, the software used for the ANN1 and ANN2 was not readily available for
production work. Since the project was completed, a more powerful version was developed and
released as Feature Analyst, a commercial extension to ArcGIS software. The accuracy
assessment suggests that the ANN methods can provide flexible and robust analytical approaches
to meet similar objectives, but they do require more extensive reference data than are typically
available, and extensive coordination would be required to maintain consistency between
different project areas.

CONCLUSIONS
The Normalized Burn Ratio (ND 4/7) provided a flexible, robust, analytically simple approach
that could be applied anywhere within the continental United States. The single-date, machine
learning method (ANN1) provided the only viable method tested for use when no pre-fire image
data are available. The two-date, machine learning method (ANN2) provided the greatest
opportunity for consistency with local or regional vegetation maps, given the availability of prefire and post-fire reference data.
Classified remote sensing datasets developed through one or more of these processes can be an
important information source for exploring the relationships between fire severity, pre-fire
conditions, and biophysical settings. Additional data and analyses may be required, however,
before inference can be made about fire effects.
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CHAPTER 3: OPERATIONAL MONITORING OF GREEN
BIOMASS CHANGE FOR FOREST MANAGEMENT
ABSTRACT
Forest managers are in constant need of accurate, up-to-date resource information. This
manuscript describes a first attempt towards an operational, quantitative, remote-sensing-based
change detection system. The change information derived from this system can then be used to
either “flag” those areas that require additional detailed investigation, or monitor conditions to
determine if changes occur as expected.
The digital change detection system described is based on standardized differences of KauthThomas transformations. Minimum distance, maximum likelihood and Mahalanobis distance
classifiers were tested with field data and compared. The maximum likelihood and Mahalanobis
distance classifiers produced the more accurate results. They were able to detect small amounts
of change resulting from forest thinnings, which are the most difficult to discriminate. Overall
results of this work demonstrated the high potential value of an operational, digital, quantitative
change detection system to support forest management decisions across large geographic extents.

INTRODUCTION
Forests are inherently dynamic ecosystems, making accurate and up-to-date resource data of
utmost importance to support decisions for effective, sustainable management. Such data are,
therefore, of primary concern to forest managers, but are often difficult to maintain. Monitoring
of forest ecosystems requires the detection, identification and quantification of the areal extent
and the intensity of a variety of changes. Both natural and anthropogenic changes (at different
spatial and temporal scales) are important and influence forest ecosystem management decisions.
Traditionally, this information has been acquired via field sampling and, more recently, from
visual change detection interpretation of stereoscopic, vertical, aerial photography. Although a
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visual qualitative change detection of aerial photography by a skilled interpreter yields, in many
cases, more accurate and more precise results than digital change detection (Edwards 1990),
results are not consistent due to the inherent variability and subjectivity of interpreters. These
same factors also make the quantification of change very difficult. Moreover, these techniques
can generally be characterized as labor intensive and expensive, which often limits their
application to small areas of interest. Furthermore, they produce almost exclusively qualitative
information on perturbations in the forest condition. Change can be defined as “an alteration in
the surface components of the vegetation cover” (Milne 1988) or as “a spectral/spatial movement
of a vegetation entity over time” (Lund 1983). In contrast to analog photo interpretation, digital
change detection offers synoptic, temporal, objective and repeatable procedures. It also more
efficiently allows the incorporation of features from the infrared and microwave regions of the
electromagnetic spectrum; spectral regions that contain relevant information on biophysical
characteristics of vegetation.
These advantages notwithstanding, the relevant scientific literature revealed that digital change
detection is a difficult task to perform. It has, however, already been proven valuable in many
applications where monitoring change is essential. For example, digital change detection is used
for fire impact studies (Parra et al. 1996), the identification of land cover change in wetland areas
(Hashem et al. 1996; Mahlke 1996), detection of air pollution damage (Hogda et al. 1995;
Solheim et al. 1995), and the identification of forest-canopy change (Coppin and Bauer 1994,
1995).
Any digital change detection procedure must not only assess differences between multitemporal
data sets, but must also separate changes of interest from those that are irrelevant to the objectives
of the assessment. The maximization of the signal-to-noise ratio and the extraction of relevant
multispectral features related to the biophysical characteristics of vegetation canopies are of
major importance where accurate forest cover change detection is concerned (Ngai and Curlander
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1994). Preprocessing of satellite images prior to actual change detection is, therefore, essential.
This preprocessing has, as its primary goals, the establishment of a more direct linkage between
the data and biophysical phenomena (calibration), the removal of data acquisition errors and
image noise, and the masking of contaminated and/or irrelevant scene fragments. Coppin and
Bauer (1996) present a synoptic overview of preprocessing procedures and their requirements for
digital change detection.
After preprocessing, single-band radiometric responses are often transformed to strengthen the
relationship between spectral data and biophysical characteristics of vegetation canopy and,
though less important, to reduce data volume. Vegetation indices are often used to accomplish
these objectives (Coppin and Bauer 1994, Yin and Williams 1997). Many vegetation indices are
described in the literature. It is, therefore, important to select carefully because an index derived
for a given application may not be appropriate for another (Wallace and Campbell 1989, Lyon et
al. 1998).
Principal Components Analysis (PCA), a linear data transformation technique is also frequently
used to enhance land cover features of interest (Parra et al. 1996). This transformation consists of
a rotation of the axes so that the greatest variability in the multispectral data is present along the
first axis with decreasing variability being described by subsequent axes. The exact nature of the
principal components, however, is data-dependent and most often difficult to ascertain. A more
solid biophysical link is found between land cover features and the Kauth-Thomas transform, a
particular case of a PCA. The three main components of Kauth-Thomas variability are termed
brightness, greenness and wetness and are the result of a Gram-Schmidt orthogonalization
process (Kauth and Thomas 1976).
Areas of change are detected by cross-verifying the optimized data sets from different acquisition
dates. Image differencing, image ratioing and image overlay are the most frequently applied
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procedures (Mattikalli 1994). The image differencing method subtracts values from one image,
pixel-by-pixel, from the other. These values are often standardized to avoid the ambiguity
resulting from identical difference values created from different original pixel values. This
approach is fast, simple and requires minimal user intervention (Sloggett et al. 1994).
Image ratioing divides one image’s pixel value by the other. This is one of the simplest and
quickest change detection methods but may result in equal ratios for different original pixel
values. The characteristic non-Gaussian bimodal distribution of ratioed multiple-date images, in
combination with an empirical threshold definition, may result in a statistically invalid change
image, if and when traditional change classification algorithms are applied (Riordan 1981).
In the image overlay method, also known as post-classification comparison, two independently
classified images are overlaid. The change from one class to another is then evaluated at pixellevel (Yin and Williams 1997). The accuracy of the change interpretation is limited by the
accuracy of the two original image classifications and only qualitative change detection of the
original classifications is possible. Other methods include monotemporal change delineation,
delta classification, multidimensional temporal feature space analysis, composite analysis,
multitemporal linear data transformation, change vector analysis, image regression, multitemporal
biomass index, and background subtraction (Coppin and Bauer 1996).
With the exception of the image overlay method, the described methods all produce a continuous
change image. Unsupervised or supervised classification methods are most often applied to this
image to group individual pixels into meaningful descriptive change classes. An unsupervised
classifier groups pixels into a predetermined number of classes based solely on statistical
characteristics of the spectral data set and is thus inherently data driven (Homer et al. 1997). The
change characteristics of each class are unknown and must be assigned by the analyst. Irrelevant
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classes and classes of interest may not have been differentiated, or similarly, several classes of
interest may not have been differentiated from each other.
A supervised classification is based on representative training data, characterizing each class of
interest (Yin and Williams 1997). Statistical decision rules are used to determine which class an
unknown pixel is most similar to. In general, supervised methods produce a more accurate and
more relevant classified image than the unsupervised method since a priori knowledge is used
(Joria and Jorgenson 1996).
Change classes may indicate different types of change or express the degree of change within the
same type. For example, Franklin et al. (1995) studied the detection of defoliation by the western
spruce budworm in subalpine forests and defined change, or in this case, damage classes as: no
defoliation, light/moderate defoliation, and severe defoliation.
A quantitative assessment of change on the other hand, links a continuous change image directly
to actual (ground-measured) quantitative change in canopy condition (e.g., total leaf area or green
biomass), offering more comprehensive information that can be interpreted more accurately by
resource managers. This type of information provides the basis for the identification of “red-flagsituations”, where a more detailed (and thus costly) assessment of the canopy conditions is
warranted. The application of a detailed assessment of only key areas results in a more efficient
allocation of the available human and financial resources. This manuscript describes a study that
was a first attempt towards an operational, quantitative change detection methodology that would
be useful and relevant for decision making by forest managers.
This study has to be placed within the context of the forest inventory and monitoring program of
Cass County, Minnesota. The three main goals of this program are: 1) the inventory of standing
volume for timbers sales, 2) assessment of treatment needs, and 3) identification of unauthorized
resource removal. Currently, traditional timber cruising and aerial photo interpretation are the
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primary inventory and monitoring tools. The implementation of quantitative change detection
techniques would allow forest managers to focus field activities to critical areas of greatest
change and, thus, greatest monitoring interest. Therefore, instead of acquiring annual aerial photo
coverage over large segments of Cass County (as is currently the practice), aerial photography
could be focused on these same hotspots. The use of medium resolution, earth observation data
may, in this way, lead to an optimization of the monitoring program with respect to the available
human and financial resources.

STUDY AREA
The study area is situated in central Cass County, Minnesota (Figure 3.1). The geomorphology of
the area is predominantly northern glacial till plain with flat to rolling topography. Soils have
developed from calcareous glacial till. The dominant tree species in the area are aspen (Populus
spp.), birch (Betula spp.), balsam fir (Abies balsamea), jack pine (Pinus banksiana), black spruce
(Picea mariana), red pine (Pinus resinoa), eastern white pine (Pinus strobus), red oak (Quercus
rubra), burr oak (Quercus macrocarpa), maple (Acer spp.), and minor amounts of other northern
hardwood species. The test-sites were dominated by aspen, jack pine, birch, red pine and eastern
white pine.
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Figure 3.1 Location of Cass County and Landsat TM miniscene

ACQUISITION OF THE REFERENCE DATA SET
The selection of the appropriate time interval for digital change detection (with respect to ground
measurements and/or image acquisition) is dependent on the temporal scale of the change events
one is attempting to detect. Coppin and Bauer (1995) concluded a two-year cycle was optimal for
detection of aspen establishment and canopy storm damage, while four-year and six-year
intervals were best for detection of thinning, cutting and die back. Validation of a change
detection methodology, in an operational context, requires ground data to be collected
simultaneously to the digital image acquisition. This concurrent data acquisition provides a direct
link between vegetation condition and sensor signal. This validation requirement precluded the

52

use of archived imagery. Budget constraints limited this application study to a one-year change
cycle, which was considered appropriate for the monitoring of the changes specific to the study
area and relevant to current forest management practices of Cass County.
The reference data set consisted of two independent segments, with each segment serving a
specific classification objective. The first segment was a detailed quantitative reference data set,
essential to guide (or train) the supervised image classification process. The second segment was
an independent test data set needed to validate the procedures and assess the accuracy of the
resulting change images.
For the training data set, controlled vegetation treatments were implemented to deliberately
induce specific changes in the training plots. Clearcut harvesting, stand-density adjustment
thinning, and girdling induced tree mortality treatments were applied to manipulate green
biomass. To ensure that a minimum of one “pure” Landsat TM pixel (30 m) would lay within
the plot with an ample margin for error, only square training plots of at least 1 ha (>3 by 3
Landsat TM pixels) were selected. One control and two treatment plots were established on each
site to allow statistical calibration for non-change-event related alterations (natural variation).
Training plots, within each site, were selected to minimize variability in species composition,
spatial distribution, and canopy density. These selection criteria were implemented in order to
minimize complexity due to spectral mixing of forest canopy and ground vegetation in the
satellite signal and simplify the quantitative measurements of green biomass on the ground. The
quantitative measurements of green biomass before and after the treatments were based on the
allometric equations developed by Perala and Alban (1994) for live, co-dominant trees, and on
destructive sampling for ground vegetation.
The species-dependent allometric equations utilize tree diameter at breast height (DBH) and/or
the Julian date of measurement and/or the height as input variables to calculate the amount of
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green biomass at stand level expressed in kilograms of green biomass per hectare. Only trees
with a diameter greater than or equal to 7.62 cm were included in these calculations. Trees with a
diameter at breast height less than 7.62 cm were evaluated in the field and verified as not
contributing to the general forest canopy (no co-dominant crowns) and were thus included with
the ground vegetation.
Destructive sampling was implemented in 4 plots of 1 m2 within randomly located 1 ha stands.
The plot selection, based on uniformity of vegetation species composition, spatial distribution and
canopy density resulted in an average sampling intensity of 0.04% at stand level. The precise
location of all test plots was obtained with a Trimble Pro XL DGPS (Trimble 1991) resulting in
sub-meter accuracy. All green biomass of understory and ground vegetation, with stem base
inside the m2 frame, was stripped and bagged for removal from the field. The green biomass
samples were oven dried (at 75°C) until the weight stabilized. Sample measurements established
that the changes in the amount of understory green biomass were minor relative to changes in
general forest canopy green biomass. This would result in relatively minor differences in image
signal at a pixel level. Total green biomass was assessed for each plot in the first (1995) and
second (1996) field seasons. One change measurement for each plot was then calculated by
subtracting one from the other.
In order to test the operational utility of the digital change detection methodology and provide for
a second independent accuracy assessment, the Cass County Land Department provided an
independent test data set. These data consisted of information on areas that had been subjected to
canopy alteration treatments between the two satellite image dates. These data were available in
the form of commercial timber sale records maintained by Cass County. Based on the treatment
type (intensity of timber harvest) and field experience of the forest managers, a trustworthy
estimation could be made of the amount of change in green biomass for a given timber sale
activity record. This change information, however, must be considered a rough approximation of
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real, measured, in-situ information. Operational constraints did not allow for field validation of
the biomass change estimates based on these harvest data.

IMAGERY
Landsat Thematic Mapper (TM) imagery was chosen for this study. Because mid-infrared
reflectance of vegetation is strongly related to the moisture regime (one of the most important
biophysical characteristic for canopy change detection) the high spectral resolution of Landsat
TM imagery was preferred above the high spatial resolution of other sensors, such as SPOT. For
example, the relatively long revisit cycle of Landsat TM (16 days), as compared to one day for
AVHRR, is of less importance for this type of study because the characteristics of the change
events of interest remain evident during the time of phenologic stability or peak green (JuneAugust in Minnesota).
A good seasonal image data acquisition window for change detection in forest vegetation opens
slightly after the date at which the forest vegetation is fully mature and closes just prior to its
senescence. Before and after this window the dynamic processes of canopy maturation or
senescence will obscure changes of interest. The consideration of an acquisition window instead
of an acquisition date provided greater operational flexibility (to minimize cloud cover or other
atmospheric interference); because it permits the actual acquisition date to be chosen from a
satellite overpass either a little earlier or later than that of the true anniversary date. This meant
four image opportunities for cloud free images per year. In this particular case, the pre-treatment
image was acquired June 18, 1995, and the post treatment image was acquired June 19, 1996.
The primary objective of this study was the evaluation of the operational utility of the presented
change detection methodology (based on the work of Coppin and Bauer 1994, 1996). This
objective required all image manipulation to be conducted without any knowledge of the
locations of, or the change categories within, the test plots.
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Geometric correction
The TM imagery was registered to UTM Zone 15N, NAD27 datum, Clarke 1866 geoid, thereby
removing a large amount of the geometric errors in the raw data. Eighty-three ground control
points (GCPs) were identified on the image for an accurate rectification, which is of utmost
importance for change detection. All GCPs corresponded to single pixel road intersections,
clearly identifiable on all spectral bands and uniformly spread over the image. Each GCP was
GPS surveyed to determine the UTM coordinates. Two GCPs were unidentifiable in the field and
one was unreachable, resulting in 80 useful GCPs.
The ERDAS Imagine GCP editor (ERDAS 1997) was used to mark the control points on the
image and perform a rectification based on a third order affine transformation model. The root
mean square error (RMSE) was calculated for this rectification model by the software including
the identification of the GCP which contributes the most to the error. In an iterative process,
GCPs were deleted and the rectification model recalculated until the RMSE was reduced to less
than 0.25 pixels. In the final transformation models for 1995 and 1996 images, 55 and 57 GCPs
were retained respectively. To maintain the most direct link between the pixel values and the
ground a nearest neighbor resampling method was used (Park and Schowengert 1991).

Radiometric calibration
Reflectance, (defined as the ratio of reflected radiant energy over irradiant energy), was used as
the radiometric parameter in this study because of its biophysical relevance. Raw digital number
values of the six reflective bands were calibrated to at-satellite or exo-atmospheric reflectance by
means of the algorithms proposed by Markham and Barker (1986):

Lλ = LMIN λ +

LMAX λ − LMIN λ
× QCAL
QCALMAX

(1)
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with
QCAL = Calibrated and quantized scaled radiance in units of digital numbers
(DN)
LMINλ = Spectral radiance at QCAL = 0
LMAXλ = Spectral radiance at QCAL = QCALMAX
QCALMAX = Range of re-scaled radiance in DN
Lλ = Spectral radiance at sensor aperture in mW/cm2/ster/µm

ρ=

with

(2)

π × Lλ × d 2
ESUN λ × cosθ s

ρ = Unitless effective at satellite planetary reflectance
Lλ = Spectral radiance at sensor aperture derived from Equation 1
d = Earth to sun distance in astronomical units
ESUNλ = mean solar exo-atmospheric irradiances in mW/cm/mm
θs = Solar zenith angle in degrees
In order to be confident that the observed temporal changes are real differences and not artifacts
induced by differences in atmospheric conditions during the image acquisition, a relative
atmospheric normalization was performed. This technique is easy to implement in an operational
system and does not require more complex sensor calibration or atmospheric turbidity data
(Caselles and Garcia, 1989). For this, 18 radiometrically stable (over all 6 TM bands) features
were identified, so that a wide variety of reflectance values could be represented. Each target had
to comprise an area large enough to correspond to several pixels in the satellite image. Due to the
residual pixel shift, inherent in remotely sensed imagery (even after accurate rectification), each
individual pixel will not necessarily correspond exactly to another individual pixel between two
images acquired at different moments in time. For this reason, only those values from pixels
completely contained within the target-boundaries were averaged to produce a single set of
target-specific reflectance values.
Least squares linear regression models were computed using these target reflectance values for
each band pair (e.g., band1, 1995 to band1, 1996). The regression parameters were used to
normalize the 1995 image to the baseline image of 1996. The two smallest targets selected for
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atmospheric normalization (containing only one and two pixels) appeared as outliers in the
regression models for four of the six bands and were dropped from the regression analysis.
Because both targets were so small, they were most vulnerable to the residual pixel shift problem,
inherent in multi-temporal image analysis. The final regression models used for the calibration
are displayed in Table 3.1.
Table 3.1. Coefficients for the relative atmospheric correction models and the corresponding R2.
Band
a*
1
4.7795
2
2.6940
3
1.9974
4
5.8351
5
-3.3619
7
-1.0678
[95-Image] = a + b × [96-Image]

b*
0.8305
0.8758
0.8854
0.8736
0.9576
0.9810

R2
0.96
0.97
0.98
0.96
0.93
0.96

Data processing and analysis
Kauth-Thomas transformations were applied to strengthen the correlation between spectral
response and biophysical reality. These transformations resulted in six new features, three of
which were considered directly relevant to this research: brightness, greenness and wetness,
respectively related to soil brightness, green biomass reflectance and moisture condition. The
model coefficients for brightness, greenness and wetness were obtained from Crist and Cicone
(1984) and B1, B2, B3, B4, B5 and B7 are the reflectance values of TM bands 1, 2, 3, 4, 5 and 7
respectively.

Brightness = 0.33183 × B1 + 0.33121 × B2 + 0.55177 × B3 + 0.42514 × B4 + 0.48087 × B 5 +0.25252 × B7

(3)

Greenness = - 0.24717 × B1 − 0.162663 × B2 − 0.40639 × B3 + 0.85468 × B4 + 0.05493 ×B 5 −0.11749 × B7

(4)

Wetness = 0.13929 × B1 + 0.22490 × B2 + 0.40359 × B3 + 0.25178 × B4 − 0.70133 ×B 5 −0.45732 × B7

(5)

The transformations were applied to both 1995 and 1996 data sets.
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Standardized differences were calculated for each bitemporal pair (’95, ’96) of Kauth-Thomas
indices; this minimizes the occurrence of equal change values being associated with different
change events (Coppin and Bauer 1994). Because of functional equivalence (Perry and
Lautenschlager 1984), standardization was effectuated with the 1995 indices only, not with the
usual sum of the 1995 and 1996 indices:
∆KT = ( KT1995 − KT1996 ) / KT1995

(6)

where
∆KT = Standardized difference of the K - T index
KTi = K - T index of year i

These three change channels (∆KT) were then rescaled to an 8-bit range before further analysis
resulting in continuous change images with values ranging from 0 to 255, indicating changes in
brightness (∆B), greenness (∆G) and wetness (∆W). Individual pixels in the continuous change
image needed to be grouped according to the amount of change in green biomass, into meaningful
and relevant classes for forest monitoring. Three supervised classification algorithms were
tested: minimum distance, maximum likelihood, and the Mahalanobis distance. To that end, the
three change images, ∆B, ∆G and ∆W were stacked into a three-dimensional change image and
used as input to these classification algorithms. To minimize the occurrence of mixed boundary
pixels, classifier training was performed solely on those pixels that are completely contained
within the GPS surveyed training polygons.
The minimum distance classifier is based on the Euclidean distance between the mean
measurement vector for each class and the vector of the unknown pixel in n-dimensional
measurement space (Hodgson 1988). Improvements are possible by using distance weight factors
between the unknown pixels and class means. For example, the maximum likelihood classifier
exploits the class variances for weighting the Euclidean distances to the class means, and
calculates the probabilities for an unknown pixel belonging to a particular training class. The
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unknown pixel is then assigned to the class with the highest probability. The Mahalanobis
distance classifier, on the other hand, computes a Mahalanobis statistical distance between the
unknown pixel and class means. The unknown pixel is classified into the statistically nearest
training class (Richards 1993).
The primary concern in evaluating various digital change detection methodologies was their
operational utility. For this reason, all the image processing was conducted without any
knowledge of the locations of the test plots or of the change categories within the test plots. A
first accuracy assessment was performed on the test data segment of the reference data set, being
the most accurate quantitative data available. A second accuracy assessment was conducted
using the independent test data derived from timber sale records provided by Cass County.
Both of these accuracy assessment data sets were used to build confusion matrices in order to be
able to compare the performances of the three classifiers. The percentage-correct, errors of
omission, errors of commission and the coefficient of agreement, or Kappa (Story and Congalton
1986) were calculated, each delivering complementary information on classification accuracy.
Additionally, tests of significance were performed between the retrieved Kappas using the Zstatistic (Ma and Redmond 1995). The variance of Kappa was hereby approximated as described
by Cohen (1960). Because no detailed a priori information was available on probabilities of
group (change class) memberships and no justification existed for the assumption of equal
probabilities for group memberships, the conditional Kappa as defined by Foody (1992) and the
Tau coefficient described by Ma and Redmond (1995) were not considered. In addition to these
two accuracy assessments, a post-classification validation test was also performed. For this test,
10 sites (indicated by the optimally performing digital change detection method as a 76 – 100%
reduction in green biomass) were randomly selected on the change image and sent to the Cass
County Land Department for field verification of the actual change on the ground.
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RESULTS & DISCUSSION
While data collection on the ground resulted in continuous change data, the induced changes were
formed by, and are representative of, an ongoing silvicultural management plan. As such, change
class thresholds had to be set a posteriori and were strongly related to current management
practices. Discussions with Cass County Land Management personnel led to the definition of
five change classes relevant for the Cass County continuous forest monitoring program (Table
3.2). The first class (±5%) corresponded to untreated plots where the ±5% represents natural
variability. Normal stand-density adjustment thinnings corresponded to the negative 6-25% class,
while clearcut harvests corresponded with the negative 76-100% class. The two intermediate
classes represented thinning treatments with greater stand density reductions, localized sub-pixelsize, patch clearcut harvests, etc. No plots occurred in the negative 26-50% class, as such
changes were too large to be ascribed to natural causes over a period of one growing season and
too small to be of anthropogenic origin. The quantitative change classes, however, do not provide
a link to the causal agent(s) of the change, but solely depict resulting vegetative canopy effects.
The forest manager’s experience and terrain knowledge must, therefore, play a key role in the
interpretation of digital change image.
Test data derived from timber sale records (which were previously discussed and represented the
only available independent, quantitative information) were restricted to two change classes that
encompassed silvicultural treatments implemented with timber sale practices. These silvicultural
treatments were normal stand-density adjustment thinnings (-6 to -25%) and clearcut harvests (76 to -100%). An overview of the independent test data is presented in Table 3.3.
Supervised classification procedures, as described earlier, applied to the three ∆K-T, resulted in
three classified change images: Mahalanobis distance (MAH), minimum distance (MIN) and
maximum likelihood (MAX). The results of a first validation, performed against the test segment
of the reference data set (percentage correct, errors of omission, commission, and the Kappa
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coefficient of agreement for each of the three techniques), are presented in Tables 3.4 and 3.5.
The results of the accuracy assessment against the independent test data, derived from timber sale
records, are shown in Tables 3.6 and 3.7.
Table 3.2. Distribution of training pixels over the different change classes.
Change class

Training

Pixels
±5%

24

-6% to -25%

10

-26% to -50%

0

-51% to -75%

6

-76% to -100%

22

Table 3.3. Distribution of training pixels over the different change classes.
Change class

Test

pixels
±5%

0

-6% to -25%

45

-26% to -50%

0

-51% to -75%

0

-76% to -100%

476

Table 3.4. Percentage correct and Kappa coefficient of agreement for training data set.
Classifier

% Correct

Kappa

MIN

78

0.70

MAX

92

0.89

MAH

92

0.89
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Table 3.5. Class-level percentage correct, error of omission and commission for training data set.
(a) MIN classifier
Change class

Error of omission

Error of commission

%correct

±5%

33

4

67

-6 to -25%

10

80

90

-26 to -50%

n/a

n/a

n/a

-51 to -75%

0

83

100

-76 to -100%

21

0

79

Change class

Error of omission

Error of commission

%correct

±5%

13

8

88

-6 to -25%

20

30

80

-26 to -50%

n/a

n/a

n/a

-51 to -75%

0

0

100

-76 to -100%

0

0

100

Change class

Error of omission

Error of commission

%correct

±5%

13

8

88

-6 to -25%

20

30

80

-26 to -50%

n/a

n/a

n/a

-51 to -75%

0

0

100

-76 to -100%

0

0

100

(b) MAX classifier

(c) MAH classifier

Table 3.6. Percentage correct and Kappa coefficient of agreement for independent test data set.
Classifier

% Correct

Kappa

MIN

70

0.26

MAX

84

0.27

MAH

87

0.27
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Table 3.7. Class-level percentage correct, error of omission and commission for independent data set.
(a) MIN classifier
Change class

Error of omission

Error of commission

%correct

±5%

n/a

n/a

n/a

-6 to -25%

13

182

87

-26 to -50%

n/a

n/a

n/a

-51 to -75%

n/a

n/a

n/a

-76 to -100%

32

0

68

Change class

Error of omission

Error of commission

%correct

±5%

n/a

n/a

n/a

-6 to -25%

60

31

40

-26 to -50%

n/a

n/a

n/a

-51 to -75%

n/a

n/a

n/a

-76 to -100%

12

5

88

Change class

Error of omission

Error of commission

%correct

±5%

n/a

n/a

n/a

-6 to -25%

69

24

31

-26 to -50%

n/a

n/a

n/a

-51 to -75%

n/a

n/a

n/a

-76 to -100%

8

5

92

(b) MAX classifier

(c) MAH classifier
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Table 3.8. Confusion matrix for Minimum Distance Classifier and change data used for model training.
Classified image
±5%

-6 to -25%

-26 to -50%

-51 to -75%

±5%

16

8

n/a

0

0

-6 to -25%

1

9

n/a

0

0

-26 to -50%

n/a

n/a

n/a

n/a

n/a

-51 to -75%

0

0

n/a

6

0

-76 to -100%

0

0

n/a

5

19

% Correct

67

90

-

-76 to -100%

Reference data

100

65

79

Table 3.9. Confusion matrix for Mahalanobis Distance Classifier and independent test change data.
Classified image
±5%

-6 to -25%

-26 to -50%

-51 to -75%

-76 to -100%

Reference data
±5%

n/a

n/a

n/a

n/a

n/a

-6 to -25%

3

14

n/a

2

26

-26 to -50%

n/a

n/a

n/a

n/a

n/a

-51 to -75%

n/a

n/a

n/a

n/a

n/a

-76 to -100%

5

11

n/a

22

438

% Correct

-

31

-

-

92
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When looking solely at the test segment of the reference data, the MAX and MAH classifiers
both performed significantly better than the simple minimum distance rule. The Kappa’s of the
MAX and MAH images were significantly different (at a 5% significance level) from the Kappa
of the MIN image (Table 3.4). Problem areas for the MIN classifier seemed to be concentrated in
the -6% to -25% and -51% to -75% change classes, with very high errors of commission
indicating a persistent over-estimation of these change events. Moreover, 33% of the unchanged
training pixels and 21% of the –76% to -100% change (corresponding to clearcut harvests) pixels
were not detected as such.
An analysis of the confusion matrix (Table 3.8) provided more insight. The errors seem to have
arisen from the confusion between neighboring change classes, i.e., between the ±5% and -6 to 25% classes and between the -51% to -75% and -76% to -100% change classes. When analyzing
class-level results, both the MAX and MAH classifiers have no problem discriminating the -51%
to -75% and -76% to -100% classes. The highest errors of omission and commission are found at
the -6% to -25% change class.
Analysis of the independent test data, derived from timber sale records provided by Cass County,
confirmed the superior performance of the MAX and MAH classifiers (84% and 87% total
correct, respectively). However, the MIN classifier performed better for the detection of minor
changes (-6% to 25% class) with 87% correctly classified pixels, compared to only 40% and 31%
correctly classified pixels by the MAX and MAH classifiers. Conversely, major changes, such as
clearcut harvests, were more accurately detected by the MAH and MAX classifiers (88% and
92% versus 68%).
The errors of omission and commission and class-level percentage-correct were comparable to
those retrieved from the reference test data set. Plots with -76% to -100 % change in green
biomass were most difficult to detect with the MIN method (high error of omission), while the -
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6% to -25% change class was over-detected. The MAX and MAH classifiers showed comparable
results with the most notable problem being the difficulty to correctly detect changes in green
biomass between -6 and -25%. Between 60 and 70% of the pixels assigned in the field to the -6%
to -25% change class were not classified correctly by the image-based change detection
methodology.
The low Kappa coefficients of agreement and the high errors of omission and commission in the
test data validation must be interpreted in the context of the sources of error. The impact of
different error sources is analyzed for the confusion matrix of the MAH classifier (Table 3.9).
The confusion matrices of the other classifiers are comparable and therefore not provided. The
test data were derived from commercial timber sale records (by default in the absence of better
sources), and may not have provided an accurate, quantitative description of the change that took
place at a given site. Often, only timber of commercial value was removed and indicated in the
timber sale record, while other non-merchantable timber was destroyed on site by the harvesting
operation (removed from the general canopy but not included in the removal inventory). This
practice has been commonly observed and explains the 26 pixels (Table 3.9) classified as clearcut
harvests while timber sale records indicated a removal of less than 75%.
Another important factor might have been the difference between the second image acquisition
date and the timber sale record date. Timber sales records only defined the period during which
the site was required to be harvested and not the actual harvest date. Sites that were harvested
early in the period have more time for recovery and regeneration of ground vegetation and growth
response (under better light conditions) of the trees remaining on the sites. We propose that the
majority of the 38 pixels not classified as clearcut harvests (-76% to -100% change class) may be
related to this type of inaccuracy in the test data set. It must also be said that because of the
unequal distribution of pixels over only two change classes in the independent test data set (476
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pixels in the -76% to -100% and 45 in the -6% to -25% change classes), relatively small errors
caused by the above described factors had a major impact on the overall accuracy statistics.
When visually examining the spatial location of the erroneously classified pixels on screen, an
interesting pattern emerged. Most of the erroneous pixels were located in the boundary zone of
the treated plots. These results confirm the contention of Coppin and Bauer (1994), who stated
that a residual pixel shift remains a source of classification inaccuracy in digital change detection.
Unfortunately, the option to eliminate boundary pixels from the validation phase was not viable
as too few pure non-boundary pixels would have remained for analysis. Finally, as an ultimate
post classification test, five areas which showed reductions in green biomass of 76 to 100%, and
five showing 6 to 25% reductions, were sent to the Cass County Land Department for field
verification, which proved the digital method correct 10 out of 10 times.

CONCLUSIONS
Overall, one may conclude that among the tested change classification algorithms, the MAH
classifier scored best with 87% of the pixels of the test data set classified correctly (and 92% for
the training data set). The superior performance of the MAH and MAX classifiers versus the
MIN can be explained by the fact that the former are based on two-descriptor statistics (mean and
variance) while the latter is one-descriptor (mean) only.
Thinning events remained more difficult to discriminate for all three classifiers. The MIN
classifier tended to include too many pixels in the thinning class, while the MAX and the MAH
classifiers underestimated it. A number of likely explanations exist for this pattern: 1) the natural
variability of the reflectance properties of the forest stands examined, 2) under-representation of
the thinning treatment in the overall change landscape, which highlights the dominance of
clearcut harvesting in silvicultural management in the study area; and 3) the lack of precision
where it concerns the acquisition of quantitative reference data (ground-based). Best results
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could be found for the 76-100% change class in combination with the MAX and MAH classifiers
with 88% and 92% correctly classified pixels, respectively.
This study demonstrated the utility of satellite earth observation for cyclical monitoring of green
biomass change in forest ecosystems, and also proved the ease of implementation in an
operational Land Department Forest Monitoring System (e.g., Cass County, MN). The sequence
of image processing and classification procedures set forth in this paper, successfully classified
forest cover changes into quantitative groups of green biomass reduction. Moreover, the data
preprocessing techniques of rectification, transformation to reflectance and atmospheric
normalization are appropriate for a wide variety of vegetation observation applications and easily
implemented and maintained in an operational system. On the other hand, we have also shown
that the vegetation index and classification algorithm must be selected with care. Differences in
biophysical characteristics of ecosystems and management practices are primary considerations
when making the appropriate choices for a given set of forestry parameters.
The K-T indices classified with the maximum likelihood or Mahalanobis distance classifier
proved to be most promising in north central Minnesota, where small-scale silvicultural systems
and practices are common. For a land department with forest management responsibilities, the
immediate pay-off of a digital forest monitoring system lies in the fact that areas that deviate from
the normal evolution are highlighted. Existing knowledge can thus be integrated with these
change data in a GIS environment, so that unaccounted-for change events are “red-flagged”.
Available human and financial resources (such as aerial photography acquisition and
interpretation, as well as field surveying) can then be more efficiently concentrated on these areas
to optimize cost-benefit ratios.
This type of system can monitor changes resulting from loss of green biomass as well as changes
resulting from the accumulation of green biomass. In other words, perturbations in forest
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communities can be detected as well as growth and accumulation of green biomass, with
extraordinary change “red-flagged” so the appropriate management practices can be
implemented.
We wish to reiterate that it is of critical importance that new studies on the quantitative
assessment of changes in green biomass be based on more accurate quantitative measurements of
changes in green biomass on the ground. A more appropriate biophysical attribute than green
biomass might be Leaf Area Index (LAI) (the interface for primary energy exchange). This
provides the advantage of simpler, more objective measurement by means of recently developed
indirect measurement techniques (e.g., LI-COR LAI-2000; LI-COR 1992). To minimize the
effect of boundary confusion, the performance of pixel-unmixing algorithms must be studied and
incorporated in the methodology. It is hoped these improvements will not only optimize the
correlation between satellite spectral signal and “ground-truth”, but also allow for more precision
in the classification of change events.
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CHAPTER 4: MULTI-SOURCE AND MULTI-CLASSIFIER
SYSTEM FOR REGIONAL LAND COVER MAPPING
ABSTRACT
Forest managers need consistent and continuous data on existing vegetation and land cover to
address most land management issues and concerns. The current operational approach used by
the USDA Forest Service, Northern Region to produce such data using a multi-source and multiclassifier system is described.
The methodological components of this system include: a) ecogeographic stratification, b)
production of image objects through image segmentation, c) incorporation of multi-temporal
image data and change detection, d) extensive use of ecological modeling and other ancillary
data, e) generation of reference data integrating field sampled inventory data through a structured
aerial photo interpretation process, and f) utilization of multiple classifiers for different levels of
the classification hierarchy.

INTRODUCTION
Existing vegetation is the primary natural resource managed by the USDA Forest Service and by
most forest landowners and land management agencies. The agency is charged with managing
vegetation for a variety of human uses while maintaining the integrity of ecosystem components
and processes at national, regional, and local scales. One of the most fundamental information
needs to support ecosystem assessment and land management planning is consistent and
continuous current vegetation data of sufficient accuracy and precision to address the principal
issues and resource concerns (Brewer et al. 2002). Maps are the most convenient and universally
understood means to graphically represent the spatial arrangement and relationships among
features on the earth’s surface (Mosby 1980). A map is indispensable for recording,
communicating, and facilitating analysis of such information relating to a specific area. Accurate
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and up-to-date maps of existing vegetation are commonly used for inventorying, monitoring, and
managing numerous resources on National Forests (e.g., wildlife habitat). Recognition of the
importance of map products to support this wide variety of resource management needs was a
primary consideration in identifying existing vegetation as a national Geographic Information
Systems (GIS) layer for the Forest Service with associated classification and mapping standards.
These standards follow the Federal Geographic Data Committee (FGDC) vegetation classification
standards and provide a hierarchical approach to map unit design (Brohman and Bryant 2005).
Historically, vegetation inventory and mapping has been conducted through some form of double
sampling of forest stands. This process consisted of the delineation of “timber stands” with
stereo, vertical aerial photography. The basis for delineation and characterization of stands was
normally discontinuities in texture (reflecting stocking and crown size differences) or apparent
tree height (Stage and Alley 1972). The next step was field sampling of the delineated stands or
field sampling of a stratified random sample of the stands. This process also involved
transferring the photo delineations to a base map. The term and concept of “forest stand” were
extended to describe conditions other than forested stands, such as non-forest vegetation, rock or
barren areas, or water bodies to make these maps more comprehensive. The process did not,
however, map fundamental units of vegetation that could be interpreted to address numerous
questions. Additionally, it did not map other ownerships that provide needed context for the
management of National Forest System lands and were difficult to keep “up to date” given the
dynamic nature of vegetation.
One of the most promising solutions to many aspects of these problems has been the development
of satellite-based remote sensing classifications (mainly using Landsat-TM data) with their
associated GIS coverages or grids and attribute databases (Bauer et al. 1994, Woodcock et al.
1994, Cohen et al. 1995, Lachowski et al. 1995, Johnston et al. 1997, Cohen et al. 1998,
Mickelson et al. 1998, Stoms et al. 1998, Ma et al. 2001). The Northern Region has a relatively
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long history of remote sensing applications to address large-area vegetation mapping objectives
(Ma et al. 2001). Our experience has led us to the understanding that digital imagery, while well
suited to these applications, does not provide a sufficient analytical basis for mapping land cover.
Extensive data and knowledge exist regarding the relationships of vegetation to biophysical
settings, disturbance histories, and other factors that could potentially improve classification
results. The current expression of this experience and understanding is the Northern Region
Vegetation Mapping Project (R1-VMP) (Brewer et al. 2002). The project area for R1-VMP
covers all ownerships and encompasses approximately 11,000,000 hectares (27,000,000 acres) of
the USDA Forest Service, Northern Region (Figure 4.1). The area extends from the Continental
Divide to the Washington and Oregon borders, and from the Salmon River to the Canadian
border.

Figure 4.1. Project area for the Northern Region Vegetation Mapping Project (R1-VMP).
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R1-VMP is a multi-source and multi-classifier hierarchical land cover dataset designed to provide
the Forest Service and cooperating agencies with a geospatial database of vegetation and land
cover produced following consistent analytical logic and methods and mapped continuously
across all ownerships. The following sections describe the methodological approaches used to
produce this multi-source and multi-classifier dataset.

ECOGEOGRAPHIC STRATIFICATION
Lillesand and Kiefer (2000) discuss the commonality of using ancillary data to perform
geographic stratification of an image dataset prior to classification. They further describe the aim
of this process is to “…subdivide an image into a series of relatively homogeneous geographic
areas (strata) that are then classified separately.” The homogeneity of these geographic areas is
largely determined by the composition of biophysical environments included in the stratification.
These biophysical environment settings are important for the stratification of this type of project
because they facilitate the delineation and description of ecosystems that behave in a similar
manner and influence the natural disturbance processes that create finer-scale patterns such as
existing vegetation (Jensen et al. 1997). The USDA Forest Service National Hierarchical
Framework of Ecological Units (Bailey 1994) provided the delineations used for geographic
stratification of the project area. As described by ECOMAP, the framework “…is a
regionalization, classification, and mapping system for stratifying the Earth into progressively
smaller areas of increasingly uniform ecological potentials. Ecological types are classified and
ecological units are mapped based on associations of those biotic factors and environmental
factors that directly affect or indirectly express energy, moisture, and nutrient gradients which
regulate the structure and function of ecosystems. These factors include climate, physiography,
water, soils, air, hydrology, and potential natural communities.” The appropriate level of this
hierarchy for ecogeographic stratification for this project is the section-level delineation described
by McNab and Avers (1994) and illustrated in Figure 4.2.
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Figure 4.2. Section and subsection level delineations in the ECOMAP hierarchy.

These delineations were used to stratify Landsat ETM floating scene sets in ERDAS Imagine
software (ERDAS 1997). This geographic stratification results in 12 sub-path data models
(Figure 4.3) rather than eight Landsat TM scene models. This stratification improves model
performance by limiting the variance associated with vegetation types and increases the utility of
reference data.

Figure 4.3. Sub-path data models used for ecogeographic stratification of Landsat ETM floating scenes.
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IMAGE SEGMENTATION
As stated in Ryerd and Woodcock (1996), “Image segmentation is the process of dividing digital
images into spatially cohesive units, or regions. These regions represent discrete objects or areas
in the image”. This segmentation and merging process is influenced by the variance structure of
the image data and provides the modeling units that reflect life form composition, stocking, tree
crown size differences, and other vegetation/land cover characteristics (Haralick and Shapiro
1985, Ryerd and Woodcock 1996). Our segmentation and merging of Landsat ETM satellite
imagery utilized the segmentation functionality within the software eCognition (Definiens 2001).
The segmentation process in eCognition is based on both the local variance structure within the
imagery and shape indices. This segmentation process produces image objects that serve as the
base classification units within the object-oriented classification programs. These image objects
effectively depict the elements of vegetation and land cover pattern on the landscape (McDonald
et al. 2002). Figure 4.4 illustrates the image segmentation-based depiction of landscape pattern
displayed over aerial digital imagery. Given our project objective of mapping vegetation and land
cover pattern, our criteria for spatially differentiating map features are based on structural,
floristic, and physiognomic characteristics of the vegetation to be mapped, as well as nonvegetated landscape elements.
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Figure 4.4. Image segmentation of Landsat ETM data.

Within the context of this project, the delineation of map features depicting the vegetation
configuration across the landscape representing elements of vegetation pattern is synonymous
with landscape patch delineation. The term “patch”, as defined in a glossary of common terms
included in Land Mosaics: The Ecology of Landscapes and Regions (Forman 1995), is "a
relatively homogenous nonlinear area that differs from its surroundings". This definition is
consistent with other common reference texts including Picket and White (1985) and Forman and
Godron (1986). It is also consistent with the common use of the term in the landscape ecology
literature (Hartgerink and Buzzaz 1984, Scheiner 1992). The term patch can specifically describe
forested patches, non-forest vegetation patches, rock/barren patches, or water patches. The image
objects delineated through our image segmentation process and modeled in eCognition readily
aggregate thematically and comprise vegetation and land cover patches that represent the various
map units in the hierarchy.

CHANGE DETECTION
Change detection methodologies using digital data have been used extensively for a wide variety
of analysis applications including: fire impact studies (Parra et al. 1996), land cover change in
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wetland areas (Hashem et al. 1996, Mahlke 1996), air pollution damage detection (Hogda et al.
1995, Solheim et al. 1995), and forest-canopy change (Coppin and Bauer 1994, Coppin and Bauer
1995). Within the context of the vegetation mapping objectives of this project, the change
detection method is designed to exploit phenological differences in vegetation types (i.e.,
deciduous tree or shrub species dominance types or senescent grasses and forb species dominance
types).
Our change detection procedure, like most digital change detection procedures, must assess
differences between multi-temporal datasets, and also separate changes of interest from those that
are irrelevant to our objectives. The maximization of the signal-to-noise ratio and the extraction
of relevant multispectral features related to the biophysical characteristics of vegetation canopies
are essential to our identification of meaningful phenological differences (Ngai and Curlander
1994). Coppin and others (2001) note that preprocessing of satellite images prior to actual
change detection is a critical step. They identify the goals of preprocessing as “…the
establishment of a more direct linkage between the data and biophysical phenomena (calibration),
the removal of data acquisition errors and image noise, and the masking of contaminated and/or
irrelevant scene fragments”. The synopsis of procedures and their requirements for digital change
detection presented by Coppin and Bauer (1996) comprise the basis of our preprocessing.
Following preprocessing, single-band radiometric responses are often transformed to strengthen
the relationship between spectral data and biophysical characteristics of vegetation canopy.
Coppin and others (2001) demonstrated that a solid biophysical link is found between forest
canopy features and the Kauth-Thomas transform, a particular case of principal components
analysis. The three main components of Kauth-Thomas variability are termed brightness,
greenness and wetness and are the result of a Gram-Schmidt orthogonalization process (Kauth
and Thomas 1976). Changes in these three components constitute the basis of our analytical logic
to exploit phenological differences in vegetation types (Figure 4.5).
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Figure 4.5. Changes in Kauth-Thomas greenness from multi-date imagery. (a) July date. (b) October date.
(c) Degree of change between dates.

ECOLOGICAL MODELING AND OTHER ANCILLARY DATA
Ecological modeling and other ancillary data are used extensively to improve classification
results. These ecological modeling approaches are incorporated into the multi-source system
through knowledge-base classification and reference data stratification within the object-oriented
image analysis software, eCognition (Definiens 2001). This process facilitates the use of
additional data such as potential vegetation settings, subsection level ecological units,
topography, and image illumination strata for grouping or splitting classes to improve
classification accuracy (Cibula and Nyquist 1987, Bolstad and Lillesand 1992, Cohen and Spies
1992, Brown et al. 1993, Coppin and Bauer 1994, Goodchild 1994).
One of the primary ecological modeling approaches incorporates data on Potential Natural
Vegetation (PNV). PNV is “the vegetation…that would become established if all successional
sequences were completed without interference by man under the present climatic and edaphic
conditions….” (adapted from Tuxen as cited in Mueller-Dombois and Ellenberg 1974). PNV
classifications are based on existing vegetation, successional relationships, and environmental
factors (e.g., climate, geology, soil, etc.) considered together. The PNV classifications within the
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project area include: Forest Habitat Types of Montana (Pfister et al. 1977), Forest Habitat Types
of Northern Idaho: A Second Approximation (Cooper et al. 1991), and Grassland and Shrubland
Habitat Types of Western Montana (Mueggler and Stewart 1980). The PNV types and their
associated biophysical settings have strong relationships with existing vegetation and, therefore,
provide useful information in the image classification process. The habitat types from these
classifications were aggregated to 38 types and mapped by Jones and others (Jones et al. 1998,
Northern Region 2002). We have further aggregated the 38 types to 10 types to facilitate our
classification process.
In addition to PNV we have incorporated two other biophysical variables: 1) two indices of
insolation derived from combinations of slope and aspect generated from 30 meter Digital
Elevation Model (DEM) data, and 2) subsection level delineations further subdividing the
ecogeographic stratification described above and illustrated in figure 4.2 (McNab and Avers
1994).
We have also stratified the image data by the illumination at the time of image acquisition. This
process results in three strata: 1) illuminated in both the “summer” and “fall” images, 2) nonilluminated in both the “summer” and “fall” images, and 3) illuminated in “summer” but nonilluminated in “fall”. These strata improve the spectral relationships between vegetation types
and reflectance values (Figure 4.6).
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Figure 4.6. Illumination strata. (a) Hillshade created from digital elevation model. (b) Illumination classes
of surface for both dates of imagery.

Additional ancillary data are provided by fire severity data classifying recently burned areas
(Figure 4.7). These fire severity data (Gmelin and Brewer 2002) were generated by the USDA
Forest Service following major fire events in 2000 and 2001 and are used to characterize first
order fire effects on vegetation. These data are generated from a Normalized Difference Burn
Ratio (NBR) analytical approach following Key and Benson (1999) and Brewer and others
(2005a) to quantify change in the vegetation composition and structure within burned areas.
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Figure 4.7. Fire severity data. (a) Post-fire image with fire scar and burn perimeter. (b) Fire severity classes
generated through a change detection process.

REFERENCE DATA
Training and accuracy assessment data are generated through a structured aerial photo
interpretation process that integrates a variety of field sampled inventory datasets. Our experience
suggests that an aerial perspective is often useful for remote sensing training data acquisition and
that skilled interpreters can add local knowledge and experience to the classification process.
Additionally, resource aerial photography remains the most commonly available remote sensing
data source; however, we integrate high-resolution, multi-spectral data, with resource
photography where available.
This structured photo interpretation process provides an explicit mechanism to integrate existing
field sample data from a variety of sources, both within the USDA Forest Service and from
cooperating entities. Existing field data is screened to insure data quality and currency using a
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standardized process. This provides the opportunity to benefit from the agency’s substantial
investment in field data while screening out data rendered unusable by management activities,
disturbance agents, and/or time since collection. Through this process the image interpreter is
able to “fit” field data and other ancillary data to the segmented imagery. This process
accomplishes the same objective described by Robinson and Tilton (1991), but fits the training
data to the segmentation rather than fitting the segmentation to the training data.
Common image interpretation techniques are used to characterize elements of vegetation pattern
that comprise lifeform, dominance type, tree size class, and tree canopy cover (Avery 1977,
Campbell 1987, Lillesand and Kiefer 1987, Lachowski et al. 1995). The variables collected
include: lifeform/landuse class cover percent and connectivity, dominance type cover percent and
connectivity, tree size class cover percent, tree canopy cover percent, and connectivity, and total
vegetation canopy cover percent (Figure 4.8).

Figure 4.8. Stereoscope used in reference data collection.
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HIERARCHICAL CLASSIFICATION
The Federal Geographic Data Committee (FGDC) Vegetation Classification Standards (FGDC
1997) establish a hierarchical existing vegetation classification with nine levels. The top seven
levels are primarily based on physiognomy. The two lowest levels, alliance and association, are
based on floristic attributes. The USDA Forest Service recently released the national technical
guidance for classification and mapping of existing vegetation to implement the FGDC standards
and to provide direction for classifying and mapping structural characteristics (Brohman and
Bryant 2005). This technical guidance applies to a variety of geographic extents and thematic
resolutions characterized with four map levels (i.e., national, broad, mid, and base-levels). The
Northern Region Vegetation Mapping Project is specifically designed to meet this national
technical guidance and produce a mid-level map product.
Through the classification functionality of eCognition, a nested hierarchical classification scheme
is applied that uses membership functions derived from knowledge bases for the physiognomic
and structural classifications and fuzzy-set classifiers based on reference data and nearest
neighbor algorithms for the floristic (dominance type) classification (Figure 4.9). This design
provides a consistent linkage between the floristic and structural classifications commonly used
by the agency at the mid-level and the physiognomic classifications used at the broad-level and
national-level and required by the FGDC vegetation classification standards (Brohman and
Bryant 2005).
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Figure 4.9. Classification hierarchy in eCognition image analysis software.

Implementation of this classification hierarchy produces separate GIS coverages and associated
geospatial databases for five primary attributes. These attributes include: lifeform, dominance
type, total vegetation canopy cover, tree canopy cover, and tree size class. The relationships of
these attributes to the original image objects are illustrated by the dominance type, tree size class,
and tree canopy cover map products included in figure 4.10.
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Figure 4.10. Classification attributes and image objects (a) image objects, (b) dominance type, (c) tree size,
(d) tree canopy cover.

CONCLUSIONS AND PROJECT LEGACY
This chapter, as originally published, is essentially a methods paper and presents a conceptual
model for multi-source and multi-classifier regional land cover mapping, as implemented by R1VMP, but does not present results and conclusions. There are, however, three general
conclusions to be drawn from this work. The first conclusion is that remote sensing
classifications and ecological modeling offer an affordable means for the consistent and accurate
depiction of (vegetation) spatial features in an area of interest. The second conclusion is that
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biophysical variables along with spectral variables are more robust for modeling vegetation than
either dataset alone. The third conclusion is that different classifiers (i.e., data models) have
different capabilities to resolve and predict various vegetation attributes. In aggregate these
different approaches produce more accurate results than any one of the models independently.
This project was generally regarded as a great success and when reported (Brewer et al. 2004)
represented the “state of the art” in vegetation classification and mapping within the USDA
Forest Service. The general taxonomic logic and analytical approaches have been adopted and
are currently incorporated in the USDA Forest Service Existing Vegetation Classification and
Mapping Technical Guide (Brohman and Bryant 2005) and represent the technical guide’s midlevel mapping protocol (Brewer et al. 2005b). This technical guide is authorized by Forest
Service Manual (FSM) 1940 and developed following direction in Forest Service Handbook
(FSH) 1909. This technical guide represents national direction on vegetation classification and
mapping. Within the context of this direction, the approach presented in this chapter has been
widely adopted and adapted throughout the USDA Forest Service. The general approach is now
being implemented, operationally or in pilot tests, in USDA Forest Service Southwestern (Mellin
et al. 2004), Pacific Southwestern (USDA Forest Service 1991), Northern (Brewer et al. 2004),
Alaska (Werstak et al. 2006), Southern (USDA Forest Service 2006), and Eastern (Werstak et al.
in prep.) Regions. Triepke and others (in press) describe a more detailed application of this
general methodology for a subset of the R1-VMP project area on the Kootenai National Forest.
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CHAPTER 5: NEAREST NEIGHBOR METHODS FOR
CLASSIFICATION, MAPPING AND INVENTORY
INTEGRATION
INTRODUCTION
Existing vegetation is the primary natural resource managed by the USDA Forest Service and
most forest landowners and land management agencies. The agency is charged with managing
vegetation for a variety of human uses while maintaining the integrity of ecosystem components
and processes at national, regional, and local scales. One of the most fundamental informational
needs in land management planning is consistent and continuous existing vegetation data of
sufficient accuracy and precision to address resource analysis objectives. These analyses rely on
the data models produced from vegetation classification, mapping, and/or inventory processes.
Over the past several years the Northern Region completed the Northern Region Vegetation
Mapping Project, (hereafter R1-VMP; presented in chapter four) to provide robust existing
vegetation information for a wide variety of analysis applications. R1-VMP data models are
based on three integrally related, yet separate processes: vegetation classification, vegetation
mapping, and vegetation inventory (Brewer et al. 2004). The integration of these processes and
the resulting data models represent the basic vegetation information used in resource planning
and management by the USDA Forest Service Northern Region (hereafter Northern Region).
The vegetation classification for R1-VMP follows standards set forth by the Federal Geographic
Data Committee and the USDA Forest Service Existing Vegetation Classification and Mapping
Technical Guide (Brohman and Bryant 2005) (hereafter technical guide). The mapping
methodology follows the technical guide’s mid-level mapping protocol (Brewer et al. 2005b) and
used a satellite remote sensing data approach to provide synoptic coverage of the approximately
27 million-acre R1-VMP project area. The inventory component of R1-VMP utilizes a summary
database populated by the USDA Forest Service Forest Inventory and Analysis (hereafter FIA)
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data to develop quantitative map unit descriptions including estimates of common forest
inventory variables. This approach provides a consistent and continuous map product with
designed-based statistical estimates of inventory variables that are explicitly connected to the
vegetation pattern depicted in the map products. This approach is designed to support mid-level
and broad-level analysis applications (as described in the technical guide (e.g., regional or multiforest planning, and individual forest plan revisions)) as well as some cumulative effects analyses
required to implement individual projects on national forests.
As suggested in the technical guide, the map products can be used “as is” or “rescaled” for a
variety of base-level analysis applications including project support (e.g., timber sale planning,
wildlife habitat improvement project planning) and 4th and 5th code hydrologic unit, watershed
assessments (USDA Forest Service 1996). Unfortunately, the geographic extent of these baselevel analysis applications is normally too small to effectively use FIA data as the inventory data
source without intensifying the base FIA grid (where each base plot represents approximately
6000 acres) to provide a sufficient sample size for the identified project area and the primary
issues of concern. Given the increasing need for statistically sound and legally defensible
estimates of inventory variables suggested by the United States Court of Appeals for the Ninth
Circuit, re. The Lands Council vs. Powell (CV-02-00517-EJL), Forests and Ranger Districts are
faced with the difficult choice of using the mid-level map product “as is” with an inadequate
sample size of associated FIA data or reverting to the use of biased and outdated stand-exam data
that cannot provide defensible statistical estimates and have no explicit relationship to the R1VMP data used for forest plan revision and project cumulative effects analyses.
Alternatives to this untenable choice include several expensive and logistically difficult inventory
approaches including intensifying the base grid to provide an adequate sample size or
implementing a traditional double sample of the R1-VMP map features depicting vegetation
pattern.
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Intensification of the base FIA grid to increase the sample size for small areas provides a number
of desirable characteristics including:
•

Direct relationship to the entire FIA dataset for analyses of scaled relationships and
cumulative effects,

•

Permanent primary sampling units not based on current vegetation pattern are useful for a
variety of monitoring applications when vegetation patterns changes, and

•

Data quality standards, databases, estimation procedures, and other analysis applications
are developed and maintained by the FIA program staff.

Implementation of a “wall to wall” inventory or a traditional double sample of R1-VMP map
features depicting vegetation pattern also provides a number of desirable characteristics
including:
•

Field personnel are familiar with inventory data connected to current vegetation pattern
either through direct sampling or stratum averages or regression estimates,

•

Inventory data are easily projected through time and space using simulation models such
as the Forest Vegetation Simulator, and

•

No data quality standards exist, so field data can be “customized” for each project or
analysis area to match information needs and/or budget constraints.

The time and expense associated with acquiring inventory data require a thorough understanding
of the costs and benefits related to these inventory approaches. To address these cost and benefit
questions the Ecosystem Management Coordination staff (Resource Information Group), the
Remote Sensing Applications Center, the Inventory and Monitoring Institute, Interior West FIA,
and the Northern and Intermountain Regions of USDA Forest Service cooperatively implemented
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a national inventory and monitoring pilot project on four study areas throughout the Northern
Region, including one on the Idaho Panhandle National Forests (hereafter IPNF).
The project, completed in 2004, included a mapping methodology test and an inventory
component. The mapping methodology test evaluated several remote sensing-based approaches
and resulted in the design and implementation of R1-VMP (Brewer et al. 2002, Brewer et al.
2004). The inventory component, implemented exclusively on the IPNF study area, intensified
the base FIA grid from approximately one plot per 6000 acres to approximately one plot per 667
acres. While this intensification provided all the desirable characteristics described above it did
not provide the characteristics of data explicitly connected to vegetation pattern delineations.
Since many of the analyses that address multiple resource issues at the project-level are
essentially analyses of vegetation pattern and process relationships through time and space,
quantitative map unit descriptions are not sufficient. Map unit descriptions are not spatially
explicit enough to identify important vegetation pattern relationships and do not provide adequate
thematic detail (i.e., plot-level tree list data) for projecting vegetation through time with
simulation modeling. The ability to model these vegetation pattern relationships through space
and time, particularly with a variety of management and/or disturbance alternatives, is essential
for effective land and resource planning. Therefore, there is a critical need for a methodology
that utilizes an intensified grid to populate vegetation map feature delineations with detailed
inventory data.
In recent years two modeling approaches have been developed that could potentially address this
critical need. These approaches are based on variations of k-Nearest Neighbor (kNN) methods
developed for the imputation of strategic forest inventory data and increasingly utilized
worldwide (Haara et al. 1997, Maltamo and Kangas 1998, McRoberts et al. 2002). While based
on the kNN methods these new approaches were developed for generating data surfaces for
mapping and simulation modeling rather than traditional estimation of inventory variables.
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The first of these approaches, Most Similar Neighbor (MSN), was developed by Moeur and Stage
(1995). MSN was designed to impute attributes measured on some sampling units (polygons) to
sampling units where they are not measured. MSN was originally designed to use a traditional
double sample inventory of forest stands (Stage and Alley 1972), imputing stand data to
unsampled stands. No MSN application using an intensified FIA grid has been developed or
tested.
The second of these approaches, Gradient Nearest Neighbor (GNN), developed by Ohmann and
Gregory (2002) follows the same general analytical logic. GNN, however, is designed to use
vegetation data from regional grids of field plots (similar to an intensified FIA grid) to produce a
continuous raster surface by imputing data from sampled grid cells to unsampled grid cells.
(Note: The GNN method was not developed at the time of the original dissertation proposal.) No
GNN application for populating a depiction of vegetation pattern (e.g., forest stand delineations
or vegetation patches) from the continuous raster surface has been developed or tested.
While both the MSN and GNN approaches utilize the basic analytical logic and methods
developed for kNN applications, they differ in two important design features. The primary
differences between MSN and GNN when compared to kNN are that MSN and GNN typically
assign a single nearest neighbor (i.e., k = 1) and they establish weighting coefficients for
predictor variables. The application of the weighting coefficients can be omitted and a single
nearest neighbor can be identified, thus making either MSN or GNN essentially a kNN approach.
The objective of the present study is to implement and compare MSN, GNN, and kNN (where k =
1). MSN, GNN, and kNN methods are used to generate geospatial data surfaces with adequate
thematic detail (i.e., plot-level tree list data) for projecting vegetation through time and space with
simulation modeling. This work represents the implementation of the original dissertation
proposal with the modifications described in chapters two, three, and four.
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BACKGROUND
General Relationship of Vegetation Classification, Mapping, and Inventory
Vegetation classification is the process of grouping similar entities into named types or classes
based on shared characteristics. Vegetation classification defines and describes vegetation types
and/or structural characteristics. Vegetation mapping is the process of delineating the geographic
distribution, extent, and landscape patterns of vegetation types and/or structural characteristics.
Vegetation mapping spatially depicts the distribution and pattern of vegetation types and/or
structural characteristics. Vegetation inventory is the process of applying an objective set of
sampling methods to quantify the amount, composition, and condition of vegetation within
specified limits of statistical precision. Vegetation inventory quantifies the amount, composition,
and condition of vegetation. The conceptual relationships between classification, mapping, and
inventory are schematically depicted in Figure 5.1.

Classification

supply labels

Map Unit Design

supply labels

estimate abundance

technology and resource limited

Mapping

generalize map units

Tabular Inventory
Compilation

supply plot data

Spatial Inventory
Compilation

spatially associate plots

Figure 5.1. Relationships of vegetation classification, mapping, and inventory.
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Inventory

A one-to-one relationship between vegetation types (from a classification) and vegetation map
units is uncommon given the limitations of mapping technology and the level of floristic and/or
structural detail in most classifications. Mapping, therefore, usually entails trade-offs among
thematic and spatial resolution and accuracy, as well as cost. The goal is constrained
optimization, not perfection. This problem is reduced somewhat when vegetation types, such as
dominance types, and structural classifications are designed to be applied to mapping projects. A
similar problem exists on the inventory side. There is rarely a sufficient sample size to quantify
all vegetation types so inventory compilation usually involves trade-offs to aggregate vegetation
types and/or structural classes to achieve the desired sample size.
Because these ecosystems are dynamic, evolutionary, and have limited predictability many of the
analyses needed for ecosystem management strategies require a variety of simulation models. The
majority of these simulation models rely heavily on accurate and relatively detailed vegetation
data. These models vary in the specific vegetation data needed and the detail needed in those data,
but most of them require continuous spatial data with consistently classified attribute data.
Classification, mapping, and inventory each contribute data to these simulation models.

Vegetation Classification
The following discussion is excerpted directly from section 1.3.1 Vegetation Classification
Concepts and Definitions in the national technical guide (Brohman and Bryant 2005).
Classification is the process of grouping of similar entities together into named types or classes
based on selected shared characteristics. Classification is a fundamental activity of science and an
integral part of human thought and communication (Mill 1872, Buol et al. 1973, Gauch 1982).
Classification is how we assimilate and organize data to produce knowledge. “When we have a
definition for anything, when we really have studied its nature to the point where we can say that
it is this and not that, we have achieved knowledge” (Boice 1998). Classification is a form of
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inductive reasoning that “establishes general truths from a myriad of individual instances”
(Trewartha 1968). Even if classification categories are conceptual or abstract rather than absolute
facts, they serve to formulate general truths based on numerous observations.
A class is “a group of individuals or other units similar in selected properties and distinguished
from all other classes of the same population by differences in these properties” (Buol et al.
1973). The properties selected as the basis for grouping individuals into classes are called
differentiating characteristics (Buol et al. 1973). Two fundamental approaches to selecting
differentiating characteristics exist; each approach produces a different kind of class (Mill 1872)
and a different kind of classification (Buol et al. 1973, Pfister and Arno 1980, USDA Soil Survey
Division 1999).
A natural or scientific classification is a classification in which the differentiating criteria are
selected to “bring out relationships of the most important properties of the population being
classified, without reference to any single specified and applied objective” (Buol et al. 1973). In
developing a scientific classification, “all the attributes of a population are considered and those
which have the greatest number of covariant or associated characteristics are selected as the ones
to define and separate the various classes” (Buol et al. 1973). A set of classes developed through
scientific classification is referred to as a taxonomy (USDA Soil Survey Division 1999). A
taxonomic unit (or taxon) is a class developed through the scientific classification process, or a
class that is part of a taxonomy.
A technical classification (or technical grouping) is a classification in which the differentiating
characteristics are selected “for a specific, applied, practical purpose” (Buol et al. 1973, Pfister
and Arno 1980). The resulting classes are called technical groups. In contrast to natural
classifications, technical classifications are based on one or a few properties to meet a specific
interpretive need instead of considering all the properties of the population.
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The technical guide provides direction for developing floristic taxonomic units and technical
groups based on vegetation structure. Both types of classes are used for a variety of analysis
applications that support the business needs of the Forest Service as well as other forest land
owners and land managers. While it is important to recognize these two types of classifications,
within the context of this study both types are used and referred to simply as classes.
With any method that generates data surfaces populated with plot data any number of classes that
can be derived from those data could be produced and compared. Within the scope of this study,
however, I have limited that comparison to classes included in FGDC and National Tech Guide
direction, as applied by the Northern Region. I have also included forest type classes (also known
as forest cover types) as applied by FIA and the Northern Region. These classifications include
the following:
•

Dominance type (following Brewer et al. 2004, following Kimmins 1997)

•

Forest type (following Eyre 1980)

•

Tree size (following Brewer et al. 2004)

•

Tree canopy cover (following Brewer et al. 2004)

Vegetation Mapping
Vegetation mapping is the process of delineating the geographic distribution, extent, and
landscape patterns of vegetation types and/or structural characteristics. Maps are the most
convenient and universally understood means to graphically represent the spatial arrangement and
relationships among features on the earth’s surface (Mosby 1980). Accurate and up-to-date maps
of existing vegetation are commonly used for inventorying, monitoring, and managing numerous
resources on national forests.
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Criteria are identified and established in the mapping protocol of the technical guide (Brewer et
al. 2005b) to use when spatially differentiating map features between map units. Those criteria
describe structural, floristic, and physiognomic characteristics of the vegetation to be mapped, as
well as non-vegetated landscape elements. In the context of the protocol described in the
technical guide, the delineation of map features depicting vegetation pattern across the landscape
can be synonymous with landscape patch delineation or stand delineation. The term “patch,” as
defined in Forman (1995), is “a relatively homogenous nonlinear area that differs from its
surroundings.” This definition is consistent with other common reference texts including Picket
and White (1985) and Forman and Godron (1986) and also with the common use of the term in
the landscape ecology literature (Hartgerink and Bazzaz 1984, Scheiner 1992). Patch can
specifically describe forested patches, nonforest vegetation patches, rock/barren patches, or water
patches.
In contrast, the term “stand” has long been used to refer to the basic unit of forest management
(Toumey 1937). It also has been used as the basic unit of mapping and inventory (Graves 1913).
A “stand” is defined as “a community, particularly of trees, possessing sufficient uniformity as
regards composition, age, spatial arrangement, or condition, to be distinguishable from adjacent
communities, so forming a silvicultural or management entity.” This definition, from the SAF's
Terminology of Forest Science, Technology, Practice, and Products (Ford-Robertson 1971) is
consistent with definitions in a variety of reference texts including Toumey (1937), Smith (1986),
Oliver and Larson (1990),and Lincoln and others. (1982) and the definition provided in the
USDA Forest Service Timber Management Handbook (FSH 2709).
Historically, most vegetation mapping completed by the USDA Forest Service has been
conducted through delineation of forest stands. In the context of the national technical guide, the
terms “patch” and “stand” may be synonymous depending on the degree that management
considerations are incorporated into stand delineations along with compositional and structural
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characteristics. Because many past stand delineations contain multiple vegetation conditions and
map units, they would be multiple map features in any new mapping effort. This study includes
landscape pattern delineations representing the current IPNF stand boundaries based on vertical
stereo image interpretation as well as an image segmentation depiction from R1-VMP (Brewer et
al. 2004).
Image Interpretation - Image interpretation is the systematic examination of image data. This
frequently involves other supporting materials, such as maps and field observations (Lillesand
and Kiefer 2000). “The basis for delineation of map units is normally discontinuities in texture,
reflecting life form composition, stocking, tree crown size differences, and/or apparent tree
height” (Stage and Alley 1972). If map feature delineation is completed with aerial photography,
the process normally uses stereoscopic vertical aerial photography. This process involves
transferring the photo delineations to a base map and converting it to a digital form. An
alternative image interpretation technique involves interpreting stereoscopic aerial photography in
conjunction with high-resolution, digital imagery interpretation. An advantage of simultaneous
onscreen delineation is the creation of an immediate digital product. Photographic and digital
image interpretations without using stereoscopic photographic pairs suffer from the constraint of
a one-dimensional depiction of vegetation cover. Image interpretation is the most intuitive form
of map feature delineation but is also the most subjective and least cost effective.
Image Segmentation - As stated in Ryerd and Woodcock (1996), “Image segmentation is the
process of dividing digital images into spatially cohesive units, or regions. These regions
represent discrete objects or areas in the image.” If map feature delineation is completed with
digital imagery, the process typically uses data from spaceborne remote sensing platforms. The
basis for map unit delineation is usually the segmentation and merging of raster data based on
spectral characteristics and spatial arrangement. This segmentation and merging process is
influenced by the variance structure of the image data and provides the modeling units that reflect
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life form composition, stocking, tree crown size differences, and other vegetation/land cover
characteristics. Because these are geospatial data, the delineations do not have to be transferred
to a base map. Image segmentation is the most objective and typically lowest cost approach to
map feature delineation but is the farthest removed from human intuition. Image segmentation is
most often used to develop mid and broad level map products (as described in the technical
guide) because it offers substantial spatial detail in a consistent and repeatable fashion over large
areas.

Vegetation Inventory
Intensive Inventory – Historically, the Forest Service has always placed a high value on
inventory data. The original establishment reports for the Forest Reserves contained maps and
tabular estimates of timber volume classes (e.g., Ayers 1899, Figure 5.2). The maps were based
on ocular estimates of fairly large map feature delineations and represented years of field
reconnaissance, while the tabular reports summarized the map unit estimates. Together they
represented the first of the intensive maps and estimates of forest condition for the Forest
Reserves that would become the National Forest System.
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Figure 5.2. Lewis and Clark Forest Reserve in western Montana ca. 1899: H. G. Ayers.

By the 1920’s the Forest Service identified the need for intensive inventories of individual forest
stands. As previously discussed, the “stand” has long been recognized as the basic unit of forest
management (Toumey 1937) and the basic unit of mapping and inventory (Graves 1913).
Toumey in the preface to his 1928 edition of the Foundations of Silviculture summarizes the
forest ecology literature from 1767 to 1928 and states the basic concept that: “Forest vegetation is
composed of plant communities or units of vegetation, developed and arranged in accordance
with definite biological laws and is not an aggregation of trees and other plants brought together
by chance.” This basic concept is the core element of most forest ecology and management
paradigms. It is embedded in nearly all ecosystem pattern and process simulation models
including Forest Vegetation Simulator (Crookston and Dixon 2005a), SIMPPLLE (Chew 1995),
and Stand BGC and/or FVSBGC (Milner and Coble 1995, Milner et al. 2002). Given the strong
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relationship between forest stands and forest ecology and management most intensive inventory
activity has been explicitly connected to vegetation pattern delineation.
Historically, this vegetation pattern-based inventory and mapping was conducted through double
sampling of forest stands. This process consisted of the delineation of “timber stands” with stereo
aerial photography. The basis for delineation of stands was discontinuities in texture (reflecting
stocking and crown size differences) or apparent tree height (Stage and Alley 1972). The next
step was normally field-sampling of all the delineated stands or a stratified random sample of the
stands with subsequent inference to unsampled stands within the strata. This process also
involved transferring the photo delineations to a base map. These stand delineations reflected
management considerations as well as vegetative composition and structure and often included
several vegetation types that were different in terms of composition and structure, but were
similar in terms of management implications and/or history. The term stand was also extended to
specifically describe conditions other than forested stands, such as non-forest vegetation,
rock/barren areas, or water bodies. While extending the stand-mapping concept made these maps
more comprehensive, they did not map fundamental units of vegetation that could be interpreted
to address numerous questions. Another limitation of these data is that they apply almost
exclusively to the suitable timber base, those areas outside the suitable base have few stand exam
inventory data even though many of the questions and issues apply to all lands. Additionally,
these maps represent “a snapshot in time” of a dynamic ecosystem component and rapidly
become outdated.
Most stand-based inventory data have been collected using standard plot and quick plot stand
exams (USDA Forest Service, FSH 2709). Using the USDA Forest Service, Northern Region, as
an example, Brewer and others (2002) observed that most of these data (often referred to as
management inventories) apply almost exclusively to the suitable timber base, as defined by the
National Forest Management Act of 1976 (US Public Law 94-588 1976). The remaining areas
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outside the suitable base have few stand exam data even though many of the resource questions
and issues apply to all lands. The collection of stand-based data on part of the land base
introduces an unknown bias when these data are used to represent the whole land base. In
addition, there are no specific design considerations for the collection and storage of these data to
facilitate their use by other land management agencies or private landowners.
Declining budgets for public land management agencies have resulted in dramatic reductions in
the amount and geographic extent of current, detailed inventory data. The precipitous decline in
standard plot and quick plot stand exams reflects budget trends for inventory programs
throughout the USDA Forest Service. Brewer and others (2002) describe the effects of these
reductions on current data and graphically depict the status of stand exam based inventory data
for the USDA Forest Service, Northern Region (Figures 5.3 & 5.4). These graphs illustrate the
decline in acreage of stand exams, by year, from 1980 to 2001 as well as the ten year cumulative
total acreage for the same time period.
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Figure 5.3. USDA Forest Service Northern Region, stand exam program summary 1980 - 2001.
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Figure 5.4. USDA Forest Service Northern Region, stand exam program “Decay Curve”.

Reductions in timber sale programs on public lands, particularly National Forests, have had
effects on the management (i.e., harvest schedules) of both industrial and non-industrial private
forests (Flowers et al. 1993). This change in harvest schedules has affected the currency and
completeness of inventory data from private forests; proprietary data that private forest
landowners are reluctant to share.
Extensive Inventory - Concurrent with this historic intensive inventory, the Forest Service
identified the need for extensive inventories (often referred to as strategic inventories) of large
regions of the country or individual states. Several extensive surveys were designed and
implemented in the early twentieth century, but the most successful has been the Forest Inventory
and Analysis (FIA) program. The FIA program has been in continuous operation since 1930 with
a mission to "make and keep current a comprehensive inventory and analysis of the present and
prospective conditions of and requirements for the renewable resources of the forest and
rangelands of the United States." The FIA program provides reports on the status and trends in
forest area and location; in the species, size, and health of trees; in total tree growth, mortality,
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and removals by harvest; in wood production and utilization rates by various products; and in
forest land ownership.
While the FIA program has been in continuous operation since 1930 the program has evolved
continuously since that time. Recent “Blue Ribbon Panel” evaluations of the FIA program
suggested major changes (American Forest and Paper Association 1992, 1998, Gillespie 1999,
Czaplewski 1999, VanDuesen et al. 1999). The Agricultural Research, Extension, and Education
Reform Act of 1998 (Public Law 105-185), also known as the 1998 Farm Bill prescribed
substantial structural changes to the program resulting in a shift from “quasi-independent”
regional periodic inventories to a nationally standardized Enhanced FIA Program described in
Bechtold and Patterson (2005). It also shifted periodic inventories to a standardized annual
inventory The Enhanced FIA Program features greater national consistency, a complete and
systematic annual sample of each State, new reporting requirements, and integration with the
ground sampling components of the Forest Health Monitoring Program. The Enhanced FIA
program is conducted in three phases with objectives as follows:
•

In Phase 1 (P-1), FIA personnel stratify land area to increase the precision of the
estimates. (Note: This study spatially intensifies the P-1 sample by a factor of four for the
study area.)

•

In Phase 2 (P-2), FIA field crews obtain observations and measurements of the traditional
FIA suite of variables. (Note: This study spatially intensifies the P-2 sample by a factor
of nine for the National Forest System lands within the study area.)

•

In Phase 3 (P-3), FIA field crews obtain observations and measurements of additional
variables related to the health of forested ecosystems. (Note: This study spatially
intensifies the P-3 sample by a factor of sixty four for a few P-3 variables within the
study area.)
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FIA has established a grid of P-2 sample plots across the country at a sampling intensity of
approximately one plot per 6,000 acres. Data are collected under an annual rotating system,
measuring a representative systematic sample of all plots in a state each year, to monitor the
extent, condition, uses, impacts of management, and health of forest ecosystems across all
ownerships in the United States. These data provide an unbiased sample for many inventory
related questions. The Society of American Foresters (2000) state that “FIA is the only program
that monitors the extent, condition, uses, impacts of management, and health of forest ecosystems
across the United States.” They further state… “FIA data serve as the foundation of large-scale
policy studies and perform a pivotal role in public and private forest planning,” and cite examples
of regional and sub-regional analyses that influence major economic and ecological management
decisions including:
•

Strategic planning efforts by wood-using industries routinely incorporate FIA data into
timber supply and timber product outputs.

•

Development of criteria and indicators of forest sustainability depend on the growth
removals, and inventory data compiled by FIA (Reams et al. 1999).

•

National forest carbon budgets reported under international agreements are dependent on
FIA data (Heath and Birdsey 1997).

•

Assessment of ecological change and economic damage resulting from disasters such as
hurricanes or widespread wildfires.

VanDeusen and others (1999) suggest a current and accurate forest ecosystem inventory is
prerequisite to substantive discussion of issues like sustainability, national forest policy, carbon
sequestration, changes in growth and productivity, changes in landuse and demographics,
ecosystem health, and economic opportunities in the forest sector.
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For large analysis units where there are a sufficient number of FIA plots (typically greater than
150,000 acres of forested area), unbiased estimates of common summary inventory variables can
be produced, using ancillary geospatial data along with the plots to ensure acceptable levels of
precision (Cochran 1977, Sarndal et al. 1992, Thompson 1997). As analysis units get
progressively smaller, too few FIA sample plots are available to produce reliable estimates. In
these cases, small area estimation methods (Rao 2003) can be used to “borrow strength” from
sample plots outside the target analysis units. See Moisen and others (2006) for an application of
small area estimation methodology to assess change in forest attributes in areas identified by
active fire maps. These data could also be applicable for smaller geographic extents with
intensification to add more plot clusters to the grid.
Given the discontinuous and incomplete nature of most stand-based inventory data, as well as the
difficulty in maintaining currency and sharing with other landowners, data generated by the FIA
program provide a viable alternative. Systematic random grid data using permanent plots are also
more robust for monitoring applications. Recognizing many of these problems, the Ecosystem
Management Coordination staff (Resource Information Group), the Remote Sensing Applications
Center, the Inventory and Monitoring Institute, Inland West FIA, and the Northern and
Intermountain Regions of USDA Forest Service cooperatively implemented a national inventory
and monitoring pilot project. The inventory component of this pilot project was implemented on
the IPNF study area (described below). The base FIA grid was spatially intensified from
approximately one plot per 6000 acres to approximately one plot per 667 acres. Additional data
elements (similar to a few P-3 attributes) were also added to each plot providing a robust and
dataset for testing a wide variety of vegetation inventory and mapping approaches. For this
project a P-1 sample of photo plots with a radius of 50 feet (one plot per 248 acres) was
implemented to provide forest/non-forest estimates. These inventory data comprise the analytical
basis for this project.
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Inventory Data Imputation with Nearest Neighbor Methods
As previously discussed, consistent and continuous current vegetation data on each and every
parcel of land in an analysis area sufficient to address the principal issues and resource concerns
is a primary information need. Where these data do exist they are normally based on a sampling
inference procedure rather than “wall to wall” inventory data. Many of the analyses needed to
address multiple resource issues at the project-level are essentially analyses of vegetation pattern
and process relationships through time and space. Inventory data, based on traditional double
sampling or quantitative map unit descriptions from a systematic random grid, are not sufficient
to address the spatial and/or the temporal dimensions of these analyses. These data are not
spatially explicit enough to identify important vegetation pattern relationships and do not provide
adequate thematic detail (i.e., plot-level tree list data) for projecting vegetation through time with
simulation modeling.
The ability to model these vegetation pattern relationships through space and time, particularly
with a variety of management and disturbance alternatives, is essential for effective land and
resource planning. Despite the capability of simulation models and decision support tools
comprehensive landscape-level planning is still difficult to implement because the inventory data
are rarely complete and/or current. For planning purposes, it would be convenient to be able to
operate as if detailed inventory information were available for all units in the planning area.
As an alternative to historically common statistical approaches (e.g., regression estimates or
stratum averages) to populating unsampled units with data, imputation can be used. Imputation
involves estimating values for variables of interest (Y variables) by supplying realistic
measurements from one or more sampled units to unsampled units with similar characteristics in
auxiliary (X) variable-space (Moeur et al. 1995, Ek et al. 1997, VanDeusen 1997, McRoberts
2001, Ohmann and Gregory 2002, Temesgen et al. 2002, Hassani et al. 2004, LeMay and
Temesgen 2005).
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Imputation of inventory data from sampled areas to similar unsampled areas produce datasets that
function like “wall to wall” data for planning purposes. There are many methods and variations
of imputation, both univariate and multivariate, however multivariate approaches tend to produce
more realistic datasets for simulation modeling. LeMay and Temesgen (2005) provide a brief
summary of common imputation approaches and a detailed comparison of variable-space Nearest
Neighbor (NN) methods for estimating basal area and stems per hectare using aerial auxiliary
variables. LeMay and Temesgen (2005) also summarize variable-space nearest neighbor methods
and compare them to other estimation methods. Their summary and comparison are excerpted
and included here as published (including original citiations).
Variable-space NN methods for forest polygon data involve choosing a substitute for stands
without detailed information (target stands) from a pool of stands that detailed tree and stand data
(reference stands), based on stand (or plot) level characteristics (X variables) that are available for
every polygon. Variable-space NN methods include NN (e.g., Moeur 2000), most similar
neighbor (Moeur and Stage 1995), k-NN (e.g., Maltamo and Kangas 1998), and tabular
imputation methods (Ek et al. 1997, Hassani et al. 2004). The distance metric used to measure
similarity, and the number of neighbors selected and averaged to obtain the imputed values, differ
among applications.
In comparison to other methods using auxiliary variables (e.g., regression or double sampling
methods), for variable-space NN methods:
1. The averages calculated using imputed and measured Y variables will not be unbiased
estimates of the population mean.
2. As sample size increases (more stands with full information), there is no guarantee that
the mean of the Ys (measured and estimated values) will approach the true mean (not
consistent). Better matches would be found as the sample size increases, because the X
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values for the selected reference stand would be closer (or the same distance) to their
target X values. However, there is no guarantee that the estimated Y values would be
closer to their actual values.
3. If more than one neighbor is averaged and used to estimate the missing Y values, some
estimates may not be within the realm of real values (e.g., averaging one reference stand
with species 1 and 2, with another of species 2 and 3, results in an average with three
species, a combination that might not exist; (Temesgen et al. 2004). Also the variance in
the estimates declines as more neighbors are averaged.
4. There is no guarantee that increasing the number of X variables will improve the results
(McRoberts et al. 2002).
5. If there are several Y variables or “rare” polygons (stands), a good match will be very
difficult to find (McRoberts et al. 2002).
Despite the disadvantages of NN methods, they are very attractive, because they:
1. can retain attribute variance structures of the data (Moeur and Stage 1995, Ek et al.
1997):
2. will result in estimates that are within the bounds of biological reality (Moeur and Stage
1995, Haara et al. 1997), and the logical relationships among Y variables will be
maintained. Because a match is found from the sampled polygons, the estimate will,
necessarily, exist in the population, if a single neighbor is used in the imputation;
3. are distribution-free (nonparametric), in that there is no assumption of distributional
characteristics for the auxiliary variable nor for the variables of interest (Haara et al.
1997, Katila and Tomppo 2002); and
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4. are multivariate, in that many variables of interest can be estimated at once for each
polygon (Katila and Tomppo 2002).
With an understanding of both the strengths and weaknesses of variable-space approaches the
spatial and temporal dimensions of land management planning benefit from their application. Of
the commonly available and operationally implementable methods, Most Similar Neighbor
(MSN) (Moeur and Stage 1995), Gradient Nearest Neighbor (GNN) (Ohmann and Gregory 2002)
and kNN were identified as best suited for generating data surfaces for the modeling included in
this study.
The MSN program was developed by Moeur and Stage (1995) and is available through the Rocky
Mountain Research Station; Moscow Forestry Sciences Laboratory (Crookston et al. 2002).
MSN was originally designed to use a traditional double sample inventory with forest stands as
the sampling units. In this study, however, systematic random grid inventory data, following an
FIA plot design are used. These data will be spatially associated with the polygons (IPNF forest
stand delineations and R1-VMP image segments) of the geospatial data and treated as “samples.”
MSN inference will then be used to impute these data into “unsampled” polygons to create the
inventory dataset for the study area. The kNN method can also be implemented in the same
program without application of the weighting coefficients.
The GNN program was developed by Ohmann and Gregory and is available through the Pacific
Northwest Research Station; Corvallis Forestry Sciences Laboratory. GNN was originally
designed to use raster data cells as the sampling and imputation units. In this study the
systematic random grid inventory data, following an FIA plot design are used as per the original
design to create a raster surface. These raster data will then be spatially associated with the
polygons (IPNF forest stand delineations and R1-VMP image segments) of the geospatial data to
create the inventory dataset for the study area.
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Thematic Accuracy Assessment
This section provides a general overview of thematic accuracy assessments and a presentation of
the metrics and statistics presented as the basis for comparing the performance of the nearest
neighbor methods included in the experiment. The content and derivation of an error matrix is
presented as well as the calculation of each metric and/or statistic. The text of this overview
section is substantially excerpted from Section 3: Existing Vegetation Mapping Protocol (Brewer
et al. 2005b). The technical guide provides additional discussions on the design and
implementation of accuracy assessments that are not included in this overview. Accuracy
assessments are not restricted to remote sensing projects, but are substantially derived from the
remote sensing literature. The excerpts from the technical guide reflect the remote sensing
origins of accuracy assessments. Additional references are also provided for detailed discussions
of each metric/statistic.
Accuracy assessments are important parts of all modeling exercises, whether remote sensing or
otherwise. First, they enable the user to compare different methods and sensors. Second, they
provide information on the reliability and usefulness of remote sensing techniques for a particular
application. Finally, and most importantly, accuracy assessments support the spatial data used in
decision-making processes by quantifying data uncertainty. Too often, vegetation and other maps are
used without a clear understanding of their reliability. A false sense of security about the accuracy
of the map may result in an inappropriate use of the map; important management decisions may
be made on data with unknown and/or unreliable accuracy. Although quantitative accuracy
assessment can be time consuming and expensive, it must be an integral part of any vegetation
mapping project.
Quantitative accuracy assessment depends on the collection of reference data. Reference data are
comparable thematic information of high accuracy (theoretically 100-percent accuracy) about a
specific area on the ground (the accuracy assessment site). The assumed-accurate reference data can
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be obtained from ground visits, photo interpretations, video interpretations, or some combination
of these methods. Ideally, accuracy assessment data are collected following the same general
procedures used to collect the modeling data. In a digital map, accuracy assessment sites are
generally the same type of modeling unit used to create the map. Note: In the particular case of
nearest neighbor approaches implemented with a random sample of field plots the true accuracy can
be assessed using the second nearest neighbor (the nearest neighbor being the observation itself).
This study uses the second nearest neighbor method.
Accuracy assessment involves the comparison of the categorized data for these sites (i.e.,
modeling units) to the reference data for the same sites. The error matrix is the standard way of
presenting results of an accuracy assessment (Story and Congalton 1986). This matrix is a square
array in which accuracy assessment sites are tallied by their classified category in the image and
their actual category according to the reference data (Table 5.1). Typically, the rows in the matrix
represent the classified image data, while the columns represent the reference data. The major
diagonal, highlighted in the following table, contains those sites where the classified data agree
with the reference data.
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Table 5.1; Error matrix (Example only: does not include data from the IPNF study area).

Reference data

Tree
Dominated
Shrub
Classified Dominated
data
Herbaceous/
Nonvascular
Dominated
Sparsely
vegetated
Column total

Sparsely
vegetated

Row
total

4

Herbaceous/
Nonvascular
Dominated
22

24

115

6

81

5

8

100

0

11

85

19

115

4

7

3

90

104

75

103

115

141

434

Tree
Dominated

Shrub
Dominated

65

Overall Accuracy (example) = 321/434 = 74 %

Producer’s Accuracy (example)

User’s Accuracy (example)

Tree Dominated = 65/75 = 87 %

Tree Dominated = 65/115 = 57 %

Shrub Dominated = 81/103 = 79 %

Shrub Dominated = 81/100 = 81 %

Herbaceous/Nonvascular Dominated = 85/115 = 74 %

Herbaceous/Nonvascular Dominated = 85/115 = 74%

Sparsely vegetated = 90/141 = 64 %

Sparsely vegetated = 90/115 = 87 %

The nature of errors in the classified map can also be derived from the error matrix. In the matrix,
errors (the off-diagonal elements) are errors of inclusion (commission errors) or errors of exclusion
(omission errors). Commission errors appear in the off-diagonal matrix cells that form the
horizontal row for a particular class. Omission error is represented in the off-diagonal vertical row
cells. High errors of omission/commission between two or more classes indicate confusion
between these classes.
Useful measures of accuracy are easily derived from the error matrix:
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•

Overall accuracy, a common measure of accuracy, is computed by dividing the total
correct samples (the diagonal elements) by the total number of assessment sites found in
the bottom right cell of the matrix.

•

Producer's accuracy, based on omission error, is the probability of a reference site being
correctly classified. Congalton and Green (1999) describe an omission error as “excluding
an area from the category in which it truly belongs.” Producer's accuracy is calculated by
dividing the total number of correct accuracy sites for a class (diagonal elements) by the total
number of reference sites for that class located in the bottom cell in each column.

•

User's accuracy, which is based on commission error, is the probability that a pixel on the
map actually represents that category on the ground. Congalton and Green (1999) describe
commission error “as including an area into a category when it does not belong to that
category.” User's accuracy is calculated by dividing the number of correct accuracy sites
for a category by the total number of accuracy assessment sites, located in the far right cell
of each row, that were classified in that category (Story and Congalton 1986).

•

Kappa (often referred to as K-Hat) is another measure of agreement or accuracy (Cohen
1960). The K-Hat statistic is the output of a Kappa analysis (thus K-Hat is an estimate of
Kappa). Congalton and Green (1999) cite Congalton and others (1983), Rosenfield and
Fitzpatrick-Lins (1986), Hudson and Ramm (1987), and Congalton (1991) in stating that
the Kappa analysis has become a standard component of accuracy assessments. As a
measure of agreement, Kappa is based on the difference between the agreement depicted in
the error matrix (major diagonal) and chance agreement if the data in the error matrix are
independent (the row and column totals). Kappa values range from -1.0 to +1.0, with
positive correlations expected between the predicted values and the reference data. A
Kappa value of 0.0 represents a random relationship or complete independence. A
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perfectly classified map (i.e., 100% accuracy) has a Kappa value of +1.0 representing a
non-random relationship and complete dependence of the data in the error matrix.
Negative Kappa values from -1.0 to 0.0, therefore, represent relationships that are worse
than random chance agreement. Landis and Koch (1977) characterize the possible ranges
of K-Hat (a.k.a. Kappa) into six groupings: values from 0.80 to 1.00 represent “almost
perfect agreement”; values from 0.60 to 0.79 represent “substantial agreement”; values
from 0.40 to 0.59 represent “moderate agreement”; values from 0.20 to 0.39 represent “fair
agreement”; values from 0.0 to 0.19 represent “poor agreement”; values less than 0.0
represent “no agreement.”

Idaho Panhandle Study Area
This study area covers approximately 750 square miles (480,000 acres) in the most northern
reaches of the Idaho Panhandle (Figure 5.5). The area includes federal, state, and privately
managed lands. Northern Idaho is home to a complex ecosystem extending from the rich
agricultural Kootenai River valley at 1750 ft. elevation to the scenic 7705 ft. elevation of
Northwest Peaks in the Purcell Mountains.

Figure 5.5. Location of Study Area on the Idaho Panhandle National Forest
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The study area includes the Kootenai River valley and numerous non-forested inclusions (Figure
5.6), however the study is limited to forested vegetation. The study area is included in Cooper
and other’s (1991) description: “North Idaho’s forest vegetation presents a complex array in
composition and structure.” Daubenmire and Daubenmire (1968) observed that “most of the land
has been disturbed by lightning-induced fires or by man’s activities in the past century.”
The vegetation in the study area is strongly influenced by a pronounced east-west precipitation
gradient along with the orographic precipitation gradients. The vegetation is characterized by the
Douglas-fir series at lowest elevations followed by the Grand Fir series, Western Hemlock and
Western Red Cedar series, and the Subalpine Fir series with increasing elevation. The Whitebark
Pine series occurs at the highest elevations within the study area. This substantial range of
ecological conditions supports a complex mix of twelve conifer species as well as several
broadleaf species. The complexity of both the biophysical settings and the disturbance history
make this an ideal, albeit challenging, location for this type of investigation.

Figure 5.6. Landsat image with National Forest boundary (green) and study area boundary (red).

117

This study area was originally utilized for the national inventory and monitoring pilot project
described above. It was designed to include several distinctly different biophysical environment
settings to test the relationship of these settings to mapping and inventory. These biophysical
environment settings are believed to be important for stratification in mapping and inventory
projects because they facilitate the delineation and description of ecosystems that behave in a
similar manner and influence the natural disturbance processes that create finer-scale patterns
such as existing vegetation (Jensen et al. 1997). The UDSA Forest Service National Hierarchical
Framework of Ecological Units (hereafter ECOMAP) provides a useful stratification system. As
described by ECOMAP the framework “…is a regionalization, classification, and mapping
system for stratifying the Earth into progressively smaller areas of increasingly uniform
ecological potentials. Ecological types are classified and ecological units are mapped based on
associations of those biotic factors and environmental factors that directly affect or indirectly
express energy, moisture, and nutrient gradients which regulate the structure and function of
ecosystems. These factors include climate, physiography, water, soils, air, hydrology, and
potential natural communities.” Bailey and others (1994) provided the province-level
delineations of the biophysical settings used to design this project area, with section-level
subdivisions provided by McNab and Avers (1994) and subsection-level subdivisions from
Nesser and others (1997).
This study area is contained within the northern Rocky mountain forest – steppe - coniferous
forest – alpine meadow province. The study area contains portions of the Selkirk mountain
subsection and the northern Idaho valleys subsection (Nesser et al. 1997) within the Okanogan
highlands section (McNab and Avers 1994). The study area also contains a portion of the
Purcell/north Cabinet mountains subsection (Nesser et al. 1997) within the Flathead valley
section (McNab and Avers 1994). The landscape characteristics of the subsections within the
study area are described below.
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•

Selkirk Mountains – Glaciated mountains that formed in granitic, gneiss, schist, quartzite,
argillite, and phylite rocks. Volcanic ash layers occur on soil surfaces over much of the
area. Elevations range from 1,800 to 7,700 feet and drainage density is moderate (Nesser
et al. 1997).

•

Northern Idaho Valleys – Wide valleys, outwash plains, and terraces that formed in
alluvium, glacial outwash, and lacustrine sediments. Elevations range from 1,400 to
4,000 feet. Drainage density is low to moderate (Nesser et al. 1997).

•

Purcell/North Cabinet Mountains - Glaciated mountains that formed in quartzite, siltite,
and argillite and granitic intrusions also occur. Fairly thick volcanic ash layers occur on
most soil surfaces. Elevations range from 1,800 to 7,700 feet and drainage density is
moderate with lakes common in this subsection (Nesser et al. 1997).

METHODS
Acquisition and Processing of Image, Topographic, and Biophysical Data
This study used the same Landsat TM data acquired for R1-VMP (Brewer et al. 2004) described
and presented in chapter 4. This study area represents subsets of two R1-VMP data models and
uses the final merged image objects generated by R1-VMP.
A good seasonal acquisition window for forest vegetation at this latitude opens slightly after the
date at which forest vegetation is fully “leafed-out” (also near optimum sun angle) and closes just
prior to its senescence. In this case the “peak green” (6 August 2001) and “fall” (12 October
2001) image data were obtained from the US Geological Survey EROS Data Center with the
following acquisition parameters:
•

Cell Sizes: 30m reflective, 15m panchromatic, 60m thermal (high and low gain)
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•

Orientation: Path

•

Datum: WGS 84

•

Projection: Space Oblique Mercator

•

File Format: FSTL7

All images were ortho-rectified to previously terrain-corrected images using the Geometric
Correction Module and the Landsat orbit model in ERDAS Imagine (ERDAS 1997) as well as
7.5-minute digital elevation models. These dates are essentially concurrent with the collection of
the field data and 1:5,500 stereo photography acquired over each field plot.
Six different ratio-based image indices were derived and also included in the analysis. In
addition, nine image files based on the Kauth-Thomas transform, a particular case of a principal
components analysis. The three main components of Kauth-Thomas variability are termed
brightness, greenness and wetness and are the result of a Gram-Schmidt orthogonalization
process (Kauth and Thomas, 1976).
The 7.5-minute Digital Elevation Model (DEM) data from which all ancillary topographic models
were derived, were obtained from the US Geological Survey EROS Data Center. Three
topographic variables were derived including elevation values for the study area re-classed into
255 equal intervals and two slope/aspect transformations that represent incident solar radiation for
each raster cell.
The biophysical settings described and mapped in ECOMAP (included in the Idaho panhandle
study Area description) were obtained from the Northern Region and attributed to both the R1VMP image segmentation and the IPNF stand delineations. Similarly, data on Potential Natural
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Vegetation (PNV) were obtained from the Northern Region and incorporated into this study
following the same logic used in R1-VMP (Brewer et al. 2004).

Acquisition and Processing of Vegetation Data from Field Plots
The field data were collected following a modified FIA P-2 plot design (Figure 5.7) and field
sampling protocol (USDA Forest Service 2000). The modifications were designed by the
Northern Region as part of the inventory pilot project described above. These modifications were
implemented on all spatial intensification field plots and added ex post facto to the base FIA plots
within the project area (installed the same field season). The modifications included 1) adding a
1/4 acre plot 2) adding fuel transects 3) adding macro plots and characterizing floristic
composition to 1%.
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Figure 5.7. Intensified FIA plot design implemented in the study area; from USDA Forest Service 2000.
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Field data collection was rigorously inspected and assessed for data quality. The data were then
imported into FVS where the thematic labels for dominance type, tree size class, and tree canopy
cover (following Brewer et al. 2004) were calculated and assigned.
The field data were then assessed to select only plots that were suitable for this study. The
criterion applied to filter out unsuitable data was whether the plots were generally representative
of the polygon (IPNF stand or R-1VMP) in which they occurred. “Representativeness” was an
image interpretation process using 1 meter natural color imagery from the National Image
Acquisiton Program (NAIP) (administered by the USDA Farm Service Agency’s Air Photo Field
Office) and 1:5,500 stereo triplicates acquired over each field plot for use in a photo-based
sampling experiment. This representativeness assessment served to eliminate plots that occur on
the boundaries of two different polygons and plots that occur in dissimilar inclusions within a
polygon. The total number of resulting field plots was 454.

Accuracy Assessment
Assumptions -The accuracy assessment method used on this study is based on two basic
assumptions.
1. The map area to be assessed (the population) is limited to IPNF forested stands and forested
R1-VMP polygons on National Forest System (NFS) lands within the Idaho Panhandle National
Forest (IPNF).
•

Other ownerships are included within the boundary of the IPNF and the MSN, GNN, and
kNN output, but inventory activities conducted by Forest personnel are limited to NFS
lands; as are IPNF management decisions.

•

Tree list data from the modified P-2 plot data are limited to forested stands and are not
imputed to non-forest stands.
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•

Thematic class labels (e.g., dominance type) are modeled from tree list data in FVS
(Crookston and Dixon 2005a and 2005b).

2. Accuracy assessment modified P-2 plot data are a current, independent, random and accurate
sample of the population described in #1 and accurately characterize the polygon they occur
within.
•

The systematic random sampling design utilized to intensify the base FIA grid within the
study area provides the basis for “second nearest neighbor” accuracy assessment.

•

The accuracy assessment is limited to common thematic attributes and those specified in
the technical guide standards.

•

While we recognize that the intensified FIA grid field data have a quantifiable sampling
error, for the purposes of thematic accuracy assessment we accept the thematic labels of
the sampled field data as “correct.”

Given the assumptions stated above, the accuracy assessment is based on thematic label
comparisons of the imputed values (i.e., second nearest neighbor) to the sampled/observed values
(i.e., the nearest neighbor).

RESULTS
Accuracy Assessment Summaries
The following table and figure summarize the error matrices for each the four attributes of
interest (dominance type, forest type, tree size, and tree canopy cover). Table 5.2 and Figure 5.8
present the nearest neighbor method (kNN, GNN, and MSN) by polygon configurations (IPNF
stand polygons and R1-VMP polygons). The associated Kappa statistic for each of these
combinations is also presented (Table 5.3 and Figure 5.9).
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Table 5.2; Overall accuracy summary by method.
Dominance Type

Forest Type

Size Class

Canopy Cover

Average

kNN IPNF Stands

24.89%

32.82%

32.60%

52.86%

35.79%

kNN R-1 VMP

17.23%

27.73%

27.52%

47.48%

29.99%

GNN IPNF Stands

18.72%

27.97%

34.14%

46.04%

31.72%

GNN R-1 VMP

21.85%

31.93%

34.87%

52.31%

35.24%

MSN IPNF Stands

24.89%

36.56%

26.43%

55.07%

35.74%

MSN R-1 VMP

11.55%

18.28%

27.73%

47.27%

26.21%

Overall Accuracy Summary

Percent Correct

60.00%
50.00%

Dominance Type

40.00%

Forest Type

30.00%

Size Class

20.00%

Canopy Cover
Average

10.00%
0.00%
kNN IPNF kNN R-1
Stands
VMP

GNN
IPNF
Stands

GNN R-1
VMP

MSN
IPNF
Stands

Nearest Neighbor Method

Figure 5.8. Overall accuracy summaries by method.
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MSN R-1
VMP

Table 5.3; Kappa statistics associated with overall accuracy summary by method.
Dominance Type

Forest Type

Size Class

Canopy Cover

0.17665

0.2071

0.064

0.1599

kNN R-1 VMP

0.09

0.145

0.008

0.09153

GNN IPNF Stands

0.106

0.147

0.092

0.051

GNN R-1 VMP

0.129

0.18

0.075

0.229

MSN IPNF Stands

0.176

0.25

-0.005

0.212

MSN R-1 VMP

0.029

0.036

0.011

0.089

kNN IPNF Stands

Kappa Summary
0.3

Kappa Value

0.25
0.2

Dominance Type

0.15

Forest Type

0.1

Size Class
Canopy Cover

0.05
0
-0.05

kNN IPNF
Stands

kNN R-1 GNN IPNF GNN R-1 MSN IPNF MSN R-1
VMP
Stands
VMP
Stands
VMP
Nearest Neighbor Method

Figure 5.9. Kappa statistics associated with overall accuracy summary by method.
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DISCUSSION
Accuracy Assessment Summaries
In general the results are not favorable for any attribute with either polygon configuration and any
nearest neighbor method. None of the results meet the national technical guide minimum
accuracy standard of 65% for any attribute. Similarly, the Kappa statistics suggest poor
agreement or no agreement between the imputed data and the sampled/observed data for all
attributes with either of the polygon configurations and any of the nearest neighbor methods.
All of the nearest neighbor methods performed best in predicting tree canopy cover (compared to
other attributes) with a range from 46.04% (for GNN IPNF stands) to 55.07% (for MSN IPNF
stands). Conversely, all the nearest neighbor methods performed the worst in predicting
dominance type with a range of 17.23% (for kNN R-1 VMP) to 24.89% (for kNN IPNF stands
and MSN IPNF stands). Forest type and tree size were intermediate in performance and were
generally in the high 20s to the middle 30s in percent accuracy. The average of all the attribute
accuracies were similar across the nearest neighbor methods and polygon configurations with a
range of 26.21% (for MSN R-1 VMP) to 35.79% (for kNN IPNF Stands). The best overall
performance was the GNN method with 31.72% (IPNF Stands) and 35.24% (R-1 VMP).
No attempt was made to design dominance type map units that have some minimum level of
occurrence within the population, resulting in a challenging 30 separate types. Many of these
types are very similar in terms of species composition and biophysical environment occupancy.
It should be noted that these data include all observations from the suitable field data including
some uncommon types. In the case of two dominance types (e.g., Whitebark pine which
represents less than 1% of the forested area of the study area vicinity) there was only one
observation and, therefore, could not achieve a “correct” imputation based on the second nearest
neighbor. While these occurrences do not constitute a substantial portion of the 454 plot data set
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they do slightly, and artificially, reduce the accuracy for dominance type. It should also be noted
that, in general, the most common types performed the best in terms of class-level accuracies and
kappa statistics. That general trend was observed across all attributes and nearest neighbor
methods. While this trend is not surprising, given that any of these methods will optimize for the
most common events, it is none the less worth noting.

CONCLUSIONS AND RECOMMENDATIONS
Results-specific Conclusions and Recommendations
These results are not substantially different from results reported by Brewer and others (2006)
imputing common stand exam data to forest stand delineations with INFORMS/MSN. Some of
the conclusions and recommendations from that study are equally applicable in this study.
1. It is important to recognize the difference between traditional thematic maps and the
nearest neighbor imputed maps. While I have depicted and assessed these imputations as
thematic labels, the imputations are a spatial representation of continuous, plot-level tree
data. Whereas traditional thematic maps are spatial representations of categorical
mapped units. Traditional thematic maps will normally provide higher accuracies, but do
not provide data for projecting through time with simulation models such as FVS.
2. These results, and similar results (e.g., Brewer et al. 2006), do not support using the
imputed data to create thematic maps. However, if there are specific applications for
spatial data that traditional thematic maps do not support, then with a clear understanding
of the limitations and accuracy, nearest neighbor imputations can be used.
3. My a priori expectation was that the R1-VMP polygons would consistently perform
better than the IPNF stand polygons given the difference in mean polygon area (approx
15 acres vs. 32 acres) and the resulting increase in heterogeneity. I expected the smaller
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more homogenous modeling units would have better data relationships. I also expected
the MSN and GNN methods to perform better than the kNN method, given the ability to
identify and exploit differences in predictor variables (through weighting) vs. treating all
variables equally (with no weighting). These results suggest that the
accuracy/performance of a particular nearest neighbor method is more a function of the
variable of interest and the landscape depiction polygons used than the distance metric in
the method.
4. There is a need for a method to assess the continuous variables that are produced by these
nearest neighbor imputation methods. The thematic accuracy assessment as it stands is a
comparison of two uncertain representations of “truth” one from the actual field sample
and one from another field sample (the second nearest neighbor). If one or both of the
field samples have significant measurement and/or sampling error, the error structure
needs to be accounted for in the accuracy assessment. At this time, this error not been
accounted for and may have an effect on the thematic accuracy.

National Forest Inventory and Small Area Estimation vs. Pseudo Sitespecific Inventory Data
It is important in drawing conclusions from these results to consider the pseudo site-specific
application developed in this study compared to the more common (and successful) inventory
applications. In many respects, imputing these inventory data to IPNF stand and R1-VMP
polygons is implementing a very small area (i.e., 5- 50 acre) estimation study. The solutions to
the accuracy problems in this and similar studies may be suggested by the forest inventory and
related applications.
Tomppo and Halme (2004) report “the national forest inventories of the United States, US-FIA,
(Franco-Lopez et al. 2001; McRoberts et al. 2002), Swedish and Norwegian National Forest
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Inventories (Gjertsen et al. 2000; Nilsson 1997), as well as inventories in New Zealand (Tomppo
et al. 1999), Germany (Diemer et al. 2000) and China (Tomppo et al. 2001a), in addition to the
Finnish multi-source National Forest Inventory (MS-NFI) (Tomppo, 1991, 1996) all employ or
have tested a non-parametric k-nearest neighbor (k-NN) estimation technique.” In addition to this
use of k-NN, the Canadian Forest Inventory has tested nearest neighbor methods and identified
MSN as the preferred approach (LeMay and Temesgen 2005). The Northern Research Station
FIA program is operationally implementing GNN for state and multi-state areas throughout the
northeast and great lakes region.
These programs have achieved acceptable levels of error based on comparisons of model-based
(i.e., NN map-based) estimates with design-based (i.e., plot-based) estimates. Most of these
comparisons have been based on large areas on the order of states or multiple counties, but are
increasingly being tested for small area estimation. One pilot project has evaluated the error
associated with very small area estimates (McRoberts pers. comm. 2006). In this study,
McRoberts used kNN imputation of pixels within forest stands on the Superior National Forest
(similar to the IPNF stands used in this study) and compared the resulting estimates to field
sampled estimates derived from current, high quality common stand exam data. The results of
this project were not as positive as the same methods applied to larger areas (McRoberts pers.
comm. 2006). The imputed data were not used to calculate thematic labels so no thematic
accuracy assessment was conducted.
Another application of GNN imputation that functions much like a small area estimation
technique is presented by Hemstrom and others (in press). In this application the 30 meter GNN
raster output (following Ohmann and Gregory 2002) was used as the current vegetation input data
for the project. Cover and structure data were summarized to state-classes within strata of
watershed, ownership/land allocation, and potential vegetation type. These estimates of area by
state-class by stratum were the initial conditions for state and transition models to integrate
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natural disturbances and management activities for a 275,000 ha landscape in the central Oregon
Cascades. The summarization of the strata (i.e., accounting classes) functions like post
stratification in small area estimation and produces many relatively small individual map features
each populated with a summary of the GNN output.
All these approaches use NN methods in grid-based applications. These methods use a variety of
techniques to associate plot data to 30 meter grid data that fall into two general categories. The
first category uses individual plots (or subplots) and attributes them directly with one single 30
meter cell and associated predictor data. The second category uses plot clusters associated with
an irregular group of 30 meter cells and calculates the average data values for each predictor layer
to be used in the NN method assignment to each individual unsampled grid cell.
I continue to believe that inventory data imputed to a depiction of landscape pattern would
provide valuable data for sustainable management of natural resources. This is particularly true
when uncertainty about future disturbance, management, climate, and other factors are addressed
through simulation modeling. While the strata approach presented by Hemstrom and others (in
press) improves substantially over summary data descriptions for map units (e.g., chapter four) it
cannot characterize fairly site specific relationships such as contagion and juxtaposition of
disturbance events, management activities, resource constraints, and restoration opportunities.
While I am not at all certain that inventory data imputation of a depiction of landscape pattern
(i.e., very small area estimation) is possible, it would appear that the most likely method will
involve developing a raster surface. This raster surface developed from either plots or subplots
could then be post stratified to the vegetation pattern depiction. While most vegetation mapping
remote sensing applications are increasingly using image segmentation as the basis for modeling,
it would seem that this application would have stronger data domain relationships using a 30
meter raster. These data domain relationships could be strengthened with integration of
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additional data elements in a GIS modeling approach (Hutchinson 1982, Lunetta 1991,
Lachowski et al. 1992). Recent work completed by Pierce and others (in press) suggests that the
image data are not always the strongest predictor variables for GNN imputation. Additional data
elements could include characterization with texture metrics including those developed using
finer grained imagery (Haralick et al. 1973, Vilnrotter et al. 1986, Nellis and Briggs 1989,
Moller-Jensen 1990, Marceau et al. 1990, Franklin and Peddle 1990, Peddle and Franklin 1991,
Kushwaha et al. 1994, Hay 1996, Wulder et al. 1996, 1998, Jakubauskas 1997, Hodgson 1998,
Emerson et al. 1999, Warnick et al. 2006) topographic variables from digital elevation models
(Leprieur and Durrand 1988, Janssen et al. 1990) as well as climate data surfaces (Running et al.
1987, Running and Thornton 1996, Thornton et al. 1997). A fine-grained image segmentation
(much finer than the R1-VMP merged polygons used in this study) may also perform well, but is
far more difficult to post-stratify to other vegetation delineations (Bian 1999). A project to
evaluate these alternative approaches with the IPNF data as well as two other intensified grid
inventory data sets has been initiated by the Remote Sensing Applications Center, the Northern
and Pacific Northwest Regions, the Rocky Mountain and Pacific Northwest Research Stations
and the Western Wildlands Environmental Threat Assessment Center.
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CHAPTER 6: CONCLUSIONS
GENERAL CONCLUSIONS
This project, like all research projects, has been evolutionary. I developed a new conceptual
model for classification, mapping, and inventory; one that recognizes them as distinct, but
integrally related processes. As I stated in the introductory chapter; “when I proposed the original
project “Dynamic classification and mapping system to support sustainable forest management” I
envisioned one single dynamic vegetation classification and mapping system.” “What I have
found in pursuing this project is that “the system” is actually a system of systems that each
address part of the planning, implementing, and monitoring information needs of sustainable
forest management”. I have shown methods to evaluate and add data to these systems within this
conceptual framework. These methods include natural and anthropogenic change detection,
multi-source and multi-classifier mapping systems, and nearest neighbor approaches. I have
presented four substantive chapters, each with a different remote sensing application to address
part of this information need. The following sections summarize and synthesize the conclusions
from chapters two through five as well as identify current applications related to the research
presented in this dissertation.

Chapter two
The conclusions for fire severity change detection methods in chapter two state two important
findings: 1) “The Normalized Burn Ratio (ND 4/7) provided a flexible, robust, analytically
simple approach that could be applied anywhere within the continental United States.” 2)
“Classified remote sensing datasets developed through one or more of these processes can be an
important information source for exploring the relationships between fire severity, pre-fire
conditions, and biophysical settings.” This research work is often cited by others making similar
observations and reaching similar conclusions.
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The Normalized Burn Ratio (ND 4/7 now commonly known as dNBR) method recommended in
chapter two has been widely adopted and represents the standard methodology for Burned Area
Reflectance Classifications (BARC) produced by the USDA Forest Service Remote Sensing
Applications Center (RSAC) and the US Geological Survey EROS for supporting Burned Area
Emergency Response (BAER) teams. It has also been adopted as the primary remote sensing
analysis method for the Monitoring Trends in Burn Severity project (MTBS) initiated by the
Wildland Fire Leadership Council, which implements and coordinates National Fire Plan and
Federal Wildland Fire Management Policies. The MTBS project is the core component of a
strategy to monitor the effectiveness and effects of the National Fire Plan and the Healthy Forests
Restoration Act.
Another conclusion from chapter two: “Additional data and analyses may be required, however,
before inference can be made about fire effects.” is cited less often and seems not to have been
noticed. The tendency is to equate fire severity with fire effects regardless of differences in the
ecogeographic setting, dominant lifeform, and other important characteristics. It is unlikely that
the same degree of change, as indicated by the NBR values, equates to the same fire effects in
systems as different as temperate conifer forests, short grass prairies, and arctic tundra. The
analysis assumption that fire severity (i.e., degrees of change in NBR values) is comparable
across all systems through all time may lead to confounded and inaccurate results and
questionable fire policy analysis.
The data produced by the analysis process presented in chapter two and widely adopted as
described above can be used in several different forms that provide the basis for different
depictions of thematic and spatial patterns associated with fire severity. An experiment to be
presented and published this year by Brewer and others (in prep.) uses data from the MTBS data
suite to characterize alternative approaches to analyzing post-fire effects. The continuous dNBR
data are partitioned in several ways to demonstrate alternative fire effects assessment scenarios in
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the context of a range of analysis objectives. The resulting spatial patterns of different scenarios
are characterized using common landscape metrics. This work may reiterate the chapter two
conclusion regarding fire effects.

Chapter three
The change detection-based operational monitoring of green biomass change in chapter three led
to four general findings: 1) This study demonstrated the utility of satellite earth observation for
cyclical monitoring of green biomass change in forest ecosystems, and also demonstrated the ease
of implementation in an operational Land Department Forest Monitoring System (e.g., Cass
County, MN). 2) The sequence of image processing and classification procedures set forth in this
chapter demonstrated that forest cover changes could be successfully classified into quantitative
groups of green biomass reduction. Moreover, the data preprocessing techniques of rectification,
transformation to reflectance and atmospheric normalization are appropriate for a wide variety of
vegetation observation applications and easily implemented and maintained in an operational
system. 3) On the other hand, we have also shown that the vegetation index and classification
algorithm must be selected with care. Differences in biophysical characteristics of ecosystems
and management practices are primary considerations when making the appropriate choices for a
given set of forestry parameters. 4) The K-T indices classified with the maximum likelihood or
Mahalanobis distance classifier were judged to be most promising in north central Minnesota,
where small-scale silvicultural systems and practices are common.
The general methods and analytical logic presented in chapter three have been widely applied in a
variety of applications. The general approach was implemented by the USDA Forest Service
Remote Sensing Applications Center (RSAC) for an assessment of damage from hurricane
Katrina on the DeSoto National Forest in Mississippi (Clark et al. 2006). The approach is also
being evaluated by RSAC and the USDA Forest Service, Forest Health Monitoring (FHM) as part
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of a strategy to improve the efficiency and effectiveness of aerial detection surveys and to provide
statistically sound and defensible national estimates of forest change. Perhaps the most widely
used related application is for exploiting phenological change patterns for vegetation mapping.
This general application is discussed in chapter four and is widely used by vegetation mapping
projects at RSAC as well as throughout the USDA Forest Service.

Chapter four
Chapter four, as originally published, is essentially a methods paper and presents a conceptual
model for multi-source and multi-classifier regional land cover mapping, as implemented by R1VMP, but does not present results and conclusions. The project was generally regarded as a great
success and when reported (Brewer et al. 2004) represented the “state of the art” in vegetation
classification and mapping within the USDA Forest Service. The general taxonomic logic and
analytical approaches have been adopted and are currently incorporated in the USDA Forest
Service Existing Vegetation Classification and Mapping Technical Guide (Brohman and Bryant
2005) and represent the technical guide’s mid-level mapping protocol (Brewer et al. 2005b). This
technical guide is authorized by Forest Service Manual (FSM) 1940 and developed following
direction in Forest Service Handbook (FSH) 1909. This technical guide represents national
direction on vegetation classification and mapping. Within the context of this direction, the
approach presented in chapter four has been widely adopted and adapted throughout the USDA
Forest Service. The general approach is now being implemented, operationally or in pilot tests, in
USDA Forest Service Southwestern (Mellin et al. 2004), Pacific Southwestern (USDA Forest
Service 1991), Northern (Brewer et al. 2004), Alaska (Werstak et al. 2006), Southern (USDA
Forest Service 2006), and Eastern (Werstak et al. in prep.) Regions. Triepke and others (in press)
describe a more detailed application of this general methodology for a subset of the R1-VMP
project area on the Kootenai National Forest.
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Chapter four, was originally published as a methods paper and did not include conclusions,
however there are three general conclusions to be drawn from this work. The first conclusion is
that remote sensing classifications and ecological modeling offer an affordable means for the
consistent and accurate depiction of (vegetation) spatial features in an area of interest. The
second conclusion is that biophysical variables along with spectral variables are more robust for
modeling vegetation than either dataset alone. The third conclusion is that different classifiers
(i.e., data models) have different capabilities to resolve and predict various vegetation attributes.
In aggregate these different approaches produce more accurate results than any one of the models
independently.

Chapter five
The conclusions and recommendations for the nearest neighbor methods for classification,
mapping, and inventory integration as presented in chapter five note that the results are not
substantially different from results reported by Brewer and others (2006) and state four important
points:
1. It is important to recognize the difference between traditional thematic maps and the
nearest neighbor imputed maps. While I have depicted and assessed these imputations as
thematic labels, the imputations are a spatial representation of continuous, plot-level tree
data. Whereas traditional thematic maps are spatial representations of categorical
mapped units. Traditional thematic maps will normally provide higher accuracies, but do
not provide data for projecting through time with simulation models such as FVS.
2. These results, and similar results (e.g., Brewer et al. 2006), do not support using the
imputed data to create thematic maps. However, if there are specific applications for
spatial data that traditional thematic maps do not support, then with a clear understanding
of the limitations and accuracy, nearest neighbor imputations can be used.
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3. My a priori expectation was that the R1-VMP polygons would consistently perform
better than the IPNF stand polygons given the difference in mean polygon area (approx
15 acres vs. 32 acres) and the resulting increase in heterogeneity. I also expected the
MSN and GNN methods would perform better than the kNN method, given the ability to
identify and exploit differences in predictor variables vs. treating all variables equally
with no weighting. These results suggest that the accuracy/performance of a particular
nearest neighbor method is more a function of the variable of interest and the landscape
depiction polygons used than the distance metric in the method.
4. There is a need for a method for assessing the continuous variables that are produced by
these nearest neighbor imputation methods. The thematic accuracy assessment as it
stands is a comparison of two uncertain representations of “truth” one from the actual
field sample and one from another field sample (the second nearest neighbor). If one or
both of the field samples have significant measurement and/or sampling error, the error
structure needs to be accounted for in the accuracy assessment. At this time, this error
not been accounted for and may have an effect on the thematic accuracy.
While these results as well as the results of similar projects have not yet been successful enough
to support widespread adoption and implementation, it is possible that these general methods can
be adapted to perform adequately for meeting the information needs not addressed with other
modeling approaches. The conclusion and recommendation section notes that it is important in
drawing conclusions from these results to consider the pseudo-site specific application developed
in this study compared to the more common (and successful) inventory applications. In many
respects, imputing these inventory data to IPNF stand and R1-VMP polygons is implementing a
very small area (i.e., 5- 50 acre) estimation project.
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I continue to believe that inventory data imputed to a depiction of landscape pattern would
provide valuable data for the sustainable management of natural resources. This is particularly
true when uncertainty about future disturbance, management, climate, and other factors are
addressed through simulation modeling. While I am not at all certain that inventory data
imputation of a depiction of landscape pattern (i.e., very small area estimation) is possible, it
would appear that the most likely method will involve developing a raster surface, similar to the
more successful inventory applications. A project to evaluate these alternative approaches with
the IPNF data as well as other intensified grid inventory data on two additional national forests
has been initiated by the Remote Sensing Applications Center, the Northern and Pacific
Northwest Regions, the Rocky Mountain and Pacific Northwest Research Stations and the
Western Wildlands Environmental Threat Assessment Center

ALL MODELS ARE WRONG
The work presented in this dissertation covers a variety of approaches for developing and
integrating data models based on three integrally related, yet separate processes: vegetation
classification, vegetation mapping, and vegetation inventory. Some of the classifications and
resulting map units are quite simple (e.g., burned or unburned) others are very complex (e.g., the
tree list data associated with a particular forest inventory plot). Similarly, the map depictions of
these data can be a simple raster surface or a more complex depiction of vegetation pattern. The
inventory data can be simply post-stratified to the map units or imputed directly to each map
feature. In aggregate these applications provide a fairly robust set of information to support
sustainable natural resource management. It is important to remember, however, the caution of
the distinguished statistician George Box who observed “All models are wrong; but some models
are useful.” “Useful” is therefore defined by the ability of these data models to address an
intended analysis application. In each of these applications perhaps the most important part of the
analysis is identifying the information requirements needed to support resource decisions. These
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requirements should include the thematic and spatial resolution as well as the acceptable level of
uncertainty or error.
The term “toolbox” has been overused with respect to geospatial data applications, however, I
would submit that the applications presented here represent a partial set of remote sensing
approaches for meeting the information requirements of sustainable resource management.
Unfortunately, another tool-related expression often applies to the Forest Service if not the
broader natural resource community; “when you have a new hammer every problem looks like
nail”. Choosing an inappropriate tool for a specific analysis objective and having the resulting
decision challenged through the appeals and litigation process may well result in court decision
that renders the tool and/or data source effectively useless even for appropriate applications (e.g.,
The Lands Council vs. Powell; CV-02-00517-EJL).
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