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Abstract
Using the probabilistic evaluation of the Marcovian diffusion process by a functional of action, the paper
introduces a dynamic approximation of a random information functional defined on the process trajecto-
ries and determined by the parameters of a controlled stochastic equation. The developed mathematical
formalism is aimed toward a dynamic modeling of a random object.
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0. Introduction
Uncovering unknown dynamic regularities of a random process is an actual problem in the
theory of dynamic and stochastic systems, control and system theories, theory of information,
and physics.
Numerous examples from physics show that regularities of deterministic and stochastic sys-
tems are formulated and formalized by some extremal principles [1]: a real movement of a physi-
cal system represents trajectory-extremals of some functional. Using this approach, R.P. Feynman
introduced the functional on trajectories of an electron’s movement and applied the variation
principle for this path functional to obtain the equations of quantum mechanics [2]. This func-
tional is defined on the dynamic trajectories and has not been applied to trajectories of a random
process [3–10].
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chastic perturbations. The mathematical results, related to this object, are studied in stochastic
control theory [11–13], theory of conditional Marcovian processes [14] and information the-
ory [15]. M.I. Freidlin and A.D. Wentzell, considering the stochastic behavior of perturbed
Hamiltonian systems [16], introduced a functional of action. Other related results, such as the
stochastic Hamiltonian (connected to the path functional) and an approximation of the compo-
nents of diffusion processes, were published in [17–19] accordingly.
The path functional’s applications to controllable Marcovian processes and the subsequent
dynamic models are still unknown, as well as the related publications.
This paper’s a primary goal consists of applying the above extremal principle for an approxi-
mation of the process’ extremals by the most probable object’s trajectories.
In Section 1, we introduce the model of a controlled random (micro)process (as a solution
of the stochastic equation with a class of control functions), the models of the disturbances, and
a programmable process. Along with the problem statement, we define the class of a given dy-
namic (macro)process, followed by an extremal probabilistic approximation of the microprocess
with the aid of the applied control. (A priory unknown in Section 1 macroprocess is the sought
functional’s extremals in Section 2). In Section 2 we provide the probabilistic evaluation of the
micro- and macrolevel processes. The probabilities of the processes’ proximity, based on the
process trajectories’ metrical space distances, are applied to evaluate the upper and lower lim-
its of the approximation. Using the “functional action” approach [16], we express the extremal
problem by the functionals at the dynamic (macro)trajectories (determined by the parameters of
the stochastic equation) and their closeness to the microprocess’ conditional entropy.
1. The initial mathematical models1
1.1. Model of microlevel process
The microlevel processes is modeled by solving the n-dimensional controlled stochastic Ito
equation [13], which is considered as an initial object:
dx˜t = a(t, x˜t , ut ) dt + σ(t, x˜t ) dξt , x˜s = η, t ∈ [s, T ] = Δ, s ∈ [0, T ] ⊂ R1+, (1.1)
where ξt = ξ(t,ω) is an increment of a Wiener process vt = v(t,ω) during the time (t − s) on
the probability space (Ω,Ψ,P0), ω ∈ Ω , with the variables located in Rn; Ω is a space of ran-
dom events; Ψ is a σ -algebra on Ω ; P0 = P0(B) is a probability measure on Ψ , B ⊂ Ψ ; β is a
Borel’s algebra in Rn; function ξ(·,ω) is continuous on Δ; ξ(t, ·) : (Ω,Ψ,P0) → (C,υ,μ0);
C = C(Δ,Rn) is a space of the n-dimensional, continuous on Δ vector-functions; υ is a
σ -algebra in C, generated by all possible opened sets (in C metric); μ0 is a probability measure
on υ :
μ0(A) = P0{ξt ∈ A} = P0
{
ω: ξ(t, ·) ∈ A}, A ⊂υ, {ξt ∈ A} ⊂ Ψ, μ0(C) = 1; (1.1a)
η(ω1) is a random vector on the probability space (Ω1,Ψ 1,P 1), ω1 ∈ Ω1, with the variables
in Rn:
η :
(
Ω1,Ψ 1,P 1
)→ (Rn,β,Ps),
1 All details of the initial models are essentially important for the use in the following proves and results.
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Ps = Ps(D) = P 1
{
ω1: η
(
ω1
) ∈ D}= P 1{η ∈ D}, ω1 ∈ Ω1, D ⊂β, {η ∈ D} ⊂ Ψ 1,
Ps(x) = P 1
{
η
(
ω1
)= x}, x ∈ Rn, dPs(x)/dx = ps(x); (1.1b)
x˜t = x˜(t, x, η) is a random process, considered on a family of the probability spaces (Ω,Ψ,Px),
or on the probability space (Ω11,Ψ 11,P ) with the variables in Rn; Px = Px(B) is a family of
probability measures on Ψ , B ⊂ Ψ , depending on x ∈ Rn with the probability Ps(x), P0 = Px=0;
ω11 = (ω, x), ω11 ∈ Ω11, Ω11 = Ω ×Rn, Ψ 11 = Ψ ×β, B ×D ⊂ Ψ 11;
P(B × D) is a probability measure on Ψ 11, which according to Marcovian property satisfies
equation
P(B ×D) =
∫
D
Ps(dx)Px(B) =
∫
D
ps(x)Px(B)dx. (1.1c)
For (Ω,Ψ,Px) and (Ω11,Ψ 11,P ) we have accordingly:
x˜(t, ·, η) : (Ω,Ψ,Px) → (C,υ,μx), x˜(t, x, ·) :
(
Ω11,Ψ 11,P
)→ (C,υ,μ), (1.1d)
where μx = μx(A), μ = μ(A) are the probability measures on υ , A ⊂ υ , which, for the
process x˜t , in both cases, correspond to the equalities:
μx = μx(A) = Px{x˜t ∈ A} = Px
{
ω: x˜(t, ·, η) ∈ A}, {x˜t ∈ A} ⊂ Ψ,
μ = μ(A) = P {x˜t ∈ A} = Px
{
ω11: x˜(t, x, ·) ∈ A}, {x˜t ∈ A} ⊂ Ψ 11,
μx(C) = μ(C) = 1. (1.1e)
Function of diffusion σ(t, x) = ‖σij (t, x)‖nij=1 is a nonsingular operator, defined on Δ×Rn with
the values from the space L(Rn,Rn) of the linear operators in Rn:
σ(t, x) :Δ× Rn → L(Rn,Rn), detσ(t, x) = 0, ∀(t, x) ∈ Δ× Rn,
σij (t, ·) ∈ C1
(
Rn,R1
)
, σij (·, x) ∈ C1
(
Δ0,R1
)
, (1.2)
continuous differentiable everywhere on Δ, excluding may be the set {τk}mk=1: Δ0 = Δ\{τk}mk=1.
Function of shift: a(t, x,u) = au(t, x) is a controllable vector, defined on Δ × Rn × U ,
U ⊂ Rr , r  n, with the variables in Rn: au :Δ × Rn × U → Rn, continuous differentiable
by x ∈ Rn, u ∈ Uˆ , Uˆ = intU , and has the bounded second derivatives by each of the indicated
variables; at fixed (x,u) ∈ Δ × U , function a(·, x,u) is a continuous on Δ and is a continuous
differentiable on Δ0:
a(t, ·, u) ∈ C1(Rn,Rn), a(t, x, ·) ∈ C1(Uˆ ,Rn),
a(·, x,u) ∈ C(Δ,Rn)∩C1(Δ0,Rn)= KC1(Δ,Rn). (1.2a)
1.2. Model of the macrolevel processes is a set of probabilistic trajectories x¯t def= x¯(t, η) in
the space state with the random initial conditions x¯s = η:
x¯t :Δ×
(
Rn,β,Ps
)→ (Rn,β), x¯(·, x) def∈ KC1(Δ,Rn)⊂ C(Δ,Rn) (mod P 1), (1.3)
where KC1 is a space of continuous piece-wise differentiable on Δ, n-dimensional vector-
functions.
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Control (ut ) is formed as a function of time and macrovariables (x¯t ), which gets averaged
by (Ω,Ψ,Px), becoming a nonrandom with respect to the set Ω11. This control, acting on the
object, moves x˜t (u) toward x¯t . The control law is defined by the following feedback equation:
ut
def= u(t, x¯t ), u :
(
Δ× Rr)→ U, U ∈β(Rr), (1.4)
where x¯t satisfies (1.3), β(Rr) is a Borel’s algebra in Rr , r  n. At a fixed x ∈ Rn, function
u(·, x) is a piece-wise continuous by t ∈ Δ, and at fixed t ∈ Δ, function u(t, ·) is a continuous
differentiable and has the limited second derivatives by x ∈ Rn:
∀x ∈ Rn, u(·, x) ∈ KC(Δ,U), u(·, x) ∈ C1(Δ0,U),
∀t ∈ Δ, u(t, ·) ∈ C1(Rn,U). (1.4a)
The fulfillment of Eqs. (1.3), (1.4), (1.4a) defines ut as a piece-wise continuous function:
ut ∈ KC(Δ,U), u+ def= lim
t→τk+0
u(t, x¯τk ), u−
def= lim
t→τk−0
u(t, x¯τk ),
k = 0, . . . ,m, τk ∈ Δ, τ0 = 0, τm = T
(
mod P 1
)
, (1.5)
where KC(Δ,U) is a space of the piece-wise continuous on Δ functions, defined with probability
P 1 = 1.
From (1.2), (1.2a) follows that the Lipschitz conditions, the linear growth by x ∈ Rn, and
uniformity with respect to (t, u) ∈ Δ × U are satisfied with necessity, and the limitations (1.4a)
are correct.
Therefore, according to [20], the solution (1.1) exists, is a unique on (Ω,Ψ,Px), (Ω11,
Ψ 11,P ), and the moments of the different orders at these spaces exist.
Vector a(t, x¯, u) = a¯u(t, x¯) of the stochastic equation in physical problems defines a macro-
scopic speed of a medium (with the diffusing Brownian particles), which has the meaning of a
regular flow:
dx¯t /dt = a¯u(t, x¯t ), x¯s = η. (1.6)
Matrix σ = σ(t, x) characterizes the peculiarities of a medium to conduct the flow (1.6).
Functions x˜t , x¯t define the micro- and macrolevel’s processes. Their values x˜, x¯, at the fixed
moments of time, define the vectors of micro- and macrostates of the object (1.1).
The variables, measured by some physical instruments, are represented by vector x¯.
1.4. The model of the programmable trajectories (as a task) at microlevel is given by the
process x˜1t that satisfies the corresponding stochastic equation:
dx˜1t = a1
(
t, x˜1t
)
dt + σ (t, x˜1t )dξt , x˜1s = η1, x˜1t = x˜1(t,ω,η1),
η1 = η1(ω1) : (Ω1,Ψ 1,P 1)→ (Rn,β,P 1s ),
P 1s = P 1s (D) = P 1
(
η1 ∈ D)= P 1{ω1: η1(ω1) ∈ D},
P 1s (x) = P 1
{
η1
(
ω1
)= x}, dP 1s (x)/dx = p1s (x),
x˜1
(
t, ·, η1) : (Ω,Ψ,Px) → (C,υ,μ1x), x˜1(t,ω, ·) : (Ω11,Ψ 11,P )→ (C,υ,μ1),
μ1x = μ1x(A) = Px
{
x˜1t ∈ A
}
,
{
x˜1t ∈ A
}⊂ Ψ,
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)μ1 = μ1(A) = P {x˜1t ∈ A}, {x˜1t ∈ A}⊂ Ψ 11,
μ1x(C) = μ1(C) = 1,
∀t ∈ Δ, a1(t, ·) ∈ C1(Rn,Rn), ∀x ∈ Rn, a1(·, x) ∈ C1(Δ,Rn). (1.7)
1.5. The model of the programmable trajectories (as a task) at macrolevel is defined by the
process:
x¯1t
def= x¯1t
(
t, η1
)
, x¯1t :Δ×
(
Rn,β,Ps
)→ (Rn,β), x¯1t (·, η1) def∈ C1(Δ,Rn) (mod P 1),
(1.8
where C1(Δ,Rn) is the space of continuous differentiable on Δ, n-dimensional vector-functions.
The corresponding regular flow at the macrolevel is defined by an equation similar to (1.6) in
the form:
dx¯1t /dt = a1
(
t, x¯1t
)
, x¯1s = η1. (1.9)
The difference in distributions for the macroprocesses x¯t and x¯1t has a simple physical inter-
pretation: the object and control tasks are measured by different instruments.
1.6. The equations in deviations
The micro- and macrotrajectories we consider in deviations from the corresponding program-
mable movements, which are given for the two-level’s model by the appropriate tasks:
x˜∗t = x˜t − x˜1t , xt = x¯t − x¯1t . (1.10)
The selection of ut is limited by several conditions: (1) each process’s x˜∗t , x˜t , measured on
(C,υ), is absolutely continuous with respect to the other; (2) the measure of xt coincides with
the measure of x¯t .
According to the first one, x˜∗t will be found as a solution of the stochastic equation with the
same function σ(t, x), (t, x) ∈ Δ×Rn, as the one in (1.1), and with unknown drift a∗(t, x˜∗t , ut ),
i.e., from the equation:
dx˜∗t = a∗(t, x˜∗t , ut ) dt + σ(t, x˜∗t ) dξt , x˜∗s = η∗, x˜∗t = x˜∗(t,ω,η∗),
η∗ = η − η1 = η∗(ω1), η∗ : (Ω1,Ψ 1,P 1)→ (Rn,β,P ∗s ),
P ∗s = P ∗s (D) = P 1
{
ω1: η∗
(
ω1
) ∈ D}= P 1{η∗ ∈ D}, D ⊂β, {η∗ ∈ D} ⊂ Ψ 1,
P ∗s (x) = P 1{η∗ = x} = P 1
{
ω1: η∗
(
ω1
)= x}, x ∈ Rn,
dP ∗s (x)/dx = p∗s (x). (1.11)
According to [20], the following equations are true:
P ∗s (x) =
∫
Rn
Ps(x + y)dP 1s (y), M∗s [·] =
∫
Rn
[·]P ∗s (dx),
p∗s (x) =
∫
Rn
ps(x + y)P 1s (y) dy, M∗s [·] =
∫
Rn
[·]p∗s (x)(dx),
x˜∗(t, ·, η∗) : (Ω,Ψ,Px) →
(
C,υ,μ∗x
)
,
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x˜∗(t,ω, ·) : (Ω11,Ψ 11,P )→ (C,υ,μ∗),
μ∗ = μ∗(A) = P {x˜∗t ∈ A}, A ⊂υ, {x˜∗t ∈ A} ⊂ Ψ 11, (1.11a)
where M∗s [·] is a corresponding conditional mathematical expectation, and μ∗x(C) = μ∗(C) = 1.
Function a∗(t, x,ut ) = au(t, x) with the control ut = u(t, xt + x¯1t ) satisfies the same relations
by (t, x,u) ∈ Δ× Rn × U as the function a(t, x,u) does. According to (1.10), we have:
xt = x(t, η∗), xt :Δ×
(
Rn,β,P ∗s
)→ (Rn,β), x(·, η∗) ∈ KC1(Δ,Rn) (mod P 1).
(1.12)
The points of discontinuity of the vector-functions x¯(·, η∗), x(·, η∗) are defined by the set {τk},
k = 1, . . . ,m, of the points of the control switching. At these points, we consider the one-sided
derivatives:
x˙−
def= lim
t→τk−0
x˙(·, η∗), x˙+ def= lim
t→τk+0
x˙(·, η∗). (1.12a)
The lack of an explicit macrolevel description brings to consideration a wide class of dynamic
macroprocesses as a subset of the piece-wise differentiable n-dimensional vector-functions:
xt ∈ KC1
(
Δ×Rn) on Δ = [s, T ), x ∈ Rn,
where the dynamic process xt is characterized by the random initial conditions x˜s at Δ.
1.7. Model of disturbances is considered as an auxiliary random process (chosen as a stan-
dard process):
ζt = ζ(t,ω), ζt :Δ× (Ω,Ψ,Px) →
(
Rn,β
)
, (1.13)
which models the perturbations ζt =
∫ t
s
σ (v, ζv) dζv at the conditions for mathematical expecta-
tions:
Mx[ζt ] = M[ζt ] = O = ‖Oi‖ni=1, where
Mx[·] =
∫
Ω
[·]Px dω, M[·] =
∫
Ω ′′
[·]P (dω11). (1.13a)
1.8. The problem formulation
We formulate the considered extremal principle as a probability problem of approximating
the microlevel processes (x˜t ) by the macrolevel processes (x¯t ):
P1 = P
{
ρL2(x˜t , x¯t ) < δ
}→ Sup
x¯t
, δ > 0, (1.14)
ρL2(ϕ,ψ) =
( T∫
0
|ϕ − ψ |2 dt
)1/2
, (ϕ,ψ) ∈ L2, |ϕ − ψ |2 =
n∑
i=1
(ϕi −ψi)2,
x¯t
def= x¯t (t, η), x¯t def∈ KC1
(
Δ,Rn
) (
mod P 1
)
, ut ∈ KC(Δ,U), (1.14a)
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piece-wise continuous at t ∈ Δ functions (in Rn,U ) accordingly, with (mod P 1) and the proba-
bility P1 = 1.
The probability problem of approximating the programmable process x˜1t by the programmable
macrotrajectories x¯1t has the form, analogous to (1.14):
P2 = P
{
ρL2
(
x˜1t , x¯
1
t
)
< δ
}→ Sup
x¯1t
. (1.15)
The probabilities, approximating other considered processes, satisfy the following requirements:
P3 = P
{
ρL2
(
x˜t , x˜
1
t
)
< δ
}→ Sup
x˜t (u)
, m(P3) → m(P4),
P4 = P
{
ρL2
(
x¯1t + ζt , x¯t
)
< δ
}
, (1.16)
where m(Pi) is the lowest limit of the probabilities Pi , i = 1, . . . ,4. The corresponding proba-
bility equation for the terminate states: P 1{|x¯T − x¯1T | > ε}, ε > 0, can be joined to (1.14)–(1.16)
as an additional condition, depending on the requirements for the object. The relation (1.16) ex-
presses the closeness of the object to the task at the macrolevel, and (1.14), (1.15) establishes
the relations between the deviations from the tasks for the micro- and macrolevel processes.
An essence of the probabilities’ P3 and P4 nearness consists of connecting the micro- and
macrolevel processes. With some limitations (see Section 2), the fulfillment of (1.16) for P3
leads to the following maximal conditions for the probabilities:
P4 = P
{
ρL2(x˜
∗
t , xt ) < δ
}→ Sup
xt
, (1.17)
P5 = P
{
ρL2(ζt , xt ) < δ
}→ Sup
xt
. (1.18)
2. The probabilistic evaluation of the micro- and macrolevel processes
Definition. The trajectory ϕt passes a locality of trajectory ψt with a maximal probability if the
lowest probability limit of their closeness reaches the maximum:
P
{
ρΔ(ψt ,ϕt ) < δ
}→ Sup
ϕt
, ∀δ > 0, ϕt ∈ KC1
(
Δ,Rn
)
, ψt ∈ C
(
Δ,Rn
)
(2.1)
and the upper probability limit of their distantness reaches the minimum:
P
{
ρΔ(ψt ,ϕt ) δ
}→ Inf
ϕt
, ∀δ > 0, ρΔ(ψt , ϕt ) = ‖ψt − ϕt‖(·) = ρ(·)(ψt , ϕt ). (2.1a)
Depending on the considered distance in the C- or L2-metrics (at ρΔ = ρC , or ρΔ = ρL2), the
evaluation of (2.1) has the meaning of the C- or L2-closeness, and the evaluation of (2.1a) has
the meaning of the C- or L2-distantness. The relationship between the considered probabilistic
evaluations follows:
ρL2(ψt , ϕt ) =
[ T∫
s
n∑
i=1
(
ψi(t)− ϕi(t)
)2
dt
]1/2
=
[ T∫ ( n∑
i=1
(
ψi(t)− ϕi(t)
)2)1/2( n∑
i=1
(
ψi(t)− ϕi(t)
)2)1/2
dt
]1/2
s
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[ T∫
s
max
t∈Δ
(
n∑
i=1
(
ψi(t)− ϕi(t)
)2)1/2( n∑
i=1
(
ψi(t)− ϕi(t)
)2)1/2
dt
]1/2

[ T∫
s
max
t∈Δ
(
n∑
i=1
(
ψi(t)− ϕi(t)
)2)1/2
max
t∈Δ
(
n∑
i=1
(
ψi(t)− ϕi(t)
)2)1/2
dt
]1/2
= max
t∈Δ
(
n∑
i=1
(
ψi(t)− ϕi(t)
)2)1/2
(T − s)1/2 = ρC(ψt , ϕt )(T − s)1/2,
ρC(ψt , ϕt ) ρL2(ψt , ϕt )(T − s)−1/2,{
ρC(ψt , ϕt ) < δ
}⊆ {ρL2(ψt,ϕt)(T − s)−1/2 < δ},
P
{
ρL2(ψt , ϕt ) < δ
}
 P
{
ρC(ψt , ϕt )(T − s)1/2 < δ
}
, (2.1b)
where (2.1a) evaluates how far a potential probabilistic deviation of ϕt is located from ψt .
Because the C-closeness is stronger than L2-closeness, we consider the C-closeness for the
evaluation of (2.1), and the L2-distantness for the evaluation of (2.1a).
Lemma 2.1. The evaluation of the lowest probability limit of the closeness of the controlled
process (x˜t (u)) to the standard process (ζt ) at the microlevel is reduced to the following evalua-
tions, connecting the micro- and macrolevel processes each to other:
P1 = P
{
ρΔ(x˜t , x¯t ) < δ
}→ Sup
x¯t (u)
, (2.2)
P2 = P
{
ρΔ(x˜
1
t , x¯
1
t ) < δ
}→ Sup
x¯1t
, (2.3)
P3 = P
{
ρΔ(x˜t , x˜
1
t ) < δ
}→ Sup
x¯t
. (2.4)
Proof. Using (1.10), (1.13) and following the triangle inequality [21], we come to relation:
ρΔ
(
x˜t , x˜
1
t
)= ρΔ(x˜∗t ,O) ρΔ(x˜∗t , ζt )+ ρΔ(ζt ,O) ρΔ(ζt ,O)+ ρΔ(x˜∗t , xt )+ ρΔ(xt , ζt ),{
ρΔ(x˜
∗
t ,O) < δ
}⊇ {(ρΔ(ζt ,O)+ ρΔ(x˜∗t , xt )+ ρΔ(ζt , xt ))< δ}
⊇
{
ρΔ(ζt ,O) <
δ
3
}{
ρΔ(x˜
∗
t , xt ) <
δ
3
}{
ρΔ(ζt , xt ) <
δ
3
}
,
P
{
ρΔ
(
x˜t , x˜
1
t
)
< δ
}= P {ρΔ(x˜∗t ,O) < δ}
 P
{{
ρΔ(ζt ,O) <
δ
3
}{
ρΔ(x˜
∗
t , xt ) <
δ
3
}{
ρΔ(ζt , xt ) <
δ
3
}}
, (2.4a)
where P {ρΔ(x˜∗t ,O) < δ} is the probability of the process’ x˜∗t deviation from a null-vector O.
The events: {ρΔ(ζt ,O) < δ/3}{ρΔ(x˜∗t , xt ) < δ/3}{ρΔ(ζt , xt ) < δ/3} assume independence,
provided by the chosen (xt , ut , δ). Then, because of arbitrariness δ > 0 we get relations
P
{
ρΔ
(
x˜t , x˜
1
t
)
< δ
}= P {ρΔ(x˜∗t ,O) < δ} P {ρΔ(ζt ,O) < δ}P4P5,
P4 = P
{
ρΔ(x˜
∗
t , xt ) < δ
}
, P5 = P
{
ρΔ(ζt , xt ) < δ
}
.
From that, the following conditions are equivalent:
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{
ρΔ(x˜
∗
t ,O) < δ
}→ Sup
xt
, P4 = P
{
ρΔ(x˜
∗
t , xt ) < δ
}→ Sup
xt
,
P5 = P
{
ρΔ(ζt , xt ) < δ
}→ Sup
xt
. (2.4b)
This reduces the probabilities’ conditions (1.14)–(1.18) to (2.2)–(2.4) and proves Lemma 2.1. 
Remark. The transformations x¯t → xt (1.10) at fixed x¯1t is a linear one. Then, for any twice
differentiable (by Freche [21]) functional F(·), its extreme values F(x¯t ) and F(xt + x¯t ) exists
or not exists simultaneously. Indeed, according to the principle of superposition, the first two
differentials dF(·), d2F(·), defined on x¯t and xt are equal correspondingly: dF(x¯t ) = dF(xt +
x¯1t ), d
2F(x¯t ) = d2F(xt + x¯1t ).
Because these two differentials determine the necessary and sufficient extremal conditions,
both extremal problems for these functionals are equivalent, and from the existence or the
nonexistence of one of them follows that of the other. Probabilities P3, P4, P5 are such the
functionals (having the first and the second variations), which follows from the application of
Radon–Nikodim theorem for their evaluations and the relations for corresponding probabilities
densities built for the models in Section 1.
Lemma 2.2. Let us introduce the functions:
yt = y(t, x) :Δ×
(
Rn,β, P¯s
)→ (Rn,β), y(·, x) ∈ KC1(Δ,Rn) (mod P 1),
ys = ys
(
ω1
)
:
(
Ω1,Ψ 1,P 1
)→ (Rn,β, P¯s), ω1 ∈ Ω1, dP¯s/dx = p¯s(x), (2.5)
which satisfy equation
y˜t = y˜s +
t∫
s
q(v, y˜v, uv) dv +
t∫
s
σ (v, y˜v) dξv, (2.5a)
where
y˜s = y˜s
(
ω1
)
:
(
Ω1,Ψ 1,P 1
)→ (Rn,β, Pˆs), dPˆs/dx = pˆs(x),
y˜t = y˜(t,ω, x), y˜t = y˜(t, ·, ·) : (Ω,Ψ,Px) →
(
C,υ,μ3x
)
, μ3x(C) = μ3(C) = 1,
y˜(t, ·, x) : (Ω11,Ψ 11,P )→ (C,υ,μ3x), ω11 ∈ Ω11;
and the function q(t, x,u), q :Δ × Rn × U → Rn, which satisfies the conditions analogous to
(1.2) for au = au(t, x). Then the following probabilistic evaluations are fulfilled:
P
{
ρΔ(y˜t , yt ) < δ
}= Px{ρΔ(y˜t , yt ) < δ}, ys = y˜s , (2.6)
P
{
ρΔ(y˜t , yt ) < δ
}= Pˆ ∗s Px{ρΔ(y˜t − yt , y˜s − ys) < δ}, ys = y˜s , (2.7)
Pˆ ∗s = Pˆ ∗s (Dδ)
∫
Dδ
(∫
Rn
P¯s(y)Pˆs(x + y)dy
)
dx,
Dδ ⊂β, Dδ = K(0, δ) =
{
x ∈ Rn: ‖x‖ < δ}, (2.8)
where K(x, δ) is a ball, opened in Rn with a center in a point x ∈ Rn:
K(x, δ) = {y ∈ Rn: ‖y − x‖ < δ}, ‖y − x‖ =
(
n∑
(yi − xi)2
)1/2
; (2.8a)i=1
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Proof. Using Marcovian property [20] for ys = y˜s , we come to relations:
P
{
ρΔ(y˜t , yt ) < δ
}= ∫
K(ys ,δ)
dPˆs(y˜s)Py˜s
{
ρΔ(y˜t , yt ) < δ
}
=
∫
K(x,δ)
Pˆs(y)Py
{
ρΔ(y˜t , yt ) < δ
}
dy
=
∫
K(x,δ)
δˆ(y − x)Py
{
ρΔ(y˜t , yt ) < δ
}
dy
= Px
{
ρΔ(y˜t , yt ) < δ
}
, (x, y) ∈ Rn,
where δˆ(x) is the n-dimensional delta-function. For ys = y˜s , P¯s = Pˆs , we apply the triangle
inequality:
ρΔ(y˜t , yt ) ρΔ(y˜t , yt + y˜s − ys)+ ρΔ(yt , yt + y˜s − ys)
= ρΔ(y˜t , yt + y˜s − ys)+ ρΔ(y˜s − ys,O), O = ‖Oi‖ni=1,
ρΔ(y˜s − ys,O) = ‖y − x‖Rn =
(
n∑
i=1
(y˜is − yis)2
)1/2
,
{
ρΔ(y˜t , yt ) < δ
}⊇ {(ρΔ(y˜t , yt + y˜s − ys)+ ρΔ(y˜s − ys,O))< δ}
⊇
{{
ρΔ(y˜t , yt + y˜s − ys) < δ2
}{
ρΔ(y˜s − ys,O) < δ2
}}
,
P
{
ρΔ(y˜t , yt ) < δ
}
 P
{{
ρΔ(y˜t , yt + y˜s − ys) < δ2
}{
ρΔ(y˜s − ys,O) < δ2
}}
.
The events {ρΔ(y˜t , yt + y˜s − ys) < δ/2} and {ρΔ(y˜s − ys,O) < δ/2} are independent because
the first one does not depend on β , and the second one has been defined on β .
Then, because δ > 0 is chosen arbitrary, the relation follows:
P
{
ρΔ(y˜t , yt ) < δ
}
 P 1(B ′δ)Px
{
ρΔ(y˜t − yt , y˜s − ys) < δ
}
, ys = y˜s ,
where B ′δ = {ω1: ρΔ(y˜s − ys,O) < δ} ⊂ Ψ 1. According to [20] we have equality P 1(B ′δ) =
Pˆ ∗s (Dδ), where the last probability satisfies (2.8). Finally we get (2.7). 
The lowest probability evaluations (2.6), (2.7) distinguish only by the multiplier, responsible
for the probabilistic closeness of the initial conditions. We need to evaluate the right-hand side
of (2.6), (2.7).
Theorem 2.1. The probability of the evaluation of a closeness ϕt to ξt is defined by relations:
P
{
ρΔ(ξt , ϕt ) < δ
}= Px=0{ρΔ(ξt , ϕt ) < δ}= P0{ρΔ(ξt , ϕt ) < δ}
 P0(Bδ)ε exp
{−[S(ϕt )+ (2S(ϕt )(1 − ε)−1)1/2]}, (2.9)
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(
Δ,Rn
)
, ξt ∈ C
(
Δ,Rn
)
, (2.9a)
S(ϕt ) = 12
T∫
s
ϕ˙Tt ϕ˙t dt =
1
2
T∫
s
|ϕ˙t |2 dt, ϕs = 0, ξs = 0, (2.10)
|ϕ˙t |2 =
n∑
i=1
ϕ˙2i (t), ε ∈ (0,1), Bδ =
{
ω: ρΔ(ξt ,O) < δ
}⊂ Ψ.
Proof. Let ϕ˜t = −ϕt + ξt and assume that the measures (μ0,μ40) of the corresponding functions
(ϕ˜t , ξt ) on (C,υ) are absolutely continuous with respect each to other.
Then, according to (2.6), we get the following relations:
P0
{
ρΔ(ϕt , ξt ) < δ
}= Px=0{ρΔ(ϕt , ξt ) < δ}= Px=0{ρΔ(ϕ˜t ,O) < δ}
= P0
{
ρΔ(ϕ˜t ,O) < δ
}
.
Using the Radon–Nikodim theorem [20] and the relation for the density measures [16], we come
to the equality for the considered probability,
P0
{
ρΔ(ϕ˜t ,O) < δ
}= ∫
Bδ
dμ40
dμ0
(
ξ(t, ·))P0(dω)
=
∫
Bδ
exp
[
−
(
S(ϕt )+
T∫
s
ϕ˙t · dξt
)]
P0(dω).
The last relation equals to the following expression
exp
[−S(ϕt )]
∫
Bδ
exp
[
−
n∑
i=1
T∫
s
ϕ˙i(t) dξi(t,ω)
]
P0(dω), S(ϕt ) = 12
T∫
s
|ϕ˙t |2 dt, (2.11)
where Bδ = {ω: ρΔ(ξt ,O) < δ} ⊂ Ψ , and μ40, μ0 are the measures for ϕ˜t , ξt on (C,υ).
We evaluate the second co-multiplier in (2.11) by Chebyshev’s inequality [20] in the form
P0
{
η(ω) a
}
M0
[
f (η)
]
/f (a), (2.12)
where η(ω) is a nonnegative random variable, ω ∈ Ω , a ∈ R1+, M0[·] = Mx=0[·] =
∫
Ω
[·]P0(dω),
f (s) is a monotonous increasing on R1+ function, s ∈ R1+.
Let us assume
η(ω)
def= exp
[
−
T∫
s
ϕ˙t · dξt
]
λ(Bδ), a = exp
[−(2S(ϕt ))1/2(1 − ε)−1/2], f (η) = η,
λ(Bδ) =
{
1, ω ∈ Bδ,
0, ω /∈ Bδ. (2.13)
Remark. Using the relations:
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{
ρΔ(ϕ˜t ,0) < δ
} def= ∫
B ′δ
P 40 (dω), B
′
δ =
{
ρΔ(ϕ˜t ,0) < δ
}
,
μ40(A) = P 40
{
ω: ϕ˜t (·,ω) ∈ A
}
, A ⊂ Ψ, (2.13a)
and the formula of changing the measure in integrals [20], we get the following representation of
(2.13a),∫
B ′δ
P 40 (dω) =
∫
Ω
λ(B ′δ)P 40 (dω) =
∫
Ω
λ(B ′δ)
dμ40
dμ0
(
ϕ˜t (·,ω)
)
.
Assuming (2.13), we have f (a) = a, and according to the relations (2.12), we come to∫
Bδ
η(ω)P0(dω) aP0
{
λ(Bδ)η(ω) a
}
,
{
λ(Bδ)η(ω) a
} def= {ω: ω ∈ Bδ, η(ω) a}= {ω: ω ∈ Bδ} ∩ {ω: η(ω) a},
P0
{
λ(Bδ)η(ω) a
} def= P0(Bδ)P0{η(ω) a|Bδ}, (2.13b)
where P0{η(ω) a|Bδ} is the conditional probability of the event η(ω) a at the condition Bδ
(the independence of events {ω: ω ∈ Bδ} and {ω: η(ω) a} is not supposed).
Then, taking into account the relation (2.13), we have:
∫
Bδ
exp
[
−
T∫
s
ϕ˙t (t) dξt
]
P0(dω)
 P0(Bδ) exp
[−(2S(ϕt ))1/2(1 − ε)−1/2]
× P0
{
exp
[
−
T∫
s
ϕ˙t (t) dξt
]
 exp
[−(2S(ϕt ))1/2(1 − ε)−1/2]∣∣Bδ
}
. (2.14)
Since ∀B ⊂ Ψ , P0(B|Bδ) = 1 − P0(B¯|Bδ), B¯ = Ω \B , we assume
B =
{
exp
[
−
T∫
s
ϕ˙t (t) dξt
]
 exp
[−(2S(ϕt ))1/2(1 − ε)−1/2]
}
=
{
−
T∫
s
ϕ˙t (t) dξt −
(
2S(ϕt )
)1/2
(1 − ε)−1/2
}
.
After that, we obtain relations:
B¯ =
{
exp
[
−
T∫
ϕ˙t (t) dξt
]
 exp
[−(2S(ϕt ))1/2(1 − ε)−1/2]
}s
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{
−
T∫
s
ϕ˙t (t) dξt −
(
2S(ϕt )
)1/2
(1 − ε)−1/2
}
,
P0(B|Bδ) = 1 − P0
{[
−
T∫
s
ϕ˙t (t) dξt
]

[−(2S(ϕt ))1/2(1 − ε)−1/2]∣∣Bδ
}
. (2.15)
For the evaluation of P0(B¯|Bδ) we are using a generalized Kolmogorov’s inequality for the
martingals [21], and also the peculiarities of the stochastic integral [20]:
P0(B¯|Bδ) P0
{[∣∣∣∣∣
T∫
s
ϕ˙t (t) dξt
∣∣∣∣∣ (2S(ϕt ))1/2(1 − ε)−1/2
]∣∣∣Bδ
}
 (1 − ε)(2S(ϕt ))−1M0
{[ T∫
s
ϕ˙t (t) dξt
]2∣∣∣Bδ
}
= (1 − ε)(S(ϕt ))−1M0
{
1
2
T∫
s
|ϕ˙t |2 dt
∣∣∣Bδ
}
= 1 − ε. (2.16)
From that and using Eqs. (2.11), (2.15) we obtain:
P0
{
exp
[
−
T∫
s
ϕ˙t (t) dξt
]
 exp
[−(2S(ϕt ))1/2(1 − ε)−1/2]
}
 ε, (2.17)
P0
{
ρΔ(ϕ˜t ,O) < δ
}
 P0(Bδ)ε exp
{−[S(ϕt )+ (2S(ϕt )(1 − ε)−1)1/2]}, (2.17a)
and by the substitutions of the obtained relations we come to (2.9), (2.10). 
Using Eqs. (2.9), (2.10) for the evaluation of the lowest probabilities limit (2.6), (2.7), we
have
Px
{
ρΔ(yt , y˜t ) < δ
}
 P0
{
ρΔ(Qxyt , ξt ) < δ
}
, ϕt = Qxyt , (2.18a)
where Qx is a sought operator depending on x ∈ Rn at Qx : KC1(Δ,Rn) → KC1(Δ,Rn).
Assume we might construct an operator (or a family of operators):
Gx :C
(
Δ,Rn
)→ C(Δ,Rn), Gx : KC1(Δ,Rn)→ KC1(Δ,Rn), (2.18b)
which reflects ξt on y˜t (one-to-one in a probabilistic meaning) and ϕt on yt (one-to-one in a
regular meaning) accordingly, and satisfies the following relations:
Gx : ξt → y˜t , Px{Gxξt = y˜t } = 1, (2.18)
Gx :ϕt → yt , Gxϕt = yt , G−1x x :yt → ϕt , G−1x yt = ϕt , (2.19)
where G−1x = Qx is an inverse operator on KC1(Δ,Rn) at (G−1x yt )t=s = ϕs .
Then the following proposition is true:
Lemma 2.3. If the transformation (2.18) exists, then the lowest probabilities limit (2.6), (2.7)
can be evaluated by the relations:
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)
)
)P
{
ρΔ(y˜t , yt ) < δ
}
 P0(Bδ)ε exp
{−(S(yt )+ [2S(yt )(1 − ε1)−1]1/2)}, ys = y˜s , (2.20
P
{
ρΔ(yt , y˜t ) < δ
}
 P ∗s (Dδ)P0(Bδ)ε exp
{(−S(yt )+ [2S(yt )(1 − ε1)−1]1/2)}, ys = y˜s ,
(2.21
S(yt ) = 12
T∫
s
d
dt
(
G−1x yt
)T d
dt
(
G−1x yt
)
dt. (2.22
Proof. Using the relations (2.18), (2.19) we may write (2.6) in the form
Px
{
ρΔ(yt , y˜t ) < δ
}= Px{ρΔ(Gxϕt ,Gxξt ) < δ},
ρΔ(Gxϕt ,Gxξt ) ‖Gx‖cρΔ(ϕt , ξt ) = ‖Gx‖cρΔ
(
G−1x yt , ξt
)
,{
ρΔ(Gxϕt ,Gxξt ) < δ
}⊇ {‖Gx‖cρΔ(G−1x yt , ξt)< δ}= {ρΔ(G−1x yt , ξt)< δ/‖Gx‖c},
where ‖Gx‖c is the norm of Gx in a subspace of C = C(Δ,Rn).
Because δ > 0 is chosen arbitrary, we have{
ρΔ
(
G−1x yt , ξt
)
< δ/‖Gx‖c
}⊇ {ρΔ(G−1x yt , ξt)< δ}, (2.23a)
Px
{
ρΔ(yt , y˜t ) < δ
}
 Px
{
ρΔ
(
G−1x yt , ξt
)
< δ
}= P0{ρΔ(G−1x yt , ξt)< δ}. (2.23)
Applying the relations (2.9), (2.10) (for the evaluation of the right-hand side of Eq. (2.23)), and
taking into account the relations (2.6)–(2.8), we come to (2.20)–(2.22). 
Because the C-closeness is stronger than L2-closeness, the obtained lowest probability limits
(2.20), (2.22) are also satisfied for the evaluation of L2-closeness.
Lemma 2.4. The operator, created by the solution of (2.5a), satisfies relations (2.18), (2.19), and
function (2.22) has the view:
S(yt ) = 12
T∫
s
(
y˙t − q(t, yt , ut )
)T (2b(t, yt )−1(y˙t − q(t, yt , ut )))dt, 2b = σσT . (2.24)
Proof. It is naturally to choose Gx as an operator created by solution (2.5a), which is continuous
with probability 1, exists, and is a unique. Then Gx reflects C(Δ,Rn) on itself with probability 1,
and relation (2.18) is fulfilled (because any two solutions (2.5a) at the same initial conditions
coincide with probability 1). Operator Gx on the subspace C(Δ,Rn) of the space KC1(Δ,Rn)
defines the reflection ϕt ∈ KC1 into yt ∈ KC1 as a solution of the Volterra second order integral
equation [21]:
yt = ys +
t∫
s
[
q(v, yv, uv)+ σ(v, yv)ϕ˙v
]
dv, (2.25)
which exists and is a unique on KC1 at the limitations (Section 1) for the considered functions of
drift and diffusion; Gx has an inverse operator on KC1, its explicit form follows from (2.25):
G−1x yt = ϕt =
t∫
σ−1(v, yv)
(
y˙t − q(t, yt , ut )
)
dv. (2.26)s
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Assuming the sequential fulfillment of yt = x¯t , y˜t = x˜t ; yt = x¯1t , y˜t = x˜1t ; yt = xt , y˜t =
x¯1t + ζt ; yt = xt , y˜t = x˜∗t , we obtain from relations (2.20), (2.21), (2.22) the estimators (2.2),
(2.3), (1.17), (1.18):
Pi  P0(Bδ)ε exp
{(−Si + [2Si(1 − ε)−1]1/2)}, Si =
T∫
s
Li dt, i = 1,2,5, (2.27)
L1 = 12
( ˙¯x − a¯u(t, x¯))T (2b(t, x¯))−1( ˙¯x − au(t, x¯)),
L2 = 12
( ˙¯x1 − a1(t, x¯1))T (2b(t, x¯1))−1( ˙¯x1 − a1(t, x¯1)),
L5 = 12
(
x˙ − au(t, x))T (2b(t, x))−1(x˙ − au(t, x)), (2.27a)
P4  P ∗s (Dδ)P0(Bδ)ε exp
{−(S4(xt )+ [2S4(xt )(1 − ε)−1]1/2)}, (2.28)
S4(xt ) =
T∫
s
L4 dt, L4 = 12 x˙
T
(
2b(t, x)
)−1
x˙. (2.28a)
Theorem 2.2. The lowest probability limit of the evaluation probability (2.4) is defined by rela-
tions:
P3  P ∗s (Dδ)P0(Bδ)ε exp
{−(S3 + [2S3(1 − ε)−1]1/2)}, (2.29)
S3 = Mx
[ T∫
s
L˜3 dt
]
=
T∫
s
Mx[L˜3]dt,
L˜3 = 12a
u(t, x˜)T
(
2b(t, x˜)
)−1
au(t, x˜), 2b = σσT , (2.30)
where Eq. (2.30) coincides with the conditional entropy of the processes x˜∗t regarding ζt (or with
the controlled processes’ entropy, defined with respect to a standard process by the transforma-
tion x˜∗t → ζt ):
S(x˜∗t /ζt ) = Mx
{
ln
[
dμ20
dμ∗x
(
x˜∗s (t, ·, ·)
)]−1}= S3. (2.31)
Proof. By analogy with the relations for Lemma 2.1, we may write
P3 = P
{
ρΔ(x˜t , x˜
1
t ) < δ
}= P {ρΔ(x˜∗t ,O) < δ} P ∗s (Dδ)Px{ρΔ(x˜∗t − x˜∗s ,O) < δ},
(2.32)
where x˜∗t = x˜t − x˜1t . Because the processes’ (x˜∗t , ζt ) measures μ∗x and μ20 of are absolutely
continuous, related each other, we may apply the Radon–Nikodim theorem for the last multiplier
in (2.32):
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{
ρΔ(x˜
∗
t − x˜∗s ,O) < δ
}= ∫
B2δ
dμ20
dμ∗x
(
x˜∗(t, ·, ·))Px(dω), B2δ = {ω: ρΔ(ζt ,O) < δ}.
(2.33)
According to [20,21] and the previous results, we come to the following relations:
dμ20
dμ∗x
= exp
[
−
(
S˜3 +
T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dξt
)]
, S˜3 = S˜3(x˜∗t ), (2.34)
S˜3 = 12
T∫
s
au(t, x˜∗t )T
(
2b(t, x˜∗t )
)−1
au(t, x˜∗t ) dt, 2b = σσT . (2.35)
For the evaluation of (2.33), (2.34), we use relations (2.12), (2.13) by exchanging the symbols
P0, M0 with Px,Mx accordingly and assuming
η(ω) = dμ
2
0
dμ∗x
(
x˜∗(t, ·, ·)), a = exp{−(S3 + [2S3(1 − ε)−1]1/2)},
S3 = Mx[S˜3], f (η) = η. (2.36)
Then by analogy with (2.14) we obtain for (2.36) inequalities:
Px
{
ρΔ(x˜
∗
t − x˜∗s ,O) < δ
}
 Px(B2δ) exp
{−(S3 + [2S3(1 − ε)−1]1/2)}
× Px
{
exp
[
−
(
S˜3 +
T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dξt
)]}
 exp
{(−S3 + [2S3(1 − ε)−1]1/2)}. (2.37)
For the evaluation of the first co-multiplier in (2.37), we are using equalities:
Px(B2δ) = Px
{
ρΔ(ζt ,O) < δ
}= P {ρΔ(ζt ,O) < δ}. (2.38)
Suppose Gx=0 = G0 is created by the transformation G0ξt = ζt .
Then, because G0O = O, an arbitrary δ > 0, we get the following equalities:
ρΔ(ζt ,O) = ρΔ(G0ξt ,G0O) ‖G0‖cρΔ(ξt ,O),{
ρΔ(ζt ,O) < δ
}⊇ {‖G0‖cρΔ(ξt ,O) < δ}= {ρΔ(ξt ,O) < δ/‖G0‖c}
⊇ {ρΔ(ξt ,O) < δ}, (2.38a)
P (B2δ) P
{
ρΔ(ξt ,O) < δ
}= P0{ρΔ(ξt ,O) < δ}= P0(Bδ). (2.39)
For the evaluation of the last co-multiplier in (2.37), we apply the following inequalities:
D =
{
exp
[
−
(
S˜3 +
T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dξt
)]
 exp
[−[S3(x˜∗t )+ (2S3(x˜∗t )(1 − ε)−1)1/2]]
}
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−
[
S˜3 +
T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dξt
]
−[S3 + (2S3(1 − ε)−1)1/2]
}
⊇ {−S˜3 −S3} ∩
{
−
T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dξt −
[
2S3(1 − ε)−1
]1/2}
= AB, (2.40)
Px(D) Px(AB) = 1 − Px(AB), (A,B,D) ⊂ Ψ,
AB = Ω\AB, AB = {ω: ω ∈ A} ∩ {ω: ω ∈ B}. (2.41)
Applying the duality principle in the set’s theory [21] to the events:
A¯ = {−S˜3 −S3},
B¯ =
{
−
T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dξt −
[
2S3(1 − ε)−1
]1/2}
, (2.42)
AB = {ω ∈ A} ∩ {ω ∈ B} = {ω ∈ A} ∪ {ω ∈ B} = A¯+ B¯, (2.43)
Px(A¯+ B¯) = Px(A¯)+ Px(B¯) − Px(A¯B¯), (2.43a)
we get from the relations (2.41), (2.43), (2.43a):
Px(D) 1 −
[
Px(A¯)+ Px(B¯)− Px(A¯B¯)
]
. (2.44)
Using the initial equation (1.11) and the (2.35), (2.42), we obtain:
T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dξt
=
T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t )
[(
σ(t, x˜∗t )
)−1
dy˜t −
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dt
]
=
T∫
s
(
2b(t, x˜∗t )
)−1
au(t, x˜∗t ) dy˜t − 2S˜3(x˜∗t );
σ(·, x), au = au(·, x), b = b(·, x) = 1
2
σ(·, x)σT (·, x),
B¯ =
{
−
T∫
s
(
2b(t, x˜∗t )
)−1
au(t, x˜∗t ) dy˜t + 2S˜3(x˜∗t )−
[
2S1(x˜∗t )(1 − ε)−1
]1/2}
⊇ {N¯ |A¯} ⊇ A¯, (2.45)
N¯ =
{
−
T∫
s
(
2b(t, x˜∗t )
)−1
au(t, x˜∗t ) dy˜t −
(
2S3(x˜∗t )+
[
2S1(x˜∗t )(1 − ε)−1
]1/2)}
,
N¯ ⊂ Ψ. (2.45a)
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A¯B¯ = {ω ∈ A¯} ∩ {ω ∈ B¯} = {ω ∈ A¯} = A¯, Px(D) 1 − Px(B¯). (2.46)
For the evaluation of an upper probability Px(B¯) limit, we are using (2.42), (2.43a), (2.36), (2.35)
and Chebyshev’s inequality:
Px(B¯) Px
{∣∣∣∣∣
T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dξt
∣∣∣∣∣ [2S3(1 − ε)−1]1/2
}
 (1 − ε)Mx
[∣∣∣∣∣
T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dξt
∣∣∣∣∣
2]
(2S3)−1
= (1 − ε)Mx
[ T∫
s
∣∣(σ(t, x˜∗t ))−1au(t, x˜∗t )∣∣2 dt
]
(2S3)−1 = 1 − ε. (2.47)
After the substitution (2.47) in (2.46) we obtain Px(D) ε.
From that and according to (2.32)–(2.35), (2.38)–(2.40) we get the relations (2.29)–(2.30).
The functional (2.30) coincides with the definition of the conditional entropy [15]: (2.31).
Using relations (2.34), (2.35) and
Mx
[ T∫
s
(
σ(t, x˜∗t )
)−1
au(t, x˜∗t ) dξt
]
= 0,
we get S(x˜∗t /ζt ) = S3. 
Theorem 2.3. If the transformations (2.18), (2.19) satisfy relation (2.23), then the absolute min-
imum of the upper limit of the probabilistic evaluation in the L2-distantness:
P
{
ρL2(y˜t , yt ) δ
}→ Inf
yt
, ∀δ > 0, (2.48)
is reached on the solution of the equation
y˙t = q(t, y,u). (2.49)
Proof. To evaluate relation (2.48) we apply inequality (2.12) and the transformations (2.18),
(2.19):
P
{
ρL2(y˜t , yt ) δ
}
 1/δ2M
[
ρ2
L2(y˜t , yt )
]= 1/δ2M[ρ2
L2(Gyξt ,Gyϕt )
]
 1/δ2Ms
[
K2y
]
M0
[
ρ2
L2(ξt , ϕt )
]
, t ∈ Δ = (s, T );
δ > 0, G0 = Gy=0, ys = y˜s = 0, (2.50)
where Ky is the Lipschitz constant for operator Gy , which, at the limitation imposed on the
stochastic equation, can be expressed via the Lipschitz constants for q , σ , and (T −s) = mes(Δ);
M0[·] = My=0[·] is the operator of mathematical expectation, corresponding to the probability
measure P0 on Ψ ; Ms[·] is the operator corresponding to Pˆs on σ -algebra Ψ 1, created by the
deviations
(y˜s = ys) (mod Pˆs), ξs = lim(vt − vs) = 0 (mod P0), ϕs = 0.
t↓s
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M0
[
ρ2
L2(y˜t , yt )
]→ Inf
yt
. (2.51)
For the solution of problem (2.51) we are using relations:
Mξs [·] = lim
h↓0 Mξs+h[·], (s + h) ∈ Δ,
Mξs
[
ρ2
L2(ξt , ϕt )
]= ∫
Ω
ρ2
L2(ξt , ϕt )Pξs (dω) =
∫
Ω
ρ2
L2(ξt , ϕt )P0(dω) = M0
[
ρ2
L2(ξt , ϕt )
]
= lim
h↓0 Mξs+h
[
ρ2
L2(ξv, ϕv)
]
, v ∈ [s + h,T ]. (2.52)
Then, the problem (2.51) consists of minimizing the right-hand side of the last equality.
Since h is an arbitrary chosen, let us assume (s + h) = t ∈ Δ. Let us estimate
Mξt
[
ρ2
L2(ξΘ,ϕΘ)
]= Mξt [ρ2L2(ξΘ,ϕΘ)]= Mξt
[ T∫
s
|ξΘ − ϕΘ |2 dΘ
]
= u˜(ξt , t),
Θ ∈ [t, T ], ξ = ξt ,
where the function u˜(ξt , t) satisfies the following equation [22]:
−∂u˜
∂t
= 1
2
∇u˜+ |ϕt − ξt |2,
∇ =
n∑
i=1
∂2
∂ξ2i
, lim
t↑T u˜(ξt , t) = 0, (ξt , t) ∈
(
Rn ×Δ), | · |2 = ‖ · ‖2Rn. (2.53)
This equation for the function u˜(ξt , t) is connected with the problem (2.51), (2.52) in the form
M0
[
ρ2
L2(ξΘ,ϕΘ)
]= lim
t↓s u˜(ξt , t) = u˜(s,0) → Infϕt , ξ(t = s) = 0. (2.54)
The fulfillment of (2.54) follows if we write the condition (2.54) in the form:
lim
t↓s M0
[
ρ2
L2(ξt , ϕt )
]= M0[‖ϕt‖2L2]= ‖ϕt‖2L2 . (2.55)
We will show that at condition ys = y˜s , we obtain the same result.
Indeed, using the triangle inequality we have:{
ρL2(y˜t , yt ) < δ
}⊇ {ρL2(y˜t − y˜s , yt − ys) < δ/2}× {ρL2(y˜s − ys,O) < δ/2}= {A}{B};
{A} = {ρL2(y˜t − y˜s , yt − ys) < δ/2}⊂ Ψ, {B} = {ρL2(y˜t − y˜s ,O) < δ/2}⊂ Ψ 1,{
ρL2(y˜t , yt ) δ
}⊆ {A}{B}, {A}{B} def= Ω × Ω1\{A}{B}, (2.56)
{A} = {ρL2(y˜t − y˜s , yt − ys) δ/2}⊂ Ψ, {B} = {ρL2(y˜s − ys,0) δ/2}⊂ Ψ 1.
Using relations (2.56), (2.43), (2.43a) at Px = P , we obtain
P
{
ρL2(y˜t , yt ) δ
}
 P {A+ B} = P {A} + P {B} − P {AB}. (2.57)
From that, and because Ψ and Ψ 1 are independent, it follows
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{
ρL2(y˜t , yt ) δ
}
 P {A} + P {B} − P {A}P {B} = P {B} + (1 − P {B})P {A}, (2.58)
where P {A} is the probability of the considered event (y˜s = ys = 0 mod Pˆs ).
Since function (2.58) is increasing monotonous with respect to P {A}, its upper estimator is
defined by the upper estimator for P {A}, and this estimator can be found from (2.58). Beside this,
and because only yt is covered by P {A}, finding the Infyt of the upper limit of probability (2.48),
(2.50) is reduced to the Infyt of the upper limit of P {A}. (At this case, Gy = Gy=0, Ky = Ky=0.)
Therefore, the upper limit of the probability (2.50) has a minimum on solutions (2.49) inde-
pendently on the values y˜s , ys . (The numerical values of these limitations are different in the
cases of ys = y˜s , and ys = y˜s accordingly.) 
Corollary 2.1. The solutions of Eq. (2.49) remain at a locality of function y˜t ∈ C(Δ,Rn) with
maximal probability (according to the considered definition).
Indeed, the problem of maximizing the estimator (2.27) is reduced to condition:
min
yt
Si(yt ) = min
yt
T∫
s
Li dt, Li = 12 (y˙ − q)
T (2b)−1(y˙ − q), i = 1,2,5, (2.59)
which is fulfilled at solution of y˙ = q(t, y,u). As a result we obtain relations:
P
{
ρL2(y˜t , yt ) < δ
}
m → Sup
y˙=q
, P
{
ρL2(y˜t , yt ) δ
}
m → Inf
y˙=q, (2.59a)
i.e., solutions (2.49) become a nearest to the most probable solutions (in the L2-metric) by the
upper evaluation (m) as well as by the lower (m) evaluation of the above probabilities.
The evaluator (2.3) reaches a maximum on the solutions of the equation x˙ = au, and because
of that, the problem (1.6), (2.2), (2.28), (2.28a) consists of the realization of condition:
min
xt
S3(xt ) → min
xt
S4(xt ) =
T∫
s
L4 dt, L4 = 12 x˙
T (2b)−1x˙, x˙ = au(t, x) = 0, (2.60)
from which are found the macroprocess xt and corresponding control function ut [23,24]. This
leads to the problem of minimizing the entropy functional, defined on the macroprocess.
The essence of the probabilities’ P3 and P4 functionals (2.60) nearness consists of connecting
the micro- and macrolevel processes by their abilities to approximate the disturbance (ζt ). This is
achieved by their probabilistic closeness to some lower limits. As a result, the macrolevel process,
which approximates the microlevel process with a maximal probability following from (2.60),
enables us to minimize the entropy functional for the bi-level (micro–macro) structure of the
object’s processes.
The dynamic macromodel of a random object with the optimal control function [22] is syn-
thesized in [24].
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