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This dissertation describes energy dissipation and microwave loss due to non-equilibrium 
quasiparticles in superconducting transmon qubits and titanium nitride coplanar waveguide 
resonators. During the measurements of transmon 𝑇" relaxation time and resonator quality factor 
𝑄$, I observed reduced microwave loss as the temperature increased from 20 mK to approximately 
𝑇%/10 at which the loss takes on a minimum value. I argue that this effect is due to non-equilibrium 
quasiparticles.  
I measured the temperature dependence of the relaxation time 𝑇" of the excited state of an 
Al/AlOx/Al transmon and found that, in some cases, 𝑇" increased by almost a factor of two as the 
temperature increased from 30 mK to 100 mK with a best 𝑇" of 0.2 ms. I present an argument 
showing this unexpected temperature dependence occurs due to the behavior of non-equilibrium 
quasiparticles in devices in which one electrode in the tunnel junction has a smaller volume, and
slightly smaller superconducting energy gap, than the other electrode. At sufficiently low 
temperatures, non-equilibrium quasiparticles accumulate in the electrode with the smaller gap, 
leading to a relatively high density of quasiparticles at the junction and a short 𝑇". Increasing the 
temperature gives the quasiparticles enough thermal energy to occupy the higher gap electrode, 
reducing the density at the junction and increasing 𝑇". I present a model of this effect, extract the 
density of quasiparticles and the two superconducting energy gaps, and discuss implications for 
increasing the relaxation time of transmons. 
I also observed a similar phenomenon in low temperature microwave studies of titanium 
nitride coplanar waveguide resonators. I report on loss in a resonator at temperatures from 20 mK 
up to 1.1 K and with the application of infrared pair breaking radiation (𝜆 = 1.55	µm). With no 
applied IR light, the internal quality factor increased from 𝑄$ = 800,000 at T < 70 mK up to 𝑄$ =
(2 × 103) at 600 mK. The resonant frequency 𝑓6 increased by 2 parts per million over the same 
temperature range. Above 600 mK both 𝑄$ and 𝑓6 decreased rapidly, consistent with the increase 
in the density of thermally generated quasiparticles. With the application of IR light and for 
intensities below 1	aW	µm9: and T < 400 mK, 𝑄$ increased in a similar way to increasing the 
temperature before beginning to decrease with larger intensities. I show that a model involving 
non-equilibrium quasiparticles and two regions of different superconducting gaps can explain this 
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In principle, quantum computing possesses some advantages over classical computing for certain 
classes of problems that can exploit quantum entanglement, superposition, interference, and 
parallelism. Among which, finding patterns via interference gives rise to an exponential speedup 
over classical computing [1]. Due to its potential, quantum computing has been a hot topic since 
the late 1990s.  
1.1. A Brief History of Quantum Computation 
 The idea of a quantum computer dates back to the 1970’s, when physicist Paul Benioff 
began theoretical research on the feasibility of performing computation using quantum formalisms. 
In 1980, Benioff published a paper on the quantum mechanical model of the Turing machine [2], 
where he showed reversible computing [3] via the Schrödinger equation. In the same year, 
motivated by Benioff’s work, Yuri Manin and Richard Feynman independently described how a 
quantum computer could in principle outperform a classical computer [4][5]. The first model for 
a universal quantum computer was described by David Deutsch in 1985 [6]. Deutsch showed that 
a universal quantum computer could simulate any quantum computer, with at most a polynomial 
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slowdown. In 1988, Kazuhiro Igeta and Yoshihisa Yamamoto proposed using atoms and photons 
as a physical platform for constructing a quantum computer [7]. 
 In the subsequent decade of 1990s, David Deutsch and Richard Jozsa proposed a 
deterministic quantum algorithm that can efficiently solve a specific computational problem that 
no deterministic classical algorithm can solve efficiently [8], proving the capability for a quantum 
computer to surpass classical computer. In 1994 came Peter Shor’s quantum algorithm [9] for 
prime factorization of integers, providing the potential to break RSA-encrypted communications 
[10]. This important application for quantum computing brought about a burst of interest in 
constructing physical realizations of quantum computers.  
 The first quantum logic gate, proposed by Ignacio Cirac, and Peter Zoller, was realized by 
Christopher Monroe and David Wineland in 1995 via trapped ions [11][12]. Since then, physical 
realizations of quantum computing have expanded enormously. In 1997, quantum logic gates 
based on bulk nuclear spin magnetic resonance (NMR) were reported by David Cory, Amr Fahmy 
and Timothy Havel [13], and independently by Neil Gershenfeld and Isaac L. Chuang [14], 
although it was later realized that this approach was not feasible because it required exponentially 
many preparation steps. In the same year, Alexei Kitaev proposed topological quantum 
computation to mitigate decoherence [15]. In the following year, Grover's algorithm was executed 
on an NMR quantum computer [16] and Bruce Kane proposed a quantum computer based on 
nuclear spins in silicon [17]. In 1999, Yasunobu Nakamura, Yuri Pashkin and Jaw-Shen Tsai 
demonstrated the first working superconducting quantum bit, or qubit, based on the Cooper Pair 
Box [18]. In 2001, Emanuel Knill, Raymond Laflamme and Gerard Milburn invented linear optical 
quantum computing [19].  
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Technical progress in quantum computing has persisted at rapid pace for the last two 
decades, during which the trapped ion, NMR, quantum dot, superconducting, and linear optical 
qubits further evolved into subspecies, high fidelity control [20]-[25] with quantum error 
correction [26]-[29] was achieved, and the scale of the quantum processors expanded to ~ 50 qubits 
[30]. An exhaustive listing of achievements is beyond the scope of this thesis, but we note that 
2016 opened a new page in quantum computing with IBM releasing an online interface to their 
superconducting quantum processors [31], providing the general public access to a programmable 
quantum computer. 
Early in the 1990s, a list of minimal ingredients for an efficient quantum computer was put 
forth by David P. DiVincenzo [32]: (1) A scalable physical system with well-characterized qubits; 
(2) ability to initialize the state of the qubits to a simple fiducial state; (3) qubit coherence times 
that are much longer than gate operation times; (4) a universal set of quantum gates; and (5) a 
reliable technique to measure the state of the qubits with high fidelity. Figure 1. 1 shows an 
illustration for the hierarchy of the criteria in order of technical complexity. The work presented 
in the rest of the dissertation is focused on the second step in this hierarchy – understanding and 
extending the superconducting qubit relaxation time 𝑇". 
 
Figure 1. 1   Illustration for the hierarchy of the David P. DiVincenzo criteria in order of technical 
complexity. Each progress in the steps requires loose mastery of the previous step. 
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1.2. Increasing Qubit Lifetime 
 The word qubit [33] for a quantum bit was first coined by Benjamin Schumacher. A qubit 
is a physical system that is the quantum analog of a classical binary bit, in which information is 
stored in the quantum state of the system. The coherence time of a qubit measures the lifetime of 
the logic state and is a metric within which the logic gate operations need to be completed. 
Decoherence has two contributions: energy relaxation and dephasing. Ultimately, decoherence is 
a result of entanglement between the qubit and its environment, where information contained in 
the qubit is lost to the environment. The environment, in this case, could be control or measurement 
lines, radiation out to free space, and coupling to atomic-scale systems. Since absolute physical 
isolation from the environment is infeasible, mitigation of these effect is sought after. 
 My dissertation is concerned with superconducting qubits, a leading candidate in 
demonstrating quantum supremacy/advantage [34]-[36] over conventional supercomputers. 
Superconducting qubits [18][37], due to their construction from circuit elements, have evolved 
into a variety of subspecies. Figure 1. 2 shows how the relaxation time 𝑇" and coherence time 𝑇: 
have grown over the years [18][38]-[60]. Significant prolongation of the coherence times has been 
achieved via three major strategies: (1) physical improvement of the qubits and other hardware 
[39]-[56][61][62], (2) implementation of error correction protocols [26]-[29][63], and (3) bosonic 
encoding [28][57]-[60].  
My work pertains to understanding the relaxation time 𝑇"  due to non-equilibrium 
quasiparticles. The studies I conducted were on a 3D aluminum transmon [46][64] and a titanium 
nitride (TiN) superconducting coplanar waveguide (CPW) resonator [65][66]. Measurements on 
both of these devices showed a decrease in the loss (i.e. increase in 𝑇" or 𝑄$) when the temperature 
of the device was increased from 20	mK to about one-tenth of the critical temperature of the 
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superconductors. I argue that this behavior is due to inhomogeneities in the superconducting gap 
[67] leading to non-equilibrium quasiparticles being trapped in the low gap region in a location 
that presents the device with extra loss. By increasing the temperature, the quasiparticle density in 
this region decreases and hence reducing the loss. Based on this mechanism, I create a model to 
explain and extract key parameters from the measured data. This new understanding opens up 
possible improvements in transmon 𝑇" to 200	µs and beyond [62]. 
 
 
Figure 1. 2   Plot of coherence times attained in superconducting qubits versus year [18][38]-[60], adapted 





1.3. Overview of the Dissertation  
The underlying theory and theoretical models are discussed in the next 4 chapters of the 
dissertation. Chapter 2 opens with a review of the various energy dissipation mechanisms in 
superconducting thin films. In Chapter 3 and 4, I provide an introduction to the transmons and 
superconducting coplanar waveguide (CPW) resonators, respectively. The key focus of the 
dissertation – the redistribution of non-quasiparticles in superconducting thin-film devices with 
energy gap inhomogeneity is explained in Chapter 5, where the manifestations of the phenomenon 
in transmon and coplanar resonator are explained and derived. 
The experimental aspects are presented in the rest of the dissertation. The device 
fabrication, experimental setup and characterization can be found in Chapter 6, 7 and 8, 
respectively. Chapter 9 and 10 proceeds by presenting the experimental results and discussions for 
the Al 3D transmon qubit and the TiN superconducting coplanar waveguide (CPW) resonator. 























 CHAPTER  2 
 
Microwave Dissipation Mechanisms in Superconducting Thin Films 
 
Superconductivity was discovered in 1911 by Heike Kamerlingh Onnes in mercury [68]. This was 
just 3 years after he succeeded in liquefying helium [69], which provided his lab the ability to cool 
to temperatures of a few Kelvins. The key features of superconductivity are the abrupt vanishing 
of DC electrical resistance and the expulsion of magnetic flux below the characteristic critical 
temperature 𝑇%  of the material at atmospheric pressure. In the subsequent decades, similar 
transitions were observed in many other elements and compounds. The 𝑇% and year of discovery 
of some well-known superconductors are summarized in Figure 2. 1. 
 
Figure 2. 1   Semi-log plot of superconducting transition temperature 𝑇% of some elements and compounds 
discovered over the decades [68]-[85]. 
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It was first argued by Herbert Frohlich in 1950 and further described by Leon Cooper in 
1956, that the carriers of supercurrent are electron pairs. Leon Cooper later developed a 
microscopic theory of the pairing in 1956, where the Cooper pairs are formed due to electron-
phonon interaction. The Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity was 
published in 1957 [86], which depicts the many-body wave function of the condensate as a linear 
combination of single-electron states with correlation among electrons of opposite momenta and 
spin. The correlation persists over a coherence length  
𝜉6 = ℏ𝑣/𝜋∆6	, （2. 1） 
where 𝑣  is the Fermi velocity and ∆6= ∆(𝑇 = 0)  is the energy gained per electron due to 
formation of Cooper pair at zero temperature. The condensation energy is given by the difference 
between the superconducting energy 𝑈(0) and normal state energy 𝑈v(0). 
𝑈(0) − 𝑈v(0) = −
"
:
𝑁6∆:(0) , （2. 2） 
where 𝑁6 = 3𝑛[/4𝜀 is the single-spin density of electron states in the normal state at the Fermi 
level, 𝑛[ is the density of conduction electrons, and	𝜀 is the Fermi energy. A handy BCS relation 




≈ 1.764𝑘𝑇% , （2. 3） 
where 𝜔  is the Debye frequency and 𝑈6  is the interaction energy between electrons. For 

























								, for	𝑇 ≪ 𝑇%
	. （2. 4） 
In type I superconductors [87], typically found in clean pure metals, presence of a 
sufficiently strong magnetic field 𝐻%  destroys superconductivity and returns a material to its 
normal state. This critical magnetic field depends on the temperature as [89] 
𝐻%(𝑇) ≅ 𝐻%(0) ¯1 −
𝑇:
𝑇%:
°	. （2. 5） 
Below the critical value, magnetic field decays exponentially from the surface to the interior of the 
superconductor. The distance from the surface where the magnetic field decays to 𝑒9" of its value 
defines the London penetration depth 𝜆± [90]. In the local limit where 𝜉6 ≪ 𝜆±, the penetration 












∆(Y) ) , （2. 6） 
where 𝜆±6 ≡ 𝜆±(0) = º𝑚W/𝜇6𝑛𝑞:  , 𝑛  is the density of Cooper pairs, 𝑚W  is the mass of a 






















¨©Y + 1								, for	𝑇/𝑇% < 0.5			
	. （2. 7） 
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2.1. Quasiparticle Loss 
When a superconductor absorbs a phonon or photon with energy > 2∆, a Copper pair 
breaks into two single-particle excitations (see Figure 2. 2). These excitations are called 
quasiparticles. Quasiparticles moving in a superconductor behave much like electrons in a normal 
metal and give rise to dissipation at high frequencies. Two quasiparticles can recombine into a 
Cooper pair, emitting a phonon with energy ~2∆. When the quasiparticle creation rate balances 
with the recombination rate, an equilibrium quasiparticle density is achieved. 
 
 
Figure 2. 2   Illustration of a Cooper pair as two electrons e9" exchange a phonon γ. When a pair absorbs 
a phonon or photon with energy > 2∆, the pair breaks into two quasiparticles. 
 
2.1.1. Thermal Quasiparticles 
The equilibrium thermal quasiparticle density [87] can be calculated from 
𝑛rsWX = Â 𝑑𝐸	𝐷(𝐸)𝑓(𝐸)
»
9»
	, （2. 8） 





		 , for|𝐸| > ∆
0																										, for|𝐸| ≤ ∆
		. （2. 9） 
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 Adopting the semiconductor model of a superconductor and setting the chemical potential 
to 𝜇 = 0, which is equivalent to assuming that the energy 𝐸 of the quasiparticles is measured from 
the Fermi energy that lies midway between the valence band and conduction band (as illustrated 
in Figure 2. 3,（2. 8）can be evaluated as 

















where a Taylor series expansion has been applied to C1 + 𝑒¹/¨©YF9". In the limit 𝐸~∆≫ 𝑘𝑇 
where my devices were studied, one finds 







= 4𝑁6𝑘𝑇𝑒9∆/¨©Y	 Â 𝑑𝑦	
(𝑦 + ∆/𝑘𝑇)𝑒9Í






















































√πÐ  （2.00） 
	= 2º2𝜋𝑘𝑇∆𝑁6𝑒9∆/¨©Y	.																																																																																	 (2.11(c)) 
We note that (2.11(c)) is commonly used, but (2.11(b)) is a much better approximation. 
 
 
Figure 2. 3   Semiconductor model of a superconductor with 𝜇 = 0, which is equivalent to assuming that 
the energy 𝐸 of the quasiparticles is measured from the Fermi energy, which lies midway 
between the valence band and conduction band. Purple represent occupied states and blue 
represent unoccupied state. 
 
2.1.2. Non-equilibrium Quasiparticles 
Figure 2. 4 shows a log plot of the expected density of thermal quasiparticles in aluminum 
versus temperature using ∆6= 1.67 × 109¡ eV, and 𝑁6 = 4.53 × 10¡Ô	eV	µm9Ñ [92]. At typical 
cryogenic temperatures of 20 mK, we would expect 𝑛rsWX~7 × 109ÑÔ	µm9Ñ , which is an 
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exceedingly small density (for reference the volume of Earth’s moon is ~2 × 10ÑÔ	µmÑ) and 
approximately 10ÑÔ times smaller than typical observed densities [93]-[100]. The observed excess 
density, which are referred to as the non-equilibrium quasiparticle density 𝑛v[WX, could arise from 
infrared radiation from stages of the dilution refrigerator that are at higher temperatures [101], 
photons traveling through the transmission lines [102], stray cosmic radiation [103], or background 
radioactivity [103]. In the steady state, the rate of excess quasiparticle production will be balanced 
by recombination and trapping (e.g. from vortices) so that the quasiparticles reach a constant 
average density 𝑛v[WX. If trapping dominates over recombination, the total quasiparticle density 
obeys 𝑛WX = 𝑛v[WX + 𝑛rsWX . 
 
 
Figure 2. 4   Log plot of the expected density of thermal quasiparticles in aluminum versus 





2.1.2.1. Effective Chemical Potential Representation 
 In 1972, C.S. Owen and D.J. Scalapino introduced a model for the non-equilibrium 
quasiparticles that uses an effective chemical potential 𝜇∗ [104] in the Fermi distribution, such that  
𝑓(𝐸, 𝑇) → 𝑓(𝐸 − 𝜇∗, 𝑇)	. （2.12） 
With this approach, the total quasiparticle density can still be obtained from 






where 𝜖 = √𝐸: + ∆:  and 𝛽 = (𝑘𝑇)9". 
In the limit of low temperature (𝑇 ≲ "
"6
𝑇%), the non-equilibrium quasiparticle density can 
be approximated as 













































From this relation, the effective chemical potential can be calculated as 
𝜇∗ ≃ 𝑘𝑇𝑙𝑛 ¯
𝑛v[WX
2𝑁6º2𝜋𝑘𝑇∆
° + ∆		. （2.15） 
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Figure 2. 5 shows a plot of the effective chemical potential for a constant non-equilibrium 
quasiparticle density of 𝑛v[WX = 7 × 109ÑÔ	µm9Ñ(purple),	1	cm9Ñ  (blue),	1	µm9Ñ  (orange), 
	109"	to	10:	µm9Ñ (red region) corresponding to the plot in Figure 2. 4. This effective chemical 
potential model is one way to account for a non-equilibrium quasiparticle density and has been 
applied to Cooper pair box [105] as well as superconducting coplanar resonators [106]. 
 
 
Figure 2. 5   Plot of effective chemical potential for non-equilibrium densities of 𝑛v[WX =
7 × 109ÑÔ	µm9Ñ(purple),	1	cm9Ñ (blue),	1	µm9Ñ (orange), and the 
range	109"	to	10:	µm9Ñ (red region), corresponding to the plot in Figure 2. 4. 
 
2.1.2.2. Effective Temperature Representation 
 In 1975, W. H. Parker proposed an alternative representation for describing non-
equilibrium effects in the quasiparticle distribution via an elevated effective temperature 𝑇∗ [107] 
such that 
𝑓(𝐸, 𝑇) → 𝑓(𝐸, 𝑇∗)	, （2.16） 
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In my system, excess energy from non-equilibrium quasiparticles leaves the system by 
phonons. The Parker model can be used to describe non-equilibrium quasiparticles generated from 
high-energy phonons (𝐸 > 2∆) by considering the Rothwarf and Taylor rate equations [108] given 
by 
𝑑𝑛WX
𝑑𝑡 = 𝐼6 +
2𝑛
𝜏











where 𝐼6 is the volume rate of creation of quasiparticles by an external mechanism, 𝜏9"is the mean 
rate at which a phonon creates quasiparticles, R is a recombination coefficient, 𝜏å9" is the rate at 
which phonons of energy > 2∆ disappear by processes other than quasiparticle creation, 𝑛 is the 
density of phonons with energy > 2∆, and 𝑛Y is the thermal equilibrium density of phonons with 
energy > 2∆. 
 For non-equilibrium quasiparticles created by optical illumination, incorporating 𝑇∗ into 






	è𝑛WX: − 1é	, （2.20） 
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where 𝑃 is the power absorbed from optical illumination, V is the volume of the superconductor, 
𝐸q(𝑛WX, 𝑇∗) is mean energy of quasiparticles given by 













and 𝐹C𝑛WX, 𝑇∗F = (1 + 𝑅(𝑇∗))9" is the fraction of the absorbed energy that is shared among the 
non-equilibrium quasiparticles. 
 
2.1.3. Gorter-Casimir Two-Fluid Model 
For temperatures below 𝑇% , a superconductor contains a mixture of Cooper pairs and 
quasiparticles. The Gorter-Casimir two-fluid model from 1933 [109] considers a superconductor 
as a superconducting inductive channel in parallel to a normal resistive channel associated with 
quasiparticles; analogous to an electric circuit with an inductor connected in parallel to a resistor. 
In the DC limit, the inductive channel shorts out the resistive channel and results in zero resistance. 
In the AC case, charge carriers flow in the parallel channels, and for sinusoidal field 𝐸L⃗ (𝑡) =
𝐸6LLLL⃗ 𝑒_r and current 𝐽(𝑡) = 𝐽6LLL⃗ 𝑒_r, the complex conductivity 𝜎 is defined by 
𝐽 ≡ 𝜎(𝜔)𝐸L⃗ 	. （2.22） 
If there was no normal channel one finds 𝜎(𝜔) = 𝑞:𝑛%\𝑖𝜔𝑚%, where 𝑞, 𝑛%, and 𝑚% are the charge, 
density and mass of the charge carriers (Cooper pairs).  
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Adopting the empirical approximation for the density of charge carrier in the 










, gives the 





















where 𝑒 and 𝑚[ are the charge and mass of an electron, 𝜏v ≪ 1/𝜔 for my experiments, and  𝜏 →
∞ are the relaxation time of the normal and “superconducting electrons” respectively. 
 
2.1.4. Mattis-Bardeen Complex Conductivity 
 In 1958, D. C. Mattis and J. Bardeen [110], and independently A. A. Abrikosov, L. P. 
Gor’kov and I. M. Khalatnikov [111], reported theories of the surface impedance for 
superconductors based on the BCS theory. Mattis-Bardeen theory describes the non-local relation 














𝐼(𝜔, 𝑅, 𝑇) = −𝑖𝜋 ∫ 𝑑𝐸∆∆9ℏ 	C1 − 2𝑓(𝐸 + ℏ𝜔)F(𝑔(𝐸) cos 𝛼∆: − 𝑖 sin 𝛼∆:)𝑒
_÷∆t  
																									−𝑖𝜋 ∫ 𝑑𝐸»∆ 	C1 − 2𝑓(𝐸 + ℏ𝜔)F(𝑔(𝐸) cos 𝛼∆: − 𝑖 sin 𝛼∆:)𝑒
_÷∆t  




√𝐸: − ∆:			, |𝐸| < ∆	
𝑖√∆: − 𝐸:	, |𝐸| < ∆
, ∆:= º(𝐸: + ℏ𝜔): − ∆:, 𝑔(𝐸) =
¹´ù∆´ùℏ¹
∆t∆´
 , 𝛼 = ò
ℏú{
 , 𝑅L⃗ =
𝑟′ − 𝑟, and 𝑙 is the mean free path. The factor 𝑒9ò/ó accounts for the effect of scattering by random 
scattering centers. 
In the extreme anomalous limit where the penetration depth 𝜆± is small relative to 𝜉6, an 
approximation 𝛼~0 can be made. The ratio of the superconducting complex conductivity 𝜎 =















ℏ ∫ 𝑑𝐸	C1 − 2𝑓(𝐸 + ℏ𝜔)F𝑔(𝐸)
9∆







[1 − 2𝑓(𝐸 + ℏ𝜔)](𝐸: + ∆: + ℏ𝜔𝐸)




The second term in（2.27）vanishes except for ℏ𝜔 > 2∆, in which case the lower integration 
limit is −∆ instead of ∆ − ℏ𝜔.  
In the extreme anomalous limit, an effective penetration depth can be obtained with [110] 
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𝜆[zz = Re	 þ
√3
2 𝐾»C𝜉6, 𝑙Bz, 𝑇F
9"Ñ!, （2.29） 
where 𝑙Bz is the mean free path, and 𝐾» is the asymptote of the one-dimensional Mattis-Bardeen 
kernel in Fourier space. 
 
2.1.4.1. Simplifications from Adopting Parker’s 𝑻∗ Model 
If I take ℏ𝜔 < 2∆  and adopt the effective temperature 𝑇∗  representation of non-
equilibrium quasiparticles (see Section 2.1.2.2), the Mattis-Bardeen conductivity 𝜎	 = 𝜎" + 𝑖𝜎: 






[𝑓(𝐸, ∆, 𝑇∗) − 𝑓(𝐸 + ℏ𝜔, ∆, 𝑇∗)](𝐸: + ∆: + ℏ𝜔𝐸)










[1 − 2𝑓(𝐸 + ℏ𝜔, ∆, 𝑇∗)](𝐸: + ∆: + ℏ𝜔𝐸)





For ℏ𝜔 ≪ ∆, 𝑘𝑇 ≪ ∆ , 𝑒9¹/¨©Y













ℏ𝜔 [1 − 2𝑒
9∆/¨©Y∗𝑒9$𝐼6(𝜉)	]	, （2.33） 
where 𝜉 = ℏ𝜔/2𝑘𝑇∗.  
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The quasiparticle distribution in Parker’s model, as expressed in（2.16）predicts a density 
of quasiparticles that decreases approximately exponentially as temperature decreases until 𝑇 <
𝑇∗ , at which point the density of quasiparticles approaches a constant value given by 𝑛WX ≃
2𝑁6º2𝜋𝑘𝑇∗∆	𝑒9∆	/¨©Y


















The surface impedance 𝑍 for thin film with thickness t < 𝜆[zz can be written as 
















= 𝜎"𝑡|𝑍|: + 𝑖𝜎:𝑡|𝑍|:	,						  
where 𝑧 is parallel to the surface normal, and 𝐸Ë(0) is the electric field in the direction of the 





and the surface resistance is given by  




2.1.5. Realistic Quasiparticle Distribution Under Drive 
 In the previous discussion, both the effective chemical potential and the effective 
temperature representations of non-equilibrium quasiparticles assume a smooth Fermi-like 
distribution 𝑓(𝐸, 𝑇). A more rigorous examination into the situation finds that this is not true in 
general. Nevertheless, both effective 𝜇 and 𝑇∗ representations are good approximations of 𝑓(𝐸, 𝑇) 
for low energy quasiparticles. Taking into consideration the absorption of photons at frequency 𝑣X 
by the quasiparticles produces spikes in the distribution 𝑓(𝐸, 𝑇) corresponding to the photon 
energy ℎ𝑣X  and subsequent phonons emitted from scattering of non-equilibrium quasiparticles 
with energies > 3∆ are expected. In 2012, D. J. Goldie and S. Withington [112] described the 
dynamics of the coupled quasiparticle and phonon system with the following rate equations: 
𝑑𝑓(𝐸)























































× {[1 − 𝑓(𝐸)][1 − 𝑓(Ω− 𝐸)]𝑛(Ω) − 𝑓(𝐸)𝑓(Ω− 𝐸)[𝑛(Ω) + 1]}	. 
（2.40） 
Here 𝜏6 and 𝜏6
< are the characteristic quasiparticle and phonon lifetimes [113], respectively. 𝜏ó is 
the energy-independent lifetime of the emitted phonons. 𝜌(𝐸, ∆) = 𝐸/√𝐸: − ∆: is the normalized 
quasiparticle density of states. 𝑛(Ω) is the Bose distribution of the phonons at energy Ω and 
𝑛(Ω, 𝑇1)  is 𝑛(Ω)  evaluated at the bath temperature 𝑇1 . The term 𝐼WXC𝐸, 𝑣XF  accounts for an 
external source of photons at energy 𝐸 that generates quasiparticles. The energy gap ∆, shifted 
from the equilibrium value due to the presence of non-equilibrium quasiparticles, can be 













𝑑𝑡 = 0	. 
（2.42） 
 G.M. Eliashberg showed in 1972 [114] that for sub-gap photons, i.e. ℎ𝑣X < 2∆, 𝐼WXC𝐸, 𝑣XF 
takes the form  
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𝐼WXC𝐸, 𝑣XF = 2𝐵 ø𝜌C𝐸 + ℎ𝑣X, ∆F¯1 +
∆:
𝐸C𝐸 + ℎ𝑣XF
° è𝑓C𝐸 + ℎ𝑣XF − 𝑓(𝐸)é
− 𝜌C𝐸 − ℎ𝑣X, ∆F ¯1 +
∆:
𝐸C𝐸 − ℎ𝑣XF
° è𝑓(𝐸) − 𝑓C𝐸 − ℎ𝑣XFé4		, 
（2.43） 
where 𝐵  is a rate coefficient that needs to be determined. For uniform absorption, the power 
absorbed per unit volume of material can be calculated as [112] 




𝐵 can be obtained numerically by writing 𝐼WXC𝐸, 𝑣XF = 𝐵𝐾WXC𝐸, 𝑣XF and solving 
𝛿𝑃 ≡ 4𝑁6𝐵Â 𝑑𝐸	𝐾WXC𝐸, 𝑣XF𝐸𝜌(𝐸, ∆)
»
∆
− 𝑃51 = 0. （2.45） 
 The power transfer from quasiparticles to phonons (see Figure 2. 6) per unit volume of the 
film is  




















where 𝐷(𝜔) = 3Ω:/ΩÑ  is the Debye density of states for Debye energy Ω7 , and 𝑁_6v  is the 
density of ions per phonon dissipation channel branch. A corresponding error term can be defined 







Figure 2. 6   Illustration of power transfer between quasiparticles, phonons and bath. Adapted from ref.[186]. 
 
Figure 2. 7     Example of quasiparticle distribution numerically solved from（2.39）and（2.40) for 
ℎ𝑣X~2.5∆, ∆~215µeV (blue). For comparison,	𝑓(𝐸, 𝑇) is plotted for 𝑇~226mK (purple). 
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2.1.6. Quasiparticle Recombination 
 Solving（2.39）and（2.40）for the steady state with 𝑑𝑛/𝑑𝑡 = 0 and 𝑑𝑓/𝑑𝑡 = 0 gives 
steady state values about which the instantaneous densities fluctuate. Time fluctuations in the 
number of quasiparticle excitations introduces a possible source of noise in superconducting 
devices. The origin of the fluctuations could come from a combination of noises in quasiparticle 
generation, trapping and recombination, among which fluctuations in recombination and trapping 
should show a distinctive dependence on 𝑛WX. 
 
2.1.6.1. Recombination Mechanism 
Whether quasiparticle recombination or trapping dominates depends on the density of 
quasiparticles compared with the density of trapping sites. In 1976, S. B. Kaplan et al. obtained 
the expected lifetimes of quasiparticles for near equilibrium conditions [113] by using the 
Eliashberg formulation [114]. The recombination rate 𝜏J(𝜀) for a quasiparticle with energy 𝜀 can 







∫ 𝑑𝐸	(𝐸 + 𝜀):𝑅𝑒 Ï ¹√¹´ù∆´Ð Ï1 +
∆´
:¹
Ð (𝑛(𝐸 + 𝜀) + 1)𝑓(𝐸)»∆ 	,  （2.50） 
where 𝑓(𝜀)  is the Fermi distribution, 	𝑛(𝐸 + 𝜀)  is the Bose-Einstein distribution, and 𝜏6  is a 
characteristic recombination time associated with the specific metal under consideration. 



















Since the empirically observed non-equilibrium quasiparticle density at millikelvin temperatures 
generally exceeds the thermal density,（2.51）will not be valid. Instead, consider a single 
quasiparticle moving with speed 𝑣WX  in a superconductor with quasiparticle density 𝑛WX  and 
suppose each quasiparticle has an associated interaction cross-section 𝜎_vr = 𝜋𝑟_vr:  of radius 𝑟_vr 
measured from its location such that quasiparticles with overlapped cross-sections will recombine. 
In time 𝑑𝑡 , it will sweep out an interaction volume of 𝜋(2𝑟_vr):𝑣WX𝑑𝑡  containing 




:𝑣WX𝑑𝑡 = −4𝜋𝑛WX: 𝑟_vr: 𝑣WX𝑑𝑡	. （2.52） 
It follows that 
𝑑𝑛WX
𝑑𝑡 = −4𝜋𝑛WX




where 𝜏J = C4𝜋𝑟_vr: 𝑣WX𝑛WXF
9"  is an effective recombination time constant with an inverse 
proportionality to 𝑛WX analogous to the result of（2.51）in the thermal limit [113]. 
 In 2011, R. Barends et al. [101] incorporated non-equilibrium quasiparticles into the 








: 	, （2.54） 
where 𝑉 is the volume of the superconductor, 𝑃 is the absorbed power of photons with energy 
ℏ𝜔 > 2∆, 𝐺 is the thermal generation term due to pair breaking by phonons, 𝑅 is the material 
specific recombination constant, and trapping has been ignored. For example, Aluminum, with a 
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gap frequency of ~ 88 GHz, can absorb 96% of the power from a black body at 4.2 K. Solving 
（2.54）in steady state with 𝐺 = 0 gives 𝑛v[WX ∝ º𝑃/∆	. 
 
2.1.6.2. Recombination Noise 
 In 2003, C. M. Wilson and D. F. Prober [115] described quasiparticle fluctuations due to 
generation and recombination using the master equation  
𝜕𝑃(𝑁, 𝑡|𝑘, 0)
𝜕𝑡 = −C𝑔
(𝑁) + 𝑟(𝑁)F ∙ 𝑃(𝑁, 𝑡|𝑘, 0) + 𝑔(𝑁 − 𝛿𝑁)
∙ 𝑃(𝑁 − 𝛿𝑁, 𝑡|𝑘, 0) + 𝑟(𝑁 + 𝛿𝑁) ∙ 𝑃(𝑁 + 𝛿𝑁, 𝑡|𝑘, 0). 
（2.55） 
𝑃(𝑁, 𝑡|𝑘, 0)  is the conditional probability of 𝑁  quasiparticles present at time 𝑡  given that 𝑘 
quasiparticles were present at 𝑡 = 0. 𝑔(𝑁)𝑑𝑡 and 𝑟(𝑁)𝑑𝑡 are the probability of a generation or 
recombination event occurring in the time interval 𝑑𝑡  when 𝑁  quasiparticles are present, 
respectively. 𝛿𝑁 is the change in quasiparticles number, which equals to 2 for one recombination 
event. In steady state,（2.55）gives the expectation value 
〈𝑔(𝑁)〉 = 〈𝑟(𝑁)〉	. （2.56） 










where 〈∆𝑁:〉 = 〈(𝑁 − 𝑁6):〉  is the variance of 𝑁 . Assuming generation and recombination 
balance in equilibrium gives 𝑔(𝑁6) ≃ 𝑟(𝑁6). On the other hand, multiplying the steady state 
master equation by 𝑁: and sum over all N gives [115] 
〈𝑁 +
𝛿𝑁
2   ∙ 𝑔
(𝑁)〉 = 〈𝑁 −
𝛿𝑁
2   ∙ 𝑟
(𝑁)〉	. （2.58） 
Taylor expansion of（2.58）around 𝑁6 to second order and comparing with（2.56）gives 
〈∆𝑁:〉 = 𝛿𝑁
𝑟(𝑁6)
𝑟′(𝑁6) + 𝑔′(𝑁6)	. 
（2.59） 
 The autocorrelation function [116] between time 𝑡 = 0 to 𝑡ó5E is defined as 
Φ(𝑡') ≡ 〈𝑁(0)𝑁C𝑡ó5EF〉 =ÇÇ𝑘 ∙ 𝑗 ∙ 𝑃C𝑘, 0 ∩ 𝑗, 𝑡ó5EF
D¨
	, （2.60） 
where 𝑃C𝑘, 0 ∩ 𝑗, 𝑡ó5EF  is the joint probability of k quasiparticles present at 𝑡 = 0  and j 
quasiparticles at 𝑡 = 𝑡ó5E. Evaluating the sum over 𝑗 yields 
Φ(𝑡') ≡ Ç𝑘 ∙ 𝑃(𝑘, 0)
¨
Ç 𝑗 ∙ 𝑃C𝑗, 𝑡ó5E|𝑘, 0F
D
=Ç𝑘 ∙ 〈𝑁〉¨ ∙ 𝑃(𝑘, 0)
¨
	, （2.61） 
where 〈𝑁〉¨ is the expectation value of N given that k quasiparticles were present at 𝑡 = 0. From 
the master equation it can be shown that [115] 
𝑑〈𝑁〉¨
𝑑𝑡ó5E
















𝑟E(𝑁6) − 𝑔E(𝑁6)	,		 
（2.64） 
where 𝜏[zz is an effective relaxation time constant. Inserting the solution of 〈∆𝑁〉¨9{ into the 
autocorrection function and take the Fourier transform gives the power spectrum of quasiparticle 





In the limit 𝜏[zz = 𝜏J  where quasiparticle recombination is dominant, comparing 






    ;    𝑟C𝑛WXF =
ò
:
𝑛WX:  , （2.66） 
  
〈∆𝑁:〉 = 𝑁6	.  （2.67） 
Note that（2.67）is just what one expects from Poisson statistics, and the same result would be 











2.2. Trapping and Loss from Vortex Motion 
For quasiparticle limited systems, trapping of quasiparticles due to pinned vortices should 
also be considered. Thin films of type I superconductors such as aluminum commonly exhibit type 
II behavior [117], because the coherence length tends to be reduced by scattering from impurities 
on the film surface. For a type II superconductor, Abrikosov vortices [118] of trapped flux form 
when cooling through the superconducting phase transition in the presence of a strong enough 
magnetic field 𝐵. These vortices can be pinned in the film and be present for temperatures far 
below 𝑇%. 
Each magnetic vortex carries a single flux quantum Φ6 = ℎ/2𝑒. The superconducting 
order parameter reduces to zero in the vortex core over a length scale of 𝜉6, while the magnetic 
flux extends beyond the core over a length scale of 𝜆±. Works from Stan et al. in 2004 gave a very 




(𝐵 − 𝐵B)											, for	𝐵 > 𝐵B （2.69） 
in a strip of superconducting thin film with width W and area A, where 𝐵B~Φ6/𝑊: is the critical 
cooldown field beyond which vortices start to be trapped in the film. 
 
2.2.1. Gittleman and Rosenblum (GR) Model 
 Vortices can move in a superconductor when acted upon by a Lorentz force from currents, 
causing dissipation. When the Lorentz force is balanced by viscous drag, vortices experience free-
flux-flow (FFF), giving rise to the flux flow resistivity 
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where 𝜂 is the vortex viscosity, and 𝑛ú is the areal density of vortices. 
 Defects, thickness variation and local inhomogeneity could induce the strong vortex 
pinning [119][120] in a thin film. Driving an AC current through the film causes a pinned vortex 
to oscillate in its pinning potential 𝑈 approximated by ∇𝑈(?⃗?) ≃ 𝑘X?⃗?/𝑖𝜔 with (de)pinning angular 
frequency 𝜔X = 𝑘X/𝜂, where 𝑘X is the pinning constant, ?⃗? is the velocity of vortex motion and 
?⃗?/𝑖𝜔  is the vortex displacement. Without considering thermal and Hall effects, Jonathan I. 
Gittleman and Bruce Rosenblum wrote the vortex motion resistivity as [121]  








This reduces to the free-flux-flow resistivity 𝜌zzz in the high frequency limit 𝜔 ≫ 𝜔X. 
 
2.2.2. Coffey-Clem (CC) Model 
 Mark W. Coffey and John R. Clem incorporated thermal effects in the vortex motion. 
Assuming a uniform periodic pinning potential 𝑈 with height 𝑈6, they obtained a vortex resistivity 
[122][123] 










where 𝜖% = CI6(𝑢/2)F





	 , and 𝑢 = {
¨©Y
 is the 
normalized energy barrier height. I6 and I" are the modified Bessel function of the first kind with 
order 0 and 1 respectively. Near 𝑇% , 𝜖% → 1  and the effect of pinning is washed out, giving 
𝜌úB,HH → 𝜌zzz.  
 
2.2.3. A Universal Expression 
 The GR model and the CC model, along with the Brandt model [124] and the two-mode 
approach [125][126], which were not discussed here, can all be casted into a common analytical 
form [127] 






where 𝜏[zz is an effective time constant associated with the vortex oscillation, and 𝜖%,[zz measures 
the relative strength of the thermal creep. As a side note, the Hall effect can also be incorporated 
into 𝜌úB [128]. 
 
2.3. Two Level System Loss 
A two-level system (TLS) model of defects in amorphous solids was introduced 
independently in 1972 by William A. Phillips [129] and P. W. Anderson [130]. The model 
describes the thermal, acoustic, and dielectric properties of amorphous solids with a broad 
spectrum of tunneling states, each treated as a quantum particle in double-well potential, with 
elastic and electric dipole moments that can be coupled to stress and electric fields. TLS are 
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abundant in amorphous dielectrics such as native aluminum oxide. They have often been identified 
as the main factor causing energy loss in superconducting devices, with the most deleterious TLS 
believed to be residing in metal-substrate and substrate-air interfaces [131]-[141]. 
In the position basis, the Hamiltonian of a tunneling TLS can be written as 
𝐻6 = ∆𝜎) + ∆6𝜎Ë	, （2.74） 
where ∆ is the asymmetry energy difference between the two sides of the double-well potential, 
∆6 is the tunneling energy term, and 𝜎Ë, 𝜎Í, and 𝜎) are the Pauli matrices. This gives eigenenergies 
±𝜀/2 , where 𝜀 = º∆: + ∆6: corresponds to eigenstates 
𝜓" = 𝜙"cos𝜃 + 𝜙:sin𝜃	, （2.75） 
  
𝜓: = 𝜙"sin𝜃 − 𝜙:cos𝜃	, （2.76） 
with tan2𝜃 = ∆{
∆
. For a broad distribution 𝑃(∆, ∆6) of tunneling states, the TLS density of states 





where ∆ takes a uniform distribution and ∆6 takes a log uniform distribution.  
 When subjected to an external electric field 𝐸L⃗ , the perturbation in ∆ is the dominant effect, 
while the changes in ∆6 are usually neglected. The Hamiltonian of the system with an applied 
electric field is given by  
𝐻Y±b = 𝐻6 + 𝐻_vr[ 	. （2.78） 
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LLLL⃗ ∙ 𝐸L⃗ ≡ 
1
2𝜎)𝑑
ELLL⃗ + 𝜎Ë𝑑  ∙ 𝐸L⃗ 	, （2.79） 
where 𝑑′LLL⃗ = 2 ∆
:
𝑑6LLLL⃗  is the permanent electric dipole moment and 𝑑 =
∆{
:
𝑑6LLLL⃗  is the transition electric 
dipole moment.  
Analogous to spins in a magnetic field [142], the Hamiltonian in（2.79）can be treated by 
introducing an electric susceptibility tensor 𝝌J[(𝜔)  for the resonance and 𝝌J[ó(𝜔)  for the 





𝜔: − 𝜔 + 𝑖𝑇:9"
+
1









𝑑ELLL⃗ 	𝑑ELLL⃗  （2.81） 
  
〈𝑑〉 = 𝝌J[(𝜔) ∙ 𝐸L⃗ 	 （2.82） 
  
〈𝑑′LLL⃗ 〉 = 𝝌J[ó(𝜔) ∙ 𝐸L⃗ 	, （2.83） 
where  
〈𝜎)






1 + (𝜔: − 𝜔):𝑇::








 and Ω = 2𝑑 ∙ ¹
L⃗
ℏ
 is the Rabi frequency. 𝑇"  and 𝑇:  are the longitudinal and transverse 
relaxation times respectively. 
At microwave frequencies and low temperatures, relaxation from（2.83）is typically 
negligible. The resonance（2.82）yields an isotropic dielectric function given by 
𝜖Y±b(𝜔) =U𝑑Δ𝑑Δ6𝑑𝑑W (?̂? ∙ 𝝌J[(𝜔) ∙ ?̂?)
𝑃
Δ6
≡ 𝜖′Y±b(𝜔) − 𝑖𝜖′′Y±b(𝜔)	. （2.86） 
 
2.3.1. Temperature Dependence – Weak Field 
In weak electric field and under the condition Ω:𝑇"𝑇: ≪ 1,（2.86）can be simplified 
[143] to  










𝜔: − 𝜔 + 𝑖𝑇:9"
+
1













where 𝜀B5Ë is the maximum energy splitting of TLS and Ψ is the complex digamma function.  
 The corresponding dielectric loss tangent is given by 







where 𝜖 is the intrinsic dielectric constant of the material, 𝛿Y±b6 =
§Fj{´
ÑØ
 is the TLS-induced loss 
tangent at zero temperature in weak field. It should be noted that only TLSs close to the resonance 
contribute significantly to 𝛿Y±b. 
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2.3.2. Power Dependence – Strong Field 
In a strong electric field, the power affects the dielectric response of two level systems. 
From [143] one finds 
𝜖Y±b(𝜔, 𝑇,Ω]) （2.89） 












Ð	,   





 is the modified Rabi frequency accounting for the orientation integral. 
 In the high power limit, the imaginary part of the TLS dielectric constant can be evaluated 
to [143] 















	,  （2.90） 




 is the critical saturation field of TLS. 
 The real part of the TLS dielectric constant can be approximated to [143] 
𝑅𝑒 Ø«³_(b)9Ø«³_(6)
Ø














	,  （2.91） 





2.4. Dielectric Loss and Participation Ratio 
On the macro scale, the microscopic phenomenon of TLS is manifested as the macroscopic 
property of dielectric dissipation of the material. The magnitude of this dissipation can be 
described by the ratio of imaginary part of the material’s intrinsic dielectric constant 𝜖 to the real 










When electromagnetic (EM) waves propagate in a superconducting structure deposited on a 









where 𝑃  is the participation ratio, defined as the fraction of EM energy stored in the volume of 
the 𝑘rs material with intrinsic quality factor 𝑄¨ and loss tangent	𝑡𝑎𝑛	𝛿¨. The 𝑃  and 𝑄¨ pertain to 













 CHAPTER  3 
 
The Architecture of Transmon 
 
Built upon the idea of a simple quantum harmonic LC-oscillator, superconducting qubits have 
evolved into one of the leading candidates towards achieving scalable quantum computing over 
the past decades.  
3.1. Quantum Harmonic LC-Oscillator 
A simple harmonic LC-oscillator circuit can be constructed by connecting an inductor with 
inductance 𝐿 across a capacitor with capacitance 𝐶, hence allowing oscillatory transfer of energy 








Here, the charge operator 𝑄l  and flux operator Φh  are canonically conjugate variables such that 
𝑄l = −𝑖ℏ ¸
¸m
       and       èΦh , 𝑄lé = −𝑖ℏ. （3. 2） 
Expressin（3. 1）in terms of the number of Cooper pairs 𝑛n = 𝑄l/2𝑒 and phase of superconducting 














 is the flux quantum. 



















𝑛n  （3. 5） 
where 𝑎n  and 𝑎no  are the annihilation and creation operators respectively, 𝜔6 = 1/√𝐿𝐶  is the 
angular resonance frequency. Rewriting the Hamiltonian in terms of 𝑎n and 𝑎no gives 
𝐻hijk = ℏ𝜔6 𝑎no𝑎n +
1





where 𝒩h = 𝑎no𝑎n is the number operator. The eigenstates of 𝒩h  are called Fock states [146]. The 
eigenstates of the 𝑎n and 𝑎no operators are superpositions of Fock states, and are known as coherent 
states [147]. Coherent states are important when dissipation is present and the system is driven by 
an external field. 
If nonlinearity is introduced into the LC-oscillator circuit, the system acts as an artificial 
atom with unequally spaced energy levels. This is essential for allowing manipulation of just two 
energy levels for use as a qubit. For superconducting qubits, nonlinearity is achieved by 
incorporating a Josephson junction [148][149], which acts like a nonlinear inductor in the circuit. 
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3.2. Josephson Junction 
Named after B. D. Josephson in 1962, the DC Josephson effect [148][149] is a quantum 
relation between the phase 𝜙 across a junction of weak link and the supercurrent 𝐼 through the 
link due to the tunneling of Cooper pairs: 
𝐼 = 𝐼% sin𝜙	, （3. 7） 
where 𝐼% is the critical current that can flow through the junction before inducing a voltage drop. 
The AC Josephson relation connects the rate at which the phase 𝜙 changes due to the voltage 







Applying a constant voltage 𝑉G across the junction induces an AC current  




with a well-defined frequency 𝑓G = 2𝑒𝑉G/ℎ. 
 
 
                  Figure 3. 1     S-I-S weak link junction made from a thin insulating layer (red) 




Consider an S-I-S weak link junction made from a thin insulating layer sandwiched 
between two superconducting electrodes (see Figure 3. 1). Taking the derivative of（3. 7）and 

















𝑑𝑡 	, （3.10） 
where 𝐿G is the Josephson inductance. A typical value for 𝐿G in my transmons is ~10	nH, as to 
compare with the geometrical inductance of ~10	pH. The corresponding mean stored energy is 





The geometry of the sandwiched structure of the S-I-S junction also introduces a junction 




Additional perspective on the Josephson effect can be obtained from consideration of 
Andreev reflection effect [150]. When electrons from a normal conduction region are incident on 
a superconducting region, scattering occurs at the normal-to-superconducting (N-S) interface [151]. 
An incident electron with energy less than the superconducting energy gap ∆ can form a Cooper 
pair in the superconducting region accompanied by the retroreflection of a hole of equal 
momentum but opposite spin and velocity. Due to time-reversal symmetry, the same goes for an 
incident hole (see Figure 3. 2). In a Josephson junction, constructive interference of the Andreev 
reflections at the two N-S interfaces creates Andreev bound states [152] with an energy in the 
superconducting gap. These subgap states in the junction support the coherent transport of Cooper 




Figure 3. 2   (Upper) Incident electron from normal region (red) with energy less than the superconducting 
energy gap ∆ forms a Cooper pair in the superconducting region (blue) accompanied by the 
retroreflection of a hole of opposite spin and velocity. Due to time-reversal symmetry, the 
same goes for an incident hole. At the Josephson junction, constructive interference of the 
Andreev reflections forms Andreev bound states. (Lower) Equivalent electron representation 
of the retroreflected holes. 
 
Typically, transmons have Josephson junction made of an insulating barrier [153] of 
thickness less than the coherence length 𝜉6. The junction can be modeled as a collection of N 
parallel conduction channels, each with transmission coefficient 𝜏_ and a spin-degenerate Andreev 
doublet at energy  
𝜀r_ = ∆º1 − 𝜏_ sin:(𝜙/2). （3.12） 
The current corresponding to the 𝑖rs  conduction channel can be evaluated from Hamilton’s 
equation of motion with the conjugate variables of the phase difference 𝜙 and number of charge 











º1 − 𝜏_ sin:(𝜙/2)
. （3.13） 
The total current through the Josephson junction is given by the sum 𝐼 = ∑ 𝐼r__È" . For relatively 






𝜏_ sin𝜙. （3.14） 





















 is the normal state junction resistance from the Landauer formula 
[154] for the single electron quantum of resistance 𝑅W = ℎ/2𝑒:. The expression for 𝐼% in（3.15）









3.3. Cooper Pair Box to Transmon      
First described in 1997 by A. Shnirman [156] and realized in 1998 by Vincent Bouchiat, 
et al. [37], the Cooper pair box (CPB) is a prototypical charge qubit [157] formed by a 
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superconducting island coherently coupled to a grounded reservoir via a Josephson junction (see 
Figure 3. 3). A gate voltage 𝑉E is applied to a gate capacitance 𝐶E to tune the polarization charge 
on the island. The number of Cooper pairs on the island is the relevant degree of freedom for 




Figure 3. 3   Illustration of Cooper pair box (CPB), a charge qubit formed by a superconducting island 
coupled to grounded reservoir via a Josephson junction. A gate voltage 𝑉E applied to bias the 
island via a gate capacitance 𝐶E (between gate electrode and island). 
 
The Hamiltonian for a Cooper pair box can be obtained by replacing the inductive element 




ℋHF = 4𝐸HC𝑛n − 𝑛EF
: − 𝐸G cos𝜙l	, （3.17） 
where 𝐸H = 𝑒:/2𝐶G is the charging energy, 𝑛n is the operator for excess number of Cooper pairs 
that tunnel onto the island, 𝑛E = 𝐶E𝑉E/2𝑒 is the reduced gate charge, and 𝜙l is the operator for the 
superconducting phase difference across the Josephson junction. 
Using the canonical conjugate relation 
𝑛n = −𝑖 ¸
¸<h
       and       è𝜙l, 𝑛né = −𝑖	, （3.18） 
the Hamiltonian for the Cooper pair box can be expressed in the phase basis as 





− 𝐸G cos𝜙l. （3.19） 
This is in the same form as the Schrödinger equation for a particle in periodic potential, with 𝑛E 
taking the role of a Bloch wavevector. The dependence on 𝑛E of the resulting energy spectrum 
resembles a band structure. The exact solutions [158] can be written in the form of Mathieu 
functions as 




where 𝑀r(𝑟, 𝑞)  is the characteristic value for the even Mathieu functions with characteristic 
exponent 𝑟 and parameter 𝑞.  
The energies from（3.20）are plotted in Figure 3. 4 for various 𝐸G/𝐸H  ratios. From the 
plot, it can be seen that as 𝐸G/𝐸H  increases, 𝐸BC𝑛EF  flattens at the expense of reduced 
anharmonicity in the energy levels. For the typical operating regime of charge qubit, we have 𝐸G ≪
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𝐸H  and the energy levels are strongly dependent on the offset charge 𝑛E . Unfortunately, 
quasiparticle tunneling and ubiquitous 1/𝑓  charge noise [159] are quite significant and cause 
unwanted fluctuations in 𝑛E . This causes decoherence due to large fluctuations in the qubit 
transition frequency. For this reason, charge qubits are no longer being pursued as viable qubits.  
Whereas raising the 𝐸G/𝐸H  ratio suppresses the charge sensitivity of a Cooper pair box 
exponentially, the tradeoff involves a reduction in the selectiveness in driving the qubit to 
particular states due to reduced anharmonicity. For 𝐸G/𝐸H~1, the system transits to a charge-flux 
qubit [160]. For 𝐸G/𝐸H ≫ 1, the −𝐸G cos𝜙l term in（3.19）dominates and the system acts like a 
particle in a periodic potential. The perturbation of the quantum harmonic oscillator comes from 
the higher order terms in the Taylor expansion of cos𝜙~1 − 𝜙:/2 + 𝑂(𝜙¡). In this regime, the 









Figure 3. 4   The energies 𝐸BC𝑛EF normalized by 𝐸6"(0.5) ≡ 𝐸"(0.5) − 𝐸6(0.5) are plotted for various 
𝐸G/𝐸H  ratios. 𝐸BC𝑛EF flattens and anharmonicity is reduced for higher values of 𝐸G/𝐸H . 
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For better protection from charge noise, a large 𝐸G/𝐸H  ratio is desired, but not too large 
such that the anharmonicity becomes too small. This can be achieved practically by increasing the 
effective junction capacitance via connecting a shunting capacitance 𝐶 ≫ 𝐶G in parallel to the 
Josephson junction (see Figure 3. 5) as in phase qubits. Following through on this idea yields a 
simple and elegant qubit design – the transmon. 
 
 
Figure 3. 5   To create a large 𝐸G/𝐸H  ratio, the Josephson junction is shunted with a large capacitance 
𝐶 ≫ 𝐶G.  
 
3.4. Transmon 
Named from an abbreviation for transmission line shunted plasma oscillation qubit, the 
transmon was invented by Robert J. Schoelkopf, Michel Devoret, and Steven M. Girvin in 2007 
[161]. Their path to the transmon was as a variation of the superconducting charge qubit, initially 
used to realize the cQED scheme. To avoid the charge qubit limit and the typical phase qubit 
regime, the capacitance and Josephson junction critical current were designed to achieve 1≪
𝐸G/𝐸H ≪ 200. From perturbation theory [162], the transmon Hamiltonian can be approximated by   
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lo𝑏l𝑏lo𝑏l + 2𝑏lo𝑏l + 1F − 𝐸G	, （3.22） 
where 𝜔X = º8𝐸G𝐸H/ℏ is the plasma frequency of the transmon, 𝑏l and 𝑏lo are the corresponding 
annihilation and creation operators, respectively. The frequency 𝜔B = 𝐸B/ℏ can be defined for 
the 𝑚rs energy level such that 




The asymptotic expressions for the 𝑚rs  eigenenergy 𝐸B , absolute anharmonicity 𝛼51  and 
relative anharmonicity 𝛼J[ó of the transmon can be obtain as [161][163] 





(2𝑚: + 2𝑚 + 1) − 𝐸G, （3.24） 
  
𝛼51 = (𝐸Bù: − 𝐸Bù") − (𝐸Bù" − 𝐸B) = −𝐸H, （3.25） 
  
𝛼J[ó = 𝛼51/𝐸6 = −|𝐸H/8𝐸G. （3.26） 
 
3.5. Circuit Quantum Electrodynamics 
To implement the control and readout for a transmon, the device is typically capacitively 
coupled to a microwave resonator. This scheme allows circuit quantum electrodynamics (cQED) 
techniques to be applied, analogous to cavity quantum electrodynamics (CQE) techniques. In CQE, 
an atom is placed in a cavity that is nearly resonant with one of the energy levels of the atom [164] 
(see Figure 3. 6). The advantages of the cQED scheme includes: (1) isolation of the qubit from 
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direct coupling to the external electromagnetic environment; (2) allows quantum non-demolition 
microwave measurements (QND) [165]; (3) can be used as a quantum bus [166] for entangling 
multiple qubits. 
 
Figure 3. 6   Illustration of cQED. An atom interacts with light inside a cavity. The light inside cavity 
leaks out at a rate 𝜅. Relaxation of qubit state from |1⟩ to |0⟩ emits a photon 𝛾. 
 
3.5.1. Jaynes-Cummings Hamiltonian  
Developed in 1963 by Edwin T. Jaynes and Frederick W. Cummings [167], the Jaynes-
Cummings Hamiltonian describes the interaction of a two-level atom with a single mode of a 
quantum electromagnetic field. This formalism can be applied to the case of a qubit coupled to a 
single-mode cavity, giving a Hamiltonian 





(𝑎n𝜎ù + 𝑎no𝜎9)	, （3.27） 
where 𝜔J is the resonator frequency, 𝜔W is the qubit transition frequency, 𝜎) and 𝜎± are the Pauli 
matrix in 𝑧-axis and the ladder operators for the qubit. 𝑎n and 𝑎no are the annihilation and creation 
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operators, respectively, for the photon and 𝑔 is the rate of photon exchange between the qubit and 
resonator if 𝜔J = 𝜔W. 
 For a multi-level system such as the transmon, the Jaynes-Cummings Hamiltonian can be 
generalized to [163] 
ℋGH
(E[v) = ℏ𝜔J𝑎no𝑎n +Çℏ𝜔D
D





(𝑎n|𝑗 + 1⟩⟨𝑗| + 𝑎no|𝑗⟩⟨𝑗 + 1|) （3.29） 
for 𝑗 ≥ 2, where 𝑔D,Dù" ≃ 𝑔E[º𝑗 denotes the coupling coefficient for the 𝑗-photon manifold in the 
transmon-cavity system. The notation {𝑔, 𝑒, 𝑓, ℎ,…}  refers to the {𝑔𝑟𝑜𝑢𝑛𝑑, 1r	𝑒𝑥𝑐𝑖𝑡𝑒𝑑, 
2vj	𝑒𝑥𝑐𝑖𝑡𝑒𝑑, 3Jj	𝑒𝑥𝑐𝑖𝑡𝑒𝑑,…} qubit states. 
 In the dispersive regime with large detuning between the cavity resonance and qubit 
transition such that O𝜔J − 𝜔E[O ≫ 𝑔E[ ≫ 𝛾, 𝜅 ,（ 3.29） can be approximately diagonalized. 
Truncating the transmon to the lowest two levels (qubit levels |𝑔⟩ and |𝑒⟩) yields [163][168] 
ℋGH




where 𝜒 = 𝜒E[ − 𝜒[z/2, 𝜔E[ = 𝜔E[ + 𝜒E[, 𝜔J = 𝜔J + 𝜒[z/2. The transition frequencies 𝜔D,Dù", 
detuning ∆D,Dù", and dispersive shift 𝜒D,Dù" are defined as 
𝜔D,Dù" ≡ 𝜔Dù" − 𝜔D 				 （3.31） 
∆D,Dù"		≡ 𝜔D,Dù" − 𝜔J	 （3.32） 
			𝜒D,Dù" ≡ 𝑔D,Dù": /∆D,Dù".	 （3.33） 
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The effect of the dispersive shifts is illustrated for the case 𝜔E[ ≪ 𝜔J in Figure 3. 7. The bare 
cavity frequency 𝜔J (solid black) shifts to 𝜔J − 𝜒E[ (purple) if the transmon is in |𝑔⟩ state. When 
the transmon is in the |𝑒⟩ state, the cavity resonance shifts down by 2𝜒 (blue). This frequency shift 
provides a way to measure the state of the qubit. 
 
Figure 3. 7   Dispersive shifts of cavity resonance for the case 𝜔E[ ≪ 𝜔J. Dressed cavity frequency ω 
for transmon |𝑔⟩ state (purple) and transmon |𝑒⟩ state (blue). 
 
3.5.2. Hamiltonian of the Driven System 
Electromagnetic drive at microwave frequencies are implemented to manipulate the state 
of the transmon and perform logic gates. The transmon states |𝑔⟩ and |𝑒⟩ are commonly adopted 
as the analogue to classical binary logic bit 0 and 1. To simplify the discussion, in this section, I 
will restrict transmon to the qubit space formed by the states |𝑔⟩ and |𝑒⟩.  
Suppose the qubit is associated with an electric dipole moment operator [169] 
𝑑W = 𝑔O𝑑O𝑒(|𝑔⟩⟨𝑒|+|𝑒⟩⟨𝑔|) = 𝑔O𝑑O𝑒(𝜎9 + 𝜎ù). （3.34） 
Consider an applied qubit drive given by the electric field 
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𝐸L⃗ (𝑡) = 𝜀𝐸6 cos𝜔j𝑡 =
1
2 𝜀𝐸6C𝑒
_r + 𝑒9_rF （3.35） 
with the polarization vector 𝜀 , drive amplitude 𝐸6, and drive frequency 𝜔j. The qubit interaction 
Hamiltonian is given by 
ℋ_vr = −𝑑
W ∙ 𝐸L⃗ 																																																																											 （3.36） 
=
𝐸6
2 𝑔O𝜀 ∙ 𝑑O𝑒
(𝜎9 + 𝜎ù)C𝑒_r + 𝑒9_rF. （3.37） 
Applying the rotating wave approximation (RWA) [170] to average out the fast counter-rotating 
terms results in 
ℋ_vr ≃
𝐸6
2 𝑔O𝜀 ∙ 𝑑O𝑒C𝜎




9𝑒_r + 𝜎ù𝑒9_rF	,													 （3.39） 
where ΩW is the Rabi frequency [171] for the atom interacting with the external field identified as 
ΩW = −
𝐸6
ℏ 𝑔O𝜀 ∙ 𝑑O𝑒. 
（3.40） 
By replacing the qubit operators in（3.39）with the resonator ladder operators [145], the 





_r + 𝑎no𝑒9_rF	, （3.41） 
where ΩJ  is the effective Rabi drive frequency for the resonator. Thus, the driven dispersive 
















_r + 𝑎o𝑒9_rF. 
（3.42） 
 A unitary transformation to the rotating frame of drive can be applied to remove the time 
dependence [163][168], yielding  
ℋ = ℏ∆J𝑎no𝑎n +
ℏ




(𝜎9 + 𝜎ù) +
ℏΩJ
2
(𝑎 + 𝑎o)	, （3.43） 
where ∆J= 𝜔J − 𝜔j, and ∆E[= 𝜔E[ − 𝜔j. 
  
3.6. Density Matrix and Master Equation Formalism 
3.6.1. Bloch Sphere Representation 
Introduced by Felix Bloch in 1946 [172], the Bloch sphere is a geometrical representation 
of the pure quantum state space of a TLS or qubit. It is analogous to the Poincaré sphere [173] 
representation of polarization states in optics. The pure quantum state of a qubit can be expressed 








where the normalized magnitude of the state vector and the two angles 𝜃  and 𝜙  span a two-




Figure 3. 8   The Bloch sphere is a geometrical representation of the pure quantum state space of a TLS or 
qubit, where normalized magnitude of the state vector and the two angles 𝜃 and 𝜙 span a two-
dimensional surface of spherical space. 
 
 To depict mixed states of a qubit, an additional parameter is required to capture the state 
purity [174]. This can be done by defining the state purity as the magnitude of the Bloch vector 
[172] 
?⃗?ó6%s = 〈𝜎nË〉?̂? + 〈𝜎nÍ〉𝚥̂+ 〈𝜎n)〉𝑘l 	, （3.45） 





3.6.2. Density Matrix 
 The density matrix operator 𝜌n  [175][176] provides a representation for the statistical 
ensemble of quantum states. The density matrix for a quantum state |𝜓⟩ can be defined as the outer 
product of the wave function and its conjugate, 
𝜌n(𝑡) = |𝜓⟩⟨𝜓|	, （3.46） 
such that the integral ⟨𝛼_|𝜌n|𝛼_⟩ gives the probability of finding the system in the state |𝛼_⟩. For a 










≡ Trè𝒜W𝜌n(𝑡)é	, （3.49） 
where the density matrix operator is defined explicitly by the density elements 𝜌_D as  





For an isolated system described by the Hamiltonian ℋ  evolving according to the 
Schrödinger equation [177], the evolution of 𝜌n can be described by the Liouville-Von Neumann 






[𝜌n,ℋ] ≡ℋ𝜌n − 𝜌nℋ. （3.51） 
The solution is given formally by 
																		𝜌n(𝑡) 	= 𝑈𝜌n(0)𝑈o	, （3.52） 
where 𝑈 is the time evolution operator [169].  
Finally, I note that the density matrix has the following properties: 
 (1) Hermiticity: 𝜌_D∗ = 𝜌D_ 
(2) Non-negative diagonal elements: 𝜌__ ≥ 0 
(3) Normalization: Tr(𝜌n) = 1 




3.6.3. Lindblad-Kossakowski Master Equation 
 The general case of（3.51）is where the system of qubit(s) ℋb  is entangled with an 
external bath ℋ, such that the full Hilbert space is ℋ =ℋb⨂ℋ. The evolution of the combined 
system can be described by 
																		𝜌n(𝑡) 	= 𝑈(𝜌nb⨂|0⟩⟨0|)𝑈o, （3.53） 
where the evolution of the density matrix 𝜌nb of the qubit system can be obtained via a partial trace 
over B as 





 Typically, it is impractical to calculate the evolution of the combined system of the qubits 
and environment, whereas restricting the system of interest to the ensemble of qubits introduces 
decoherence channels from ubiquitous noise and leads to non-unitary evolution of the qubit states. 
A pragmatic approach is to think of the environment as a sufficiently large reservoir that undergoes 
little change due to entanglement with the qubit system and remains in thermal equilibrium. 
 Since the Schrödinger equation is meant to describe the time evolution of a coherent system, 
to take into account decoherence, an additional ingredient is required – the Markov approximation 
[179]. A non-unitary quantum evolution can be captured by differential equations if and only if 
the evolution is Markovian – i.e. local in time. In particular, 𝜌n(𝑡 + 𝑑𝑡) has to be completely 
determined by 𝜌n(𝑡). This criterion implies that the reservoir retains no memory of its interaction 
with the qubit system, thus information can only flow from the qubit system to the reservoir but 
not vice versa. Thus, the reservoir can be traced out to obtain a reduced system of the qubit 
ensemble. The Liouville-Von Neumann equation in（3.51）can be generalized to Markovian non-




[𝜌n,ℋ] + ℒ[𝜌n]	, （3.55） 















where 𝒟 are the dissipators, Γ_  is the decoherence rate, and 𝒜W_  is the Lindblad operator [182] 
corresponding to the 𝑖rs decoherence channel. 
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where 𝜅 is the relaxation rate of the cavity (see Section 3.8.1), Γ is the relaxation rate of the 
transmon (see Section 3.7.2), and 𝛾 is the dephasing rate of transmon (see Section 3.7.1). The 
following section reviews the decoherence channels for the transmons.  
 
3.7. Decoherence Channels  
 Decoherence posts a critical and pressing challenge towards realization of practical 
quantum computer made from superconducting qubits. It sets the time limit within which logic 
gates and measurements need to finish. In general, the desired qubit lifetime rises with the scale 
and complexity of the quantum computer. The population and coherence of the quantum system 
reside in the diagonal and off-diagonal matrix elements of the density operator 𝜌n, respectively. 
Typical decoherence channels in a transmon can be grouped into two categories – dephasing 
channels that randomize 𝜙, and relaxation channels that affect 𝜃. The rate of information loss can 
be quantified by the relaxation and decoherence rates corresponding to the various channels. 
 
3.7.1. Dephasing Time 𝑻𝝓 
 In this section I will consider a dephasing channel that acts only on the phase 𝜙. First 
consider the situation when there is no dephasing, the time evolution of the superposition state in 
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The time evolution of the quantum state causes precession of the phase 𝜙 around the 𝑘l-axis of the 
Bloch sphere as 
𝜙(𝑡) = 𝜙6 − 𝜔E[𝑡	. （3.59） 
 If the qubit transition frequency fluctuates as [183][184] 
𝜔E[(𝑡) = 〈𝜔E[〉− 𝛿𝜔E[(𝑡)	, （3.60） 
where 𝛿𝜔E[(𝑡) is the fluctuation at time 𝑡, the phase at time 𝑡 becomes  




From（2.60), the autocorrelation function Φ(𝑡) [116] then can be written as 







where 𝑆(𝜔) is the power spectrum of the fluctuations. 
To gain insight into the time evolution for the ensemble average of the phase fluctuation, 
consider the function defined by  
F(𝑡) ≡ 〈𝑒9_ ∫ Cr
Fjr*{ 〉 （3.63） 
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Using the relation 〈𝑒_∆〉 = 𝑒9
t
´〈∆
































The sinc:(𝜔𝑡/2) term in（3.65）weights the noise with respect to 𝜔, leading to higher dephasing 
at lower noise frequencies. By relating F(𝑡) to 𝑆(𝜔),（3.65）has been used to examine some 
standard types of noise [183][184]. 
 Start by consider the case of Gaussian white noise, which has a flat noise power spectral 
𝑆(𝜔) = 𝑆6.（3.65）can be evaluated to find 
F(𝑡) = e9|r|b{/:	. （3.66） 





 Next examine the case of ubiquitous 1/𝑓 noise, which has 𝑆(𝜔) ∝ 1/|𝜔|
Ù with 𝜇~1. 
For 𝜇 = 1, one finds [183] 
F(𝑡) ∝ e9r´/:û´	. （3.68） 
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The phase decays with a Gaussian envelope. 1/𝑓 critical current and charge noise could be present 
in Josephson junction due to reconfiguration of ions inside the tunnel barrier [185]. Noise in 𝐼% is 
superimposed on 𝐸G and hence on 𝜔E[. Since 𝜔E[ ∝ º𝐼%, the variance in 𝜔E[ is given by [186] 
















Charge noise enters in an analogous form and one finds [186] 






For my typical transmon 𝐸G/𝐸% values, 𝜕𝜔E[/𝜕𝑛E is small by design, rendering dephasing from 
charge noise negligible. However, it can be important if 𝐸G/𝐸% is at the low end of the transmon 
range or if other sources of dephasing are not present. 
 Fluctuations of the photon number (𝑁 = 𝑎no𝑎n) in the microwave cavity can also cause 
dephasing, due to coupling between qubit and cavity mode. This can pose serious limitations to 
the coherence of transmons [188][189]. In particular, transverse coupling [190] between a 
transmon and cavity mode as in（3.27）induces a 2𝜒 shift in 𝜔E[ per cavity photon. In 2006, A. 















𝜅 − 1	, 
（3.72） 
where 𝜅 is the cavity decay rate, and 𝑛qrs is the average number of thermal photons in the cavity. 
 
3.7.2. Relaxation Time 𝑻𝟏 
 The relaxation time 𝑇" is the mean lifetime for an un-driven qubit to decay from the excited 
state to the steady-state occupancy. The relaxation rate can be written as [192] 
1
𝑇"
= Γ[→E + ΓE→[	, （3.73） 
where Γ[→E is the rate at which the excited state |𝑒⟩ relaxes back to the ground state |𝑔⟩, and ΓE→[ 
is the rate at which the qubit is excited from |𝑔⟩ to |𝑒⟩. A dissipation channel can be modeled as 
an arbitrary admittance 𝑌(𝜔) connected in parallel to the transmon. The characteristic decay RC 





where 𝐶 = 𝐶 + 𝐶G is the total capacitance of the shunting capacitor and the Josephson junction. 
 Common relaxation mechanisms include the Purcell effect, dielectric loss and 
quasiparticles. In subsequent sections of this chapter I provide brief discussions of the known 










where 1/𝑇",_  is the relaxation rate from the 𝑖rs  relaxation channel. Typically, the different 
dissipation mechanisms should be of different order of magnitudes, such that only one dominant 
channel of loss limits 𝑇" . Of course this need not be true and in fact there has been serious 
disagreement about the dominant source of loss in different transmons. 
 
3.8. Dissipation Mechanisms in Transmon  
Over the last two decades, better understandings on the causes of relaxation in 
superconducting devices has led to remarkable improvements in 𝑇" [195][196]. In this section, I 
provide brief reviews of the Purcell effect and dielectric TLS loss, followed by a discussion on the 
main theme of this dissertation – quasiparticle induced relaxation.  
3.8.1. Purcell Effect  
 Discovered in 1946 by Edward M. Purcell, the Purcell effect [197] describes the 
enhancement of the spontaneous emission rate of atoms in resonant cavity. From Fermi’s golden 
rule [198], the transition rate for an atom in vacuum is proportional to the density of final states. 
For an atom in cavity, the density of final photon states is much smaller than the density of states 
in free space, except near cavity resonance. For transverse coupling [190] between a transmon and 











where ∆j≡ 𝜔J − 𝜔W is the detuning between the cavity and the qubit. It should be noted that this 
formula is only valid if the detuning is not too small compared to decoupling 𝑔E[. The spontaneous 
emission rate of the atom can be increased in the case of resonance, or diminished in the case of 
far detuning. In the Purcell limit, the transmon relaxation depends on the cavity decay rate 𝜅, and 
hence on the cavity photon lifetime. Due to coupling of the qubit to the higher order cavity modes, 
additional Purcell contributions will be present. An efficient way to reduce the Purcell loss is to 
increase ∆j. However, since the cavity is also used to read out the qubit state, increasing ∆j causes 
reduction in signal-to-noise ratio in the read-out. A Purcell filter [199], which impedes microwave 
propagation at the qubit frequency with bandpass filtering, is another way to suppress qubit 
relaxation from the Purcell effect while maintaining the measurement rate. 
 
3.8.2 Dielectric Loss 
Dielectric loss comes from the interaction of the stored electric field with nearly resonant 
two-level systems (ionic defects) in or on the surface of dielectrics. It has been identified as a key 
factor limiting the 𝑇" of transmons [61][200][201]. By using a single-crystal Al:OÑ tunnel barrier 
in a phase qubit with a relatively large area, in 2006 S. Oh et al. [202] achieved an ~80% reduction 
in the density of spectral splittings from two-level fluctuators in the tunnel barrier. Transmons 
avoid the problem largely by using junction of very small area, nevertheless, TLS defects located 
at the material interfaces can be a dominant dissipation source for transmon, especially for 2D 






= 𝜔E[(𝑃rb tan 𝛿rb + 𝑃bH tan 𝛿bH + 𝑃Hr tan 𝛿Hr)	. （3.77） 
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Here 𝑃  is the participation ratio, defined as the fraction of EM energy stored in the volume of 
region 𝑘 with intrinsic quality factor 𝑄¨  and loss tangent	𝑡𝑎𝑛	𝛿¨ . 𝐴𝑆, 𝑆𝐶, 𝐶𝐴 denote the air-to-
substrate, substrate-to-conductor, and conductor-to-air interfaces, respectively. A detailed analysis 
of the expected interface loss in my transmon design can be found in Section 6.2.2. 
Silicon is a relatively common choice for the substrate of superconducting chips due to its 
low cost and ready availability. The loss tangent at millikelvin temperatures is typically on the 
order of 109Ô [65]. However, native oxides on the surface of silicon give rise to a high tan 𝛿 on 
the order of 109Ñ [203]. To reduce this loss mechanism (casted in 𝑃bH), the native silicon oxide 
can be removed using hydrofluoric acid immediately prior to the deposition of superconducting 
film.  An alternative way to reduce 𝑃rb, and 𝑃bH  is to switch the substrate material to sapphire 
(Al:OÑ), which typically has tan 𝛿 < 109Ô [46] and does not form a lossy native oxide. However, 
lattice mismatch at the substrate-to-conductor interface [65][204][205], contamination and native 
oxide on the surface of exposed conductors can still cause loss. For example, the participation ratio 
for the substrate-to-conductor interface for transmons is 𝑃bH~109¡	 to 109Ñ [203].  
For a transmon in a 3D superconducting cavity, studies have found that features of small 
size and complicated design tend to correspond to lower 𝑇" [203][206], possibly because these 
features concentrate electric field near the material interfaces, which enhances the sensitivity to 
atomic scale TLSs. 
 
3.8.3 Tunneling Two Level Systems 
Experimental studies of individual TLS defects in superconducting chip via cQED have 
been carried out by B. Sarabi et al. in 2016 [207] (see Figure 3. 9 [207]). In 2019, S. Schlör et al. 
[208] observed correlation between TLS located near a device’s conducting edge and slow 
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fluctuations in the transmon 𝜔E[, 𝑇< and 𝑇". The effect on 𝑇" was relatively weaker as compared 
to the effect on 𝜔E[ and 𝑇<.  
 
 
Figure 3. 9   Spectroscopy of individual TLS defects in a superconducting chip via cQED, carried out by B. 
Sarabi et al. in 2016. Figure from ref. [207]. (a) False-color plot of transmission |𝑆:"| =
|𝑉6'r/𝑉_v| vs frequency 𝑓 and bias voltage 𝑉1_5. Data are taken at 𝑇 = 25	𝑚𝐾 and 𝑛qB5Ë ⋍
0.4. Light copper and black correspond to |𝑆:"| = 0.56 and |𝑆:"| = 0.40, respectively. TLSs 
are observed with minia in energy (the tunneling energy ∆6) nearly degenerate with the circuit 
photon energy ℏ𝜔% . (b) Fits with energy model to data in (a) are shown which yield the 
projected moment 𝑝) and tunneling energy ∆6 of 30 TLSs. 
 
A simple model using the temperature and power dependence of tan 𝛿 from（2.94）and 
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3.8.4 Quasiparticle Loss  
In addition to dielectric loss [61][200][201] and coupling to microwave modes [43], non-
equilibrium quasiparticles have recently been found to be a potential source of significant 
relaxation [209]-[212]. This relatively late recognition of the importance of quasiparticle induced 
loss in superconducting qubits is somewhat surprising, especially since the presence of non-
equilibrium quasiparticles at millikelvin temperatures has been well-known from work on 
superconducting single electron transistors [95][213]-[217], charge qubits [218]-[221] and 
microwave kinetic inductance detectors (MKIDs) [222]. 
 Quasiparticles can cause energy dissipation in a transmon if they tunnel through the 
Josephson junction [209][223][224]. The dissipation is intimately connected to the noise produced 
by the quasiparticle current. The quasiparticle current noise spectrum can be written as [225] 
𝑆$C𝑓E[F = 𝑒(𝐼±→ò + 𝐼ò→±)	, （3.79） 
where 𝑓E[ = 𝜔E[/2𝜋  is the qubit |𝑔⟩  to |𝑒⟩  transition frequency, 𝐼±→ò  is the current flowing 
through the junction due to quasiparticles moving from the left to the right electrode when there is 
a voltage ℎ𝑓E[/𝑒 across the junction and 𝐼ò→±  is the corresponding current from quasiparticles 
moving from the right to the left electrode. This quasiparticle tunneling noise induces spontaneous 
transitions back and forth between the qubit states |𝑒⟩⟷ |𝑔⟩. 𝑆$C𝑓E[F is a double-sided quantum 
noise spectrum [192] with positive frequency corresponding to the transition |𝑒⟩ → |𝑔⟩  and 
negative frequency corresponding to the transition |𝑔⟩ → |𝑒⟩. The rate at which |𝑒⟩ relaxes back 
to |𝑔⟩ is obtained from Fermi’s golden rule, yielding 











For negative frequencies, the noise produces excitations of the ground state of the transmon at a 
rate given by 









Inserting（3.80）and（3.81）into（3.73), the relaxation rate Γ",WX due to quasiparticle tunneling 













 Following derivations from D. Rogovin and D.J. Scalapino in 1974 [225], the quasiparticle 
tunneling current 𝐼WX  through a Josephson junction of low-transparency barrier at voltage 𝑉6 







(𝑒𝑉6 − 𝐸)𝜃(𝑒𝑉6 − 2|∆(𝑇)|)
º(𝑒𝑉6 − 𝐸): − |∆(𝑇)|:
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º(𝐸 + 𝑒𝑉6): − |∆(𝑇)|:
»
|∆(Y)|
× C𝑓(𝐸) − 𝑓(𝐸 + 𝑒𝑉6)F	, 
（3.83） 
where 𝑅v is the tunneling resistance when the junction is in the normal state, 𝜃(𝐸) is the Heaviside 
step function, and the quasiparticle energy 𝐸	 is measured from the Fermi energy. For the typical 
operation conditions of a transmon, |𝑉6| = ℎ𝑓E[/𝑒 ≪ 2∆(𝑇) , thus the first term in（3.83）












º(𝐸 + ℎ𝑓E[): − ∆:
»
9»
Ï𝑓±(𝐸) − 𝑓òC𝐸 + ℎ𝑓E[FÐ	, （3.84） 
where the region of integration must exclude −∆< 𝐸 < ∆ and O𝐸 + ℎ𝑓E[O < ∆. ∆≡ ∆(𝑇 → 0) is 
the low temperature limit for ∆(𝑇). 𝑓±(𝐸) and 𝑓ò(𝐸) are the quasiparticle distributions in the left 
and right electrodes, respectively. While the focus of my research is on dissipation mechanisms 
due to non-equilibrium quasiparticles, this section only provides a general theory of quasiparticle 
dissipation in homogeneous superconducting junctions, and in Chapter 5 I give a detailed analysis 



































 CHAPTER  4 
 
Theory of Superconducting Coplanar Waveguide Resonators 
 
Studies of superconducting microwave resonators over the last two decades have had great 
importance for both the astronomical detector community [226] and the quantum information 
community [195]. For the detector community, being able to manufacture a large array of detectors 
with a large responsivity to pair-breaking radiation is of utmost importance. For the quantum 
information community, being able to reliably operate long-lived and highly coherent qubits is the 
most important consideration. In both these quests, being able to make stable superconducting 
resonators with quality factors (𝑄) in excess of one million is important. 
 
4.1. Coplanar Waveguide 
First described by Cheng P. Wen in 1969 [227], a coplanar waveguide (CPW) is a planar 
geometry device that supports broadband transmission of electromagnetic wave on a center 
conducting strip line coupled to ground plane on either sides, all patterned on the same surface of 
a dielectric substrate (see Figure 4. 1). For a quasi-TEM (transverse electromagnetic) mode of 
propagation, the CPW geometry supports an elliptically shaped magnetic field around the center 
strip and electric field between the gaps on either side of the center strip (see Figure 4. 1). Since 
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the fields are largely confined to the surface and gaps, radiative dissipation due to undesired 
parasitic coupling is relatively small. I also note that the characteristics of CPW do not rely on 
using a specific substrate thickness.  
 
Figure 4. 1   (Left) Illustration of coplanar waveguide (CPW), where a center conducting strip line is coupled 
to ground planes on either side on the surface of a dielectric substrate. (Right) In the quasi-
TEM mode of propagation, the CPW supports an elliptically magnetic field around the center 
strip and electric fields in the gaps on either side of the center strip. 
 
For a thin superconducting film with thickness 𝑡 that is much smaller than the London 








 （4. 1） 






	, （4. 2） 
such that the characteristic impedance is 𝑍6 = º𝐿E[6/𝐶E[6. Here, 𝜖6 and 𝜇6 are the permittivity 
and permeability of free space respectively, 𝜖J is the relative permittivity of the substrate, K(𝑘) is 
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the complete elliptic integral with modulus 𝑘. 𝑘(𝑡) = (𝑤 + 𝑡/𝜋)/(𝑤 + 2𝑔 − 𝑡/𝜋) and 𝑘	E(𝑡) =
º1 − 𝑘	:(𝑡) for a center conductor strip with width 𝑤 and strip-to-ground gap width 𝑔. The values 
of 𝑤  and 𝑔  are typically designed to give 𝑍6 = 50	Ω  to allow impedance matching with I/O 




	. （4. 3） 
 
 
Figure 4. 2   The center strip of CPW can either have an open-end (left) or a short-end (right) termination. 
An open end has capacitive storage of electric energy, whereas a shorted end has inductive 
storage of magnetic energy. 
 
 The center strip of the CPW can either have an open-end or a short-end termination, as 
illustrated in Figure 4. 2 (a) and (b), respectively. An open-end termination has a capacitive storage 
of electric energy and corresponds to an effective length extension [229] 
∆𝑙6X[v ≃
𝜆
2 − 𝑑[	, 
（4. 4） 
where	𝜆 is the wavelength of a propagating wave and 𝑑[ is the distance from the termination point 
of center strip to the closest absolute maximum of the electric field standing wave. At the short-
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4 − 𝑑[. 
（4. 5） 
The open-end and short-end effective length extensions can be used to calculate the respective 
normalized reactance of the termination [229] 
𝑋6X[v = cot 𝛽E∆𝑙6X[v （4. 6） 
  
𝑋s6Jr = tan𝛽E∆𝑙s6Jr （4. 7） 
where 𝛽E = 2𝜋/𝜆 is the phase constant from the complex propagation constant 𝛾E = 𝛼E + 𝑖𝛽E 
with the attenuation constant 𝛼E. 
 
4.2. Kinetic Inductance 
Due to the inertia of Cooper pairs, there is contribution to the total inductance from the 
motion of the pairs. The contribution is called the kinetic inductance. Kinetic inductance is 
included in the imaginary part of the complex conductivity 𝜎(𝜔) in（2.23), as when 𝜏 → ∞, the 
motion of the Cooper pairs induces a phase lag between 𝐸L⃗ (𝑡)  and 𝐽(𝑡)  that behaves like an 













where 𝑛 is the density of “superconducting electrons” (twice the density of Cooper pairs),	𝑙 is 
length of the wire, and 𝐴 is cross-sectional area.  
For a typical CPW geometry, the current density is not uniform in the superconductor and 
the kinetic inductance is approximately [230] 
𝐿¨ ≃ 𝑔6𝜇6𝜆[zz	. （4. 9） 
Here, 𝜆[zz  is the effective penetration depth given by（ 2.29), and 𝑔6  is a dimensionless 







for current 𝐼 producing magnetic field 𝐻||	  parallel to the surface contour 𝒞 of the superconductor 
in the cross-sectional plane. For a thin conductor with 𝑡 ≪ 𝑤, 𝑔6 can be written as [230] 
























where 𝑔%rJ and 𝑔Evj are the contributions from the center strip and ground planes respectively. 






Figure 4. 3   Top view (left) and 3D perspective view (right) showing a quarter-wave resonator made using 
a combination of an open-end and a short-end terminations. The bending of the waveguide is 
to create a compact design. Superconducting film is shown in blue while substrate is shown in 
gray. 
 
When patterned as a resonator, the length of the waveguide determines the wavelength of 
the resonant electromagnetic standing waves. Open-end and short-end terminations correspond to 
the peak and node of the electric field of the standing wave, respectively. A quarter-wave resonator 
can be achieved using a combination of an open-end and a short-end (see Figure 4. 3). In Figure 
4. 3, the CPW bends to fit the long line onto a small chip. The resonance frequency for the 𝑛rs  




(2𝑛 − 1)	, （4.14） 
where 𝑣X is the phase velocity of wave, 𝑙 is the total effective length of the waveguide (including 
the effective length extension as in（4. 4）and（4. 5)). For a thin conductor, without considering 













Effects of 𝐿¨ can be taken into account by replacing 𝐿E[6 with the total inductance 𝐿 = 𝐿E[6 + 𝐿¨. 
To allow the resonator to be driven and measured, a CPW transmission line is patterned 
near the resonator (see Figure 4. 3). The strength of coupling to the 𝑛rs harmonic mode can be 







where the coupling capacitance 𝐶% is determined by the proximity of the resonator to the I/O line. 
 
4.4. Finite Element Simulation of Current Density 
 To get better insight into the distribution of current in my TiN coplanar waveguide 
resonator and the participation ratio of energy, I performed finite element simulations of the CPW 
geometry. The TiN CPW resonator on my chip has a center conducting strip with a width of 10	µm 
with 5	µm gaps on either side (as illustration in Figure 4. 1). The TiN film is ~50	nm thick, 
approximately 4 × smaller than the nominal TiN penetration depth of 𝜆±~200	nm. Since 𝜆±  is 
comparable to the thickness of the waveguide and much smaller than the waveguide center strip 
width, the current density in the center strip cannot be well-approximated by a surface density. In 
the simulation, the current density 𝐽 was obtained by solving the Maxwell–London equations at 
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the resonance frequency 𝜔6  of the alternating current. This was done in the finite element 
simulation by treating the superconductor as a region with a complex permittivity given by [231] 





 , （4.18） 
where 𝜎"(𝜔, 𝑇) is the real component of Mattis-Bardeen conductivity and 𝜆[zz(𝑇) is an effective 
penetration depth.  
Instead of trying to simulate the entire 3D resonator, I simulated a 2D cross-section of my 
CPW geometry using COMSOL Multiphysics [232]. This sped up the simulation and let me use 
dense meshing on real-sized dimensions (see Figure 4. 4). A set of representative simulation results 
for the electric field 𝐸L⃗  and magnetic field 𝐻L⃗  using 𝜆[zz = 200	nm, 𝜎" = 10	GS	m9" are plotted in 
Figure 4. 5 and Figure 4. 6, respectively. As shown in the plots, both the electric and magnetic 
fields are highly concentrated near the gaps on either side of the center strip. Hence the field will 
mainly penetrate into the center strip from the strip edges, adjacent to the gaps. A detailed view of 
the magnetic field magnitude O𝐻L⃗ O and current density 𝐽) along the CPW (in the direction normal 
to the cross-sectional view) are shown in Figure 4. 7. From these results, we see that most of the 
electromagnetic energy stored in the magnetic field or carried by the current density is highly 
concentrated near the edge of the center superconducting strip. 
 In the simulations, I fixed 𝜎"  in（4.18）to 161	MS	m9"  (~62	pΩ	cm), a value ~103 
times smaller than the normal conductance of the TiN film in my resonators. The normalized 
current density 𝐽) as a function of distance into the superconductor from the edge is calculated for 
various values of 𝜆[zz  (see Figure 4. 8). From the simulation results, higher 𝜆[zz  generally 





Figure 4. 4  2D finite element simulation of the CPW cross-section performed on COMSOL [232] with 
real-sized dimensions (left). Dense meshing (right) was used. The center conducting strip has 








Figure 4. 5   A set of representative simulation results of electric field 𝐸L⃗  using 𝜆[zz = 200	𝑛𝑚, 𝜎" =







Figure 4. 6    Simulation results for the magnetic field 𝐻L⃗  corresponding to Figure 4. 5 using 𝜆[zz = 200	𝑛𝑚, 
𝜎" = 10	𝐺𝑆	𝑚9". The color scale for 𝐻) is magnified 100 times for visualization. Magnetic 




Figure 4. 7   Magnified view near the edge of CPW center conducting strip showing the magnetic field 
magnitude O𝐻L⃗ O and current density 𝐽) along the CPW (normal to the cross-sectional view, 




Figure 4. 8   Simulation of 𝐽) as a function of distance into the superconductor from the edge for different 
values of 𝜆[zz, 𝜎" in（4.18）was fixed to 161	𝑀𝑆	𝑚9" (~62	𝑝𝛺	𝑐𝑚).  
 
Figure 4. 9   Plot of 𝜆F calculated from simulations versus 𝜆[zz from Figure 4. 8. A linear relation 𝜆F ∝




Figure 4. 10   Simulation of 𝐽) as a function of distance into the superconductor from the edge for different 
values of 𝜎". 𝜆[zz in（4.18）was fixed at 200	𝑛𝑚. 
 
 
Figure 4. 11   Plot of 𝜆F calculated from simulations for the various 𝜎" values used in Figure 4. 10 yields 
𝜆F~(−375 𝑡𝑎𝑛9"(0.58𝜎") + 0.58)	𝑛𝑚. 
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larger constant background 𝐽)  in the superconductor. I define the penetration depth 𝜆F  as the 
distance that C𝐽) − 𝐽),B_vF
: decays to 𝑒9" of its value, measured at  0 and 5 µm when moving 
towards the interior of the center superconducting strip. Figure 4. 9 shows a plot of 𝜆F from the 
simulation for various 𝜆[zz. This yields a linear relation 𝜆F ∝ 𝜆[zz [87]. Fixing 𝜆[zz = 200	nm 
and varying 𝜎" causes a similar effect (see Figure 4. 10). Plotting 𝜆F from the simulations for the 
𝜎" in Figure 4. 10 yields 𝜆F~(−375 tan9"(0.58𝜎") + 0.58)	nm (see Figure 4. 11). The purpose 
of this simulation was to provide insight into the distribution of current in the CPW center 
superconducting strip and the participation ratio for inductive energy near the surface of strip.  
 
4.5. Average Photon Number  
 The energy in a CPW resonator can be quantified by the average photon number injected 
via RF microwave drive/readout. In this section, I provide a short derivation of the average stored 
photon number from the resonator 𝑄𝑠. Damping from internal losses of the resonator being driven 








where 𝐸_vr  is the mean energy stored in the resonator during a cycle, 𝐸j_  is the mean energy 
dissipated during a cycle due to internal losses, and 𝑃ó6 is the average power dissipated during a 
cycle of oscillation.  
When the input drive to the resonator is turned off, 𝐸_vr decays exponentially as a function 





















9:r8H 	, （4.20） 
where 𝑉_vr(𝑡) = 𝑉6𝑒




 is the initial energy stored, 𝜏X is the exponential decay time constant of the resonator 




= 2𝜋𝜏X𝑓6	, （4.21） 




From this expression, we see that 𝑄± can be thought as the number of oscillations it takes for the 
energy to decay by 𝑒9¡§.  
𝑄± takes into account all the energy loss channels, including the loss from coupling to the 










On resonance and in the steady state, I can also relate 𝑄± to insertion loss 𝐼𝐿 using [233] 
𝑄$ =
𝑄±




where 𝑇$± ≡ 10
9±³´{ = 𝑃%/𝑃5XX	 is the coupling coefficient, 𝑃5XX is the applied microwave power,  
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and 𝑃% is the power of energy coupled into the resonator. Comparison between（4.23）and（4.22）





The average amount of energy stored in the resonator can then be written as  
〈𝐸_vr〉 = 𝜏X𝑃%	. （4.26） 
The average number of photons 〈𝑁X〉 stored in the resonator can be calculated from the average 

















I note that this result differs by a factor of two from the expression in ref. [233], because here I 
have taken both the capacitive and inductive energy into account. 
 
4.6. Dissipation Mechanisms  
 From 𝑄%, one can determine the amount of energy that can be coupled into the resonator 
from the input energy, and vice versa. 𝑄% also gives the ratio of the stored internal energy that is 
coupled out of the resonator. 𝑄$  is mostly determined by the properties of the materials and 
quantifies the energy dissipated internally in the material. Over the past decade, great efforts has 
been made to identify and study possible dissipation mechanisms [203]-[224]. Reducing internal 
dissipation has greatly improved performance of superconducting qubits [61][210] and 
superconducting detectors [213]-[217] [222]. In the rest of this chapter, I briefly review the 
dominant dissipation mechanisms in superconducting resonators. 
 
 86 
4.6.1 Radiation Loss  
 An energy loss channel that is inherent to the CPW resonator design is radiation from the 








Since radiation loss is associated with the geometry of the materials, it is relatively easy to reduce 
to a negligible value. For my 2D devices in shielded enclosures where 𝑤 = 2𝑔~10	µm  and 
𝑙~4mm, radiation loss is practically eliminated. 
 
4.6.2 Dielectric Loss 
 Another well-known loss mechanism comes from the interaction of the resonator’s electric 
field with nearly resonant TLSs of dipoles or dangling ions in the nearby dielectrics. A distribution 
of TLSs gives loss tangent tan 𝛿  as in（2.92). Applying（2.94）to the case of a CPW, the 
dielectric loss can be written as 
1
𝑄`m
= 𝑃rb tan 𝛿rb + 𝑃bH tan 𝛿bH + 𝑃Hr tan 𝛿Hr	, （4.29） 
where 𝑃  is the participation ratio for region 𝑘, which is the fraction of EM energy stored in the  
volume of region 𝑘 with intrinsic quality factor 𝑄¨ and loss tangent	tan	𝛿¨. 𝐴𝑆, 𝑆𝐶, 𝐶𝐴 denote the 
air-to-substrate, substrate-to-conductor, and conductor-to-air interfaces, respectively. 
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High resistivity silicon, for example, is a fairly common choice for the substrate of 
superconducting chips due to its low cost and ready availability. Loss for high resistivity Si has 
been measured as tan 𝛿<109Ô  [65]. This is a good but not exceptionally low level of loss. 
Moreover, native silicon oxide formed on the surface of a silicon substrate has been found to give 
high tan 𝛿 on the order of 109Ñ [203]. By etching a silicon wafer in hydrofluoric acid, the native 
silicon oxide can be removed before the deposition of superconductor, so this contribution to the 
loss from the substrate-to-air interface may be greatly reduced. Nevertheless, after patterning the 
chip, the silicon surface exposed to air will again develop a layer of silicon oxide, contributing 
significantly to 𝑃rb  due to loss in the gap/slot region of the CPW where electric field is most 
concentrated [235]. A trenched design [235] can be incorporated into the fabrication processes to 
reduce 𝑃rb, where the substrate is etched down over the gap/slot region of the CPW (see Figure 4. 
12) to reduce the volume of native oxide in the region with concentrated electric field. Experiments 
have shown a factor of ~1.75 improvement in the measured 𝑄`m, achieved via increasing the 
trench depth [235][236]. 
 
 
Figure 4. 12   A trenched design can be incorporated into the fabrication processes to reduce 𝑃rb, where the 
substrate is etched down over the gap/slot region of the CPW to reduce the volume of native 
oxide in the region with concentrated electric field. 
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An alternative approach to reducing 𝑃rb and 𝑃bH  is to use sapphire (Al:OÑ) for substrate, 
which has tan 𝛿 typically of order < 109I [46] and does not form a native oxide. Nevertheless, 
oxide layer grew on the surface of the CPW conductor during exposure to air can post a significant 
amount of loss due to 𝑃Hr [236]. In 2020, A. Melville et al [236] reported that switching the CPW 
conductor from aluminum to titanium nitride (TiN) could potentially improve tan 𝛿Hr  at the 
conductor-to-air interfaces by a factor of 10. My measurements on TiN CPW resonators will be 
discussed in Chapter 10.  
4.6.3 Two Level System Loss  
At the microscopic level, the temperature and power dependence of tan 𝛿 for dielectric 
interfaces can be modelled using（2.90), yielding 
"
i«³_(F9§,Y)
= tanh Ï ℏ
:¨©Y












 .  （4.30） 
Here 𝑃Jz  is the applied RF power and 𝑃,_  is the saturation power of region 𝑖 .  𝛽 = 1 for the 
standard distribution of TLSs. Wang et al. argued that the electric field distribution of the CWP 
geometry gives 𝛽~0.8  [237]. The corresponding frequency shift is proportional to the TLS 















· C𝑃rb tan 𝛿rb6 	+ 𝑃bH 	tan 𝛿bH6 	+ 𝑃Hr 	tan 𝛿Hr6 F	, （4.31） 
where 𝐶F is a power dependent constant, related to the distribution of tunneling states, that would 
need to be determined empirically [238]. 
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4.6.4 Quasiparticle Loss  
 The presence of non-equilibrium quasiparticles at low temperatures 𝑇 ≪ 𝑇% is a surprising 
but well-known possible dissipation mechanism for superconducting devices. For this case, the 
interaction of the stored oscillating current with quasiparticles results in loss (𝑄$9") as well as 
fractional frequency shifts which depend on the quasiparticle density [106]. The effects of 
quasiparticles in the CPW resonator can be incorporated into the complex conductivity (see 










For empirical convenience, I will also consider an effective fraction 
𝛼∆¨ ≡
∆𝐿¨
𝐿E[6 + 𝐿¨6 + ∆𝐿¨
	, （4.34） 
where ∆𝐿¨ is the change in kinetic inductance from a reference value 𝐿¨6 . 
At temperatures well below 𝑇%, 𝑛WX ≪ 𝑛, and this gives ∆𝐿¨ small relative to C𝐿E[6 + 𝐿¨6 F. 




ÏC𝐿E[6 + 𝐿¨6 + ∆𝐿¨F𝐶E[6Ð
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 . （4.37） 
While the exact distribution function for the non-equilibrium quasiparticles is not known 
[112], I use a simple Parker model [107] (see Section 2.1.2.2) for the quasiparticle distribution 
𝑓∗(𝐸) = C𝑒¹/¨©Y∗ + 1F
9"
, where 𝑇∗  is an effective temperature. Using Mattis-Bardeen theory 
[106][110] for the complex conductivities (see（2.34）and（2.35)), the loss and fractional 









































𝑒9$𝐼6(𝜉)· , 	  （4.41） 
where 𝜉 = ℏ
:¨©Y∗
 and 𝑛WX ≃ 2𝑁6º2𝜋𝑘𝑇∗∆	𝑒9∆	/¨©Y
∗ . The effective temperature 𝑇∗ of the non-
equilibrium quasiparticles alters the temperature dependence in the terms of sinh(𝜉)𝐾6(𝜉)/√𝑇∗ 
and 𝑒9$𝐼6(𝜉)/√𝑇∗. If we have a model for how 𝑇∗ depends on 𝑇, then we could see if this gives 
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a flat temperature dependence in 𝑄WX9" and 𝛿𝑓6/𝛿𝑓6 at low temperatures. This distribution function 
will be used to mode my data in Chapter 10. 
 
4.6.5 Vortex Motion Loss  
 As discussed in Section 2.2, flow of Abrikosov vortices [111] in a superconducting thin 
film causes a complex vortex resistivity 𝜌úB. The real and imaginary components of 𝜌úB  may 
contribute to loss (𝑄$9" ) and fractional frequency shift in a coplanar resonator, respectively. 
Adopting the Coffey-Clem model [122][123] of vortex motion resistivity given by（2.72）yields 
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Ð , （4.43） 
where 𝑃úB is a participation ratio related to the distribution of vortices in the inductive section of 
the CPW, and 𝑛ú is the effective vortex density. Since CPW resonators are typically measured in 
shielded enclosures and have small strip widths, the 𝜌úB contribution to 𝑄$9" is typically small 
compared to loss from TLS and non-equilibrium quasiparticles [239]. Nevertheless, it could cause 
non-negligible loss and resonance frequency shift should 𝑃úB	𝑛ú be sufficiently large. In fact, the 











 CHAPTER  5 
 
Impact of Spatial Variations in Superconducting Gap for Low Loss Devices 
 
After reviewing the various dissipation mechanisms in thin-film superconducting devices of 
transmon and coplanar waveguide resonator, we finally come to the focus of my research – an 
examination of dissipation phenomenon induced by non-equilibrium quasiparticle redistribution 
due to superconducting energy gap inhomogeneity. In my aluminum 3D transmon and PAMBE 
titanium nitride coplanar waveguide resonator, I observed a decrease in dissipation as the 
temperature was increased. As I discuss in this chapter, this peculiar temperature dependence of 
energy loss can be explained by the behavior of non-equilibrium quasiparticles that are moving in 
structures that have variations in the superconducting energy gap ∆. This chapter provides a 
detailed theoretical discussion of the phenomenon. 
 
5.1. Quasiparticle Transfer Between Regions with Different Gaps 
 To model the loss due to quasiparticles that are moving in a sample that has spatial 
variations in the superconducting energy gap, consider the simple situation where there are two 
regions with energy gaps Δ" and Δ:, respectively. I assume that the regions are in direct contact, 
such that quasiparticles are free to flow between them. The net rate of change of the quasiparticle 
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density in each region can then be written as 
𝑑𝑛WX,"
𝑑𝑡 = 𝐺X" + 𝐺E" − 𝐺rJ"𝑛WX," − 𝐺J𝛺"𝑛WX,"
: − 𝐺"→:𝐴𝑛WX," + 𝐺:→"𝐴𝑛WX,:	 （5. 1） 
  
𝑑𝑛WX,:
𝑑𝑡 = 𝐺X: + 𝐺E: − 𝐺rJ:𝑛WX,: − 𝐺J𝛺:𝑛WX,:
: − 𝐺:→"𝐴𝑛WX,: + 𝐺"→:𝐴𝑛WX,"	, （5. 2） 
where 𝑛WX,D refers to the quasiparticle density in the region denoted by the subscript 𝑗, 𝐺XD is the 
rate at which the density of non-equilibrium quasiparticles are being generated in region 𝑗, 𝐺ED is 
the rate at which the density of quasiparticles are being generated thermally in region 𝑗, 𝐺rJD is the 
rate at which the density of quasiparticles are being trapped by vortices in region 𝑗, 𝐺J  is the 
temperature-dependent rate at which density of quasiparticles are being recombined in region 𝑗 of 
volume ΩD, 𝐺_→D is the rate at which the density of quasiparticles are being transferred from region 





𝑑𝑡 = 0 
（5. 3） 
and the quasiparticle density 𝑛WX," can be solved in terms of 𝑛WX,:. However, to obtain explicit 
expressions for the densities, the presence of superconducting energy gap inhomogeneity in the 
device geometry has to be taken into consideration. In subsequent sections, I examine the effect of 
gap inhomogeneity in aluminum transmons and titanium nitride coplanar waveguide resonators. 
The resulting model gives the temperature dependence of non-equilibrium quasiparticle induced 




5.2. Gap Variation in Transmon Electrodes 
In practice, the complicated response of non-equilibrium quasiparticles to applied 
microwave power [93][99][223][240] can produce loss that mimics some of the non-linear 
behavior seen in two-level systems, making it challenging to identify the underlying mechanism 
causing relaxation in a device. Observations on the temperature dependence of my transmon 
relaxation time 𝑇"  showed a striking and unexpected increase in 𝑇"  as the temperature 𝑇  was 
increased from about 30 mK to 100 mK ( ~𝑇%/10 ). This behavior is not unique; it was also 
observed in transmons from our collaborator’s group. In the rest of this section, I explain how this 
dependence can arise from the behavior of non-equilibrium quasiparticles when the junction 
electrodes have slightly different superconducting gaps [95][218]-[220]. 
 
5.2.1. Modeling Quasiparticle Density 
To develop a realistic model of the quasiparticle tunneling currents 𝐼±→ò and 𝐼ò→± in（3.79）
for calculating transmon 𝑇" , we need to consider the physical layout of the transmon. My 
transmons were made using double-angle evaporation [241] of two thin-film aluminum layers that 
create a Josephson junction, as illustrated by the simplified structure in Figure 5. 1. Al layer 1 was 
deposited on the sapphire substrate and the exposed Al surface oxidized to form a thin AlOx tunnel 
barrier. Al layer 2 was then deposited on top of layer 1 through an e-beam resist-bridge stencil that 
created a small overlap junction between the two layers (shown in red in Figure 5. 1). The two Al 
layers have different thicknesses, and the growth conditions may also be somewhat different, 
which can lead to the layers having somewhat different superconducting gaps [242]-[247]. For 
example, the layer 2 Al may be deposited under higher oxygen pressure compared to layer 1, since 
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this layer is deposited shortly after oxygen is pumped from the chamber. The effect of oxygen on 
the energy gap will be further discussed in the Section 9.4. In Figure 5. 1, the left electrode of the 
junction is formed from layer 1, with superconducting gap ∆", and connects to the left pad of the 
transmon, which is formed from both layers 1 and 2 with volumes Ω"±  and Ω:± , respectively. 
Similarly, the right electrode of the junction is formed from layer 2, with superconducting gap ∆:, 
and connects to the right pad of the transmon, which is formed from both layers 1 and 2 with 
volumes Ω"ò and Ω:ò, respectively. In our devices the left and right transmon pads have the same 
surface area, but the second layer is about twice as thick as the first layer to ensure good coverage, 
thus Ω"± ≅ Ω"ò ≅ Ω:ò/2 ≅ Ω:±/2. Aside from ∆" and ∆:, the ratio of the two volumes plays an 
important role in the temperature dependence of the relaxation as well.  
To evaluate（3.82）and obtain 𝑇",WX as a function of temperature 𝑇, we need to determine 
how the quasiparticle densities 𝑛"± and 𝑛:ò vary with temperature. A significant complication is 
that there can be quasiparticles generated by non-equilibrium pair-breaking processes, as well as 
thermally generated quasiparticles. It is not known whether the non-equilibrium pair-breaking is 
caused by high-energy phonons, infrared photons, optical photons or other mechanisms 
[61][133][140]. For simplicity, I assume that a steady, temperature-independent source is 
generating non-equilibrium quasiparticles in layer 1 (which is in direct contact with the substrate) 
in both the left and right transmon pads. I also assume that the quasiparticles have thermalized to 
the temperature 𝑇 of the substrate and that the two layers in each pad are in good diffusive contact. 
A simplified cross-sectional illustration for the configuration of regions in contact near the junction 






Figure 5. 1  Simplified illustration of the physical layout of my transmons. The devices are made using 
double-angle evaporation of two thin-film aluminium layers that create a Josephson junction. 
Al layer 1 (purple) is deposited on a sapphire substrate (gray) and the surface oxidized to form 
a thin tunnel barrier. Al layer 2 (green) is deposited on top of layer 1 (purple) through an e-



















Figure 5. 2    (Upper) Simplified cross-sectional illustration for the configuration of regions in contact near 
the junction, and (lower) the corresponding energy level diagram. A steady, temperature-
independent source is assumed to be generating non-equilibrium quasiparticles in layer 1 
(purple), which is in direct contact with the substrate, in both the left and right transmon pads. 
I assume that the quasiparticles have thermalized to the temperature 𝑇 of the substrate and that 
the two layers in each pad are in good diffusive contact. 
 
Consider the case where quasiparticle trapping is present and quasiparticle recombination 
can be ignored. For simplicity, I will assume that the quasiparticle traps [222] are due to trapped 
magnetic flux vortices which thread both Al layers. This non-trivial assumption may explain some 
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of the behavior we observe, including run-to-run variations in 𝑇" and fluctuations in 𝑇" during the 
same cool-down. Since the number of vortices trapped in the transmon’s left pad may be different 
than the number trapped in the right pad, and both may vary from one cool-down to the next, this 
assumption naturally allows for different quasiparticle trapping rates in the left and right pads, as 
well as variations in the trapping rate from one run to the next. In addition it suggests that 
spontaneous changes in 𝑇" which we observed may have been caused by flux motion in the pads. 
To proceed, I now make the following set of assumptions: 
(1) The left side of the junction has a low-gap region with gap Δ" and small volume Ω"± and a 
high-gap region with gap Δ: and large volume Ω:±. 
(2) The right side of the junction has a low-gap region with gap Δ" and small volume Ω"ò and 
a high-gap region with gap Δ: and large volume Ω:ò. 
(3) The junction only makes contact between the low gap Δ" region on the left side and the 
high gap Δ: region on the right side. 
(4) When finding the steady state density, we can ignore the transfer of quasiparticles through 
the junction. 
(5) On each side of the junction, region 1 can freely exchange quasiparticles with region 2.  
(6) On each side of the junction, non-equilibrium quasiparticles are only generated in region 1, 
which is in contact with the substrate.  
(7) We ignore quasiparticle recombination and assume that quasiparticles can be trapped by 
vortices that thread through both layers. 
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 I can now write the net rate at which quasiparticles are generated in each region. For 
example, in the steady state we can write for the two regions on the left side: 
𝑑𝑁"±






= 0	, （5. 4） 
  
𝑑𝑁:±






= 0	,												 （5. 5） 
where 𝑁 refers to the number of quasiparticles in the region denoted by the subscript, 𝐴± is the 
contact area between the two regions on the left, 𝐺X"  is the rate at which non-equilibrium 
quasiparticles are being generated in region 1 on the left, 𝐺ED is the rate at which quasiparticles are 
being generated thermally in region 𝑗 on the left, 𝐺rJD is the rate at which quasiparticles are being 
trapped by vortices region 𝑗, and 𝐺±,_→D is the rate at which quasiparticles are moving from region 

































. （5. 6） 
 We now proceed to rewrite this expression in terms of the number of thermal quasiparticles 
and non-equilibrium quasiparticles in each region. To make these identifications notice that in the 
limit 𝑇 → 0, all of the quasiparticles will be produced by the non-equilibrium pair breaking process. 
In this limit the thermal generation terms 𝐺E", 𝐺E: and 𝐺±",: go to zero and we get simply 
𝑁"± = 𝐺X"/𝐺rJ" 	≡ 𝑁"±,v[	, （5. 7） 
where I have introduced the temperature independent parameter 𝑁"±,v[ that determines the number 
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of non-equilibrium quasiparticles in the steady state at zero temperature in region 1 on the left. A 
similar argument allows us to identify the number of thermal quasiparticles in regions 1 and 2 as 
𝑁rs," ≡ 𝐺E"/𝐺rJ" （5. 8） 
  
𝑁rs,: ≡ 𝐺E:/𝐺rJ:. （5. 9） 
 Next consider the trapping terms. There are different possible types of quasiparticle traps, 
including normal metal inclusions, normal metal surface layers, normal metal interfaces and 
trapped flux vortices. These different traps may be expected to have different scaling with the 
dimensions of the region. Here I assume that the trapping is caused by vortices that penetrate both 
layers simultaneously. The rate at which quasiparticles will be trapped in layer 1 will scale with 
the density of quasiparticles, the speed 𝑣 of the quasiparticles, the number of vortices 𝑁ú", and the 
effective area of a vortex tube 
𝐴ú = 2𝜋𝑟úℎ"	, （5.10） 
where 𝑟ú is the effective radius of the vortex (refer to Chapter 2.2) and the length of the vortex is 
assumed to be equal to the thickness h" of the layer 1. Thus the total rate at which quasiparticles 





Since we are assuming the same vortices penetrate each layer, we have 𝑁ú" = 𝑁ú: and thus can 























= 1	, （5.13） 
where 𝐴:± = 𝐴"± is the planar area of layers 1 and 2. With this result, we can write the general 
expression for 𝑁"± as 
𝑁"± =

















 Next, I make the plausible, but not necessarily true, assumption that the trapping is 







≫ 𝐺rJ",±. （5.15） 








	C𝑁"±,v[ + 𝑁rs," + 𝑁rs,:F. （5.16） 
 In thermal and diffusive equilibrium with no pair breaking, we must have that there is no 





























	C𝑁"±,v[ + 𝑁rs," + 𝑁rs,:F	. （5.19） 
Similar expressions can be obtained for N:¾, N"l, and N:l.  
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To proceed, consider the Fermi distribution functions 𝑓±(𝐸) and 𝑓ò(𝐸) (see Section 2.1) 
for the quasiparticles in the left and right electrodes, respectively. By adopting the effective 
chemical representation of nonequilibrium quasiparticles in（2.12), the quasiparticle distribution 
functions can be expressed as 
𝑓±(𝐸) → 𝑓(𝐸, 𝜇"±)		 （5.20） 
  
𝑓ò(𝐸) → 𝑓(𝐸, 𝜇:ò)	, （5.21） 
where 𝜇"± and 𝜇:ò are the chemical potential for the 𝐸 > 0	 quasiparticles in region 1 on the left 
and region 2 on the right, respectively. The density of quasiparticles 𝑛"± and 𝑛:ò in volumes Ω"± 
and Ω:ò, respectively, are then given by  



























where 𝐾" is the modified Bessel function of the second kind of order 1. By setting 𝜇 = 0, one can 








¨©Y 	. （5.24） 
With rearrangement of（5.19), I arrive at 






Here 𝑛"±,v[ quantifies the density of non-equilibrium quasiparticles being generated in region 1L 
and is equal to the rate at which an external source is generating non-equilibrium quasiparticles 
divided by the quasiparticle trapping rate in region 1L. Similar analysis of the density of 
quasiparticles in region 2R yields 






  𝑛"ò,v[	, （5.26） 
where I have again assumed that non-equilibrium quasiparticles are only produced in layer 1, and 
this accounts for the differences in form between（5.25）and（5.26). 
 Finally, I note that the above steady state approach can be extended to an arbitrary number 
𝑁 of regions with different volumes and gaps. If I again assume that non-equilibrium quasiparticles 
are only produced in layer 1, one finds in general that the density of quasiparticles in region 1 is 




and for region 𝑗 not equal to 1, one obtains 






° 𝑛"±,v[. （5.28） 
Now that we have derived the expression of quasiparticle densities in the electrodes on 
either side of the Josephson tunneling junction, the subsequent section will incorporate this 




5.2.2. Calculating Relaxation Time 𝑻𝟏 
 For my transmon, ℎ𝑓E[~17	µeV and ∆~200	µeV. Therefore, I am interested in the case 
where ℎ𝑓E[ ≪ ∆" and ℎ𝑓E[ ≪ ∆:. One of my assumptions is that non-equilibrium quasiparticles 
have been created in the junction electrodes due to an external source that causes pair-breaking 
[248]. In the semiconductor model of a superconductor [87], this produces an equal number of 
quasiparticles with energy 𝐸 > 0	and 𝐸 < 0, where we take the zero of energy at the Fermi level. 
I also assumed that the quasiparticles in each pad have thermalized to the temperature 𝑇 of the 
substrate and that the two layers in each pad are in good diffusive contact. These assumptions 
imply that in each region the quasiparticles have a Fermi-Dirac distribution 𝑓(𝐸, 𝜇) for 𝐸 > 0, 
while for hole-like excitations with 𝐸 < 0, 𝑓(−|𝐸|, −𝜇) = 1 − 𝑓(𝐸, 𝜇). In this case quasiparticles 










|(𝐸 + ℎ𝑓E[): − ∆::
»
9»
Ï𝑓±(𝐸) − 𝑓òC𝐸 + ℎ𝑓E[FÐ	, （5.29） 
where the region of integration must exclude −∆"< 𝐸 < ∆"  and −∆:< 𝐸 + ℎ𝑓E[ < ∆: . 
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By adopting the effective chemical representation of nonequilibrium quasiparticles, the 












× 𝑓(𝐸, 𝜇"±) Ï1 − 𝑓C𝐸 + ℎ𝑓E[, 𝜇:òFÐ 𝑑𝐸	. 
（5.31） 
As discussed in Chapter 6, my devices operated in the limit |Δ: − Δ"| < ℎ𝑓E[, Δ" − 𝜇"± ≫ 𝑘𝑇 
and Δ: − 𝜇:ò ≫ 𝑘𝑇. Expressing the quasiparticle distribution function 𝑓(𝐸, 𝜇) in terms of the 













where the functions 𝛼(𝑥, 𝑦) and 𝛽" are defined as 
𝛼(𝑥, 𝑦) ≡
𝑥 + ℎ𝑓E[ + 𝑥6𝑘𝑇












≈ 2	. （5.34） 
Here, the quantity  𝑥6𝑘𝑇 can be interpreted as the effective thermal energy of the quasiparticles 
that contribute to the noise current. Evaluating（5.32）for different values of 𝑥6 and comparing 
to the numerical integration of（5.31), one find that 𝑥6 = 0.3 yields a good approximation within 
5% accuracy for typical parameters. A similar expression for	𝐼ò→± can be obtained by exchanging 
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the subscript pairs 1 ↔ 2 and 1L ↔ 2R  in（5.32）to（5.34).  
 For typical parameters, the second term in the parentheses in（5.32） is very small 




















where nR is the density of electrons in aluminum and 𝜏6 is a characteristic time constant related to 
the material and qubit frequency given by 















where the function 𝛾(𝑥, 𝑦) is defined by 
𝛾(𝑥, 𝑦) ≡
(𝑦 + ℎ|𝑓6"| + 𝑥6𝑘𝑇)






From（3.79）, （5.36）and（5.38）I then obtain for the relaxation time 
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𝑇",WX ≅ 2𝜏6𝑛[è𝑛"±C𝛼(𝛥",𝛥:) + 𝛾(𝛥",𝛥:)𝑒9sOzO/¨©Y𝑒9(É´9Ét)/¨©YF




This expression will be adopted in Chapter 9 to model the temperature dependence of my transmon 
𝑇". I note that if Δ" = Δ: = Δ, the expression in（5.40）simplifies to 
𝑇",WX ≅
|C𝛥 + ℎO𝑓E[O + 𝑥6𝑘𝑇F
: − 𝛥:




and the relaxation time scales inversely with the average quasiparticle density in the two electrodes. 
As another example, in the limit 𝑘𝑇 ≪ Δ: − Δ" < ℎ𝑓E[ , the non-equilibrium 
quasiparticles will accumulate in layer 1. Since Δ" < Δ: and this will tend to give 𝑛:ò ≪ 𝑛"± , 
（5.40）reduces to 




Thus, in this limit, we expect the relaxation time at sufficiently low temperatures to scale inversely 
with the quasiparticle density in the junction’s low-gap electrode. 
I should emphasize that（5.40）is only valid for Δ: − Δ" < ℎ𝑓E[. In contrast, 𝑇",WX versus 
𝑇 shows distinctly different behavior for Δ: − Δ" > ℎO𝑓E[O. In this limit of large difference in the 



























𝜁C𝛼:𝑒sOzO/¨©Y + 𝛼Ñ𝑒9sOzO/¨©YF𝑒9(É´9Ét)/¨©Y𝑛"± + (𝛼: + 𝛼Ñ)𝑛:ò
	, （5.45） 
where terms that are of second order in the quasiparticle densities have been dropped, and the 
functions 𝛼:, 𝛼Ñ, and 𝜁 are defined as 
𝛼: ≡
𝛥: + ℎ𝑓E[ + 𝜒6𝑘𝑇






𝛥: − ℎO𝑓E[O + 𝜒6𝑘𝑇













In the low temperature limit |Δ: − Δ"| > ℎ𝑓E[ ≫ 𝑘𝑇,（5.45）simplifies to 
𝑇",WX ≈
2𝑛[𝜏6
𝜁𝛼:𝑒9CÉ´9Ét9s|z|F/¨©Y𝑛"± + (𝛼: + 𝛼Ñ)𝑛:ò
. （5.49） 
For Δ: − Δ" ≫ 𝑘𝑇 we expect all of the quasiparticles to condense into layer 1, since its gap is 
smaller than the gap of layer 2 and 𝑛:ò scales with a Boltzmann factor as 𝑒
9Ð´Ðtª©« . Thus, the first 
term in the denominator of （5.49）will tend to dominate the second, giving the low temperature 







We note that when the gap difference is large, this result implies that the relaxation time of a 
transmon due to quasiparticles will increase exponentially as the temperature decreases below 
(Δ: − Δ" − ℎ|𝑓E[|)/𝑘, providing a distinct signature.  
 Substituting（5.25）and（5.26）for the quasiparticle densities n"¾ and n:l into（5.40）
gives the temperature dependence of the transmon relaxation time in the limit ℎ𝑓E[ ≪ |Δ:ò − Δ"±|. 
Unfortunately, the resulting expression is unwieldy and not very transparent. In contrast, the main 
cause for the anomalous temperature dependence of the relaxation time can be found by examining
（5.25）and（5.26）for the case Δ"± < Δ:ò . At sufficiently low temperatures, the density of 
thermal quasiparticles 𝑛rs," ≈ 𝑛rs,: ≈ 0 and the first term in（5.25）and（5.26）can be ignored. 
For 𝑘𝑇 ≪ Δ:ò − Δ"±, one finds that 𝑛"± = 𝑛v[,"± and 𝑛:ò ≈ 0. Thus all of the quasiparticles in 
the left pad will tend to accumulate in region 1L, which is connected to the junction and will cause 
loss. On the other hand, all of the quasiparticles in the right pad will collect in region 1R, which is 
not in direct contact with the junction and will not cause loss. In this case, the average density of 
quasiparticles at the junction interface is  vü,t³
:
. In contrast, for 𝑘𝑇 > Δ:ò − Δ"±  (but 𝑘𝑇 ≪
Δ"± < Δ:ò so that quasiparticles are not generated thermally) the non-equilibrium quasiparticles 
will tend to uniformly disperse in both layers, producing equal densities in both layers of a pad. 









 while increasing the density of quasiparticles in region 2R to vü,tÀ
Ñ
. The average 
density of quasiparticles at the junction is then Cvü,t³ùvü,tÀF
3
. This quasiparticle density will be 
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smaller than the low temperature value of vü,t³
:
, provided 𝑛v[,"± < 2𝑛v[,"ò, and will lead to a 
proportionally smaller loss rate. Thus we expect 𝑇",WX  may increase with increasing temperature 𝑇 
near 𝑇 ≅ (∆´À9∆t³)
¨©
.  
Figure 5. 3 shows an illustration of the temperature dependence of 𝑇",WX for the case Δ"± <
Δ:ò in different limits, along with the cases Δ"± = Δ:ò and Δ"± > Δ:ò for comparison. As seen 
from the plot, by exchanging the value of the energy gaps Δ"± ↔ Δ:ò , the predicted low 
temperature 𝑇",WX for the case Δ"± > Δ:ò is boosted by a factor of 5 compared to the case Δ"± <




Figure 5. 3  Illustration of the temperature dependence of 𝑇",WX for the case 𝛥"± < 𝛥:ò when 0 < 𝛥:ò −
𝛥"± < ℎ𝑓E[  (purple), 𝑘𝑇 < 𝛥:ò − 𝛥"± < ℎ𝑓E[  (green), 	ℎ𝑓E[ ≪ 𝛥:ò − 𝛥"±  (pink), along 




5.3. Spatial Gap Inhomogeneity in Coplanar Waveguide Resonator 
In Section 10.4, I discuss my observations of loss in a TiN thin film resonator deposited by 
plasma-assisted molecular beam epitaxy (PAMBE) [65]. As the temperature is increased from 30 
mK to 600 mK, the 𝑄$ of the resonator increased by a factor of 2. The resulting plot of 𝑄$ versus 
𝑇 looks qualitative similar to my plots of 𝑇"  versus 𝑇 for the transmon. This suggested that a 
common mechanism may be at work. While further discussions on the experimental aspects will 
be discussed in later chapters, here I focus on modelling the phenomena as resulting from the 
behavior of non-equilibrium quasiparticles.  
 
5.3.1. Modeling Quasiparticle Density 
To model the loss and change in resonant frequency of a CPW resonator, I assume the TiN 
superconductor has two superconducting regions of volumes Ω"  and Ω:,  and corresponding 
superconducting energy gaps ∆" and ∆:. At a low enough temperature, quasiparticles accumulate 
in the lower gap ∆" region, increasing the quasiparticle density in that region and resulting in more 
loss per energy stored in that region of the device.  As the temperature is increased, the non-
equilibrium quasiparticles begin to have enough thermal energy to diffuse into the higher gap ∆: 
region, leading to a decrease in the quasiparticle density in region 1. The difference ∆: − ∆" in the 
two gaps sets the behavior at the lower temperature. 
Consider the geometry of a CPW resonator (see Figure 5. 4), a possible situation that could 
produce the temperature behavior observed in my CPW resonator would be to have a lower energy 
gap ∆" at the surface of the CPW center conducting strip (see Figure 5. 5) and a higher gap ∆: in 
the interior. At the lowest temperature, quasiparticles accumulate in the low-gap surface, which is 
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where current flows, and this causes loss. Increasing the temperature allows non-equilibrium 
quasiparticles to diffuse into the higher gap ∆: interior of the strip, where there is less current, thus 
reducing the loss. The corresponding energy diagram is shown in Figure 5. 6, which can be 
translated into an effective temperature (see Figure 5. 7) using Parker’s model (see Section 2.1.2.2). 
The superconducting current density is concentrated near the surface that takes up a large 
participation ratio of stored energy (see Section 4.4). Therefore, the microwave loss will be 
reduced if non-equilibrium quasiparticles diffuse into the higher gap region when temperature 
increases (see Figure 5. 8). The simulation of current distribution in the CPW geometry is 
discussed in Chapter 4.4. Here I restrict the attention to theoretical modelling for the loss. 
 
 
Figure 5. 4  Illustration of a section of the CPW resonator. A possible structure that could produce the 
temperature behavior observed in my CPW resonator corresponds to a lower energy gap ∆" 
region (blue) at the surface of the center conducting strip, and higher energy gap ∆: region 









Figure 5. 5    Cross-sectional view of the CPW center stripe for 𝑇 ≪ 𝑇%/10, 𝑇~𝑇%/10, and 𝑇 > 𝑇%/10. As 
the temperature rises, non-equilibrium quasiparticles diffuse into the higher gap ∆:  region 




Figure 5. 6   Energy diagram corresponding to the non-equilibrium quasiparticle redistribution illustrated 
in Figure 5. 5. 𝑑 is the distance from interior of the film, with higher gap ∆: region shown in 
cyan and lower gap ∆" region shown in blue. Quasiparticles are illustrated as red dots. 
 
 
Figure 5. 7   A representation of the effective temperature 𝑇[zz from the Parker model, translated from the 
energy diagram shown in Figure 5. 6. The non-equilibrium quasiparticle densities are 
represented by an effective temperature 𝑇WX and transfer of quasiparticles between the regions 




Figure 5. 8  Cross-sectional illustration of possible distributions of superconducting current density in a 
CPW. In case A, the superconducting current density is concentrated near the edges of the strip. 
The lower gap region near the surface has a large participation ratio. In case B, current is more 
concentrated and energy stored in interior is negligible.  
 
To describe the temperature dependent distribution of quasiparticle densities 𝑛WX,"  and 
𝑛WX,: in the two regions with different superconducting energy gap, we need to solve（5. 1）and
（5. 2). Since the trapping dominated case is solved in the previous section in（5.25）and（5.26), 
here I will show the derivation of the recombination dominated case. I start by assuming a constant 
(temperature independent) creation rate of non-equilibrium quasiparticles (𝐺X𝐴_ for region 𝑖) and 
a thermal quasiparticle generation rate (𝐺E_Ω_ for region 𝑖). These creation rates are balanced with 
the temperature-dependent quasiparticle recombination rates ( 𝐺JΩ_𝑛WX,_ 	  for region 𝑖 ) and 
diffusion rate between the two regions (𝐺_→D𝑛WX,_ for quasiparticles moving from region 𝑖 to region 
𝑗), where 𝑛WX,_ is the density of quasiparticles in region 𝑖. Considering the net rate of change in the 




𝑑𝑡 = 𝐺X𝐴" + 𝐺E"𝛺" − 𝐺J𝛺"𝑛WX,"
: − 𝐺"→:𝑛WX," + 𝐺:→"𝑛WX,: = 0 （5.51） 
  
𝑑𝑛WX,:
𝑑𝑡 = 𝐺X𝐴: + 𝐺E:Ω: − 𝐺JΩ:𝑛WX,:






= 𝐺X𝐴" + 𝐺E"𝛺" − 𝐺J𝛺"𝑛WX,": + 𝐺X𝐴: + 𝐺E:𝛺: − 𝐺J𝛺:𝑛WX,:: = 0. （5.53） 
Introducing an effective temperature 𝑇∗ from Parker model (refer to Chapter 2.1.4.1) to 
describe the exchange of quasiparticles between the two regions gives 






∗.  （5.54） 


















ª© 𝑛WX,"	,  
（5.56） 
where 𝑇_∗  is the effective temperatures for region 𝑖  due to the presence of non-equilibrium 
quasiparticles. For two regions in diffusive contact, the condition for balanced energy transfer can 















Ð . （5.57） 
This condition is equivalent to describe the quasiparticle transfer between the regions by assigning 
a common effective chemical potential 𝜇 to the quasiparticle distribution functions (see Section 
5.2.1). Here, an effective temperature representation of the quasiparticles is adopted for 
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convenience in the simplification of the quasiparticle distribution function discussed in Chapter 
2.1.4.1. In practice, I used condition（5.57）to eliminate 𝑇"∗ and 𝑇:∗ in（5.55）and（5.56). 
I now consider the rate at which the number of quasiparticles change in region 1. In the 
steady state,（5.51）and（5.52）gives	𝑑𝑛WX,"/𝑑𝑡 = 𝑑𝑛WX,"/𝑑𝑡 = 0, thus for ∆"<∆:,  
𝐺X𝐴" + 𝐺X𝐴: + 𝐺E"𝛺" + 𝐺E:𝛺: − 𝐺J𝛺"𝑛WX,": − 𝐺J𝛺:
∆´
∆t
𝑒:(∆t9∆´)/¨©Y𝑛WX,": = 0  （5.58） 
  
























 . （5.59） 
Consider the limit 𝑇 → 0	𝐾 where the thermal contributions become negligible ( 𝐺E" = 𝐺E: = 0	),
（5.55）reduces to the non-equilibrium quasiparticle density 𝑛v[WX,", thus 









= 𝑛v[WX," . （5.60） 
Next, consider the thermal equilibrium limit where the non-equilibrium quasiparticle production 






(∆t9∆´)/¨©Y = 0 . （5.61） 
  













= 𝑛rs," . （5.62） 










+ 𝑛rs,":  . （5.63） 









 and 𝑛WX,:(𝑇 → 0)	 → 0 as 







+ 𝑛rs,::  . （5.64） 
 
5.3.2. Calculating Resonator 𝑸𝑰 and 𝒇𝟎 
The quasiparticle densities affect the energy dissipation and kinetic inductance of 
superconducting thin films, causing temperature dependent resonator 𝑄$ and 𝑓6. With the densities 
𝑛WX,"(𝑇)	and 𝑛WX,:(𝑇)	 derived in the preceding sections of this chapter, either for the trapping or 









































𝑃:𝑛WX,:  	] . （5.66） 
Here P" and P: are the fractions of inductive energy stored in regions 1 and 2, respectively, which 
in general can be different than Ω"/(Ω" + Ω:) and Ω:/(Ω" + Ω:). To significantly change the 
contribution to the loss in this model, the volume for region 2 must be large compared to region 1. 
Based on my TiN resonator data, the majority of the inductive energy is stored in region 1 of 
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smaller superconducting gap and volume. This means that 𝑃:𝑛WX,:~0, so that the loss in region 2 
can be neglected.  Physically, this is qualitatively consistent with the edges and surfaces of the TiN 
resonator (where the RF currents are concentrated [110][231]) having a lower superconducting 
gap than the interior. See Section 4.4 for simulations of the RF current density in the CPW 
geometry.  
Figure 5. 9 shows plots of 𝑄$, 𝛿𝑓6/𝑓6 and 𝑇∗ versus 𝑇 for the case ∆"< ∆:, ∆"= ∆:, and 
∆"> ∆:. As seen from these plot, by exchanging Δ" ↔ Δ:, 𝑄$ at low temperatures changes by a 
factor of > 5, and we see a similar trend as that shown for the transmon 𝑇".  
 
 
Figure 5. 9    Plot of the temperature dependence of 𝑄$	and	𝛿𝑓6/𝑓6. In both plots, black corresponds to ∆"<
∆: with ∆"= 917.5	µeV, ∆:= 897.6	µeV, Ω"/Ω: = 0.1002 , 𝑛v[WX," = 160	µm9Ñ, and 𝛼 =
0.7009. Blue corresponds to ∆"= ∆: with ∆"= ∆:= 897.6	µeV. Green corresponds to ∆">
∆: with ∆"= 897.6	µeV, ∆:= 917.5	µeV.  













































 CHAPTER  6 
 
Building a Transmon 
 
My transmon qubit had a 3-dimensional (3D) configuration [46]. This means the transmon was 
fabricated on a dielectric chip that was then inserted into a 3D microwave cavity made of 
superconducting aluminum, as in H. Paik’s original design. This is in contrast to a 2D design where 
the transmon is coupled to an on-chip CPW or lumped-element resonator. The 3D design greatly 
reduces decoherence from resonator surface dielectric loss, thus potentially achieving a long 
lifetime, limited by other decoherence mechanisms such as non-equilibrium quasiparticles.  
 
6.1. Design   
6.1.1. Transmon Design   
The design for my transmon is illustrated in Figure 6. 1, in which two metal pads act as 
shunting capacitor for the Josephson junction, and at the same time function as a dipole antenna to 
couple to the fundamental mode of the cavity. As studies have found that reduction of stray 
capacitance near the material interfaces (refer to Chapter 3.8.2) of complex structures correlates to 
prolonged qubit coherence time [132][206], my transmon design adopted a simple geometry with 
pad dimensions of 700	µm × 375	µm × 80	nm [249][250], which gave 𝐸%/ℎ ≃ 222	MHz. The 
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transmon frequency was O𝜔J − 𝜔E[O/2𝜋~4	GHz detuned from the cavity resonance, designed for 
a reduced effective coupling strength such that the Purcell contribution (refer to Chapter 3.8.1) to 
the relaxation time was small. A byproduct of the large detuning frequency is the considerably 
reduced dispersive shift 𝜒. For ease of measurement with commercial instruments, the cavity 
resonance was set at ~8	GHz. To be in the transmon regime, I aimed for 𝐸G/𝐸% → 40, which 
implies a qubit frequency 𝑓E[~4	GHz, corresponding to a normal tunneling resistance 𝑅v~17	kΩ.  
 
 
Figure 6. 1     Illustration of my transmon and chip dimensions. Figure not drawn to scale. 
 
The transmon chip had a sapphire substrate with dimensions 7	mm × 5	mm × 0.5	mm, 
which was mounted in a 3D resonance cavity. About 90% of the electric field energy is stored in 
the substrate. Thus, the dielectric loss tangent of the substrate is critical. We adopted aluminum 
for the material of our transmon due to the ease of deposition and the ability to grow aluminum 
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oxide tunnel junction barriers. The commercially available high purity aluminum 99.999% pellets 
that we used produced high quality superconducting thin films. Alternative choices for the 
superconducting material including titanium nitride [48], niobium [251] and tantalum [252] were 
not used because of the difficulty in preparing suitable junctions. 
 
6.1.2. Cavity Design   
The design of the cavity that held the transmon was based on cavities developed by Dr. 
Sergey Novikov [250]. The geometry and dimensions of the cavity are illustrated in Figure 6. 2. 
The cavity supports a TE101 fundamental resonance mode with electric field parallel to the 
transmon dipole at frequency ~ 8 GHz [190]. Setting the cavity resonance higher than the qubit 
transition frequency reduces the Purcell effect from higher modes, thus enhancing the qubit 
coherence time. Aluminum was used for the cavity due to its low energy dissipation in the 
superconducting state. Two non-magnetic SubMiniature version A (SMA) feedthrough connectors 
were bolted to openings in the cavity for input drive and output readout [253]. The cavity coupling 
strengths to the respective ports were tuned by adjusting the length of the SMA center conducting 
pin that pokes into the cavity. 
 
6.2. Microwave Simulations 
The layout of the transmon chip and cavity were drawn using computer-aided design (CAD) 
software AutoCAD [254] and imported into finite element simulation software Ansys HFSS [255] 
or COMSOL Multiphysics [232] for microwave simulations. Material attributes were imported 
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from the material libraries with loss tangent of the substrate set to tan 𝛿 ~109Ô - 109I . The 
superconducting regions for both the 3D cavity and transmon pads were set to be perfect 
conductors. Surface meshing sizes were typically restricted with maximum meshing length <
5	to	10% of the wavelength propagating in the object (see Figure 6. 3). 
 




(b)   




Figure 6. 3     Surface meshing for the transmon chip (left) and cavity interior (right), with maximum 
meshing length restricted to < 5	to	10% of the wavelength propagating in the object. 
 
6.2.1. Extracting Qubit Parameters Via Black Box Quantization 
An initial set of qubit parameter estimations were obtained using finite element simulations. 
Due to its speed at locating resonance frequencies, Ansys HFSS [255] is a good choice for finding 
the resonance frequencies and coupling for cavities and qubits. For simulation efficiency, the 
transmon was modeled as a 2D perfect conducting surface with zero thickness. The Josephson 
junction was modeled as a lumped port normalized to > 10	GΩ impedance to minimize resistive 
dissipation. The SMA connectors were modeled as coaxial waveports normalized to 50	Ω 
impedance to account for I/O coupling losses. The simulation was performed using the HFSS 
driven modal method with a frequency scan around the cavity and qubit resonances.  
Black box quantization (BBQ) [256][257] is a semi-classical method for estimating the 
energy level structure of a coupled transmon-cavity system, in which the electromagnetic 
environment seen by the Josephson junction is treated as a black box with admittance 𝑌GG(𝜔) 
connected in series with the junction. For my transmon design, the electromagnetic environment 
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seen by the Josephson junction was simulated and the self-admittance 𝑌GG(𝜔) measured at the 
lumped port was extracted. I then used Mathematica [258] to interpolate between the simulated 
frequencies to obtain a smooth function. The total admittance of the Josephson junction was 
analytically written as  
𝑌G(𝜔) = 𝑌GG(𝜔) +
1
𝑖𝜔𝐿G6
+ 𝑖𝜔𝐶G	, （6. 1） 
where 𝐶G~80	fF and 𝐿G6~Φ6ℎ/2𝑒𝐸G were obtained from estimations for the junction capacitance 
and Josephson energy. The cavity resonance 𝜔J corresponds to the pole in 𝑌G(𝜔), and the qubit 
frequency 𝜔E[ is given by the frequency where 𝑌G(𝜔) crosses through zero. An example of the 
function 𝑌G(𝜔) is plotted in Figure 6. 4, with 𝜔J/2𝜋 = 7.7	GHz and 𝜔E[/2𝜋 = 3.9	GHz. 
 
Figure 6. 4   Plot showing the imaginary part of junction admittance 𝑌GG(𝑓) (red) and total admittance  𝑌G(𝑓) 
(blue) versus 𝑓 . The pole at 7.7 GHz is the cavity resonance and Im𝑌GG = 0 at 3.9 GHz 
corresponds to qubit frequency. 
 
 126 
6.2.2. Extracting Dielectric Dissipation and Participation Ratio 
To get a sense of expected transmon 𝑇" due to dielectric dissipation in various regions and 
interfaces in（3.77), I performed finite element simulations using COMSOL Multiphysics [232]. 
I found COMSOL is a better tool for simulating energy dissipation compared to HFSS due to 
issues regarding impedance matching. From my simulation results in particular, the lumped port 
(for simulation of Josephson junction) in COMSOL can be modeled as a port impedance connected 
in parallel to a voltage source for measurement (as illustrated in Figure 6. 5), thus setting a 
sufficiently large port resistance renders parasitic resistive loss negligible. In contrast, lumped port 
in HFSS is defined by a port impedance connected in parallel to a current source for measurement, 
thus setting the port resistance matching the environment impedance merely minimizes the 
parasitic resistive loss, which is also impractical to achieve. 
 
Figure 6. 5   Lumped port in COMSOL is defined by a port impedance connected in parallel 
to a voltage source, while lumped port in HFSS is defined by a port impedance 
connected in parallel to a current source. 
 
For simulation of small features, a thin layer of oxide (4 to 20 nm) was drawn at the material 
interfaces (see Figure 6. 6). The COMSOL stationary solver tolerance was balanced between the 
solving time and the convergence of the solution (see Table 6. 1). The Flexible Generalized 
Minimal Residual method (FGMRES) solver was used to help convergence and decrease the  
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simulation time, and the maximum number of iterative was set to a large number (e.g. 2 × 103).  
To determine the contribution to 𝑇" from different material interfaces, the simulation was 
performed for different combinations of oxide layer thickness at the interfaces and tan 𝛿_. The 
transmon 𝑇" was calculated from the real and imaginary part of the junction admittance that was 








. （6. 2） 
The dielectric quality factor 𝑄Y ≡ 𝜔E[𝑇" obtained from the simulation results of 𝑇" was found to 
be linearly proportional to the material thickness divided by the corresponding dielectric loss 
tangent tan 𝛿_  (see Figure 6. 7). This is expected qualitatively from the dielectric interface 






= 𝑃rb tan 𝛿rb + 𝑃bH tan 𝛿bH + 𝑃Hr tan 𝛿Hr	, （6. 3） 
where 𝑃_  and tan 𝛿_  are the energy participation ratio and dielectric loss tangent for the 
corresponding interfaces of air-substrate (AS), substrate-conductor (SC) and conductor-air (CA), 
respectively. My simulations yielded 𝑃rb ≃ 2𝑃bH ≃ 40𝑃Hr , in qualitative agreement with the 
electromagnetic energy concentration in the corresponding regions. My transmon was made of 
aluminum on a sapphire substrate. I found that a 4 nm layer of  Al:OÑ with tan 𝛿Hr = 109Ñ yielded 
𝑇" = 5	ms. This suggest that the oxide on the conductor-to-air interface is unlikely to be the 
limiting loss for my transmon 𝑇". In contrast, the simulation of a transmon on a silicon substrate 
with 4 nm layer of oxide on the substrate surface yielded 𝑇" = 69	µs, whereas removing the oxide 





Figure 6. 6   A thin layer of oxide was drawn at the material interfaces of air-substrate AS (purple), substrate-
conductor SC (yellow) and conductor-air CA (green). Blue is the substrate and red is the 2D 
metal layer. 
 
                                   Table 6. 1  Oxide thickness versus stationary solver tolerance. 







Figure 6. 7    Inverse of dielectric quality factor 𝑄Y ≡ 𝜔E[𝑇" obtained from simulation results was found to 
be linearly proportional to loss tangent 𝑡𝑎𝑛 𝛿_  (109Ô	𝑡𝑜	109Ñ ) divided by the dielectric 
thickness (4, 10, 16, 20 nm). Similar trend applies to the all the interfaces and simulation yields 





 In order to obtain transmons that have long relaxation times, good fabrication practices are 
necessary. Dust, native oxide between the superconductor and substrate, contaminants, impurities 
and lattice mismatching in material may lead to short coherence times. To reduce contamination, 
in situ fabrication is preferred. For my devices discussed in the dissertation, all of the fabrication 
was performed at the Laboratory for Physical Sciences (LPS). In this section, I start with an 
overview of the fabrication techniques and proceed by giving detailed recipes for all fabrication 
steps and procedures. 
 
6.3.1. Transmon Fabrication 
One of the key challenges in making a good transmon is to create high-quality Josephson 
junctions. Some problems can be avoided by using in situ fabrication procedure utilizing native 
metal oxide as the tunnel barrier. This is one reason that aluminum is a natural choice for making 
transmons, with which small Josephson junctions can be conveniently made with the Niemeyer-
Dolan suspended bridge technique [241]. The Dolan bridge in my structure is composed of a 
narrow strip of ZEP resist suspended on MMA resist, as illustrated in Figure 6. 8. This structure 
can be obtained by choosing a top layer resist that is less sensitive to electron beam (e-beam) 
exposure compared to the bottom layer. After writing the pattern via e-beam lithography, 
development of resist stack leaves a desired undercut in the bottom layer (see Figure 6. 9). The 
suspended top layer acts as a stencil mask, supported by the thicker undercut bottom layer. Two 
aluminum layers were then deposited at positive and negative angles (	±12.5°) of incidence to 
create an overlapped region under the bridge (see Figure 6. 10). In between the depositions, an 
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oxide layer was grown by bleeding pure oxygen into the deposition vacuum chamber at ~25 mTorr 
for 25 mins, creating a Josephson tunneling junction at the overlapped region under the bridge.  
Figure 6. 11 shows a scanning electron microscope (SEM) image of one of my Josephson 
junctions. The area of the junction is about 100	nm × 108	nm. Such small junctions are very 
sensitive to electrostatic discharge (ESD) and ESD protections need to be taken to great lengths 
during handling or direct-contact probe measurements of the junctions. An SEM photograph of an 
ESD damaged junction is shown in Figure 6. 12. Since the offset of pattern from tuning the 
deposition angle is only ~100	nm, the larger features of the transmon are unaltered (as shown in 
the photomicrograph in Figure 6. 13).  
For the transmons discussed in this dissertation, the bi-layer photoresist preparation for 
electron beam lithography was done by Dr. Sergey Novikov [250] in our group, while I completed 
the other fabrication steps. The sequential procedures and detailed recipes for the fabrication are 
covered in the subsequent sections. 
 
  
Figure 6. 8   Illustration of the Niemeyer-Dolan bridge composed of a narrow strip of ZEP e-beam 




Figure 6. 9  Cross-sectional view of photoresist development. The top layer of ZEP (yellow) is less 
sensitive to e-beam exposure compared to the bottom layer of MMA, such that development 
of resist stack leaves an undercut in the bottom layer 
 
Figure 6. 10     Deposition of two superconducting film layers at positive and negative incidence angles 
(e. g.±12.5°) creates an overlapped region under the bridge. Oxide layer grown in 
between the two depositions is shown in purple. 
 
 
Figure 6. 11   Scanning electron microscope image of double-angle evaporated junction. The lateral 




         Figure 6. 12   SEM image of an ESD damaged junction. 
 
 Figure 6. 13   Confocal optical micrograph of Al/AlOx/Al transmon. The dot to the right 
of the transmon is an SEM focusing spot. 
 
6.3.1.1. Substrate Preparation 
 The substrate preparation for electron beam lithography was done in the LPS clean room 
as follows: 
1. Obtain a 3” c-plane oriented sapphire wafer with single-side polish from Kyocera. Clean 
by rinsing with acetone, methanol, and isopropyl alcohol (IPA) in sequence and blow dry 
with nitrogen. 
 




3. Bake for 5 min on a hot plate at 180 °C. 
 
4. Let the wafer cool to room temperature. 
 
5. Spin a 100 nm layer of ZEP 520A DR2.3 (Zeon Chemicals) at 5000 rpm for 60 s. 
 
6. Bake for 5 min on a hot plate at 180°C. 
 
7. Hard-bake the wafer in an oven at 180°C for at least 30 min. 
 
8. Deposite a 10 nm thick anti-charging layer of Al using the thermal evaporator. 
 
9. Spin a 5 µm thick protective layer of FSC-M (blue resist) at 2000 rpm for 60 s. 
 
10. Bake for 5 min at 120 °C. 
 
11. Apply tape to the backside of wafer. 
 
12. Dice the wafer into 5	mm × 7	mm chips using a 2 inch hubbed resin-bonded diamond 
blade CX-010-325-080-H (Dicing Blade Technology) at 22,000 rpm spin-rate and 
0.75mm/s feed-rate using the Disco DAD321 dicing saw. 
 
13. Before e-beam writing, remove the FSC-M protective layer by rinsing in acetone for 40 s, 
followed by successive rinsing in methanol and isopropanol for 30 s each, then blow dry 
with nitrogen. 
 
6.3.1.2. Electron-Beam Lithography 
 The electron beam writing was performed using a JEOL 6500F Scanning Electron 
Microscope (SEM). I partitioned the transmon pattern into three regions (see Figure 6. 14) and 
then wrote them in the order of increasing feature size:  
1. Write the yellow region with 175	µCcm9: dosage (~30	pA beam current) at magnification 
of 500×. 
 
2. Write the cyan region with 100	µCcm9: dosage at magnification of 500×. 
 





Figure 6. 14   The transmon pattern was partitioned into three regions and wrote in in order of increasing 
feature size: {yellow} → {cyan} → {blue}. 
 
6.3.1.3. Development of e-Beam Pattern 
1. Dip the chip in OPD4262 Positive Photoresist Developer to strip the Al anti-charging layer. 
 
2. Rinse the chip in deionized (DI) water for 1 min, followed by 3 sec in isopropyl alcohol 
(IPA), and blow dry with nitrogen. 
 
3. Dip the chip in amyl acetate for 2 min to develop ZEP 520A DR2.3. No apparent change 
will be observed with the naked eye. 
 
4. Rinse the chip in IPA for 1 min and blow dry with nitrogen. 
 
5. Dip the chip in 5:1 solution of IPA:DI for 4 min 20 sec to develop MMA(8.5)MMA EL11. 
 




6.3.1.4. Double Angle Thermal Evaporation of Aluminum 
1. Mount chip on sample holder and place in thermal evaporator. Vacuum pump the chamber 
with a Varian turbomolecular pump overnight to reach pressure < 1093 Torr with heating 
tape turned on to degas the chamber wall. 
 
2. Turn off the heating tape and allow the chamber pressure to reach < 109Ô Torr.  
 
3. Using a tungsten boat filament loaded with 99.999% Al pellets, deposit the bottom layer 
of Al at an angle of +12.5° to the normal at ~5Å/sec rate to get a thickness of 30 nm. 
 
4. Oxidize the bottom Al surface at appropriate O: pressure and time to achieve the desired 
tunnel junction resistance (see Figure 6. 15). Vacuum pump the chamber immediately after 
desired oxidation time. 
 
5. Deposit the top layer of Al at an angle of −12.5° to the normal at ~5Å/sec rate to get a 
thickness of 50 nm, such that the overlapping region of the two layers forms a junction. 
 










6.3.1.5. Excess Aluminum Lift-off 
1. Half-fill a beaker with acetone and place the chip in it, facing down at 45° in a basket. 
 
2. Since acetone evaporates quickly, cover the beaker with a concave glass lid. 
 
3. Leave the setup for > 8	hrs until all residue has peeled off. If some fragments of aluminum 
are still attached to the chip, grab the chip face-down with tweezers and shake gently until 
the fragments come off. Do not take the chip out of the acetone before all residue comes 
off. 
 
4. Remove the chip from the acetone with tweezers and immediately dip in a beaker filled 
with isopropyl alcohol (IPA). Shake the chip gently in IPA. 
 
5. Remove the chip from the IPA and rinse with a stream of IPA from a squeeze-bottle. 
 
6. Blow dry with nitrogen. 
 
6.3.2. Cavity Fabrication 
 Starting from CAD drawings, the 3D cavity was machine milled out of AA 6063 aluminum 
alloy by the LPS machine shop. To ensure a high internal quality factor 𝑄$ , the surface was 
carefully cleaned and polished using the procedures described in the following section. 
 
6.3.2.1. Surface Polishing 
1. Inspect the tapped holes and remove any residual debris with dental pick and tweezers. 
 
2. Degrease parts using acetone, methanol and isopropyl alcohol (IPA) in an ultrasonic 
cleaner for 20 minutes in each bath. 
 
3. Using a hot plate with spinner, heat Al etchant to approximately 50 ℃. Use extra PPE 
(gloves and googles) when working with the aluminum etchant.  
 
4. Etch part for one hour. Once the piece is in the bath, rotate it with large tweezers rapidly a 




5. Change to a second bath at 50 ℃ and etch for another hour. Rotate the piece rapidly a few 
times. 
 
6. Rinse piece well using water and the spray nozzle for more than one minute. Ensure the 
screw-holes are thoroughly rinsed. 
 
7. Place in baths of acetone, methanol and IPA. Rotate the piece rapidly a few times. 
 
8. Rinse piece well using water and the spray nozzle for greater than one minute. 
 
9.  Dry immediately with nitrogen. 
 
10.  Place on 150 ℃ hot plate to evaporate any residual chemicals. 
 
6.3.3. Device Packaging 
Two non-magnetic SubMiniature version A (SMA) feedthrough connectors were bolted to 
the openings in the aluminum cavity to allow input drive and output readout lines to be attached. 
The cavity I/O coupling strengths 𝑄_v and 𝑄6'r to the respective ports were tuned by adjusting the 
length of the SMA center conducting pin that pokes into the cavity [249]. A test transmon chip or 
bare sapphire chip can be installed in the cavity to accurately mimic the cavity dielectric 
environment while tuning the input and output coupling 𝑄s. To obtain 𝑄_v and 𝑄6'r, the in-phase 
and quadrature components of the transmission coefficient 𝑆:" were measured using the VNA 
setup (see Chapter 7.2) and fitted to the real and imaginary parts of the expression [249] 
𝑆:"(𝜔) =
2𝑄$𝜔𝜔Jº𝑄_v𝑄6'r
(𝑄_v𝑄6'r + 𝑄$𝑄_v + 𝑄$𝑄6'r)𝜔𝜔J + 𝑖𝑄$𝑄_v𝑄6'r(𝜔: − 𝜔J:)
	, （6. 4） 
where 𝜔J/2𝜋 is the cavity resonance frequency and 𝑄$ is the internal quality factor. 
After the tuning 𝑄_v to ~9000	and	𝑄6'r	to	~90000, the transmon chip was slid into the 
slots on the cavity and secured in place by stuffing the gap with indium. A photograph of the chip 
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mounted in cavity is shown in Figure 6. 16. The cavity was then sealed by bolting the lid to the 




Figure 6. 16   Photograph of transmon chip mounted in the slots of the Al cavity. Note the SMA 

















 CHAPTER  7 
 
Experimental Setup for Control and Measurement 
 
To diminish thermal excitation of the qubit from the cryogenic environment, superconducting 
qubits are typically designed to operate in the regime 
𝑘𝑇 ≪ ℏ𝜔W ≪ 2∆	. （7. 1） 
For 𝜔W/2𝜋~4	GHz, one finds a corresponding effective temperature of 𝑇 = ℏ𝜔W/𝑘~200	mK. 
Therefore, to reduce thermal fluctuations in the quantum system, the device needs to be cooled 
well below this temperature. To meet this criterion, I typically cooled my devices in a dilution 
refrigerator to temperatures of about 20 mK.  
 
7.1. The Dilution Refrigerator Setup 
 The majority of my measurements were conducted in a Leiden CF-450 cryogen-free 
dilution refrigerator [259], which has a nominal cooling power of 450	µW  at 120	mK . The 
refrigerator was situated in an RF-tight shielded room built from grounded copper walls. Electrical 
cables and vacuum lines required for refrigerator operations and experiments were fed through the 
shielded room walls. The gas handling system, compressor, and pumps were located in an adjacent 
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room with walls lined with rubber-sheeting for reduction of acoustic noise. Microwave lines were 
fed through another wall to the driving and measurement instruments.  
 The Leiden refrigerator has five cooling stages [250] operating at successively reduced 
temperatures: the outer-vacuum chamber at 300 K, the first pulse tube stage at 50 K, the second 
pulse tube stage at 3K, the still at 700 mK, the cold plate at 75 mK, and the mixing chamber at 20 
mK. A photograph of the refrigerator stages can be found in Figure 7. 1. The first two stages are 
cooled by a Cryomech pulse tube cooler. The Leiden refrigerator has an aluminum outer vacuum 
can (OVC) that bolts to the 300 K stage plate and an inner vacuum can (IVC) that bolts to the 3K 
plate. Aluminum shielding cans wrapped in Aluminized Mylars layers were bolted to the pulse 
tube stages (50 K and 3 K), while gold-plated copper radiation shielding cans were bolted to the 
still plate (700 mK) and cold plate (75 mK). In addition to these standard shields on the CF-450, 
two Amumetal cryo-perm [260] magnetic shielding cans were bolted to the mixing chamber (MXC) 
plate, enclosing the device under test (DUT) thermally anchored to the mixing chamber stage. The 
standard operating procedures for cooldown and warmup can be found in Appendix B in [250]. 
To deliver microwaves to and from the device, semirigid microwave cables were used. At 
higher temperature stages, the signal cables are made of cupronickel, a material with large 
resistivity and therefore small thermal conductivity, to limit the heat conduction between stages. 
Niobium cables were installed between the cold plate (75 mK) and mixing chamber (20 mK). The 
input microwave signal was progressively attenuated with attenuators strategically placed at 
different temperature stages (see Figure 7. 2) to achieve a good noise temperature, producing more 
than 70 dB of total attenuation. It is worth mentioning that the 30 dB and 20 dB cryogenic 
attenuators at the cold plate and mixing chamber stages were custom-made by Dr. Jen-Hao Yeh 
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Figure 7. 1   Photograph of the CF-450 Dilution refrigerator taken by Dr. Shavindra Premaratne from our 





Figure 7. 2   Electrical layout of the dilution refrigerator measurement setup. Input microwaves are sent via 
cupronickel cables and attenuators placed at the temperature stages, producing ~ 70 dB of total 
attenuation. Niobium cables were installed between the cold plate (75 mK) and mixing 
chamber (20 mK) stages. The transmitted output signal from the cavity was fed through a series 
of microwave isolators on the mixing chamber before being amplified at 3 K by a low-noise 
HEMT [261]. Low-pass filters with a cut-off frequency of 12 GHz were mounted on the mixing 




cryogenic temperatures. This filtering allowed us to reduce thermal photons entering the cavity 
through the input transmission line and achieve a longer dephasing time 𝑇<  [188][189]. The 
transmitted output signal from the cavity was fed through a series of microwave isolators on the 
mixing chamber before being amplified at 3 K by a low-noise HEMT [261]. Low-pass filters with 
a cut-off frequency of 12 GHz were also mounted on the mixing chamber on the input and output 
lines to reduce excitations of higher modes of the cavity. In my experiments, I raised the 
temperature of my devices by sending a fixed current to a 100	Ω heating resistor installed on the 
mixing chamber. The mixing chamber temperature as a function of the applied current is shown 
in Figure 7. 3. 
 
 
Figure 7. 3   Measured temperature of mixing chamber as a function of the heating current supplied to the 






7.2. Vector Network Analyzer 
 The preliminary characterizations of my transmon were done using an Agilent E5071C 
vector network analyzer (VNA) locked to a rubidium atomic clock. I used it to obtain the complex 
scattering parameters (S-parameters) [262] of both my transmon and TiN resonators. By sweeping 
the VNA driving frequency at low powers, the bare cavity/resonator resonance frequency could 
be located. By repeating the frequency sweeps at gradually incremented RF power, the bare cavity 
frequency 𝜔J and dressed cavity frequency 𝜔J could be found (see Chapter 8.2), confirming the 
functionality of the qubit and providing an estimate for the dispersive shift 𝜒E[ = 𝜔J − 𝜔J
|E⟩. 
 
7.3. Pulsed Qubit Control/Readout 
 Pulsed qubit control is required to initialize qubit states, implement microwave quantum 
logic gates, and perform coherence measurements. Here I provide an overview of the methodology 
and then discuss each specific setup in the subsequent subsections. 
In my setup, two Agilent 33250A arbitrary waveform generators (AWGs) functioned as 
programmable digital switches to turn on/off the qubit (control) and cavity (readout) operation 
signals independently. The sequence and timing of the qubit operations were coordinated by 
triggering signals that were distributed to the instruments. Figure 7. 4 shows an example of a timing 
schematic for the triggering sequence. The resulting microwave signal pulse trains were routed 
through a Weinschel programmable attenuator and merged using two 6 dB MAC attenuators. The 
combined microwave drive signal was then filtered through a DC block and fed through the wall 




Figure 7. 4  Timing diagram illustrating the coordination of the control and readout signal sequence. The 
cavity and qubit 33250A triggers have an offset time delay 𝑡j[ó5Í to account for the duration 
of the cavity readout pulse. 
 
7.3.1. Synthesized Microwave Signal Generators 
 Spectroscopic measurements and simple qubit operations, involving sequential qubit 
rotations in the Bloch sphere or cavity probe tones, were implemented with Agilent 
E8257D/E8267D synthesized signal generators (SSGs). The SSGs were capable of outputting 
highly coherent continuous analog tones at a set frequency between 300 kHz and 20 GHz. It should 
be noted that the time between the trigger reception and pulse output was a minimum of 70 ns for 
the SSGs. When timing pulses from different SSGs with respect to each other, this delay had to be 




Figure 7. 5     Configuration of the trigger chain and connection of signal lines. 
 
The Agilent 33250A cavity AWG was programmed to provide an initial trigger to both the 
cavity SSG E8267D and qubit AWG Agilent 33250A, which was then in turn used to trigger the 
qubit SSG E8257D. The cascade of triggering chain goes as follows: cavity	SSG	 ← cavity	AWG	 
→ qubit	AWG → qubit	SSG . Depending on the operation, a third SSG E8257D, either set in 
continuous or triggered mode, could be used to apply a third tone. A schematic illustrating the 
configuration of the trigger chain and connection of signal lines is shown in Figure 7. 5. 
7.3.2. Arbitrary Waveform Generators 
To generate complex qubit gates, an arbitrary waveform generator Tektronix AWG70002A 
was used to generate microwave pulse sequences. The instrument outputs discrete-time signals 
programmed to arbitrary pulse shape with up to a 320 ms pulse length (limited by the 16 GB 
memory) at a sampling rate of 25 GSa/s. A detailed discussion of the system can be found in the 
dissertation by Dr. Shavindra Premaratne [249].  
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7.4. Heterodyne Pulsed Measurement  
Invented by Reginald A. Fessenden, heterodyne [263] refers to signal frequency created by 
mixing two closely spaced frequencies, thus shifting the resulting signal to a desired frequency 
range. The technique does not require extensive calibration for accurate I/Q measurements [250], 
and is insensitive to harmonic distortion and DC offsets. In my system, it was adopted to mix down 
the output microwave signal from the cavity tone at 𝜔ò with a local oscillator (LO) signal at 
𝜔±k~𝜔ò  to yield an intermediate frequency (IF) at  𝜔$ = 𝜔±k − 𝜔ò~1  MHz to 10 MHz 
suitable for pulsed digital detection, while the component at 𝜔$ = 𝜔±k + 𝜔ò was filtered out. 
An Agilent Acqiris 1082A digitizer board was used to measure the IF tone. The digitizer board 
has the capability of onboard averaging to increase efficiency and I routinely used this feature with 
~ 6000 averages for 𝜔$~10	MHz when performing measurements. The in-phase and quadrature 
(I/Q) components of the RF signal were extracted from the measured amplitude and phase of the 
IF signal via I/Q demodulation algorithms performed in LabVIEW. A schematic of the heterodyne 
circuitry is shown in Figure 7. 6, and the circuitry of the full system is traced out in Figure 7. 7. 
 




Figure 7. 7     Schematic tracing out the circuitry of the full system. 
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7.5. Optical Fiber Installation for Resonator Measurement 
 My experiments on the TiN resonators were performed in the same dilution refrigerator as 
that I used for the transmon measurements (refer to Section 7.1). To inject non-equilibrium 
quasiparticles into the resonators, I illuminated the device with IR light via an SMF-28 optical 
fiber [264]. Light from a 1550 nm IR laser [265] was sent through a few optical attenuators [266] 
at room temperature and then a fiber coupler. One of the resulting beams was used for power 
monitoring and the other was coupled to the fiber and used to illuminate the device. I ran the fiber 
through a vacuum Swagelok feedthrough [267] to reach the refrigerator vacuum space. The fiber 
was coiled up around a caged mandrel made of copper with a diameter of 20 mm mounted on the 
3 K stage to reduce long wavelength blackbody radiation from being transmitted down the optical 
fiber to the device. There was no detectable heating on the refrigerator from installation of the 
optical fiber and injecting optical power in a connected fiber into and out of the refrigerator. At 
the mixing chamber, the fiber was cleaved and glued to a hole in the lid of the resonator package, 
nominally centered over one of the resonators. The cleaved fiber was placed approximately 1.6 
mm over the resonator and based on the numerical aperture of the fiber, a Gaussian beam diameter 
of 250 µm was estimated at the chip. Figure 7. 8 shows a schematic of the setup and Figure 7. 9 




Figure 7. 8   Optical measurement setup has an additional SMF-28 optical fiber installed to illuminate the 
TiN resonators with IR light.  
(a)  (b)  (c)  
Figure 7. 9  Photograph of (a) fiber connection at the sample stage, where path of the fiber is traced by 
yellow dashed line to aid visualization, (b) looking at chip inside packaging box via fiber 






 CHAPTER  8 
 
Resonator and Transmon Characterization 
 
CPW resonators are a major component used in superconducting quantum circuits to read out 2D 
transmon/Xmon qubits [158]. They are also used in microwave kinetic inductance detectors 
(MKID) [230] and other detector applications. In my studies on quasiparticle phenomena, 
measurements of TiN resonators provided me information on the superconducting energy gap, 
kinetic inductance, and microwave dissipation. 
Characterization of a transmon qubit is essential before one can perform qubit manipulation 
or gate operations. Characterization is required for each cooldown of the device, because device 
parameters such as the qubit transition frequency 𝜔E[/2𝜋 and coherence time 𝑇"  tend to shift 
slightly between each cooldown. Parameters such as the junction critical current 𝐼% also tend to 
drift when the device is stored at room temperature for long periods of time, possibly due to growth 
or restructuring of the oxide tunnel barrier. I also found that I need to wait approximately one week 
after the initial cooldown before the qubit 𝑇" stabilizes; probably due to cooling of refrigerator 
components that were not well thermalized.  
In this chapter, I discuss the measurements and analysis I performed to characterize both 
the TiNx resonators and 3D transmon qubits for extracting key device parameters. I begin by 
discussing steady state spectroscopic measurements of the resonators, since this is relatively 
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simpler than the qubit characterization. The rest of the chapter discusses the different 
measurements I conducted on the qubits and the parameters extracted (see Table 8. 1). 
 
Table 8. 1     Table of measurement techniques and their extracted qubit parameters. 
section Measurement Parameters Obtained 
7.1 cavity spectroscopy 𝜔J, 𝜔J,𝜒,	𝜒E[, 𝜅, 𝑄_v, 𝑄6'r, 𝑄$ 
7.3 transmon spectroscopy 𝜔E[, 𝜔Ez, 𝐸¡, 𝐸G 
7.4 Rabi oscillations ℛîï, 𝑇lmð 
7.5 relaxation time measurements 𝑇" 
7.6 Ramsey oscillations precise	𝜔E[, 𝑇:∗ 
7.7 spin-echo measurements 𝑇:, echo 
 
 
8.1. Resonator Spectroscopy  
 For characterization of CPW resonators, I used a VNA to measure the transmission 𝑆:"(𝑓) 
as a function of frequency (see Figure 7. 8 for the setup schematic). From analysis of these 
measurements, I extracted the resonance frequency 𝑓6, coupling quality factor 𝑄%, loaded quality 
factor 𝑄±, and internal quality factor 𝑄$, as well as fluctuations in 𝑓6. These measurements were 
performed at different RF powers and refrigerator temperatures to investigate energy dissipation 
mechanisms. 
 
8.1.1. Diameter Correction Method for Parameter Abstraction 
 An expression for the complex	transmission 𝑆:"(𝑓) of a CPW resonator coupled to a 
waveguide can be derived using an analogous RLC circuit model of a resonator capacitively  
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coupled to a matched transmission line [249]. This analysis yields 
𝑆:"(𝑓) = 1 −
𝑄±/𝑄%




, （8. 1） 
where 𝑓6 is the resonance frequency, 𝑄±  is the loaded quality factor, 𝑄%  is the coupling quality 
factor and 𝜙 is the coupling phase.（8. 1）is similar to that for transmission through a cavity (see 
Section 6.3.3), except that the input and output Qs for the cavity are set to a common coupling 𝑄%. 
For an ideal system, the internal quality factor 𝑄$ can be calculated from the extracted values of 
𝑄± and 𝑄% using（4.23). 
 In reality, asymmetries in the measured 𝑆:"(𝑓) arise from non-ideal aspects of the setup 
such as a mismatched transmission line, series inductance, or mutual inductance. I account for 
these non-idealities using the Diameter Correction Method (DCM) developed by Khalil et al. [268], 
which introduces a complex coupling quality factor 𝑄% → 	𝑄l%, such that 






,  （8. 2） 
where O𝑄l%O and 𝜙 are the magnitude and phase of coupling quality factor 𝑄l%. Simultaneous fitting 
of both the in-phase and quadrature components of 𝑆:"(𝑓) using（8. 2）yields the resonator 
parameters 𝑓6, 𝑄±, 𝑄l% and 𝑄$ = C1/𝑄± − 1/O𝑄l%OF
9". Figure 8. 1 shows an example of the DCM 
resonance fitting to my data. Small discrepancies between the data and fitting occured near 𝑓6, due 





Figure 8. 1   Fitting 𝑆:" resonance data using the DCM technique. Data is shown as blue dots, fitting 
function is solid purple curve, and the DCM corrected 𝑆:" function is shown as solid green 
curve. The purple and green dashed lines correspond to the diameter of the solid purple and 
green circles. 
 
8.1.2. Noise Extraction from Repeated Scans and Error Propagation 
 While fitting my resonator data, I implemented a new procedure to estimate the 
uncertainties associated with my 𝑆:" data. This new procedure not only yielded a better fit to my 
data, but also allowed me to obtain information about phase noise in the resonator. To find the 
uncertainty in 𝑆:", I repeated each 𝑆:"(𝑓) scan about 600 times to extract the mean 𝑆:̅"(𝑓) and 
standard deviation 𝜎b:"(𝑓) as a function of frequency 𝑓. The 𝑆:̅"(𝑓) and 𝜎b:"(𝑓) associated with 
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the representative data set (blue) from Figure 8. 1 are plotted in Figure 8. 2 and Figure 8. 3 
respectively. I note that 𝑆:̅"(𝑓) shows the expected resonance behavior, while the corresponding 
𝜎b:"(𝑓) shows a strong dependence on 𝑓. To account for the fluctuations in 𝑆:"(𝑓), the resonance 
fittings (purple) using（8. 2）are weighted by the inverse of 𝜎b:"(𝑓) at each frequency. 
The behavior of 𝜎b:"(𝑓) can be modeled as a constant background fluctuation 𝜎1¨Evj 
associated with the amplifier noise and a resonance frequency fluctuation 𝜎z. Propagation of errors 









):	,  （8. 3） 
where 𝐼𝐹  is the bandwidth of the VNA measurement. Fitting（8. 3）to my data yields good 
agreement (see Figure 8. 3). Whereas 𝜎1¨Evj  turns out to be independent of refrigerator 
temperature, 𝜎z shows more interesting temperature behaviors. Further analysis and explanation 
of the frequency fluctuations will be given in Section 10.4.  
 
 
Figure 8. 2   Plot of real and imaginary components of ?̅?:"(𝑓) data obtained from the 600 repetitions of 





Figure 8. 3   Plot of 𝜎b:"(𝑓) associated with data in Figure 8. 2. Dots are data and curve is fit to（8. 3). 
 
8.2. Cavity Spectroscopy 
Cavity spectroscopy yields the cavity input/output quality factors 𝑄_v, 𝑄6'r (see Section 
6.3.3), the dressed cavity frequency 𝜔J/2𝜋 , bare cavity 𝜔J/2𝜋 , and the dispersive shift 𝜒E[ . 
Measurements of the transmission coefficient 𝑆:"(𝑓) through the cavity were performed using the 
VNA (see Section 7.2). The bare and dressed cavity frequencies were extracted by performing 
frequency sweeps as a function of the applied power; the cavity resonance shifts from the dressed 
frequency 𝜔J/2𝜋 at low power to the bare frequency 𝜔J/2𝜋 at high power with a sharp transition. 
Figure 8. 4 shows a plot of the measured 𝑆:"(𝑓) as the applied power 𝑃5XXó. is increased from −30 
dBm to +10  dBm. Low applied powers corresponds to the dispersive regime with 𝜔J/
2𝜋~7.9545	GHz, while at high applied powers 𝜔J/2𝜋~7.952	GHz, yielding 𝜒E[/2𝜋 = (𝜔J −
𝜔J)/2𝜋~2.5	MHz. This frequency shift and transition confirms that the qubit is functional and the 





Figure 8. 4   Cavity spectroscopy measured using VNA. 𝜔J/2𝜋~7.9545	𝐺𝐻𝑧 and 𝜔J~/2𝜋7.952	𝐺𝐻𝑧 
gives  𝜒E[/2𝜋~2.5	𝑀𝐻𝑧. 
 
More accurate values for the qubit parameters 𝜔J, 𝜔J,𝜒,	𝜒E[  and 𝜒[z  were extracted by 
performing pulsed spectroscopy using the heterodyne setup discussed in Section 7.4. In this 
scheme, heterodyne measurements of the transmission coefficient 𝑆:" are performed before and 
after applying a bit-flip gate ℛîï (see Section 8.5) to the qubit. Since bit-flip operation is required, 
this step was revisited after calibration of the ℛîï gate (see Section 8.5). The pulse sequence is 
illustrated in Figure 8. 5, where a cavity reference pulse is first applied to obtain the background 
transmission 𝑆:", followed by an idle time for cavity ring down, before the qubit tone is applied 
and immediately followed by a cavity pulse to track changes in 𝑆:". A change in 𝑆:" relative to 
the reference pulse occurs when the qubit tone hits the qubit transition frequency and induces an 




Figure 8. 5   Heterodyne pulse sequence for transmon readout. Cavity reference pulse is applied to obtain 
the background transmission 𝑆:", followed by an idle time. A qubit tone is then applied and 
immediately followed by a cavity readout pulse to track changes in 𝑆:". 
 
By performing pulsed frequency sweeps near the cavity resonance at gradually raised 
readout power with the ℛîï gate applied via the pulsing sequence in Figure 8. 5, a refined version 
of Figure 8. 4 can be obtained, from which the dressed frequency 𝜔J at transmon |𝑔⟩ and |𝑒⟩ states 
can be distinguished. Figure 8. 6 shows an example where the dressed cavity resonance shifts from 
𝜔J
|E⟩/2𝜋~7.9545	GHz in the |𝑔⟩  state to 𝜔J
|[⟩/2𝜋~7.9538	GHz in the |𝑒⟩ state at low readout 
powers (see Chapter 3.5.1). At high readout power, the transmission 𝑆:" shows an increase around 
0 dBm near the bare frequency 𝜔J for the transmon |𝑔⟩ → |𝑒⟩ state transit. This 2D color map 
provides reference for setting power bias to the transmon readout, as discussed in the next section. 
 
 
Figure 8. 6   Pulsed cavity spectroscopy performed using heterodyne measurement in qubit ground state 





 A line cut at 𝑃%5ú = −20	dBm through the plots in Figure 8. 6 give the profiles of the cavity 
resonance (see Figure 3. 7). Fitting the resonance to a Lorentzian distribution [269] yields 
𝜔J/2𝜋 ≃ 7.95197	GHz , 𝜔J
|[⟩/2𝜋 ≃ 7.95384  and 𝜔J
|E⟩/2𝜋 ≃ 7.95459	GHz  (see Figure 8. 7). 
The dispersive shift can be calculated accordingly as 𝜒/2𝜋 ≃ (𝜔J
|[⟩ − 𝜔J
|E⟩)/2𝜋 ≃ −0.375	MHz. 




Figure 8. 7   𝑆:" versus frequency 𝑓 at 𝑃%5ú = 10	dBm (green) and 𝑃%5ú = −20	dBm (blue and purple) 
corresponding to horizontal line cuts from the plots in Figure 8. 6. Curves correspond to fit 
with 𝜔J/2𝜋 ≃ 7.95197	GHz (green), 𝜔J
|[⟩/2𝜋 ≃ 7.95384 (blue) and 𝜔J
|E⟩/2𝜋 ≃
7.95459	GHz (purple).  
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8.3. Transmon Readout 
As discussed in the preceding section, a 3D false-color plot of 𝑆:" versus frequency and 
applied readout power gives a clear picture of the boundary between the low-power dispersive 
readout corresponding to 𝜔J and the non-linear high-power readout corresponding to 𝜔J. Either 
readout method can be used to get a fairly accurate measure of the qubit transition frequency 𝜔E[. 
To do this, I fixed the cavity tone readout power to a desired bias point, corresponding to a clearly 
defined frequency 𝜔J or 𝜔J in Figure 8. 4, and swept the frequency of the qubit tone using the 
pulsing sequence illustrated in Figure 8. 5. A change in the measured cavity readout 𝑆:" relative 
to the reference pulse occurs when the qubit tone hits the qubit transition frequency and induces 
an excitation. In the subsequent two subsections, I discuss details of the dispersive and high-power 
readout techniques. 
 
8.3.1. Dispersive Readout 
Proposed by Blais et al. [270] and demonstrated by Wallraff et al. [271] in 2004, the 
dispersive readout can be used as a quantum non-demolition weak measurement [272][273] 
implemented by low-power biasing the readout tone at the |𝑔⟩ state dressed cavity frequency 
𝜔J
|E⟩ = 𝜔J − 	𝜒, at which the transmission drops when a qubit transition |𝑔⟩ → |𝑒⟩ occurs. The 
drawback of this low-power scheme is the inherent low signal-to-noise ratio. Signal readout using 
a quantum-limited amplifier [274] or a substantial amount of averaging over repeated 




8.3.2. Non-linear High-power Readout 
 The non-linear high-power readout was first demonstrated by Reed et al. [275] in 2010. It 
implements a projective strong measurement by high power biasing the readout tone at the bare 
cavity frequency 𝜔J. By carefully choosing the power, the state of the transmon can be mapped to 
the 𝑆:" transmission. For example, the best bias point in Figure 8. 6 is near 𝑓 = 7.952	GHz and 
𝑃 = 0 dBm, where 𝑆:"  for the |𝑒⟩ state is much larger than that for the |𝑔⟩ state. Fixing the 
frequency of the readout tone at 𝜔J and sweeping the applied readout power yields S-curves for 
the |𝑔⟩ and |𝑒⟩ states, as shown in Figure 8. 8. In this plot, each data point was obtained from the 
demodulated in-phase voltage of the heterodyne pulsed measurement averaged over 4000 
repetitions. The cavity reference pulse in Figure 8. 5 yields the purple curve in Figure 8. 8, while 
the cavity readout pulse applied immediately after the qubit |𝑔⟩ → |𝑒⟩ drive yields the blue S-curve. 
Replacing the qubit |𝑔⟩ → |𝑒⟩ drive with the |𝑔⟩ → |𝑓⟩ drive of higher excitation state yields the 
green S-curve in Figure 8. 8. The difference between the excited state (blue or green) and reference 
(purple) S-curve corresponds to the distinguishability of the ground and excited state populations. 
A high distinguishability and a low ground state population stable relative to small fluctuations in 
readout power are desired when selecting a bias point. In the case of Figure 8. 8, a decent bias 
occurs at 𝑃%5ú~0	dBm for distinguishing between |𝑔⟩ and |𝑒⟩. However, this is not a good choice 
for distinguishing |𝑓⟩ from |𝑒⟩. If one needs to distinguish |𝑓⟩ from |𝑒⟩, then a power of 𝑃%5ú~ −
3	dBm should be used.  
This readout scheme can also be used to extract the probability of being in |𝑔⟩ or |𝑒⟩ when 
the system is in a superposition state, for which repeated averaging would place the output in the 































 are the amplitudes of the heterodyne measurement results for the 




 is the relative amplitude of the 
heterodyne measurement immediately after the application of a pulse or pulses that drives the 
system from |𝑔⟩ to the state |𝑗⟩.  
Compared to dispersive readout, the non-linear high-power readout can provide a high 
signal-to-noise ratio, thus reducing the number of repetitions required to obtain precise values for 
the qubit population. Therefore, this readout scheme was adopted for most of my measurements. 
 
Figure 8. 8   S-curves for mapping the heterodyne amplitude ∆𝑉/𝑉 to the transmon state |𝑔⟩ (purple), |𝑒⟩ 
(blue) and |𝑓⟩  (green). Decent biasing locates at 𝑃%5ú~0	𝑑𝐵𝑚  for |𝑔⟩, |𝑒⟩  detections and 
𝑃%5ú~ − 3	𝑑𝐵𝑚 for |𝑔⟩, |𝑒⟩, |𝑓⟩ detections. 
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8.4. Transmon Spectroscopy  
 Transmon spectroscopy yields a preliminary estimation of the qubit transition frequencies 
𝜔E[ and 𝜔Ez. To perform qubit spectroscopy, a qubit tone of long pulse duration and moderate RF 
power was applied, followed by a pulsed heterodyne measurement of the cavity using the pulse 
sequence shown in Figure 8. 5. Figure 8. 9 shows a spectroscopic plot of the excess population 
using a high-power readout. In the plot, the |𝑔⟩ ↔ |𝑒⟩ transition occurs at 𝜔E[/2𝜋~4.049	GHz 
and a two-photon transition from |𝑔⟩ to |𝑓⟩ occurs at 𝜔Ez/4𝜋~3.938	GHz. The charging energy 
can be calculated accordingly as 𝐸%/ℎ ≃ 2C𝜔E[/2𝜋 − 𝜔Ez/4𝜋F ≃ 222	MHz. 
 
Figure 8. 9     Transmon spectroscopy using the heterodyne pulse measurement techniques, yielding 




8.5. Rabi Oscillations  
 Named after Isidor Isaac Rabi, a Rabi oscillation [171] refers to the cyclic behavior 
between states |𝑔⟩↔ |𝑒⟩ of a two-level quantum system that is driven near its resonance frequency 
(see Section 3.5.2). For a transmon being driven at the transition frequency 𝜔E[, the sinusoidal 
Rabi oscillation of the qubit states |𝑔⟩ ↔ |𝑒⟩ corresponds to a steady rotation of the Bloch vector 
(see Section 3.6.1) around the 𝚤̂-axis of the Block sphere. To measure Rabi oscillations, I used the 
pulse sequence illustrated in Figure 8. 10, in which the pulse duration 𝑡lmð of the qubit tone at 
𝜔E[ is varied to change the angle of Block vector rotation. Figure 8. 11 shows a representative plot 
of the data obtained. 
 
Figure 8. 10   Pulse sequence for measurement of Rabi oscillations, where the pulse duration 𝑡lmð is varied. 
 
Figure 8. 11   Measured Rabi oscillations (blue dots) and fit (purple curve). A bit-flip or inversion of the 
population occurs at 𝑡§, whereas half-inversion occurs at 𝑡§/:. 
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If a qubit is initialized in the |𝑔⟩ state, and then undergoes a Bloch rotation around the 
 𝚤̂-axis until it reaches 𝜃 = 𝜋 , the qubit population will be 100%  transfered to the |𝑒⟩  state 
(ignoring relaxation). Such an operation is called a 𝜋-pulse snd can be represented by the Pauli-X 
gate operator [276] 




The duration 𝑡ï of the ℛîï gate is determined by the Rabi oscillation frequency and qubit tone 
power. Figure 8. 12 shows the extracted the Rabi frequency Ωl as a function of applied qubit drive 
voltage 𝑉_v. For measurements of qubit lifetime, I wanted a 𝜋-pulse with a duration that was much 
shorter than the relaxation time 𝑇", but did not require too large of an applied power because this 
could heat passive circuitry in the refrigerator. For this reason, I used a 𝜋-pulse with a duration of 
~150 ns. After calibrating the 𝜋-pulse, the ℛîï gate was implemented in the cavity spectroscopy 
and transmon readout discussed in the previous sections of this chapter. 
 
Figure 8. 12    Measured Rabi frequency 𝑓ò51_ = Ωl/2𝜋 versus applied qubit drive voltage 𝑉_v at the device. 
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 Due to decoherence, the amplitude of Rabi oscillations decays in time 𝑡lmð with a time 
constant 𝑇lmð. Figure 8. 13 shows a measurement of Rabi oscillations over a duration of 200	µs. 
The waveform can be fit to an exponentially decaying sine wave using  
𝑃|[⟩ = 𝐴𝑒
9 *«ýøþÿ(sinΩl𝑡lmð + 𝐶),  （8. 7） 
yielding the Rabi decay time constant 𝑇lmð = 50.3	µs. The constants 𝐴~0.5 and 𝐶~0.5  here are 
the oscillation amplitude and steady-state population, respectively. For uniform frequency-
independent dissipation and dephasing, the Rabi decay time constant is related to the relaxation 







. （8. 8） 
 
  
Figure 8. 13     Rabi oscillation decay measurements. Fitting yields an exponential decay with time constant 






8.6. Relaxation Time Measurements 
 The relaxation time 𝑇" is defined as the mean time that it takes for an un-driven qubit to 
decay from its excited state to the steady-state occupancy due to dissipation of energy. 𝑇" can be 
measured by applying an ℛîï gate and inserting a delay 𝑡¢m"oR before performing a cavity readout 
measurement (see Figure 8. 14). I typically used 6000 repetitions of the measurement to obtain the 
mean decay plot. At short times, 𝑃|[⟩~1 while for times 𝑡¢m"oR ≫ 𝑇" the state will have relaxed and 
𝑃|[⟩~0. By sweeping the duration of 𝑡¢m"oR, decay plots as shown in Figure 8. 15 were obtained. 
Note that the time between the cavity readout pulses should be sufficiently longer than 𝑇" for the 
qubit to reach steady-state occupancy before each operation. The measured population decay can 
then be fit to the function 
𝑃|[⟩ = 𝐴𝑒9r#ø$%÷/Yt + 𝐶	, （8. 9） 
where 𝐴~1 is the initial |𝑒⟩ state occupancy, and 𝐶~0 is the steady-state occupancy or the residue 









Figure 8. 15   Relaxation time T"	measurements of |𝑒⟩ state decay (dots). Fitting to（8. 9）yielded 𝑇" =
25.2	µs (solid curve). 
 
8.7. Ramsey Oscillations 
 Developed by Norman Ramsey, a student of Isidor Rabi, Ramsey interferometry [277] is a 
technique to determine transition frequencies with high precision and accuracy. It is employed 
in atomic clocks and in the S.I. definition of the second. Ramsey interferometry is implemented in 
qubit characterization by sending one ℛî
ï/:	gate of duration 𝑡ï/2 creating the state (|𝑔⟩ + |𝑒⟩)/√2, 
allowing the system to precess for an idle time 𝑡lmnoRp, and then sending a second ℛî
ï/:	gate (see 
Figure 8. 16). Neglecting decoherence, if the two π/2 pulses are resonant with the qubit, then this 
pulse sequence will put the system in the |𝑒⟩ state, whereas if the π/2 pulses are slightly detuned 
by ∆j  from the qubit resonance 𝜔E[ , the phase of the superposition state accumulated during 
𝑡lmnoRp results in a drop in the final |𝑒⟩ state population measured, thus 𝑃|[⟩ will oscillate with 
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𝑡lmnoRp at frequency 𝑓lmnoRp ∝ ∆j. Figure 8. 17 shows a Ramsey measurement with an oscillation 
frequency of 𝑓lmnoRp~182	kHz. Figure 8. 18 shows a plot of the extracted 𝑓lmnoRp for different 
drive frequencies 𝜔j = 𝜔E[ ± ∆j. Fitting the data to the functional form 
sign[∆j]	𝑓lmnoRp = 𝐴𝜔j + 𝐶  （8.10） 
and comparing with the relation 𝑓lmnoRp ∝ ∆j  yields a precise determination of the qubit 
frequency 𝜔E[ at 𝑓lmnoRp = 0. Here, sign[∆j] is the sign of detune ∆j, 𝐴 and 𝐶 are constants. For 
the data shown, 𝜔E[/2𝜋 = 4.0560144	GHz . This precise qubit frequency obtained from the 
Ramsey measurements was implemented in the cavity and transmon spectroscopies discussed in 
prior sections of this chapter to improve the accuracy of qubit characterizations. 
Due to energy relaxation and dephasing, the measured amplitude of Ramsey oscillations 
decays in time. Figure 8. 19 shows a measurement of the Ramsey oscillation over a duration of 
80	µs. The sinusoidal oscillation pattern shows an exponentially decay envelope that can be fit to 
the function 
𝑃|[⟩ = 𝑒9r/&´
∗ (1 − sin 2𝜋𝑓lmnoRp𝑡lmnoRp)	,  （8.11） 
yielding the Ramsey decay time constant T:∗ = 27.6	µs. In general, the Ramsey decay is related to 









 , （8.12） 












Figure 8. 17      Measurements of the excited state population 𝑃|[⟩ versus Ramsey delay time 𝑡ò5B[Í (blue) 







Figure 8. 18  Plot of sign[∆j]𝑓lmnoRp  versus drive frequency 𝜔j/2𝜋 , where sign[∆j]  is the sign of 
detuning ∆j. The point where 𝑓lmnoRp = 0 corresponds to the best estimate for the qubit 








8.8. Spin-Echo Measurements 
 The spin echo, also referred to as Hahn echo, was invented by Erwin Hahn to reduce effects 
of inhomogeneous broadening due to inhomogeneity induced frequency variations in spin 
ensembles. Hahn was using nuclear magnetic resonance (NMR) to study ensembles of spins and 
realized that magnetic field inhomogeneity was causing significant spectral broadening [279]. His 
spin echo technique can be implemented in my qubit characterization by introducing a 180° 
rotation around the 𝚥-̂axis of the Bloch sphere (see Section 3.6.1) using a Pauli-Y gate ℛpï midway 
in between the two ℛî
ï/:	gates in the Ramsey pulsing sequence, as illustrated in Figure 8. 20. The 
180° rotation in the orthogonal axis induces a time-reversed evolution in the precession of the 
qubit state. This causes refocusing of the states that have slightly different transition frequencies. 
The signal generated by the refocusing of spins resembles an echo, thus the name “spin echo”.  
When the inhomogeneity is independent of time within the timescale of the free evolution, 
the ensemble constituents will refocus right before the application of the second ℛî
ï/:	gate, hence 











if the sources of dephasing and relaxation are frequency independent. The coherence time 𝑇: can 
be measured by sweeping the duration of 𝑡R¡ñ in the applied pulse sequence, yielding a plot as in 
Figure 8. 21. The decay of 𝑃|[⟩ can then be fit to  
𝑃|[⟩ = 𝐴𝑒9rì(¸/Ý + 𝐶	, （8.14） 
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where 𝐴~1 is the initial |𝑒⟩ state occupancy, and 𝐶~1/2 is the expected steady-state occupancy. 
The fit to the data in Figure 8. 21 corresponds to 𝑇: = 44.8	µs. By measuring both 𝑇" and 𝑇: time 
constants, the dephasing time constant 𝑇< could be calculated. 
 
 
Figure 8. 20    Pulse sequence for the spin echo measurement of coherence time 𝑇:, where the duration of 
𝑡R¡ñ is varied. 
 
 




8.9. Cavity Photon Number  
 Using 𝑇" = 25.2	µs and 𝑇: = 44.8	µs, the dephasing time constant 𝑇< ≥ 403.2	µs could 
be calculated using（8.13). For cavity photon induced dephasing (see Section 3.7.1), 𝑇< can be 
converted to corresponding mean cavity photon number 𝑛qrs = 1.002 × 109Ñ  using（3.72). 
Typically, 𝑛qrs rises with the applied readout power due to heating of the attenuators in the input 
transmission line. Figure 8. 22 shows the average cavity photon number detected as a function of 
an applied heating tone for some of my cooldowns. 
 
Figure 8. 22   Average cavity photon number 𝑛qrs as a function of applied power 𝑃j dissipated in the 20dB 
attenuators connected before the transmon in cooldowns with different thermal attenuation of 
the input drive signal at the cold plate and mixing chamber (see Section 7.1) using our 1st 
generation (black) and 2nd generation (purple and blue) homemade attenuators, commercial 
attenuator (green), and 0th generation homemade attenuators (yellow), corresponding to the 
dates Sep (yellow), May (green), Apr (blue), Feb (purple), Jan (black) in Table 8. 2. Dashed 




8.10. An Overview of the Qubit Characterization 
 Whereas the subsections in this chapter were given in the same sequence I typically used 
for transmon characterization, revisiting between the various characterization steps is generally 
required for obtaining accurate qubit parameters. For my measurements, I followed a cyclic 
characterization sequence as illustrated in Figure 8. 23, until the qubit parameters converge to an 
acceptable accuracy and precision. A summary of my cavity and qubit parameters can be found in 
Table 8. 2. The results of relaxation time measurements, as the key focus of my studies, are 
discussed in the next chapter. 
 
Figure 8. 23     Cyclic qubit characterization sequence to obtain accurate qubit parameters. 
 
Table 8. 2     Summary of qubit parameters measured in consecutive cooldowns from Jan 2017 to Sep 2017. 
date Sep May Apr Feb Jan 
𝑸𝑳 10800 10600 9400 11000 9000 
𝑸𝒊𝒏,𝑸𝒐𝒖𝒕 9000,87000 9000,87000 9000,87000 9000,87000 9000,87000 
𝒇𝒄 [GHz] 7.95158 7.95240 7.95197 7.95200 7.95235 
𝒇𝒒 [GHz] 3.70713 3.71869 3.90964 4.00995 4.05601 
𝜿/𝟐𝝅 [MHz] 0.7300 0.8944 0.8386 0.7338 0.9070 






 CHAPTER  9 
 
Redistribution of Non-equilibrium Quasiparticles in Transmon 
 
In my experiments on the transmon characterized in the preceding chapter, I observed a peculiar 
temperature dependence of transmon relaxation. The phenomenon was not unique and had been 
seen repeatedly in our experiments as well as by our collaborators [62]. I explained this observed 
phenomenon with non-equilibrium quasiparticles redistribution due to superconducting energy 
gap inhomogeneity. The derivation of our theoretical model can be found in Chapter 5. In the 
current chapter, I present my experimental results and discuss some of the implications for 
reducing loss due to quasiparticles. 
 
9.1. Curious Temperature Dependence of the 𝑻𝟏 Relaxation Time 
In my measurements on the temperature dependence of the relaxation time 𝑇", I found a 
striking and unexpected increase in 𝑇" as the temperature 𝑇 was increased from about 30 mK to 
100 mK (one-tenth of the aluminum 𝑇%). Figure 9. 1 shows a typical plot of the |𝑒⟩ state population 
decay measured using the pulse sequence in Figure 8. 14 for temperatures ranging from 𝑇 =
27	mK	to	232	mK. These relaxation data are fitted with the simple exponential decay in（8. 9). 
The resulting decay rates depend non-monotonically on temperature, with the extracted 𝑇" peaks 
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about 100 mK (see Figure 9. 2). In particular, as the temperature of the qubit was increased from 
a base temperature of 10 mK, the lifetime increased from 𝑇" = 18	µs up to a maximum 𝑇" = 32	µs 
at a temperature of 90 mK. Above 150 mK, 𝑇" rapidly decreased as expected due to the thermal 
generation of quasiparticles. We note that these measured values for 𝑇" are far below the estimated 
Purcell limit of 1.7 ms and also much shorter than expected from dielectric loss (see Section 6.2.2). 




Figure 9. 1     Plot of |𝑒⟩ state population decay at various temperatures for Sep cooldown in Table 8. 2. 




Figure 9. 2   Extracted 𝑇" (red dots) versus temperature 𝑇 peaks about 100 mK, with fitting (refer to Table 
9. 1) to our model in（5.40)  is plotted as solid line (red). Dashed line is a model based on a 
simple TLS limited case calculated from（4.30).  
 
To explain the initial rise in 𝑇" from 30 mK to 100 mK, the model in Chapter 5.2.2 was 
developed. In the model, we assume that the two stacked Al layers have slightly different 
superconducting energy gaps. At ~30 mK, non-equilibrium quasiparticles accumulate in the 
thinner 30 nm aluminum layer 1 since it has a slightly lower energy gap. This gives a high 
quasiparticle density at the Josephson junction, thus inducing a high quasiparticle tunneling rate 
and short 𝑇". As the temperature increases, non-equilibrium quasiparticles gain enough thermal 
energy to diffuse into the higher gap region of the thicker 50 nm aluminum layer. The diffusion 
reduces the overall quasiparticle density in contact with the Josephson junction, resulting in a lower 
quasiparticle tunneling rate and a larger 𝑇". This physical picture is captured in（5.40), which I 
used to fit the data in Figure 9. 2, yielding Δ" = 191	µeV, 	Δ: = 196	µeV, 𝑛"¾,R = 19.9	µm9Ñ, 
𝑛"l,R = 3.3	µm9Ñ. The resulting energy gaps fall within the typical range for thin-film aluminum 
and the gap difference Δ: − Δ"~5	µeV could be a result of small differences in the film growth 



































𝑇"  at higher temperatures, while the gap difference Δ: − Δ"  is determined by the temperature 
where 𝑇" starts to rise at low temperatures.  
 While conducting experiments with different attenuators (see Section 8.9) on the input 
transmission line, similar phenomenon was observed repeatedly. For comparison, Figure 9. 3 
shows 𝑇" vs. 𝑇 from four different cooldowns of the same transmon. Three of the curves show a 
prominent increase in 𝑇" as the temperature is increased from 20 mK to 100 mK, while the one 
with the largest 𝑇" (black) shows no such increase. For example, during the Feb cooldown (purple), 
I found that 𝑇" increased from about 40 µs at 20 mK to about 80 µs at 100 mK. The device was 
subsequently warmed to room temperature and cooled about 1 week later. During the Apr 
cooldown (blue), the same device showed an overall reduced 𝑇"  with a similar temperature 
behavior, where 𝑇" increasing from about 30 µs at 20 mK to about 50 µs at 100 mK. In contrast, 
for the May cool-down (black), 𝑇" had a nearly temperature-independent value of 90 µs between 
20 mK and 100 mK. Again, cycling the transmon to room temperature and measuring 𝑇" for a 
fourth time (red) in Sep, I saw behavior similar to that seen on the first and second cool-down, but 
with overall reduced 𝑇". 
I note that the transmon sometimes showed spontaneous changes in 𝑇" and, for the second 
cooldown in particular, switching between two relaxation time constants was observed. The data 
shown in Figure 9. 3 for the Apr cooldown (blue) is the longer of the two-time constants, which 
was the more frequent. Similar behavior in other superconducting qubits has been attributed to 
fluctuations in the number of quasiparticles contributing to the loss [216]. When the number 
fluctuation is slow compared to the relaxation time, non-exponential decay or a distribution of 
decay time constants is expected [210], while if the fluctuation is fast relative to the decay time 




Figure 9. 3    Semi-log plot of relaxation time T1 versus temperature T for four successive cooldowns in Feb 
(purple), Apr (blue), May (black), and Sep (red) 2017. Apr cooldown displayed an exponential 
decay with two time constants - blue points show behavior of the longer of these two time 
constants.  Points are measured values and solid curves are model fits with parameters listed 
in Table 9. 1. 
  
 The solid curves in Figure 9. 3 are fits of（5.40）to the 𝑇" vs 𝑇 data, with（5.25）and
（5.26）used to model the quasiparticle densities. For each data set, all of the parameters in the 
model (see Table 9. 1) were determined by independent means and set to be constant, except for 
Δ", Δ: − Δ", 𝑛"¾,R, and 𝑛"l,R. In determining these four fit parameters, we note that the sharp 
downturn in 𝑇" at higher temperatures is mainly determined by the smaller gap. On the other hand, 
if a plot has a section at low temperature where 𝑇" increases as the temperature increases, the layer 
with the smaller volume (layer 1) has the smaller gap and the onset occurs at a temperature that is 
determined by Δ: − Δ". For the data sets that did not show this increase, the two layers have nearly 
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equal gaps or a serendipitous set of energy gaps and quasiparticle densities. Finally, the parameter 
𝑛"¾,R sets the value of 𝑇" at the lowest temperatures and 𝑛"l,R affects to some extent how strong 
the rise is in 𝑇".  
Table 9. 1   Table of device parameters and fit parameters for four consecutive cooldowns in year 2017. I 
assumed the Fermi energy and density of electrons in Al were 𝜀 = 11.63	𝑒𝑉  and 𝑛[ =
1.81𝑥10""	(𝜇𝑚)9Ñ, respectively [280]. 
cooldown Feb Apr May Sep 
𝒇𝒒 [GHz] 4.00995 3.90964 3.71869 3.70712 
𝑬𝒄 [MHz] 222 222 222 222 
𝑬𝑱 [GHz] 10.084 9.612 8.744 8.692 
𝑬𝑱/𝑬𝒄 45 43 39 39 
𝝉𝟎	[𝐟𝐬] 2.86 3.04 2.98 2.98 
𝚫𝟏	[𝛍𝐞𝐕] 197 204 192 191 
𝚫𝟐 [𝛍𝐞𝐕] 201 209 196 196 
𝚫𝟐 − 𝚫𝟏 [𝛍𝐞𝐕] 4 5 4 5 
𝒏𝟏𝐋,𝐧𝐞	[𝛍𝐦9𝟑] 8.8 13.6 4.0 19.9 
𝒏𝟏𝐑,𝐧𝐞	[𝛍𝐦9𝟑] 2.2 2.4 6.2 3.3 
 
 I note that the model captures the overall behavior of the 𝑇" vs 𝑇 data shown in Figure 9. 
3, including when there is a prominent rise in 𝑇" as 𝑇 increased. However, a small but noticeable 
disagreement tends to occur in the 120 mK to 160 mK range. This knee region is where loss from 
thermally generated quasiparticles begins to contribute significantly, and the model tends to 
produce 𝑇" values that are slightly too long. An example of this small discrepancy is more easily 
seen in the linear plot in Figure 9. 2. Although the reason for this discrepancy is unclear, we can 
rule out a simplification we made in our model. As discussed in the previous section, our model 
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includes quasiparticle trapping but not quasiparticle-quasiparticle recombination. Including a 
recombination term in the model tends to not only reduce the number of quasiparticles but causes 
a distinct sharpening of the knee in the 𝑇" vs 𝑇 curve and leads to an even larger discrepancy with 
the data. 
   From Table 9. 1, we can see that the main reason according to the model that 𝑇" varied 
from run-to-run was due to differences in the density of non-equilibrium quasiparticles. For 
example, in the Feb cooldown of the transmon, I found 𝑛"¾,R = 8.8 µm9Ñ and 𝑛"l,R = 2.2 µm9Ñ, 
while for the Apr and May measurements the densities ranged from 2.4 µm9Ñto 14 µm9Ñ for these 
parameters. In the Sep run of the transmon, cooled down in a different Leiden refrigerator, I found 
the smallest maximum 𝑇"(𝑇) and densities of 𝑛"¾,R  = 19.9 µm9Ñ  and 𝑛"l,R  =3.3 µm9Ñ . This 
behavior suggests that the quasiparticle trapping rate was relatively small in the left pad during the 
Feb, Apr and Sep cooldowns of the transmon. A plausible explanation is that there are different 
numbers of vortices trapped in each pad, and these numbers change from one run to the next [223]. 
Shielding from infrared radiation may also play a key role in the generation rate and fluctuation of 
non-equilibrium quasiparticle density. It was found, by the group at the University of Maryland 
led by Professor Wellstood and Professor Lobb, that painting the interior of refrigerator radiation 
can with photon absorbing material consisting of silicon carbide and black epoxy [62] substantially 
reduced non-equilibrium quasiparticle densities and improved their transmon 𝑇" in general. 
 Examination of Figure 9. 3 reveals that the four 𝑇" versus 𝑇 curves for the transmon also 
showed somewhat different temperature dependence above 150 mK, where 𝑇" decreases rapidly 
due to thermal quasiparticles. There are a few possible explanations for this behavior: (1) run-to-
run ±10 mK variations in the calibration of the thermometer, (2) actual ±10 µeV variations in the 
superconducting gap Δ" (the smaller of the two gaps) after cycling the devices to room temperature, 
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or (3) some other variation in the tunneling that is not properly accounted for in the model. The 
best fit values were  Δ" = 197, 204, 192, and 191 µeV and  Δ: = 201, 209, 196, and 196 µeV. 
Although these values are 5-25% higher than expected for pure bulk Al, they are reasonable for 
thin-film Al. In particular, the superconducting gap in Al depends on the size of the grains in the 
film, with smaller grains producing a larger gap [246][281]. My results are consistent with the 
thinner first layer tending to have a slightly higher gap than the thicker second layer. Typically, 
one should expect a thinner Al layer to have smaller grains and a larger gap. However, the second 
Al layer is grown on top of oxide that covers the first layer, and this may be altering the growth 
conditions slightly so that the second layer has a finer grain structure and a slightly higher gap. It 
is important to note that while variations in the fit values for Δ"	could be due to run-to-run 
variations in the thermometry, this cannot explain a non-zero difference in the gaps for this model; 
the two layers must have slightly different gaps to produce a 𝑇" that increases with 𝑇. From Table 
9. 1, we see that Δ: − Δ" ranged from 4-6 µeV for the four different cool-downs of the transmon. 
Although this range may seem quite small, it represents a significant run-to-run variation in the 
temperature where 𝑇" rises and suggests that slight changes may have occurred in the morphology 
of the Al films when the device was cycled to room temperature. This presence of morphological 
change is also evident in the small variations in the transmon 𝐸G (refer to Table 9. 1). 
 
9.2. Correlation in 𝑻𝟏 Fluctuations 
 During the acquisition of the 𝑇" data, the measurements were repeated to retain statistics 
such as the standard deviation 𝜎Yt. Figure 9. 4 shows the mean and standard deviation of 𝑇" from 
the September run. For this data, each 𝑇" mean was calculated by fitting to ~30 decay curves, 
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where each point in a single decay curve measurement consists of ~6000 DAC on-board averages. 
The standard deviation 𝜎Yt of 𝑇" and the small refrigerator temperature fluctuation 𝜎Y are plotted 
as the horizonal and vertical error bars, respectively. Plotting 𝜎Ytas a function of 𝑇" reveals a 𝜎Yt ∝
𝑇"6.I power dependence (see Figure 9. 5). To explain this correlation, consider a system with 𝑁% 
energy dissipation channels and 𝑁WX quasiparticles, such that the relaxation time is given by 
𝑇" = 	𝐴C𝑁%𝑁WXF
9", （9. 1） 
where 𝐴 is a scaling constant.  If 𝑁% undergoes slow Poisson fluctuations with standard deviation 
𝜎ì = º𝑁%, the standard deviation of the relaxation time can be calculated as  







".;. （9. 2） 





9"𝑁WX9:𝜎GH . （9. 3） 
The relation in（9. 3）gives the power dependence 𝜎Yt ∝ 𝑇"
".;  for trapping or recombination 
dominated fluctuation with 𝜎GH ∝ º𝑁WX (refer to section 2.1.6.2), similar to the case of a low-
transparency tunneling barrier that was assumed in my model quasiparticle redistribution. This 





Figure 9. 4     Measured 𝑇" versus 𝑇 and corresponding error bars (𝜎Yt & 𝜎Y) for the Sep cooldown.  
 
 
Figure 9. 5   Plot of 𝜎Ytas a function of 𝑇" mean (dots), fitting to simple power law yields 𝜎Yt ∝ 𝑇"
6.I 
(pink). 𝜎Yt ∝ 𝑇" (gray) fit is plotted as comparison. 
 
9.3. Suppressing Non-equilibrium Quasiparticles via Microwave Pumping 
To obtain further evidence for the presence of non-equilibrium quasiparticles, I 
implemented a quasiparticle reduction technique which had previously demonstrated by S. 



















are implemented before performing qubit operation gates. The idea behind the quasiparticle 
pumping technique is to temporarily change the energy and spatial distribution of the quasiparticles 
as to reduce tunneling events through the Josephson junction. The actual qubit operation gates 
must be performed immediately after the ℛîï  pumping gates, before the distribution of non-
equilibrium quasiparticles could relax back to its undriven steady state.  
By implementing the pulse sequence shown in Figure 9. 6 with 50 ℛîï  pumping gates 
during the Feb cooldown, I measured improvements in the mean 𝑇" and a reduction in 𝜎Yt (see 
Figure 9. 7). A few drawbacks of this technique should be noted: (1) prolonged total duration of 
qubit gates, (2) limited improvements in 𝑇" as quasiparticles tend to relax back to the original 
distribution within time scale of microseconds, (3) non-exponential decay in 𝑇" measurements due 
to the previous point hinders 𝑇" extraction from fitting, and (4) fidelity of  the initial quantum states 
could be reduced by errors in the pumping sequence. Therefore, while this technique provides 
further evidence for the presence of non-equilibrium quasiparticles, the improvements are modest 




Figure 9. 6  Pulse sequence for measurement of relaxation time 𝑇" with up to 50 quasiparticle pumping 






Figure 9. 7 Repeated measurements of 𝑇"  (purple) from Feb cooldown. By implementing the pulse 
sequence in Figure 9. 6 for quasiparticle pumping, improvements in both 𝑇"  mean and 
𝜎Ytwere observed (cyan). 
 
9.4. An Integrated Design for Cold Quasiparticle Trap 
 If 𝑇" reduction at low temperatures (~ 30 mK) originates from the growth condition of the 
aluminum film, one way to improve 𝑇" is to invert the growth conditions, and therefore the gaps, 
of the two film layers. This would cause non-equilibrium quasiparticles to accumulate in a thick 
low-gap second layer, thus reducing the total non-equilibrium quasiparticle density seen by the 
Josephson junction. Figure 9. 8 shows the resulting prediction for the temperature behavior of 𝑇" 
with different configuration of energy gaps for the two aluminum layers. From the plot, a 4-fold 
increase in 𝑇" at low temperatures (~30 mK) is expected from interchanging the energy gaps of 
the two layers.  
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The gap in aluminum can be varied by growing films in the presence of low-pressure O:. 
Figure 9. 9 shows measured film 𝑇%  versus chamber oxygen pressure during aluminum film 
evaporation in the LPS thermal evaporator. In a gap engineered Al/AlOx/Al transmon, our 
collaborators have measured 𝑇" up to 300	µs [62]. 
 
         . 
Figure 9. 8  Model prediction of 𝑇" versus 𝑇 for transmons with different gaps in the junction electrodes, 
plotted using fitting parameters obtained from the Feb cooldown (refer to Table 9. 1) (purple), 
with interchanged gaps ∆"	↔ ∆: (yellow), and with same gaps ∆"= ∆: (green). 
 
 
Figure 9. 9   Correlation between our chamber oxygen pressure during aluminum film evaporation and film 
𝑇%. Unpublished data taken by Anton Mobley at LPS. 
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 More elaborated quasiparticle trapping designs can in principle be achieved using 
multilayer structures (see Figure 9. 10), in which non-equilibrium quasiparticles accumulate in 
layers that are not in direct contact with the Josephson junction, thus reducing quasiparticle 
tunneling through the junction. This scheme for improving 𝑇" by gap engineering is not exclusive 
to transmons. Similar phenomenon likely exists in other superconducting devices. In the next 
chapter, I present evidence for similar effects in TiN resonators, where we anticipate improvements 
in resonator 𝑄$ via some variant of our cold quasiparticle trap design. 
 
 
Figure 9. 10   Refinement on the quasiparticle trapping design can be achieved via multilayer structures 
with ∆"< ∆:, in which non-equilibrium quasiparticles are condensed into layers that are not 
in direct contact with the Josephson junction (red), thus reducing quasiparticle tunneling rate 





9.5. Auxiliary Information  
9.5.1. Excess |𝒆⟩ state qubit population 
 Excess |𝑒⟩  state qubit population refers to unintended excitations due to thermal 
background, stray radiation, microwave photons in the I/O transmission line, etc. At a sufficiently 
high temperature, non-equilibrium and thermal quasiparticles could gain enough energy to induce 
excess population in |𝑒⟩. Quasiparticle induced excited state populations can be predicted by the 
qubit |𝑖⟩ → |𝑗⟩ state transition rates Γ_→D calculated from the quasiparticle tunneling current noise 
spectrum 𝑆$C𝑓_DF given by（3.79）to（3.81). In the steady state, excess excited population can 
be written as 











. （9. 4） 
Using the model in（5.40）with the parameters in Table 9. 1, 𝑃|[⟩ can be predicted as a function 
of refrigerator temperature 𝑇. This prediction can be compared to the directly measured excess 
population extracted using（8. 4）and（8. 5）after application of a ℛîï gate. Figure 9. 11 shows 
that the predicted results generally agree with measurement for 70	mK < 𝑇 < 200	mK, but the 
measurement shows a higher excess population at temperatures below 70	mK. For my experiments, 
a likely source of excess qubit excitation is stray radiations from higher temperature stages in the 
refrigerator, cosmic background, radioactive elements and etc. Moreover, these stray radiations 




Figure 9. 11  Plot of excess excited state population 𝑃|[⟩ versus refrigerator temperature 𝑇. Solid dots are 
measured excess population, while curves are predictions from my theoretical model using
（9. 4). 
 
9.5.2. 𝑻𝟏 Drift after Initial Cooldown 
 As mentioned in Chapter 8 for device characterization, I typically perform measurements 
at least 1 week after the initial refrigerator cooldown to allow the qubit parameters to stabilize. 
Figure 9. 12 shows the drift of 𝑇" in the first week of the cooldown. Here I plot the transmon 𝑇" 
for my April cooldown measured in the first week after the initial cooling, in which 𝑇" increased 
steadily from 25	µs on the 1o` day after the initial cooling to over 40	µs by the 9` day. The reason 
for this gradual drift is unknown. Possible causes include radiation from refrigerator components 
that cooled very slowly, lattice rearrangement taking place at the Josephson junction, and 




Figure 9. 12   Plot of measured 𝑇" versus days passed after initial cooling the refrigerator. During the 
period, 𝑇" increased steadily from 25	µs on the 1o` day to over 40	µs by the 9` day. 
 
9.5.3. Extracting Effective Chemical Potential 
As discussed in Section 2.1.2.1, non-equilibrium quasiparticles can be accounted for using 
a non-zero chemical potential 𝜇∗  in the quasiparticle distribution function, as in（2.12). By 
comparing the quasiparticle tunneling current 𝐼±→ò in（5.31）with the parameters obtained from 
fitting my 𝑇" data to the model using（5.40), the chemical potentials	𝜇" and 𝜇: can be solved for 
the two regions (see Figure 9. 13). These chemical potentials merely account for the non-
equilibrium quasiparticle densities and do not introduce any new physics, i.e. they are strictly for 
bookkeeping the density of quasiparticles. As expected, 𝜇"  and 𝜇:  go to zero when thermal 






Figure 9. 13    Effective chemical potentials	𝜇" and 𝜇: solved for the two regions of energy gaps ∆" and ∆:, 

































 CHAPTER  10 
 
Loss in Titanium Nitride Coplanar Resonator  
 
10.1. An overview of Titanium Nitride 
 Titanium nitride (TiN) is a hard ceramic material widely used as a protective coating on 
metal tools. Single crystal TiN becomes superconducting at temperatures below ~ 6 K. Depending 
on growth conditions, a significant amount of morphology change had been observed and its 
critical temperature 𝑇% can vary significantly [65]. By introducing disorder into TiN thin films, a 
transition from conductor to insulator can also be observed, which has been used to create a 
“superinsulator” with resistance rising by factor of 10; near zero temperature [283]. Apart from 
these curious properties, thin film TiN has two attractive attributes: (1) very small dissipation at 
microwave frequencies, and (2) high kinetic inductance. These qualities make TiN potentially 
useful for astronomical detectors [284] and superconducting qubits [48]. 
Microwave resonators fabricated from TiN could attain quality factors on the order of or 
exceeding one million [65]. In a study by J.B. Chang et al., TiN was used in the shunting capacitor 
of a transmon and the device showed noticeable improvements in the qubit lifetime [48]. More 
recently, an extensive set of TiN resonator measurements have been conducted to extract the 
magnitude and participation of losses associated with various interfaces, with the assumption that 





Figure 10. 1   Original figure from ref. [288]. STM scan done by Dr. Wan-Ting Liao on thin film TiN grown 
by KDO research group both at LPS [67]. (a) Topography of 50 nm thick TiN film taken at 
100 pA and 4 mV bias showing rough surface. (b) Corresponding maps of the gap ∆. (c) Line 
section through (a) and (b) showing anti-correlation between the gap and topography (gray). 
Note reversed scale for ∆, i.e. large gaps correspond to small h. Red curve shows ∆ vs. x from 





There are still a number of basic questions about thin film TiN. For example, when TiN 
was used as the shunting capacitor for a transmon, the resonant frequency was found to increase 
with temperature in a way not explained by two-level system loss [48]. Bueno et al. also found 
that the responsivity to pair-breaking radiation anomalously increased with increased radiation 
power [286]. To explain this behavior, they speculated that either the superconducting gap varied 
spatially, trapping non-equilibrium quasiparticles in the low-gap region, or the film consisted of 
random arrays of superconducting islands connected by weak-link Josephson junctions. Moreover, 
Hsieh et al., using a low-temperature STM, measured large variations in the superconducting gap 
for their TiN films [287]. Figure 10. 1 shows an STM scan done by Dr. Wan-Ting Liao [288] on 
a thin film TiN grown by KDO research group at LPS [67], where the film surface clearly shows 
a distribution of superconducting gaps. These recent studies motivate further investigations on the 
energy gap inhomogeneities in thin film TiN. 
 
10.2. PAMBE Growth of TiNx Film  
 The high-quality TiN film in my studies was deposited via plasma-assisted molecular beam 
epitaxy (PAMBE) by Dr. Christopher J. K. Richardson et al. at LPS [65]. For this deposition 
technique, titanium was placed in a conventional high-temperature effusion cell and an RF-plasma 
source was used to crack the nitrogen molecules, providing a nitrogen-rich environment for growth 
of TiN. The film was grown in the (111) crystallographic orientation (see Figure 10. 2) on a float 
zone-refined high-resistivity silicon (111) wafer with sheet resistance > 5000	Ω	cm.  
 The silicon (111) wafer was prepared by rinsing sequentially in trichloroethylene, acetone, 
methanol, and isopropyl alcohol. The native oxide was then removed using 5% hydrofluoric acid 
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etchant, followed by development of step edges with 40% ammonium fluoride etchant. After 
rapidly loading into the ultrahigh vacuum chamber, the wafer was heated to 150 °C for desorption 
of surface water, then to 800 °C for 15 mins to remove any organic residue, and finally maintained 
at 750 °C for film growth.  
                 
                                                                   (100)                                             (111) 
Figure 10. 2    (Left) Illustration of the TiN crystal lattice. (Middle) TiN (111) crystallographic orientation. 
(Right) TiN (100) crystallographic orientation. 
 
 




Film growth was initiated by nearly simultaneous introduction of Ti and N fluxes, with 𝑁: 
flow at 2.0 sccm and 5-nines pure titanium held at 1800 °C. The film was grown at 0.061	Å/𝑠 at 
3.5 × 1093 Torr. The 50 nm thick TiN (111) film had a low-temperature normal resistivity of 
20	µΩcm with a critical temperature of 𝑇% = 5.40	K. Detailed film characterizations are performed 
[65]. Figure 10. 3 [65] shows an STEM scan of the TiN(111)-Si(111) interface of this film. 
 
10.3. Patterning of the Chip 
 Coplanar waveguide resonators were patterned onto the TiN chip via projection optical 
lithography [65] and subsequently dry etched using a reactive ion etch (RIE) system with a gas 
mixture of 12.5 sccm BCl3, 2.5 sccm Cl2, and 4 sccm He at 3.5 mT pressure with 500 W applied 
rf power. The resulting etch depth was about 174 nm, including a trench depth (see Section 4.6.2) 
of 114 nm into the Si. The sample was then dipped in phosphoric acid for softening of photoresist 
residue and stripped in 80 °C Microposit remover 1165. The chip fabrication was completed with 
sequential rinses in de-ionized water, acetone, methanol, and isopropanol.  
Figure 10. 4 shows a photomicrograph of the fabricated resonator. Each chip contained five 
quarter-wave coplanar resonators of different fundamental resonant frequencies, ranging from 
approximately 3.31 GHz to 5.10 GHz. The ground plane surrounding the resonators had 5 µm × 
5 µm square perforations to trap vortices from stray magnetic fields. A single 5 mm x 5 mm 
resonator chip was diced from the wafer and packaged in a copper box attached with non-magnetic 
SMA connectors. The fabrication was done by Ashish Alexander from the MBE group at LPS and 




Figure 10. 4   (Left) Photomicrograph of TiN resonator. (Right) Ground plane is perforated for flux trapping. 
 
10.4. Curious Temperature Dependence in 𝑸𝑰 and 𝒇𝟎 shift 
In microwave loss studies of a TiN thin film resonator deposited by plasma-assisted 
molecular beam epitaxy (PAMBE) [65], I measured a curious increase in the resonator 𝑄$ as the 
temperature of the device was increased from  𝑇 ≤ 70 mK to 600 mK. Figure 10. 5 and Figure 10. 
6 show the measured 𝑄$ and the fractional frequency shift 𝛿𝑓6/𝑓6 = 𝑓6(𝑇)/𝑓6(30	mK) − 1 versus 
𝑇 from 30 mK to 1.1 K; this data was acquired with approximately 200 microwave photons stored 
on resonance. Below 𝑇 ≤ 70 mK, both  𝑓6 and 𝑄$ were found to be temperature independent with 
𝑄$ = 850,000. As the temperature of the device was increased above 70 mK, 𝑓6 increased by 2 
parts per million at 400 mK and 𝑄$ reached a maximum value of 𝑄$ = 2 × 103 at 600 mK. The 
changes in the fractional frequency at low temperature suggest changes in either the capacitive 
element or the kinetic inductance of the resonator. Above 600 mK, 𝑓6 and 𝑄$ rapidly decreased as 
expected due to thermal quasiparticles populating the superconductor.  
To explain the temperature dependence below 600 mK, several models were considered 
(see Figure 10. 5 and Figure 10. 6). The two-level system (TLS) model of dielectric loss (purple 
dashed curves) given by（4.30）and（4.31）gives a poor fit to the data and the fractional 
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frequency shift in particular has an opposite trend to the low temperature data. Similarly, the effect 
of non-equilibrium quasiparticles in a homogeneous superconductor, as given by（4.39）and
（4.41), predicts a flat dependence for the loss and fractional frequency shift below 𝑇∗ = 791 mK 
(see blue dashed curves), which doesn’t explain the observed low temperature behavior. Finally, 
my model of non-equilibrium quasiparticle redistribution in a superconductor with two regions 
with different energy gaps (black solid curves) described by（5.65）to（5.66）successfully 




= 0.3919 , 𝑛v[WX," = 74.64	𝜇𝑚9Ñ, and 𝛼 = 0.5895. 
 
 
Figure 10. 5  Comparison of measured 𝑄$  (dots) between various loss models of TLS (purple), non-
equilibrium quasiparticle in homogeneous (blue), and inhomogeneous (black) 
superconductors. Black curve is plotted using （ 5.65 ） with ∆"= 915.0	𝜇𝑒𝑉 , ∆:=
884.4	𝜇𝑒𝑉, Ôt
Ô´
= 0.3919 , 𝑛v[WX," = 74.64	𝜇𝑚9Ñ, and 𝛼 = 0.5895. 














Figure 10. 6    Plot of 𝛿𝑓6/𝑓6 for TLS (purple), non-equilibrium quasiparticle in homogeneous (blue), and 
inhomogeneous (black) superconductors, corresponding to Figure 10. 5. Data shown as 
black dots. Right plot shows full temperature range. 
 
In my model of non-equilibrium quasiparticles, I assumed that the TiN superconductor had 
two superconducting regions of volumes Ω" and Ω:, with corresponding superconducting energy 
gaps ∆"  and ∆: . At a low enough temperature, quasiparticles accumulate in the lower gap ∆" 
region, increasing the quasiparticle density in that region resulting in a large distribution 
temperature 𝑇∗ and more loss per the energy stored in that region of the device.  As the refrigerator 
temperature is increased, non-equilibrium quasiparticles begin to have enough thermal energy to 
diffuse into the higher gap ∆: region, leading to a decrease in the quasiparticle density in region 1.  
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Figure 10. 7 shows a plot of the temperature dependence of the quasiparticle density in the 
lower gap ∆" region. This is the region that dominates the loss. The distribution temperature 𝑇∗, 
solved numerically for the data in Figure 10. 5, is plotted in Figure 10. 8. I note that 𝑇∗ ≫ 𝑇 for 
𝑇 ≲ 300	mK. To fit my data, I find that the volume for region 2 has to be large compared to region 
1, with the majority of the inductive energy stored in region 1. This means that the second terms 
in（5.65）that accounts for loss of region 2 can be neglected. Physically, this is consistent with 
the edges of the TiN resonator having the lower superconducting gap (see Section 4.4). I note that 
somewhat weaker temperature behavior for 𝑄$ and 𝛿𝑓6/𝑓6 have been reported for Al and Nb thin 
film resonators by T. Noguchi et al. [289], for which they attribute to the interaction of non-
equilibrium quasiparticles with the Kondo effect. I also note that many of our Al resonators do not 




Figure 10. 7    Plot from the model of the quasiparticle density versus temperature in the lower gap ∆" 
region that dominates the loss. As the temperature is increased, non-equilibrium 
quasiparticles begin to have enough thermal energy to diffuse into the higher gap ∆: region, 
leading to a decrease in the quasiparticle density in region 1. Right plot shows detailed view 
of low temperature behavior. 
 































Figure 10. 8   Plot of distribution temperature 𝑇∗ for region 1 solved numerically (dots) for the data in 
Figure 10. 5. Curves are solved 𝑇∗  from model of non-equilibrium quasiparticle in 
homogeneous (blue), and inhomogeneous (black) superconductors. Above 𝑇~900	𝑚𝐾 , 
𝑇∗ ≃ 𝑇 as expected (gray dashed line). 
 
To further study these devices, QI and 𝛿𝑓6/𝑓6 were measured as function of temperature 
when illuminating the device with 𝜆 = 1.55 mm IR laser light (see Figure 10. 9 to Figure 10. 11). 
When light is absorbed, two independent effects occur concurrently in my model. First, the 
phonons in the TiN film and substrate are heated. This heating effect is most apparent for 
temperatures < 200 mK; note how 𝑄$ increases with illumination in much the same way as it does 
when the temperature increases. The second effect corresponds to an increase in the density of 
quasiparticle with increasing laser intensity. While effects from an increase in 𝑛WX  are most 
apparent at the largest intensities, a continual monotonic decrease in 𝑄$ is most visible at 𝑇~ 500 
to 550 mK, where 𝑄$ reaches a maximum value.  
I attempted to incorporate both effects into the two-gap model by replacing the temperature 
in（5.65）with a power law dependence [186] 















𝑇	[zz = (𝑇	v + 𝑇6v)" v⁄ , （10. 1） 
where 𝑛 is a constant and 𝑇6 is the phonon temperature produced by each applied laser intensity. 
Using（10. 1）and the parameters ∆", ∆:, 
2t
2´
, 𝑛v[WX,", and 𝛼 obtained from fitting with no laser 
power (see Figure 10. 5), I fit 𝑄$ versus temperature to extract 𝑇6 and 𝑛v[WX," at each laser power 
(see solid curves in Figure 10. 9 to Figure 10. 11). These fits yielding 𝑛 = 2.6 . The fitting 
parameters 𝑇6 and the change in 𝛿𝑛v[WX," versus laser intensity are plotted in Figure 10. 12 and 
Figure 10. 13, respectively. The extracted heating can be fit to a power law [186] 
𝑇6 = 𝑐Y	𝐼E.	 （10. 2） 
The increase in non-equilibrium quasiparticle density as functions of applied laser intensity (I) can 
be fitted to [186] 
δ𝑛v[WX," 	= 𝑐v	𝐼	. （10. 3） 
Best fits yielded an effective heating coefficient 𝑣 = 0.19, which is similar to a 𝑇; power law. 
From fit, 𝑐Y = 79.9	[mK	(µm:/fW)9ú]  and 𝑐v = 16.9	[µm:/fW]. I note that illuminating the 
target resonator with IR laser also heats up the neighboring resonators on the same chip, however, 
the effective heating in resonators separated from the target resonator by a waveguide is 






Figure 10. 9  Temperature dependence of 𝑄$  for different applied laser intensities (black: 0 aW 𝜇𝑚9:, 
purple: 47 aW 𝜇𝑚9:, blue: 221 aW 𝜇𝑚9:, green: 942 aW 𝜇𝑚9:, yellow: 2096 aW 𝜇𝑚9:, 
orange: 5000 aW 𝜇𝑚9:, pink: 15000 aW 𝜇𝑚9:). Fitting to（10. 1）yields 𝑛 = 2.578. 
 
 
Figure 10. 10    Fractional frequency shift corresponding to Figure 10. 9 for different applied laser intensities 
(black: 0 aW 𝜇𝑚9: , purple: 47 aW 𝜇𝑚9: , blue: 221 aW 𝜇𝑚9: , green: 942 aW 𝜇𝑚9: , 
yellow: 2096 aW 𝜇𝑚9:, orange: 5000 aW 𝜇𝑚9:, pink: 15000 aW 𝜇𝑚9:). 































Figure 10. 11  Parker temperature 𝑇∗ solved for data in Figure 10. 9 for different applied laser intensities 
(black: 0 aW 𝜇𝑚9: , purple: 47 aW 𝜇𝑚9: , blue: 221 aW 𝜇𝑚9: , green: 942 aW 𝜇𝑚9: , 




Figure 10. 12   Fit to effective heating model in（10. 2）yields 𝑣 = 0.19 for the power law and 𝑐Y =
80	[𝑚𝐾	(𝜇𝑚:/𝑓𝑊)9ú]. 
 





























Figure 10. 13   Fit of the percentage increase in quasiparticle density toequation（10. 3）gives 𝑐v =
16.9	[𝜇𝑚:/𝑓𝑊]. The quasiparticle density increases linearly with applied laser power as 
expected. 
 
10.5. Transient Measurement of Non-equilibrium Quasiparticle Recombination 
 For the studies discussed in the preceding section, the laser was on continuously at various 
powers to create steady non-equilibrium quasiparticle generation rates. Figure 10. 14 shows the 
in-phase and quadrature components of 𝑆:" data with the laser either on or off. As we can see from 
this figure, a small change in the depth of the resonance is observed from the in-phase data and a 
large linear shift in 𝑓 is observed from the quadrature component. To take transient measurements 
of quasiparticle population decay, I set the VNA frequency 𝑓 at a fixed frequency in between the 
shifted and unshifted resonance frequencies. I then measured the slow thermal relaxation rate from 
the response of 𝑆:" over long times after the laser was switched off. This slow timescale was on 
the order of 10:  ms, implying that the phonon temperature was relatively stable on the 
microsecond time scale. Next, I tried to observe the faster quasiparticle population decay by 




















pulsing the laser on and off with a 50% duty cycle of 5 ms period. The VNA measurements were 
triggered in tune with the laser pulses.  
 In pulsed mode laser injection, the 𝑆:" transmission (see Figure 10. 15) was measured at a 
fixed frequency 𝑓 near the resonance (see Figure 10. 14). I mapped this change in 𝑆:" linearly to 
a shift in 𝑓6 , and then to shift in non-equilibrium quasiparticle density 𝑛v[WX . The decay 
measurements were then repeated at different temperatures 𝑇. The longest decay times occurred 
at about	𝑇~450	mK (see Figure 10. 16).  
 
 
Figure 10. 14   Real and imaginary parts of 𝑆:" measured when laser is continuously on or off. Red dashed 
line corresponds to the frequency I used for pulsed laser measurements. After the laser is 
turned off, Im 𝑆:"shifts from yellow curve to brown curve, producing a linear drop in Im 
𝑆:" at 𝑓 − 𝑓6 = 0. On the other hand, Re 𝑆:"shifts from cyan curve to dark blue curve, 
causing Re 𝑆:" to decrease and then increase as the resonance dip passes through the point 





Figure 10. 15   𝑆:" transmission measured at a set frequency near the resonance during pulsed laser injection. 
Laser is turned off at 𝑡~2.5	𝑚𝑠. After laser is turned off, 𝐼𝑚	𝑆:" (orange) decays from 0.015 
corresponding to the value when laser is continuously on (yellow) to 0 corresponding to the 
value when laser is continuously off (brown). 𝑅𝑒	𝑆:"  (light blue) decays from 0.003 
corresponding to the value when laser is continuously on (cyan) to 0 and then back to 0.003 




Figure 10. 16  Decay measurement of 𝐼𝑚	𝑆:" after laser is switched off for 𝑇 =100 (black), 200 (purple), 
300 (blue), 360 (cyan), 400 (green), 440 (yellow), 500 (orange), 620 (red), 690 (brown) mK. 
 
The extracted decay of the quasiparticle density 𝑛v[WX after the laser was pulsed off was 
fit to a decay model consisting of 3 contributions: (1) a recombination term RJ proportional to 
𝑛WX:, (2) a trapping rate Γr proprtional to 𝑛WX, and (3) a constant equilibrium quasiparticle creation 
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rate Γ% due to the thermal bath and the unknown source(s) of nonequilibrium quasiparticles. I can 
then write  
jvüGH
jr
= −𝑅J𝑛v[WX: − 𝛤r𝑛v[WX
	
+ Γ%.  （10. 4） 
 
At long times (𝑡 > 800	µs) after the laser is pulsed off, the creation rate Γ%  balances with the 
recombination and trapping terms to produce a steady-state quasiparticle density. For trapping 
limited case where 𝑅J → 0, fitting the data to the solution to（10. 4）yields Γr as a function of 
temperature 𝑇. Figure 10. 17 shows an example of a fit curve and data at 𝑇 = 101	mK where 𝛤r =
14	ms9". 
 
Figure 10. 17   Fit of（10. 4）(solid curve) to data (dots) in for the trapping limited case yielded 𝛤r =
14	𝑚𝑠9". 
 
Similar analysis was performed for all the pulsed data shown in Figure 10. 16 and the 
extracted trapping time 𝜏r = Γr9"  is plotted Figure 10. 18. Once again, we see a rise at low 
temperatures with a peak at 450	mK, consistent with the temperature behavior of 𝑄$ (green data 
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in Figure 10. 9). I believe this consistent behavior is further evidence that non-equilibrium 
quasiparticles are limiting the 𝑄$  and causing the observed temperature behavior. This is also 
evident when trapping time 𝜏J is translated into the trapping rate Γr = 𝜏r9" (see Figure 10. 18). 
Resulting plot shows that Γr is linearly proportional to the non-equilibrium quasiparticle density 




Figure 10. 18   The trapping time 𝜏r and corresponding rate 𝛤r extracted from fitting data in Figure 10. 16 
to（10. 4）. Dashed solid line is a linear visual guide. 
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10.6. Resonance Frequency Noise from Non-equilibrium Quasiparticles 
 Aside from the change in 𝑄$, 𝑓6 and the quasiparticle trapping rate, fluctuations in 𝑓6 also 
showed a strong dependence on the quasiparticle density. By extracting the standard deviation 𝜎z 
of 𝑓6  from repeated frequency scans of 𝑆:"  (see Section 8.1.2), fluctuations in the resonance 
frequency are extracted. Figure 10. 19  shows a plot of 𝜎z versus 𝑛WX for different laser intensities 
and temperatures, corresponding to the data in Figure 10. 9. In this plot, I used the 𝑄$ fits and my 
two-gap model to extract the quasiparticle densities. As seen from the plot, the frequency 
fluctuations measured under different IR radiation intensities (see Figure 10. 19) varied linearly 




Figure 10. 19  Scaled standard deviation of 𝜎z{  by 𝑓6 and VNA IF bandwidth, plotted as a function of 
quasiparticle densities 𝑛WX, measured under different applied laser intensities (black: 0 aW 
𝜇𝑚9:, purple: 47 aW 𝜇𝑚9:, blue: 221 aW 𝜇𝑚9:, green: 942 aW 𝜇𝑚9:, yellow: 2096 aW 
𝜇𝑚9:, orange: 5000 aW 𝜇𝑚9:). 
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10.7 An Integrated Design for Cold Quasiparticle Trap 
 If the resonator 𝑄$ reduction at low temperatures (~ 30 mK) originates from lower gap ∆" 
region at the edge of the CPW center conducting strip, improvements in 𝑄$ could be potentially 
achieved by inverting the configuration of energy gaps ∆" and ∆: via gap engineering. The goal 
would be to condense non-equilibrium quasiparticles into the strip interior, therefore reducing the 
quasiparticle density in the region of higher superconducting current concentration. A simple 
design for this is illustrated in Figure 10. 20, in which the surface of the strip is engineered to have 
a higher gap ∆:. For TiN, the main challenge is whether the exposed surfaces can be made with a 
higher gap. Another challenge lies in obtaining a clean interface between the regions of different 
gaps, without detrimental effects from contaminations, native oxide layer and lattice mismatching. 
In situ deposition of all the required superconducting film layers and avoiding chemical etching 
might be the path to try. As an example tailored to thermal deposition of superconductor, by using 
suspended stencil shadow mask, the structure in Figure 10. 21 can be constructed via multilayer 
depositions at offset angles (see Figure 10. 22). A similar technique has been used to fabricate the 
gap engineered Al transmons (see Section 9.4). Note that this approach is not applicable to  
PAMBE TiN,  
 
Figure 10. 20  A simple design to trap quasiparticles to the interior (blue) of the CPW center strip of gap 






Figure 10. 21    Cross-sectional view of the CPW center strip. As temperature decreases, non-equilibrium 
quasiparticles condense into the lower gap ∆" region (blue) located in the interior of the 
strip, away from higher gap ∆: edge (cyan) where current density is high. 
 
 
Figure 10. 22   Cross-sectional view of a CPW center stripe, where regions of lower energy gap ∆" and 
higher gap ∆: are shown in blue and cyan, respectively. Using suspended stencil shadow 
mask, each layer of film is deposited in situ at different offset angles normal to the substrate 







 CHAPTER  11 
 
Conclusion and Outlook 
 
In summary, I have observed that the relaxation time 𝑇" of an Al/AlOx/Al transmon may increase 
significantly with temperature in the 20 mK to 100 mK range, while increasing the temperature 
further eventually results in a decrease in the relaxation time due to thermally generated 
quasiparticles. To explain the full temperature dependence of 𝑇" , I analyzed the quasiparticle 
current noise spectrum for a junction with electrodes with different superconducting gaps, and 
modelled the behavior of the quasiparticle density when non-equilibrium quasiparticles are present. 
Fitting this model to my temperature dependent 𝑇" data allowed me to extract the superconducting 
energy gap and density of non-equilibrium quasiparticles in each electrode of the transmon. 
 I note that my model only shows a prominent increase in 𝑇" as the temperature increases if 
the two electrodes have different gaps, the volume of the small-gap region is sufficiently smaller 
than the volume of the large-gap region, and the gap difference is less than ℎ𝑓W. In contrast, if 
|Δ: − Δ"| > ℎ𝑓W, the model gives a rapid increase in 𝑇" as 𝑇 → 0 for 𝑘𝑇 less than the difference 
in the gaps. The behavior in this limit is of particular interest for applying gap engineering to 
increase the lifetime of transmons. Other conditions for seeing this effect are that there must be: 
(1) a mechanism generating non-equilibrium quasiparticles, (2) a relatively low trapping rate to 
allow sufficient quasiparticle accumulation in the low gap region at low temperatures, and (3) an 
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absence of other loss mechanisms producing substantially larger loss.  
 Finally, I note that a substantial increase or decrease in transmon 𝑇" as 𝑇 increases for 
temperatures such that 𝑘𝑇 ≪ ℎ𝑓W provides a distinct qualitative signature suggesting the presence 
of quasiparticle induced loss. Devices that show this effect could be used for performing 
quantitative measurements on non-equilibrium quasiparticles, pin down accurate values for the 
electrodes’ superconducting gaps, the difference in the gaps, and perhaps aid in identifying sources 
causing the pair-breaking. 
 I also observed similar temperature dependent behavior in my measurements of TiN CPW 
resonators. Once again, I modeled this loss behavior by assuming that non-equilibrium 
quasiparticles redistribute to the edges of the CPW center strip due to the edge having a lower 
superconducting gap than the interior of the film. Since this is also the region where the 
superconducting current is concentrated, the redistribution of quasiparticles to a larger density 
results in higher microwave loss at low temperatures. A variant of our model for non-equilibrium 
quasiparticle loss in transmons can be applied to the case of the resonator to explain and predict 
𝑄$  behaviors. In particular, I used the model to fit the behavior observed in 𝑄$ , 𝑓6 , frequency 
fluctuations and quasiparticle trapping times. This analysis also provided us with insights into 
possible problems in the resonator fabrication procedure. 
 I should emphasize that non-equilibrium quasiparticles and energy gap inhomogeneity is 
not exclusive to my transmon devices. Similar effects were observed in devices made by our 
collaborators [62][282]. They found that better isolation from external radiation in their 
refrigerator significantly improved relaxation times to a maximum 𝑇" ≳ 300	µs. Since the source 
of the residual quasiparticles is unknown and complete isolation has been difficult to attain, 
improving coherence by gap engineering appears to be a more practical solution. Using the 
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phenomenon of non-equilibrium quasiparticles redistribution and energy gap engineering, a simple 
trap design improved transmon 𝑇" beyond 300	µs [62]. Even better 𝑇" are anticipated, since the 
best measured 𝑇"  for my Al/AlOx/Al transmon was ~ 400	µs , obtained in one of Dr. 
Manucharyan’s refrigerators. We hope this goal may be accomplished with the more elaborated 
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