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Abstrak 
Pertumbuhan dan kualitas hasil pertanian tergantung pada beberapa faktor, salah satunya adalah 
faktor lingkungan. Tanah merupakan salah satu faktor lingkungan yang berkaitan erat dengan curah 
hujan karena air sebagai pengangkut unsur hara dari tanah ke akar dan kemudian dilanjutkan pada 
proses fotosintesis. Hal inilah alasan mengapa prediksi curah hujan patut diketahui. 
Pada tugas akhir ini, diterapkan metode peramalan Simple Moving Average (SMA) dengan 3-MA 
dan 5-MA. Untuk membangun sistemnya digunakan hybrid Artificial Neural Network (ANN) serta 
algoritma Evolutionary Programming (EP). 
Untuk mendapatkan arsitektur dan bobot ANN optimal dibangkitkan 20.000 solusi individu 
dengan kombinasi ukuran populasi 50 dan generasi 400 dengan akurasi rata-rata pelatihan dan 
pengujian sebesar 79,24% pada arsitektur 3-1-1 metode 3-MA. Sedangkan untuk 5-MA menghasilkan 
akurasi rata-rata sebesar 78,45% pada arsitektur 5-2-1. 
 
Kata Kunci : time series, moving average, ANN, Evolutionary Algorithm, Evolutionary Programming, 
 
 
Abstract 
Growth and quality of crops depends on several factors, one of them is a environmental factor. Soil is 
one of the environmental factors closely related to rainfall because the water as a carrier of nutrients from the 
soil to the roots and then continued in the process of photosynthesis. This is the reason why the prediction of 
rainfall are noteworthy. 
For this final project, applied methods of forecasting of Simple Moving Average (SMA) with 3-MA 
and 5-MA. To build a hybrid system used Artificial Neural Network (ANN) and algorithms of Evolutionary 
Programming (EP). 
To get optimal ANN architecture and weights are raised 20.000 individual solutions with a 
combination of 50 population size and 400 generation with an average accuracy of training and testing of 
79.24% on the architecture of 3-1-1 3-MA method. As for the 5-MA resulted in an average accuracy of 
78.45% in the 5-2-1 architecture. 
 
Keyword : time series, moving average, ANN, Evolutionary Algorithm, Evolutionary Programming 
 
1.    Pendahuluan 
1.1.  Latar Belakang 
Pertumbuhan dan kualitas hasil pertanian 
tergantung pada beberapa faktor, salah satunya 
adalah faktor lingkungan. Tanah merupakan salah 
satu faktor lingkungan yang berkaitan erat dengan 
curah hujan karena air sebagai pengangkut unsur 
hara dari tanah ke akar dan kemudian dilanjutkan 
pada proses fotosintesis. Hal inilah alasan mengapa 
prediksi curah hujan patut diketahui. 
Peralaman  time  series  merupakan  salah 
satu metode statistika yang bertujuan memprediksi 
suatu    kejadian    atau    keadaan    masa    depan 
berdasarkan data  historis    sehingga untuk tugas 
akhir ini, diterapkan metode peramalan Simple 
Moving Average (Simple MA) dan untuk 
membangun sistemnya, digunakan sistem 
Evolutionary Artificial Neural Network  (EANN) 
yang merupakan penggabungan atau hybrid 
Artificial Neural Network (ANN) dan algoritma 
Evolutionary Algorithm (EAs). 
 
Untuk membangun suatu sistem, 
dibutuhkan proses pembelajaran yang bertujuan 
mendapatkan kandidat penyelesaian masalah. 
Dalam hal ini, kemampuan belajar ANN dan EAs
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sangat berbeda. ANN sangat baik dalam masalah 
klasifikasi atau pola permasalahan namun tidak baik 
untuk permasalahan optimasi. Sebaliknya, EAs 
sangat baik untuk permasalahan optimasi namun 
tidak baik untuk permasalahan klasifikasi. 
Menurut jurnal yang berjudul “Neural 
Network Design Based on Evolutionary 
Programming” menyatakan bahwa EP lebih baik 
daripada algoritma genetika untuk mengembangkan 
ANN karena algoritma genetika biasanya 
bergantung pada dua ruang representasional yang 
berbeda, yaitu rekombinasi dan ruang evaluasi [1]. 
Hal ini yang menjadikan kelebihan EP untuk 
mengevolusi ANN. Sebelumnya, pernah dilakukan 
tugas akhir prediksi curah hujan yang berjudul ”A 
Rainfall Forecasting using Fuzzy System Based on 
Genetic Algorithm” yang menunjukkan bahwa 
penggabungan algoritma genetika dan fuzzy dapat 
memodelkan prediksi curah  hujan  menggunakan 
data cuaca Kemayoran dengan akurasi lebih dari 
75% [5] . 
Pada tugas akhir ini algoritma Hybrid Neural  
Network  dengan  Evolutionary Programming 
digunakan untuk prediksi curah hujan wilayah 
Soreang Kabupaten Bandung. Hybrid Neural 
Network dengan Evolutionary Programming akan 
membentuk model prediksi curah hujan untuk satu 
bulan kedepan (M+1) dengan M: 1, 2, 3....n sesuai 
penerapan periode metode Simple Moving Average 
(Simple MA). 
 
1.2.  Perumusan Masalah 
Permasalahan yang dijadikan dalam tugas 
akhir tugas akhir ini terdiri dari : 
1. Bagaimana       mengimplementasikan 
algoritma Hybrid Neural Network 
dengan Evolutionary Programming 
dalam memprediksi curah hujan 
wilayah Soreang Kabupaten Bandung? 
2. Bagaimana  menentukan  bobot  yang 
optimal untuk algoritma Evolutionary 
Programming ? 
3. Bagaimana  bentuk  Neural  Network 
terbaik untuk memprediksi curah hujan 
di wilayah Soreang Kabupaten 
Bandung? 
4.    Bagaimana    performansi    algoritma 
Hybrid    Neural    Network    dengan 
Evolutionary Programming dalam 
memprediksi curah hujan di wilayah 
Soreang Kabupaten Bandung? 
 
1.3.  Tujuan 
1. Mengimplementasikan Hybrid Neural 
Network dengan Evolutionary 
Programming sehingga dapat 
memprediksi curah hujan di wilayah 
Soreang Kabupaten Bandung. 
2. Mengetahui proses optimasi arsitektur 
dan bobot menggunakan algoritma 
Evolutionary Programming sehingga 
mendapatkan performansi diatas 75%. 
3. Menganalisis hasil performansi yang 
didapatkan dari algoritma Hybrid 
Neural Network dengan Evolutionary 
Programming. 
 
2.    Landasan Teori 
2.1.  Simple Moving Average 
Simple Moving Average (Simple MA) 
merupakan salah satu metode dalam peramalan 
yang berfungsi smoothing data untuk 
mengestimasikan siklus trend (kecenderungan) 
sehingga  memberikan perkiraan yang  wajar  dan 
menghilangkan randomness [7]. Ciri khas dari 
Simple MA adalah mengestimasi siklus trend 
dengan ketentuan order ganjil. Hal ini dikarenakan 
prosedur metode  ini  memerlukan data  observasi 
sebelumnya dan observasi selanjutnya untuk 
menghasilkan peramalan periode kedepannya. 
Perlu diperhatikan dalam menentukan orde, 
karena jika suatu data terlalu smooth atau sangat 
berbeda dengan data aktual maka data cenderung 
kehilangan informasi. 
Jumlah titik termasuk pada Simple MA 
mempengaruhi smoothness hasil dari estimasi. Pada 
tugas akhir kali ini, diterapkan observasi dengan 
pola periode 3 bulan dan 5 bulan. Berikut rumusnya: 
��       = 
1 
(�       + � + �    )                              (1) 
3
 
Untuk dua titik pada MA smoother maka : 
1 
𝑡                         5      ��−2          ��−1          𝑡                               ��+1          ��+2
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Fungsi aktivasi       bertujuan untuk 
menterjemahkan hasil    keluaran    dari linear 
 
k             j=1      kj    j 
2.2.  Artificial Neural Network (ANN) 
ANN atau dalam Bahasa Indonesia disebut 
dengan Jaringan Syaraf Tiruan (JST) merupakan 
suatu  arsitektur jaringan untuk memodelkan cara 
kerja sistem syaraf manusia. ANN terdiri   dari 
lapisan-lapisan  perceptron yaitu terdiri dari  input 
function, activation function, dan output. 
Setiap serangkaian elemen node akan 
melakukan  operasi  matematika  yang  berfungsi 
menghasilkan   suatu   keluaran.   Berikut   model 
matematis non-linier dari suatu neuron [8] : 
Dibutuhkan algoritma pelatihan untuk 
melatih MLP, salah satu algoritma yang akan 
diaplikasikan pada tugas akhir ini adalah algoritma 
umpan maju (feedforward). Algoritma ini bertujuan 
untuk mendapatkan sejumlah error sehingga dapat 
diketahui seberapa baik arsitektur tersebut. Berikut 
algoritma feedforward: 
1. Sinyal  input  (xi)  dipropagasi ke  hidden 
layer. Sinyal input yang terboboti masuk 
pada tiap-tiap hidden layer, ditentukan 
dengan persamaan (3). Setelah 
mendapatkan   nilai    bobot,    ditentukan 
fungsi aktivasi seperti pada persamaan (5).
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Jika hasil nilainya berada dibawah ambang 
batas, maka nilai akan diteruskan dengan 
nilai bias. Untuk langkah selanjutnya yaitu 
dari hidden layer ke sinyal output akan 
sama caranya dengan langkah ini. 
2. Hasil output dibandingkan dengan  target 
yang harus dicapai. Selisih dari target dan 
hasil prediksi adalah   kesalahan   (error)
Synaptic Weight 
(Including bias) 
 
 
Gambar 1 Model Matematis suatu neuron 
 
Berdasarkan gambar diatas, adapun neuron 
dinotasikan sebagai k dikalikan dengan bobot yang 
dinotasikan dengan  w.  Untuk  proses  berikutnya 
adalah penjumlahan dari perhitungan input signal 
dikali bobot sinapsis sehingga menghasilkan 
persamaan : 
u   = ∑
p     
w   x  + b                          (3)
 
Dimana : 
��𝑘     = keluaran dari linear combiner 
�𝑘1 , �𝑘2,….�𝑘𝑝  = bobot-bobot neuron k
 �1,�2,…. �𝑝  = sinyal input
 
b = bias 
 
 
 
 
combiner. Fungsi  aktivasi sigmoid  bersifat  non- 
linier  dan   baik  digunakan  untuk menyelesaikan 
permasalahan   dunia   nyata   yang kompleks [9]. 
Pada tugas akhir ini, digunakan fungsi sigmoid 
unipolar [10]. Berikut rumusnya : 
yang terjadi. 
 
2.3.  Evolutionary Programming (EP) 
Untuk   terdapat   enam   hal   yang   harus 
diperhatikan [11] : 
1.  Representasi Individu 
Individu pada EP direpresentasikan kedalam 
vektor bilangan real. Kromosom yang 
lengkap terdiri dari dua bagian, yaitu : 
Variabel Objek                   : �1 , … … , �𝑛
 
Ukuran langkah mutasi       : ��1 , … … , ��𝑛
 
2.  Mutasi 
Merupakan satu-satunya proses untuk 
menghasilkan kromosom baru dengan cara 
mengubah nilai gen dengan menambahkan 
bilangan random yang dibangkitkan 
berdasarkan distribusi normal. Berikut 
rumus mutasi untuk menghasilkan 
kromosom baru [3] [12] [13]: 
σ′i  =  σi ∗ exp(τ′N(0,1) + τN (0.1)) (6) 
�′𝑖  =  �𝑖  + ��𝑖 ′. �𝑖 (0.1)                           (7)
 
Dimana : 
��′𝑖  :Hasil mutasi gen mutation step size 
x’i : Hasil gen bobot 
x  : Gen bobot
f(x) = 
      𝟏  
 
��+��−𝐱 
(4) 
−1 parameter 𝜏′  dan 𝜏    biasanya diset (√2�)         −1
dan  (√2√�) dengan  n  adalah  sejumlah
Dimana x= uk, sehingga 
f(x) = 
              1  
 
1+e
−wkjxj+𝑏
 
 
 
(5) 
variabel objek [13].
ISSN : 2355-9365 e-Proceeding of Engineering : Vol.2, No.2 Agustus 2015 | Page 6874
4. Seleksi Survivor 
Merupakan penggabungan populasi dari 
anak dan orang tua untuk di seleksi sebagai 
populasi orang tua pada generasi 
berikutnya. Teknik seleksi yang digunakan 
pada tugas akhir ini adalah pairwise 
competition [14]. Berikut proses dari 
pairwise competition: 
3.1.  Preprocessing 
Pada tahap ini data akan dipersiapkan 
sebelum diproses ke sistem. Adapun beberapa tahap 
yang dilakukan pada data curah hujan kota Soreang 
adalah :
 Setiap kromosom orang tua dan 
anak dibandingkan nilai fitness 
dengan sejumlah p (biasanya di 
set-10) [11] . 
 Lawan dipilih secara acak dari 
seluruh kromosom populasi 
gabungan orang tua dan anak. 
 Untuk setiap kromosom yang yang 
memiliki nilai fitness lebih besar 
dari nilai fitness lawan maka 
kromosom tersebut akan ditandai 
sebagai pemenang lalu diurutkan 
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Pembagian data 
 
 
 
Finish 
Moving Average 
 
 
 
 
Normalisasi 
 
 
 
 
Data Training 
 
 
 
 
Data Testing
secara ranking dan diambil terbaik 
dengan sejumlah p. 
 
3.    Perancangan Sistem 
Pada tugas akhir ini, akan dibangun sistem 
prediksi curah hujan bulan selanjutnya (M+1) dengan 
menerapkan algoritma Hybrid Neural Network 
(ANN) dan Evolutionary Programming (EP). 
Keluaran yang diharapkan berupa individu terbaik 
serta arsitektur ANN yang optimal. Setelah 
didapatkan   arsitekturnya,   hasil   prediksi   diukur 
keakurasiannya dengan melihat nilai error-nya. 
 
Gambar 3 Flowchart Preprocessing 
 
 
1.    Moving Average 
Dilakukan Simple MA dengan 3-MA dan 
5-MA.   Tujuan   dilakukan   Simple   MA 
selain smoothing data adalah 
menghilangkan missing value. 
2.    Normalisasi 
Merupakan langkah mengubah data aktual 
menjadi nilai range dengan interval 
[0..1].Berikut rumusnya [17]:
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Learning Algoritma Hibrid 
Neural Network (ANN) dan 
Evolutionary Programming 
(EP) 
Dimana : 
Xn: Data yang akan dinormalisasikan ke-n 
Xi : Data aktual ke-i 
minX: Nilai minimum dari variabel X 
maxX: Nilai maksimum dari variabel X 
3.    Pembagian Data 
Data akan dibagi menjadi dua bagian yaitu 
data training dan testing.
 
 
 
Hasil 
Prediksi 
 
 
 
 
End 
 
 
 
 
 
 
 
 
 
 
Gambar 2 Perancangan Sistem 
3.2.  Learning Algoritma Hibrid Neural 
Network (ANN) dan Evolutionary 
Programming (EP) 
Pada   proses   ini   dilakukan   tahap 
training    yaitu tahap dalam membangun 
struktur ANN dengan mengadaptasikan 
algoritma  EP  dalam  menghasilkan individu 
terbaik kemudian dilakukan juga optimasi 
struktur ANN sehingga didapatkan arsitektur 
optimal  pada  permasalahan  prediksi  curah
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hujan. Adapun tahap yang dilakukan sebagai 
berikut : 
 
 
 
 
Gambar 4 Flowchart learning hybrid ANN dan EP 
 
1.    Inisialisasi Parameter 
Pada tahap ini dilakukan set awal parameter- 
parameter yang digunakan saat proses learning. 
Berikut rinciannya : 
     Evolutionary Programming (EP) 
 Kombinasi   ukuran   populasi   dan 
jumlah generasi 
 Operator mutasi : bobot dan mutation 
step size 
     Feedforward Neural Network 
Tiap-tiap layer berjumlah satu dan 
menggunakan fungsi aktivasi sigmoid. 
Berikut jumlah nodenya : 
    Input node = 3 dan 5 
    Hidden node= 1-12 
    Output node=1 
2.    Inisialisasi Populasi 
Suatu kromosom memuat gen-gen bobot, bias 
dan mutation step size. Panjang dari gen 
mutation step size akan selalu sama dengan 
panjang gen bobot dan bias. Isi awal dari gen- 
gen ini adalah bilangan random. Digunakan 
nilai random distribusi Uniform pada range 
awal bobot, bias dan mutation step size untuk 
mengisi satu kromosom. 
Berikut rumus untuk membentuk suatu 
kromosom serta ilustrasi perincian perhitungan 
kromosom: 
������𝑔 �������� = 2((�� + ��) + (� + �)) (9)
 
Dimana : 
X : Input node 
Z: Hidden node 
Y:Output node 
 
3.    Decode Kromosom 
Pada tahap ini, tiap kromosom akan di generate 
sebagai gen bobot dan bias untuk struktur ANN. 
4.    Evaluasi Individu 
Merupakan proses mengevaluasi individu yang 
mengandung bobot-bobot, bias dan mutation 
step size menggunakan algoritma feedforward. 
Hasil dari algoritma ini adalah nilai fitness yang 
mencerminkan error pada individu tersebut. 
5.     Mutasi 
Merupakan proses penting karena tahap ini 
adalah    menghasilkan    solusi    baru    atau 
dikatakan sebagai kromosom anak. Proses ini 
didapat  berdasarkan dari  mutasi  kromosom 
orang tua. Berikut ilustrasi proses mutasi. 
 
Gambar 5 Contoh Proses Mutasi (1-2)
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Dimana : 
�′ 𝑛    = Data normalisasi ke-n
 
�𝑛     = Data aktual ke-n
 ���𝑥  = Data maksimum variabel X
 �� 𝑥  = Data minimum variabel X
 
2.    Mean Absolute Percentage Error (MAPE) 
Merupakan  salah  satu  pengukur  kesalahan 
dalam kasus peramalan. Berikut rumusnya :
�𝐴��𝐸 =  
 1  
∑𝑛 |𝑃𝐸  |
 
(11)
𝑛           ��=1          𝑡 
 
 
 
Gambar 6 Contoh Proses Mutasi (2-2) 
 
 
6.    Seleksi Survivor 
Digunakan metode pairwise competition. 
7.    Kondisi Terminasi 
Merupakan suatu kondisi untuk menentukan 
proses berhenti dilakukan atau tidak. Kondisi 
pada sistem ini adalah dua kondisi yatu target 
MSE tercapai atau mencapai maksimal 
generasi. Jika belum memenuhi maksimal 
generasi, maka sistem akan kembali 
mengevaluasi individu dan melakukan 
algoritma EP. Jika ya maka sistem 
diberhentikan karena sudah memenuhi 
maksimal generasi. 
 
3.3.  Testing 
Dalam tahap ini dilakukan pengujian hasil dari 
proses training. Berikut adalah flowchart dari proses 
testing: 
Dimana : 
P= Nilai aktual 
��𝑡  = Error 
n = Jumlah data 
 
 
4.    Hasil dan Analisis 
4.1.  Analisis Hasil Pengujian 
Berdasarkan uji skenario pengujian, yaitu 
pencarian jumlah hidden node optimal serta 
pencarian batas nilai random bobot dan mutation 
step size dilakukan dengan arsitektur input 3 dan 5 
sehingga total jumlah arsitektur adalah 24 arsitektur. 
Pada setiap arsitektur, operator mutasi 
dengan beberapa percobaan range nya (misal untuk 
satu arsitektur hanya dicoba dengan satu  spesifik 
range   bobot awal maupun mutation step size) 
tidaklah selalu memberikan akurasi yang baik, 
sehingga dilakukan semua kombinasi operator pada 
setiap arsitektur. Berikut contoh percobaan pertama 
dengan arsitektur 3-1-1.
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Gambar 7 Flowchart Testing 
Pada   testing   terdapat   proses-proses   yang 
dilakukan. Adapun berikut proses tersebut: 
1.    Denormalisasi 
Merupakan langkah mengembalikan data yang 
sudah dinormalisasikan menjadi data aktual 
untuk menghitung nilai MAPE. Hal ini 
dilakukan untuk mengetahui rata-rata error 
yang dihasilkan dari output perhitungan maju. 
Berikut rumus untuk denormalisasi: 
�′𝑛  ∗ (���𝑥  − �� 𝑥 ) + �� 𝑥             (10)
 
 
 
 
 
 
 
Gambar 8 Hasil uji skenario pada arsitektur 3-1-1 
 
Berdasarkan gambar diatas, terlihat pada 
arsitektur 3-1-1 memiliki akurasi yang berbeda- 
beda pada setiap nilai range bobot dan range 
mutation  step  size.  Sehingga  dapat  dibuktikan
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bahwa untuk mendapatkan akurasi yang baik 
diperlukan observasi pada setiap batas range bobot 
dan mutation step size. Berikut ditampilkan hasil 
terbaik dengan jumlah total 24 arsitektur 
berdasarkan akurasi rata-rata : 
 
Tabel 1 Hasil kumulatif akurasi seluruh arsitektur 
Berdasarkan hasil tabel diatas, maka dalam 
memprediksi curah hujan dengan metode    Simple 
Moving Average dengan 3-MA dan 5-MA 
menggunakan hybrid ANN dan Evolutionary 
Programming didapatkan bahwa pada kedua metode 
tersebut memiliki perbedaan dari segi jumlah hidden 
node dan operator mutasi pada range mutation step 
size.
Untuk metode 3-MA, digunakan hidden 
node dengan jumlah 1 saja sedangkan metode 5-MA 
dibutuhkan 2 hidden node. Kemudian, pada range 
mutation step size metode 5-MA, menggunakan range 
yang lebih kecil daripada metode 3-MA yaitu [ 
0.0001, 0.001]. 
 
4.2.  Analisis dengan 3-MA dan 5-MA 
Setelah dilakukan uji skenario, diperoleh 
bahwa  metode  3-MA  memberikan akurasi  lebih 
besar daripada 5-MA. Hal ini membuktikan bahwa 
tidak selamanya semakin besar periode dari suatu 
Simple Moving Average lebih baik. Jika data terlalu 
smooth maka cenderung menghilangkan informasi. 
Berikut hasil grafik prediksi 3-MA dan 5-MA. 
 
 
 
Berdasarkan hasil tabel diatas, didapatkan 
bahwa arsitektur 3-1-1 merupakan arsitektur terbaik 
menggunakan metode   Simple Moving Average 3- 
MA, sehingga didapatkan hasil peramalan curah 
hujan serta individu terbaik. 
Grafik Prediksi Curah Hujan Metode 3-MA 
dan 5-MA 
 
600 
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Gambar 9 Individu terbaik arsitektur 3-1-1 
 
Setelah mendapatkan arsitektur serta 
operator murasi terbaik, maka langkah selanjutnya 
adalah dibangkitkan solusi dengan beberapa 
kombinasi untuk mengetahui kombinasi pembangkit 
solusi terbaik. Berikut hasilnya : 
 
Tabel 2 Hasil pengujian dari kombinasi 
pembangkit solusi 
1   3   5   7   9  11 13 15 17 19 21 23 25 27 29 
Bulan 
 
aktual               3-MA               5-MA 
 
Gambar 10 Hasil prediksi 3-MA dan 5-MA 
 
 
5.    Kesimpulan dan Saran 
5.1.  Kesimpulan 
1. Hybrid  Algoritma  Artificial  Neural 
Network pada algoritma Evolutionary 
Programming menghasilkan arsitektur 
terbaik 3-1-1 pada prediksi curah hujan 
menggunakan metode  Simple Moving 
Average 3-MA serta arsitektur 5-2-1 
pada Simple Moving Average 5-MA. 
2.    Hasil prediksi 3-MA dengan arsitektur 
3-1-1  menghasilkan  akurasi  sebesar 
79,24% dan 5-MA dengan arsitektur 5- 
2-1   menghasilkan   akurasi   sebesar 
78,45%. 
3. Untuk mencari arsitektur terbaik harus 
dicoba dengan berbagai kombinasi 
pada  operator  mutasi  seperti  range
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bobot dan range mutation step size 
karena hal tersebut  berpengaruh besar 
pada akurasi suatu arsitektur. 
4. Semakin  batas  range  pada  operator 
semakin besar maka waktu compile 
program semakin lama. 
5. Metode  3-MA  memberikan  akurasi 
lebih tinggi  daripada 5-MA.  Hal  ini 
membuktikan  tidak  selamanya 
semakin tinggi periode pada Simple 
Moving Average lebih baik karena, jika 
data terlalu smooth maka cenderung 
menghilangkan informasi. 
6. Hasil     prediksi     yang     dioptimasi 
memberikan performansi diatas 75%. 
5.2.  Saran 
1. Pada   penelitian   selanjutnya   untuk 
prediksi curah hujan dapat 
menggunakan  algoritma    EAs  yang 
lain selain Evolutionary Programming 
sebagai perbandingan dari hasil 
performansi Evolutionary 
Programming. 
2. Mencoba  metode  lain  pada  proses 
mutasi seperti Cauchy atau Levy. 
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