Introduction
Progressive loss of the field of vision is characteristic of a number of eye diseases such as glaucoma, a leading cause of irreversible blindness in the world. 
Summary
Objective: Progressive loss of the field of vision is characteristic of a number of eye diseases such as glaucoma which is a leading cause of irreversible blindness in the world. Recently, there has been an explosion in the amount of data being stored on patients who suffer from visual deterioration including field test data, retinal image data and patient demographic data. However, there has been relatively little work in modelling the spatial and temporal relationships common to such data. In this paper we introduce a novel method for classifying visual field (VF) data that explicitly models these spatial and temporal relationships. Methodology: We carry out an analysis of our proposed spatio-temporal Bayesian classifier and compare it to a number of classifiers from the machine learning and statistical communities. These are all tested on two datasets of VF and clinical data. We investigate the receiver operating characteristics curves, the resulting network structures and also make use of existing anatomical knowledge of the eye in order to validate the discovered models. Results: Results are very encouraging showing that our classifiers are comparable to existing statistical models whilst also facilitating the understanding of underlying spatial and temporal relationships within VF data. The results reveal the potential of using such models for knowledge discovery within ophthalmic databases, such as networks reflecting the 'nasal step', an early indicator of the onset of glaucoma. Conclusion: The results outlined in this paper pave the way for a substantial program of study involving many other spatial and temporal datasets, including retinal image and clinical data. Recently, there has been an explosion in the amount of data being stored on patients who suffer from visual deterioration, including visual field (VF) test, retinal image and patient demographic data. The aim now is to extract as much information as possible from these data in order to address fundamental questions still open within the glaucoma research community. For example, the diagnosis of glaucoma made by clinicians would be highly improved by the identification of the various causes of VF loss as well as the detection of patterns of VF loss that match with glaucomatous patterns. It would also be very beneficial to be able to integrate different types of clinical data (such as intraocular pressure and VF data) for both the diagnosis and detection of the disease progression. Furthermore, since the VF loss is characterised by a slow progression, early detection of glaucoma can be invaluable as early intervention can slow VF deterioration. Statistical and classification models that address all of these issues would therefore be extremely helpful to glaucoma specialists. Fig. 1 shows an example of a VF for both a healthy eye and glaucomatous one. In this paper, we look at classification models to predict whether a certain patient has glaucoma or not, given measurements of sensitivity at different points of their VF.
The progression of the VF over time, when available, can be included in the model. In addition, clinical and demographic information can be incorporated as it may affect the spatial deterioration of the VF. There has been very little modelling of the spatial and temporal relationships which are characteristic of VF data. Swift and Liu [1] have looked into learning statistical time series models of VF data. Other approaches that explore the temporal aspect of VF data include trend and event analysis [2, 3] , and state space models [4] . Ibanez and Simo [5] have investigated spatio-temporal statistical models with the aim of forecasting VF deterioration, but to date have only looked at VFs of normal eyes.
Various models have been developed for classifying VF data. Hilton et al. [6] use logistic regression models for the classification of glaucoma by VF measurements. Hothorn and Lausen [7] make use of the retinal image data to classify glaucoma with tree classifiers. Chan et al. [8] and Goldbaum et al. [9] document a comprehensive comparison of statistical and machine learning classifier systems for the classification of glaucomatous VFs. Many of these classifiers are 'black box' in nature and therefore do not give much insight into the behaviour of the VF. Much research in glaucoma has involved exploring the distribution of point-by-point light sensitivity, at a single point in time, in normal [10, 11] and glaucomatous populations [12] . However, much remains unknown about the behaviour of the VF test, such as the light sensitivity relationship between adjacent and distant VF points, the relationship between light sensitivity and other ocular parameters (such as optic nerve appearance and intraocular pressure level) and how stable and deteriorating VFs behave over time.
It is our intention to make use of the large amount of data available in order to build models for classification that fully exploit the spatio-temporal nature of these data whilst avoiding the inherent problem of black box paradigms. This has led us to investigate the use of Bayesian networks which are transparent in the way that they model data. To our knowledge, Bayesian network classifiers have not been extended to classify multivariate time series data using the inclusion of temporal links. Furthermore, the spatial nature of data such as VF datasets has not been exploited in the learning of such classifiers. In this paper we extend existing Bayesian network classifiers to explicitly handle the spatial and temporal relationships of VF data.
The paper is broken down into the following sections. In Section 2, we describe some relevant background in classification methods. In Section 3, we describe existing Bayesian network classifiers as well as the extension of Bayesian networks to incorporate temporal links. In Section 4, we describe our spatio-temporal Bayesian network classifier. The model is a combination of the existing Bayesian classifiers, temporal Bayesian networks and spatial learning operators, in order to model and classify 2 A. Tucker et al. data with spatial and temporal relationships. This section includes an outline of the architecture of the model, the learning algorithm and the spatial operators used. Section 5 includes a description of the parameters and the datasets used in the experiments, one dataset being non-temporal and the other being a longitudinal time series. In Section 6, the results of the experiments are documented, firstly just applying the non-temporal classifiers on the non-temporal data, and secondly applying our spatio-temporal classifier to the temporal dataset. Furthermore, we compare our method with two standard statistical classifiers, linear regression and k nearest neighbour, and illustrate the benefits that spatio-temporal Bayesian networks offer over these models. Results include receiver operating characteristic analysis, network structure analysis and inference analysis. Section 7 discusses the clinical implications of our results, whilst in Section 8 conclusions are made and future work is outlined.
Overview of classification problems
Denote with Y ¼ ðX; CÞ the vector of variables for the problem of classifying a VF as glaucomatous given a set of attributes X. The attributes include the VF point values, and possibly other variables such as age, gender and intraocular pressure, and C ¼ f0; 1g is the class variable (with 0 = normal, 1 = glaucoma). Statistical classifiers provide an estimate of pðcjxÞ, the probability that a patient with observed measurement vector x belongs to class c. Linear and logistic regression, linear and quadratic discriminant analysis, k-nearest neighbours and graphical models are amongst the most popular statistical classifiers. The estimated pðcjxÞ provided by one of these models, either directly or indirectly via Bayes theorem, is compared to a threshold t to predict the class of x. This threshold is usually chosen to minimise the expected misclassification loss [13] , resulting in the classification rule: classify x to class 1 if
and otherwise to class 0, where k i denotes the cost of misclassifying an object from class i. When the misclassification costs are equal (k 0 ¼ k 1 ), the resulting rule will classify an object to the class with the highest predicted probability. Although this is the default option in many implementations, in real applications the misclassification costs are seldomly the same. In credit scoring applications, for example, it is more costly for the bank to classify a bad customer as a good one than vice versa [14] ; in glaucoma applications, like the one that we are considering in this paper, the cost of a false positive is often considered by glaucoma experts to be greater than a false negative [9] . Hand and Vinciotti [15] discuss the importance of taking the relative misclassification costs into consideration when building and assessing the model. After all, we want the classifier to perform well for the particular choice of costs that we make.
In order to assess the performance of a classifier and to compare different classifiers, it is common practice to use receiver operating characteristic (ROC) curves [13] . An ROC curve allows one to view graphically the performance of a classifier by plotting the sensitivity, which in our case is the proportion of glaucomatous eyes correctly classified as glaucomatous, versus (1-specificity), the proportion of normal eyes misclassified as glaucomatous, as the threshold t in Eq. (1) assumes increasing values between 0 and 1. Different points in the curve will correspond to different values of the threshold, i.e. different values of the misclassification costs. The perfect classifier would have an ROC curve that follows the top-left corner of the unit square, whereas the worst situation would be a classifier whose curve follows the diagonal. Real applications will usually show curves between these two extremes.
A global measure of the classifier performance, often used in classification problems, is the area under the ROC curve (AUC). This will be some value between 0.5, associated to the diagonal of the square, and 1, corresponding to the curve that follows the top-left corner. Such a global measure of performance will not be very useful in the situation where curves relative to different classifiers will cross at multiple points, which is actually very common in real-life applications. If curves cross at various points, then one classifier is better than the others on a certain range of values for the threshold, but worse on other values. In situations like this, it is more appropriate to compare the classifiers for the values of the threshold that one is interested in. A common measure of classifier performance relative to a certain threshold is given by the misclassification cost
where FP and FN denote the number of misclassified points from class 0 (false positives) and class 1 (false negatives), respectively, and n is the total number of points. In addition to validation using ROC and misclassification cost, we will make use of expert knowledge of the VF in order to assess the quality of the resulting Bayesian network classifiers. Fig. 2 shows the VF of the right eye with the angle of the nerve fibre bundle entry to the optic-nerve-head corresponding to each VF point [16] . The optic nerve is where information is carried from the retina to the visual cortex. Also included are the anatomical names of the different sections of the VF.
It is expected that visual function at VF points with similar angles are more closely related and so we introduce a metric that scores the quality of links in a directed network (such as a Bayesian network) by calculating the mean optic-nerve-head angle difference between the parent and the child of each link in the network. This results in the score
where m is the number of links in the network, aðiÞ is the optic-nerve-head angle of VF point i, par ðiÞ and chd ðiÞ are the VF points of the parent and child of link i, respectively. In order to test the stability of the Bayesian network classifiers generated by repeated experiments, we consider a measure of structural difference between networks. Let L be the set of directed links associated to a network. For two sets of directed links, L 1 and L 2 , the structural difference between the two networks can be measured by
that is, the number of links in L 1 but not in L 2 and the number of links in L 2 but not in L 1 .
Bayesian networks
Bayesian networks (BNs) are probabilistic models that can be used to combine expert knowledge and data. They facilitate the discovery of complex relationships in large datasets and enable non-statisticians to query resultant models. For this reason they are particularly useful in the analysis of VF data when trying to understand underlying relationships between VF points and other clinical variables.
The basics
A BN consists of a directed acyclic graph, made up of links between nodes that represent variables in the domain. The links are directed from a parent node to a child node and with each node there is an associated set of conditional probability distributions. A BN thus consists of the following: a set of N nodes, fY 1 ; . . . ; Y N g, representing the N variables in the domain, and directed links between the nodes. Associated with each node Y i with parents p i , there is a probability table, u i ¼ pðY i jp i Þ. The set of these probabilities for all nodes Y i and configuration of the parents p i provides an efficient factorization of the joint probability pðYÞ in terms of dependencies between variables [17] .
The process of learning a BN from data is made up of two distinct phases [18] . First of all, a network has to be selected amongst the space of all possible models. Then, the vector of probabilities u ¼ ðu i Þ i has to be estimated. Given a known network structure bn, the probabilities u i are estimated in a Bayesian framework by the mean of the posterior distribution pðujbn; DÞ, where D is the database of observed values. The posterior is updated from a prior probability pðujbnÞ, which is usually chosen to be Dirichlet. The special case of prior ignorance corresponds to a uniform distribution on the parameters u. Learning the structure bn from data is a non-trivial problem due to the large number of candidate networks. In the medical community, this structure is often manually set up based on domain knowledge. However, this process can be difficult and lengthy, so an automated system where structure and parameters are both estimated is particularly desirable. As a result there has been substantial research in developing efficient optimisation algorithms. Most methods involve scoring candidate network structures and one of the most common metrics is the marginal log-likelihood. For a candidate BN structure bn and under the assumption of a uniform prior on the parameters u this is given by
where pðDjuÞ is the likelihood function, N is the number of variables in the domain, r i is the number of states that a node Y i can take, q i is the number of unique instantiations of the parents of node Y i , F ijk is 4
A. Tucker et al. the number of cases in the database D where Y i takes on its kth unique instantiation and the parent set of i takes on its jth unique instantiation and F ij ¼ P r k¼1 F ijk . Assuming a uniform prior on a set of candidate networks bn, maximising the posterior probabilities logpðbnjDÞ over the models is equivalent to maximising the marginal log-likelihood logpðDjbnÞ.
One can apply inference to a BN given some evidence about a subset of variables. Inference involves calculating the posterior distribution over the variables by propagating this evidence throughout the network. Exact inference in multiply networks has been shown to be NP-hard [19] . Approximate algorithms can be used, such as stochastic simulation, which run repeated simulations in order to generate multiple samples over the nodes. As the number of simulations increases, the frequencies of the states of each node occurring in the samples will approximate the exact posterior distribution. Logic sampling as suggested by [20] handles the propagation of evidence by discarding all simulations where the observed nodes have been instantiated to states different to those observed. This can result in many simulations being discarded, especially as the number of observations increases. Pearl [21] suggests a method to overcome this problem by clamping the observed nodes to their respective states and applying a two-step algorithm.
Bayesian networks for classification
BN classifiers have recently shown excellent properties [22] . Because the discovered relationships in the classifiers are explicit, it means that the models can be analysed to understand how classification decisions are made. This is an extremely useful property when trying to understand classification decisions in medical data such as glaucomatous VFs.
There are a number of BN classifiers, the simplest being the naïve Bayes classifier. This architecture assumes that every feature in the classifier is independent given the class, i.e. pðxjcÞ ¼ Q NÀ1 i¼1 pðx i jcÞ. Despite the fact that the independence assumption in the naïve Bayes classifier is almost always incorrect in real applications, many studies have shown a very good performance of the model, even in comparison with much more sophisticated classifiers (for example [22] [23] [24] [25] [26] ). These results are of particular interest especially considering the many advantages of the naïve Bayes classifier in practical applications: it is very simple, very efficient and very easy to interpret and implement. Hand and Yu [24] give some mathematical justifications of why such a simple and unrealistic model might perform so well on future observations: simple models, like this, have a lower variance than more complex models. Hence, despite having a larger bias, they might perform better on observations outside the training data.
Other authors have suggested extensions to this classifier that relax the strong assumption of independence. The tree augmented network (TAN) is one of these [22] : in addition to the naïve Bayes structure, this model learns a tree structure amongst the features. Another possible extension to the naïve model is to learn a BN where the class variable is simply included as one of the nodes.
Temporal Bayesian networks
A typical feature of VF data is their temporal aspect: patients attend the clinic regularly to take VF tests and at each visit a classification is made to decide whether an eye has developed glaucoma or, if glaucoma is already present, whether it has worsened (progressed). For this reason, we have also looked at classifiers that take the time aspect into consideration. In particular, we have looked at temporal Bayesian networks (TBNs), also known as dynamic BNs.
A TBN is a BN where the N nodes represent variables at differing time slices. Therefore links occur between nodes over time and within the same time slice. Fig. 3 shows an example of a TBN where each node represents a variable at a certain time slice and each link represents a conditional dependency between two nodes.
Given some evidence about a set of variables at time t, one can infer the most probable explanations for the current observations. Inference in TBNs is very similar to standard inference in static BNs [27] . In this paper, we use a form of stochastic simulation [21] as described in Section 3.1 because of its speed and its intuitive appeal. Previously, we A spatio-temporal Bayesian network classifier 5 
The spatio-temporal Bayesian network classifier
A spatio-temporal Bayesian network is a special TBN that assumes dependencies between variables based on some spatial neighbourhood, such as first order Cartesian coordinates. A set of operators are required for learning network structures that exploit the spatial nature of the dataset. In [29] we developed such operators. In this section, we describe an extension of these models that is designed to classify data. We call this model the spatio-temporal Bayesian network classifier (STC). Fig. 4 illustrates the main features of an STC: t represents the time slice and C represents the class node, in this case the presence of glaucoma at time t. For the scope of this paper, we exclude the class node at time t À 1 as this would trivialise the problem of classification for glaucoma (once the VF has been classified as glaucomatous, it will remain glaucomatous according to the clinicians).
The model contains relationships between variables that are both temporal and non-temporal. When learning these relationships it is assumed that there is a spatial relationship between nodes in the network based upon the Cardinal coordinate system. Therefore, nodes that are spatially close to other nodes are deemed more likely to be dependent upon one another. Note that the spatial relationships can include more than first order Cardinal neighbours. The same applies for temporal order, although in this paper we only look at first order temporal relationships. Note also that the direction of links between the class node and the feature nodes may vary. However, this only applies to nodes within the same time slice as the class, because all links between nodes in different time slices must be directed according to the flow of time.
The algorithm
In our learning algorithm, candidate structures of a network, bn, given a dataset, D, are scored using the metric in Eq. (5). In order to increase the efficiency of our algorithms, we have developed an evolutionary approach without the necessity of storing a population of candidate solutions. Rather, we consider each point in the spatial dataset to be an individual within the population of points. Therefore, the population, itself, is the candidate solution. We have looked at a similar method before for grouping algorithms [30] . The algorithm also makes use of a simulated annealing type of selection criteria [31] , where good operations are always carried forward, but sometimes less good ones are also accepted dependent upon a temperature parameter. A form of elitism [32] is employed to ensure that the final structure is the best discovered. This is to prevent the simulated annealing process from moving away from a better solution when the temperature is still high. We formally define the algorithm below, where maxfc is the maximum number of calls to the scoring function, c is the 'cooling parameter', t 0 is the initial temperature, b is the branching factor of a network, and Rð0; 1Þ is a uniform random number generator with limits 0 and 1.
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Figure 4
The spatio-temporal Bayesian network classifier for time slice t and t À 1. The class node is denoted by C and the spatial nodes are depicted within the larger circle.
Operators
We now introduce the spatial and non-spatial operators used to learn an STC. The operators involve manipulating links within the network. Note that a random link can be either temporal or non-temporal.
Non-spatial operators
We have chosen three non-spatial operators commonly used in optimisation techniques, such as hill climbing and simulated annealing.
Add -A link with random parent and child is added to the network. Take -Randomly remove a single existing link. Mutate -Randomly change the parent of an existing link.
Spatial operators
For the scope of this paper, we assume that the points in a spatial dataset are located according to Cartesian coordinates. Therefore, each point in a dataset with coordinates (x, y) has a first order neighbourhood which includes all nodes with coordinates (i, j) for i ¼ x AE 1 and j ¼ y AE 1. The spatial operators that we have developed exploit the Cartesian spatial nature of a dataset. Fig. 5 shows examples of parent coordinates, relative to the child node, when applying the operators. Unfilled circles represent child nodes, filled circles represent parents of the child. In Fig. 5a and b shaded squares represent potential parents, in Fig. 5c shaded squares with dots represent the parents of node x.
Spatial add (Fig. 5a ) -Add a link with random child and a parent that is one of the child's first order neighbours.
Spatial mutate (Fig. 5b) -Randomly change the parent of an existing link by setting it to the first order neighbour of its previous position. Spatial crossover (Fig. 5c ) -Randomly swap the relative positions of two parent nodes.
Experimental set-up
Our experiments compare the proposed STC with different classifiers from the statistic and machine learning communities, including the existing family of BN classifiers, linear regression and the k-nearest neighbour method, in the context of glaucoma detection. We apply these methods to two VF datasets, which we describe in this section, followed by a description of how the data were preprocessed and how the methods were parameterised.
The datasets
The VF test assesses the sensitivity of the retina to light. It is typically measured by automated perimetry, a technique in which the subject views a dim background as brighter spots of light are shone onto the background at various locations in a regular grid pattern. The brightness at which the subject sees the spots of light is related to the retinal sensitivity. See Fig. 1 for an example of two VF tests, one from a healthy eye and one from a patient suffering from glaucoma.
All VF testing was performed with the Humphrey field analyzer and the 24-2 full threshold program. We investigate two separate datasets (1) Subjects included 78 patients with established early glaucomatous VF loss and 102 normal volunteers known not to be sufferers. One VF per subject was used for analysis. Early glaucomatous VF was defined as an AGIS score between 1 and 5, on three consecutive reproducible and reliable Humphrey 24-2 strategy VFs with at least one location consistently below the threshold for normality [33] . Normal subjects had VF tests scoring '0' in the AGIS classification. Also included in these data were two clinical variables: age and gender. (2) The VFs of 24 subjects attending the Ocular Hypertension Clinic at Moorfield's Eye Hospital were examined at 4-monthly intervals [34] . All subjects suffered ocular hypertension (above 21 mmHg) and initially had normal VFs but developed reproducible glaucomatous VF damage in a reliable VF in their right eye during the course of follow-up (conversion). 229 of the VF test results were classed as converted, where conversion was defined as the development of an AGIS score greater than or equal to 1 from an initial score of 0, on three consecutive reproducible and reliable Humphrey 24-2 strategy VFs with at least one location consistently below the threshold for normality. If a patient developed a VF defect, then the test was repeated within one month, and if the same defect was then reproduced on a reliable second field, then a third test was performed 3-4 months later. Conversion was confirmed if the field defect was present on the three consecutive reliable tests. The dataset in this paper only considers this third test as converted. VFs were not re-classified following conversion. For this dataset, the average number of field tests in each patient's series is 24.5, the maximum is 45, and the minimum is 1. The minimum is one and not three because during data extraction for one particular case the first two tests were not available despite the patient having undergone 3 tests. We can still use this patient's data to extract useful non-temporal information. Also included in the dataset are three clinical variables: age, gender and intraocular pressure (IOP). The latter is known to be a risk factor for developing glaucoma.
Both datasets are slightly imbalanced (the number of glaucomatous VFs is not equal to the number of non-glaucomatous VFs). Table 5 .2 provides a summary of each dataset.
Data preprocessing and parameterisation
For the BN models, all continuous data are discretised into four states using a frequency-based method, that is bin sizes are determined such that there is an equal number of observations in each bin. This method is useful for learning BNs as it ensures that there are enough instances of each state in order to perform a reliable inference. Other methods such as range-based discretisation can lead to states that only occur a small number of times within a database. Discretisation was performed on a point-wise basis.
For our experiments, the following parameters were used. For the BN learning, we set maxfc ¼ 50; 000, t 0 ¼ 5 and c ¼ 0:9999, with these parameters defined as in Section 4.1. These were chosen as they were found to be the most efficient based upon previous empirical studies. We have found that the individual improvements in score during the early iterations of our algorithm are a good indication for the value of t 0 . The maximum number of parents, b, was varied between 1 and 3 depending upon the experiments, and t 0 and c were set so as to finish on a suitably 'cold' temperature to ensure a stable solution. Inference involved setting the number of stochastic simulations to 10,000 so as to compromise the time taken to perform inference with generating an accurate posterior distribution.
Results
The following results are split into two main sections for each dataset. Firstly, the non-temporal VF data are analysed with respect to classification and structural analysis. Secondly, a comparison is carried out of the classifiers when applied to the multivariate time series VF data. As well as learning static models from the first dataset and temporal models from the second, we will also investigate how the non-temporal classifiers, trained on the non-temporal data, perform on unseen time series data and compare how they perform to the classifications made by clinicians. This will give us a more accurate idea of how the classifiers perform when tested on a completely independent dataset. Fig. 6 shows the ROC curves of the BN classifiers when 10-fold cross-validation is applied to each classifier on the non-temporal VF data. Also included is the AUC for each method. It can be seen that of the BN classifiers the best curve is generated by BN1, that is the BN with only one parent allowed (AUC is 0.94). The next best is naïve Bayes classifier, with an AUC of 0.9, with TAN and the BN with two parents performing worst. This could be due to overfitting as these models will have a higher number of parameters.
Non-temporal classification and analysis
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A. Tucker et al. Fig. 7 shows a comparison between the best BN classifier found with linear regression and k-nearest neighbour (k-nn), where k was chosen using 10-fold cross validation. The BN with one parent performs generally better than k-nn (which has an AUC of 0.91) and is comparable to linear regression (both have an AUC of 0.94).
We now make use of expert knowledge concerning the anatomy of the eye in order to assess the quality of the BN structures learnt. This involves scoring the mean difference of the optic-nervehead angle using Eq. (3) over all networks discovered using cross validation. Note that a low angle difference between two VF points does not necessarily imply spatial proximity of the two points on the retina. For example, Fig. 2 shows that the two extreme points in the nasal area have an angle of 83 and 278 degrees despite being neighbours. For BN1 it was found to be 16.87 degrees, as compared to 19.73 and 28.47 for BN2 and TAN, respectively. These results reflect the AUC scores, matching the good performance of BN1 over the other classifiers. The high optic-nerve-head measure for TAN could be a result of constraining all nodes to be linked to the class node, thus reducing the probability of discovering interesting spatial relationships between the VF points.
Comparison of Bayesian inference with clinicians' decisions
We now investigate how the non-temporal BN classifiers, trained on the non-temporal data, perform on unseen time series data and compare how they perform to the classifications made by clinicians (according to the AGIS score and conversion criteria as described in Section 5.1). Fig. 8 shows typical results: it plots the probability of a VF being glaucomatous according to the BN classifier with a maximum of one parent (BN1) along with the point of conversion according to clinicians (dotted line). Note that clinicians did not reclassify the field after conversion has been determined.
In approximately a third of cases within the unseen data, the probability of glaucoma according to the BN classifier rapidly increases from almost 0-1 several time points before the clinician decides that the VF has converted to glaucomatous (for example see Fig. 8a ). This may be due to the methods employed by clinicians whereby a VF is not considered to be glaucomatous until three VF tests in a row have reached the threshold for classification of glaucoma. Another common feature (in about 38% of cases) was where the probability remained low for a while and then began to fluctuate from one time point to the next before settling on a high probability of glaucomatous, shortly before the clinicians classifies the VF as converted (Fig. 8b) . This may be useful in that the fluctuation may be an early indicator that the VF is about to convert as it tends to begin some time before the clinician makes the decision. Another interesting result that was observed in about 17% of cases was where BN1 classified the VF as glaucomatous from the outset (Fig. 8c) . This could be due to the fact that the classifier has discovered a feature not used by the clinicians and has in fact correctly identified the early onset of glaucoma. Examples were also noticed during the experiments, where the classifications are less clear cut. For example, Fig. 8d implies that the BN classifier has failed to successfully classify the VF before or after conversion, though it must be stressed that these were uncommon (in less than 13% of cases).
Analysis of STC for temporal classification
We now explore how the different classifiers perform on temporal VF data. This includes the STC which makes use of our spatio-temporal learning algorithms described in Section 4. Fig. 9 shows the ROC curves for the different BN classifiers including the STC with a maximum of two and three parents (a maximum of four parents would result in more parameters than data observations). It can be seen that the worst performers on this dataset are naïve Bayes and TAN (with respective AUCs of 0.77 and 0.79). We also carried out the experiment with BN1 and found that the AUC was only 0.76 (and have therefore omitted it from the figure to make this clearer). This could be due to there being more data than on the static dataset and so the more complex models are less prone to suffering from over-parameterisation. The BN classifier with two parents (BN2) scores an AUC of 0.81. However, the STCs with two and three parents do better with AUCs of 0.84 and 0.85, respectively. Fig. 9 shows that there is a degree of overlapping between the ROC curves, particularly at high and low specificities. The misclassification versus cost 10 A. Tucker et al. chart in Fig. 10 shows how the classifiers perform when we assign different costs to the misclassifications. This corresponds to considering different values for the threshold t in Eq. (1). After scaling the costs k 0 and k 1 such that k 0 þ k 1 ¼ 1, it follows that t ¼ k 0 , the cost of misclassifying a normal eye as glaucomatous. This is reported on the horizontal axis. As such, higher values will tend to correspond to higher specificity. On the vertical axis the misclassification cost of Eq. (2) is plotted. The plot shows that Naïve and TAN perform worse than the other classifiers for all values of the threshold. This was already quite clear from the ROC curves and it implies that the models are not recommended for any value of the classification threshold. The BN classifier with two parents performs worse than the temporal models for an intermediate range of the cost, but is competitive with STC2 and STC3 for low and high values of specificity. The latter was not that evident from the ROC curves.
To have a fairer comparison with the STC3 model, we decided to include time delayed variables for the linear regression and k-nn models. The columns of the database are now the VF variables and IOP at time t À 1 and t, as well as age and gender. The value of k was chosen using 10-fold cross validation. Fig. 11 shows the ROC curve of the STC with a maximum of three parents (STC3) against linear regression and k-nn, both using the time-shifted variables. It seems that linear regression does somewhat better (AUC = 0.93) than STC and k-nn, both of which have similar ROC curves, the AUCs being 0.89 and 0.88, respectively. When we look at the misclassification versus cost in Fig. 12 , we can see that, whilst linear regression does considerably better when the cost is not extreme (between 0.4 and 0.6), the performances of the three methods are relatively similar beyond these costs, at either extreme.
Generally, because glaucoma prevalence is low and the condition is usually only slowly progressive, a high specificity is often required. This tends to correspond to false positive diagnoses being regarded as more costly. Cost includes harm to the patient through a false diagnosis as well as the actual cost of treatment. This means that the right-hand side of the plots in Figs. 10 and 12 is the most interesting. However, in reality, costs depend also on the individual patient. For instance, in a young patient with advanced disease, the cost of failing to identify progression is greater than in an elderly patient with early disease.
The mean optic-nerve-head angle metric of Eq. (3) over all the networks discovered using cross validation was equal to 23.73 degrees for both BN2 and STC3, as compared to 32.82 degrees for STC2 and 35.08 degrees for TAN. This roughly reflects the results of the AUC scores (Fig. 9) . Note that the mean angle difference metric is in general higher on this dataset than on the static one. This could be due to the fact that the normal and glaucomatous classes are less separated in the temporal dataset, since all patients are on the verge of developing glaucoma. This makes the classifica-A spatio-temporal Bayesian network classifier 11 DTD 5 Figure 10 Misclassification cost (Eq. (2)) vs. k 0 for BN classifiers on temporal VF data. tion problem harder and might be reflected in the angle difference metric as well as in the AUC scores. In order to test the stability of the classifiers generated from repeated experiments, we have looked at the variation in structures for each cross-validation run on STC3. We calculated the mean structural difference in Eq. (4) for all pairwise combinations of networks from the cross-validation experiments of STC3. We then compared this to the distribution of structural differences of 100 randomly generated networks (which had the same restrictions as the STC3, e.g. a maximum of three parents). The mean and standard deviation of the structural differences for the STC3 classifiers was 142.44 and 8.28, respectively. This was significantly smaller than the distribution of structural differences of random networks, which had a mean of 176.88 and a standard deviation of 6.37. We found that a high proportion of links were discovered in only 10% of the cross validation experiments (that is only in one of the networks) and this contributed to a higher structural difference. For this reason, in the next section, we will investigate network features that are consistently found between cross validation experiments in order to increase confidence when validating using clinical knowledge.
Discussion
One of the advantages of a BN classifier over other classifiers, such as k-nn and linear regression, is the transparency of the model. That is, all of the relationships are made explicit in the network structure. Fig. 13 shows one such structure with respect to the spatial arrangement of the VF. This has been learnt from the non-temporal VF dataset using a BN with a maximum of one parent.
Marked with an asterisk on this figure are the VF points that are discovered with direct links from the class node. These are the most predictive points in classifying the VF as glaucomatous or not. Learning these links can be thought of as a form of feature selection, similar for example to a selective naïve Bayes classifier [35] . Interestingly, some of the discovered VF points reflect a common feature of the early stages of glaucoma called the 'nasal step', where a reduced sensitivity of particular VF points around the nasal and superior peripheral areas indicates the early onset of glaucoma (see Fig. 2 for anatomical labels). The frequency with which these links occur in the networks learnt during cross validation vary from 40% to 80%, with an average of 60%. This indicates a fairly high confidence in the feature. Also notice how some of the points marked with an asterisk appear correlated to others, indicating that some interaction between these points could assist classification, whilst others appear to assist classification independently of their relationship to other points, particularly in the superior temporal area of the VF (temporal in the anatomical sense). VF points in this area were associated with the class node independently of other points in an average of 80% of the networks during cross validation, increasing the confidence of the discovered feature. The low correlation between these points is supported by clinical evidence, as the points in this area have a larger difference between one 12
A. Tucker et al. another in optic-nerve-head angle than in other areas (Fig. 2) . Some other discovered features were unexpected, such as VF points in the arcuate paracentral VF, which are not conventionally thought to be important points for classification. These features were found in up to 80% of the networks. This will be followed up in further research and may show the potential of BN models in learning links that can inform clinicians of interesting patterns in clinical data. Similarly, Fig. 14 shows the network structures learnt from the temporal dataset using a BN with a maximum of two parents and the STC with a maximum of three parents. It is evident primarily that both networks have a distinct spatial nature as would be expected. The asterisks on the plot mark the direct links from the class node. Notice that these are far fewer than those discovered from the non-temporal data (Fig. 13) . This is likely to be due to the IOP variable, that was available in the temporal data and has been found to be a strong risk factor for glaucoma. In fact the mean number of direct descendants of the class node was found to increase from 4.9 to 8.3 when the experiment was repeated with the IOP variable removed. In addition, Fig. 14 shows the autoregressive links (those links from one variable to itself at subsequent time points) marked with unfilled circles and temporal links in grey. Amongst these links, it is interesting to note the temporal links pointing to an asterisk. These correspond to the situation where a temporal link was found between a VF variable at time t À 1 and at time t and the VF variable at time t was also the child of a non-temporal link from the class node. Therefore, the probability distribution of the class node is governed by the 'explaining away effect' [36] , where the observation of one parent of a node (here the VF point at time t À 1) will affect the posterior distribution of another parent of that node (here the class node). This feature was discovered in 70% of the networks. Obviously, this type of interaction cannot be modelled by non-temporal classifiers and the ability of the STC model to capture this might account for the improvement in classification performance when temporal links are included (Fig.  9 ). Whilst providing clear benefits to the model, the inclusion of temporal links can increase the risk of spurious correlation between variables. For example, it was noted that on some of the STC networks, like the one in Fig. 14 , the blind spot, which should be independent of other VF variables, was linked to other variables. However, links associated with the blind spot were found consistently in less than 20% of the networks, with the exception of immediate neighbours of the blind spot where the frequency was more than 50%. This phenomenon is supported by clinical evidence that an enlargement of the blind spot (peripapillary atrophy) is a feature of glaucoma. The STC model brings many benefits to the glaucoma community. First of all, it allows one to easily combine different types of data, for example VF, IOP and optic-nerve-head structures. These measurements are rarely useful when taken in isolation, so a model that combines them into a common framework whilst making explicit the relationships between them is highly useful to clinicians. Secondly, the STC allows one to incorporate the temporal aspect of the data in the model. This will help researchers model the disease process and learn about its pathogenesis, which could result in more accurate and precise estimates of the rate of progression and in the identification of risk factors for progression (indeed, the STCs will identify some of these themselves) and responses to therapeutic intervention. BN models are similar in nature to the way in which clinicians work -various examinations are made and the result of each is added to Figure 14 Network structures on temporal VF data using BN2 (top) and STC3 (bottom). The grey lines represent first order temporal links, the unfilled circles denote autoregressive links and the asterisks represent direct descendants of the class node.
'the clinical picture' to either increase or decrease the probability of disease being present or of disease progressing. As such, the network provides the clinician with probabilities for abnormality. These are clinically more meaningful than discrete thresholds on scores, which are currently used to determine glaucoma conversion.
Conclusion and future work
In this paper, we have investigated a number of different classifiers for identifying deterioration in the VF associated with glaucoma. We have focussed on BN classifiers due to their ability to explicitly model the relationships between variables. Within the family of BN classifiers, we have introduced a spatio-temporal classifier (STC). We have shown how this classifier leads to an improvement over existing BN classifiers, whilst being comparable to other statistical classifiers. We have tested the classifiers on two VF datasets, one non-temporal and one temporal, and have shown how the resulting BN classifiers can be used to help understand the nature of VF deterioration in the form of network structure analysis and inference. We have identified within the structures various characteristics including the 'nasal step', whereby certain areas of the VF indicate the onset of glaucoma. Inference has shown that there is a potential to understand how the clinicians come to their decisions and possibly use this information to improve upon the current classification algorithms of a VF. We have begun experiments on some incoming data, which include more clinical variables such as IOP and medication. We have found interesting results whereby the glaucoma converter class node is regulated by IOP which is in turn regulated by whether a patient receives medication. The medication node itself is regulated by the glaucoma node and so a cycle exists over time (see Fig. 15 ).
If someone exhibits high IOP, it is likely to be related to the risk of converting to glaucomatous VF loss. If someone suffers from glaucoma, they are likely to be given medication (e.g. to lower IOP), resulting in their IOP dropping by their next visit. This means that in many cases a low IOP is observed despite the onset of glaucoma. The temporal nature of this can easily be modelled by temporal BNs. However, such temporal cycles cannot be modelled with static models. The inclusion of spatial and temporal relationships within the STC has shown to improve the classification of VF data. The classifier is trained on the decision made by clinicians. This requires a repeat of 3 abnormal fields before glaucoma is diagnosed. Note that the first two abnormal fields are currently classified as healthy and not re-classified after conversion. This might explain the fluctuations in the probability of glaucoma found in some of our experiments (Fig. 8) .We intend to investigate this in a future study by applying the AGIS score to VFs after conversion. The performance of the classifier could be improved by modifying the criterion for conversion to take account of this. Alternatively, one could submit only normal patient data and allow our models to identify VFs that are significantly different from normal.
Since we aim to learn temporal models from VF data, a natural extension of the work in this paper would be to see how STC models can be used to forecast future states of the VF given previous observations. It would also be extremely valuable if we could use these models to predict future class states given the previous states of a VF. Furthermore, we intend to integrate prior clinical knowledge into the model. For example, we can integrate expert knowledge regarding the structure of nodes as well as the angle from each VF point to the opticnerve-head. BNs are designed to facilitate this type of integration. 
