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Abstract
The field perturbation induced by an elastic or electrical inclusion admits a multipole
expansion in terms of the outgoing potential functions. In the classical expansion, basis
functions are defined independently of the inclusion. In this paper, we introduce the new
concept of the geometric multipole expansion for the two-dimensional conductivity prob-
lem (or, equivalently, anti-plane elasticity problem) of which basis functions are associated
with the inclusion’s geometry; the coefficients of the expansion are denoted by the Faber
polynomial polarization tensor (FPT). In the derivation we use the series expansion for the
complex logarithm by the Faber polynomials that are associated with the exterior conformal
mapping of the inclusion. The virtue of the proposed expansion is that one can express the
field perturbation in a simple series form for an inclusion of arbitrary shape. Regarding the
computation of the exterior conformal mapping, one can use the integral formula for the con-
formal mapping coefficients obtained in [22]. As an application, we construct multi-coated
neutral inclusions of general smooth shape that have negligible perturbation for low-order
polynomial loadings. These neutral inclusions are layered structures composed of level curves
of an exterior conformal mapping; material parameters in each layer are determined such
that the FPTs vanish or are small for low-order terms. We provide numerical examples to
validate the results.
Mathematics Subject Classification. 35J05; 74B05; 65B99
Key words. Multipole expansion; Conformal mapping; Neutral inclusion; Multi-coated structure; Anti-plane
elasticity
1 Introduction
Elastic or electrical inclusions induce a field perturbation in an external background field. Ana-
lytic and numerical solution methods have been developed and widely applied in various areas,
such as imaging, invisibility cloaking, and nano-photonics [4, 14, 27, 28]. We consider the trans-
mission problem of the two-dimensional conductivity (or, equivalently, anti-plane elasticity){
∇ · σ∇u = 0 in R2,
u(x)−H(x) = O(|x|−1) as |x| → ∞ (1.1)
∗This work is supported by the Korean Ministry of Science, ICT and Future Planning through NRF grant No.
2016R1A2B4014530.
†Department of Mathematical Sciences, Korea Advanced Institute of Science and Technology, Daejeon 34141,
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with
σ = σ0χ(Ω) + χ(R2 \ Ω),
where Ω is a simply connected bounded domain with Lipschitz boundary, σ0 is a positive con-
stant, H is an entire harmonic function, and χ(D) indicates the characteristic function for a
region D. The transmission problem (1.1) can be expressed by the single-layer potential, where
the density function is given by the solution to an integral equation involving the so-called
Neumann-Poincare´ operator (see [25]). By applying the Taylor series expansion to the integral
expression, the field perturbation u−H satisfies the multipole expansion in terms of xα/|x|n (α
is a multi-index). When the inclusion is a disk or a ball, the (contracted) multipole expansion
provides us the separation of variables solution in polar coordinates for the two dimensions and
in spherical coordinates for three dimensions. In this paper, we will introduce the new concept
of the geometric multipole expansion of which the basis functions are associated with the inclu-
sion’s geometry.
In the derivation we use complex function theory. Complex analysis techniques have been used
in various transmission problems in two dimensions for the conductivity and the linear elasticity
problem; see for example [11, 13]. Recently, series expansions for the single-layer potential and
the Neumann-Poincare´ operator were derived in [22] based on geometric function theory, and
the results were used to extend the Eshelby conjecture for the two-dimensional conductivity
problem [26].
Let us state the main results of the paper. We identify z = x1 + ix2 in C with x = (x1, x2) in
R2. From the Riemann mapping theorem, there exist uniquely r > 0 and the conformal mapping
Ψ from {w ∈ C : |w| > r} onto C \ Ω such that
Ψ(w) = w + a0 +
a1
w
+
a2
w2
+ · · · . (1.2)
One can numerically compute the an’s by solving a boundary integral equation; see [22]. As
a univalent function, Ψ defines the so-called Faber polynomials {Fm}∞m=1, which are complex
monomials and form a basis for complex analytic functions in Ω (see [15]). The complex log-
arithm admits the following expansion (see [15, 18, 22]): for z = Ψ(w) ∈ C \ Ω and z˜ ∈ Ω, it
holds that
log(z − z˜) = logw −
∞∑
m=1
1
m
Fm(z˜)w
−m (1.3)
with a suitably chosen branch cut. Based on (1.3), we define the new concept of the Faber
polynomial polarization tensor (FPT) denoted by F(1)mk(Ω, λ) and F
(2)
mk(Ω, λ) with λ =
σ0+1
2(σ0−1) ;
see Definition 1 in section 3. We then derive the following geometric multipole expansion (see
section 3.2 for the proof).
Theorem 1.1 (Geometric multipole expansion). Assume that Ω is a simply connected bounded
domain in R2 and Ψ is the exterior conformal mapping associated with Ω. Then, for a harmonic
function H given by H(z) =
∑∞
m=1
(
αmFm(z) + βmFm(z)
)
with complex coefficients αm’s and
βm’s, the solution u to (1.1) satisfies that for z = Ψ(w) ∈ C \ Ω,
u(z) = H(z)−
∞∑
k=1
∞∑
m=1
1
4pik
[(
αmF
(1)
mk + βmF
(2)
mk
)
w−k +
(
αmF
(2)
mk + βmF
(1)
mk
)
w−k
]
. (1.4)
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The virtue of the proposed expansion is that, unlike the classical multipole expansion, it holds
for any z ∈ C \ Ω. Hence, one can solve the transmission problem with the expansion for an
inclusion of arbitrary shape. We can extend the proposed method to multi-coated structures
which are given by level curves of an exterior conformal mapping; see figure 1.1 for the geometry
of such structures. The FPTs are linear combinations of the complex (contracted) generalized
polarization tensors (CGPTs), which are coefficients in the classical multipole expansion. As
the GPT contains information on the geometry and material parameter of the inclusion, so do
the FPT. The concept of GPT has been used in imaging problems, effective medium theory
and invisibility cloaking [1, 8, 9, 12]. In particular, GPT-vanishing structures are coated struc-
tures whose GPTs are negligible for leading orders and, hence, show the cloaking effect for the
background field of low-orders. GPT-vanishing structures of multilayered concentric disks or
balls are constructed in [6, 31]. Recently, one-coated inclusions of general smooth shape which
cancel the first-order GPTs were constructed by adopting the optimization approach [19]. In
[23], non-coated inclusions with an imperfect interface condition which cancels the first-order
GPTs were investigated.
In the present paper, as an application of the geometric multipole expansion, we construct
neutral inclusions of general smooth shape which show negligible perturbations for low-order
polynomial loadings. These neutral inclusions are layered structures composed of level curves
of an exterior conformal mapping associated with the core (see Figure 1.1). The material
parameters in each layer are determined such that the corresponding FPTs vanish or are small
for low-order terms. In other words, we construct the multi-coated neutral inclusions.
Ω0, σ0
Ω1, σ1
ΩN+1, σN+1=1
Figure 1.1: Multi-coated inclusion
The remainder of this paper is organized as follows. Section 2 is devoted to reviewing the
classical multipole expansion. In section 3, we define the FPT and derive the geometric multipole
expansion. We explain the numerical scheme to compute the multi-coated neutral inclusions
with the core of general smooth shape in section 4 and section 5. We then conclude with some
discussion.
3
2 Boundary integral formulation for the transmission problem
and classical multipole expansion
Let Ω be a simply connected domain in R2 with Lipschitz boundary. The single layer potential
S∂Ω and the Neumann-Poincare´ (NP) operator K∗∂Ω associated with Ω are defined as follows:
for ϕ ∈ L2(∂Ω),
S∂Ω[ϕ](x) =
∫
∂D
Γ(x− x˜)ϕ(x˜) dσ(x˜), x ∈ Rd,
K∗∂Ω[ϕ](x) = p.v.
1
2pi
∫
∂Ω
〈x− x˜, νx〉
|x− x˜|2 ϕ(x˜) dσ(x˜), x ∈ ∂Ω.
Here, ν is the outward unit normal vector to ∂Ω, p.v. stands for the Cauchy principal value,
and Γ(x) is the fundamental solution to the Laplacian, i.e., Γ(x) = (2pi)−1 ln |x|. The following
jump relation holds:
S∂Ω[ϕ]
∣∣∣+(x) = S∂Ω[ϕ]∣∣∣−(x) a.e. x ∈ ∂Ω,
∂
∂ν
S∂Ω[ϕ]
∣∣∣±(x) = (±1
2
I +K∗∂Ω
)
[ϕ](x) a.e. x ∈ ∂Ω. (2.1)
The symbols + and − indicate the limit from the exterior and interior of ∂Ω, respectively. We
also denote S∂Ω[ϕ](z) := S∂Ω[ϕ](x) for x = (x1, x2) and z = x1 + ix2.
The solution u to (1.1) satisfies
u
∣∣+ = u∣∣− and ∂u
∂ν
∣∣∣+ = σ0∂u
∂ν
∣∣∣−on ∂Ω.
One can express the solution as
u(x) = H(x) + S∂Ω[ϕ](x), x ∈ R2, (2.2)
where
ϕ = (λI −K∗∂Ω)−1 [ν · ∇H] with λ =
σ0 + 1
2(σ0 − 1) . (2.3)
The operator λI − K∗∂Ω is invertible on L20(∂Ω) for |λ| ≥ 1/2 as shown in [16, 24, 30], and
the stability of the transmission solution has been established; see for example [16, 17]. The
boundary integral equation and the spectrum of the NP operator can be numerically solved with
high precision by the Nystro¨m discretization method [20, 21]. We recommend that the reader
see [4, 5] and references therein for more properties of the NP operator.
By applying the Taylor series expansion to the boundary integral formulation (2.2), one can
derive the multipole expansion for the transmission problem. In terms of the conventional
multi-index notation
xα = xα11 x
α2
2 , |α| = α1 + α2,
the fundamental solution to the Laplacian and the background potential admit the Taylor series
4
expansions
Γ(x− y) =
∞∑
|α|=0
(−1)|α|
α!
∂αΓ(x)yα, (2.4)
H(y) =
∞∑
|β|=0
1
β!
∂βH(0)yβ (2.5)
for y ∈ ∂Ω and x with sufficiently large magnitude. The so-called generalized polarization
tensors (GPTs) associated with the domain Ω and the parameter k are defined as
Mαβ(Ω, k) =
∫
∂Ω
yα (λI −K∗∂Ω)−1
[
ν · ∇yβ
]
(y) dσ(y) (2.6)
for the multi-indices α, β. By inserting the expansions (2.4) and (2.5) into the equations (2.2)
and (2.3), it holds that the multipole expansion for the solution to (1.1) is (see [5] for the detailed
derivation)
u(x) = H(x) +
∞∑
|α|,|β|=1
(−1)|α|
α!β!
∂αΓ(x)Mαβ(Ω, k)∂
βH(0), |x|  1, (2.7)
One can rewrite (2.7) in a simpler form by use of the complex formulation. We use the Taylor
series of the complex logarithm
log(z − z˜) = log z + log
(
1− z˜
z
)
= log z −
∞∑
k=1
1
k
z˜kz−k for |z| > |z˜|
to deduce
Γ(x− x˜) = 1
2pi
ln |z − z˜|
=
1
4pi
(
log(z − z˜) + log(z − z˜)
)
=
1
2pi
ln |z| −
∞∑
k=1
1
4pik
(
z˜kz−k + z˜k z−k
)
.
By using this expansion instead of (2.4), one can derive the following.
Lemma 2.1 ([2]). For a harmonic function H given by H(z) =
∑∞
m=1 (αmz
m + βmzm) with
complex constants αn’s and βn’s, the solution u to (1.1) satisfies that for |z| > sup{|y| : y ∈ Ω},
u(z) = H(z)−
∞∑
k=1
∞∑
m=1
1
4pik
[(
αmN
(1)
mk + βmN
(2)
mk
)
z−k +
(
αmN
(2)
mk + βmN
(1)
mk
)
z−k
]
.
Here, N(1)mk and N
(2)
mk denote the so-called complex (contracted) generalized polarization tensor
(CGPT, [2]):
N(1)mk(Ω, λ) =
∫
∂Ω
Pk(z)(λI −K∗∂Ω)−1
[
∂Pm
∂ν
]
(z) dσ(z),
N(2)mk(Ω, λ) =
∫
∂Ω
Pk(z)(λI −K∗∂Ω)−1
[
∂Pm
∂ν
]
(z) dσ(z), m, k ∈ N,
where Pn(z) = z
n with z = x1 + ix2 for (x1, x2) ∈ ∂Ω.
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The CGPTs, N(1)mk and N
(2)
mk, are linear combinations of Mαβ’s with the coefficients correspond-
ing to zk and zm. One can find more properties of the CGPT in [2, 5]. It is worth mentioning
that the spectral decomposition of Γ in terms of the eigenfunctions of the NP operator was
obtained for a smooth domain in [10]. The GPTs were used in making a near-cloaking structure
[6, 7] and also used as the shape descriptor [3]. We refer the reader to [2] and references therein
for more applications of the GPTs.
3 Geometric multipole expansion
3.1 Series expansion for S∂Ω and K∗∂Ω
The Faber polynomials, first introduced by G. Faber in [18], have been extensively studied in
various areas. The Faber polynomials {Fm(z)} associated with Ψ are defined by the relation
wΨ′(ζ)
Ψ(w)− z =
∞∑
m=0
Fm(z)
wm
, z ∈ Ω, |w| > r. (3.1)
Each Fm is an m-th order monic polynomial. For example, the first three polynomials are
F0(z) = 1, F1(z) = z − a0, F2(z) = z2 − 2a0z + (a20 − 2a1).
Inserting z = Ψ(w), it holds that
Fm(Ψ(w)) = w
m +
∞∑
k=1
cmkw
−k (3.2)
with the so-called Grunsky coefficients cmk’s. Recursive relations for the Faber polynomial
coefficients and the Grusnky coefficients are well-known; we recommend that the reader see [15]
for further details. The expansion (1.3) sheds new light to better understand the solution to the
transmission problem (1.1) and the NP operator [22].
To state the results in [22], we introduce the orthogonal curvilinear coordinates associated
with Ψ:
z = Ψ(eρ+iθ) for ρ > ρ0 = ln r, θ ∈ [0, 2pi).
We denote the scale factors as h = |∂Ψ∂ρ | = |∂Ψ∂θ |. One can easily see that dσ(z) = h(ρ0, θ)dθ on
∂Ω. For a function v(z) = (v ◦Ψ)(eρ+iθ) it holds that
∂v
∂ν
∣∣∣+
∂Ω
(z) =
1
h(ρ0, θ)
∂
∂ρ
v(Ψ(eρ+iθ))
∣∣∣
ρ→ρ+0
. (3.3)
We set the density basis functions on ∂Ω as
ψm(z) = ψm(θ) =
eimθ
h(ρ0, θ)
,
ζm(z) =
√
mψm(θ),
ηm(z) =
1√
m
eimθ, m = 0, 1, 2, · · · ,
Then, it holds that the series expansion for the single-layer potential and the NP operator are
as follows.
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Lemma 3.1 ([22]). We assume that Ω is a simply connected domain with C1,α boundary for
some α > 0. Then, the density function set {ζm}m∈Z forms a basis for the Sobolev space
H−1/2(∂Ω) and {ηm}m∈Z does for H1/2(∂Ω). For each m ∈ N, it holds that
S∂Ω[ζm](z) = − 1
2
√
mrm
Fm(z) in Ω, (3.4)
S∂Ω[ζm](z) = −
(
1
2
I +K∂Ω
)
[ηm](z) on ∂Ω. (3.5)
Furthermore, K∗∂Ω and its L2-adjoint K∂Ω satisfy
K∗∂Ω[ψ0] =
1
2
ψ0, K∂Ω[1] = 1
2
and
K∗∂Ω[ζm] =
1
2
∞∑
k=1
√
m√
k
ckm
rm+k
ζk, K∗∂Ω[ζm] =
1
2
∞∑
k=1
√
m√
k
ckm
rm+k
ζk, (3.6)
K∂Ω[ηm] = 1
2
∞∑
k=1
√
m√
k
ckm
rm+k
ηk, K∂Ω[ηm] = 1
2
∞∑
k=1
√
m√
k
ckm
rm+k
ηk. (3.7)
3.2 Faber polynomial polarization tensor (FPT)
From (1.3), it holds for z˜ ∈ Ω and z = Ψ(w) ∈ C \ Ω that
1
2pi
ln |z − z˜| = 1
4pi
(
log(z − z˜) + log(z − z˜)
)
=
1
2pi
ln |z| −
∞∑
k=1
1
4pik
(
Fk(z˜)w
−k + Fk(z˜)w−k
)
. (3.8)
We modify the concept of the CGPTs by using the Faber polynomials instead of zk’s. For a
disk centered at the origin, the corresponding Faber polynomials are simply zk’s and, thus, the
modified polarization tensors coincide with the CGPTs.
Definition 1. For m, k ∈ N, we define
F(1)mk(Ω, λ) =
∫
∂Ω
Fk(z) (λI −K∗∂Ω)−1
[
∂Fm
∂ν
]
(z) dσ(z), (3.9)
F(2)mk(Ω, λ) =
∫
∂Ω
Fk(z) (λI −K∗∂Ω)−1
[
∂Fm
∂ν
]
(z) dσ(z). (3.10)
We call F(1)mk(Ω, λ) and F
(2)
mk(Ω, λ) the Faber polynomial polarization tensor (FPT) associated
with Ω.
Proof of Theorem 1.1 Applying (3.8) to equations (2.4) and (2.5), we prove the theorem. 2
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Lemma 3.2. For each m, k ∈ N, let amk = amk(Ω, λ)’s and bmk = bmk(Ω, λ)’s be the complex
coefficients such that
(λI −K∗∂Ω)−1 [ζm] =
1
2
∞∑
k=1
[√
m√
k
amk
rm+k
ζk +
√
m√
k
bmk
rm+k
ζk
]
. (3.11)
Then, the FPTs satisfy
F(1)mk(Ω, λ) = 4pikcmk + 4pik
(
1
4
− λ2
)
bmk,
F(2)mk(Ω, λ) = 8pikλr
m+kδmk + 4pik
(
1
4
− λ2
)
amk.
Here, δmk is the Kronecker delta function.
Proof. From the interior jump relation for the single-layer potential and (3.4), we have(
−1
2
I +K∗∂Ω
)
[ζm] = − 1
2
√
mrm
∂Fm
∂ν
∣∣∣
∂Ω
. (3.12)
By use of (3.4), (3.5) and (3.12), we compute that
F(1)mk(Ω, λ) =
∫
∂Ω
(−2
√
krk)S∂Ω[ζk] (λI −K∗∂Ω)−1
[
(−2√mrm)
(
−1
2
I +K∗∂Ω
)
[ζm]
]
dσ
= 4
√
m
√
krm+k
∫
∂Ω
(
1
2
I +K∂Ω
)
[ηk] (λI −K∗∂Ω)−1
(
1
2
I −K∗∂Ω
)
[ζm]dσ
= 4
√
m
√
krm+k
∫
∂Ω
ηk
(
1
2
I +K∗∂Ω
)
(λI −K∗∂Ω)−1
(
1
2
I −K∗∂Ω
)
[ζm]dσ
= 4
√
m
√
krm+k
∫
∂Ω
ηk
[
(λI +K∗∂Ω) +
(
1
4
− λ2
)
(λI −K∗∂Ω)−1
]
[ζm]dσ
and, similarly,
F(2)mk(Ω, λ) = 4
√
m
√
krm+k
∫
∂Ω
ηk
[
(λI +K∗∂Ω) +
(
1
4
− λ2
)
(λI −K∗∂Ω)−1
]
[ζm]dσ.
Notice that
∫
∂Ω ηmζkdσ = 2piδmk and
∫
∂Ω ηmζkdσ = 0. Applying these orthogonality relations
to (3.6) and (3.11), we prove the lemma. 2
One can easily see that the first-order terms satisfy
F(1)11 = N
(1)
11 = m11 −m22 + i(2m12),
F(2)11 = N
(2)
11 = m11 +m22,
where the 2× 2 matrix
M =
[
m11 m12
m12 m22
]
denotes the polarization tensor (PT) associated with Ω.
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For λ = ±12 , the FPTs show simple relations with the Grunsky coefficients:
F(1)mk(Ω,±1/2) = 4pikcmk,
F(2)mk(Ω,±1/2) = ±4pikrm+kδmk.
In particular, it holds for m = k = 1 that
F(1)11 (Ω,±1/2) = 4pic11 = 4pia1,
F(2)11 (Ω,±1/2) = ±4pir2
and, thus,
M = 2pi
[ ±r2 + <{a1} ={a1}
={a1} ±r2 −<{a1}
]
.
Corollary 3.3. Let λα and λβ be the eigenvalues of the PT associated with Ω. If λ = ±1/2,
then it holds that
Tr(M−1) = ± 1
pi
1
r2 − |a1|2
r2
. (3.13)
Proof. For λ = ±1/2, we have
λα + λβ = Tr(M) = ±4pir2,
λαλβ = det(M) = 4pi
2(r4 − |a1|2)
and, thus,
1
λα
+
1
λβ
= ± 1
pi
r2
r4 − |a1|2 .
2
Remark 1. One can easily show that the area of Ω satisfies
0 < |Ω| = pir2 − pi
∞∑
k=1
k|ak|2
r2k
.
It is then straightforward to see that |a1| < r2 and
|Ω| ∣∣Tr(M−1)∣∣ = (pir2 − pi ∞∑
k=1
k|ak|2
r2k
)
1
pi
1
r2 − |a1|2
r2
≤ 1. (3.14)
The equality holds in (3.13) if and only if ak = 0 for all k ≥ 2 (or, equivalently D is an
ellipse). This is the Po´lya-Szego¨ conjecture for the insulating or perfecting conducting case in
two dimensions; see [29].
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3.3 An ellipse case
For the case Ψ(w) = w + a1w , one can easily show that
cmk = δmka
k
1 (3.15)
and
K∗∂Ω[ζm](z) =
am1
2r2m
ζm(z), K∗∂Ω[ζm](z) =
a1
m
2r2m
ζm(z).
Hence, in the space spanned by ζ−m and ζm, the operator λI − K∗∂Ω corresponds to the 2 × 2
matrix
A =
[
λ − am1
2r2m
− a1m
2r2m
λ
]
so that
A−1 =
1
λ2 − |a1|2m
4r4m
[
λ
am1
2r2m
a1m
2r2m
λ
]
.
Hence, it follows from (3.11) that
am,k = δmk
2λr2m
λ2 − |a1|2m
4r4m
, bm,k = δmk
2am1
λ2 − |a1|2m
4r4m
.
The FPTs satisfy
F(1)mk(Ω, λ) = 4piδmk
[
mam1 + k
(
1
4
− λ2
)
2am1
λ2 − |a1|2m
4r4m
]
, (3.16)
F(2)mk(Ω, λ) = 4piδmk
[
2mλr2m + k
(
1
4
− λ2
)
2λr2m
λ2 − |a1|2m
4r4m
]
. (3.17)
4 FPTs of multi-coated inclusions
In this section, we extend the concept of the FPTs to multi-coated structures which are given
by level curves of an exterior conformal mapping. We then express the FPTs by the matrix
equations.
4.1 Matrix expression
We now assume that Ω consists of the core Ω0 and the coatings Ωj for j = 1, 2, . . . , N for some
N ∈ N, as drawn in Figure 1.1. The core Ω0 is a smooth, simply connected, and bounded domain
and the coatings are given by the level curves of the exterior conformal mapping associated with
Ω0. We let Ψ be the exterior conformal mapping from {w ∈ C : |w| > eρ0} onto C \Ω0 with the
expansion (1.2) and set
Ωj := {Ψ(w) : |w| ≤ eρj} , j = 1, 2, ..., N, (4.1)
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where −∞ < ρ0 < ρ1 < ... < ρN <∞. We also set
ΩN+1 = {Ψ(w) : |w| > eρN } . (4.2)
The conductivity in the core Ω0 and the shell Ωj \ Ωj−1 and the exterior ΩN+1 is given by
positive constants σ0, σj , and σN+1, respectively. We assume that σN+1 = 1. In other words,
we set the conductivity distribution σ as
σ = σ0χ(Ω0) + χ(ΩN+1) +
N∑
j=1
σjχ(Ωj \ Ωj−1) (4.3)
with some positive constants σj > 0. We define the FPTs F
(1)
mk and F
(2)
mk such that the equation
(1.4) hold for |z|  1 (or, equivalently |w|  1).
To compute the FPTs explicitly we look for the solution um to
∇ · σ∇um = 0 in R2,
um
∣∣+ = um∣∣− on ∂Ωj , j = 0, 1, ..., N,
σj+1
∂um
∂ν
∣∣∣+ = σj ∂um
∂ν
∣∣∣− on ∂Ωj , j = 0, 1, ..., N,
um(x)− Fm(x) = O(|x|−1) as |x| → ∞,
(4.4)
where Fm(x) denotes Fm(z) with z = x1 + ix2. Since the solution um is harmonic in Ω0, we
have
um(x) =
∞∑
k=1
[
αmkFk(z) + βmkFk(z)
]
for some complex coefficients αmk’s and βmk’s. It then follows from (3.2) that
um(x) =
∞∑
k=1
[
αmkw
k + βmkwk +
( ∞∑
l=1
αmlclk
)
w−k +
( ∞∑
l=1
βmlclk
)
w−k
]
on ∂Ω0.
We note that w±k’s are harmonic basis functions in the exterior of Ω0. In particular, we can
modify (1.4) as
um(z) = Fm(z)−
∞∑
k=1
1
4pik
(
F(1)mkw
−k + F(2)mkw−k
)
= wm +
∞∑
k=1
(
cmk −
F(1)mk
4pik
)
w−k −
∞∑
k=1
F(2)mk
4pik
w−k in ΩN+1. (4.5)
We now set
um(x) =
∞∑
k=1
[
α1,jmkw
k + β1,jmkw
k + α2,jmkw
−k + β2,jmkw−k
]
in Ωj (4.6)
for each j = 0, 1, ..., N + 1 and find the coefficients in each layer.
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From the transmission condition on ∂Ω0 and (4.5), it should hold that
α1,0mk = αmk, β
1,0
mk = βmk,
α2,0mk =
∞∑
l=1
αmlclk, β
2,0
mk =
∞∑
l=1
βmlclk. (4.7)
and
α1,N+1mk = δmk, β
1,N+1
mk = 0,
α2,N+1mk = cmk −
F(1)mk
4pik
, β2,N+1mk = −
F(2)mk
4pik
. (4.8)
Similarly, we have from the transmission condition of um on the interface ∂Ωj , 0 ≤ j ≤ N that
α1,j+1mk e
kρj + β2,j+1mk e
−kρj = α1,jmke
kρj + β2,jmke
−kρj
β1,j+1mk e
kρj + α2,j+1mk e
−kρj = β1,jmke
kρj + α2,jmke
−kρj
σj+1
(
α1,j+1mk e
kρj − β2,j+1mk e−kρj
)
= σj
(
α1,jmke
kρj − β2,jmke−kρj
)
σj+1
(
β1,j+1mk e
kρj − α2,j+1mk e−kρj
)
= σj
(
β1,jmke
kρj − α2,jmke−kρj
)
.
In other words, if we denote
rj := e
ρj and τj :=
σj + σj+1
σj − σj+1 , (4.9)
then we have a matrix relation,[
α1,jmk β
1,j
mk
β2,jmk α
2,j
mk
]
=
(
σj − σj+1
2σj
)[
τj r
−2k
j
r2kj τj
][
α1,j+1mk β
1,j+1
mk
β2,j+1mk α
2,j+1
mk
]
(4.10)
In total, by combining the relations (4.7) and (4.8), we arrive at the relation αmk βmk∞∑
l=1
βmlclk,
∞∑
l=1
αmlclk
 = κ
d(k)1 d(k)2
d
(k)
3 d
(k)
4

 δmk 0
−F
(2)
mk
4pik
cmk −
F(1)mk
4pik
 (4.11)
with the matrixd(k)1 d(k)2
d
(k)
3 d
(k)
4
 = [ τ0 r−2k0
r2k0 τ0
][
τ1 r
−2k
1
r2k1 τ1
]
· · ·
[
τN r
−2k
N
r2kN τN
]
for k ≥ 0 (4.12)
and the nonzero constant
κ =
N∏
j=0
(
σj − σj+1
2σj
)
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We then remove αmk, βmk, and κ in (4.11) to obtain
∞∑
l=1
(
δmld
(l)
1 −
F(2)ml
4pil
d
(l)
2
)
clk =
(
cmk −
F(1)mk
4pik
)
d
(k)
4 , (4.13)
∞∑
l=1
cml − F(1)ml
4pil
 d(l)2 clk = δmkd(k)3 − F(2)mk4pik d(k)4 . (4.14)
Setting F± to be the semi-infinite matrix with the entries
(
F±mk
)
m,k∈N given by
F+mk :=
1
4pik
[
F(1)mk + F
(2)
mk
]
,
F−mk := −
1
4pik
[
F(1)mk − F(2)mk
]
.
One can see directly from (4.13) and (4.14) that
∞∑
l=1
[
cmld
(l)
2 clk + δmld
(l)
1 clk − F+mld(l)2 clk
]
= δmkd
(k)
3 + cmkd
(k)
4 − F+mkd(k)4 , (4.15)
∞∑
l=1
[
cmld
(l)
2 clk − δmld(l)1 clk + F−mld(l)2 clk
]
= δmkd
(k)
3 − cmkd(k)4 − F−mkd(k)4 , (4.16)
which is written by the semi-infinite matrix form,
F± − F±X± = Y ±, (4.17)
where we simply write
X± = ±D2CD−14 ,
Y ± =
[
D3 − CD2C ± (CD4 −D1C)
]
D−14 .
Here, Dj ’s are diagonal matrices of whose (k, k)-entry is d
(k)
j , and C is the Grunsky matrix with
elements {cmk}.
We get the following equation by taking the conjugate of (4.17):
F± = F±X± + Y ±, (4.18)
Substituting (4.18) into (4.17), we have
F± =
(
Y ± + Y ±X±
)(
I −X±X±
)−1
, (4.19)
One can easily see from (4.12) that d
(k)
2 = O(r
−2k
0 ) and d
(k)
4 is of order unity with respect to r0.
Moreover, it is well-known (see, for example [15, Chapter 4]) that for any m,
∞∑
k=1
∣∣∣∣∣
√
k
m
cmk
rm+k0
∣∣∣∣∣
2
< 1. (4.20)
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In this paper, we assume that the finite projection matrix(
I −X±X±
)
n
:=
[
1− (D2CD−14 D2CD−14 )mk]1≤m,k≤n
is a strictly diagonally dominant matrix. For the examples in section 5, the finite projection
matrices show strictly diagonally dominant behavior so that invertible. It will be of interest to
investigate the invertibility for the semi-infinite matrix
(
I −X±X±
)
in general.
Theorem 4.1. The FPTs of multi-coated inclusions given by (4.1) and (4.2) with the conduc-
tivity (4.3) satisfy that for each m, k ≥ 1,
F(1)mk = 2pik
[
F+ − F−]
mk
,
F(2)mk = 2pik
[
F+ + F−
]
mk
,
where F± are the semi-infinite matrices of the form
F± =
(
Y ± + Y ±X±
)(
I −X±X±
)−1
with X± = ±D2CD−14 and Y ± =
[
D3 − CD2C ± (CD4 −D1C)
]
D−14 . The Dj’s are diagonal
matrices of whose (k, k)-entry is d
(k)
j in (4.12), and C is the Grunsky matrix depending on the
exterior conformal mapping of Ω0. Here, we assume that
(
I −X±X±
)
is invertible.
For a simply connected domain, the N in (4.12) is equal to 0, so we haved(k)1 d(k)2
d
(k)
3 d
(k)
4
 = [ τ0 r−2k0
r2k0 τ0
]
.
For convenience, we will denote τ0 as τ , and so does r0 as r from now on. We have
D1 = D4 = τI, D2 = r
−2N, and D3 = r2N,
where r±2N are diagonal matrices of whose (k, k)-entry is r±2k, and then
X± = ±D2CD−14 = ±τ−1r−2NC,
Y ± =
[
D3 − CD2C ± (CD4 −D1C)
]
D−14 = τ
−1
(
r2N − Cr−2NC
)
.
Hence,
F± =
(
Y ± + Y ±X±
)(
I −X±X±
)−1
=
(
τ
(
r2N − Cr−2NC
)
±
(
r2N − Cr−2NC
)
r−2NC
)(
τ2I − r−2NCr−2NC
)−1
=
(
τr2N ± C
)(
I − r−2NCr−2NC
)(
τ2I − r−2NCr−2NC
)−1
=
(
τr2N ± C
)(
I + (1− τ2)
(
τ2I − r−2NCr−2NC
)−1)
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by Theorem 4.1. With simple matrix calculations, one can easily obtain
F+ − F− = 2C + 2 (1− τ2)C (τ2I − r−2NCr−2NC)−1 , (4.21)
F+ + F− = 2τr2N + 2
(
1− τ2) τr2N (τ2I − r−2NCr−2NC)−1 . (4.22)
Thus, we have the following corollary of Theorem 4.1.
Corollary 4.2. The FPTs of a simply connected domain introduced in Theorem 1.1 with the
conductivity σ0 satisfy that for each m, k ≥ 1,
F(1)mk = 4pikcmk + 4pik
(
1− τ2) [C (τ2I − r−2NCr−2NC)−1]
mk
,
F(2)mk = 4pikτr
2mδmk + 4pikτr
2m
(
1− τ2) [(τ2I − r−2NCr−2NC)−1]
mk
.
Here, τ = 2λ for λ in (2.3) and r is defined in (3.1). Here, we assume that
(
τ2I − r−2NCr−2NC)
is invertible.
Indeed, Corollary 4.2 is another version of Lemma 3.2, but it is worth of deriving Corollary
4.2 because we have found the exact representations of amk and bmk.
4.2 FPTs for an inclusion with rotational symmetry
Let’s consider the properties of the FPTs for an inclusion with rotational symmetry. A domain
is said to have rotational symmetry of order n if it looks precisely the same after a rotation by
2pi/n. Figure 4.1 shows domains with rotational symmetry of various orders.
Figure 4.1: Domains with rotational symmetry of order 2, 3, and 5
For convenience, we define two subsets of semi-infinite matrices as follows: the first is the set
of diagonally striped infinite matrices
S+N := {A : Amk = 0 for m− k 6≡ 0 (mod N)} ,
and the second is the set of anti-diagonally striped infinite matrices
S−N := {B : Bmk = 0 for m+ k 6≡ 0 (mod N)} .
For instance, the following is the striped matrices:
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
3 0 0 8 0 0 · · ·
0 8 0 0 9 0 · · ·
0 0 5 0 0 2 · · ·
9 0 0 4 0 0 · · ·
0 4 0 0 5 0 · · ·
0 0 1 0 0 8 · · ·
...
...
...
...
...
...
. . .

(a) Diagonally striped matrix in S+3

0 6 0 0 7 0 · · ·
5 0 0 2 0 0 · · ·
0 0 5 0 0 2 · · ·
0 2 0 0 3 0 · · ·
6 0 0 6 0 0 · · ·
0 0 1 0 0 8 · · ·
...
...
...
...
...
...
. . .

(b) Anti-diagonally striped matrix in S−3
The following lemma is the product rules of the striped matrices.
Lemma 4.3. For any A+, B+ ∈ S+N and A−, B− ∈ S−N , we have
A+B+, A−B− ∈ S+N ,
A+A−, A−A+ ∈ S−N .
Now, we have the property for the FPTs for a domain of rotational symmetry. By the following
lemma, it is enough for a rotationally symmetric case to solve
F(1)mk = 0 for m+ k ≡ 0 (mod N),
F(2)mk = 0 for m− k ≡ 0 (mod N),
to make the inclusion neutral to the background field.
Lemma 4.4. If the core Ω0 has a rotational symmetry of order N , we have
F(1)mk = 0 for m+ k 6≡ 0 (mod N),
F(2)mk = 0 for m− k 6≡ 0 (mod N).
Proof. If Ω0 has a rotational symmetry of order N , then Ψ in (1.2) satisfies
Ψ(w) = e
2pii
N Ψ
(
e−
2pii
N w
)
on |w| = r,
which is equivalent to
an = 0 for n 6≡ −1 (mod N) (4.23)
by using (1.2). There is a well-known recursive formula for the Grunsky coefficients:
cm,k+1 = cm+1,k − am+k +
m−1∑
s=1
am−scsk −
k−1∑
s=1
ak−scms (4.24)
for each m, k ≥ 1 with initial values c1n = an and cn1 = nan for all n ≥ 1.
From (4.23) and (4.24), one can easily prove by induction that
cmk = 0 for m+ k 6≡ 0 (mod N),
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and hence C ∈ S−N . Since Dj ’s in (4.19) are diagonal matrices, we have from Lemma 4.3 that
A− := D2CD−14 ∈ S−N , B+ :=
(
D3 − CD2C
)
D−14 ∈ S+N , B− := (CD4 −D1C)D−14 ∈ S−N .
We then obtain A−A− ∈ S+N , and the geometric series on
(
I −X±X±
)−1
yields that
(
I −X±X±
)−1
=
(
I −A−A−
)−1
=
∞∑
k=0
(
A−A−
)k ∈ S+N .
By (4.19) and Lemma 4.3,
F− + F+ =
(
Y − + Y −X−
)(
I −X−X−
)−1
+
(
Y + + Y +X+
)(
I −X+X+
)−1
= 2
(
B+ +B−A−
)(
I −A−A−
)−1 ∈ S+N .
Similarly, we obtain F−−F+ = −2
(
B− +B+A−
)(
I −A−A−
)−1 ∈ S−N . Thus, we get F(1) ∈ S+N
and F(2) ∈ S−N ,. 2
5 Construction of multi-coated neutral inclusions
We now provide a numerical scheme to construct multi-coated neutral inclusions that show the
cloaking effect for a background potential H of low-orders. It is worth highlighting that these
neutral inclusions have general smooth shape.
5.1 Numerical scheme
We remind the reader that the potential perturbation (u − H) admits the expansions by w−k
terms with the coefficients given by the FPTs. If we use a background field of order n0, then
the coefficients αm’s and βm’s in Theorem 1.1 vanish for all m > n0. Hence, one can reduce the
perturbation by minifying the FPTs values for low-orders.
We assume that the core Ω0 is a given general smooth domain. Let us fix the number of layers
N and the curvilinear coordinate value ρj for j = 1, . . . , N . The domain Ωj is then determined
by (4.1) and (4.2). The parameters which we can modify are the conductivities σj , j = 1, . . . , N .
We further fix M ≥ 2 and define a vector-valued function f : (R+)N → R4M2 as
f [σ] = (f1, ..., f4M2)[σ],
where σ = (σ1, . . . , σN ) and
(f4l+1, f4l+2, f4l+3, f4l+4)
=
1
4pik
(
<
{
F(1)mk
}
,=
{
F(1)mk
}
,<
{
F(2)mk
}
,=
{
F(2)mk
})
, l = (k − 1)M +m− 1 (5.1)
for each 1 ≤ m, k ≤ M . We can compute the right-hand side by Theorem 4.1 if σ is given.
For all examples in this section, we solve the linear system (4.19) by truncating the related
semi-infinite matrices to those of dimension 50× 50.
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If Ω consists of the level curves of the conformal mapping associated with an ellipse, one can
make
F(1)mk(Ω,σ), F
(2)
mk(Ω,σ) ≈ 0 for m, k ≤M.
In other words, we look for Ω and the associated σ which is a a FPT-vanishing structure. Since
we need to solve the equation
f [σ] ≈ 0 (5.2)
for a nonlinear function f , we use the multivariate Newton’s method and iterate
σ(i+1) = σ(i) − αJ†[σ(i)]f [σ(i)],
where α is a constant in (0, 1) and J† is the pseudo–inverse of the Jacobian matrix of f .
The Newton’s method works for elliptic domains. However, f becomes highly unstable for
arbitrary domains, especially those with high curvature boundary points. Instead, we can find
the solution with small FPTs values by trying equidistant node points for each σj ’s.
For all examples, the level curves are drawn from the transmission problem solution u that
are computed based on the boundary integral formulation with the Nystro¨m discretization.
Note that the FPTs corresponding to the background potential of degree n are only {F(1)nk ,F(2)nk }k≥1.
To visualize the cloaking effect, we will provide
Fn(Ω,σ) =
√√√√√ ∞∑
k=1
∣∣∣∣∣F
(1)
nk
4pik
∣∣∣∣∣
2
+
∣∣∣∣∣F
(2)
nk
4pik
∣∣∣∣∣
2
 with 1 ≤ n ≤ 5.
In particular, the right-hand side is a finite summation for multi-coated ellipses and satisfies
Fn(Ω,σ) =
√√√√∣∣∣∣∣F(1)nn4pin
∣∣∣∣∣
2
+
∣∣∣∣∣F(2)nn4pin
∣∣∣∣∣
2
.
5.2 Elliptical neutral inclusions
In this section, we provide neutral inclusions of elliptical shape. Indeed, an ellipse has the
rotational symmetry of order 2, and the corresponding Grunsky matrix is diagonal (cmk = δmka
k
1
as shown in (3.15)). Hence, all the FPTs vanish except the diagonal terms by Theorem 4.1.
Example 1. Figure 5.1 shows the potential perturbation due to an ellipse and 1–coated
ellipse with a1 = 1/4. We illustrate the level lines of the solution u for the background curve
H(x) = x2. Figure 5.2 verifies that the 3–coated ellipse is a FPT-vanishing structure of order
M = 2, i.e.,
F(1)mk(Ω,σ), F
(2)
mk(Ω,σ) ≈ 0 for m, k ≤ 2.
Hence, the 1–coated ellipse shows the cloaking effect for the background potential H of degree
1 and 2.
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(a) Single ellipse (b) 1–coated ellipse
Figure 5.1: FPT-vanishing structure of order 1. Both figures show the level curve of u for the
background loading H(x) = x2. For both cases, σ0 = 0.2 and r0 = 1. For the 1–coated ellipse,
σ1 = 7.8936, and r1 = 1.1. The 1–coated ellipse looks more neutral to the uniform field.
Figure 5.2: Sum of diagonal terms of FPTs for two inclusions in Figure 5.1.
Example 2. The FPT-vanishing structure in Example 1 shows a large magnitude for high-
order terms even though the first two FPT terms are vanishing. In other words, the constructed
inclusion is not neural for high-order loadings. In this example, we find the neutral inclusion
of order M = 2 whose FPTs have small values for all orders m,n ≤ M . Figure 5.3 shows
the potential perturbation due to the ellipse and obtained neutral inclusions (again, a1 = 1/4).
The figure shows the effect of coating, whose material parameters are obtained as explained in
section 5.1. We illustrate the level lines of the solution u for the background curve H(x) = x2.
Figure 5.4 shows Fn for n = 1, . . . , 5. The 2–coated ellipse has much smaller Fn values than the
single ellipse case.
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(a) Single ellipse (b) 1–coated ellipse (c) 2-coated ellipse
Figure 5.3: For all three cases, σ0 = 10 and r0 = 1. For the 1–coated ellipse, σ1 = 0.3212 and
r1 = 1.2. For the 2-coated ellipse, σ1 = 0.0754, σ2 = 3.6267, r1 = 1.1, and r2 = 1.2. As the
number of layers increases, the ellipse becomes more neutral to the uniform field.
Figure 5.4: Sum of diagonal terms of FPTs for the coated ellipses in Figure 5.3.
5.3 Neutral inclusions of general smooth shape
In this section, we provide two neutral inclusions of general smooth shape. We find the solution
σ with small FPT values by trying equidistant node points for each σj ’s. For all examples, we
will illustrate the level lines of the solution u for the background curve H(x) = x2. For the
second example, which is a coated inclusion with a star-shaped core, we will present also the
level lines of the solution u for a quadratic field H, whose level set is{
(x1, x2) ∈ R2 : x1x2 = c
}
for some constant c. (5.3)
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Recall that for a background field H of order n, the nonzero FPT terms are only F(s)nk ’s. In this
aspect, we will provide the truncated sum of FPTs
FKn :=
√√√√√ K∑
k=1
∣∣∣∣∣F
(1)
nk
4pik
∣∣∣∣∣
2
+
∣∣∣∣∣F
(2)
nk
4pik
∣∣∣∣∣
2
 for some K ∈ N.
Example 3. In Figure 5.5, we consider the kite-shaped domain whose exterior conformal
mapping is
Ψ(w) = w +
0.1
w
+
0.25
w2
− 0.05
w3
+
0.05
w4
− 0.04
w5
+
0.02
w6
.
There is no rotational symmetry for this domain so that the vanishing property in Lemma 4.4
does not hold. However, this domain has the line symmetry and, thus, the imaginary part of
each FPT is zero. Figure 5.5 illustrates the level curves of the perturbed potential function for
a uniform background field H. Figure 5.6 shows the truncated sum of FPTs. The 2–coated kite
has the smallest FKn value for n = 1 so that it has the better cloaking effect for the background
potential H of degree 1, 2, 3. If we consider the background field of degree 2 as well, then the
1–coated kite shows the better overall performance.
Example 4. In this example, we assume that the core Ω0 is given by the conformal mapping
Ψ(w) = w +
0.2
w4
.
Since the resulting star-shape domain has rotational symmetry of order 5, the associated FPTs
show the periodicity as stated in Lemma 4.4. Figure 5.7 illustrates the level curves of the
perturbed potential function for a uniform or quadratic background potential H. Figure 5.8
compares the truncated sum of FPTs for the inclusions in Figure 5.7. Since the 2–coated star
has the smallest FK1 and FK2 values, it shows the best cloaking effect for a uniform background
potential H as drawn in Figure 5.7. However, if we consider the background field of degree 2 as
well, then the 1–coated kite shows the better overall performance.
6 Conclusion
In this paper, we have presented a new concept of geometric multipole expansion. The expansion
coefficients, which we call the Faber polynomial polarization tensors (FPTs), are defined by using
the associated exterior conformal mapping. We provided an explicit formula of the FPTs for
a simply connected domain. We then applied the concept of the FPTs to construct the multi-
coated neutral inclusions of general smooth shape.
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