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ABSTRACT 
An almost N-matrix 
proper principal minors 
A is one with real entries whose determinant is positive and 
are negative. In this paper we obtain some characterization 
_ _ 
results for almost N-matrices that are similar to N-matrices. Among other things we 
show that an almost N-matrix of first category with n 2 4 belongs to the class of 
Q-matrices. As an application we derive a new univalence result. 
1. INTRODUCTION 
We call a matrix A, with real entries, a P-matrix (N-matrix) if all its 
principal minors are positive (negative). There are some nice characterization 
results available for such matrices-see for example Z%erman and Plemmons 
[2], Gale and Nikaido [S], Inada [6], Parthasarathy and Ravindran [22], and 
Mohan and Sridhar [l;;j. in this paper we introduce the notion of almost 
N-matrix and obtain some characterization results. 
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we start with some preliminaries. Let A be an n x IL matrix with real 
entries. 
EFINITION 1. Call A a P-matrilr if all its principal miners are positive. 
DEFINITION 2. Cdl A an N-m&tir if all its principal minors are negative. 
is concept is due to Inada [a].) An N-matrix is called an N-matrix of theftrst 
categoy if it c a least one positive entry; otherwise it is called an 
lv-n2uttix of the category. 
Call A an almost P-matrix if its determinant is negative 
roper principal minors are positive. 
Note that a nonsing&u A is an almost P-matrix if and only if A-l is an 
N-matrix. 
e N-matrices that we consider here are different from those of Ky Fan 
ji3j and johnXK [‘Q The N-r??trices they consider are almost P-matrices (in 
our sense) which are also Z-matrices- these are matrices whose off-diagonal 
entries are nonpositive. 
EFlNITION 4. Gall A a ~~~-rnat~ if for 2 < p < k, each principal 
er p has sign (-I)P-‘. 
A is an N-matrix if - A is a PNn-matrix provided the diagonal 
are positive. e~~ition 4 is due to 
EFlN!mON 5. all A an celmo~t ~-~~~~~~ if the determinant of A is 
minors are negative. 
the first category if A as well as 
entry; otherwise it is af the second category. 
example of an almost N-matrix 
A-’ has at 
of the first 
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DEFINITION 6. Let x be a vector in R”. Then x is said to be &s@.cd if 
x is either a nonnegative or nonpositive vector. Otherwise it is said to be 
non-ustied. 
DEFINITION 7. A is said to be a sign&we matrix if A is a diagonal matrix 
and the diagonal entries are 1 or - 1. 
We will write S for a signature matrix. 
DEFINITION 8, Let x be a vector in R”. Then A is said to reverse the sign 
of x if yi xi Q 0 for every i = 1,2,. . . , n, where y = Ax. (Here Ti, yi stand for 
the ith coordinates of x, y respectively.) 
It is well known that A is a P-matrix if and only if A does not reverse the 
sign of any nonzero vector [5]. 
We will now describe the linear complementurity problem: Given a square 
matrix A of order n with real entries and a vector 9 E R”, find two vectors w 
and z such that 
W% = 0. 
Given ( A, 9), if there exist w 2 0, z 2 0 with w’z = 0 satisfying w = AZ + 9, 
then we say the linear complementarity problem associated with (A, 9) 
[written LCP( A, 9)j has a solution. 
We denote by Q the class of all matrices A such that LCP( A, 9) has a 
solution for every 9 E R”. Such matrices are called Q-matrices. There are a 
large number of conditions sufficient for A to be a Q-matrix. For example, 
P-matrices, and N-matrices of the first category, are Q-matrices. It is an 
extremely difficult problem to characterize Q-matrices. For more details see 
Kelly and Watson [9]. We prove that almost N-matrices of the first category 
are Q-matrices provided n 2 4. If n = 3, an almost N-matrix of the first 
category need not be a Q-matrix. Take for example 
0 and consequently A cannot be a Q-matrix. In 
at A is an almost N-matrix of the first category 
and that LCP( A, 9) with 9 given above has no solution. 
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In this paper we give several equivalent conditions for a matrix A to be an 
almost N-matrix provided the order of the matrix is at least 4. We also show, 
using a nice result of Saigal [26], that almost N-matrices of the first category 
the order of these matices is at least 4. We derive, as an 
univalence result for C’ maps in R” when the Jacobian is 
for every XE R”. 
the paper is as follows. In Section 2 we prove some 
and recall two theorems, and in Section 3 we prove the 
main results of the r on almost N-matrices. As an application we derive a 
n the last section. 
2. ELEMEN Y LEMMAS AND TWO THEOREMS 
in thk se&433 ‘we prove some lemmas that are needed in the sequel and 
the lemmas depends on the following well-known mini- 
van Neumann, which we describe first [A]. 
matrix game can be described as follows: Player 1 
m) and player 2 chooses an integer j 
usly. Then player 1 pays player 2 an amount Qij 
ty vector ( pl, pg.. . . , pm). The idea 
r t with probability pi. A strategy Q for player 2 is 
urfy. van Neumann’s fundamental minimax theorem asserts 
Q ~1, ~a, g l l . pm), (Q*,Q~, l l l ,qn), and a real number u 
V forall j = 1,2,..., n, 
9prj 3 v ford1 i= 1,2 ,..., m. 
d 
the minimax value associated with the matrix A, or 
and the strategies are called optimal strategies for 
e described above, player 1 is the minimizer (that 
as little as possible), and player 2 is the maximizer. 
the value of the game corresponding to A. Some- 
roles of the two players-in other words, player 1 
layer 2 will be the minimizer. 
lemmas are quite useful in the sequel. 
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LEMMA 2.1. Let A be u nonsingzdur mutrix with u(A) > 0. l%en u( A-‘) 
(associuted with A -l, the inverse ofA) is also positive. 
Proof. If u( A-l) G 0, then there exists a probability vector y such that 
ytA-’ 6 0, that is, each coordinate of y’A_l is less than or equal to zero. 
Since by assumption V(A) > 0, there exists a strictly positive vector x such 
that Ax > 0. Consequently y’A- ‘Ax g 0 or y 'x g 0, which is impossible. 
This terminates the proof of Lemma 2.1. n 
This lemma asserts simply the following: If A is a nonsingular matrix with 
Ax > 0 for some x 3 0, then there exists a vector y >, 0 such that A-' y > 0. 
LEMMA 2.2. 
y’A-’ 
Let A be a nonsingulur matrix with all entries aij < 0. Zf 
Q 0 fat- some y # 0, then the uector y is a strictly positive vector. 
Proof. Suppose ytA- ’ g 0. Since A is nonsingular, it follows that at least 
one component of y’A_’ is negative. Now the conclusion of the lemma 
follows, as A C 0. This terminates the proof of Lemma 2.2. n 
LEMMA 2.3. Let A be an almost N-m&ix of o&r n 2 4. Then there exists 
a signature matrix So, that is, So is a diugonal matrix with diagonal entries + 1 
or -1 such that &,A-%,, < 0. 
Proof. Since A is an almost N-matrix (of order ) 4), A-’ is also an 
almost N-matrix of order at least 4. Consequently principal minors of order 3, 
2, and 1 of A-’ are negative. Thus a signature matrix So can be found with 
So A’%, < O-this fact can be seen from Ravindran [24] or from Lemma 2.4 
in Ming-Xian Pang [17]. n 
Lemma 2.3 is false when n = 3, as the following example shows. Let 
Note that A is an almost N-matrix, but there does not exist a signature matrix 
S with SAS < 0. 
In order to state Saigal’s theorem we need the following definition (see [26, 
27, 2])* 
DEFINITION 9. Let (w, n) be a solution to LCP( A, 9a). Then the sohth 
(w, n) is said to be nondegenerate jbr 9 = 9. if the number of coordinates that 
are positive in (w, z) is exactly the order n of the matrix A. 
\ 
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THEOREM 2.1. Eet LCP( A, q = 0) have a unique solution, and let 
CP( A, 9 = 90) have add nuzzber of s~lutiuns al! of which are wndegenmate 
rq = 90. Then LCP( A, 9) has a solution for all 9 E RR, in other words, A is a 
-matrix. 
For a proof se aigd [2S]. For more details on LCP see 11, 3, i4j. 
The following eorem gives a nice characterization of N-matrices. 
THEOREMS 2.2. Let A < 0. Then the folloukg statements are equivalent: 
(i) A is an N-matrix. 
(ii) For every sign&me matrix S f I or -1, there exists a nonnegative 
vector x such that §A& > 0. 
(iii) A does not reverse the sign of any non-unisigned vector, that is, 
( Ax)*, xi < 0 fov- al% i i9nphes hai x 2 0 or x < 8. 
(iv) %;or aU 9 > 0, the linear complementarity problem (A, 9) bus exactly 
two sokms. 
(v) For every signature mtrix S f P or -I, SAS E Q, that is, the linear 
~~~~~ta~ty problem (SAS, 9) has at least one solution for every 9 E R”. 
PTOOJ The equivalence of statements (i) to (iv) can be seen from 
arthasarathy and avindran [22]. t is easy to see that (v) e (ii), since the 
value of any Q-mat is lnecessarily ssitive. We will now show (i) implies (v). 
trix, then SAS is an N-matrix of the first category for 
ost P-matrix wit v(§A-'S)> 0. rite 
adihn’s sd$~,%4ii .-.:.wn+ nrm&+’ iY:LMZ&?r? fQr _M E Q 
t 2 0, 
Xi>0 * ( 
xj=o =) (Mx),+tg20 
is inconsistent. On the contrary, su ose there is a solution x 2 0 with at least 
above system. If xi > 0 for eve 
tion. If Xi, = 0 for some i = i,, 
,th column is a P-matrix, 
which contradicts our 
s terminates the proof of 
is section we give s5zral equivalent conditions for a matrix A to be 
an almost N-matrix. Throughout this section we will assume the order of the 
matrix A to be at least 4, and At denotes the transpose of A. Our main result 
can be stated as follows: 
THEOREM 3.1. Let A < 0 be a nonsingdar matrix of urder n 2 4. Then the 
following statements are eguioaknt: 
(i) A is an almost N-matrix. 
(ii) there exists a signature matrix So # I with !$,A- ‘S, < 0, and further, for 
any S # So or I, u(SA’S) > 0. 
(iii) (a) There exists some vector x* which is not unisigned and a signature 
matrix So such that Sax* > 0 or Sax* < 8 with !&A-$, < 0, and 
further, A reverses the sign of x*. 
(b) If (Ax)ixi < 0 for i = 1,2,. . . , n, then either x is unisigned or SOx is 
unisigned. [This SO is the signature matrix given in (iii)(a).] 
(iv) SAS E Q for all S except for S = iI and S = + SO, with !&A-‘S, c 0. In 
other words, LCP(SAS, a) has at least one solution for every q E R” 
with the exception of four signature matrices, namely I, -1, S,, and 
- so. 
A proof of this theorem will be given later. It is clear from the example 
given after Lemma 2.3 that for n = 3, there exists an almost N-matrix A such 
that SAS + 0 for any S. In other words, Lemma 2.3 fails for n = 3. For this 
reason, in the statement of Theorem 3.1 we require that n be at least 4 [see 
condition (ii) and condition (iii) of Theorem 3.11. For n = 2, an almost 
N-matrix is not a Q-matrix, because the value is negative in that case. 
Several lemmas will be proved now. Lemma 3.1 is taken from [20]. 
EMMA 3.1. A be an almost N-matrix of order n 2 4. Suppose A has at 
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alternatives [4] we know that there is a nonzero u > 0 such that vtA 6 0. Thus 
the set 
w= (w:w= -A%, u 2 0, w > 0, w # 0) 
is nonempty. Our claim is that W = fit\ (0). Denote Rt\ (0) by U. Clearly 
W is a subset of U and is closed in U. If w E W, we will show the correspond- 
ing u is strictly positive, Suppose one of the coordinates of u is zero, say 
58 = 0. Then we have the following relation: 
u= z,o, ( ) zdq-1, -w = (G’z, g’z). 
where G is obtained from A by deleting the last column and the last row, and 
g is the last column of A without the last coordinate. Since A is an almost 
N-matrix, 6 is an N-matrix. Suppose now that G is of the %S': cztegs-y &S 2 
positive entry); then by Theorem 1 on p. 7 of j21j we get z = 0, which means 
w = 0, a contradiction. Suppose G is of the second kind, that is, G < 0. Since 
A is an almost N-matrix with at least one positive entry and its order is at least 
4, it follows that g has all coordinates strictly positive. But g’z 6 0 end z 2 0, 
which is possible only if z = 0, a contradiction again. Thus we have proved 
that u = - ( A- ‘)‘w is strictly positive if w E W. But this implies that there is a 
neighborhood in U of any w E W contained in W. Hence W is also open in U; 
thus W = tJ, Therefore u = - ( A- ‘)‘w 2 0 for each w 2 0, which is possible 
ence (ii) holds. This completes the proof of Lemma 3.1. 
CeRoLLAnY 3.1 l &f A is an almost N-matrix with order n 3 4, then u( A) 
and u( A’) are both positive or both negative. 
Proof. If A e 0, clearly u(A) and u( A”) are negative. If A contains at 
Beast one positive entry, invoke Lemma 3.1 to prove Corollary 3.1. 
CQROLLARY 3.2. Sqqose A is an ahnost N-matrix with order n 2 4. Then 
there exists a potitive vector u > 0 such that Au > 0 if and only if A is an 
almost N-mat& of the first category. 
Proof. Follows from Lemma 3. B . 
COROLLARY 3.3. 
strategy (of player 1 
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Proof. Follows from Lemma 3.1. 
For n = 3, Lemma 3.1 does not hold good. Let 
-1 2 -2 1 2 -3 -2. 
-4 -5 -31 
Here u( A) is negative. A as well as A- ’ has positive entries, and A is an 
almost N-matrix. Thus neither condition (i) nor condition (ii) holds in Lemma 
3.1. Also note that Corollary 3.2 as well as corollary 3.3 fails in this example. It 
is known that the value of an N-matrix of the first category is positive [6]; 
Corollary 3.2 asserts that the same is true for almost N-matrices of the first 
category provided n 2 4. 
We now prove two lemmas concerning complementarily solutions for 
abnlrct N rrmtr;rmc _____“W * --*m.YU.“VY. 
LEMMA 3.9. L&A<0 beanalmost N-matrixofordern~4. L&§, be 
the signati_ire matrix such that ScA-IS,, < 0 (such an So exists by Lemma 2.3). 
Then LCP! A -I, q) h as exactly four solutions for every q > 0. 
We would like TV make two observations before presenting the proof of 
Lemma 3.2: 
(i) Note that S, does not play any role in the conclusion of Lemma 3.2. 
However, we will make use of its existence during the course of the proof. 
(ii) Let P be a permutation matrix, that is, each pij is either 0 or 1 and 
each row as well as each coiumn has exactiy one nonzero entry. Then M is a 
Q-matrix if and only if P*MP is a Q-matrix, Proof of this fact is easy, and we 
omit the details. 
Proof of Lmnma 3.2. Let So contain r negative entries and n - r positive 
entries. We will assume without loss of generality that the first r rows of So 
contain the negative entries; otherwise we can always find a permutation 
matrix P such that PtSoP has is property and use observation (ii) above to 
conclude Lemma 3.2. Hence we will assume that So has the property stated 
above. Since So A-%, c 0 and it is an almost N-matrix, Awi can be parti- 
tioned as follows: 
are square matrice 
negative entries only, wb 
n - r, respectively, 
are matrices of order 
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rX(n- r) and (n - r) X r which contain on!y positive entries. observe that 
B and E are N-matrices of the second category= 
Given a 9 = ( 91, q2, . . . , 9r, 9r+l, . . . ,9,) > 0, LCP( A- I, 9) has the fol- 
Bowing four solutions: 
(19 = = 0, w = 9. 
(2) x = -Aq’, w = 0. 
(3) x = (+ . . . , z,, 0 l l . Ojt, w = (w(‘), w@+))~, where Z&z(+) 9 q(‘) = 
W(r) and ,Wr) = pd4 + 9(“-r). is solution needs some explanation. Write 
lr) = (crl, q2, . . . , 9c)t. Given 9 CP( 8,9(f)) has exactly two solutions by 
eorem 2.2. One solution is z(‘) = 0 and ~(~1 = 9(‘). It is the other solution 
zirj * 0 that we are writing here, filling zero entries In *he remaining t? - r 
coordinates. Since D > 0, wiii-r; > 0. Now it is easy to see that (A, w) -written 
above is a solution to LCP( A-l, 9). 
i‘ (4J 
x = (0,. . . ,O, z,+~, . . . , x,)~, w = (wir), wt”-‘)j, where Ed”-‘) + 
:-73; =w (A-ri and ~~(“-‘I + 9(‘) = w:Q. Here Z(R’r) = (Z,+r, . . . , zJt f 0 
aad w@-‘) form e second solution to LCP( E, 9@-‘I), where 9(“-‘) = 
(9 r+rr l l l 9 9n) > O 
Thus we have produced four soiutions to LCP( A- I, 9). 
e will now prove that there are no other solutions to LCP( A- I, 9). Let 
2 = (21, 22,. ‘. , z,y, w = (w,, 802,. . . , t be a solution different from the 
ur solutions already written above. rite I = (i: Zi > 0). Clearly, Z # 
(a.92 ,.“V e solution will coincide with the solution given in (2) 
above. If xg - 0 for all i with 1 < i < r, this will coincide with the fourth 
S~~~~~~~. e11ce 2. > 0 fix SGme ‘0 ; .I 1 
some ir with r + ;” < i, < n - 
w1r.r i 6 5, $ r. Similarly zi > 0 for 
r. From x delete those coordinate; that are 
zero, and call the ector thus obtained z*. Clearly all the coordinates of 
s as many coo inates as the cardinality of I, which 
is strictly less than n. Let be the proper principal submatrix 
’ by omitting those rows and columns whose indices do not 
trix of the first category for ia, i, E 1. Let 
omitting all those 93’s for which i $ I. We 
cause (z, w) is a solution to LCP( A- ‘, 9). 
ich is impossible because L is an N-mat . 
e proof of Lemma 3.2. 
ARK 3.1. Since A < 4) in ma 3.2, A-” must contain at least one 
ur solutions constructe 
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REMARK 3.2. Lemma 3.2 can be restated as follows: If A < 0 is an almost 
N-matrix of order n 2 4, then LCP( A, 9) has exactly four solutions for every 9 
with A- ‘9 < 0. Is the converse of this statement true? In other words, 
suppos-: A < 0 is a nonsingular matrix of order n 2 4, with So A- ‘S, < 0 for 
some signature matrix So, and further suppose LCP( A-‘, 9) has exactly four 
solutions for every 9 > 0. Does this imply A is an a!most N-matrix? [See 
condition (iv) of Theorem 2.2.; 
The next lemma shows that an almost N-matrix of the first category of 
order n 2 4 is a Q-matrix. 
LEMMA 3.3. Let A be an almost N-matrix of he first category of order 
na4. T~~~AEQ. 
Proc#. Since A is an almost N-matrix of order at least 4, there exists a 
signature matrix So such that So A§a < 0. As in Lemma 3.2, we assume that A 
can be partitioned as follows: 
where B and E are square and negative matrices while C and D are positive 
matrices (that is, they contain only positive entries) ,h,s in Lemma 3.2, we can 
construct three solutions--all but solution (2). Idote that z = -A- ‘9, w = 0 
cannot be a solution for any 9 > 0, for A is an almost N-matrix of the first 
category of order 4 (see Lemma 3.1). Also, it is easy to check, using the sign 
structure of A, that each of these solutions is nondegenerate. In other words, 
LCP( A, 9) has an odd number of nondegenerate solutions for every 9 > 0. 
Also, LCP( A, 0) has a unique solution for 9 = 0, because A is an almost 
N-matrix. Thus from Saigal’s result, namely Theorem 2.1, we can conclude 
that A is a Q-matrix. This terminates the proof of Lemma 3.3. 
We have already seen that Lemma 3.3 is false when a = 3. In other wor& 
when n = 3, if A is an almost N-matrix of the first category, it need not be a 
Q-matrix. 
We are now ready to prove Theorem 3.1. 
Proof of Theorem 3.1. First we shall prove (i) * (ii). We are given that A 
is an almost N-matrix of order n > 4 with all entries of A negative. Cl&y 
-’ is an almost N-matrix with some positive entry. Lemma 2.3 yields a 
atrix So + I such that So A-?& < 0. Take any signature matrix S 
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rent from Z as well as So. Then SAS and SA- ‘5 are almost N-matrices 
both containing po ve entries. In other words, SAS as wc!! as SAfS is an 
ahnost X-matrix of first category provided S # Z or So. Now Corolhzry 3.2 
e desired result. Thus (i) * (ii). 
We shd prove (ii) * (iii). Since value of So A?& is less than zero, there 
exists a semipositive (probability) vector y such that ytSo A’S0 C 0. Clearly y 
is a strictly positive vector as So A-‘&, < 0. Now define X* = So y; it is not 
unisigned, as So + Z and y > 0. Observe that (So AS,-, Y)~ yi G 0 or ( Ax*)~x~ f
O, which proves condition (iii)(a). We still have to prove condition (iii)(b) 
60 for all i = B,2,...,n. If x is unisigned or Sax is 
neither x nor Sex is unisigned, then we can find 
a signature matrix S fferent from So and I such that Sx is a semipositive 
S)SX G 8, since ( ~)i Xi G 9. Write y = SX, SO we 
have SASy < 0. Since u(SA’S) > 0 by hypothesis, we have a semipositive 
vector z such at SA’Sz > 0 or ztSAS > 0. Now we have ztSASy > 0 2 
z”SASy, which i surd. Conscq~on+ @j * (iii). 
Broof of (iii) * (i) will be given now. Since A < 0 and So A- ‘S, < 0, it 
from eorem 2.2 that A cannot be an N-matrix. In 
it is s ient to prove that every principal subm~%~~ if o 
A is an N-matrix. Suppose AlI, the cofactor of al1 in A, is not 
Note that A,, < 0 and tlherefore, from Theorem 2.2, %here exists a vector 
not unisigned and is such that A,, reverses its sign. Write 
en A reverses the sign of x, which means [from (iii)(b)] So x 
as x is not unisigned. We will assume without loss of generality 
flfimz=fi4+;rm r n+nr /with Grct rvmrflinat~ 76wn\ T~_IJ~ qrp have 3GJIIL~W.wm.C 1Ub.V. , . . ams- a -___ __-_ ___~___ -__ _ 
x < 0. Since S, A’ ‘S, <’ 0, we have So x > 0, whkh is impossible, 
i%ion (iii) implies that A is an almost N-matrix. 
e implication (i) =o (iv) follows from Lemma 3.3 and Lemma 2.3. We 
ove (iv) * (i). Clearly N-matrix, from Theorem 2.2. By 
Thus (iv) * (ii), and we know that 
ost N-matrix. This terminates the 
uring the course of the oof we have made use of “symmetry” in the 
en A’ is also an almost N-matrix. In 
ost N-matrices 
has exactly one negative 
OS% k&-ices. 
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THEOREM 3.2. Let A < 0 be an almost N-matrix of order n 2 4. Then A 
has txrtzctkj two negative eigenvahes. 
Pr,n$ Since A < 0 is an almost N-matrix of order n 3 4, there exists a 
signature matrix Se such that So A- ‘S, < 0. This is a consequence of Lemma 
2.3. Now from the Perron-Frobz&us theorem there exist two negative num- 
bers jr, ad & and two strictly positive vectors x and y such that AX = &x 
and S,, A-'§, y = &y or A# = & y’, where y’ = Soy and & = l/h. In 
other words, we have two distinct negative eigenvalues for A, namely Xr and 
&. Suppose there is a third negative eigenvalue X3 such that AZ = Xaz, where 
& + hr or ?&. Clearly A reverses the sign of the vector z. From Theorem 
3.l(iii) it follows that either L is unisigned, in which case hs = h,, or Saz is 
unisigned, in which case 5 = & from the Ferron-Frobenius theorem, which 
contradicts our assumption regarding 5. Thus an almost N-matrix of order 
n 2 4 has exactIy two negative eigenvalues. This terminates the proof of 
Theorem 3.2. 
THEOREM 3.3. Let A < 0, B < 0 be almost N-m&ices of order n 3 4. 
Let Sa cmd S, be sigr&ur~ ~&ices, neither being Z or -I. Suppose So AS, < 
SIBS1 (enhywise) and u( SIBS,) < 0. Thm So = Sl or -S,, and 0 C So A-%, 
3 s,B-$0. 
Since A c 0, Z3 < 0, and So AS0 6 S, BSr, it follows that S,, = S, 
e Wili ZXSSUIIR? -w$thout Ioss of generality Sa = I-i: Also So + f Z by 
sis. Since u( S,, BS,) c 0, u( So AS,) < 0. From Theorem 3.1 we can 
S0 A- 'S, < 0 and SOB-‘SO C 0. Therefore SOB-‘So{ SoBSo - 
a 3 0, or So A” ‘S, 2 S,B’ $,. This terminates the proof of 
ve a application of Theorem 3.1, deriving a slight 
ce result due to Olech et al. [ZO]. 
4. CLOBAL UNIVALENCE AND WEAK ALMOST N-MATRICES 
In m&r +fi c*n 
e-e “I cv =&e the resuit, we need one more definition. 
~~~~ N-?n&rkr if the determinant of A is 
cipal minors are non 
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A weak almost N-matrix of the first category with positive value, even if the 
order is 4, need not be a Q-matrix, as the following example shows. Let 
-2 -2 2 
-i and = -_3 -3 ; -1 9 
2 3 30 
Then LCP( A, 9) given as above has no solution. Note that A is a weak almost 
N-matrix, for det A is positive, a44 = 0, and the value of A as well as the value 
of A’ is positive. Thus Theorem 3.1 fails to hold for weak almost N-matrices. 
We need the following elementary lemma. 
LEMMA 4.1. Let A be a weak almost N-matrix of order n 3 2 with aii < 0. 
Then there exists an &o > 0 such that for eoery E E (0, Ed), A + EZ i.s an almost 
N-matrix, where as usual I sta& fir the identity matyrix. 
Proof. By continuity, there exists an ~~ > 0 such that the determinant of 
A + eZ is positive for all E E [0, er]. Choose .z2 to be any positive number with 
E2 C IdZji1 for every i = 1,2,..., n-here we need the assumption that the 
diagonal entries are negative. Let so = min(&r, Ed). One can now directly 
check that A + EZ is an almost N-matrix for every E E (0, Ed). This terminates 
roof of Lemma 4.1. 
I,emrr?a 4.1 is fds(~ withmb the assumption that ail < 0. Take for example 
A= 
e need the following lemma due to More and Rheinboldt. 
LEMMA 4.2. Let F: Sa c R” -+ R” be a continuously diflerentiable map 
where Q is an open rectangular region (whose sides are parallel to the rectangu- 
lur coordinate axes). Let 1, the Jucobian of the map F, be a nonsingular matrix 
~~~~~se there exists an e. > 0 s~h that for every E E (0, Eo), 
efined by FE(x) = F(x) + EK is one-one in !I. T&n F is 
UC to Raster, uratowski, and 
rent form for our convenience. 
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LEMMA 4.3. Let S be the n-sirnpkz of probability vectors in R”. Let Qi be 
&_D ,&?& cf n - __ 3 +pwite t0 ei, where ei has 1 in the i th coordinate and zero 
elsewhere, and i = 1,2, . . . , n. lf Al, A,, L = 0 , A, are n cbsed sets such that 
nin=+J = S, and if fljc, Aj n flj,ia Qj = 4 for every proper subset I of 
(L2 ,..., n) and1’isthecom&nentofl, then fly=rAi+$. 
Proof, We use the following two facts: 
(1) If B,, R,, * * *, B, are n closed sets with U Bi = S, and if 1Bi fl Qi = 4 
for i = 1,2,. . . , n, then nr_-rBi # 4. This is the standard version of the KKM 
lemma; for a proof see Kuratowski [l%, Theorem 6, p. 311]. 
(2) In (l), the hypothesis that the sets Bi are closed can be replaced by the 
hypothesis that they are open in S. 
Let Bi = Ai U Qi. One can check that ny= I Bi = fly= 1 Ai. If nBi + 4, we 
are through. Suppose l-l;=, Bi = 9. Write Ci = S 1 Bi. NOW from (2), we have 
an XECi forevery i= 1,2,..., n, so x does not belong to any Bi. Hence the 
union of Bi does not cover S, which contradicts our hypothesis of the lemma. 
Consequently nAi # #, and this terminates the proof of Lemma 4.3. 
The proof of this lemma is taken from [ZO]. 
We are now ready to state our result on global univalence. 
T~IEOREM 4.1. Assume that F: R” + Rn is of class C1 and that for each x, 
the Jacobian matrix F’(x) is a weak almost N-matrix with diagonal entries 
negative, Then F is gEobaUy univaient in R”. 
As already remarked, this is a slight extension of Theorem 4 in [20] where 
we assume F’(x) to be an almost N-matrix. For related results in global 
univalence see [S, 6, 21, 16, 23, 241. Very few modifications of Olech et al. are 
required, but to simplify the reader’s task, we will retrace the main steps and 
do some of them in detail. We will write F = (F,, F,, . . . , F,), where each fi is 
a real-valued map from 8”. 
Proof of Theorem 4.1. This theorem is known to be true for n = 2 from 
Gale and Nikaido [S], and for n = 3 from Ravindran [23]. Thus we will prove 
Theorem 4.1 when n 2 4. We will also assume F’(x) to be an almost N-matrix 
throughout to prove univalence, as the univalence for a weak almost N-matrix 
can be seen via Lemmas 4.1 and 4.2. 
Let a and b be such that F(a) = F(b). We have to show that a = b. If a 
and b are the same in one coordinate, say a, = b, = cy, then the Jacobian 
matrix of C( y) = (&( y1, y2, . . . , yn_19 a), . . . , &_I( y1, y2,. . . , !Jn-13 a)))is; 
N-matrix in e principal minors of C’(y) are e 
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principal minors of F’ evaluated at x = ( 9, CY), and they all are negative by 
the assumption that F’(x) is an almost N-matrix. Thus G is univalent by 
Inada’s theorem (see [Zl, p. 20]), and therefore the remaining coordinates of Q 
and b are equals too. Suppose now that a and b are diierent in each 
coordinate. Then there is an orthant in R” that contains b - a in its interior. 
ithout loss of generality we may assume that it is T3; thus a < b. 
In other words, we have to show F(a) = F(b) with a c b is not possible. 
Observe that none of the entries of F’(X) can be equal to zero if the latter is 
an almost N-matrix of order n > 4. Consider first F1( x) < 0, in which case 
F( x) is strictly decreasing and thus F(a) = F(b) with a < b is not possible. 
Suppose now that F’( xx) has positive entries for all x E R”. Again there are 
two possibilities: (i) F’(X) is an almost N-matrix of the first category; (ii) F’(x) 
’ an almost N-matrix of the second category, in which case F’( x)-l is less 
an zero (entrywise) for every x, from k%iTiiiiii 3.1. fkd uncler (i) can be 
given using Theorem 3.1 and Inada’s arguments, so we omit the details in this 
case. In what follows we assume without any loss of generality that F(u) = 0 
= P(b). In this case- that is, under (ii)-we consider Wazewski’s equation 
1231 
x1 = F’(r)-‘“, x(0) = b, ups, 0 1 
where S is the space of probability vectors of dimension n - 1. We denote by 
x(t, u), the solution of (I). It exists and it has the property that 
“( x(t, II)) = F(b) + tu = tu. 0 2 
erivative of the left-hand side of (2) is constant and equal to V. 
hism, (2) defines x(t, u) uniquely. Hence also 
(t, u) is continuous in u. 
x( t, u) is decreasing in t for each fixed u. Thus it 
such that a < x(t, u) < b if 0 < t < t(u) and there is 
Such t(u) is uniquely defined and continuous. Put 
the conditions of Lemma 4.3 
r every proper 
x(&(U)a U) = CiE,'Xi(t(U)> v)@i + CiElaiei 
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vector of the standard basis in R” and I’ is the complement of 1. The above 
and (2) imply that 
0 3 
Consider the map G(y) = C iE~Fi(CfElj yiei + CielUiei)ei from a proper 
subspace of R” into itself. The Jacobian matrix G’(y) of G is an N-matrix, 
since it is a proper principal submatrix of F1( x) and the latter is an almost 
N-matrix. Thus by Inada’s theorem the map G is globally univalent and is 
equal to zero only if Zji = a, for each i E I’. Thus (3) implies that r( t( u), u) = a. 
Because of (2) this is possible only if t(u) = 0 and thus a = b. Since a < b, 
n,eIAi f7 niefeQ, = + for everyproper subset Z of {1,2,...,n).Thus ny=lAi 
f 4 from Lemma 4.3. So there is u E Ai for each i, which again means that 
x(t(u), u) = a, and by (2) this implies that t(u) = 0 and a = b. This completes 
the proof of univalence when F’(x) is an almost N-matrix for every x E R”. As 
remarked earlier, using Lemmas 4.1 and 4.2, we can prove univalence when 
F’(x) is a weak almost N-matrix for every x E R”. This terminates the proof of 
Theorem 4.1. 
Theorem 4.1 remains true if the domain of F is any open rectangular 
region instead of R”. Also Theorem 4.1 remains true if we assume F’(x) is a 
weak almost P-matrix [that is, the whole determinant is negative, and proper 
principal minors of F’(x) are nonnegative] instead of a weak almost N-matrix. 
In this case we will make use of Gale and Nikaido’s theorem instead of Iuada’s. 
For n < 3, Theorem 4.1 has been proved when F’( x) is a nondegenerate 
matrix for every x. (Call a matrix A nondegenerate if every principal minor of 
A is nonzero.) For n 2 4, it is not known whether univalence prevails if F’(x) 
is nondegenerate for every x E R”. We know the answer to be in the a&ma- 
tive if for every x, F’(x) is a P-matrix, N-matrix, weak P-matrix, weak 
N-matrix, almost weak P-matrix, or almost weak N-matrix. 
We would &ke to thank Dr. S. R. Mohun and Mr. R. Sridhur for some useful 
dimmton regarding linear complenwntatity problems and their solutions. We 
are also grateful to an anonymous referee for severul nice suggestions. 
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