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Editor's Notes
Again a warm welcome to the IASSIST Quarterly -IQ vol. 26 issue 4. Three articles are presented in this issue.
Back at the IASSIST 2002 conference in Storrs, CT in the session "The New Frontier for Archives" Kevin Schürer from the UK data archive in Essex presented the project on "Edwardians Online". The paper by Emma J. Barker and Louise Corti is presented now in the IQ. The Qualitative Data Service at the archive has released a pilot, web-based, multimedia resource. We are far from the rows and columns of numbers normally associated with data archives and the article also gives you a presentation of the "Qualidata" unit. The data collection consist of interviews that lasted up to four hours and transcribed to 80 typed pages. It is surprising that the qualitative methods are combined with great numbers. You will find that there in the 1970ʼies were carried out 444 qualitative interviews of this kind! You can learn more about the project in the article, and obviously you can have a look at the web-site.
In the next article -also from a data archive -Anne Sophie Fink gives us the story about "A Danish Research Portal on the Internet". The article is about the web presence of the Danish data archive structured around data production, data archiving and data usage. The archive is viewed not only as a collector and disseminator of data but as an enabler of flows of communication (and data) among the actors. Basically the broader perspective should permit users to suggest and add content to the web site. The paper was presented at the Storrs IASSIST conference and was in line with the conference theme of "accelerating access". Anne Sophie Fink presented the article in the session called "Research Portals".
From the same 2002-conference and from the same session Jessica Eustace from the University of Manchester presents the paper "Reaching your end-user with MIMAS". The full session title was called "Research Portals, or the Truth is Out There" which calls for agents -intelligent ones! -as the portal should be a facility to provide one-stop-shop for usersʼ needs in e-journals, bibliographic databases and other research support facilities. The paper highlights how the cross-disciplinary services at MIMAS can support the creation of a research paper. The paper describes services like the Archives Hub and COPAC that brings access to data and merged catalogues, as well as the citation indexes in the Web of Science and the access to journals through the JSTOR facility. In the article Jessica Eustace use the stages of the research paper (introduction, literature review, etc.) to illustrate how researchers make use of the services.
Introduction
In June 2002, the Qualitative Data Service (Qualidata) based at the UK Data Archive released Edwardians Online, a pilot, web-based, multimedia resource. The aim of this work is to develop a standard framework for digitizing data collections, and to provide online access to the content of digitized qualitative data collections. Edwardians Online integrates a wealth of existing primary and secondary materials relating to an oral history study carried out in the 1970s. Researchers can perform free-text and thematic database searches of the interview summaries, as well as a sample of the full text transcripts. Thematic searches are based on the existing coding schema originally used to classify and analyse the data. Linked to this primary material are sound extracts from the audio recordings, images and contemporary photographs. Further background material relating to the original research study, such as press reviews and details of publications based on secondary studies of the interview texts are also included. Phase II of the project aims to link other key sources, including maps and census data.
Increasing Access to Qualitative Data: Digital Resources
Qualidata provides a national service for the acquisition, dissemination and re-use of qualitative data that have been collected using social science research methods. The issue of how to make these data resources accessible to users is a central concern for the service. We are continually seeking ways to meet usersʼ requirements. Results of earlier work in this area can be seen in Qualidataʼs resource discovery hub, where users can search and locate accessible collections of qualitative data across the UK via the online catalogue, Qualicat. More recently, in response to user demand, emphasis has been on data development, with a view to providing users with direct access to the content of digitized collections via an online facility.
The first steps in this content-oriented direction include an increased focus on depositing digital data in-house with the UKDA, and the digitization of ʻclassic collectionsʼ for research and teaching resources. Edwardians Online, based upon a set of oral history interviews, was selected as an appropriate collection for undertaking Qualidataʼs first major web-based digitization project.
The Data Collection
The interviews were undertaken in the early 1970s as part of Professor Paul Thompsonʼs study of Edwardian society. These interviews form the basis for Thompsonʼs, The Edwardians: The Remaking of British Society, (1975, 1992) . The 444 interviews were originally recorded on audio tapes and later transcribed as typed, paper documents. The original study materials were initially archived, catalogued and disseminated by Qualidata.
The importance of this collection for secondary use lies in the diversity and broad scope of the interview content and the scale of the collection. The collection has attracted high usage across a variety of research interests and is a valuable teaching resource. Users have requested access to both complete interview transcripts and more specific information or extracts from within the documents. Due to the length of the interviews, use of the collection can be time-consuming. For example, a typical transcribed interview may be 80 typed pages and an audio recording as long as four hours.
Phase I of the Project
A main aim of this project is to produce a prototype methodology which may be developed into a more general application for other examples of social science datasets. Research on this collection has focused on the following key areas:
• developing a non-proprietary electronic format for preserving the content of qualitative datasets.
• developing tools for facilitating the encoding of data in this format • questioning the methods of access and facilities for exploring qualitative data online
A Standard Framework for Archiving Digital Qualitative Data Resources
In pursuit of these issues, a comprehensive application appropriate for interchange that will enable sophisticated on-line searching and information retrieval from encoded texts is required. Ideally, the application should meet a number of specific objectives that:
• support the encoding of the content of various types of primary data documents produced in qualitative research.
• support the encoding of contextual documentation and metadata linked to the primary sources • provide formalised links between the texts and associated audio and video materials, with a view to providing in the long term, integrated, multi media resources.
• represent the content of datasets, such as the researcherʼs original analytic schema, annotations and speaker tags.
A uniform format for encoding the content of datasets is useful for both data providers and users. It ensures consistency across datasets; supports the development of common publishing and search tools; and facilitates data interchange and comparison between datasets.
Development of an XML Application for Qualitative Data
Finding a framework that will enable these functions leads us to consider XML standards and technologies. XML and related tools for creating and processing documents in XML have rapidly been adopted by communities of users for whom semantic tagging for their own application areas is essential. Examples where XML tag sets are specially adapted to allow markup of the types of information specific to the user community include the Data Documentation Initiative (DDI) for the social sciences and the Text Encoding Initiative (TEI).
With increasing recognition of the benefits of XML in creating non-proprietary, cross-platform applications, there has been serious interest in, and calls for, the development of a qualitative data XML markup language from members of the social science research community who are eager to encourage the re-use of social science data.
The development of a common framework for marking up the content of qualitative datasets requires support and contributions from various members of the social science community: data creators; qualitative data software developers; data providers and end users. In particular agreements need to be made on:
• types of documents and structures to be marked up • formal definition of a common XML vocabulary and DTD for describing these structures • specification of publishing and analysis tools • test applications with ʻrealʼ datasets Edwardians Online has aimed to provide the foundations for a broader initiative. Research to date considered two options: first, to create a customized application of XML specifically for the purpose of marking up the content of spoken interviews and other types of qualitative material. Second, to adapt existing standards, such as the TEI and the DDI, thereby opening opportunities for using existing and forthcoming tools for processing the XML texts, in addition to the benefits of using a standard, such as detailed documentation and the expertise and experience of the previous user community.
Conclusion
These ideas will be explored further in Phase II of the project. Phase II will focus on the development of additional search and retrieval functionality, and the encoding of additional features in the interview texts. The presentation of a Document Type Definition (DTD) for a generalized XML application for qualitative datasets is a key milestone in this programme. Over the next year we will begin work on adapting and integrating the TEI and DDI to produce a prototype DTD for qualitative data. We hope this would become a de facto standard and one that could be used by other data creators and data publishers to encode a broad class of qualitative data.
We are keen to encourage testing of the pilot resource. If you would like to complete a simple user evaluation exercise, please go to the web site and look for the Evaluate tab. The resource can be found at: http://www.qualidata.e ssex.ac.uk/Edwardians. For further details of ongoing and future work contact Louise Corti at the UK Data Archive.
by Anne Sofie Fink* Lately it has been considered to create a stronger web presence for the Danish Data Archives (DDA). In order to do so an analysis of the DDAʼs current web presence has been made and new strategy for web presence has been suggested. In this article I will try to outline these two steps. The new strategy is based on an ambition of creating a web presence that covers all services carried out by the data archive in a way that supports internal work processes and integrate these with related work processes performed by external parties.
The article will describe the implications for web presence that follows and suggest that web content should be structured around three resource fields named data production, data archiving and data usage. The article is based on a presentation at the IASSIST Conference 2002.
About the DDA and data archiving
The DDA was established in 1973 as a national data bank for quantitative research carried out primarily in the social sciences. As such the DDA collects, preserves and disseminates machine readable research data. In 1993 the DDA became an independent unit in the Danish State Archives. At present the archive has 15 full-time employees.
Traditionally data archives are associated with the social sciences. However, the DDA has never been seen as a resource for the social sciences exclusively. Work areas for the DDA are defined by the potential for exploiting a core competence in preservation of empirical data of a certain structure e.g. a survey conducted as a study within medical science is received just as well as a social science survey is. 1 As colleagues working in data archives know well, it is no easy job to retrieve data from the research community and great insistence needs to be exercised by the archivists. In an ideal world data archiving would be an integrated step within any research project. In reality researchers seldom regard data archiving as part of their research project and this often becomes an unexpected burden when the research project is finished.
When data material arrives, data and documentation are converted to an archival format, which secures technical preservation for the future. According to priority the data materials are processed, which implies standardisation and various check of the material. During this process it is often necessary to request information from the researchers in order to make the documentation as complete as possible.
Dissemination of data material is carried out by providing search catalogues on the Internet that let users search and select materials on their own. Some material will be on-line accessible within NESSTAR 2 whereas others will need to be ordered from the data archive.
Obligations as data archive
As the national data archives for social, medical science and history, the DDA has an obligation to act as an active partner in the Danish research environment centred on empirical research. The archiveʼs contact and services to external parties is in this respect largely dependent on the web. Among other things this means that www-based facilities for interacting with the research community continuously must be adapted and developed.
Although Danish researchers and students will be perfectly able to use a web site in English, one aspect of this obligation is in my view to supply DDAʼs Internet service in the national language, Danish. To national producers and users of data, a web site in Danish will call attention to the DDA as an active player in the national research environment.
Our current web presence
It is frequently pointed out that a lot of organisational web sites are internally focused in the way that the sites are much more about describing the organisation, than about offering information relevant to outside stakeholders. The DDA web site is currently no exception. The web pages are used as if they constituted an information folder. They are static, there are no links to other sites and visitors are met with long ʻdeadʼ texts to point out a few examples.
Besides the web site the DDA supplies: a search catalogue A Danish Research Portal on the Internet on the archiveʼs holdings, a search catalogue which is part of the Integrated Data Catalogue (IDC) and a NESSTARbased catalogue. This article will not make an evaluation of these search facilities, but -for obvious reasons -they are exclusively devoted to search and location of data sets. Figure 1 below shows the relation between the data archive and its stakeholders and web presence.
Figure 1
An interpretation of this figure shows that the web site and search catalogues mirror to a simplified production line where dissemination of data is the only activity given visibility on the web. Some important insights can be gained from making an elaborate interpretation of the figure 1.
� Actors
There are a variety of actors present. But these actors may in real life perform different roles -the producer may become a user of data, the producer may become disseminator of data, the user may become a producer, etc.
� Flow
From the model linearity is presupposed, but more arrows could be made since both data sets and communication may be seen to move back and forth among actors and sometimes jump the actor first in line.
� Universalism
The model which is used seems universalistic in scope, but any research environment will be unique in many ways e.g. due to the unique national context and it should be possible to mirror this on the web. � Limited transparency Web site and search catalogues cut into the ʻtravelʼ performed by a data material by focusing only on dissemination. However, all parts of the travel are relevant not only to the data archive but also to external parties. The web service should support all activities performed by the archive, not to create a duplicate existence to the DDA on the web, but to create a bunch of complementary activities implying great synergy effects to be gained.
Another perspective on web presence
The interpretation of figure 1 suggests viewing the data archive not just as collector and disseminator of data but also as an intermediary agent between data producers and data users (and disseminators of knowledge products). As intermediary the data archive would enable flows of communication and data sets among actors who will be taking on interchangeable roles of data producers,
Figure 2
data archive and data users. Therefore a network model seems more fertile in showing relations between data users, data archive and data producers, see figure 2 below.
As roles are interchangeable I suggest giving up viewing them as separate entities to be targeted and instead complementing the network on the web by three resource fields -a field for data production, a field for data archival issues and a field for data usage. In this network the data archive would act as the organiser of information content leading users into a virtual space structured around the three fields. This would create a broad coverage of subjects related to use, storage and production of data sets not as closed rooms but linked in a way that supports the visitorʼs work where -by way of examples -issues concerning secondary data will be intervened with data production and preservation. This would be to supply an integrated information gateway that supports non-linear work processes and communication flows among actors.
By constructing the web site around three resource fields, the web service will incorporate great flexibility. The strategy would be to supply a bundle of content related to each field, which under goes continuous construction and adaptation according to visitorsʼ needs and demands. Thereby the service will be tailored to the national research environment the data archive is part as an ever-changing reflection and support ʻorganismʼ.
With this broader perspective on services provided on the web, the data archive should not only be seen as a service towards data users but just as well to data producers and data archivists since the service will be addressed both externally and internally. External services to data producers will have the aim of opening up the black box the archive has been so far. For instance when a data material is handed over to the archive, the data producer is no longer part of or aware of the work processes taking place within the archive. What will be done in this respect is to turn the archive inside out. Closely linked to this ʻturning inside outʼ is that the services should include services supplied to the data archivists themselves e.g. search facilities for administrative purposes, standards for documentation and networks for corporation to name some.
The data archive as organiser will not define what is relevant for users of the service/visitors of the portal instead this will be put up to them to suggest and add content. What the archive will provide is management of structuring the content and where relevant supply of information content. In this way the same navigation rules will be place on internal and external users of the fields.
A field for data usage
Search of data sets Search of complementary kinds of information: personal contacts, Research products Methods and techniques: educational material, discussions, resources, … Issues concerning secondary data analysis: information about legislation, discussions, … Networking: support for personal contacts, mailing lists… etc.
Figure 3
A field for data production Best practices documents and discussions Interchange of experiences with data collection, documentation, analysis, storage, practise vs. theory etc. Issues concerning secondary data analysis information about legislation, discussions, … Publications based on empirical data Information about software packages etc.
A field for data archival
Information on publication of data sets and metadata Standards for data processing Information about software products Data resources (archives) and their services Ad hoc activities e.g. EU-funded projects Discussions of standards, archival formats, new initiatives etc. Issues concerning secondary data analysis information about legislation, discussions, … etc.
In order to conceptualise this kind of expanded web service supplied and managed by the data archive the word web portal seems more appropriate. Through this research portal data producers will be able to check issues to be aware of when carrying out a survey, data archivists will be reminded about procedures for data processing, users will find data sets across Europe to throw light on a problem, etc.
Content of the resource fields
In figure 3 a selection of ideas for content for the three different resource fields is listed. As visualised by the figure the three fields share some aspects whereas others relate predominantly to one of them. To clarify the argument for the resource field view I will comment on a few items related to each of the fields.
Search for data sets and more
To a resource field for data usage obviously there must be links to facilities for searching for data. An excellent example for this is the NESSTAR system, which facilitates search, data and metadata browsing, on-line access to data analysis, graphic presentations and downloads. Ideally there should be no limits to the search engines offered. The challenge is to provide users with an efficient gateway to this a vast amount of engines. One feature would be to make usersʼ evaluation of different engines available to all of the users.
Users searching for data will seldom have an interest limited to the data and metadata provided. They will often have an interest in complementary kinds of information such as articles based on certain data sets, experience in analysing the specific data set, etc. (as is acknowledged by the MADIERA project 3 ), too. But moving in the opposite direction ʻbackʼ to the data archive and producers is also relevant (see figure 1 ). For instance the user might need to know about the principles for data processing used on a material or might want to know if it is possible to retrieve additional documentation by approaching the data producer personally. In this way the portal will acknowledge that access to data is only a part of what the data users need and the portal will support this.
In this respect a resource field for data usage will in some respects be intervened with the two other fields, although the data user will experience this as integrated discoveries within a search process.
Data Processing
On the surface a field for data processing seems to be relevant only to data archivists -a view which some times is carried forward by data archivists -but it is actually an issue that concerns all users. To give an example, users will often need to become familiar with standards for data documentation, since they will influence the quality and/or sophistication of the data analysis the data material will support. To carry the example further, in order to accommodate this, standards for documentation have to be acceptable to the data producers and the data archive alike. The implication of this is that the archive needs to gain support and acceptance for its documentation accepted by the data producers in order to make them willing to supply the necessary information (and ideally without the data archivist having to make explicit demands for it). The field for data archiving could provide standards for data documentation applicable to data production and data archiving simultaneously.
Although users seem to have a great hunger for documentation, inflexible demands for elaborate documentation put on data producers might lead them to refuse to offer their data to the archive. Transparency and communication mediated by the research portal are expected to lead to greater understanding among actors.
Data production
As it is stressed several times now by way of example the expectation is that a field for data production is not a source only relevant to data producers, primarily researchers, but also to other visitors of the portal. For instance legal issues concerning conduction of a survey is something the researcher must be informed about. But also to the data archivists certain legal issues are important to be aware of when accepting to store, process and disseminate survey data. To users of the data it will also be important to be aware of the legal restriction a survey is conducted under in order to integrate this background information into the analysis process and conclusions.
Personal contacts
An often-celebrated feature of the Internet is the possibility of connecting people across space and time; the portal must obviously support this. Discussion forums and mailing lists are aspects to take advantage of in this respect. As an archive concerned with adapting to visitorsʼ needs and demands, virtual forums may be used to pose and discuss questions e.g. discussions of standards, archival formats, initiatives, etc. The support for personal contacts and discussions obviously reaches across the different fields and will act as a tool for defining and providing information content for the portal.
By elaborating these few examples the argument for a portal structured around resource fields has been made. Hopefully, the goal of supporting work processes and communication that does not fit in with a traditional strict division of usage, storage and production has been detected. To conclude; whether one is conducting surveys, collecting data, storing data, performing secondary analysis there are interrelated issues to be concerned with. A portal structured around the three resource fields will be able to represent an issue as a whole but offer multiple entries to the visitors based on his/her immediate preferences.
Managing a portal
In order to supply a portal in line with needs and expectations of the three target communities -users, archivists and producers -it is essential not only to collect feedback, but also to collect it in a way so that is readily available for evaluation and implementation. The feedback then needs both to be structured and to be discussed openly. This means that feedback will be collected and put up on the web site to prompt discussion among users from all communities.
For a small data archive the workload involved in constructing and running a research portal might seem overwhelming. In order to meet with the challenge put on the archive, two fundamental principles should guide the work. First of all, external parties must be involved in the work and teamwork between external and internal parties will be essential. External partiesʼ involvement will admit access to knowledge, insights and artefacts, which is not held by the data archive. The second principle is implementation of a modular structure of content. It should be possible to add, change, remove, and adapt content step by step and thereby incrementally construct -and de-construct -the portal content. In that way the portal should never be seen as complete or finished. What is essential however, is that strict structural guide lines are implemented in order to make sure that content are accessible in a well-organised and systematic way. This is also to make sure that the portal stay ʻmanageableʼ to the data archive as the key actor, otherwise the objective of supplying content with a high degree of usability will slip out of hand.
"Accelerating Access"
2002ʼs theme for the IASSSIST Conference was "accelerating access" and this article was in line with this theme. However, my goal has in some ways been broader than that. With the resource field approach the data archive is expected to open up to the outside by supplying a wellstructured information gateway with access to a broad range of topics concerning production, storage and use of data.
On a micro level the portal will offer a multipurpose tool for supporting people working with empirical data. On a macro level the portal is supposed to raise awareness and use of secondary data as well as data archiving in the social sciences and other scientific disciplines -potentially also to other areas such as consultancy work and public accounts.
Last but not least it is our hope that the portal will give greater visibility to the DDA as a competent and experienced actor on the national research scene and thereby support the activities carried out by the archive. 
Abstract:
In the last five years the exponential growth and use of electronic resources has surpassed all former predictions. The rise in use of e-journals, bibliographic databases and research support facilities has resulted in the researcher relying far more heavily on web based resources than ever before. One of the acknowledged problems that now faces the researcher is how to filter, access and apply the information, using the wide variety of resource discovery tools now available to them. At MIMAS (Manchester Information and Associated Services, one of the three UK national data centres) we attempt to provide a one-stop-shop for our usersʼ needs, be they undergraduate, postgraduate or post-doctorate. This paper seeks to show how MIMAS services can be used at every stage of the research development process, from the inception of an idea, through its development, to the final presentation of results. Facilities like ISIʼs Web of Science, COPAC (which merges online catalogues of 21 of the largest university research libraries in the UK and Ireland), JSTOR (a retrospective digital archive of scholarly journals) together with many of the other services hosted at MIMAS now provide support for researchers at every level of the creative process.
The world of scholarly writing has proven itself to be a highly dynamic environment. Researchers are now expected to be literate in an ever increasing number of information seeking skills with the emergence of the internet as a new medium for resource location. The ability to search across huge databases, datasets and archives is now possible, in a way that would never have been conceivable to the first researchers. One thing that has not changed is the basic structure of a written piece of research. Some sections may be slightly larger than others but in principle, there are six separate stages in the process of creating research, which can be identified. Two authors clearly identify these stages.
Thomas and Brubaker describe the structure of research papers in the following way. 'The most popular six chapter structure for the dissertation in use today consists of (a) introduction, (b) review of the literature, (c) methodology, (d) results/ findings, (e) analysis and interpretation of findings, and (f) summary, conclusions, by Jessica Eustace*
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applications and recommendations for further study.' 1 Edminster and Moxley concur with this description of research structure. ʻAlthough some modification of the six chapter format occurs in dissertations in the humanities, its influence is still clearly visible in most graduate work and the view that such work represents original thought by an individual author who merits recognition and reward for that originality continues to prevail.ʼ 2
One question we must ask ourselves is, with the basic structure in place for the paper, why do some researchers struggle in creating their research paper? Rosenfeldt and Dowling refer to the tyranny of the blank page. 3 Research into the answer to this question can be found in literature on the creation of training programmes, studies into user searching skills, and many of the library and information journals have examined various facets of this question. I shall briefly look at some of the main causes for this problem.
The most commonly recognised cause is computer anxiety. Computer anxiety can occur in three distinct forms. These are recognised by Torkzadeh and Angulo in their paper in 1992. "a) Psychological anxiety which includes fear of damaging the computer; b) sociological anxiety, which is characterized by the need for social contact and the fear of being replaced by a machine and c) operational anxiety, which includes an inability to type and/or operate the machine." 4
Another reason for difficulty could be the sea of information now available to the researcher. The presentation and manipulation of information is now possible in such a huge variety of ways that it is no wonder many scholars are intimidated at the onset. Many suffer with feelings of information overload. Coupled with this there are so many new initiatives and projects providing new ways into the variety of data available to the scholar that where to start can be the greatest challenge. Stewart highlights the dilemma researchers now face, ʻ… in this technological and techno phobic environment, novices are faced with a variety of systems with different interfaces, search capabilities, commands, and screen layouts among other options.ʼ 5
The amount of information available is not the only significant challenge which the change in scholarly writing has faced. The range of skills users need to seek the information they require has continued to diversify. Researchers are no longer just required to be able to read and write but to be able to search across a variety of mediums from the book and journal to the Internet, the world wide web and the huge range of searching tools which are now available. With growing numbers of mature and foreign students the diversity of their capabilities to manage in this environment is another challenge that service providers must consider. The ranges of abilities from novice to expert all require different levels of help. Diane Nahl discusses this in her paper, ʻSince the mid-1980s, complex information retrieval systems have been available in academic libraries. As a result librarians have dealt with increasing numbers of novice end-users needing instruction in the use of database systems. At the turn of the century, the fast growing technological environment continues to introduce challenges for reference and instruction librarians who strive to help novices acquire effective search behavior.ʼ 6
To allow this paper to have a focus I decided to select a topic that falls within all three major disciplines. The topic is the development of psychiatry. This topic can be taken from a scientific, a social scientific or a humanities angle depending on the researcherʼs emphasis. The reason why I have selected a cross disciplinary topic is due to the changing nature of research today. Research no longer falls neatly within the old ideas of specific discipline but now calls upon a wide range of cross-disciplinary information. Many of the tools I will discuss have acknowledged this change and allow cross-disciplinary searching. For our topic area the science researcher could view it as the development of psychiatry from a medical point of view. In the same way a social scientist may view this topic as the development of psychiatry as a social awareness topic. The humanities student could also look at this topic on the grounds of a historical project. Lois Buttlar in her discussion of the information sources for doctoral research discusses the importance of the understanding of cross-discipline searching. She refers to Chubinʼs work in this area. ʻ… Chubin (1976) discusses Bradford notions of "core and scatter" noting that while a discipline is centred around an intellectual core, knowledge about communication outside the core (or scatter) indicates how the disciplines overlap. It is important for information professionals to understand the dynamics of knowledge overlap in research, especially since the hypertext technology has facilitated cross-disciplinary exchanges.ʼ 7
The aim of this paper is to highlight how the crossdisciplinary services available at MIMAS can be used in the creation of a research paper. I shall illustrate how the researcher can draw on resources, which fall into a variety of disciplines, can be used throughout the research process and also make suggestions for their hypothetical use in a mock paper.
In the following paper I shall illustrate how the resources of one data centre can be used to enhance, support and develop a researcherʼs paper. My aim is not to discuss how one data centre or one archive of information is better than another but simply to show how a wide variety of services covering cross-disciplinary data can be used in the creation of a single research paper. In this paper I will be looking at the MIMAS data centre. In the UK there are three data centres: MIMAS (Manchester Information and associated services) based at Manchester University, EDINA (Edinburgh Data and Information Access) and BIDS (Bath Information Data Services) MIMAS is a JISC supported national data centre run by Manchester Computing, at the University of Manchester, to serve the UK academic community. The range of services, hosted at MIMAS, provides flexible online access to socioeconomic, spatial and scientific data, and to bibliographic and electronic journal data services. The data service had previously been called MIDAS (Manchester Information Data Sets) but due to copyright law the name was changed to MIMAS in July of 1999. I will briefly run through each of these services before looking at how they may be applied at the different stages of creating a piece of research. The services hosted at MIMAS can be broken down into six separate sections. The bibliographic reference services include four services, Archives Hub, COPAC, ISI Web of Science and ZETOC. The Electronic journal services include JSTOR and NESLI. Scientific Services include Crossfire, CSD and Mossbaur but I will only be looking at CasWeb. The socio-economic data include census data that is accessed through CasWeb, surveys, NS Databanks and international data. Spatial Data is made available in Map data and satellite data.
The Archives Hub service revolutionizes access to the archive collections held in UK universities and colleges by making descriptions of them available on the Internet, many for the first time. There are currently over 40 institutions contributing to the collection. Records listed on the service cover a wide range of sources, including papers of statesmen, scholars, soldiers, scientists and storytellers. The current descriptions are just "top-level", giving an overview of each collection, with a brief biography of the creator of the documents, a note on the contents of the archive and idea of the quantity of material concerned. Where possible this top-level description is linked to a full catalogue and each archive description is indexed to aid researchers in locating relevant material. COPAC provides free access to the merged catalogues of major UK and Irish university research libraries. Within the database there are over 8 million records from the 22 contributing libraries, with more being loaded. Records found in COPAC represent a variety of materials across most subject areas. Some include links to full-text documents made available by other services. The materials range in date from c.1100 AD to the most recent documents with 300 languages being represented. Further to the bibliographic details of the records, COPAC also has realtime local availability information that has been provided for some libraries. Records can be downloaded via email and imported into reference management software.
The Web of Science is the web interface providing access to ISIʼs three central databases. These are: Science Citation Index, Social Sciences Citation Index, Arts & Humanities Citation Index, and the interface was designed by the Institute for Scientific Information (ISI). The data in these databases covers articles dating back to 1981. ISI Proceedings, the sister service of Web of Science, has two databases, the Science and Technical edition (STP) and the Social Science and Humanities edition (SSHP). Coverage in ISI Web of Science and ISI Proceedings continues to grow. Currently there are more than 8500 journals and records of nearly 2 million papers in proceedings have been indexed by ISI, and over 20,000 new items are added each week. In addition to these two central services, the Web of Science service also provides access to additional ISI products. These include Current Contents Connect, Journal Citation Reports, Derwent Innovations Index, ISI Chemserv and Biosis Previews. Table of Contents (ETOC). The service was launched in September 2000. The database contains over 19 million article titles from over 20,000 of the most important research journals and 16,000 conference proceedings, covering every imaginable subject in science, technology, medicine, engineering, business, law, finance and the humanities. Records start from 1993 and the database is updated daily with approximately 10,000 new records. The service also allows users to send themselves alerts when new issues of journals arrive. This is known as Zetoc alert. MacIntyre and Apps describe this service, ʻTo supplement the basic search and retrieval functionality of the service, a current awareness alerting service based on the table of contents data was also developed. The aim of was to ʻfill the gapʼ left by the demise of the ʻAutojournalsʼ service offered by BIDS, another of the UKʼs national academic datacentres, until July 2000." 8 JSTOR was established as an independent not-for-profit organization in August 1995; it is a retrospective collection of electronic full text articles. The MIMAS based JSTOR service is a mirror service of the American based service. JSTOR combines the advantages of page images with searchable full-text, and stores the data in both forms. JSTOR has a full-text electronic archive collection of noncurrent issues of over 100 core scholarly journals covering a wide range of subjects. Coverage within the collection starts with the very first issues (many dating from 1800s). JSTOR continues to expand and in the last two years three new archive collections have been added to the service. NESLI delivers a national electronic journal service to the UK higher education and research community. The managing agent undertakes negotiations with journal publishers on behalf of UK Higher Education Institutions for electronic journals at preferential terms. Once a publisher has created a provisional offer it is then sent to the Journals Working Group or JWG before the final offer is sent out. Access to the subscribed journals is done in several ways. Institutions have the option, depending on the deal, to access the information either directly from the publisherʼs site or through the NESLI/SwetsnetNavigator WWW gateway. This gateway provides a single point of access to the full text of electronic journals. The range of journals available through this access point is dependent on the publisherʼs agreement to have access through this point. Site licenses are available for individual e-journals or packages of e-journals, depending on the current publisherʼs deal. For the period of 2002 there are currently 21 publisher deals in progress. Material covered by these deals is cross-disciplinary in nature.
ZETOC provides Z39.50-compliant access to the British Libraryʼs Electronic
CrossFire is a comprehensive chemical information management system comprising the CrossFire Beilstein and CrossFire Gmelin databases and the Beilstein Commander and CrossFire Web software which are used to search and access the databases. CrossFire Beilstein contains over 8 million organic compounds, with over 8 million reactions and over 4 million citations. CrossFire Gmelin contains over 1.5 million inorganic and organometallic compounds, 1.3 million reactions and 1 million citations.
CasWeb was originally developed by James Harris at the ESRC/JISC and funded by the Census Dissemination Unit (CDU), which forms part of the MIMAS service. CasWeb is just one piece of software found in the CDU but is most appropriate to this paper. I will not be discussing the CDU as this topic will be covered by my colleague, Jackie Carter at a later stage of this conference. CasWeb is a web interface to statistics and related information from the 1991 United Kingdom Census of Population. These large and complex datasets comprise aggregate counts of persons and households for various geographical units. The Census SAS/LBS datasets contain over 10,000 items of information, which are arranged for convenience into tables. The CasWeb system has preserved this arrangement of the data.
The Landmap project uses data from two different satellites, Landsat and SPOT. The Landsat, an American satellite, consists of 32 scenes covering the UK. The Landsat Data Maps allow users to view maps at 30m resolution. It is used in the study of marine environment, water resources, land use, ecological and engineering applications, agriculture and forestry monitoring. The SPOT, a French satellite, is composed of 152 scenes and covers the UK and Republic of Ireland. SPOT allows users to view Data Maps down to 10m resolution. It is used in much the same way as Landsat but it is mainly concentrating on studies of land use mapping and digital terrain modeling.
As I have illustrated the MIMAS services cover a wide range of disciplines and can be applied to research in a variety of ways. Using the topic of the development of psychiatry I shall now show how these tools can be employed through the six stage process of creating a research paper.
Introduction
Rosenfeldt and Dowling describe this stage in the following way, "… Once you begin, you must face the tyranny of the blank page -a major cause of procrastination. The first step is to get something down. Begin with a plan." 9 Most of the work done before hand is centred upon reaching the core of the research project. "Areas focused on here include drawing up a short list of topics, selecting a topic for investigation, formulating a general question and focusing a research question. The importance of spending as much time as necessary to get the question right is highlighted here as this often causes new researchers considerable difficulty." 10 It is the pre-cursor for the creation of your original idea, the core from where the research will start and finish. At this point the user reads a huge amount of literature to create this original idea. The introduction is the point where the net of research is the widest pulling in resources from cross-disciplinary sources. Portals like those provided at ensure that the articles, journals and other resources found at MIMAS are of highest quality and suitable for inclusion in a piece of scholarly writing.
MIMAS resources like COPAC are particularly useful at this stage. COPAC as a union catalogue of 22 libraries provides bibliographic details encompassing an enormous range of material ranging from maps to pictures to written texts. This allows the users to discover resources from a huge database of resources. The interface was designed to be as simple as possible. It is possible for users to search under author, keyword etc. In some cases articles in COPAC link straight through to the full text of articles. Alternatively, users of COPAC can view their local holding details of libraries and can arrange for interlibrary loans. A search on psychiatry produces a large set of results, totalling 12,485, amongst these results we can see material including books, journal articles, medical textbooks, handbooks, illustrated texts and even lecture notes.
Another resource, which can be applied at this stage of the research process, is the Archives Hub. As I mentioned earlier the Archives Hub serves as a gateway for archives in the university sector. Archives of relevant material can be located using this resource. Information at the archive level includes details on the collection itself, but also details on the repository. Details include important telephone numbers, opening hours, etc. In this way the researcher can identify archive collections which may be useful to their research topic.
Web of Science is another useful tool that the researcher can utilize at this stage of the research process. For novice users this has proven to be a useful tool to help them through their research. Two functions of searching exist within the service. Full Search that allows users to run advanced searches using Boolean operators and more complex search queries. In Full Search it is possible to view 500 records at a time. The second search available is Easy Search; this allows users to search under Person, Place and Topic. When the researcher searches the database for Place, he can create a search to retrieve the most recent articles published by researchers working in a particular institution (college, university, company, etc.) or geographical area (country, city postal code, etc.). A search on Person, will produce results on the person named as an author or a cited author or on an individual you want information on. Topic searches allow the user to find articles that discuss the key topics in their research. This is a good starting place when the researcher is simply trying to come to grips with the research question. Results from a topic search are displayed sorted by relevance. This means that the system will list first those articles that contain the most frequent occurrences of the words and/or phrases entered by the user to describe the topic. Alternatively results can be displayed in reverse chronological order. This lists the most recent articles first based on the date on which the journal was processed at ISI. ZETOC is another MIMAS tool, which can be applied at this phase of the paper. Zetoc can be used to search the tables of contents of journals hosted at the British Library. Zetoc can also be used to set up an alerting service that will notify the researcher when relevant journals he has recognized as useful to his research have been published. In using zetoc, researchers can ensure that the future work they do in their paper will be as up to date with theories in the field as possible prior to submission and or publication.
Literature Review
At this stage the focus of the research has been completed. The researcher now reads and gathers literature from the chief influences for the topic area. It is important that the material included in this section is accurate and of the highest possible quality and relevance to the research topic, and the research question. The researcher must use this section of the paper to demonstrate the relationship between the proposed research and what has already been done in the area.
Web of Science can be used in a slightly different way at this point. By using the Full Search as opposed to the Easy search the researcher can track authorsʼ works and also the authors that have cited the authorʼs work. We can also widen the number of articles by looking at related records. Related records allow you to view articles that have shared one or more of the articles used in the original articleʼs reference list.
Web of Science also allows users to run cited reference searches. This resource allows users to track a particular work by an author through its citations. In this way the Web of Science can be used as a tree so users can move from the start of a particular author and track backwards through the inspiration of the paper in question. They can move from branch to branch from the root of a particular topic. In the same way the user can then look beyond the original paper, and see how the paper has influenced later authors on the topic in question. Users can use this unique method of moving along the branches of knowledge built up within the web of science.
Two services within the web of science allow users to move beyond the bibliographic records to the full text of an article. The first service is the Holdings Service. This service allows users to click on a button in the top right of the screen and link through to their host institutionʼs OPAC and see if the article in question is hosted at their own library. In this way they have access to the hard copy of the text. The second service is called the Linkage Service. ISI makes it easy to link between the Web of Science and electronic full text. ISIʼs goal is to provide users with bi-directional links for navigation back and forth between records in the Web of Science and corresponding full-text documents and references. ISI Links provides reliable access to full text. A link button will only appear when there is an active link to a document. This "no dead links" policy insures that Web of Science users will only get links that resolve to publishersʼ electronic full-text documents. ISI actively seeks full-text linking partnerships with primary journal publishers and content hosts for all available electronic journals covered by the Web of Science. Currently, over 5.4 million record links are available between the Web of Science and electronic journals and databases. Currently ISI has links set up with 14 core publishers.
As I mentioned earlier in the paper, Web of Science has other allied tools from ISI, one of which is the Journal Citation Reports or JCR. This tool allows users to see which journals have been cited the most. This will help them determine which journals are the most pertinent and useful in the search for valued peer reviewed articles to support their work. This tool can be used in conjunction with zetoc during the creation of the journal alerting list.
COPAC can again be used at this stage of the research process. Now that the main authors on the topic have been identified, COPAC using the union catalogue can be used to track down less common articles and references. Using the author/ title search allows the user to be far more precise than on earlier searches. It is at this point that the holdings function in COPAC becomes most useful. At the base of a full record, COPAC has holdings material that will allow researchers to either ask for an ILL from a specific repository or travel to its location. In this way more obscure texts can be identified and located.
JSTOR can be called upon at this stage to look for articles that have retrospective influence on the research topic. Searches can be made as easy or as complex as the user wishes by building up searches on the search form. Users have the option of selecting to search journal topic groups in clusters or to expand the list and search on individual journal titles. This later option tends to produce more accurate search results. Once the list of results is compiled the researcher can click to view a pdf of the full text of the article. JSTOR uses high-resolution images to store, display and print faithful replications of the pages that make up the complete published record of the journals in its archive. Users can view the article in an electronic copy of its original format. The ability to view the full text has proven itself to be very popular as researchers increasingly look for faster access to the full text of articles.
NESLI is another route for the researcher to reach the electronic journal. NESLI uses the Swetsnet Navigator interface. Users can log on to the service and search through the full text electronic journals of the NESLI publisher offers which their institution has subscribed to. Users can search on journal title, publisher or they can run a general or an advanced search. The journal title and publisher searches allow the researcher to type in one word from the journal title or publisher name and it will search for relevant records. The general search allows users to enter a date range between 1996 to the current year. They can then enter search terms, which will look for articles on article title, author, and abstract or on keywords. The advanced search allows users to select a date range again but they can create a more complex search using Boolean operators. Once a list of results is created the researcher is then able to click through to the abstract or to the full text of the article which they can view in a number of formats. Most articles are viewable as a pdf. The article will include any images that authors have included in their original article. The researcher can then print these articles to read later.
Methodology
The methodology section of the paper is used to give a detailed description of how the research question or questions will be answered through the paper. This section will identify the steps the research will follow in order to answer the original research question. This stage is only possible through the work completed in the prior two stages. This section also normally discusses the application of either qualitative or quantitative research methods. Qualitative research examines topics that cannot be examined through statistical analysis. This research area has been described as humanist, realist, subjectivist and observational. The researcher attempts to qualify reasons for certain behaviour and to explain their occurrence in a scientific way. Quantitative research relies on empirical data. This is normally gathered through a structured questionnaire and basic statistical analysis.
Searching for qualitative and quantitative articles to support whichever method the researcher plans to utilise can be done using several of the bibliographic tools that were used in the introductory section. By simply using these terms in Web of Science the researcher can view articles on both areas of methodology and look at different applications of these theories within varied disciplines. COPAC can again be used to track down articles not cited in the Web of Science. JSTOR can be used to look at developments since the origins of the research methodology question in the journal archives.
Results/Findings
The results and findings section of the paper is the point where the researcher must provide the proof of the research undertaken. Sources for his results and findings can come from an array of sources.
CasWeb is the most obvious service to be used at this stage of the research process. CasWeb allows an intuitive access point to the Census of 1991 using a familiar Windows-based system. The researcher can click through the application first searching on specific tables of data, which have been retained for ease of use mirroring the original census format. This is a huge change from the earlier SASPAC (small area statistics package) system that required users to have knowledge of the structure and content of the census data. In this way it acts as an extraction process. While the user is able to extract specific information from the census they would then have to move the data from the remote machine before they could make use of it. CasWeb in direct contrast works as an acquisition process. It enables the user to extract the information but acquire the information directly onto their local machine. In this way the data becomes far more easily accessible.
To access the data you follow a simple 3-stage process.
In
Step 1 you define the study area you are interested in and select the geographical units for which you wish to extract data.
2.
Step 2 is where you define what data you want to extract from the census database. The Census SAS/LBS datasets contain over 10,000 items of information 3.
Step 3 is the data extraction / download stage The result is the user has a route to a diverse array of data, which can be applied in many ways. For the purpose of our research topic use could be made of the data by looking at the number of psychiatric institutions that exist within a specific area and compare that data with figures found in past censuses for the same area. CasWeb also allows users to map the data they gather using ArcView or MapInfo. In this way users can produce a visual representation of psychiatric institutions at ward level, county level or countrywide level allowing for an alternative view of the data away from the census tables. This can help the researcher to interpret these figures in a different way.
An additional Web of Science product called Derwent Innovations Index can also be utilised at this stage of the paper. Derwent Innovations Index provides a unique access point into patent material over the last twenty years. Users can search through patents based on patent topic area and discover innovations within their desired subject area. For the purpose of this paper typing in a topic word like psychiatry produces over 100 hits. Within this material patents can be found on electrical equipment used for monitoring patientsʼ responses to innovations in drugs for psychiatric patients. One of the results looks at the use of different coloured lenses within glasses to affect the mood of emotionally disturbed patients over long periods of time.
JSTOR could also be used at this point of the paper. Journal articles in JSTOR can be used to illustrate changes in technology and their application. Since the archive carries papers from their first edition the development of theories, instruments and the success of certain drugs can be traced within journal articles. These articles can be used to support or refute current beliefs in the psychiatric field. The archive also holds images which were included in the original paper. These pictures can be used to illustrate changes in technology and their application for treatment, through the centuries, of psychiatric patients.
Crossfire is a chemistsʼ tool but can also be made useful for this paper. The researcher can use Crossfire to view the chemical structure of drugs that were prescribed to patients. The application provides highly detailed information on how to purify chemicals, their basic physical attributes and their reactions with other elements. If a paper concentrated on the development of chemical treatment of psychiatric patients this could prove to be a very useful tool.
Landmap can be used at this stage to illustrate the layout of a specific geographical area. The satellite images allow a unique view of the land and geographical features. If we use this in conjunction with the data from CasWeb viewed in ArcView it can allow the researcher to provide another view of an area of interest. Hypothetically, if the research topic discussed a specific institution which was originally built at an earlier point in history, details recorded at that point, for example, A map of the institution and its surrounding areas could be compared with current satellite data. This could be used to illustrate the growth of an institution or to highlight changes to the surrounding areas influencing the growth of the institution.
Analysis of Findings
The analysis of findings is a section where the researcher compiles the knowledge, resources and understanding of the topic area, the discipline and his/her findings for the paper. It is not possible to suggest an appropriate MIMAS based resource tool, as the user will be applying the information gathered during the prior stages of the research process. To a greater or lesser extent this data will have been gathered from the resource tools I have already suggested, and it is in this way MIMAS resources have benefited the user at this section of the research topic.
Summary/Conclusions
The summary of the research paper is the final point where the researcher highlights how he has laid the case for the research question and provided answers for the query under discussion. It is at this point that the researcher culminates all of the work he has put into the paper and summarises how he has achieved the aims and goals he laid out in the introduction. This would not be possible without the influence of the tools he has applied throughout the project.
As you can see the MIMAS tools are cross disciplinary, and yet all can be used to greater or lesser extent in various stages of the research process. It is important that researchers feel comfortable in using these resources and that they are capable of making use of these information seeking tools. I have provided numerous hypothetical applications of these tools to illustrate the cross disciplinary nature of research today and provide some suggestions for how researchers can make use of our resources.
To conclude, MIMAS tools are multi-disciplinary. The researcher should not be intimidated by the variety available, but embrace them. As research continues to blur the old divisions of research between arts and social science and social science and science it is important that tools exist which encompass this move. The facilities at MIMAS have been designed to be as intuitive and user friendly as possible. Each service has an individual helpdesk that provides weekday support when users become confused or lost. Many of the applications utilise context sensitive help as a first port of call. All of the bibliographic software also has FAQs (Frequently Asked Questions) sections to try and answer some of the core common queries to help hesitant users from feeling intimidated in asking for help. Zetoc and COPAC share the same interface allowing for familiarity of the resource tool for users. Similarly the Web of Science and all of its additional products also use the same interface allowing for increased familiarity for the user on utilising the various products. CasWeb was designed specifically to be user-friendly. It heralded a move from the old SASPAK system to a familiar Windows interface with online help. MIMAS services have been created to help the end user find the information they seek using intuitive, clear and user-friendly tools. In this way MIMAS can be viewed as an excellent foundation with reliable resource tools to aid researchers to reach their goal of creating a high quality, insightful research project within their field of expertise. 
