I. INTRODUCTION
The Power Amplifier (PA) exhibits non-linearity when operated in wireless systems in the actual world, where unwanted distortion of signal amplitude and phase, happens in the PA output signal [1] - [10] , [12] , [15] - [16] . To avoid the non-linear effects, the PA is often backed-off to operate only in the linear region, which results in energy inefficiency and additional operating expenses. High Peak to Average Power Ratios (PAPR) in today's communication systems caused by Wideband Code Division Multiple Access (WCDMA) and Orthogonal Frequency Division Multiplexing (OFDM) further justifies the backing-off of the PA away from the saturation region. High operational frequency and rapid temperature fluctuations in electrical components causes Memory Effects, signal scattering at the PA output. The Digital Pre-Distortion (DPD) technique is one of the most popular PA Linearization techniques due to its attractive advantages versus its trade-offs in terms of cost, bandwidth, reliability and ease of implementation [2] - [6] , [11] - [13] . The DPD performance relies on the PA modelling accuracy, calculation resources and speed of execution. The motivation of this paper is to deliver a resource optimized and performance improved PA modelling method, the Memory Polynomial (MP), which is widely used in DPD for PA Linearization. Fig. 1 shows how the linearized input signal is fed through the two concatenating pre-distorter and PA systems. [10] - [13] . Fig. 1 Pre-distortion Linearization Block Diagram [10] To accurately create an inversed non-linear system with respect to the PA's non-linear character, DPD requires a comprehensive modelling of the PA. The modelled characteristics should include the non-linearity and Memory Effects, where the scattering and distortion of PA output signals are able to be recreated by that respective PA modeller.
II. MODEL DESCRIPTION

A. Digital Pre-distortion
B. Memory Polynomial (MP)
Conventionally, the Volterra Series is used widely to model non-linear systems. The main disadvantage is the exponentially increasing complexity when the non-linearity order increases [5] - [6] . The Memory Polynomial (MP) method is an optimized version of the Volterra Series which employs the diagonal kernels resulting in a reduced complexity. MP has since gained popularity and widely implemented/improved in [1] , [7] - [8] , [15] - [16] . The MP method is shown below [5] - [6] :
Where is the memory depth, is the non-linearity order, ( ) is the PA Input Signal, and is the MP coefficients, which is also the inversed of the PA coefficients.
The Least Squares (LS) method is used to obtain the MP coefficients [5] - [6] . The input signal ( ) is replaced with output signal ( ):
(2) in matrix form:
The least square solutions in (3) could be rewrite as:
C. Memory Polynomial with Binomial Reduction (MPB)
Binomial reduction is applied on MP as shown in [4] for optimized calculation resources. The MP equation in (1) is rephrased, where both non-linearity order, , and linearity order, starts from 0, and the basis function is substituted with the binomial theorem, resulting in (9) and (10):
Representing the binomial basis function of (9) and (10) as
Next, let
is fed a dummy experimental range of and is set within the PA non-linearity order range of .
The value of is explored by employing the macro-matching graph method in Fig. 2 , Fig. 3 and Fig. 4 .
In Fig. 2 , the binomial basis function is comparable to when . In Fig. 3 , the binomial basis function is similar to when . In Fig. 4 , the binomial basis function is similar to when . The following could be concluded:
Using (16), (11) and (9), yields MPB-real-2k as in [4] :
Similarly, substituting (16) into (11) and (10) yields MPBimag-2k as shown in [4] :
The non-linearity order, on the model is amplified by the power of 2, results in improved Normalized Mean Square Error (NMSE). (19) becomes MPB (MPB-real) :
Similarly, (20) is now MPB (MPB-imag): Fig . 5 shows the NMSE values for MPB and MPB-imag-2k for non-linearity order 1 to 4, with Pre-amp Gain of 2, 3 and 4. NMSE is defined as:
III. RESULTS AND DISCUSSION
A. Normalized Mean Square Error (NMSE)
where ( ) is the Ideal PA Output, while ( ) is the Pre-distorted PA Output.
Lower values of NMSE are desirable because it implies smaller value differences between the ideal and pre-distorted PA output values, therefore resulting in better method performance in terms of achieving accuracy and persistency.
The NMSE Improvement of MPB against MPB-imag-2k is represented as follows:
A NMSE Improvement of negative value is preferred as it implies that MPB has lower NMSE value compared with MPB-imag-2k.
The NMSE comparison in Table I and Fig. 5 shows that MPB has better performance compared with MPB-imag-2k where reduction in error is up to 28dB for non-linearity order of 4, at Pre-amp Gain of 4 MPB-imag-2k has unsatisfactory NMSE values when compared with MP. This is shown in Fig. 6, Fig. 7 and Fig. 8 across different Pre-amp Gains of 2, 3 and 4 respectively, where MPB-imag-2k has higher NMSE values, indicating higher error deviation from the ideal PA output, especially when the PA non-linearity order increases after 2.
The improved MPB method shows better NMSE value, where lower NMSE is observed, indicating lesser deviation from the ideal PA output. The comparison between MP, MPB and MPB-imag-2k are shown in Fig. 6, Fig. 7 and Fig. 8 for Preamp Gains of 2, 3 and 4 respectively For reference purpose, the NMSE values for MP, with different Pre-amp Gains of 2, 3 and 4 is shown in Table II . 
B. AMAM (Amplitude Modulation/ Amplitude Modulation)
The AMAM (Amplitude Modulation/ Amplitude Modulation) graph is a function of the PA output amplitude against the PA input signal amplitude. Fig. 9 shows the AMAM graph for MPB with Non-linearity Order (K) = 3; Memory Depth (M) = 3, and Pre-amp Gain = 2. The scattering of the PA output signal is reduced after applying MPB in the DPD solution. The phase differences between PA input and output signal is supposed to converge at 0. However the AMPM graph shows distortion of the output phase results in undesired scattering of the phase difference. MPB in DPD is capable of reducing the distortion of the PA output phase resulting in almost 0 phase differences between PA output and input signal. IV. CONCLUSION The method in [4] , MPB-imag-2k is binomially reduced from MP with optimized calculation resources without compromising linearization performance. MPB-imag-2k is further improved into MPB which is capable of achieving not only similar performance compare to [4] , but with improvement in PA linearization accuracy.
MPB is capable of achieving 28 dB NMSE improvement compared with MPB-imag-2k in [4] , for PA in the nonlinearity order of 4, and at Pre-amp Gain of 4. Significant improvements in NMSE are also observed within nonlinearity order of 3 to 4, and Pre-amp Gain of 2 to 4.
MPB is capable of achieving similar performance with [4] in terms of coping with output signal scattering and signal phase distortion due to Memory Effects that occurs in high speed data transmission in 4G technologies.
