Abstract : This paper is related to the development of an innovative multimodal biometric identification system. Unimodal biometric systems often face significant limitations due to sensitivity to noise intraclass variability and other factors.
INTRODUCTION
Biometrics, which refers to identify an individual based on his or her physiological or behavioral characteristics, has the capability to reliably distinguish between an authorized person and an imposter. Since biometric characteristics are distinctive, cannot be forgotten or lost, and the person to be authenticated needs to be physically present at the point of identification. Most biometric systems deployed in real-world applications are unimodal, i.e., they rely on the evidence of a single source of information for authentication (e.g., single fingerprint or Iris). unimodal biometric systems often face significant limitations due to sensitivity to noise, intraclass variability, data quality, non universality, and other factors. Limitations of unimodal biometric systems can be overcome by using multimodal biometric systems. Multimodal biometrics refers to the use of a combination of two or more biometric modalities in a verification / identification system. The goal of multibiometrics is to reduce False accept rate (FAR), False reject rate (FRR). A multi-biometric system can be classified into one of the 4 categories: 1.Multi-algorithm 2.Multi-instance 3.Multi-sample 4.Multimodal. Multibiometrics data can be combined at different levels fusion: 1.Data-sensor level 2. Feature extraction level 3.Matching level 4. Decision level.
II.

RELATED WORK
A variety of articles can be found, which propose different approaches for unimodal and multimodal biometric systems. Traditionally, unimodal biometric systems have many limitations. Multimodal biometric systems are based on different biometric features and/or introduce different fusion algorithms for these features. Many researchers have demonstrated that the fusion process is effective, because fused scores provide much better discrimination than individual scores. Such results have been achieved using a variety of fusion techniques . An unimodal fingerprint verification and classification system is presented in [16] . The system is based on a feedback path for the feature-extraction stage, followed by a feature-refinement stage to improve the matching performance. This improvement is illustrated in the contest of a minutiae-based fingerprint verification system. The Gabor filter is applied to the input image to improve its quality.
Ratha et al. [17] proposed a unimodal distortion-tolerant fingerprint authentication technique based on graph representation. Using the fingerprint minutiae features, a weighted graph of minutiae is constructed for both the query fingerprint and the reference fingerprint. The proposed algorithm has been tested with excellent results on a large private database with the use of an optical biometric sensor. Concerning iris recognition systems in [14] , the Gabor filter and 2-D wavelet filter are used for feature extraction. This method is invariant to translation and rotation and is tolerant to illumination. The classification rate on using the Gabor is 98.3% and the accuracy with wavelet is 82.51% on the Institute of Automation of the Chinese Academy of Sciences (CASIA) database. In the approach proposed in [13] , multichannel and Gabor filters have been used to capture local texture information of the iris, which are used to construct a fixed-length feature vector. The results obtained were FAR = 0.01% and FRR = 2.17% on CASIA database. Generally, unimodal biometric recognition systems present different drawbacks due its dependency on the unique biometric feature. For example, feature distinctiveness, feature acquisition, processing errors, and features that are temporally unavailable can all affect system accuracy. A multimodal biometric system should overcome the aforementioned limits by integrating two or more biometric features.
Conti et al. [20] proposed a multimodal biometric system using two different fingerprint acquisitions. The matching module integrates fuzzy-logic methods for matching-score fusion. Experimental trials using both decision-level fusion and matching-score-level fusion were performed. Experimental results have shown an improvement of 6.7% using the matching score-level fusion rather than a monomodal authentication system. Besbes et al. [12] proposed a multimodal biometric system using fingerprint and iris features. They use a hybrid approach based on: 1) fingerprint minutiae extraction and 2) iris template encoding through a mathematical representation of the extracted iris region. This approach is based on two recognition modalities and every part provides its own decision. The final decision is taken by considering the unimodal decision through an -AND‖ operator. No experimental results have been reported for recognition performance.
Aguilar et al.
[21] proposed a multibiometric method using a combination of fast Fourier transform (FFT) and Gabor filters to enhance fingerprint imaging. Successively, a novel stage for recognition using local features and statistical parameters is used. The proposed system uses the fingerprints of both thumbs. Each fingerprint is separately processed; successively, the unimodal results are compared in order to give the final fused result. The tests have been performed on a fingerprint database composed of 50 subjects obtaining FAR = 0.2% and FRR = 1.4%.
Subbarayudu and Prasad [22] presented experimental results of the unimodal iris system, unimodal palmprint system, and multibiometric system (iris and palmprint). The system fusion utilizes a matching scores feature in which each system provides a matching score indicating the similarity of the feature vector with the template vector. The experiment was conducted on the Hong Kong Polytechnic University Palmprint database. A total of 600 images are collected from 100 different subjects. In contrast to the approaches found in literature and detailed earlier, the proposed approach introduces an innovative idea to unify and homogenize the final biometric descriptor using two different strong features-the fingerprint and the iris. In opposition to [23] , this paper shows the improvements introduced by adopting the fusion process at the template level as well as the related comparisons against the unimodal elements and the classical matching-score fusion-based multimodal system. In addition, the system proposed in this paper has been tested on the official fingerprint FVC2002 DB2 and iris BATH databases [18] , [24] .
III.
MULTIMODAL BIOMETRIC IDENTIFICATION SYSTEM
In this paper, we introduce a frequency approach [17] , to generate a unified homogeneous template for fingerprint and iris features. In greater detail, the proposed approach performs fingerprint matching using the segmented regions (Regions Of Interests, ROIs) surrounding fingerprint minutia points [11] . On the other hand, iris preprocessing aims to detect the circular region surrounding the iris [5] . As a result, we adopted a algorithmbased codifier to encode both fingerprint and iris features, obtaining a unified template. Then we obtain matching score of individual biometric. Successively, the HD on the fused template has been used for the similarity index computation [12] . In this structure of multimodal biometric identification system, two biometric models have been fused. 1. Fingerprint Recognition 2. Iris Recognition Each individual biometric model has to go under different level of processing like Preprocessing, Normalization, Feature Extraction and Matching to get proper Matching score of both biometric individually and we apply fusion technique at matching score level with obtained matching score. The system can work either sequentially or parallel.
Fingerprint Recognition
Fingerprint recognition is the most consistent biometric modality in use, The main reason behind the use of fingerprint biometric is that it is the most proven technique to identify the individual. Digital fingerprints are more convenient and less disturbing than most of the other biometric methods and they are already accepted as an immutably single identifier. The fingerprint is basically the combination of ridges and valleys on the surface of the finger. However, revealed by rigorous research on fingerprint recognition, fingerprints are not distinguished by their ridges and furrows, but by Minutia, which are typical points on the ridges [11] . There are several minutia types: Termination (the immediate ending of a ridge), Bifurcation (the point on the ridge from which two branches derive),Island (a ridge that commences, travels a short distance and then ends), Ridge enclosures (a single ridge that bifurcates and reunites shortly afterward to continue as a single ridge), Spur (a bifurcation with a short ridge branching off a longer ridge), Crossover or bridge (a short ridge that runs between two parallel ridges) [11] [7] . In this paper only two types of minutia points are take into consideration, which are termination and bifurcation. The major steps involved in fingerprint recognition using minutiae matching approach after image acquisition are:
1. Image Enhancement 2. Minutiae Extraction 3. Matching
Image Enhancement
A fingerprint image is corrupted due to various kinds of noises such as creases, smudges and holes. It is almost impossible to recover the true minutia points from the unrecoverable regions The fingerprint image is enhanced to make it clearer for easy further operations by increasing the contrast between ridges and furrows [15] . Image enhancement algorithm is used to improve the clarity of ridges/valley structures of fingerprint images in recoverable regions and to mask out the unrecoverable regions [11] . For this, we adopted an image normalization step using the arithmetic average M of the image gray levels and its variance V [12] .
Minutia Extraction
The endings and bifurcations of the fingerprint images are known as the minutia. The most commonly employed method of minutiae extraction is the Crossing Number (CN) concept. The minutiae are extracted by processing the whole image pixel by pixel using a 3x3 matrix with the centre element being the focus of each process [14] . The CN value is then computed, which is defined as half the sum of the differences between pairs of adjacent pixels in the eight-neighborhood [11] . Using the properties of the CN as shown in table, the ridge pixel can then be classified as a ridge ending, bifurcation or non-minutiae point [7] . For example, a ridge pixel with a CN of one corresponds to a ridge ending, and a CN of three corresponds to a bifurcation. The Crossing Number (CN) method is used to perform minutiae extraction [11] . This method extracts the ridge endings and bifurcations from the skeleton image by examining the local neighborhood of each ridge pixel using a 3*3 window [11] . The CN for a ridge pixel P is given By, where Pi is the pixel value in the neighborhood of P. For a pixel P, its eight neighboring pixels are scanned in an anti-clockwise direction as follows:
After the CN for a ridge pixel has been computed, the pixel can then be classified according to the property of its CN value. A ridge pixel with a CN of one corresponds to a ridge ending, and a CN of three corresponds to a bifurcation [11] . For each extracted minutiae point, the following information is recorded:  x and y coordinates,  Orientation of the associated ridge segment, and  Type of minutiae (ridge ending or bifurcation).
Fig 3. a) 1 Corresponds Ridge ending b) 3 Corresponds Bifurcation
However, there are a few cases where the extracted minutiae do not correspond to true minutiae points in the original image. In addition, it should be noted that in some cases the bifurcation and ridge ending points can be difficult to distinguish between each other [1] . This method not only increases the processing speed, but also reduces the possible error due to scars or noises in the fingerprint image [3] . Minutia extraction is processed in 4 steps:  Fingerprint ridge thinning  Minutia marking  False minutia removal  Unification of terminations and bifurcations. 
Matching
The minutia match algorithm settles on whether two set of minutia of two fingerprint images belong to the same finger or not .The first step consists in aligning the couple of fingerprint Images to be matched [3] . Thus we choose a minutia from each image and calculate the similarity of the associated ridges [10] . In the matching step, we count the matched minutia pairs of two set of transformed minutia points and we assume identical, two minutia having nearly the same position and direction [3] .
IRIS RECOGNITION
Iris is plainly visible, colored ring that surrounds the pupil which is unique to each individual and remains constant over the life of a person. The iris is the annular ring between the sclera and pupil boundary and contains the flowery pattern unique to each individual. The eyeball has a circular black disk in the center known as pupil. The pupil dilates when exposed to light and contracts in dark. Thus the size of pupil varies with respect to light. There is no detailed correlation between the iris patterns of even identical twins, or the right and left eye of an individual [14] . For our developed approach of iris recognition, the input is an eye image, and the output is the matching score of the iris template. This texture information unique to each individual is extracted from rest of the eye image and is transformed into strip to apply pattern matching algorithm between the database and query images of iris [8] . It compares the difference between a pair of iris representations by computing their Hamming distance using XOR operator [12] . The algorithm consists in 4 steps : 1. Segmentation 2. Normalization 3. Feature Extraction 4. Matching
Segmentation
Iris image must be preprocessed before using it for the recognition purpose since the unwanted data including eyelid, pupil, sclera and eyelashes in the image should be excluded. The preprocessing module for iris was required to perform iris localization, iris normalization and image enhancement [6] . The Iris region is located within the two circles: the iris/sclera boundary and the iris/pupil one. We have used images provided by CASIA (Institute of Automation, Chinese Academy of Sciences) [6] . The images were taken exclusively for the purpose of iris recognition software research and implementation. Infra-red light was used for illuminating the eye, and hence they do not involve any specula reflections. For this reason, we do not proceed for a reflection error's removal. The segmentation step consists in applying Canny edge detection to generate an edge map, to isolate the actual iris region from a captured iris image [5] . In this process, roughly determine the inner and outer boundaries of iris region from iris image ,and then accurately locate the fine boundaries in the iris image with raw resolutions [6] [10] . Image binarization were next used to extract the eyelid edge information. After this process, histogram equalization was used to implement image enhancement. then using circular Hough transform to detect the iris and pupil boundaries and deduce their radius and centre coordinates [13] . As a result parameters are stored: the radius, and (x, y) centre coordinates for both circles [12] . 
Normalization
Once the iris region is successfully segmented from an eye image, the next stage is to transform the iris region so that it has fixed dimensions in order to allow comparison [6] s. The normalization process will produce iris regions, which have the same constant dimensions. The pupil region is not always concentric within the iris region, For normalization of iris regions a technique based on Daugman's rubber sheet model was employed [10] [12] . The centre of the pupil was considered as the reference point, and radial vectors pass through the iris region.
Fig 6. Normalized Iris Image
Feature extraction
The output of the normalization is noise free and is further proceed for feature extraction. In feature extraction, the template which is produced by normalization is converted into binary format for the matching process [1] [6] . Feature Extraction is done by using bit plane slicing method. In order to provide accurate recognition of individuals, the most discriminating information present in an iris pattern must be extracted [13] . Only the significant features of the iris must be encoded so that comparisons between templates can be made. Most iris recognition systems make use of a band pass decomposition of the iris image to create a biometric template.
Matching
The comparison is done between iris codes (IC) generated for database and query images using hamming distance approach. In this approach the difference between the bits of two codes are counted and the number is divided by the total number of comparisons [12] .
where A is the binary vector (iris code) for database image and B is the binary vector for query image while N is the number of elements. This matching score (MS Iris ) is used as input for the fusion module where the final matching score is generated.
IV. FUSION OF IRIS & FINGERPRINT
No individual trait can provide 100% accuracy. Further, the results generated from the individual traits are good but the problem arises when the user is not able to give his iris image due to problem in exposure to light. As eye is the most sensitive organ of human body, the problem becomes severe when there exist some eye diseases. Thus in such a situation an individual cannot be recognized using the iris patterns and the biometric system comes to a standstill. Similarly, the problem faced by fingerprint recognition system is the presence of scars and cuts. The scars add noises to the fingerprint image which cannot be enhanced fully using enhancement module. Thus, the system takes noisy fingerprint as input which is not able to extract the minutiae points correctly and in turn, leads to false recognition of an individual. Thus to overcome the problems faced by individual traits of iris and fingerprint, a novel combination is proposed for the recognition system [5] [10] . The integrated system also provide anti spoofing measures by making it difficult for an intruder to spoof multiple biometric traits simultaneously. Scores generated from individual traits are combined at matching score level using weighted sum of score technique [17] . Sum rule is used for the fusion of iris & fingerprint Matching score. A fusion system consist of two modules fusion and decision module. In the fusion module is well understood that need to normalize scores before combining them, that is seek to transform individual scores from each subsystem before combining [17] . In fact score from each subsystem can be of different nature. To solve this problem, the normalization transforms the score into common range include between 0 and 1 [17] [13] . After that we use score combination method using a simple sum. Combining the average scores is to compute as,
V. CONCLUSION
In this paper we introduced an innovative multimodal biometric identification system based on iris and fingerprint traits. Iris is the unique organ and remains stable throughout the lifetime. Fingerprint is more selective as compare to other biometric. That's why we take these traits. The features are extracted from iris & fingerprint image. Then template is formed & compare with stored one with the help of hamming distance. The Multimodal identification system is fused at Matching level fusion using sum rule at the verification stage. The results show improvements in the fingerprint verification phase and iris segmentation process. The proposed system works fine as it's FAR & FRR. The accuracy of the multimodal system is very high. So that multimodal biometric system has the potential to overcome the limitations of any individual biometric system. The multimodal biometric system provides more security to electronic data and resource access from unauthorized user. The performance of the multimodal biometric identification system shows significant improvement.
