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Abstract | Spaceborne synthetic aperture radar (SAR) systems are used to mea-
sure geo- and biophysical parameters of the Earth's surface, e.g. for agriculture, forestry
and land subsidence investigations. Recently launched and upcoming spaceborne SAR
satellites continue the trend of measuring these parameters on a global scale from space
with continually higher accuracies. Larger frequency modulated chirp bandwidths and in-
creased spatial resolution allow for new and additional information with higher geometric
resolution. One dares to hope that in the near future space borne radar remote sensing
will be the able to contribute to monitoring for earthquake precursors. The use of large
bandwidths, however, causes signal degradation within the ionosphere. Under high solar
activity conditions and at low carrier signal frequency, ionosphere-induced path delays
and Faraday rotation (FR) become signicant for SAR applications. The inuence of the
troposphere becomes relevant given geolocation accuracy requirements of less than 1 m as
obtained e.g. with TerraSAR-X by the German Aerospace Center (DLR).
By means of an in-depth analysis from radar signal propagation through the atmo-
sphere and within a standard SAR system model, this dissertation shows possibilities for
measuring, extracting and correcting propagation eects of the two layers most relevant
to accurate spaceborne SAR measurement: the troposphere and ionosphere. In order
to test and crosscheck both measurements and models, data obtained from TerraSAR-X
along with dierential GPS position measurements of corner reectors (CR) at dier-
ent altitudes were processed for the tropospheric investigations. Measured data from the
Japanese Phased Array L-band Synthetic Aperture Radar (PALSAR), onboard the Ad-
vanced Land Observing Satellite (ALOS), and simulated data from a potential P-band
system were used to examine and simulate the ionospheric eects and to establish space
borne methods for the extraction of ionospheric total electron content (TEC) and FR from
SAR data. Concluding propositions evaluate possible SAR sensor and signal modications
to facilitate corrections.
Zusammenfassung | Weltraumgestutzte Radarsysteme mit synthetischer Apertur
(SAR) werden zur Messung von geo- und biophysikalischen Parametern auf der Erde
benutzt. Beispiele dafur sind die Beobachtung der Erdkruste oder die Messung von
Oberachenveranderungen im agrar- und forstwirtschaftlichen Bereich. Kurzlich ges-
tartete sowie in naher Zukunft geplante Sensoren zeigen einen Trend in Richtung globaler
Messung dieser Parameter vom Weltraum aus. Mit immer hoheren Bandbreiten versucht
man zusatzliche Informationen und Verbesserungen in der geometrischen Auosung zu
erhalten. Man hot sogar, in Zukunft mittels der Radarfernerkundung einen Beitrag zur
Fruherkennung von Erbeben leisten zu konnen. Groe Bandbreiten fuhren jedoch inner-
halb dispersiver Medien wie der Ionospahre zu einer Signalverschlechterung. Bei hoher
Sonnenaktivitat und niedrigen Frequenzen konnen ionospharische Eekte wie Laufzeitver-
zogerungen und Faraday Rotation (FR) fur SAR Anwendungen kritisch werden. Der Ein-
uss der Troposphare muss berucksichtigt werden, wenn Lokalisierungsgenaugkeiten von
unter einem Meter gefordert sind, wie das beispielsweise bei Produkten von TerraSAR-X
des Deutschen Zentrums fur Luft- und Raumfahrt (DLR) der Fall ist.
i
Diese Dissertation zeigt Moglichkeiten zur Messung, Extraktion und Korrektur von
Ausbreitungseekten in den fur weltraumgestutzte SAR Anwendungen massgebenden
Schichten der Atmosphare, der Troposhare und der Ionosphare. Die Grundlage dafur
bilden eine ausfuhrliche Analyse der Ausbreitung von Radarsignalen durch diese Medien
und ein Standard SAR Modell. Um sowohl die Messungen als auch ein Modell bezuglich
der Troposphare zu testen und zu verizieren, wurden TerraSAR-X Daten zusammen mit
dierentiellen GPS Messungen von Corner Reektoren (CR) in verschiedenen Hohenlagen
ausgewertet. Zur Extraktion des Elektronengehaltes der Ionosphare (TEC) und der FR aus
SAR Daten und zur Simulation ionospharischer Eekte und Methoden wurden reale Daten
des japanischen Phased Array L-band Synthetic Aperture Radar (PALSAR) an Bord des
Advanced Land Observing Satellite (ALOS) und simulierte Daten eines potentiellen wel-
traumgestutzten P-band SAR Systems verwendet. Dazu werden Vorschlage hinsichtlich
einer einfachen SAR Sensor - und Signalmodikation ausgearbeitet und zusammenfassend
evaluiert.
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Foreword
The dissertation at hand started out of the blue. What began as a one year research project
of tropospheric and ionospheric inuences on geometric errors of synthetic aperture radar
| a work starting with electrons and trying to reach outer space | gave way to the
evolution of this dissertation. The inherent atmosphere thereby was the Remote Sensing
Laboratories at the University of Zurich.
However, the initial project soon reached a higher energy level when I realized the
potential of regarding the ionosphere not as a sinister foe to radar signals but as a pow-
erful friend. The understanding of interaction between radar waves and ionosphere allows
the measurement of electron content, the explanation of polarimetric distortion, and its
exploitation towards sharper radar images. From this arises better polarimetric object
categorization, measurement of the earth's magnetic eld, and possibly | as some dare
to hope | even prediction of earthquakes and tsunamis.
Accurate radar signal processing combined with classical and quantum physical eects
is interdisciplinary and requires bounds and constants to limit such a project to healthy
levels avoiding a high rate of ionization. Such a constant was Erich Meier. He oered my
ideas an orbit at the SARLab and provided a stable environment to my electrons with
interesting research questions and access to data from the most sophisticated radar satel-
lites available. Together, we thought of intensive simulations and extensive experimental
setups.
A second constant I discovered early on was the Daniel Nuesch coecient. He acted as
both an advisor and a driver to this dissertation. When my electrons threatened to lose
spin, he lashed them on again. When a photon was bringing light to a problem, he was
there to celebrate.
Close-bound project details were governed by the Dave Small factor, guiding me with
many helpful hints and advice, while the universitarian laws of nature were overseen by
Klaus Itten, accepting me as his doctoral student. When Klaus Itten handed the sceptre to
Michael Schaepman while I was on the home stretch, both granted me an interference-free
dusk orbit. Together, they set the limits wherein this dissertation could grow and reach
its full potential.
To fully describe the processes and developments this dissertation has seen, perturba-
tion theory is needed. I choose to describe it as the SARLab eect | an environment of
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individuals highly curious and strongly free-spirited, working together in an atmosphere
of mutual helping and an ionosphere of academic freedom. Whether during scientic dis-
cussions or immature jokes, we were spinning at a strong momentum. On the various
electron shells, there were Maurizio, Oti, Felix, Dani as well as Christophe, Jorg, Max,
Noldi, Schubi and Zubi. In the department, much appreciated atomic links existed to
Dubingo and Ben. Total electron content and monetary support was provided by armasu-
isse and its researchers Peter Wellig and Konrad Schmid, while the complete ionosphere
was only held together by cooperation with fellow scientists across the world as well as
many unknown or unidentied molecules.
Finally, I would like to mention my atomic nucleus, those closest to me, who kept with
me at all times. You know who you are.
Zurich, April 2009
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Chapter 1
Introduction
This dissertation aims to contribute to atmospheric research in combination with radar
remote sensing applications. Global observation and measurement of atmospheric pa-
rameters help understanding of geophysical processes. A major problem, for example in
assessing the global carbon cycle, is the state of understanding of the terrestrial ecosystem.
Improvements to understanding are expected in the future from measuring the change of
the Earth's biomass in a time series.
One way to possibly measure biomass on a global scale is by Earth observation with
satellites. Good estimates of forest biomass can be obtained from synthetic aperture radar
(SAR) at lower frequencies [1]. However, the performance of a spaceborne SAR system
is often signicantly degraded by the eects of the atmosphere. In order to avoid these
problems, model, or better yet correct them, it is necessary to estimate the atmospheric
state before or during a data take. Methods enabling measurement of the most relevant
atmospheric parameters are the subject of this work.
The introduction is meant to provide background knowledge to round out the journal
contributions that follow in Chapters 2 to 4. Therefore, it does not claim to entirely cover
all propagation eects in the atmosphere. Continuative directions for a more complete
overview of atmospheric eects are given in the references listed at the end of each chapter.
1.1 Electromagnetic Wave Propagation and SAR
Operational synthetic aperture radar processing usually does not include consideration
and handling of propagation eects caused by atmospheric layers. The recently launched
Advanced Land Observing Satellite (ALOS) satellite with the on-board Japanese Phased
Array L-band Synthetic Aperture Radar (PALSAR) instrument or the TerraSAR-X (TSX)
sensor as well as up-coming sensors show the trend to high-bandwidth or high-resolution
SAR systems in space. Atmospheric eects that were negligible earlier become relevant
with their increased accuracy requirements.
This chapter deals with the principal basics to derive and correct propagation eects
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like path delay, Faraday rotation (FR), and ray bending in media like the atmosphere.
Estimation of path delays, FR, and ray bending through the atmosphere requires knowl-
edge of the refractive index n of the media in order to assess the propagation velocity
and - paths which dier from free space propagation. The most signicant propagation
eects on radar remote sensing of the Earth are caused mainly by the ionosphere and the
troposphere. The derivation of the refractive index for both parts of the atmosphere is
based on dierent physical characteristics and will be discussed in separate chapters.
After a general introduction to the atmosphere, electromagnetic wave propagation
therein, derivation of the refractive index, and models that can be used for a simulation
of these eects are outlined. Other major propagation eects like attenuation and noise
sources are shortly summarized at the end of the chapter.
1.2 Structure of the Atmosphere
Electromagnetic waves propagating through the atmosphere experience modication of
their signal velocity and direction. The extent of these delays depends on the character-
istics of the atmosphere's layer. In general, the atmospheric layers can be divided into
troposphere, stratosphere, mesosphere and ionosphere. The following exosphere forms the
transition to outer space and the magnetosphere keeps the ionised gases located around
the Earth.
Fig. 1.1a) and b) illustrate the location and some characteristics of the most important
layers. The troposphere is the lowest part of the atmosphere and stretches up to a height
of about 11 km. The local temperature in the troposphere decreases nearly linearly at a
rate of 6.5 C per kilometer to a minimum of about -50 C. Following the troposphere,
the stratosphere extends to an altitude of about 50 km where the temperature rises to
+50 C. In the mesosphere, at heights between 50 and 80 km, the temperature decreases
to about -120 C followed by the thermosphere where temperature climbs to upward of
+1500 C. These spheres are all mainly characterised by their temperature behavior.
The area where the ionosphere is located is at heights between 80 and 1200 km and is
characterised by the number of ionised electrons. The number of free electrons interacting
with the traversing signal causes a path delay that depends on the signal's frequency.
Frequencies below a critical frequency (cut-o frequency) are, as illustrated in Fig. 1.1a),
reected. The cut-o frequency depends mainly on the density of the ionospheric layers
present. Usually, the cut-o frequency is around 30 MHz. This behavior is used by
ionospheric radar sounders for tomographic measurements of the lower ionosphere. Data
transfer applications use this eect for long distance communications where the radio wave
travels in zig-zag form between the Earth's surface and the ionosphere.
Topside sounding of the ionosphere is done by satellites [2]. Frequencies above the
cut-o traverse the ionosphere and experience path delays that progressively decrease in
magnitude at higher frequencies. This frequency dependent (dispersive) behavior is mea-
sured by dual-frequency receivers of the Global Positioning System (GPS) to correct path
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Figure 1.1: Structure of the atmosphere. a) Structure and wave propagation through the atmo-
sphere, b) distribution and density of ionospheric layers during a day and the seasons, modied
from [2].
delays and also map global total electron content (TEC) [3]. Due to the inhomogeneity
of the layers, the ionosphere is subdivided into the layers D, E, F1, and F2. The layers
are successively named and located according to their daytime electron density status.
Maximum electron density is in the layer closest to the sun, the F2 layer. At night, the
lower D and E layers can completely disappear due to recombination of electrons and
ions [4]. Additionally, dierences between seasons can be observed. Fig. 1.1b) illustrates
this behavior. The following chapters focus on the troposphere and ionosphere, as these
layers are most relevant for spaceborne radar applications.
1.3 Waves in Media
Electromagnetic waves propagating through nonconducting media can be described by
Maxwell's eld equations which formulate the generation of electric and magnetic elds
by electric charges and currents and their interactions [5]. They are used to describe the
macroscopic behavior of time- and location-dependent elds in dielectric media like the
atmosphere. Maxwell's equations are fundamental to retrieval of the refractive index of
the atmospheric layers, the radar wave propagation velocity, and the polarisation rotation.
The complete set of equations within a continuous medium is listed in Appendix A.1.
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Figure 1.2: Estimation of path delay in the atmosphere. s0 describes propagation at vacuum
conditions and sm within a medium having refractive index n. z describes the eects of refraction
on the zenith angle z.
1.3.1 Refractive Index
The propagation path of electromagnetic waves in media can also be described by Fermat's
principle [6]. A radio wave propagates on the path s that results in a minimal run-time
t = min
Z
path
dt =
Z
path
ds
v
= min: (1.1)
The propagation velocity v can be calculated from
v =
c0
n
(1.2)
where c0 is the speed of light in vacuum. Using 4.2 in 1.1 produces
t0 =
1
c0
Z
path
n ds = min: (1.3)
Using 1.3, the dierence between the propagation path length s0 in vacuum and the prop-
agation path in a medium sm caused by refraction can be estimated by multiplying their
run-times tm; t0 with the vacuum speed and subsequent subtraction. Fig. 1.2 illustrates
this situation (for n = 1 the path goes directly from 0 to the target). There are two
contributions to the path delay. The larger distance the radar waves travels is caused by
ray bending, while a further delay is caused by a lower propagation speed. These two
contributions are expressed in [6]
s = sm   s0 = c0tm   c0t0 =
Z
path
n ds 
Z s
0
ds =
=
Z s
0
(n  1) ds| {z }
 path caused by  run-time
+
Z
path
n ds 
Z s
0
n ds

| {z }
path caused by ray bending
; (1.4)
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where the rst term on the right side of the second line describes the path delay contri-
bution caused by the run-time delay and the second term the contribution caused by ray
bending. Estimation of ray bending caused by refraction can be derived using Snell's law
and its derivation
n sin z = const: (1.5)
sin z dn+ n cos z dz = 0: (1.6)
where z describes the zenith angle. Using the simplications n  1; z  90, horizontal
refraction  0 and ray bending on a circular path, the angle of refraction z in Fig. 1.2
can be approximated [6] by
z =
kn
2R
s; (1.7)
where R is the radius of the Earth, kn =  Rdndh is the refraction coecient and h the
height of the source. More details on the theory of refraction and ray bending within the
atmosphere can be found in [6], [7].
1.3.2 Phase Velocity, Group Velocity and Front Velocity
Spaceborne imaging radar systems used in remote sensing transmit modulated pulses to
improve resolution in range at a manageable peak power. The most commonly used
method is a linear frequency modulation of the pulse referred to as a chirp. In vacuum,
each frequency within the chirp travels at the same speed. Under ionospheric conditions,
propagation of the chirp pulse is dependent on the frequency. The propagation speed of
the pulse can then be described by the velocities:
front velocity vfront: describes the velocity of the travelling wave front (areas of identical
amplitudes)
vfront = lim
k!1
!(k)
dk
;
phase velocity vphase: describes the velocity of a constant phase within the pulse
vphase =
!
k
;
group velocity vgroup: describes the velocity the envelope of the pulse travels
vgroup =
d!
dk
;
where k is the wave number and ! the angular frequency. For illustration, Fig. 1.3 shows
a monochromatic wave under regular dispersive conditions
 
dv
d
> 0

, comparable to the
situation in the ionosphere.  denotes the wavelength of the radar pulse. The red point
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Figure 1.3: Illustration of front, group and phase velocity under regular dispersive conditions
for a monochromatic pulse. Information travels with the speed of the envelope. tfront, tphase,
tgroup, and tvacuum denote the runtime of the wave front, phase, its envelope, and under vacuum
conditions respectively. Time dierences between vacuum propagation and the phase or group
delay are denoted tphase and tgroup respectively.
marks the group velocity and is dened to be at the center of the envelope. The phase
velocity, illustrated by the blue circle, returns faster to the state of constant phase com-
pared to vacuum propagation and the propagation of the envelope. For a monochromatic
wave, the front velocity corresponds to the group velocity. For a linear frequency modu-
lated pulse, the front velocity depends on the chirp bandwidth and form. This behavior
is discussed in Chapter 4 in greater detail.
1.3.3 Ionosphere
The ionosphere is characterized by the existence of free electrons and ions that dene
the refractive index in this area. Ionisation is caused mainly by solar ultra violet (UV)
radiation and X-rays. Therefore, the degree of ionisation varies with local time and solar
activity. Fig. 1.4a) shows a typical progression of the daily TEC in winter (for Hailsham in
Europe). In 1.4b) an example of a global ionospheric map (GIM) is shown. TEC species
the number of free electrons in a column of 1 m2 along the measurement path. TEC
units (TECU) are 1016 electrons per m2. Maximum TEC values are usually measured
around the geomagnetic equator between 12:00 and 16:00 local time. TEC levels at solar
maximum can rise to over 150 TECU. The daily curve progression in summer does not
normally have such a distinct maximum. The higher O2=N2 concentration in winter could
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Figure 1.4: Typical progression of a) daily TEC measured at Hailsham, UK on November 2003
and b) global ionospheric TEC map measured on March 2006.
be one reason. More details on possible mechanisms for seasonal variations can be found
in [8, 9]. Fig. 1.4b) shows a snapshot at 12:00 UTC in March 2006. Although 2006 was
near the minimum of the solar cycle, TEC levels adjacent to the geomagnetic equator
rose up to 45 TECU. The notably lower TEC values along the geomagnetic equator itself
are a typical observation called equatorial ionisation anomaly (EIA). EIA is a result of a
vertical ~E  ~B drift of ionised electrons in the F-layer followed by a downward diusion
in northern and southern directions along the geomagnetic eld (fountain eect). This
eect causes regions of higher ionisation at latitudes  17 adjacent to the geomagnetic
equator [10{13].
A good indicator for the solar activity is the sunspot number or the solar ux, measur-
ing the solar radio eld intensity at the wavelength 10.7 cm (2800 MHz). Fig. 1.5 shows
the statistics of sunspot numbers over the last 50 years. The 11-year solar cycle is clearly
visible. At the end of 2007, the change from solar cycle number 23 to 24 began. Prediction
of future solar cycles is a research topic in its own right. Current estimates predict that
solar cycle 24 will be 30%   50% higher than solar cycle 23 [14]. Spectral analysis of
sunspot number time series showed repeating frequencies of 80 years, 22 years, 11 years
and 27 days which are caused by the solar rotation [21]. Another typical observation is
that the rise time is shorter than the time from solar maximum to solar minimum. A
more accurate method for solar activity prediction than counting sunspot numbers is the
measurement of UV- and X-ray emissions from the sun. These parameters are usually used
by ionospheric models to predict TEC levels in the near future. Not visible in the above
gures but also of importance for e.g. GPS measurements are ionospheric scintillation
eects that mainly arise from electron density uctuations in the E and F region or in the
solar wind. Other anomalies are reported e.g. 5 days prior to an earthquake [17]. These
anomalies also refer to changes in the Earth's magnetic eld [18]. Current SAR systems
are not sensitive to those magnetic eld variations.
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Figure 1.5: Sunspot numbers and maximum TEC values, modied from [16].
Time series of TEC measurements showed that TEC is mainly aected by the period-
icity due to the
 solar cycle
 annual variation
 semi annual variation
 lunation cycle
 diurnal variations [21].
Measured global TEC maps are obtained operationally from a global network of over 200
GPS stations. The center for orbit determination in Europe (CODE) generates global
TEC maps on a bi-hourly basis. These values have been collected since 1995 and can be
downloaded in the IONosphere map EXchange (IONEX) format from the University of
Berne [19]. TEC levels are estimated in 0.1 TECU for a vertical line of sight relative to
the Earth's surface at a grid spacing of 5 in longitude and 2.5 in latitude. Figure 1.6
juxtaposes yearly TEC maxima and mean TEC with corresponding sunspot numbers. The
mean annual maximum took place during 2002, corresponding to the saddle of maximum
TEC in 2002. Comparing the mean sunspot numbers to mean TEC at the solar maximum
in 2000 shows a ratio of 4.1. The ratio in the other years decreases to 3. Fig. 1.7 to Fig. 1.8
show the yearly mean TEC levels for 1996 to 2007 at 12:00 UTC over a complete solar
cycle. One can see how the maximum TEC rises at the equator in the years 2000 to 2002
from 30 TECU to over 150 TECU. Low-frequency radar remote sensing in these areas and
under these conditions could experience a complete signal loss. For an in-depth study on
TEC statistics the reader is referred to [20,21].
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Figure 1.6: Mean sunspot numbers and corresponding TEC values
1.3.3.1 Refractive Index of the Ionosphere
To derive the refractive index, the results of the equation of motion of an electron are
compared with Maxwell's equations. The results within the medium are derived for each
component of the electric eld and can be solved for the refractive index. Within the
inuence of the Earth's magnetic eld, the ionosphere can be treated as an anisotropic
medium resulting in birefringent propagation of radar waves. Under these conditions, a
starting point for the estimation of the refractive index in the ionosphere according to [21]
is the equation of motion of an electron. The equation of motion in this case is composed of
contributions from the Coulomb force, the Lorentz force and the frictional force induced by
the collision of electrons and heavy particles. After some conversions and simplications,
the equation of motion results in the Appleton-Hartree equation [21,22]
n2 = 1  X
(1  jZ)  Y 2T
2(1 X jZ)

Y 4T
4(1 X jZ)2 + Y
2
L
1=2 (1.8)
where
X =
!2N
!2
; Y =
!H
!
; Z =

!
YL =
!L
!
; YT =
!T
!
: (1.9)
!N is the angular plasma frequency,  the electron collision frequency, !L and !T are the
longitudinal and the transverse components of the angular gyrofrequency of the magnetic
eld. More details on the conversions and simplications in order to derive the Appleton-
Hartree equation are provided in Appendix A.2.
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Figure 1.7: First half of complete 11-year solar cycle.
1.3.3.2 Ionospheric Path Delay
The Appleton-Hartree equation approximates the refractive index of the ionosphere. The
refractive index is used to estimate ionospheric path delays in comparison to vacuum
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Figure 1.8: Second half of complete 11-year solar cycle.
propagation. A common further simplication is approximation of the quotient electron
collision frequency and sensor frequency f with Z = 
2f
 0 and also to neglect the
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magnetic eld components YL and YT reduces Eq. 1.8 to
n =
p
1 X =
s
1  f
2
N
f2
; (1.10)
where fN is the plasma frequency which varies using Eq. A.13 after
f2N =
Nee
2
el
42"0me
= 80:56Ne [electrons/m
3]: (1.11)
eel is the charge of an electron, me is the electron mass, "0 is the electric permittivity, and
Ne is the electron number density. The second term in Eq. 1.10:
p
1  f 2N=f2 corresponds
to a binomial series with negative exponent of the form:
(1 x) m = 1mx+ m(m+ 1)
2!
x2  m(m+ 1)(m+ 2)
3!
x3 + ::: for m > 0; jxj < 1:
(1.12)
Insertion in Eq. 1.10 and neglecting terms of higher order results in the phase refractive
index nphase:
nphase =
s
1  f
2
N
f 2
= 1  f
2
N
2f2
+ :::  1  f
2
N
2f2
= 1  40:28
f 2
Ne: (1.13)
The modulated radar wave travels with the group velocity. Therefore also the group
refractive index is of interest when estimating the path delay. As illustrated in 1.3.2, the
group refractive index diers by the same amount from vacuum propagation as the phase
refractive index but with opposite sign, as the envelope travels with a speed lower than
light. The group refractive index may be estimated using
ngroup = 1 +
40:28
f 2
Ne: (1.14)
This approximation of the group refractive index is usually used to estimate the prop-
agation path and velocities through the ionosphere. Dierences between the free space
propagation are calculated for spaceborne radar applications as a two-way path delay.
Using Eq. 1.4 and Eq. 1.14, the ionospheric path delay can be approximated to
s =
Z s
0
(n  1) ds| {z }
 path caused by  run-time
+
Z
path
n ds 
Z s
0
n ds

| {z }
path caused by ray bending
=
40:28
f 2
Z s
0
Ne ds+
Z
path
1 +
40:28
f 2
Ne ds 
Z s
0
1 +
40:28
f 2
Ne ds

=
40:28
f 2
TEC0 +

sm +
40:28
f2
TECm   (s0 + 40:28
f 2
TEC0)

 40:28
f 2
TEC; (1.15)
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Figure 1.9: Ionospheric path delay depending on radar frequency, modied from [20]. O-nadir
angle contributions are approximated by the factor 1/cos(o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where the approximations
TEC =
Z
path
Ne = TECm  TEC0 (1.16)
for the TEC along the line of sight TEC0, the TEC along the path in the medium TECm
and the propagation path
sm  s0 (1.17)
were made. The contribution to the path delay resulting from ray bending is therefore
usually neglected in these calculations, and TEC along the path is approximated with the
TEC along the line of sight. Fig. 1.9 illustrates estimated ionospheric path delays from
Eq. 1.15 for typical radar frequencies and o-nadir angles.
1.3.3.3 Derivation of Faraday Rotation
The polarisation rotation of a radar wave in the presence of a magnetic eld can be
described by splitting up a linearly polarised wave into two circular polarized waves E+; E 
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rotating in opposite directions. As these waves travel along separate paths each wave
sees a slightly dierent refractive index. The refractive index for each component can
be estimated from the Appleton - Hartree equation in Eq. 1.8. In this case, only the Z
component and the transverse magnetic eld component YT can be neglected. The parallel
magnetic eld component YL induces the polarisation rotation. Under these assumptions
Eq. 1.8 reduces to
n2 = 1  X
1 YL : (1.18)
From Eq. 1.18 it is obvious that there exist two dierent refractive indices for the two
possible directions of rotation. Limiting value examination of both possibilities after [23]
showed that the + sign in Eq. 1.18 is related to left-handed counterclockwise rotation along
the direction of the wave and the   sign describes the rotation in the opposite direction.
Insertion of the refractive index in the electric eld components and estimation of the
phase derivative d'
dz
leads to the polarisation rotation a radar wave experiences along a
distance traveled through the ionosphere. The polarisation rotation in the z direction can
then be described as
d'
dz
=
!2N!L
2!c0
=
e3elNeYL
2"0m2ec0!
2
: (1.19)
For wave propagation through a plasma with electron number density Ne and a parallel
magnetic eld YL, the FR of the wave can be estimated from the dierence
' = 'stop   'start = e
3
2"0m2ec0!
2
Z
path
NeYLdz =
2:365  104
f 2
Z
path
NeYLdz: (1.20)
where 'start and 'stop describe the phase of the electromagnetic wave before entering and
after leaving the dispersive medium. A more detailed version of the derivation of the
polarisation rotation using the propagation properties of the electric eld together with
the combined refractive index is shown in Appendix A.3. A more in-depth derivation of
FR in the ionosphere can also be found in [21,24]. A good survey of ionospheric eects in
space-based radar can be found in [3].
1.3.4 Troposphere
Remote sensing of the troposphere with spaceborne SAR is mainly done using interfero-
metric measurements. The data derived from the dierence of two measurements shows
the variations in refractivity caused by the atmosphere. At C-band frequencies or higher,
and under solar quiet conditions, ionospheric contributions can often be neglected. Path
delay dierences caused by the refractivity variations then depend mainly on the state of
the troposphere. Refractivity variations in the troposphere are caused by spatial hetero-
geneities in water vapour, variations in liquid water, temperature, and air pressure. Air
pressure and temperature variations can be minimized by using acquisitions with short
temporal separations. Radar remote sensing can therefore be used to test dynamic tro-
posphere models, especially small-scale water vapour and mesoscale shallow convection
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(MSC). From these observations, predictions of cloud development and precipitable water
content can be made [24,26].
1.3.4.1 Refractive Index of the Troposphere
Propagation of electromagnetic waves in the troposphere also depends on the refractive
index. As the troposphere is a non-ionized or neutral part of the atmosphere, there is
no frequency-dependent behavior of the index caused by interactions with free electrons.
The refractive index depends mainly on the parameters air pressure, temperature and
water vapour, and is usually divided into a hydrostatic (dry), a wet and a liquid part. Its
refractive index can be divided into three components:
ntropo = nhyd + nwet + nliq; (1.21)
where nhyd is the hydrostatic component referred to a standard atmosphere in hydrostatic
equilibrium. The wet component nwet accounts for the water vapour e in the atmosphere,
and the liquid component nliq considers liquid water content including clouds and droplets.
These refractive indices are estimated on a semi-empirical basis. In the following, a com-
mon transformation N = (n   1)106 is used for the scaled up refractivity relative to the
free space refractivity n = 1.
The contribution of the hydrostatic component is the most relevant (according to
impact) and depends on the air pressure P [hPa] and the temperature T [K] after
Nhyd = k1
P
T
; (1.22)
where k1 = 77:6 [K hPa
 1] is a refractive constant estimated from measurements [28]. The
wet component can be estimated from
Nwet = k
0
2
e
T
+ k3
e
T
; (1.23)
where k02 = 71:6 [K hPa
 1], k3 = 3:75  105 [K2hPa 1] are again refractive constants and
e [hPa] is the water vapour pressure. The liquid part is estimated from the liquid water
content W [ kg
m3
] of clouds, the permittivity of water "0w and the density of liquid water pliq
as
Nliq =
3W
2pliq
 "0w   1
"0w + 2
: (1.24)
The dierence in refractivity relative to free space propagation, i.e. is the sum of the three
contributions: the tropospheric refractivity Ntropo
Ntropo = k1
P
T
+ k02
e
T
+ k3
e
T
+
3W
2pliq
 "0w   1
"0w + 2
: (1.25)
Based on the refractive index, the contribution of the tropospheric path delay is estimated
in the following section.
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1.3.4.2 Tropospheric Path Delay
The tropospheric path delay is, as its refractive index, divided in the components hydro-
static 	hyd, wet 	wet and liquid delay 	liq. The amount of tropospheric path delay in
nadir direction can therefore be written as
	tropo =
Z
path
Nhyd +Nwet +Nliq ds
= 10 6
Z
path
k1
P
T
ds| {z }
	hyd
+10 6
Z
path

k02
e
T
+ k3
e
T 2

ds| {z }
	wet
+ 	liq|{z}
1cm
: (1.26)
1Using the ideal gas law P = RdT with air density , gas constant Rd, the total surface
air pressure P0
P0 = gm
+1Z
0
(s)ds; (1.27)
and the local gravity gm the hydrostatic path delay can be estimated as
	hyd = 10
 6k1  Rd
gm
P0: (1.28)
For measured surface air pressure, the hydrostatic delay can be predicted with an accuracy
of 1 mm [24]. The wet path delay cannot be modelled as well as the hydrostatic delay. A
widely used approach for zenithal wet path delay approximates the integral in Eq. 1.26 [30]
as:
	wet = 10
 6 
 (k02Tm + k3)Rde0
T0(gm(0 + 1)  0Rd)

 wet (1.29)
with
wet =

1  h
T0
 (0+1)gm
Rd0
 1
; (1.30)
where  = 6:510 3 [K
m
] is the temperature lapse rate, T0 [K] the temperature-, e0 [hPa] the
water vapour pressure above sea level, Tm [K] the mean temperature of water vapour, h
the target's height and  [unitless] the average decrease of water vapour. According to [31],
wet delay also depends on day of year (DOY), receiver latitude and height; they can be
included using the Neill Mapping Function (NMF) as follows. For latitudes  in steps of 15
a look-up table provides mean values for the parameters air pressure, temperature, water
vapour pressure, temperature lapse rate, and decrease of water vapour. Each parameter
mean is adjusted using a cosine function with an amplitude amp specied in the look-up
table to model seasonal variations as
0(; t) = mean   amp  cos
2(DOY  28)
365:25

: (1.31)
1Using Eq. 1.26, a virtual temperature Tv, that is, the temperature when dry air has the same density
as humid air at temperature T, should be used. See e.g. [29]. Due to its small eect this distinction is
neglected here.
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Tropospheric Summer Summer Winter Winter
Path Delay [m] h=0 m h=2500 m h=0 m h=2500 m
O-nadir: hydro 2.34 1.74 2.35 1.7
18.5 wet 0.18 0.06 0.07 0.03
tropo 2.52 1.8 2.42 1.73
O-nadir: hydro 2.66 1.96 2.67 1.94
40 wet 0.2 0.07 0.08 0.03
tropo 2.86 2.03 2.75 1.97
Table 1.1: Typical tropospheric path delays at mid latitudes.
Table A.1 in Appendix A.5 shows examples of these parameters with respect to latitude.
To adjust the parameters with applied seasonal variations for receiver height on the Earth's
surface, the individual models listed in Appendix A.4 can be used. In that model, the
parameters temperature, air pressure and water vapour pressure are most responsible for
changes to the tropospheric path delay. These parameters vary mainly with the receiver's
height. Based on these models, Table 1.1 and Fig. 1.10 illustrate one way tropospheric path
delays at mid latitudes. Fig. 1.10a) and b) are estimations for summer at an o-nadir angle
of 0 in a) and 40 in b). Fig. 1.10c) and d) were calculated for winter condition. While
the hydrostatic delay does not show signicant seasonal behavior, the wet delay changes
noticeably. As expected, larger o-nadir angles produce larger delays and the hydrostatic
delay decreases remarkably with altitude. Height dierences of 3000 m result in path
delay changes of  1 m. This is why one can clearly see the eect of terrain variations
when calculating the tropospheric path delay for a scene. Slant range propagation (sl) is
approximated by dividing 	tropo by the cosine of the incidence angle inc as
	tropo,sl =
	tropo
cosinc
: (1.32)
The tropospheric path delay is usually in the range of 2.3 to 2.7 m for hydrostatic - and 0 to
0.4 m for wet path delay, all one way and zenithal. Fig. 1.11 shows an example of a calcu-
lated one way tropospheric path delay for an ENVISAT ASAR image of Lucerne/Zurich.
In Fig. 1.11a), only the hydrostatic component is plotted. Fig. 1.11b) shows the com-
plete tropospheric delay. Weak dierences are identiable in the bright areas. The wet
delay contribution is mainly a constant with a faintly o-nadir-dependent addition to the
hydrostatic delay in a). In addition, it can clearly be seen that at upper elevations in
the southeast path delay is about 0.5 m smaller than in atter areas in the north. It is
evident that under constant atmospheric conditions, path delay depends mainly on the
surface height [3]. While for precise measured surface air pressure the hydrostatic delay
can be predicted to mm accuracy, the wet delay can only be estimated with an average
standard deviation of  5 cm [19]. The largest wet delay uncertainty is due to the esti-
mation of water vapour pressure. In general, the troposphere is a non dispersive medium
and the path delay depends mainly on the target's altitude and the distance the signal
travels through the troposphere. A longer path between the satellite and the receiver (at
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Figure 1.10: Seasonal and o-nadir-dependent tropospheric path delays. a) and b) are estimations
for summer at varying o-nadir angles (o-nd). c) and d) were calculated for winter.
comparable altitudes) usually causes a correspondingly longer tropospheric path delay.
1.3.5 Propagation Attenuation through the Atmosphere
Power transmitted by the radar antenna is partially absorbed by the atmosphere and
re-emitted as noise. The noise temperature Ta mainly depends on the environmental
temperature Tu and the track attenuation La after [35]
Ta = Tu  (La   1): (1.33)
Atmospheric noise increases with attenuation. Atmospheric attenuation therefore increases
with increasing incidence angle (relative to the troposphere). The minimum for a given
frequency is achieved at nadir (inc = 0
) propagation, the maximum results from a
radiation tangential to the Earth's surface.
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Figure 1.11: Modeled one way tropospheric path delay over Lucerne/Zurich area. In a) hydro-
static component and in b) complete tropospheric component.
Other attenuation eects are caused by absorption and rain. Fig. 1.12a) shows the
attenuation caused by resonance absorption vs. frequency at two dierent heights. Atten-
uation through rain is shown in b). In Fig. 1.12a), curve (1) is the expected attenuation
along the Earth's surface while curve (2) plots the resonance absorption at a height of
9150 m and horizontal wave propagation. Clearly visible are the local maxima caused
by O2 and H2O resonances. Attenuations of 4 to 15 dB/km at the oxygen resonance at
60 GHz lowers the attractiveness of this frequency band to spaceborne radar applications.
A simplied analytical approximation of the curve of absorption starting at 1 GHz up
to 350 GHz is available from the ITU [36]. Attenuation of the radar signal through rain
is illustrated in Fig. 1.12b). While frequencies below C-band are largely insensitive to
rainfall, frequencies starting at X-band can show strong inuences on radar signal propa-
gation within regions subject to heavy rain. The two examples in Fig. 1.13 demonstrate
possible eects of atmospheric attenuation and refraction. Fig. 1.13a) shows an example
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Figure 1.12: a) Mean atmospheric attenuation caused by resonance absorption relative to fre-
quency. Curve (1) is the absorption at the Earth's surface and (2) at h = 9150 m, b) frequency-
dependent attenuation caused by rainfall (modied from [34]).
for a C-band radar. It was recorded by ENVISAT ASAR on June, 18, 2007, over Tan-
zania. The white and dark areas at the lower left of the image clearly show the impact
of refraction and attenuation caused by tropical rain. Fig. 1.13b) became famous as one
of the rst radar images from the high resolution X-band sensor TerraSAR-X. The image
was recorded on June, 19, 2007, west of Volgograd, Russia. Attenuation due to heavy
rain is visible at the upper left. Further propagation eects are less relevant to this work
(e.g. scintillation-, depolarisation eects). Good overviews of these eects are provided
in [3, 34,37].
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a) b)
Figure 1.13: Frequency-dependent attenuation caused by rainfall. a) Envisat ASAR radar image
over Tanzania in June 2007. Courtesy of P. Meadows (BAE). b) TerraSAR-X radar image over
the area west of Volgograd, Russia in June 2007, cDLR [38].
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Abstract
Spaceborne synthetic aperture radar (SAR) measurements of the Earth's surface depend
on electromagnetic waves that are subject to atmospheric path delays, in turn aecting
geolocation accuracy. The atmosphere inuences radar signal propagation by modifying
its velocity and direction, eects which can be modeled. We use TerraSAR-X (TSX) data
to investigate improvements in the knowledge of the scene geometry. To precisely estimate
atmospheric path delays, we analyse the signal return of four corner reectors (CR) with
accurately surveyed positions (based on dierential GPS), placed at dierent altitudes yet
with nearly identical slant ranges to the sensor. The comparison of multiple measurements
with path delay models under these geometric conditions also makes it possible to evaluate
the corrections for the atmospheric path delay made by the TerraSAR processor and to
propose possible improvements.
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2.1 Introduction
The correction of atmospheric path delays in high-resolution spaceborne synthetic aper-
ture radar systems has become increasingly important with continuing improvements to
the resolution of SAR systems surveying the Earth. Atmospheric path delays must be
taken into account in order to achieve geolocation accuracies better than 1 meter. These
eects are mainly due to ionospheric and tropospheric inuences. Path delays through the
ionosphere are frequency-dependent, proportional to the inverse square of the carrier [1,3].
At frequencies higher than L-band under average solar conditions, the major contribution
of the atmospheric path delay comes from the troposphere [3, 3]. The tropospheric delay
is usually divided into hydrostatic, wet and liquid components [4]. The hydrostatic delay
is mainly related to the dependency of the refractive index on the air pressure (i.e. target
altitude) and the wet delay on the water vapour pressure. The liquid delay is due to clouds
and water droplets. While the wet component can be highly variable, the hydrostatic de-
lay normally only changes marginally because of the lack of signicant pressure variations
within the extent of a typical SAR scene [4].
Interferometric radar meteorology produces high resolution maps of integrated water
vapour for investigations in atmospheric dynamics and forecasting [4]. Using that knowl-
edge, global and local atmospheric eects (e.g. vortex streets, heterogeneities, turbulences)
can be detected or even removed using interferometric and multi-temporal data [5{7], or
by inclusion of global water vapour maps from the ENVISAT Medium Resolution Imaging
Spectrometer (MERIS) sensor [8]. In addition to interferometric applications, there is a
growing interest in the correction of atmospheric inuences within a single SAR image.
Especially for SAR geolocation measurements, these atmospheric contributions introduce
'geolocation noise' that without correction causes shifts in geocoded products.
In this paper, the tropospheric path delay was assumed to depend only on the target's
altitude and the local incidence angle of the radar wave. As the variability of the wet
path delay is within 0.3 m [4], the wet delay in the model is based on average atmo-
spheric conditions, maintaining the height- and incidence angle dependencies. Thus, the
contribution of the wet component to the geolocation error should usually be signicant
below < 0.15 m. For comparison and as a reference model, a ray-tracing approach using
current weather data is introduced. A set of TSX data and GPS measurements are used to
verify the results from the model, as well as for comparison with the operational TSX pro-
cessor's own atmospheric correction factors. The ionospheric contributions are estimated
using total electron content (TEC) estimates from the Global Navigation Satellite System
(GNSS) network, and are compared to the processor of the German Aerospace Center
(DLR) estimates provided in the TSX products. Since the TSX operational processor cor-
rects the whole scene in question for the inuence of the atmosphere using average TEC
values, the mean scene height and the nominal mid-range incidence-angle [9], atmosphere-
induced geolocation errors of 1 m are possible in mountainous regions. Together with
DGPS measurements of four on-site corner reectors and the TSX data, the results from
the models and the measurements were cross-validated. A set of six TSX scenes were used
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to compare the operational 'average' atmospheric correction to a model utilizing meteo-
rological data, as well as to a simple altitude-dependent model. While the meteorological
model may not be suitable for operational use, the altitude-dependent model is straight-
forward and easy to implement. A comparison between these approaches and the DGPS
measurements indicates a path toward improvement, especially in mountainous areas.
2.2 Methodology
In the following, six TerraSAR-X Stripmap scenes (30 km x 20 km) containing four
identical corner reectors at altitudes of 570 m (Meiringen/Interlaken) and 3580 m
(Jungfraujoch) were examined. Figure 2.1 illustrates the geometry and location of the
scenes. In order to obtain nearly identical ranges for reectors at dierent o-nadir an-
gles, the reectors closer to nadir are located 3000 m below the reectors farther from
nadir. Locations fullling these requirements were found in Switzerland for the descending
case with a pair covering the Jungfraujoch and Meiringen regions, and for the ascending
case with a Jungfraujoch and Interlaken pair. The arrangement serves two purposes:
(1) The same nominal antenna gain pattern correction is normally applied to two equal-
range reectors. Therefore, dierences in their reected intensities indicate topography-
induced antenna gain pattern correction errors (not investigated within this paper).
(2) The nominal correction scheme for the atmospheric path delay can be tested by
comparing predicted and measured ranges. The range dierences between the high- and
low-altitude reectors help quantify relative dierences in the path delay.
Another interesting side eect is that the average scene height in both congurations is
close to the midpoint between the two reector altitudes. Additional meteorological data
(temperature, water vapour pressure, air pressure) from weather stations near Meiringen,
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Figure 2.1: Observation geometry.
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Interlaken and Jungfraujoch provided further reference information for accurate modeling
of the refractive index and atmospheric path delays.
Though they play only a minor role in this case, ionospheric path delays observed
during the data takes and at the corresponding locations were estimated using the TEC
along the ray path. TEC measurements were obtained from global vertical TEC maps with
bi-hourly temporal resolution. The TEC maps can be downloaded in the IONosphere
map EXchange format (IONEX) from the Center for Orbit Determination in Europe
(CODE) [10].
2.3 Models and Measurements
The following sections provide a brief description of two models used: (a) Raytracer,
and (b) height-dependent. In addition, the measurements made for the estimation of the
atmospheric path delays are described. While the raytracer uses weather data for an
estimation of the path delays with mm accuracy, the altitude-dependent approach should
provide a simplied model to correct path delays with cm accuracy.
2.3.1 Raytracer
The tropospheric delay is estimated on the basis of data provided by a numerical weather
model [11]. Using this information, the raytracing algorithm integrates through the re-
fractivity eld along the path between the satellite and the point on the surface of the
Earth.
The non-hydrostatic local area model COSMO-2 is used as a numerical weather model.
It is operated by the Swiss Federal Oce of Meteorology and Climatology and covers
central Europe. It has a resolution of about 2 km and consists of 60 layers. The bottom
layer follows the terrain, while the top boundary ends at 23589 m above the reference
ellipsoid (WGS84). The model is used for the determination of the refractivity.
The raytracer assumes that the path followed by the ray is equivalent to the shortest
geometrical path between the satellite and the point of interest. It is therefore only
determined by the satellite position and the point of interest, but not by the refractivity
eld. This permits a simple computation of the ray paths. Since the refractivity eld and
its variability decreases with altitude, the length of the integration steps can be enlarged
at upper levels without signicantly reducing the accuracy, saving computation time. The
integration method used is Newton-Cotes quadrature. However, this method has a xed
integration step length. To overcome this constraint, the atmosphere is subdivided into
layers, each with a characteristic integration step size. By xing the number of sampling
points and increasing the thickness of a layer, the section of the ray path within the layer
is lengthened. Consequently, the step size is increased, slightly reducing the accuracy. The
thicknesses of the layers are chosen to cause zenith path delays nearly equivalent to those
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Parameter Value
Scale height hs 7353.0 m
Integration height hn 60000 m
Number of layers n 12
Number of sampling points per layer 12
Table 2.1: Setup parameters for the integration algorithm.
from a standard refractivity atmosphere (see Equation 2.2 and [12]). The boundaries of
the layers are computed by following the recursive formula
hi+1 =  hs log(exp( hi
hs
)  dttot
n
) (2.1)
dttot =
Z hn
h0
exp(  h
hs
)dh (2.2)
where hi is the lower boundary height of the i-th layer (i = 0; : : : ; n  1) and hs the scale
height. The parameter h0 is set to the height of the point of interest and hn to the height
up to which will be integrated. The integration is carried out for each layer, and then the
delays for all layers are added up to obtain the total result.
The refractivity N is usually not a prognostic variable in numerical weather models.
However, it can be calculated from the partial dry air pressure pd (in hPa), temperature
T (in K) and partial water vapour pressure pw (in hPa) using a formula published by
Rueger [13]
N = 77:6890
pd
T
+ 71:2952
pw
T
+ 375463
pw
T 2
: (2.3)
The prognostic variables used in the integration are interpolated at the sampling points.
A multi-linear interpolation method is applied in 4 dimensions (space and time). If a
sampling point is located outside the domain of the weather model, the meteorological
quantities are extrapolated from the values at the boundaries. Points situated above or
below the area of interest are exponentially extrapolated, whereas points located adjacent
to the area of interest are set to the value of the nearest boundary point.
The values of the interpolation parameters are listed in Table 2.1. The free parameter
hs in the exponential function used for estimating the layer thickness is proposed in [12].
The upper bound of the accuracy of the integration algorithm is set to 1 mm. Several
tests were carried out to nd adequate values for the remaining parameters fullling the
accuracy constraints. More details on the accuracy of raytracers can be found in [14,15].
2.3.2 Height-dependent Model
Since the tropospheric delay is most sensitive to altitude, a quick, straightforward and
purely height-dependent approach was derived from standard models including mean es-
timates of the surface air-pressure P0, temperature and water vapour. As mentioned in
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P0;mid T0;mid e0;mid mid mid
1013.25 [hPa] 288.15 [K] 11.691 [hPa] 6.510 3 [K/m] 3 [-]
Table 2.2: Parameters used to model the tropospheric path delay.
the introduction, the tropospheric delay is usually divided into hydrostatic- (	hyd), wet-
(	wet) and liquid- (	liq) components and can be written as [16]:
	tropo = 	hyd +	wet +	liq (2.4)
The hydrostatic component refers to a standard atmosphere (in hydrostatic equilibrium).
The wet component accounts for the water vapour while the liquid component takes into
account the liquid water content (clouds, droplets) along the signal path. Due to its
small contribution (on the order of a mm) 	liq is usually neglected for SAR path delay
estimates [4]. The hydrostatic component 	hyd in the nadir direction can be derived
from [17,18]:
	hyd = 10
 6k1  Rd
gm
P0: (2.5)
where gm is the acceleration due to local gravity, k1=77.6 [
K
mbar
] is a refractive constant,
and Rd=287 [
J
Kkg ] is the ideal gas constant. The wet delay contribution is estimated
using [19]:
	wet = 10
 6 
 (k02Tm + k3)Rde0
T0(gm(+ 1)  Rd)

 wet (2.6)
with:
wet =

1  h
T0
 (+1)gm
Rd
 1
(2.7)
where k02 = 23:3 [
K
mbar
], k3 = 3:75  105 [ K2mbar ] are refractive constants,  = 6:5 [Kkm ] is
the temperature lapse rate, T0 [K] the temperature-, e0 [hPa] the water vapour pressure
above sea level, Tm [K] the mean temperature of water vapour, h the target height and 
[unitless] the average water vapour decrease.
For the generation of a single altitude-dependent estimate of the tropospheric path
delay for SAR applications, the average atmospheric parameters shown in Table 2.2 are
used to determine the coecients of a polynomial that ts the path delay data for heights
h ranging from 0 to 9000 m in a least-squares sense. The resulting approach
	tropo,zenith =
h2
8:55  107  
h
3411
+ 2:41 [m] (2.8)
estimates the tropospheric delay in the zenith direction. The delay in the look direction of
the antenna can be approximated using the nominal incidence angle inc [rad] according
to
	tropo =
	tropo,zenith
cosinc
[m]; (2.9)
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where the incidence angle is calculated using the local height above the ellipsoid. This
approximation of tropospheric path delay is compared later with an average delay cor-
rection and a path delay estimation based on the raytracer using meteorological data as
described above. Figure 2.2 shows a block diagram of the three methods used for the
estimation of tropospheric path delays. Figure 2.2a) illustrates the altitude-dependent
method, Figure 2.2b) the raytracer and Figure 2.2c) the estimation and comparison of
path delays from SAR data and GPS measurements described in the following section
(JJ: Jungfraujoch, MI: Meiringen/Interlaken).
2.3.3 SAR and GPS Measurements
Estimation of atmospheric path delay directly from the SAR data was performed using
precise DGPS measurements of four observed targets (corner reectors) in the images.
The range distance between the DGPS coordinates and the sensor is considered to be the
reference for all estimates. The atmospheric corrections proposed in the TSX annotations,
based on an average reference height (AVG), are applied to the image data (correction
of fast time parameters). Their dierences compared to the GPS measurements provide
relative deviations from the reference range distance. The relative dierences in path
delay estimates between the corner reectors located at dierent altitudes are calculated
in a nal step. These calculations point out varying propagation properties and indicate
possibilities for renement (Figure 2.2c). Ionospheric contributions are also considered,
although they play a minor role at X-band frequencies, especially at the current solar
minimum. Average estimates for their contribution (path delay at 5 TECU) are provided
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in the TSX product annotations [20]. Measured values were estimated using TEC maps
describing spatial variations in TEC values across the Earth. The one-way ionospheric
path delay may be estimated from [21]:
	iono = K  TEC
f 2c
 1
cosinc
(2.10)
where fc is the center frequency of the radar wave, c the speed of light and K = 40:3
m3
s2
is a
refractive constant. The factor 1
cosinc
converts the path delay from nadir to the path at a
particular incidence-angle. Measurements from GNSS networks provide multiple maps per
day, and may be downloaded in a standardized format from the internet [10]. Given the
TEC values together with the corresponding satellite and target positions, the expected
path delay is calculated.
2.4 Path Delay Results
As a rst test, the absolute image localization error for all four corner reectors in each
of the six TSX products was measured. Accurately surveyed DGPS measurements of the
corner reectors were used to predict their range and azimuth positions in each image, and
these predictions were compared to their measured locations. Figure 2.3 shows an example
for the absolute location error estimate for (a) Jungfraujoch, (b) Interlaken (INT) and (c)
Meiringen (MEI). At successive 'zoom' levels, the blue crosses indicate the prediction based
on the GPS measurements, which represent the runtime measurements under ideal vacuum
conditions. These image position predictions were made by solving the Doppler and range
equations [22] using the surveyed target coordinates, together with the precise orbit state
vectors and the image timing annotations [20]. The precise corner reector (phase center)
position in the image was determined by searching for local maxima in the neighborhood
of the strong targets, using complex-FFT oversampling (factor of 50) to obtain sub-sample
accuracy [22]. Results of the following analysis are based on the location error of the two
corner reectors at each test site, both at the same altitude and equidistant to the sensor.
Figure 2.4 shows a scatter plot of all estimated location errors. The blue circles indicate
descending-, the red circles ascending products. While for Interlaken and Meiringen (b) the
range errors are on the order of a cm, for the Jungfraujoch site (a) the range errors increase
to a mean of approximately 0.58 m. Since the TSX tropospheric correction is based on
an average scene height roughly halfway between the test site altitudes (Jungfraujoch and
Meiringen/Interlaken), the expected average location errors in range for the sites would
be expected be approximately of the same magnitude with opposite signs.
In order to estimate the height-dependent path delays for each test site, the range
errors were subtracted from the average range delay (see Table 2.3). As expected, atmo-
spheric delays at the higher altitude of the Jungfraujoch site (	JJ,AVG) are smaller than
at the Meiringen/Interlaken sites (	MI,AVG). The estimated relative dierence in one-way
path delay between both sites has a mean of 0.779 m. Dierences in the descending case
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(a) (b) (c)
JJ INTMEIINT
Figure 2.3: Example of zoomed in and interpolated corner reectors in TSX imagery. The
blue cross indicates the GPS derived position prediction and the strong white target the actual
measured position of the CR in the image.
(a) (b)Jungfraujoch (Mountain) Meiringen / Interlaken (Valley)
−4
−2
0
2
4
Date
∆
 
Ra
n
ge
 [m
]
−4
−2
0
2
4
Date
∆
 
Ra
n
ge
 [m
]
28.4. 9.5. 12.5. 23.5. 11.6. 14.6. 25.6. 28.4. 9.5. 12.5. 23.5. 11.6. 14.6. 25.6.
Figure 2.4: Absolute location error estimations for each testsite. Red circles mark descending
and blue circles ascending geometry. Note: An additional data take is plotted in Figure 2.4(a).
As it was not possible to deploy the CRs in Interlaken at that time, this data take was omitted
in the analysis that followed.
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Predicted Path Delay from Measurement and GPS
A/D Ref.Hgt. inc ?	AVG Rg.JJ Rg.MI 	JJ,AVG 	MI,AVG 	JJ-	MI
D 2163 m 31.2 1.874 m 0.846 m 0.036 m 1.03 m 1.84 m 0.809 m
D 2166 m 31.2 1.873 m 0.818 m -0.064 m 1.05 m 1.94 m 0.882 m
A 1865 m 24.0 1.845 m 0.755 m 0.055 m 1.09 m 1.79 m 0.700 m
A 1827 m 24.0 1.857 m 0.782 m 0.068 m 1.07 m 1.79 m 0.714 m
D 2164 m 31.2 1.874 m 0.646 m -0.091 m 1.23 m 1.96 m 0.737 m
A 1827 m 24.0 1.857 m 0.418 m -0.414 m 1.44 m 2.27 m 0.832 m
Mean Values 1.863 m 0.581 m -0.068 m 1.16 m 1.92 m 0.779 m
Table 2.3: Predicted path delays from measurements and GPS. The Ref.Hgt., inc and ?	AVG
refer to the average scene height, the mid incidence angle and average tropospheric path delay
respectively, as annotated in the TSX products (JJ: Jungfraujoch, MI: Meiringen/Interlaken,
dates are all in the year 2008).
are usually higher in comparison to the ascending cases, as the signal path through the
troposphere was longer, due to the more oblique incidence angle. Results from the height-
dependent model (HM) and the raytracer (RT) use the altitudes and incidence angles
estimated for each corner reector position. The path delays from the TSX annotations
(?	AVG) are used together with the dierences Rg.JJ and Rg.MI to map to the delays
according to the altitude of the testsite. Figure 2.5(a) and (b) show the total tropospheric
path delays (hydro + wet component) estimated from the models, including the results
from the measurements as well as the ionospheric delays. In Figure 2.5(c) the black and
yellow lines show the distribution of air pressure and water vapour during the data takes
in comparison to the wet path delays estimated from the raytracer. Both pressure param-
eters are normalized to the assumptions of the standard atmosphere made in Table 2.2.
Figure 2.5(d) shows the dierences in atmospheric path between the mountain (Jungfrau-
joch) and the valley (Meiringen/Interlaken) testsites and therefore measures the dynamic
of the path delay models at these altitudes. The results from the height-dependent model
are very similar to the raytracer results. An exceptional scene was the data from June
25th (heavy rain) where high water vapour pressure was measured, which signicantly
increased the wet path delay contribution. The path delays estimated from the image as
compared to the GPS measurements are plotted in red, and are less consistent with the
model results, but strongly correlate with the water vapour measurements (Figures 2.5(a)
to (c)). This is unsurprising, as the variations arise from the dierences between these
constant delays and the GPS-measured vacuum propagation (Rg.MI, Rg.JJ). The TSX
average correction does not signicantly vary across the ascending/descending geometries
and therefore causes only a constant shift. From Figure 2.5(a) and (b) it can be seen that
the shifts between the model and the measurements are nearly constant. This suggests
that the tropospheric path delays from the TSX annotations consistently underestimate
the true delays. On the other hand, this shift implies that if the delays from the models
were applied to the TSX image, we would expect an average range shift Rg.MI and Rg.JJ
of 0.7 m across all test sites. It follows that the measurements in Interlaken only per-
2.4. PATH DELAY RESULTS 37
formed with cm accuracy since the underestimated path delay having been compensated
by the overall constant 0.7 m shift.
Path delays caused by the ionosphere were modelled to have been in the cm range.
The average one-way ionospheric delays from measurements are comparable to, although
slightly higher than, the average values provided in the TSX annotations (?	Meas,iono=4.7
cm, ?	AVG,iono=2.5 cm).
The relative dierences of the path delays between the test sites in Figure 2.5(d) can be
considered an indication of the model's ability to capture altitude-dependent variations.
With mean values of ?	HM=0.822 m, ?	RT=0.786 m and ?	AVG=0.779 m, all models
agreed closely.
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Figure 2.5: Modelled and measured atmospheric path delays. Path delays in a) for JJ testsite
and in b) for the MI testsites. In c) wet path delays compared to measured air- and water vapour
pressure (normalized) and in d) path delay dierences between the results of the JJ and the MI
testsites.
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2.5 Discussion and Conclusion
With TerraSAR-X, a civilian spaceborne satellite is for the rst time able to observe the
Earth with a radar resolution on the order of 1 m. At such resolutions, the inuence of the
atmosphere on the geolocation accuracy plays a signicant role and must be taken into
account. Various methods for the correction of these delays can be applied, depending on
the scientic application. In this work, we investigated the range delays predicted by an
altitude- and incidence-angle dependent model, a raytracer and a model which corrects the
path delay as a scene average. Model results were compared for six TerraSAR-X datasets
containing four corner reectors, two at altitudes 3000 m above the others.
We found that the scene-average method signicantly underestimates the tropospheric
delays compared to the raytracer model and the height-dependent polynomial. While the
range location errors for the low-altitude reectors were normally on the order of a cm,
the range errors at the high altitude station were usually over half a meter. The absolute
location error for a scene-average path delay estimate should result in comparable range
errors at equal height osets above and below the average scene height. Our test sites
at Jungfraujoch (3580 m) and Meiringen/Interlaken (570 m) with average scene heights
of 2160 m/1860 m nearly fulllled that condition. When the annotated delays from the
TSX products were replaced by the results from the raytracer for the individual locations,
a nearly constant range shift of 0.7 m was estimated. On the one hand, this indicates
that the corrections from the raytracer are reasonable, yet on the other hand, suggests
an inherent systematic shift of 0.7 m which is still within the specications of the TSX
accuracy requirements.
Since the dynamics of all methods are similar, dierences between the models are likely
due to dierent atmospheric starting positions. The results for the last two acquisitions are
more similar for the various models. The range deviations from the image measurements
and the path delays from the raytracer show that this is probably due to the increased
amount of atmospheric water vapour during these data takes. As a result, the path delay
in the SAR image increases. The standard correction from the TSX annotations does
not take these eects into account. Therefore, the inuence of the higher water vapour
pressure could be directly observed in the changes in the range location errors. In other
words, the larger path delay in the image compensates for the underestimated average
path delay which leads to the observed 'increased' accuracy. Path delay estimates from
the raytracer include the higher water vapour pressure, but probably to a lesser extent, as
the heavy rainfall was observed to be very localized. This might also be seen from its path
delay estimates. Loss of accuracy caused by poor modelling of wet path delay estimation
in such storm events are not expected to exceed 10 to 15 cm.
Separation of the ionospheric delays from the total atmospheric delays also indicates
that the average value from the TSX annotations tends to underestimate the delay es-
timated from the measured TEC maps by a mean of 2.2 cm. Although solar activity
and therefore the ionospheric delay is presently near its minimum, future path delays at
X-band in mid-latitude regions are not expected to regularly exceed 0.30 m.
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Unlike the scene-average model, the results from the height-dependent polynomial are
very close to the raytracer estimates. The height-dependent polynomial would therefore
seem to be a straightforward alternative for operational use. Worse results would be
expected at high latitudes, as the correction is based on a standard atmosphere most
representative of mid-latitude regions. This could be improved relatively simply with
extra terms 'capturing' latitude-induced dynamics. As the raytracer produces the most
accurate results, a correction of the data with this approach would be desirable; however,
operational inclusion of the current weather data is currently not feasible.
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Abstract
The inuence of the atmosphere on a frequency-modulated electromagnetic wave travers-
ing the ionosphere has becoming increasingly important for recent and upcoming low-
frequency and wide-bandwidth spaceborne synthetic aperture radar (SAR) systems. The
ionized ionosphere induces Faraday rotation (FR) at these frequencies that aects radar
polarimetry and causes signal path delays resulting in a reduced range resolution. The
work at hand introduces a simulation model of SAR signals passing through the atmo-
sphere including both frequency-dependent FR and path delays. Based on simulation re-
sults from this model [proven with real Advanced Land Observing Satellite Phased Array
L-band Synthetic Aperture Radar (PALSAR) data], estimation of FR in quad-polarized
SAR data using the given approach is shown for raw, range-compressed and focused radar
images. Path delays and signal chirp bandwidth eects are considered. Investigations dis-
cuss the suitability of raw and compressed data vs. combination of total electron content
(TEC) maps with the Earth's magnetic eld for FR estimation and deduced from a large
number of analyzed PALSAR data sets.
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3.1 Introduction
With the successful launch of the Advanced Land Observing Satellite (ALOS) and the
on-board Phased Array L-band Synthetic Aperture Radar (PALSAR) instrument, syn-
thetic aperture radar (SAR) data at L-band have become available with a relatively wide
bandwidth. Depending on the acquisition mode, the sensor's range chirp bandwidth can
be as high as 28 MHz. However, in high solar conditions, ionospheric path delays and
Faraday rotation (FR) become signicant for wide-bandwidth SAR applications [6]; the
use of large chirp-bandwidths is susceptible to signal degradation that can result in a sub-
optimal resolution and FR may distort or even destroy important information otherwise
available from polarimetric SAR data.
A preliminary study was directed towards how the inuence of the ionosphere on SAR
becomes signicant at low frequencies starting at L-band and lower, and how signal degra-
dation caused by the ionized ionosphere increases with larger chirp bandwidths [2,3]. The
aim here is the development and description of algorithms and system models estimating
ionospheric FR of electromagnetic waves from quad-polarized SAR data. Raw or focused
radar images can be used for the estimation. Based on simulations and proven with real
PALSAR data, the algorithms are based on known techniques for ionospheric total electron
content (TEC) measurements. The electron content is responsible for FR [6]. Additional
inuences of ionospheric TEC such as path delays and signal reception degradation are
considered for the simulations and discussed also in the real data. Once FR and TEC
are known, fully polarimetric data sets can be calibrated and used for polarimetric SAR
analyses. Resolution degradations may also be corrected.
The potential of low-frequency SAR with ionospheric path delays and FR for TEC
measurements has been recognized in [2, 5]. FR eects have been discussed at length
in [6{8]. Corrective methods were treated, e.g., in [9]. Distortion eects are laid out
in [10], [9], [10]. Detection and estimation techniques based on quad-polarized data are
presented in [6,11,12]. A good estimation aids and improves general polarimetric calibra-
tion and validation techniques such as given in [14, 15] to make spaceborne polarimetric
measurements trustworthy for biomass classication and retrieval [16, 17]. In [18], a rst
analysis of PALSAR data considering FR detection is presented.
In Section 3.2, the theoretical background of the ionospheric inuences on electromag-
netic waves is outlined. Section 3.3 introduces the algorithms used for the simulation of
spaceborne SAR data of a point target, including quad-polarization and FR. The inuence
of frequency-dependent radar chirp path delays is explained and added to the simulation.
The simulations are carried out for typical L- and P-band sensor congurations. For the
estimation of FR, the approach of frequency-dependent rotation of a linearly polarized
wave is applied. The simulations are based on point targets, exploiting the information
from quad-polarized data, and are performed using techniques proposed in [6]. Investi-
gations discuss the suitability of raw, range-compressed (RC), and azimuth-compressed
(AC) data for FR estimation. Empirical results obtained from PALSAR scenes are shown
in Section 3.4 together with the calibration steps necessary to acquire them correctly.
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Simulated and real data are compared and discussed in Section 3.5. Possible methods for
properly validating the approaches are suggested. A conclusion with a summary of results,
possible improvements and directions for further research is given in Section 3.6.
3.2 Eects of the Ionosphere
Electromagnetic waves propagating through the ionosphere experience a polarisation ro-
tation of the electric eld vector and a signal path delay that depends on the number
of free electrons Ne along the ray path, the signal frequency f , and the strength of the
magnetic eld parallel to the propagation direction of the wave within the ionized layer.
Entering an ionized medium, a linearly polarized wave can be regarded as a superposition
of two separate counter-rotating circular polarized waves, traveling on slightly dierent
paths with dierent velocities. Leaving the ionized medium, these waves recombine with a
resulting polarisation that is dependent on these propagating eects. The two-way prop-
agation from a satellite to the Earth and back does not compensate for this eect. The
eect is cumulative: FR doubles, as does the path delay [3].
3.2.1 The Earth Magnetic Field and Free Electrons in the Iono-
sphere
A widely used model for the estimation of the geomagnetic eld of the Earth is the In-
ternational Geomagnetic Reference Field model (IGRF). The latest version is the 10th
generation of the model and was released by the International Association of Geomag-
netism and Aeronomy (IAGA) [23]. It is described mathematically by a series of spherical
harmonics, the coecients of which are estimated to order 13. The main eld can be
approximated as a dipole centered within the Earth and caused by electric currents within
the Earth. The magnetic eld is therefore modeled as the negative gradient of the potential
V , and can be written as [23]
V (r; ;  ; t) = R
nmaxX
n=1
(
R
r
)n+1
nX
m=0
(gmn (t) cos(m ) + h
m
n (t)  sin(m ))Pmn () (3.1)
where r is the distance from the center of the Earth,  is the colatitude (i.e., 90 { latitude),
 is the longitude, R is the reference radius of the Earth, gmn (t) and h
m
n (t) are the eld
coecients at time t, and Pmn () are the Schmidt semi-normalized associated Legendre
functions of degree n and order m.
The model's coecients of the spherical harmonic vary in time. Their period of validity
is normally set to 5 years. More details on main-eld modeling can be found in [20, 21].
Fig. 3.1 shows a plot of the nadir component relative to the Earth's center of the global
magnetic eld as modeled by the IGRF10 for June 21, 2007.
48 Chapter 3. MEASUREMENT OF IONOSPHERIC FARADAY ROTATION
Longitude [degrees]
La
tit
ud
e [
de
gr
ee
s]
Global vertical magnetic eld B estimated for June 21st, 2007 at a height of 300 km
 
 
−180 −90 0 90 180
90
45
0
−45
−90
−5
−4
−3
−2
−1
0
1
2
3
4
5
x 104
[n
T
]
Figure 3.1: Eective component of the geomagnetic eld for a nadir-looking sensor. Magnetic
eld as modeled by the IGRF10 for June 21, 2007.
3.2.2 FR
The polarisation rotation of the E-eld vector of an electromagnetic wave traveling through
the ionosphere is called FR as mentioned in the introduction. It depends on the total
electron content along the ray path, its wavelength, and the Earth's magnetic eld. From
Fig. 3.1, it may be seen that there is no FR at the geomagnetic equator for a nadir looking
sensor conguration. If the geomagnetic eld is not zero, the wavelength-dependency of FR
causes the low-frequency parts of a received radar chirp to be more strongly rotated than
high-frequency parts. As a result, a single-polarized sensor conguration will receive|
discernible for a point target|an apparently frequency-dependent change in amplitude of
the transmitted chirp in the presence of FR.
Generally, FR depends on the total electron content and the magnetic eld along the
path and may be estimated from [7,9] as

 =
2:365  104
c2
 2 Bjj
hZ
0
Ne dh (3.2)
 2:365  10
4
f2
 VTEC  1
cos 
Bjj
where Bjj is the mean parallel magnetic eld in the line-of-sight of the sensor within the
ionized layer, c the speed of light,  the wavelength of the radar wave, VTEC the vertical
total electron content and  the o-nadir angle of the observation. The factor 1= cos 
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converts the vertical electron content to the electron content along the ray path. The
commonly used zenith angle of the radar wave at the sub-ionospheric point was therefore
approximated by the satellite's o-nadir angle. VTEC may be estimated using global
ionospheric maps (GIM) from the Center for Orbit Determination in Europe (CODE) [22].
 may be obtained for each image location in a product from the sensor data annotations
for most currently active SAR satellites. Finally, the parallel magnetic eld was obtained
at a height of 300 km from the IGRF10 model presented in the previous Section 3.2.1. As
the strength of geomagnetic eld varies slowly at ionospheric heights, a reference mean
value is commonly estimated for a set reference height between 300 km and 450 km [9].
3.2.3 Chirp Signal Path Delay
According to Hanssen [24], electromagnetic waves propagating through the ionosphere are
delayed by
tiono =
K
c
 TEC
f2c
(3.3)
where TEC is the total electron content along the signal path and K = 40:28m
3
s2
is a
refractive constant. This means that for a down-chirp (e.g., PALSAR chirp) and a two-
way propagation from satellite to Earth and back, the pulse is shifted between
tshift min =
2
c
K  TEC
f 2start
(3.4)
tshift max =
2
c
K  TEC
f 2stop
: (3.5)
For a linearly frequency modulated chirp, these shifts imply a change in the chirp rate
and, therefore, a change in the length of the transmitted pulse. In a precise simulation
of TEC inuence on SAR signals, this behavior of the ionosphere must be considered by
including the tshift min in the received signal. Because of the frequency-dependent path
delays, given high ionospheric conditions, also a modied chirp rate replaces the transmit-
ted chirp rate in the received pulse. Fig. 3.2 illustrates these eects including the shifts
in range and the modied chirp rate. Tp is the pulse duration of the transmitted chirp
and Tp iono is the new pulse duration of the chirp after passing the ionosphere (two-way).
Because the phase refractive index of a radio wave in the ionosphere is less than unity,
a two-way phase advance at center frequency fc relative to that in free space may be
estimated as
ph  2K
cf 2c
 TEC: (3.6)
Finally, the rate of change of phase with respect to frequency, also known as the phase
dispersion, r(f), i.e., the residual phase function at frequency f caused by the non-
turbulent ionosphere, may be modeled as [24]:
r(f)  4K
cf 3c
 TEC(f   fc)2: (3.7)
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Local or traveling ionospheric disturbances (TIDs) that are dicult to foresee may also
play a role [3]. Because of the limited spatial area aected, they inuence the standard
deviation of a scene measurement of TEC and FR, but otherwise only pose a problem for
pointwise applications like SAR interferometry [7].
In summary, signal FR and path delays caused by the ionosphere depend on the chirp
bandwidth and increase at lower carrier frequencies. Table 3.1 shows the inuence of the
ionosphere at 50 and 100 TEC units (1 TECU = 1 1016m 2) based on calculations from
the above theory for the TerraSAR X and ALOS PALSAR systems as well as a possible
conguration of a P-band spaceborne sensor. Calculations of amplitude variations refer
to Section III-C.
3.3 Simulations
Compared to TEC values normally found in the ionosphere, the numbers listed in Table 3.1
are quite high. However, these values highlight the phenomena they cause, especially when
the phenomena are subtle. Simulations made using a range of TEC values are presented
in the following together with the necessary detailed simulation background and process
explanations.
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Figure 3.2: (Top) Received chirp pulse without and (bottom) including ionospheric eects.
3.3. SIMULATIONS 51
Sensor TSX PALSAR P-band
Frequency (fc) [GHz] 9.65 1.27 0.45
Bandwidth (B) [MHz] max. 300 max. 28 6
Chirp duration [sec] 40 27 27
Sampling rate [MHz] max. 330 max. 32 8
Chirp form up down down
Orbit (altitude) [km] 514 695 695
TEC [TECU] 50 100 50 100 50 100
Path delay at fc [m] 0.5 1 27 54 218 436
Change in chirp length -0.1 -0.2 4 8 19.4 38.7
for B [nsec]
Faraday rotation 0.5 1 29.5 59 235 470
at fc [
]
 FR within chirp [] 0.03 0.06 1.3 2.6 6.3 12.5
? Amplitude variation -44 -38 -8.9 -3.1 -2.0 -1.3
(Mhh) [dB]
 Amplitude within -53 -47 -19.5 -14.1 -10.5 -6.9
chirp (Mhh) [dB]
Chirp duration for TerraSAR-X estimated using typical conversion factors based on PRF.
Table 3.1: Satellite sensor details and estimates (two-way) of inuence of 50 and 100 TECU on
the path delay, chirp length and FR for TerraSAR-X (TS-X), ALOS PALSAR, and a possible
future spaceborne P-band sensor conguration. The Earth's magnetic eld is modeled for June
21, 2007, 45 north and 0 east at a height of 300 km and a nadir-looking sensor conguration.
3.3.1 Chirp Signal Path Delay
Under high ionospheric conditions, visible dierences in the SAR raw data result mainly
in a slant range (fast time) positional shift. Relevant changes appear when correlating
the received pulses with a replica of the transmitted chirp in order to perform pulse
compression|a matched lter operation, where best compression of the pulses is achieved
when the transmitted and received pulses match perfectly. In the time domain, matched
ltering of the pulse corresponds to a convolution of the received chirp s(t) with the
complex conjugate p(t) of the transmitted chirp, providing the desired compressed return
echo
sM(t) = s(t)
 p(t) (3.8)
= F 1fS(w)  P (w)g (3.9)
where 
 denotes a convolution and  the complex conjugate operator. Using this infor-
mation and the theory presented in Section 3.2.3, the duration of the received pulse may
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be estimated as
Tp iono = Tp  2
c
K  TEC 

1
(fc   f0)2  
1
(fc + f0)2

(3.10)
depending (in contrast to the transmitted chirp) additionally on the TEC value. f0 denotes
the half chirp bandwidth. The corresponding chirp rate is
iono =
f0
Tp iono
: (3.11)
The expected form of the received chirp under the inuence of the ionosphere can be
written as
siono = e
j2(fstarttd0 ionot2d0) (3.12)
where td0 is a time vector depending on the sensor's sampling rate and the range to the
target Yc according to
td0 =
2Yc
c
+ (0 : n  1)  1
fs
+td0 (3.13)
td0 = 2  (0 : n  1)  K  TEC
(fc  f0)2  c (3.14)
where td0 includes the frequency-dependent behavior of the chirp. The "" derives from
the choice of down- vs. up-chirp. n is an integer satisfying the condition
(n  1)  1
fs
6 Tp iono: (3.15)
In the following simulations, the raw data were estimated using a standard system model
proposed in Ch. 6 of [25] with an antenna beam pattern dependent mainly on the center
frequency and the physical antenna length. Without loss of generality, we assume that any
antenna gain-dependent eects on the SAR signal have been corrected and removed from
the SAR data. The standard system model has been extended to include all ionospheric
eects discussed in Section 3.2, including time and phase shifts of the chirp due to the
non-turbulent ionosphere, but TID and non-equal antenna gains of dierent polarizations
are left out of the simulation, as they would not add signicant information. Azimuth
compression was performed using the !-k algorithm. For detailed information on the
SAR focusing steps, the reader is referred to [25] and [25].
3.3.2 FR Simulation
All independent channels of a multi-polarized SAR are aected by FR in the same way.
Therefore, a single model for these eects is sucient. An approach described in [14] is
used here to retrieve the measured scattering matrix M0. It may be written as
M0 = Ae
j'RTRFSRFT+N (3.16)
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where S is the scattering matrix, R and T are the receive and transmit distortion matrices,
N is additive noise, A the amplitude of the received pulse after the matched lter, ej'
the signal phase and RF the one-way FR matrix. As the focus here lies on FR, in the
forgoing, the parameters ej', A, T, and R can be independently calibrated: Within the
simulation, calibration errors are not modeled [12]. In our simulation, N varies from zero
for an ideal case, to -30 dB, corresponding to reasonable PALSAR noise equivalent sigma
zero (NESZ) values for polarimetric mode [27]. Under ideal conditions, equation (3.16)
simplies to:
M = RFSRF (3.17)
or
Mhh Mvh
Mhv Mvv

=

cos
 sin

  sin
 cos




Shh Svh
Shv Svv



cos
 sin

  sin
 cos


: (3.18)
Under backscatter alignment conditions, (3.18) can be written as
Mhh = Shh cos
2
  Svv sin2
 + (Shv   Svh) sin
 cos

Mvh = Svh cos
2
 + Shv sin
2
 + (Shh + Svv) sin
 cos

Mhv = Shv cos
2
 + Svh sin
2
  (Shh + Svv) sin
 cos

Mvv = Svv cos
2
  Shh sin2
 + (Shv   Svh) sin
 cos

(3.19)
In our simulation, we consider reection symmetry, where we assume a constant signal
return amplitude B = Shv = Svh. This reduces (3.19) to
Mhh = Shh cos
2
  Svv sin2

Mvh = B + (Shh + Svv)  sin
 cos

Mhv = B   (Shh + Svv)  sin
 cos

Mvv = Svv cos
2
  Shh sin2
 (3.20)
which in the case of a trihedral corner reector (TCR). A point target with A = Shh = Svv
can be rewritten as
Mhh = A  cos 2

Mvh = B + A  sin 2

Mhv = B   A  sin 2

Mvv = A  cos 2
: (3.21)
By using the aforementioned assumptions for calibration and TCR measurements, the
backscatter behavior is implemented as described in (3.21) with noise added in the non-
ideal case. For simplicity, the amplitude A was set to 1 and B to zero, corresponding to
the backscatter behavior of an ideal TCR.
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3.3.3 Chirp Amplitude Variations Because of FR
The chirp amplitude variation caused by FR is also modeled in the simulation. The single-
polarized amplitude is used to model the received pulse subject to Faraday rotation. For
a single channel, e.g., HH, the received pulse is modeled with (3.12) and (3.21) as
sFR =Mhh  ej2(fstarttd0 ionot2d0): (3.22)
Because Mhh depends on the FR angle 
, which, in turn, depends on the frequency
f , a frequency-dependent amplitude variation is to be expected. At L-band|under the
PALSAR system parameters and NESZ assumptions|the expected frequency-dependent
change in amplitude might not be detectable at TEC levels below 15 TECU. The reason
becomes clear if one thinks about the small change of FR angles within the typical 14 MHz
range bandwidth of quad-polarized PALSAR data. An attenuation would, however, be
clearly observable with a spaceborne P-band system. The results from Table 3.1 show that
under higher ionospheric conditions and at lower frequencies, amplitude variations within
a chirp can rise to above the noise level and degrade the image quality.
The change in FR 
 within the chirp bandwidth may be estimated from single-
polarized data using (3.21)

1 =
1
2
arccos

Mhh1
A

(3.23)

2 =
1
2
arccos

Mhh2
A

(3.24)

 = 
1   
2 (3.25)
=
1
2

arccos
Mhh1
A
  arccosMhh2
A

: (3.26)
where Mhh1 and Mhh2 are the amplitudes of the chirp at its respective start and stop
frequencies. Low sampling rates can distort the accuracy of the measurements of both
amplitudes by misestimating the location of the maxima. Measurement of the dierence
of the amplitudes removes the necessity to estimate the absolute value of the amplitudes
Mhh1 and Mhh2 . The relative dierence in amplitude can be obtained from the mean
gradient within the amplitudes and the chirp bandwidth. It is therefore probably more
accurate to calculate 
 from the dierence in amplitude A =Mhh1  Mhh2 within the
chirp. Using a series expansion for the arccos-function
arccosx =

2
  x+ x3
2  3 +
1  3x5
2  4  5 +
1  3  5x7
2  4  6  7 +   
+
1  3  5    (2n  1)x2n+1
2  4  6    (2n)(2n+ 1) +   

for all jxj < 1 2 R (3.27)
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and (3.26) as
2
 =

2
 

Mhh1
A
+
M3hh1
6A3
+
3M5hh1
40A5
+   

 
2
+

Mhh2
A
+
M3hh2
6A3
+
3M5hh2
40A5
+   

for all
Mhh1A
 ; Mhh2A
 < 1 2 R: (3.28)
Neglecting terms of higher order reduces (3.28) to

  Mhh2  Mhh1
2  A =
 A
2  A : (3.29)
3.3.4 FR Extraction
There exist a number of methods for the extraction of FR from quad-polarized data. The
most well known are given in [6, 12]. The approach described in [6] is the most robust
because it estimates FR using the phase between the cross-polarized (left/right) circular
states. It was used throughout our investigations.
For simulated data, the algorithm presented in [12] would work as well, and is easier
to implement. It denes the two-way FR by observing that:

2 way = 2  1
2
arctan

(Mvh  Mhv)
(Mhh +Mvv)

: (3.30)
Similarly, the circular cross-pol method [6] states that:

2 way = 2  1
4
arg(Z12Z

21) (3.31)
with 
Z11 Z12
Z21 Z22

=

1 j
j 1



Mhh Mvh
Mhv Mvv



1 j
j 1

:
The results from the method described in [6] can easily be analyzed using the simulation
model developed above. To allow comparison with results in the following Section 3.4, the
PALSAR system parameters listed in Table 3.1 were used. However, simulations were done
with 14-MHz bandwidth, as PALSAR does not support higher bandwidths in polarimetric
mode [28]. Noise with a level of -30 dB was added to each channel. Simulations were
conducted at 20 TECU, a reasonable value at average solar conditions. Equation (3.2)
indicates that 20 TECU induce a FR angle of 11:812 at f = fc = 1:27 GHz, and the
Earth's magnetic eld Bjj is modeled at a height of 300 km for June 21, 2007, 45 North
and 0 East. The peak of the focused point target in the simulation is at 20 dB.
Fig. 3.3 shows the results of an analysis of simulated raw data. In Fig. 3.3(a), the FR
values over the complete scene are shown calculated with (3.31). Where a chirp signal is
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Figure 3.3: FR analysis on simulated PALSAR raw data of a TCR at scene center for 20 TECU.
In (a), the FR values of the received quad-polarized signal from the TCR are calculated with
(3.31). FR varies between 11.68 and 11.94. In (b) and (c), the mean range and azimuth
proles, respectively, are plotted. Blue: Without noise. Red: NESZ = -30 dB added.
present, FR varies between 11.68 and 11.94, as predicted in theoretical calculations. As
this is only a single point target, the variations are due to the change of frequency inside
the chirp, not to slant range or o-nadir angle variations (constant for a single stationary
TCR on the ground). The inuence of noise is very visible at the border of the chirp
signal. The retrieved mean FR angle was 
? = 11:8132
 with a standard deviation of

 = 0:16774
 (no noise: 
 = 0:07531). An almost uniform distribution of values is
observed, caused by the characteristics of the chirp passing over a single TCR. An SNR
threshold was applied in the gure, discarding values in Fig. 3.3(a) below a 5% limit of
peak signal power. In the following, we compare compressed signals where the noise level
of images increases due to the nonideal matched ltering. In Fig. 3.3(b) and (c), the range
and azimuth proles are plotted. Some border eects are observable. The edge eect in
Fig. 3.3(c) is caused by variations in the aperture length which is always slightly longer in
far-than-in-near range. Values retrieved from simulations without added noise are plotted
for comparison, indicated in blue.
Similar results from the RC data derived from the raw data of Fig. 3.3 are shown in
Fig. 3.4. Due to the compression, the signal in Fig. 3.4(a) is much more compact, clearly
showing the SAR-typical azimuth characteristics of a dwell-time smearing in azimuth,
typically focused later in azimuth-compression. Power thresholding was applied to improve
the image's SNR. FR estimates are much closer to a single value in Fig. 3.4(a) than in
Fig. 3.3(a). The mean value of FR measured from the noised data is 
? = 11:8145
 with
a standard deviation of 
 = 0:02348
. After range compression in Fig. 3.4(b), one sees
that the range dependency is completely lost. The standard deviation without noise yields

 = 0:00327
. Azimuth dependence in Fig. 3.4(c) again shows constant characteristics.
The AC data of the same TCR as in Figs. 3.3 and 3.4 are presented in Fig. 3.5. As
before, in Fig. 3.5(a) the FR values for the complete scene are shown with the same power
threshold applied. Areas with very weak backscatter, that become visible after azimuth
compression, are removed. Still, there remain large regions in the scene where a signal
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Figure 3.4: FR analysis on simulated PALSAR RC data of a TCR at scene center for 20 TECU.
In (a), the FR values of the quad-polarized and compressed signal are calculated with (3.31).
Areas with no signal are masked out. In (b) and (c), the mean range and azimuth proles,
respectively, are plotted. Blue: Without noise. Red: NESZ = -30 dB added.
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Figure 3.5: FR analysis on simulated PALSAR AC data of a TCR at scene center for 20 TECU.
In (a), the FR values of the quad-polarized and compressed signal are calculated with (3.31).
Areas with no signal are masked out. The mean range and azimuth proles are plotted in (b) and
(c). Blue: Without noise. Red: NESZ = of -30 dB added.
is present and where FR analysis may be applied. The results are consistent with those
shown for the RC and raw data scene. However, as may be seen in Fig. 3.5(b), the
simulations including noise produce retrievals that oscillate around the mean value (red
line), whereas the ideal data gives an almost constant value of FR over range (blue line).
The calculated mean FR is 
? = 11:8091
 with a standard deviation of 
 = 0:52256
with noise (
 = 0:12383
 no noise). This is conrmed by the azimuth trend of a cut
through the TCR that shows a constant value with a large standard deviation. The
variation is reduced if a threshold is chosen that cuts o more of the signal. The signal of
an AC simulated TCR has a high peak power value at its focal point and only low signals
(sidelobes) around it.
For a more meaningful comparison with real data measurements, a set of 100 simulated
TCRs was investigated under mean ionospheric conditions of 20, 50, and 100 TECU and
for two dierent noise levels (-30 and -25 dB). TEC was therefore modeled to be range
dependent. The amplitudes (Shh = Svv) of the TCRs were randomly set between zero
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NESZ -30 dB -25 dB
TEC Data ?FR[] 
[] ?FR[] 
[]
20 [TECU] RAW 11.83 0.07 11.83 0.09
RC 11.87 0.06 11.87 0.07
AC 11.87 0.18 11.87 0.33
50 [TECU] RAW 29.56 0.18 29.56 0.18
RC 29.68 0.12 29.68 0.13
AC 29.66 0.31 29.66 0.42
100 [TECU] RAW 59.13 0.35 59.13 0.35
RC 59.35 0.27 59.35 0.27
AC 59.30 0.87 59.30 0.91
Table 3.2: Results of two-way FR and standard deviation for simulated PALSAR raw, RC and,
AC data under ionospheric conditions of 20, 50, and 100 TECU. Simulation was done for 100
TCRs with random amplitudes between 0 and 1 and two noise levels.
11.6 11.8 12 12.2
0.02
0.06
0.1
0.14
0.18
Histogram of FR angles
FR [degrees]
Re
lat
ive
 fr
eq
ue
n
cy
11.6 11.8 12 12.2
0.02
0.06
0.1
0.14
0.18
Histogram of FR angles
FR [degrees]
Re
lat
ive
 fr
eq
ue
nc
y
11.6 11.8 12 12.2
0.02
0.06
0.1
0.14
0.18
Histogram of FR angles
FR [degrees]
Re
lat
ive
 fr
eq
ue
nc
y
(a) (b) (c)
Figure 3.6: Comparison of FR histograms from simulated PALSAR data of 100 TCRs at a mean
TEC level of 20 TECU and -25 dB NESZ. (a) FR values from the raw data. (b) FR values from
the RC data. (c) FR values from the AC data.
and one. Table 3.2 shows extracted two-way FR values and related standard deviations.
Fig. 3.6 shows an example of the histograms of the extracted FR angles under mean
ionospheric conditions of 20 TECU and a noise level of -25 dB. The histogram shows
the results in Fig. 3.6(a)-(c) for the raw, the RC, and AC data, respectively. The mean
extracted FR angles from the data are (a) 
? = 11:826
, (b) 
? = 11:874, and (c)

? = 11:87
. The standard deviations are estimated to be (a) 
 = 0:089, 0:066, and
0:332, respectively.
Compared to the single TCR simulations, the spread of FR in the RC data is again
lowest, but dierences between the raw and RC become smaller. The spread of FR re-
trievals is highest for the fully focused data. Moreover, the mean value of the focused
data is slightly increased in comparison to the raw data. The dierences in extracted
FR between the raw and focused data are again due to the nonideal focusing operations
caused mainly by the frequency-dependent modications of the chirp under ionospheric
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conditions. FR estimation from simulations at higher TEC levels increase correspondingly
(see Table 3.1). The inuence of noise on the variation in FR angles is most relevant at
lower TEC levels.
In P-band simulations, stronger FR dependency in range on the raw data is expected
to be observed because of the larger relative change of frequencies inside the bandwidth
relative to the center frequency.
3.4 ALOS PALSAR Data
After reviewing theoretical considerations with simulations, the step from simulations to
real data measurements is a natural goal. With PALSAR, the rst spaceborne system is
operational where FR can signicantly inuence polarimetric measurements. The chal-
lenges of measuring FR from real data are a correct calibration of the polarimetric channels
as well as background clutter, speckle, and the systematic noise sources.
3.4.1 Calibration and Validation
PALSAR was specically designed to be a polarimetric SAR system. Its engineers therefore
took great care to ensure that the antenna gain pattern could be consistently calibrated
across all channels with the help of PALSAR antenna gain les [28]. Assuming station-
arity, polarimetric calibration with preservation of the FR can be achieved by applying
calibration parameters estimated within a scene known to have very low expected FR.
The parameters can be estimated via the aforementioned algorithms or taken directly
from Japan Aerospace Exploration Agency (JAXA) level 1.1 single look complex prod-
ucts. The integration of polarimetric calibration in the FR estimation based on SAR data
was made using standard reference values from JAXA. The FR estimates were averaged
over a rectangular area (according to projected range and azimuth resolutions).
For the estimation of the FR from the Global Navigation Satellite System (GNSS)
TEC maps, the magnetic eld was simulated at the scene center using the IGRF10 model
for a height of 300 km. FR angles in the slant direction were estimated using the nadir
component of the magnetic eld and the vertical TEC over the scene center mapped by
the satellite's o-nadir angle. Bihourly TEC maps sampled every 2.5 in latitude and 5.0
in longitude were interpolated to 1 resolution and temporally to the corresponding sense
time between two consecutive TEC maps. The accuracy of the TEC maps over regions
with high GPS receiver density (e.g., Europe) is advertised to be in the range of  3-4
TECU [29].
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3.4.2 FR Measurement
Examining a set of 15 fully polarimetric ALOS PALSAR scenes from -10 to 50 latitude,
expected two-way FR from the simulations ranges from 0.82 to 14.2. Fig. 3.7 shows the
two-way FR measurements from a dataset where higher FR were expected from the TEC
maps and the IGRF10 model. Values that are below a 5% limit of peak signal power and
that are over a 95% limit of peak signal power were masked out (marked in dark blue).
The colorbar for FR over the scene in Fig. 3.7(a) is also valid for the scenes in Fig. 3.7(c),
(e), and (g). Fig. 3.7(b), (d), and (f) shows normalized histograms corresponding to the
FR scene on their left. Fig. 3.7(g) shows the FR angles of the azimuth focused scene
with values below a 80% limit of peak signal power masked out. Fig. 3.7(h) compares the
amplitudes of the focused image. The behavior of these results is generally representative
for all examined PALSAR scenes. Comparing the FR estimations from the raw [Fig. 3.7(a)
and (b)], RC [Fig. 3.7(c), (d)], and AC [Fig. 3.7(e), (f)] data with the simulations, the same
trends can be observed. FR from the raw data is closer to the trend of the simulations
than the FR from the RC and AC data as the raw data better t the simulations than the
focused data. The FR from the RC data is as in the simulations usually higher than the
FR from the AC data. The broadness of the distribution of the real data increases with
every compression step. From the simulations, we were able to observe this trend only
with regard to the AC data. Standard deviations of raw and RC data from simulations of
100 TCRs became nearly identical.
Fig. 3.7(e) shows that areas where FR is undened (colored in dark blue) or highly
variable are typically dark regions such as lakes and mountainous backslope areas. No
range and azimuth proles are shown in Fig. 3.7, as in a large and complex scene; they only
emphasize the variations and do not otherwise provide any useful information (assuming
that ionospheric variations within the SAR image can be neglected). At L-band frequencies
given the observed variations, it is not feasible to extract any range-dependent FR from
the range prole for the available data sets. For the raw data, not even the frequency
dependence of FR within the chirp in a range prole can be shown (as analog to Fig. 3.3),
as all frequencies overlap at every point in space. Therefore, the extracted FR angles from
the raw data are inuenced by the FR of all contributing scatterers within that pixel and
are dominated by the strongest ones. As the FR variations of the scatterers are caused by
the range and chirp bandwidth dependence, no signicant spread of the standard deviation
is expected. However, the presence of noise in the data increases the standard deviation
and also causes a bias away from the "true" FR towards zero. However, as the SNR
of the raw data is nearly constant throughout the data matrix, the FR variations are
expected to stay small. The bias results in an underestimation of the FR when based
on the raw data. The presence of multiple strong scatterers in a SAR scene reduces this
bias, as they improve the SNR. After focusing the image, the standard deviation increases,
as the SNR is now very inhomogeneous. While the accuracy decreases, the lowered bias
improves the precision, as the SNR is largely higher than in the raw data. To validate
the presented FR measurement method not just for a single data set, data from multiple
quad-polarized PALSAR scenes from -10 to 50 latitude at diverse ionospheric activity
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Figure 3.7: (a) FR measurement from the PALSAR raw data, (b) FR histogram, (c) FR from
range-compressed data, (d) FR histogram for rc, (e) FR from azimuth-compressed data, (f) FR
histogram for ac. In each case, the left image shows FR angles estimated for individual pixels
of a scene, while the right image shows a histogram of the FR values. In (g) scatterers, that
are below a 80% limit of peak signal power of the azimuth-compressed data are masked out. (h)
shows the corresponding HH amplitude image of the scene as a reference, allowing comparison
of the azimuth-compressed FR measurements to the backscatter brightness and hence SNR level.
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Figure 3.8: FR measurements from raw and focused PALSAR scenes from -10 to 50 latitude
at diverse ionospheric activity levels. For comparison, GNSS estimates from TEC maps were
calculated for each scene (Sim. FR) and plotted as reference data (black line). The table lists the
FR estimates and their standard deviation. TEC estimated from the azimuth-compressed data
(TECU from AC) is also shown for comparison.
levels were examined. In Fig. 3.8, the results for 15 scenes are presented. The table to
the right of Fig. 3.8 shows, in addition to the two-way FR angles, the standard deviation
and the estimated/measured TEC levels from the simulation (TECU slant), and the TEC
levels (TECU from AC) derived from the mean FR of the azimuth focused data using
again the magnetic eld over the scene center.
FR estimation for these scenes shows that the FR angles derived from GNSS-based
simulations largely agree with the estimations from the real data, generally following the
same trend. Very low estimations of FR at comparably high TEC levels (i.e., data set
1) are typically seen near the equator, where the parallel component of the magnetic
eld is small. The lower half of estimated FR from the real data tends to be less than
estimations from simulation. This behavior changes for higher FR and compressed data,
where the frequency-dependent amplitude variations are generally above the NESZ level.
FR from the raw data is usually lower than the estimates from the simulations, but its
trend agrees more strongly with GNSS-based simulations. This was also observed in the
TCR simulations in Section III-D. The standard deviation, as expected from Section IV-B,
increases transitioning from the raw to the focused data. Estimated FR largely decreases
from the RC to the AC data.
3.5 Discussion of Results
The simulation results show that raw data clearly are susceptible to the chirp frequency
dependence: A good estimate of mean FR was achieved. Derivation of FR from raw data
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produces an average FR from all contributing frequencies and is dominated by its strongest
scatterers. Also caused by the nearly constant SNR, FR variations are expected to stay
small. The comparably low SNR in the raw data results in a noise-induced shift of FR
angles towards zero, explaining why FR from the raw data tends to be underestimated.
Equations (2) and (20) show that FR depends on wavelength. We therefore expect, in
addition to a change in the chirp length, a variation in the amplitude of the varying
frequency components of a chirp. Under strong ionospheric conditions, these frequency-
dependent modications of the chirp reduce the performance of the matched lter. FR
retrievals from raw and RC signals will thus tend to be dominated by the frequency parts
of the chirp with higher amplitudes. FR from AC signals shows improved robustness
if thresholding is applied. The decision of whether raw, RC or fully compressed images
should be used for FR analysis depends on how well compression is able to focus individual
targets and also on how high a power threshold value is applied. Higher thresholds yield
better estimates and lower FR variations for a single TCR, but they also decrease the
number of measurements available in a scene. High TEC levels increase the amplitude
variations (within the range of ambiguity) within the chirp and can therefore reduce the
reliability of the FR measurement.
The same considerations also apply for real data measurements. For real data, FR
measurements of raw data tend to underestimate the true ionospheric TEC and FR eects.
Tests where low-power signals were ltered out with a threshold showed the same eects as
simulated data: inaccuracies in mean FR values and high FR variance caused by low SNR.
Good examples of typical areas with low SNR are quiet water surfaces and mountainous
backslopes [Fig. 3.7(e)]. As compression gives all targets an equal opportunity to express
their individual FR, an important step toward improving the accuracy of measurements
in focused data is therefore the masking out of low SNR regions. A uniform distribution
of the FR as in the simulation of the raw data of a single point target cannot be achieved
under real conditions.
Observations of trends for FR estimation over many real data scenes show that the
FR angles derived from GNSS-based simulations follow the same trend as the estimations
from raw and focused data. FR estimates from the raw data generally agree better with
simulations, but there are larger dierences at higher FR compared to results based on
products. FR from the focused data with slant TEC levels below 12 TECU (estimations
from TEC maps and the IGRF10 model) are generally around or below retrievals from
the raw data.
The Bickel-Bates method [6] proves to be robust and shows that extracting FR from
real quad-polarized PALSAR data provides comparable results to GNSS derived FR. We
were able to develop a screening tool that enables users of SAR data to scan a large catalog
of PALSAR acquisitions for expected FR using only the sensor and acquisition details.
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3.6 Conclusions
Frequency-dependent propagation eects are a result of the inuence of the ionosphere's
electron content along the ray path and the Earth's magnetic eld. In order to demon-
strate the behavior of radar waves under dierent ionospheric conditions, a standard SAR
simulation was implemented and extended to include ionospheric eects. Point target ex-
amples were used to simulate range shifts and frequency-dependent amplitude variations
within a SAR image. An evaluation of a set of sensor congurations at P-, L- and X-bands
showed that the inuence of the ionosphere can become signicant at lower frequencies.
All polarimetric measurements are aected and must be corrected. Seen in a positive light,
it also could enable the extraction of ionospheric FR, and the generation of high-resolution
TEC maps.
FR angle estimation using quad-polarized data was applied to simulated and real PAL-
SAR data. It showed that the FR measurement approach discussed in [6] works well for
raw, RC, and AC SAR data. In the simulations, the dependency of FR on the instanta-
neous frequency was seen, and a comparison between the measurements extracted from
raw, RC, and AC data was made. The PALSAR data showed rst results of FR angles as
they appear in any operational polarimetric SAR system. FR retrievals based on GNSS
measurements and the IGRF10 model agreed with extracted angles from raw and focused
PALSAR data. The use of raw data for FR estimation is recommended, as the results
agree better with retrievals from TEC maps and the simulated magnetic eld than those
based on the focused data. FR estimates from the raw data also generally have lower
variability and are not subject to the nonideal focussing algorithms. However, underes-
timation of FR angles caused by the low SNR must be considered. SAR scenes over low
reecting areas are expected to be more strongly aected.
FR from focused data appears to be shifted due to the frequency-dependent amplitude
variations and the change in chirp length that reduce the performance of the matched
lter. Calculation of FR using measured TEC maps, a magnetic eld model, and the
sensor annotations enables users of quad-polarized data to make rst estimates of the FR
in an acquired scene. No detailed scene-specic analysis of the SAR data is required.
To validate the results from a single closely discussed example, data from multiple quad-
polarized PALSAR scenes between -10 and 50 latitude at diverse ionospheric activity
levels were examined.
Further investigations of the presented approaches, examining more datasets would
enable delimitation of the estimation accuracy. It should not be forgotten that the simula-
tions represent ideal situations. The 20 TECU used in the simulations treat the ionosphere
at an average activity level. TEC values at these levels can be observed within PALSAR
orbits at the programmed acquisition times even during the (presently occurring) solar
minimum. The real data could be veried by GNSS. Making use of a polarimetric SAR
oers much more than a single FR value: It can provide FR and TEC over a complete
scene and at high resolution.
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Abstract
Propagation of spaceborne radar signals operating at L-band frequency or below can be
seriously aected by the ionosphere. At high states of solar activity, Faraday rotation
(FR) and signal path delays disturb radar polarimetry and reduce resolution in range and
azimuth. While these eects are negligible at X-band, FR and the frequency-dependent
path delays can become seriously problematic starting at L-band. For quality assurance
and calibration purposes, existing L-band or potential spaceborne P-band missions require
estimation of the ionospheric state before or during the data take. The work at hand
introduces two approaches for measuring the ionospheric total electron content (TEC) from
single-pol spaceborne SAR data. The two methods are demonstrated using simulations.
Both methods leverage knowledge of the frequency-dependent path delay through the
ionosphere: the rst estimates TEC from the phase error of the lter mismatch, while
the second gauges path delay dierences between up- and down chirps. FR, mean (DC)
osets and noise contributions are also considered in the simulations. Finally, possibilities
for further methodological improvements are discussed.
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4.1 Introduction
A major problem in assessing the global carbon cycle is the state of understanding of
the terrestrial ecosystem. Measuring the biomass on a global scale including its temporal
variations would help to improve knowledge of these processes. Good estimates of forest
biomass could be obtained from synthetic aperture radar (SAR) at lower frequencies such
as P-band [1]. However, the performance of a spaceborne SAR system at lower frequencies
is often signicantly degraded by the eects of the ionosphere. In order to correct or avoid
these problems, it is necessary to assess the ionospheric state before or during a data take.
Under strong solar activity, the inuence of the ionosphere on radar signal propagation
at L- and P-band becomes a signicant error source. Low frequencies and high chirp signal
bandwidth are more susceptible to eects like signal path delay and Faraday rotation (FR).
Frequency-dependent path delays and FR result in changes to the chirp length, and imply
a variation of the chirp amplitude for single-pol sensor congurations. While these eects
are not noticeable at X-band frequencies and above, the performance of sensors starting
at L-band and lower is reduced [2].
Since the launch of the Advanced Land Observing Satellite (ALOS) and the on-board
Phased Array L-band Synthetic Aperture Radar (PALSAR) instrument, spaceborne SAR
data at L-band has been available to study the ionospheric eects from polarimetric mea-
surements. Depending on the acquisition mode, the PALSAR range chirp bandwidth can
be as high as 28 MHz. A preliminary study investigated the inuence of the ionosphere
at low frequencies (L-band and lower). Signal degradation caused by the ionosphere also
increases with larger chirp bandwidths [3, 4].
In this work, the aim is to describe algorithms and possibilities for the estimation of
the ionospheric total electron content (TEC) from low carrier frequency high bandwidth
SAR raw data. The chirp replica is iteratively modeled until it best matches a synthetic
pulse deformed under the inuence of the ionosphere. In a second approach introduced
later, the phase information from alternating up- and down chirps is utilised. Changes
causing phase advance, chirp length modication, amplitude and chirp-rate modulations
are considered to evaluate local TEC levels.
The potential of low-frequency SAR with ionospheric path delays and FR for TEC
measurements was recognized in [2, 5]. FR eects were discussed at length in [6{8]. Cor-
rective methods were treated in [9], distortion eects in [10]. Detection and estimation
techniques based on quad-polarized data are presented in [6,11{13]. A good estimation im-
proves general polarimetric calibration and validation techniques such as those described
in [14] and [15], helping to improve reliability of spaceborne polarimetric measurements
for biomass classication and retrieval [16,17]. In [18,19], a rst analysis of PALSAR data
considering FR detection was presented. An alternative concept for spaceborne SAR at
low frequencies was shown in [20].
In Section 4.2, the theoretical background of the ionospheric inuences on electromag-
netic waves is outlined. The algorithms used for simulation of spaceborne SAR backscatter
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from a trihedral corner reector (TCR) are introduced (including FR). The inuence of
the frequency-dependent path delay within a radar up- or down chirp is explained and
integrated in the simulation. Simulations are then carried out for typical L- and P-band
sensor congurations with multiple targets in a scene.
To estimate TEC levels from SAR raw data, two methods are described in Section 4.3
and Section 4.4. The suitability of SAR data to TEC estimation under real conditions
is assessed using comparable noise levels, FR and disturbing targets within a scene. The
results of simulated L- and P-band data are compared, and possible methods for proper
validation are suggested. In conclusion, the results are summarized in Section 4.5, and
directions for further research are discussed.
4.2 Eects of the Ionosphere
Electromagnetic waves propagating through the ionosphere experience a polarisation ro-
tation of the electric eld vector and a signal path delay that depends on the free electron
density number Ne along the ray path, the signal frequency f and the strength of the
magnetic eld parallel to the propagation direction of the wave within the ionized layer.
The reversal of paths in two-way propagation from a satellite to the Earth and back does
not compensate for this eect. Instead, the eect is cumulative: Faraday rotation doubles
as does the path delay [3].
4.2.1 Ionosphere
In a manner similar to chromatic abberation in a camera lens, wavelength-dependent
distortions can be introduced to radar measurements by the ionosphere. Spaceborne SAR
systems usually transmit linear frequency modulated chirp pulses. Mathematically, a
chirped pulse s0 is a function of time t and can be written as
s0(t) = Ust  ej2(fstarttt2) 0  t  Tp; (4.1)
where the amplitude Ust, the start frequency of the chirp fstart = fc  f0, the chirp rate
 = f0
Tp
and the pulse duration Tp parameterise the chirps. fc is the center frequency and
f0 =
B
2
is half of the chirp bandwidth B. The  distinguishes between up- and down-
chirps. As the refractive index of the ionosphere is dependent on frequency, each sample
of a chirp is delayed individually. The group refractive index of the ionosphere can be
estimated from
n  1 + f
2
N
2f2
(4.2)
f2N =
Nee
2
42"0me
= 80:56Ne; (4.3)
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where fN is the plasma frequency, e is the charge of an electron, me is the electron mass
and "0 is the electric permittivity. The delay by the ionosphere compared to vacuum
conditions is given by
t =
1
c
Z
path
n  1ds = 40:28
cf 2
Z
path
Neds =
40:28
cf 2
TEC: (4.4)
Based on the individual path delays at either end of the chirps, a modied chirp rate
and pulse duration can be estimated to simulate the chirp after propagation through the
ionosphere. Matched ltering of the chirp was done by convolution of the measured signal
sr with the complex conjugate of the transmitted chirp s

t . For the range compressed
signal srg one has
srg = s

t (t)  sr(t)
= F 1fSt(w)  Sr(w)g (4.5)
where St(w); Sr(w) are the Fourier transforms of st and sr respectively and F 1 denotes
the inverse Fourier transform.
4.2.2 Faraday Rotation
At L-band frequencies or lower, FR has serious eects on SAR imagery. Backscatter
measurements from single-pol sensor congurations can become ambiguous at high solar
activity conditions. Within the following simulations, FR is expected to play a minor role
as there is only a small change in polarisation rotation within a chirp. Nevertheless, FR
rotation was considered in the simulations. The one-way FR 
 may be estimated from [9]
and [7] as:

 =
2:365  104
c2
 2 Bjj
hZ
0
Ne dh (4.6)
 2:365  10
4
f 2
 VTEC  1
cos 
Bjj;
where Bjj is the mean parallel magnetic eld within the ionized layer,  the wavelength of
the radar wave, VTEC the vertical total electron content (TEC in nadir direction) and 
the o-nadir angle of the observation. The factor 1= cos  is used to transform the vertical
electron content to the electron content along the propagation path h. The commonly used
zenith angle of the radar wave at the sub-ionospheric point was therefore approximated
by the satellite's o-nadir angle [21]. VTEC may be estimated using global ionospheric
maps (GIM) from the Center for Orbit Determination in Europe (CODE) [22].  may be
obtained for each image location in a product from the sensor data annotations for most
current SAR satellites. The parallel magnetic eld was estimated using the International
Geomagnetic Reference Field model (IGRF10) [23]. More details on the modelling of FR
can be found in [13].
4.2. EFFECTS OF THE IONOSPHERE 75
4.2.3 Chirp Signal Path Delay
Within the ionospheric layer, the refractive index that the wave group sees increases at
higher solar activity to above unity. As information within a radar pulse travels with the
group velocity, the arrival of the pulse back at the antenna is delayed according to [24]
and Eq.(4) by
tiono = 2  K
c
 TEC
f 2
; (4.7)
where c is the speed of light, TEC is the total electron content along the signal path and
K = 40:28m
3
s2
is a refractive constant. For two-way propagation from a satellite to Earth
and back, the pulse front is delayed between
tshift min d = 2  K
c
 TEC
(fc + f0)2
(4.8)
and
tshift min u = 2  K
c
 TEC
(fc   f0)2 ; (4.9)
where the indexes d and u indicate that the starting frequency of the up - or down chirp
is used respectively. The new pulse duration of the chirp after traversing the ionosphere
twice can be calculated as
Tp iono = Tp  2
c
K  TEC 

1
(fc   f0)2  
1
(fc + f0)2

: (4.10)
The time delay of the pulse and the accompanying linear chirp rate alterations imply also
phase distortions. Given that the frequency components are invariant under non neutral
(vacuum) ionospheric conditions, there must be a phase advance approximately equal to
the path delay. The refractive index for the phase is reduced to less than unity. The extent
of the phase advance can therefore be estimated using the time delay tiono together with
the angular frequency ! = 2f :
 =  ! tiono =  4  40:28
cf
 TEC: (4.11)
For a linearly frequency modulated chirp, these frequency-dependent shifts imply a slight
change in the chirp rate and thus a change in the length of the transmitted pulse. Figure 4.1
shows a sketch of the expected chirp path and length variations caused by the ionosphere.
The pulses at the top sketch the shape of down- and up chirps under neutral ionospheric
conditions. The green arrows mark where the pulses center after range compression. The
pulses at the bottom are simulated for an ionised state of the ionosphere. The red dashed
line shows the shape of the transmitted pulse aligned to the left with the received pulse
to outline the chirp length and chirp rate variations before and after passing through the
ionosphere. The green arrows again show where the pulses center after matched ltering
when using a reference chirp similar to the transmitted chirp. Matching the received
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signals with the unaltered transmitted pulses causes a slight lter mismatch and therefore
a marginally shorter arrow length. The red arrows show where the pulses would center
if the ionosphere were absent with a constant path delay applied shifting the dashed red
pulse before the deformed pulses. The most crucial parameter in the matched ltering
process is the chirp rate. A varying chirp rate causes a lter mismatch if left uncorrected,
broadening the main lobe and raising the sidelobes. A parameter that is a measure for the
broadening of the pulse is the quadratic phase error (QPE). The QPE at the margins of
a chirp with pulse duration Tp can be estimated for a signal at baseband from the phase
dierence of the signals at the time Tp
2
using [25]
QPE = 

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2
)

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
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
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Figure 4.1: Received chirp pulses without (top) and including ionospheric eects (bottom). The
green arrows show where the pulses center after range compression. Red dashed line: Shape of
transmitted chirp aligned to received pulse. Red arrow: Peak after range compression matched to
the transmitted pulse.
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where the indices t and r mark the transmitted or received pulse, and  is the change in
the chirp rate. The phase error at the peak of the range compressed target is found to be
QPEpeak  QPE3 [25]. The unequal length of the matched pulses shifts the range compressed
peak by half of the chirp length dierence, causing an additional phase shift equal in
magnitude to the QPE when compared to an ideal matched ltering result. CPE denotes
the third order phase error as it can be estimated using the Taylor series expansion of the
ionospheric transfer function [26]. As their contribution is in the range of a hundredth of
a degree, it can safely be neglected in the simulations.
4.3 Simulations
Simulation of ionospheric eects in SAR data enables the testing of new methodologies to
estimate the ionospheric state during a SAR acquisition. Ionospheric states can be mod-
eled and tested under consistent geometric conditions and without any temporal decorre-
lation. When simulating the inuence of TEC on SAR signals, the bandwidth-dependent
ionospheric behavior described above must be considered. In the following simulations,
the modications caused by the ionosphere are incorporated by replacing the reference
chirp rate and the time delay vector with values corresponding to a modeled ionospheric
state, enabling simulation of frequency-dependent FR. The signal return of TCRs under
typical noise levels and including direct current (DC) osets is analysed. Possibilities for
estimating the traversed TEC from analysis of the modied chirp or the phase dierence
of an alternating pair of chirps are evaluated. The PALSAR instrument (L-band) and a
possible P-band conguration for a spaceborne sensor parameterise the simulations. The
conguration parameters are listed in Table 4.1 together with corresponding typical eects
on the pulse at dierent ionospheric states. Signicantly higher TEC values are expected
in the equatorial region at solar max.
4.3.1 TEC Autofocus
Estimation of TEC from SAR data by evaluating pulse degradation requires high contrast,
typically strong point targets such as corner reectors within an otherwise dark area, to
achieve a high signal-to-clutter ratio (SCR).
One models ionospheric states diering from neutral ionospheric conditions (vacuum)
to a ionised state where both pulses match optimally. The algorithm iteratively tries to
compensate the phase error caused by a change in the chirp rate of the pulse while prop-
agating through the ionosphere, and is comparable to existing SAR azimuth autofocusing
techniques such as the phase gradient or the range Doppler algorithm [25], [27].
A chirp replica is built using the static system parameters such as chirp bandwidth,
chirp form (up- or down-chirp), pulse repetition frequency (PRF), sampling rate and center
frequency. As the TEC level is successively increased, the chirp rate of the reference
pulse is modied. Range compression is then done repeatedly with a set of generated
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Sensor L-band P-band
PALSAR FBS ESA Biomass
Frequency (fc) [GHz] 1.27 0.435
Bandwidth (B) [MHz] 28 6
Chirp duration [sec] 27 27
Sampling rate [MHz] 32 8
Chirp form down down
Orbit (altitude) [km] 695 695
TEC [TECU] 5 15 25 5 15 25
Path delay 2.50 7.49 12.48 21.3 63.9 106.4
(2-way) at fc [m]
Change in chirp length 0.11 0.33 0.55 0.59 1.76 2.93
(2-way) over B [m]
Faraday rotation 2.95 8.86 14.8 25.2 75.5 125.9
at fc (2-way) [
]
QPE and CPE 0.46 1.39 2.31 0.53 1.58 2.64
at Tp
2
(2-way) [] 0.01 0.02 0.03 0.00 0.01 0.02
Phase error at 0.62 1.85 3.09 0.71 2.11 3.52
RC peak (2-way) []
Table 4.1: SAR system conguration details and expected ionospheric eects at nadir based on
simualtions.
TEC-dependent reference chirps. As a measure for the quality of the range compression,
the peak to side-lobe ratio (PSLR) was used. Though the bandwidth of the chirp in
general is static, the pulse sampled at reception might have a slightly reduced bandwidth
depending on the time interval between two samples ( 1
fs
, fs = sampling rate) and the
sampling window start time. The implemented correction algorithm therefore correlates
the generated replica with a simulated received pulse not only for a wide range of dierent
TEC levels but also for multiple path delays within 1
fs
. A nearly identical path delay of
the vector ensures a coherent phase and bandwidth distribution in both signals.
Figure 4.2a) shows the result of the TEC autofocus algorithm for a simulated TCR
at 15 TECU and a SCR of 3 dB (raw data). The black dots mark for every timestep
the location of maximum correlation. The overall maximum is marked with a white dot.
Variations depending on the dierent TEC levels and the multiple start-time positions are
also visible. Figure 4.2b) plots the phase measured at the black dots in 4.2a). The extent
of the variations depends on the carrier frequency and sampling rate and was found to be
 0:7 for this L-band case. While Figure 4.2a) and b) show the results of an ensemble of
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Figure 4.2: a) L-band results of TEC autofocus algorithm with detected PSLR maximum at
each time step marked in black- and the overall detected maximum marked as a white dot. The
maximum PSLR was measured from simulations based on sets of TEC and modeled path delay
used to t the reference chirp in the matched lter. b) Phase at maximum in correlation and
c) Phase error of range compressed target along azimuth. Red line: ideal case (no noise, no
disturbing scatterers), blue line: measured phase error, green line: phase error of FFT-ltered
range compressed phase distribution. The abscissa units in range- and azimuth direction are set
to integer sample intervals.
100 range lines, Figure 4.2c) shows an example of the phase error, measured for each range
line, between the range compressed phase of a TCR including noise and multiple targets
(blue line) and the ideal phase distribution without noise and other scatterers present (red
line). The green line is the phase error that remains after a moving average and FFT
ltering are applied. The inuence of a strong scatterer is visible at azimuth lines 200 to
250. A set of 10 disturbing point scatterers were simulated and randomly distributed in
an area of 500 to 1500 m (in range, azimuth around the point target) with amplitudes
between 25 to 75 percent of the point target.
The correlation peaks when both chirps best match each other at the desired TEC
level at the time
tpeak =
Tp iono
2
+ tshift min u/d +
2Rsat
c
=
Tp
2
+
K
c
 TEC

1
(fc   f0)2  
1
(fc + f0)2

+
+ tshift min u/d +
2Rsat
c
: (4.13)
where Rsat denotes the range distance from the satellite to the target and
2Rsat
c
therefore
describes the round-trip delay. Eq. 4.13 shows that the location of the target peak is
independent of the chirp form. Estimation accuracy of tpeak depends on the length of the
sampled time steps. Extraction of the peak in the range compressed data is done using
complex FFT oversampling (factor of 50) to obtain sub-sample accuracy. To increase the
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SCR, a set of 100 range lines around the TCR are focused. The range-dependent phase and
the local frequency oset due to the target Doppler are removed. As the target location is
sensitive to chirp rate alterations, the range of closest approach for the TCR is calculated
individually for every iteration step.
The phase distribution of the TCR over azimuth is interpolated with fast Fourier trans-
form (FFT) zero padding. The range distance at closest approach is used as a reference
value during range migration compensation (RMC). The range compressed phase distri-
bution of the simulated TCR data over azimuth was smoothed using a moving average
lter and a fourier interpolation to improve RMC. The removal of range-dependent phase
relative to the closest approach (RMC) of the range line is performed by a linear phase
multiplication in the frequency domain as
pshifted(t) = FFTfpf (t)g  ej4(
frR
c
); (4.14)
where R is the range distance between closest approach and the peak of the range
compressed TCR at the a azimuth position. pf (t) is the signal after removing the Doppler
frequency, and fr is the range frequency.
4.3.2 TCR Simulation Results
The feasibility of the presented technique depends mainly on the SCR within the surveyed
TCR area. Simulations were carried out over a range of three noise levels under variable
ionospheric conditions, including randomly distributed disturbing scatterers in the area
of the examined TCR. All simulations include FR contributions appropriate to the cor-
responding TEC levels and a DC oset with a magnitude of the noise amplitude. The
magnetic eld model necessary for FR estimation was calculated using the IGRF10 model
described in section 4.2.2. Magnetic eld values typical at mid-latitudes over the northern
hemisphere were used. Each conguration was simulated 50 times to enable approxima-
tion of the expected mean and standard deviation of the retrieved TEC levels. To increase
the SCR, a limited number of 100 range lines around the range of closest approach of the
TCR were focused also in azimuth.
Table 4.2 shows the L-band simulation results at 1.25, 2.5 and 3 dB SCR within the
raw data. The TEC levels vary between 5, 15 and 25 TECU. As expected, the variability
of the TEC estimates is reduced given higher SCR or increased TEC levels. Similar
behavior albeit with larger variations was observed in P-band simulations, mainly due to
the comparably low number of chirp samples - summary results are shown in Table 4.3.
For the P-band simulations, the oversampling rate and the number of time steps within
an interval dt = 1
fs
were increased to enable more direct comparison with the L-band
simulation settings.
It becomes clear that both systems should generally be suitable for TEC estimation
using strong targets. For both systems, the variability is reduced at higher TEC levels.
The example simulating 5 TECU is an exception, due to the 0 TEC iteration boundary.
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L-band
SCR 1.25 dB 2.5 dB 3 dB
TEC simulated ?TEC 
 ?TEC 
 ?TEC 

5 [TECU] 8.2 7.3 9.4 4.2 4.3 3.0
15 [TECU] 16.1 7.9 16.3 6.6 15.8 6.1
25 [TECU] 22.1 7.1 22.9 6.0 23.1 4.9
Table 4.2: TEC estimation using simulated L-band SAR data containing one TCR. ?TEC de-
notes the mean extracted TEC in [TECU] over 50 independent simulations. 
 is the corre-
sponding standard deviation of the TEC estimates.
P-band
SCR 1.25 dB 2.5 dB 3 dB
TEC simulated ?TEC 
 ?TEC 
 ?TEC 

5 [TECU] 8.4 6.5 8.3 7.5 4.4 5.9
15 [TECU] 11.3 14.2 13.4 13 10.1 13.3
25 [TECU] 24.0 12.1 23.9 8.9 21.1 9.4
Table 4.3: TEC estimation using simulated P-band SAR data containing one TCR. ?TEC de-
notes the mean extracted TEC in [TECU] over 50 independent simulations. 
 is the corre-
sponding standard deviation of the TEC estimates.
Smaller deviations were achieved when the method was applied to a larger number of
selected strong scatterers within a scene. The feasibility of the autofocus technique for
TEC estimation depends on the reliability requirements of the desired TEC data and
improves with an increased number of chirp samples at the same carrier frequency. As
seen in Table 4.2, simulations show that estimation of TEC seems feasible with a standard
deviation of  6 TECU for PALSAR-type sensor congurations.
4.4 Potential of TEC Estimation from Up- and Down
Chirp Calibration Bursts
In this section, the aim is to improve the limited accuracy expected from the previous
method by adding a more direct retrieval method at the system level. In the former
simulations, the initial chirp rate provided in the system specications was iteratively
adapted to derive a received pulse where both chirps match optimally. In the following,
a burst of alternating up- and down chirps is used to help separate the TEC from their
resulting phase dierences. This technique estimates TEC from alternating up- and down
chirps using the whole bandwidth. In contrast to earlier simulations, this method measures
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Figure 4.3: Sketch of alternating chirp technique. Satellite transmits alternating up- and down
chirps. On the right: Ideally range compressed chirp pulses dependent on the start frequency of
the chirp for a TCR under active ionospheric conditions.
the dierences in path delay that both chirps undergo within the same ionospheric state,
making use of the ionosphere's dispersive behavior and resulting in a phase dierence of
the compressed target. Figure 4.3 shows a sketch of an alternate chirp approach, where
a satellite interleaves up- and down chirps. Assuming ideal range compression, the path
delays of the wave front, dependent on the start frequencies of the chirp, are visualized
on the right. The resulting dierences in path delay depend mainly on the chirp carrier
frequency and the chirp bandwidth. Comparable observations might be achieved from
split bandwidth arrangements without switching between up- and down chirps.
The up- and down chirp's starting-frequencies naturally dier by the chirp bandwidth.
As shown in Eq. 4.11 and Table 4.1, a phase advance changes the measured chirp rate
of the received pulse. This can cause a lter mismatch that is approximately equal in
magnitude for both up/down-chirps. While the decreased chirp rate of the down chirp
causes an increased chirp length, the pulse length of the up chirp is reduced. Compared to
the peak correlation location under vacuum conditions, the up chirp is shifted to precede
this position (see Fig. 4.1).
The TEC can then be estimated using the dierence between both range compressed
phase distributions, i.e. up down [rad] by applying the time delay dierence evaluated
between the starting frequency and the group delay of the envelope (Eq. 4.10 (second
part), Eq. 4.11)
TEC =
up down  c
4fc K 
(fc   f0)2  (fc + f0)2
(fc + f0)2   (fc   f0)2 : (4.15)
Fig. 4.4a) shows an example of the amplitude and the phase in Fig. 4.4b) of a simulated
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Figure 4.4: a) L-band range compressed up- and down chirps after passing through an ionosphere
modelled at a state of 15 TECU along the signal path (of a TCR). The red line simulates a
down chirp, the blue line an up chirp. The blue and red lines were simulated considering only
a constant ionospheric path delay based on the starting frequency of the chirp (ref = rigid shift
without frequency dependency). The green line also considers the frequency-dependent path delays
within the chirp (real). a) Range compressed pulses, b) phase distribution of the chirp pulses c)
and d) are close-ups of the plot areas indicated in a) and b). The abscissa units in range- and
azimuth direction are set to integer sample intervals.
TCR at L-band after range compression. Fig. 4.4c) and Fig. 4.4d) show magnied versions
of Fig. 4.4a) and Fig. 4.4b).
The green line corresponds to the simulations including the path delay dierences
within the chirp. To better visualize and compare the phase error caused by the lter
mismatch, the blue and red lines in Fig. 4.4a) to d) show the simulation results produced
when one includes only the path delay corresponding to the start frequency of the chirp,
neglecting path delay dierences within the chirp. In Fig. 4.4d), one sees that the down
chirp is compressed to a point slightly before the up chirp. Adding the change in pulse
duration shifts the down chirp half of the change in pulse length towards the up chirp, and
vice versa. Both pulses overlap at the position of the expected group delay (green line).
As the pulses are already in baseband, this shift has only a small eect on the phase of the
chirps (seen from Fig. 4.4d)). Table 4.4 shows the estimated phase dierences between the
mean up- and down chirp phase of a focused TCR. The results were additionally calcu-
lated for a typical X-band sensor conguration (TerraSAR-X, B=300 MHz). As expected,
sensitivity is higher in the P-band conguration. But due to the higher chirp bandwidth,
sensitivity at X-band remains high enough to theoretically be able to extract the iono-
spheric state at 1 TECU levels. Technical realisation would require further investigation.
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System: P-band L-band X-band
fc [GHz] 0.435 1.27 9.65
B [MHz] 6 28 300
KNORM  Bf2c 1.83 1 0.19
TEC [TECU] up down up down up down
1 61.3 33.6 6.2
5 306.7 168.0 31.2
15 920.3 503.9 93.5
Table 4.4: Sensitivity of P, L, and X-band sensor's using the up- and down chirp technique at 1,
5, and 15 TECU. KNORM estimated at L-band for 1 TECU was used for normalisation.
4.5 Discussion and Conclusions
With ESA's candidate Earth explorer BIOMASS carrying a P-band SAR as its payload,
the need to estimate the ionospheric state before an acquisition is imperative. One suit-
able method could be by sending a burst of quad-pol pulses that enable measurement
of FR along the signal path. This paper shows two alternative methods that make use
of the frequency-dependent path delay that a chirp undergoes while passing through the
ionosphere. These techniques estimate the local TEC along the signal path and can be
single-pol measurements. Estimation of FR from TEC measurements additionally requires
knowledge of the magnetic eld.
The rst method shown uses an autofocus technique that optimises the reference chirp
to be used for range compression, maximising the PSLR where the ionospheric eects
on the recovered chirp's shape are best modeled. Estimation of TEC using this method
requires strong contrast within the scene - limiting applicability in areas such as forest.
Simulations show that extraction of TEC from one strong TCR appears feasible when
the SCR (of the raw data) is above 2.5 dB. Feasibility of the autofocus technique for
estimating TEC depends mainly on the resolution requirements of the desired TEC data
and the number of chirp samples. Simulations of L-band sensor congurations showed
that estimation of TEC seems feasible with a standard deviation of 6 TECU. Additional
simulations at higher TEC levels showed improved accuracy, but still can not compare
with TEC results from the dense GPS networks over North America or Europe. One
advantage of the method is that the measurements from the radar data estimate the TEC
directly along the observation path with directly relevant spatial and temporal resolution.
Improvements to SCR could be made by combining the information from a set of strong
scatterers within a scene. As this method would be much more time consuming and less
suitable for operational use, the systematic alternate up/down pulse methodology would
be favored where possible.
Phase dierences in the L-band simulations were as high as 30/TECU. TEC estima-
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tion at 1 TECU levels then becomes possible without requiring specic reference targets.
Delimitation of the achievable accuracies is currently being investigated. No hardware-
changes on the satellite-module should be necessary [28]. A second matched lter as well
as pulse generation could be added / modied through software revisions.
Consideration of this technique should include as an option recording the whole scene
using the alternating chirp method. As the shapes of the pulses are dierent, future
applications might consider increasing the PRF, as pulses could overlap more closely [26].
For calibration, one could also use a quad-pol calibration burst. Measurement of TEC and
Faraday rotation in a calibration burst additionally enables estimation of the geomagnetic
eld. As scintillations mainly come from electron density irregularities in the E- and F-
region and one can reasonably assume a linearly varying geomagnetic eld within the
space of an acquisition, the FR data from a quad-pol acquisition could be transferred
straightforwardly into a corresponding high resolution TEC map.
In addition to DC oset, disturbing targets and varying noise levels, the simulations
enable modelling of the frequency-dependent FR. As FR changes the orientation angle of
the radar wave, a single polarised antenna would see a very small frequency-dependent am-
plitude modulation of the chirp signal, not expected to signicantly reduce the sensitivity
of the TEC estimation techniques. The simulated DC oset was removed by subtract-
ing the mean without noticeably corrupting the results. A rst test and validation of
the alternating chirp technique could be realized by building a transponder that switches
between up and down chirp replicas. Sensitivity tests using simulations show that also
TerraSAR-X acquisitions would be suitable for analysis.
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Chapter 5
Conclusions
In the following, the results are briey summarized and possible directions for future re-
search in the area of atmospheric investigations with SAR are discussed. The bibliograph-
ical references within this chapter point to the bibliographical references in Chapter 1.
5.1 Summary of Results
5.1.1 Tropospheric Path Delay
The correction of atmospheric path delays in high-resolution spaceborne SAR systems has
become increasingly important with continuing improvements to the resolution of SAR
systems surveying the Earth. Atmospheric path delays must be taken into account in order
to achieve geolocation accuracies better than 1 meter. Models correcting tropospheric path
delays within operational SAR processing typically estimate the contributions based on
an average amount. In regions with mountainous topography, where altitude dierences
within a scene of over 3000 meters can be found, path delays resulting from the troposphere
can dier by up to nearly 1 meter.
In combination with the launch of TerraSAR-X and RSL's calibration and validation
activities, a eld campaign in the Jungfraujoch region was organised. One aim was to
measure the tropospheric path delay dierences and to validate the results with on-site
DGPS corner reector measurements.
Within a set of seven TSX stripmap data takes, four corner reectors (CR) were
positioned at two dierent altitudes but nearly identical ranges.
The dierence between high and low altitude CRs was approximately 3000 meters.
Analysis and comparison of the SAR data and the DGPS measurements showed that
the resulting geolocation accuracy stayed within the requirements but also veried the
results of a newly developed tropospheric path delay model. As the model was based on
average atmospheric conditions and did not include any weather data, errors were still
expected at the cm level. The model might be useful for operational and pixel-based
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corrections of the tropospheric path delay contributions. Even changes in water vapour
concentration between the various data takes could be observed. The nearly constant path
delay dierences between the reectors at both altitudes demonstrated the high sensitivity
of TerraSAR-X.
5.1.2 TEC and Faraday Rotation from SAR data
Ionospheric propagation eects become signicant to radars starting at L-band carrier
frequencies (and lower). Signal distortions in terms of FR, frequency-dependent range
delay, and interferometric phase bias can have serious implications on quality of SAR
imagery. Currently used methods correcting these eects use the frequency-dependent
path delay for TEC estimation along the signal path (e.g. GNSS receivers using the L1
and L2 components) or propose the extraction of the FR from quad-pol SAR data.
With the recently launched ALOS satellite operating at L-band, extraction of iono-
spheric FR from spaceborne SAR data became possible for the rst time. Simulation and
estimation of FR can be done using measured TEC maps, a magnetic eld model and the
sensor annotations. This enables users of quad-polarized data to make quick estimates
of the FR for an acquired scene. No detailed scene-specic analysis of the SAR data is
required.
Simulations as well as measurements from real data showed that azimuth compression
is not required: even raw and range compressed data can be used for FR estimation from
quad-pol data.
The PALSAR data showed rst results of FR angles as they appear in any operational
polarimetric SAR system. FR retrievals based on GNSS measurements and the IGRF10
model agreed with extracted angles from raw and focused PALSAR data. To validate
the results from a single, closely discussed example, data from multiple quad-polarized
PALSAR scenes between -10 and 50 latitude at diverse ionospheric activity levels were
examined. Making use of a polarimetric SAR oers much more than a single FR value: it
can provide FR and TEC over a complete scene and at high resolution.
With a view to the growing demand for the estimation of the ionospheric state before
or during a SAR data take, two alternative methods were presented that make use of
the frequency-dependent path delay that a chirp undergoes when passing through the
ionosphere. These techniques estimate the TEC along the signal path and require only
single-pol measurements.
The rst method shown uses an "TEC autofocus" technique that models the reference
chirp used for range compression to minimise its PSLR where the ionospheric eects on
the chirp's shape are best modelled. The simulations showed that extraction of TEC from
one strong TCR seems feasible when the signal-to-clutter ratio is above 2.5 dB.
The second method provides a possible concept for future sensor congurations that
is more sensitive to TEC than TEC autofocus described method. It uses information pro-
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vided by alternating up- and down chirps within a calibration burst. The TEC is estimated
from the phase dierence of the two compressed pulse forms that are delayed individually
according to their diering starting frequencies. Thus, extraction of TEC would be pos-
sible without requiring any reference data. No hardware changes on the satellite-module
should be necessary [28]. A second matched lter as well as pulse generation could be
added or modied through software revisions.
5.2 Outlook
Estimation and monitoring water vapour from SAR measurements continues to be an in-
teresting topic for further research. In comparison with results from ray-tracer models,
the SAR measurements deliver an additional source of measurement data and can provide
high resolution maps of integrated water vapour. Inclusion of ray-bending eects using
models or measurements and a comparison with the path delay and the corresponding
weather data may lead to improved geolocation accuracies. A problem is the low repe-
tition rate of spaceborne SAR sensors, currently making this data source less attractive
to meteorologists. Further investigations of the presented approaches, and examination of
more datasets would enable delimitation of the estimation accuracy.
Possible future directions for ionospheric research might include generation of a 3D
ionospheric model from a tomographic TEC analysis using GNSS network measurements.
With possible contributions also come SAR measurements. Another interesting topic could
be searching for precursory evidence of an upcoming earthquake. Recent research results
indicate that the ionosphere can show anomalies ve days prior to an earthquake [17].
Possible techniques to survey and measure such anomalies globally were presented in
Chapter 4. However these techniques are based on simulations and need to be rened
and veried with measurements. Under well dened conditions outlined in Chapter 4,
the sensors ALOS PALSAR and also TerraSAR-X might be suitable for such validation
measurements. A transponder switching between up- and down chirps could be used for
a validation of the presented techniques. While in this case, one would aim to make
use of information from ionospheric eects on signal degradation, further research might
establish ways to prevent data from being irrepairably corrupted by the ionosphere. Pre-
rotation of the polarization angle in order to compensate the FR eects or sending a
burst of pulses prior to a single-pol SAR acquisition are promising ideas. A spaceborne
P-band SAR system could provide a valuable contribution to improving knowledge of the
understanding of the terrestrial ecosystem and the global carbon cycle: research activities
should further improve models for the correction of ionospheric eects, especially FR,
without requiring narrow-swath quad-pol data.

Appendix A
Appendix
In this Appendix, more detailed derivations and explanations of the mathematical basis
for the conversions used in Chapter 1 are summarized. The bibliographical references in
this chapter also refer to the list at the end of Chapter 1.
A.1 Maxwell's Equations
The complete Maxwell equations within a continuous medium are [5], [21]
5 ~H = @
~D
@t
+ ~J (A.1)
5 ~E =  @
~B
@t
(A.2)
5  ~B = 0 (A.3)
5  ~D = el; (A.4)
where 5 = ( @
@x
; @
@y
; @
@z
) describes the nabla operator. The expressions e.g. 5 ~E = rot ~E
and 5  ~B = div ~B describe the rotation of the electric eld vector ~E and the divergence
of the magnetic ux density vector ~B. ~H describes the magnetic eld, ~D the electric
displacement, ~J the electric current density and el the free charge density. The eld
vector variables generally depend on time t and location s(x; y; z). For a homogeneous
and isotropic eld, the electric displacement, and the propagation speed can be written as
~D = " ~E = "0"r ~E (A.5)
~B =  ~H = 0r ~H (A.6)
c =
1p
"
=
c0p
r"r
; (A.7)
where "r is the relative permittivity, 0 the magnetic constant, and r the relative perme-
ability.
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A.2 Derivation of Appleton-Hartree Equation
The equation of motion of an electron within the ionosphere can be written as
me
d~v
dt
= eel ~E + eel~v  ~B  me~v (A.8)
me is the electron mass [kg]
eel is the charge of an electron [C]
~v is the speed of an electron [m/s]
 is the collision frequency [Hz];
where the rst term on the right side describes the Coulomb force, the second is due to the
Lorentz force and the last denotes the frictional force caused by the collision of electrons
and heavy particles [21]. The velocity can be written as ~v = d~s
dt
. The time dependencies
in Eq. A.8 are assumed to be only within the electric- and magnetic eld. Therefore, any
harmonic propagation X(t) depending on time through the factor ej!t can be written as
X(t) = X  ej!t ) dX
dt
= j! X  ej!t ) d
dt
= j!;
d2
dt2
=  !2: (A.9)
Insertion in Eq. A.8 and writing depending on ~E gives
~E =  
!2me
eel
  j !me
eel

~s  j!~s ~B: (A.10)
With the denition of the medium polarization ~P within a volume
~P = Neeel~s; (A.11)
where Ne is the electron number density, Eq. A.10 converted to E and multiplied by the
electric permittivity "0 [
As
V m
] can then be written in component form as
"0Ex =   !
2
!2N

1  j 
!

Px + jLPy   jTPz
"0Ey =  jLPx   !
2
!2N

1  j 
!

Py
"0Ez = jTPx   !
2
!2N

1  j 
!

Pz; (A.12)
where
!2N =
Nee
2
el
me"0
(A.13)
!L;T =  BL;T eel
me
(A.14)
L;T =  !  !L;T
!2N
: (A.15)
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!N is the angular plasma frequency, !L;T are the longitudinal and the transverse compo-
nents of the angular gyrofrequency of the magnetic eld. More details on the gyrofrequency
of the magnetic eld and in plasmas can be found in [22]. From Maxwell's equations the
components for a wave propagating in z-direction are derived assuming no variations in
the medium in x- and y- directions. Their derivations can therefore be set to zero. From
Eq. A.1, Eq. A.2 and Eq. A.9 the electric eld components can be derived as
dEx
dz
=  j!By (A.16)
dEy
dz
= j!Bx (A.17)
0 = Bz (A.18)
dHx
dz
= Jy + j!"0Ey (A.19)
 dHy
dz
= Jx + j!"0Ex (A.20)
0 = Jz + j!"0Ez: (A.21)
Dierentiating Eq. A.16 and Eq. A.17 once more after z and using Eq. A.19, Eq. A.20
together with
~B = 0 ~H; ~J = Nee~v; ~v =
d~s
dt
) ~J = j! ~P (A.22)
results in
d2Ex
dz2
+
!2
c20
Ex =  !20Px (A.23)
d2Ey
dz2
+
!2
c20
Ey =  !20Py (A.24)
"0Ez =  Pz: (A.25)
Assuming a constant amplitude E0 in a homogeneous, isotropic medium and a time-
dependency after
E = E0e
j(!t kz); (A.26)
where k = !
vphase
= !
c0
nphase is the wave number and vphase is the phase velocity (see
Chapter 1.3.2). For free space (n = 1) propagation vphase = c0. With c
2
0 =
1
"00
derived
under the above mentioned conditions, Eq. A.23 to Eq. A.25 can be written as
(1  n2)Ex =  Px
"0
(A.27)
(1  n2)Ey =  Py
"0
(A.28)
Ez =  Pz
"0
: (A.29)
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Combining the results from Maxwell's equations in Eq.Eq. A.29 with the results from the
equation of motion in Eq. A.12 reduces to
"0Ex =  
(
!2
!2N

1  j 
!

+
2T
1  !2
!2N

1  j 
!
)Px + jLPy (A.30)
"0Ey =  jLPx   !
2
!2N

1  j 
!

Py: (A.31)
Using the components Px and Py from Eq. A.27 and Eq. A.28, Eq. A.31 can be written as
 jL(1  n2)"0Ey =
"0Ex

1  (1  n2) 
n !2
!2N

1  j 
!

+
2T
1  !2
!2N

1  j 
!
o
jL(1  n2)"0Ex = "0Ey
n
1  !
2
!2N
(1  n2)(1  j 
!
)
o
: (A.32)
The ratio of these two equations solved for n2 is called the Appleton-Hartree dispersion
equation:
n2 = (  j)2 (A.33)
= 1  1
2!2
!2N
 
1  j 
!

+
2T
1  !2
!2
N
[1 j 
!
]


4T
f1  !2
!2
N
[1 j 
!
]g2 + 4
2
L
1=2 : (A.34)
A.3 Derivation of the Polarisation Rotation
The electric eld component of a linearly polarized wave in y direction can be written
using Eq. A.26 as
Ex = 0
Ey = RefE0  ej(wt kz)g = E0 cos(wt  kz)
Ez = 0
k =
!
vphase
=
w
c0
 nphase: (A.35)
Eq. A.35 can be expressed as the sum of two separate circularly rotating waves ~E =
~E+ + ~E :
E+x =
1
2
E0 sin(wt  k+z) E x =  
1
2
E0 sin(wt  k z)
E+y =
1
2
E0 cos(wt  k+z) E y =
1
2
E0 cos(wt  k z)
E+z = 0 E
 
z = 0; (A.36)
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where k+ and k  are the wave numbers resulting from the refractivity conditions in Eq. 1.18
each wave experiences. The components can be approximated using the refractive index
for !  !N () X  1) by
k+ =
w
c0

r
1  X
1  YL

 w
c0
 (1  0:5(1 + YL)X)
k  =
w
c0

r
1  X
1 + YL

 w
c0
 (1  0:5(1  YL)X)
k+ =
w
c0
 (1  0:5X   0:5XYL) = k  k
k  =
w
c0
 (1  0:5X + 0:5XYL) = k +k; (A.37)
where k is the wave number resulting without the presence of a magnetic eld, and k
describes the dierence induced when a longitudinal magnetic eld component is present.
Inserting k  k in Eq. A.36, Eq. A.36 can be trigonometrically converted and added
back together:
Ex = E0 cos(wt  kz) cos(wt kz)
Ey = E0 cos(wt  kz) sin(wt kz)
Ez = 0: (A.38)
The polarization angle of the wave ' can then be estimated by
' = tan 1
Ey
Ex

= kz: (A.39)
A.4 Modelling of Tropospheric Parameters
To adjust the parameters for the receiver's height on the Earth's surface, the following
models can be used [19]:
T = T 0   0  h, [K]
Ps = P
0

T
T 0
 g
0Rd ; [mbar]
e = e0

T
T 0
 (0+1)g
0Rd ; [mbar]
gm = 9:784(1  0:0026 cos 2  28  10 8h); [m/s2]
g = 9:81 average acceleration due to Earth gravity [m/s2]
h = receiver altitude, [m]
 = receiver latitude [degrees],
where the apostrophe ' indicates that the seasonal variation of the parameter according
to Eq. 1.31 is applied. T is the modelled temperature, Ps the surface air pressure, e the
water vapour pressure, and gm the local acceleration due to gravity.
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A.5 Look-up Table for Model of Above Sea Level Pa-
rameters on Earth Ellipsoid
Mean (mean):
Latitude Pmean [hPa] Tmean [K] emean [hPa] mean [K/m] mean
0 1010.3 300.5 28.3 6.1610 3 2.77
15 1013.25 299.65 26.31 6.3010 3 2.77
30 1017.25 294.15 21.79 6.0510 3 3.15
45 1015.75 283.15 11.66 5.5810 3 2.57
60 1011.75 272.15 6.78 5.3910 3 1.81
75 1013.00 263.65 4.11 4.5310 3 1.55
90 1015.00 259.8 2.6 3.8810 3 1.55
Amplitude (amp):
Latitude Pamp [hPa] Tamp [K] eamp [hPa] amp [K/m] amp
0 0.00 0.00 0.00 0.0010 3 0.00
15 0.00 0.00 0.00 0.0010 3 0.00
30 -3.75 7.00 8.85 0.2510 3 0.33
45 -2.25 11.00 7.24 0.3210 3 0.46
60 -1.75 15.00 5.36 0.8110 3 0.74
75 -0.50 14.50 3.39 0.6210 3 0.30
90 -0.50 14.50 3.39 0.6210 3 0.30
Table A.1: Look-up Table for Above Sea Level Parameters
For latitudes  in steps of 15 the look-up table provides the mean air pressure Pmean,
mean temperature Tmean, mean water vapour pressure emean, mean temperature lapse rate
mean, and the mean decrease of water vapour mean. Each parameter mean is adjusted
using a cosine function with an amplitude amp specied in the look-up table to model
seasonal variations after Eq. 1.31.
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propagation at the JJ station respectively.
Rg:MI [m] Dierences in path delay between measured and vacuum
propagation at the MI station respectively.
up down [rad] Dierence between up- and down-chirp phase distributions.
 [1/s2] Change in chirp rate.
 [rad] Phase advance caused by the ionosphere.
' [rad] Phase dierence of radar wave after passing through a
dispersive medium.
k [1/m] Change in wave number of electromagnetic wave propagation
trough a ionised medium when a longitudinal magnetic eld
is present compared to without magnetic eld component.
s [m] Dierence of propagation path between propagation in
vacuum and a medium.
t [s] Minimal run time of a radar wave through a medium.
t0 [s] Minimal run time of a radar wave through a medium
depending on the refractive index.
tgroup [s] Time dierence between vacuum propagation and the
runtime of the envelope within a medium.
tiono [s] Time delay of a radar wave traversing the ionosphere.
tphase [s] Time dierence between vacuum propagation and the
runtime of a constant phase within a medium.
td0 [s] Contribution to the frequency-dependent time delay of a
chirped pulse.

 [rad] Change in Faraday rotation within chirp.

 [rad] Polarisation rotation of an electromagnetic wave
(Faraday rotation).

1 [rad] Faraday rotation at start frequency.

2 [rad] Faraday rotation at stop frequency.

2 way [rad] Two-way Faraday rotation.

? [rad] Mean Faraday rotation angle.
	JJ,AVG [m] Atmospheric path delays from average height model at the
JJ station.
	JJ,MI,RT [m] Atmospheric path delays at the JJ, MI station or from the
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raytracer model.
	MI,AVG [m] Atmospheric path delays from average height model at the
MI station.
	hyd [m] Hydrostatic component of the tropospheric path delay of a
radar wave.
	iono [m] Ionospheric path delay.
	liq [m] Liquid part of tropospheric path delay of a radar wave.
	tropo,sl [m] Slant tropospheric path delay of a radar wave.
	tropo,zenith [m] Tropospheric delay in zenith direction.
	tropo [m] Tropospheric path delay of a radar wave.
	wet [m] Wet component of tropospheric path delay of a radar wave.
 [1/s2] Chirp rate.
inc [rad] Nominal incidence angle.
iono [1/s
2] Chirp rate modied by the ionosphere.
 [K/m] Temperature lapse rate.
amp [K/m] Amplitude of temperature lapse rate to model temporal
variations.
mean [K/m] Mean value of temperature lapse rate.
mid [K/m] Mean estimate of temperature lapse rate.
z [rad] Angle of refraction.
 [rad] O-nadir angle of the observation geometry.
 Chapter 1.3.4 and Chapter 2: Rate of decrease
of water vapour.
 [m] Wavelength of the radar wave.
0,mid Mean estimate of water vapour rate of decrease.
amp Amplitude of rate of decrease of water vapour to model
temporal variations.
mean Mean value of rate of decrease of water vapour.
N Additive noise matrix.
RF [rad] One-way Faraday rotation matrix.
R Receive distorsion matrix.
S Scattering matrix.
T Transmit distortion matrix.
0 [
Vs
Am
] Magnetic constant.
r [
mkg
A2s2
] Relative permeability.
 [1/s] Electron collision frequency.
! [rad/s] Angular frequency of a radar wave.
!L [rad/s] Longitudinal component of the angular gyrofrequency of
the magnetic eld.
!T [rad/s] Transverse component of the angular gyrofrequency of the
magnetic eld.
!N [rad/s] Angular plasma frequency.
 [] Latitude.
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r [rad] Phase dispersion.
ph [s] Two-way phase advance.
 [] Longitude.
 [kg/m3] Air density.
el [C/m] Free charge density.

 Standard deviation of mean extracted TEC.

 Standard deviation.
DOY Day of year.
QPE [rad] Quadratic phase error.
QPEpeak [rad] Quadratic phase error at the peak of the range
compressed signal.
TEC [TECU] Total electron content.
TEC0 [TECU] TEC along the line of sight (vacuum conditions).
TECm [TECU] TEC along the propagation path in a medium including ray
bending eects.
VTEC [TECU] Vertical total electron content.
 [] Colatitude.
"0 [
A2s4
m3kg
] Electric permittivity.
"r [
As
Vm
] Relative permittivity.
"0w [
A2s4
m3kg
] Permittivity of water.
?TEC [TECU] Mean extracted TEC.
?	AVG [m] Mean values of path delay dierences between the JJ and
MI station from the average height model.
?	HM [m] Mean values of path delay dierences between the JJ and
MI station from the height-dependent model.
?	RT [m] Mean values of path delay dierences between the JJ and
MI station from the ray tracer model.
?	AVG,iono [m] Average one-way ionospheric path delays provided by the
TSX annotations.
?	AVG [m] Average scene height.
?	Meas,iono [m] Average one-way ionospheric path delays from measurements.
' [rad] Phase of an electromagnetic wave.
'start; 'stop [rad] Phase of an electromagnetic wave before entering and
after leaving a dispersive medium.
~B [Tesla] Magnetic ux density vector.
~D [C/m2] Electric displacement.
~E [V/m] Electric eld vector.
~H [A/m] Magnetic eld vector.
~J [Tesla] Electric current density vector.
~P Polarisation vector.
0 Dummy variable for seasonal estimate of the mean
atmospheric parameters P , T , e, , .
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amp Dummy variable for the amplitude of temporal variations of
the mean atmospheric parameters P , T , e, , .
mean Dummy variable for the mean atmospheric parameters
P , T , e, , .
c [m/s] Speed of light.
c0 [m/s] Speed of light in vacuum.
e [hPa] Water vapour pressure.
e0 [hPa] Water vapour pressure above sea level.
e0,mid [hPa] Mean estimate of surface water vapour pressure.
eamp [hPa] Amplitude of water vapour pressure to model temporal
variations.
emean [hPa] Mean value of water vapour pressure.
eel [C] Charge of an electron.
f [1/s] Signal frequency.
f0 [1/s] Half chirp bandwidth.
fN [1/s] Plasma frequency.
fc [1/s] Center frequency or carrier frequency.
fr [1/s] Range frequency.
fs [1/s] Sampling rate.
fstart [1/s] Starting frequency of a chirp.
fstop [1/s] Stop frequency of a chirp.
g [m/s2] Average acceleration due to Earth gravity.
gm [m/s
2] Acceleration due to local gravity.
gmn Field coecient to model the magnetic eld.
h [m] Chapter 3.2.2 and Chapter 4.2.1: Propagation path.
h [m] Height.
h0 [m] Height of the point of interest.
hi [m] Lower boundary height of the i-th atmospheric layer.
hn [m] Integration height.
hmn Field coecient to model the magnetic eld.
hs [m] Scale height.
k [1/m] Wave number of an electromagnetic wave.
k+ [1/m] Wave number of circularly rotating electromagnetic wave in
positive direction.
k  [1/m] Wave number of circularly rotating electromagnetic wave in
negative direction.
k1; k
0
2 [K/hPa] Refractive constants of the troposphere.
k3 [K
2/hPa] Refractive constant of the troposphere.
kn Refraction coecient.
k [1/m] Wave number in the ionosphere without the presence of a
magnetic eld.
me [kg] Electron mass.
n Chapter 2.3.1: Number of layers.
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n Chapter 3.3.1: Number of chirp samples.
n Refractive index of an atmospheric layer.
ngroup Group refractive index.
nhyd Hydrostatic component of the refractive index.
nphase Phase refractive index.
ntropo Refractive index of the troposphere.
nwet Wet component of the refractive index.
nliq Liquid component of the refractive index.
p(t) Synthetic chirp used for range compression.
pd [hPa] Dry air pressure.
pf Received signal after removing the Doppler frequency.
pw [hPa] Partial water vapour pressure.
pliq [kg/m
3] Density of liquid water.
pshifted Range compressed pulse after RMC.
r [m] Distance from the center of the Earth.
s Propagation path of a radar wave.
s(t) Received chirp.
s0 Propagation path of a radar wave under vacuum conditions.
s0(t) Chirped pulse form.
sM Range compressed return echo in time domain.
sm Propagation path of a radar wave within a medium.
sr; st Pulse form of the received and transmitted chirp.
sFR Received chirp including FR- and path delay eects.
siono Received chirp modied by the ionosphere.
t [s] Time.
tgroup [s] Runtime of the envelope of a radar pulse.
tphase [s] Runtime of a constant phase within a radar pulse.
tshift max [s] Frequency dependent time delay of the wave end of a
down-chirped pulse caused by the ionosphere.
tshift min d [s] Pulse delay of down-chirp front passing the ionosphere.
tshift min u [s] Pulse delay of up-chirp front passing the ionosphere.
tshift min [s] Frequency dependent time delay of the wave front of a
down-chirped pulse caused by the ionosphere.
tvacuum [s] Runtime of a radar pulse under vacuum conditions.
td0 [s] Time vector depending on the sensor's sampling rate and
the range to the target.
v [m/s] Propagation velocity.
vm [m/s] Propagation velocity of a radar wave within a medium.
vfront [m/s] Velocity of a wave front.
vgroup [m/s] Velocity of the envelope of a radar pulse.
vphase [m/s] Velocity of a constant phase within a radar wave.
z [rad] Zenith angle.
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