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ABSTRACT 
 
The goal of bayesian approach used in variational inference is to minimize the KL divergence               
between variational distribution and unknown posterior distribution. This is done by maximizing the             
Evidence Lower Bound (ELBO). A neural network is used to parametrize these distributions using              
Stochastic Gradient Descent. This work extends the work done by others by deriving the variational               
inference models. We show how SGD can be applied on bayesian neural networks by gradient               
estimation techniques. For validation, we have tested our model on 5 UCI datasets and the metrics                
chosen for evaluation are Root Mean Square Error (RMSE) error and negative log likelihood. Our               
work considerably beats the previous state of the art approaches for regression using bayesian neural               
networks.  
Index Terms—Bayesian Deep learning, Variational Inference, KL-divergence, Evidence Lower Bound,          
Stochastic Gradient Descent, Adam Optimizer 
 
1. Introduction 
Recently, there has been a lot of work done on inference using probabilistic models. In this approach, 
rather than considering the parameters of the neural network as point estimates, we sample them as 
continuous distributions. Using this approach, helps us infer the uncertainty involved while making 
the predictions. This is very important in sensitive domains where not only we want to find out the 
predictions made by the model but also with how much certainty it is making the predictions.  
 
The problem with this approach lies in the calculation of posterior distribution which is often 
intractable. Hence for the computation, it is necessary to convert the variational distribution into a 
tractable posterior distribution. Variational inference approach is used to convert the inference 
problem into an optimization problem with the objective of minimizing the KL-divergence between 
variational distribution and true posterior. This is done by maximizing the ELBO. 
 
In this paper, we present the background of a Bayesian Neural Network using stochastic gradient 
descent. Then we show how distributions can be parameterized by using variational inference 
techniques. We validated our work on UCI datasets and show our approach is better than the previous 
results obtained. 
 
2. Background 
 
2.1 Variational Inference and the ELBO 
 
A probabilistic model is denoted using observations x, latent variables z and model parameters θ. The                
optimal θ value has to be found to maximize the marginal likelihood as given in below equation where                  
we refer to p (x | z) as the generative distribution and to p (z) as the prior distribution. θ  θ  
   
 
Computing the posterior by doing inference is intractable as it requires doing an integration over z.                
Hence we maximize Evidence Lower Bound (ELBO) in variational inference which can be computed              
by approximating posterior on the latent variable as shown in the below equation. 
 
 
 
2.2 Stochastic Gradient Descent 
 
We can optimize the variational parameters φ by using stochastic gradient ascent with the following               
update rule as given in the below equation. Here γ is learning rate and n is the size of randomly                    
sampled mini batches of training data. 
 
 
 
We define ESBO S( having its posterior unknown. Hence we use joint distribution instead. The   )λ            
weights are normalized to remove the intractable integration present in the denominator. The dataset              
has been divided into mini-batches and the operations are carried on them in successive iterations. The                
ESBO is defined in the below equation. 
 
 
 
Using the reparameterization trick, the gradient can be written as shown in Fig 4. This operation is                 
very helpful in reducing the complexity of variational inference models as shown in the below               
equation.  
 
 
Now Stochastic Gradient Descent (SGD) can be applied to minimize the ESBO. This operation is               
shown in the equation below. 
 
 
 
 
 
 
 
 
 
2.3 Algorithm 
 
Next we present the algorithm used in this work: 
 
 
 
          
           
          
          
          
  
3. Simulation Studies 
 
For bayesian neural network regression, we have used datasets from UCI repository: Boston,             
Concrete, Energy, Protein, Wine. We have used a neural network with one hidden layer with 50                
neurons in each case. We set (0, 1) as the prior distribution for the weight and bias of the neural      η               
network, ReLu as the activation function and batch size as 32. The datasets are randomly partitioned                
into 90% with training data and 10% for testing, and the results are averaged over 50 random trials.                  
The average RMSE loss and average log likelihood values are given in Table 1 and Table 2                 
respectively. Our method archives much better results on both the above metrics compared to the               
previous state of the art. 
 
Table 1: Bayesian neural network regression: average test RMSE(lower is better) 
 
 Ours Rényi-VI[21] CLBO-VI [21] ELBO-VI[15] BPB[6] 
Boston 2.58±0.13 2.86±0.40 2.71±0.29 2.89±0.17 2.977±0.093 
Concrete 4.79±0.36 5.15±0.25 5.04±0.27 5.42±0.11 5.506±0.103 
Energy 0.74±0.08 1.00±0.18 0.95±0.15 0.51±0.01 1.734±0.051 
Protein 4.38±0.07 4.65±0.07 4.43±0.05 4.45±0.02 4.623±0.009 
Wine 0.59±0.04 0.62±0.03  0.61±0.03 0.63±0.01  0.614±0.008 
 
 
 
 
 
 
 
 
 
 
 
Table 2: Bayesian neural network regression: average negative test LL(lower is better) 
 
 Ours Rényi-VI[13] CLBO-VI [13] ELBO-VI[12] BPB[11] 
Boston 2.36±0.17 2.46±0.16 2.40±0.09 2.52±0.03 2.579±0.052 
Concrete 2.93±0.07 3.04±0.07 3.02±0.03  3.11±0.02  3.137±0.021 
Energy 1.53±0.04 1.67±0.05  1.65±0.04 0.77±0.02 1.981±0.023 
Protein 2.85±0.02 2.93±0.00 2.89±0.01 2.91±0.00  2.950±0.002 
Wine 0.92±0.03 0.94±0.04 0.93±0.04 0.96±0.01  0.931±0.014 
 
4. Conclusion 
 
In this work, we showed how a Bayesian neural network can be trained using stochastic               
gradient descent. We started with presenting the problem in variational inference approaches            
and how to convert the problem into a tractable one using ELBO. Next we presented our                
algorithm which used gradient estimation techniques for doing the inference. We evaluated            
our work on UCI datasets and this method produces better results than the previous state of                
the art. 
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