A complex projective t-design is a configuration of vectors which is "evenly distributed" on a sphere in the sense that sampling uniformly from it reproduces the moments of Haar measure up to order 2t. We show that the set of all n-qubit stabilizer states forms a complex projective 3-design in dimension 2 n . Stabilizer states had previously only been known to constitute 2-designs. The main technical ingredient is a general recursion formula for the so-called frame potential of stabilizer states. To establish it, we need to compute the number of stabilizer states with pre-described inner product with respect to a reference state. This, in turn, reduces to a counting problem in discrete symplectic vector spaces for which we find a simple formula. We sketch applications in quantum information and signal analysis.
I. INTRODUCTION AND MAIN RESULTS

A. Introduction
In its simplest incarnation, a D-dimensional complex projctive t-design is a set of unit-length vectors in D that is evenly distributed on the sphere in the sense that sampling uniformly from this set reproduces the moments of Haar measure up to order 2t [1] [2] [3] [4] [5] (see Definition 1 below for a precise definition). In a variety of contexts such a design structure is important:
In numerical integration, designs are known as cubatures. It follows from the definition that the average of a homogeneous polynomial p of order 2t over the complex unit sphere equals p's average over the design. If the design has small order, this realization can be made the basis for fast numerical procedures that compute integrals of smooth functions over high-dimensional spheres.
In quantum information theory, designs are a widelyemployed tool for derandomizing probabilistic constructions. Recall that the probabilistic method [6] is a powerful proof technique originally designed to tackle problems in combinatorics. At its core is the observation that the existence of certain extremal combinatorial structures often can be be proved by showing that a suitably chosen random construction would produce an example with high probability. In quantum information, randomized construction often rely on randomly chosen Hilbert space vectors [7] . While this method has brought about spectacular successes (such as the the celebrated proof of strict sub-additivity of entanglement of formation [8] ), it suffers e.g. from the problem that generic Haar-random states of large quantum systems are unphysical: they cannot be prepared from separable inputs using a polynomial number of operations [9] . Designs, in contrast, can be chosen to consist solely of highlystructured and efficiently preparable vectors, while retaining "generic" properties in a precise sense. Thus considerable efforts have been expended at designing complex projective designs (and their unitary cousins) [3, [10] [11] [12] [13] .
Lastly, randomized constructions in Hilbert spaces have completely classical applications, e.g. in signal analysis. Take for instance the highly active field of compressed sensing and related topics [14] : There, one is interested in reconstructing objects that possess some non-trivial structure (e.g. sparsity, or low rank) from a small number of linear measurements. Strong recovery guarantees can be proven for randomly constructed measurement vectors. Once more, this raises the problem of finding sets of structured and well-understood measurements that sufficiently resemble the properties of generic random vectors. The use of designs for this purpose has been proposed in [15] [16] [17] .
Despite this wealth of applications and nonconstructive existence proofs [18] , explicit constructions for complex designs remain rare. There are varios infinite families of complex projective 2-designs (e.g. maximal sets of mutually unbiased bases [19, 20] , stabilizer states, or symmetric informationally complete POVMs [2] ); sporadic solutions for higher orders [11, 21, 22] ; and approximate constructions involving random circuits [13] . To the best of our knowledge, an infinite set of explicit complex projective 3-designs has not been identified before.
Here, we show that the set of all stabilizer states in dimension 2 n forms a complex projective 3-design for all n ∈ AE.
Recall that the stabilizer formalism is a ubiqutous tool in quantum information theory [9, 23] . Stabilizer states (and, slightly more general, stabilizer codes) are joint eigenvectors of generalized Pauli matrices. Constituting the main realization of quantum error correcting codes [23] , they can be efficiently prepared [24] and described in terms of polynomially many parameters [9] . Yet they exhibit non-trivial properties like multi-partite entanglement [25] . Stabilizer states were instrumental in the development of measurement-based quantum computation [26, 27] . In several precise ways, they can be seen as the discrete analogue of Gaussian states [28] . Beyond quantum information, stabilizer states have proved to be versatile enough to provide powerful models for one of the most influential recent development in theoretical condensed mater physics: the study of topological order [29, 30] .
Our main result thus identifies yet another aspect according to which stabilizer states capture properties of generic state vectors.
B. Designs and frame potential
In order to state our results more precisely, we need to give a formal definition of complex projective designs and introduce the related notion of frame potential. 
where the right-hand-side integration is with respect to the uniform (Haar) measure on the sphere.
In other words, sampling according to µ should give the same expectation values as sampling according to the uniform measure for any random variable that is a polynomial in | x, y | 2 of order at most t. From now on, we will only be concerned with the case where µ is the uniform measure on a finite set of unit vectors.
It is not hard to see that µ fulfills (1) for all polynomials of order t or less, if equality holds for the specific case of p(z) = z t . The resulting value is the t-th order frame potential [33] 
It is known that the Haar integral on the r.h.s. of (1) minimizes the frame potential over the set of all measures µ and that, in fact, its value is given by
This relation is known as Welch bound [34] or Sidelnikov inequality [35] . In summary, we have: 
C. Main results
At the heart of this work is an explicit characterization of the frame potential assumed by the uniform distribution over stabilizer states in prime power dimensions D = d n . We denote the set of stabilizer states on 
Comparing this explicit characterization of the frame potential to the Sidelnikov inequality (3) 
The Clifford group does not act irreducibly on
As indicated before, the first fact was already widely known [11, 19, 20] . The other results, however, are new to the best of our knowledge. We reemphasize that these assertions follow immediately form the Main Theorem, which may be of independent interest.
D. Applications and Outlook
Here, we sketch relations of the result to problems from signal analysis and quantum physics. Elaborating on these connections will be the focus of future work.
In low-rank recovery [14, [36] [37] [38] , a low-rank matrix X is to be reconstructed from few linear measurements of the form y i = tr (XA i ). In the phase retrieval problem [15, 39, 40] one aims to recover a complex vector x ∈ C D from the absolute value of a small number of measurements y i = | x, a i | that are ignorant towards phase information. This task can be reduced to a particular instance of rank-one matrix recovery by rewriting the measurements as [41, 42] 
i.e. by setting X = |x x| and A i = |a i a i |. For both problems, strong recovery guarantees for randomly constructed measurements are known. Oftentimes these rely on generic (e.g. Gaussian) measurement ensembles and employing complex projective designs to partially derandomize these result has been proposed in both contexts [15, 16, 43] .
Regarding both low rank matrix recovery and phase retrieval, it is known that sampling measurement vectors independently from a 2-design does not do the job [15] , while 4-designs already have an essentially optimal performance [43, 44] . However, the remaining intermediate case for t = 3 is not yet fully understood. Numerical studies conducted by Drave and Rauhut [45] indicate that random stabilizer-state measurements perform surprisingly well at that task. The combinatorial properties of prime power stabilizer states -e.g. Theorem 2 -may help to clarify this situation. We believe this to be a potentially very insightful open problem.
Finally, we want to point out that one nice structural property of stabilizer states is that they come in bases, i.e. the set of all stabilizer states is a union of different orthonormal bases (see e.g. Theorem 3 below). This allows for a considerably more structured random measurement protocol: Select one such basis at random and iteratively measure the trace inner product of an unknown low rank matrix with all projectors onto the individual basis vectors. After having acquired D data points that way, choose a new stabilizer basis at random and repeat. We refer to [46] for a detailed description of such a protocol. It should be clear that it has immediate applications to quantum state tomography. In the above paper, non-trivial recovery statements have been announced for t-designs that admit such a basis structure and have strength t ≥ 3. Again, stabilizer states obey these criteria and have been used for the numerical experiments conducted there. However the announced recovery statement suffers from a non-optimal sampling rate for 3-designs and the rich combinatorial structure of stabilizer bases might help to amend that situation.
E. Relation to previous work and history
After completion of this work (first announced at the QIP 2013 conference [47] ), we became aware of the fact that a close analogue of our main result follows from a statement proved in the field of algebraic combinatorics [48] in 1999. The object of study there is a real version of stabilizer states in R 2 n , as well as their symmetries, which are given by a real version of the Clifford group. The key result is that under the action of the real Clifford group, the space Sym 3 (R 2 n ) decomposes into irreps in exactly the same way as it does under the action of the full orthogonal group O(2 n ) [48, 49] . This implies [50, 51] that any orbit of the real Clifford group gives rise to a set that reproduces moments of Haar measure up to order 6 (the established -if confusing -terminology is to refer to such sets as spherical 6-designs [1] , while the complex-valued analogue would be called a complex projective 3-design [2] ).
The findings of [48] are formulated in the language of algebraic invariant theory. While the present authors were trying to relate them to the results we had established in the context of quantum information, we became aware of yet another development. Huangjun Zhu [52] independently derived a very simple and elegant proof showing that the complex Clifford group in dimensions d = 2 n actually forms a unitary 3-design [10, 11] . This means that the the irreducible representation spaces of the action of the Clifford group on C 2 n ⊗3 coincide with those of the full unitary group U(d). In particular, the Clifford group acts irreducibly on Sym 3 (C d ) which, in turn, implies that that any orbit of the group constitutes a complex projective 3-design. The work of Zhu thus fully implies our main result. What is more, the proof is simpler.
The appeal of the question treated here was underscored even more, when we learned a few days prior to submission of this paper to the arxiv e-print server, that yet another researcher -Zak Webb -had independently obtained results related to the ones of Zhu [53] .
In comparision to these works, our proof methods are completely different: We rely on counting structures in discrete symplectic vector spaces in order to compute the angle set between stabilizer states, whereas [48] is based on algebraic invariant theory and [52] on character theory. As a corollary, we derive an expression for the number of stabilizer states with prescribed inner product to a reference state. This finding might be of independent interest. Also, we show that the set of stabilizer states fails to be a 4-design in dimensions 2 n and that stabilizer states in dimensions other than powers of two do not even constitute a 3-design. The simultaneously submitted papers seem to have left this possibility open.
II. PROOF OF THE MAIN STATEMENT
A. Outline
We already mentioned in the introduction that there is a geometric approach to stabilizer states building on the theory of discrete symplectic vector spaces 1 . This phase space formalism will be introduced in Section II B. We formally define stabilizer states and explain how to compute inner products in this language in Section II C. We then move on to briefly introducing Grassmannians and some core concepts of discrete symplectic geometry. These tools will be used to establish Theorem 2 in Section III.
B. Phase Space Formalism
We start by considering a d-dimensional Hilbert space H, equipped with a basis {|q | q ∈ Q}, where the configuration space Q is given by Q := {0, . . . , d − 1} ⊂ Z with arithmetics modulo d. Following [54, 55] , we define two phase factors τ :
and ω := τ 2 = e 2πi/d . For q, p ∈ Q, we introduce the shift and boost operators defined by the relations shift:x(q)|x = |x + q , boost:ẑ(p)|x = ω px |x (6) for all x ∈ Q. For p, q ∈ Q, the corresponding Weyl operator (or generalized Pauli operator) is defined as
Again following [54, 55] , we adopt the convention that any artihmetic expression in the exponent of τ is not understood to be modulo d, but rather as taking place in the integers. This makes a difference for even dimensions (see below). One could argue that it would be slightly cleaner to syntactically distinguish the modular operations appearing in (6) from the non-modular arithmetic in (7) . However, the implicit convention does declutter notation and we feel it is ultimately benefitial. This definition is consistent with established conventions. For example, one recovers the usual Pauli matrices for the qubit case d = 2. We use the notation V := Q × Q and consequently write w(
where
If d is prime, the space V together with the non-degenerate symplectic product (8) forms a symplectic vector space which is called phase space due to its resemblance to the phase space appearing in classical mechanics. The Weyl operators obey the composition and commutation relations
which can be verified by direct computation. It is worthwhile to point out that for odd d, the ring Z d contains a multiplicative inverse of 2, namely 2
. This in particular assures that τ is a dth root of unity and hence the phase factors in (7, 9) depend only on, respectively, pq and [u, v] modulo d. In even dimensions, however, τ has order 2d. This somewhat complicates the theory of stabilizer states in the even-d case -c.f. Section II C.
The preceeding definitions have been made with a single d-dimensional system in mind. We now extend our formalism to n such systems. The corresponding configuration space is Q = Z n d with elements q = (q 1 , . . . , q n ) and q i ∈ Z d . The associated phase space will be denoted by
. It carries a symplectic form given by the natural multidimensional analogue of (8):
With elements (p, q) ∈ V, we associate Weyl operators
acting on the tensor product space C d ⊗n . With these definitions, the composition and commutation relations (9, 10) remain valid for n > 1. We conclude this section with two formulas that will be important in what follows and can both be verified immediately. First, the Weyl operators are trace-less, with the exception of the trivial one:
Second, for any vector v ∈ V and any subspace W ⊆ V one has
C. Stabilizer States
Here, we will cast the established theory [9, 23] of stabilizer states into the language of symplectic geometry required for our proof. For previous similar expositions, see [28, 56] .
Note that Equation (10) 
Using the fact that the w(u i ) commute, one then obtains
This is the desired representation of M. Stabilizer states turn out to be related to maximal isotropic spaces M. We call a subspace M ⊆ V Lagrangian (LAG) -or maximally isotropic -if every vector v ∈ V that commutes with all elements of M is already contained in M. This is precisely the case if
where 
We have opted to denote such representatives of cosets ζ, ι ∈ V by greek letters to notationally underline their origin.
Proof of Theorem 3. Define
and compute
as well as
where we have employed (11) . The first relation implies that ρ M,v is a projection and the second one that is has rank one. One can check by direct calculation that
holds for every m ∈ M. Consequently, the so that the any vector from the range of ρ M,v fulfills all eigenvalue equations. However, since ρ M,v has rank one, its range corresponds to a single vector that we can associate with |M, v ∈ H up to a global phase. This proves the first claim up to uniqueness which we are going to establish later on.
For the second claim, fix u, v ∈ V and observe
where we have used (12) . But because M is maximally
Thus, there is one ρ M,u for each affine space u + M ⊂ V, and two distinct affine spaces give rise to othogonal states which is just the second claim. Finally, note that there are |V/M| = d n = dim H such affine spaces, which proves that one obtains an ortho-normal basis in this way. Moreover, this establishes the uniqueness part of the first statement and implies, justifying that |M, v is well-defined up to a global phase.
In the remainder of this section, we will show how to choose consistent bases for two, possibly intersecting, Lagrangian spaces M, N and use these results to come up with formulas for the inner product between two arbitrary stabilizer states. 
Lemma 1 (Compatible bases). Let M, N ⊂ V be two
Proof. Choose a basis {u 1 , . . . , u dim M∩N } of M ∩ N. By elementary linear algebra, it can be extended both to a basis B M of M and to a basis B N of N. The first claim follows immediately from (13) . For the second claim, note that for from (9), we have that w B M (m)w B N (−n) = ±w(m − n). Thus, by (11), the trace in (15) vanishes unless m = −n. In that case, however, m, n ∈ K and thus, by construction of the bases,
The claim then follows from (11).
We conclude this subsection with an important observation: The overlap of different stabilizer states is fully characterized by the geometric intersection of their underlying Lagrangian subspaces. 
Lemma 2 (Overlap of stabilizer states
Proof. The claim follows from direct computation. According to Lemma 1 we can pick bases B K of K := M ∩ N, B M of M and B N of N that are compatible with each other. With respect to these bases we can write
Formula (15 ) now implies
where the last equation follows from formula (12) .
D. Grassmannian subspaces and discrete symplectic geometry
Let Q be a n-dimensional vector space over the finite field d . The Grassmannian G(d, n, k) is the set of k-dimensional subspaces of V. A standard result -e.g formula (9.2.2) in [58] -says that the size of G is given by the Gaussian binomial coefficient:
This is the analogue of the familiar binomial coefficient for the finite field Z d . As such it exhibits similar properties, such as (
For further reading and proofs of these identities we refer to Chapter 9 in [58] and move on to introducing some core concepts of symplectic geometry: Let V be a 2n-dimensional symplectic vector space over the finite field For instance it labels all graph states (in a sense explaind below) in quantum information theory [25] For the purpose of our counting argument, we need to compute the size of T (M) ∈ V.
Proposition 1. Let V be a 2n-dimensional symplectic space over d and let M be an arbitrary Lagrangian subspace.
Then, the cardinality of T (M) amounts to
Proof. Fix M and note that a subset N ⊂ V has to be both Lagrangian and transverse to M in order to lie in T (M). These conditions can be made more explicit if we choose a basis b 1 , . . . , b 2n of V which obeys
where ⊕ denotes addition modulo 2n. Such a basis allows us to fully characterize any subspace N by a n × 2n-generator matrix G N with column vectors a 1 , . . . , a n obeying span {a 1 , . . . , a n } = N. Moreover, it will be instructive to partition each generator matrix into two . . , n. These requirements can be summarized in a single matrix equality, namely thatG T N JG N must identically vanish. Inserting the particular form ofG N and carrying out the math reveals that this is equivalent to demanding thatÃ T −Ã must be the zero matrix. Hence, a subspace N is a polarization of M if and only if its generator matrix (with respect to the basis chosen above) is Gauss-Jordan equivalent to G N = ( A I n×n ) T , where A is a symmetric n × n-matrix over Z d . Therefore there is a one-to-one correspondence between polarizations N of M and symmetric n × n-matrizes over Z d . The dimensionality of the latter is 1 2 n(n + 1) which completes the proof.
The one-to-one correspondence between polarizations of M and symmetric matrices in this proof gives additional meaning to the set T (M). Recall that a stabilizer state |N, ζ is a graph state if N possesses a generator matrix of the form ( A I n×n ) T , where A is a symmetric n × n-matrix. Hence, T (M) is the set of all Lagrangian subspaces N which lead to graph states. The name graph state pays tribute to the fact that A can be interpreted as the adjacency matrix of a (possibly weighted) graph. Graph states possess a rich structure and many properties of |N, ζ can be deduced from the corresponding graph alone. However, here we content ourselves with pointing out the analogy between graph states and T (M). For further reading we defer the reader to [25] .
Let us now turn to subspaces of the symplectic vector space V. It is clear that a proper subspace W ⊂ V is itself a vector space, however in general it fails to be symplectic. This is due to the fact that the standard symplectic inner product (8) of V becomes degenerate if we restrict it to W. Therefore important tools -such as Proposition 1 -cannot be directly applied to the proper subspace W. However, this problem can be (partly) circumvent by applying a linear symplectic reduction. For W ⊆ V we define the quotient
This space carries the non-degenerate symplectic form
which is easily seen not to depend on the representatives for [v] and [w] . Consequently, the spaceŴ endowed with [·, ·]Ŵ is a symplectic vector space. We will need such a reduction in the proof of Theorem 4.
III. PROOF OF THE MAIN THEOREM
In this section we show our main result -Theorem 2 -which provides an explicit recursion fully characterizing the frame potential F t (Stabs(d, n) ) of stabilizer states in prime power dimensions D = d n . We denote the set of all stabilizer states by
| is just the cardinality of that set. Recall that in our framework each stabilizer state x i ∈ C D is specified by a Lagrangian subspace M in V = Z 2n d and a representative ζ ∈ V of the coset [ζ] M ∈ V/M. The Clifford invariance [28] of stabilizer states allows us to calculate any frame potential F t (Stabs(d, n) ) by counting intersections of Lagrangian subspaces. This is the content of the following result that considerably simplifies the expression for frame potentials.
Lemma 3. Let D = d n be a prime power. The t-th frame potential of the set of all stabilizer states in dimension D is
given by (Stabs(d, n) ) is superfluous and we can write
because instead of summing over stabilizer states, we may as well sum over their characterizing Lagrangian subspaces and cosets instead. Such a reformulation allows us to employ Lemma 2 which implies
This requirement for a nonvanishing overlap is met if and only if ζ ∈ K ⊥ . The number of representatives ζ which obey this property (and single out different stabilizer states) is given by the order of the quotient space |K ⊥ /N|. Since N ⊆ K ⊥ (which follows from K ⊆ N and N ⊥ = N), such a quotient space is well defined and its order amounts to
Consequently, for each pair of Lagrangians M, N with k-dimensional intersection, d n−k out of a total of d n stabilizer states specified by N give rise to a non-vanishing
with the fixed stabilizer state x k = |M, 0 . Inserting this insight into (23) reveals
, where we have replaced the summation over the different Lagrangian subspaces with an equivalent summation over the dimension k of the intersections M ∩ N.
Lemma 3 shows that we can compute the stabilizer frame potential F t (Stabs(d, n) ) provided that the number κ M (d, n, k) is known for any Lagrangian subspace M and any intersection space dimesion k ∈ {0, . . . , n}. The following two statements characterize that number. (17)) immediately yields the following corollary. 
Corollary 2 (Expression for
Proof of Theorem 4. We need to count in how many ways one can choose a Lagrangian space N ⊂ V that intersects M exactly in K. Our strategy will be to relate the set of such extensions N of K to a set T as in Proposition 1. To that end, setŴ :
ThereforeŴ is the linear symplectic reduction of K ⊥ as defined in (19) . The spaceŴ endowed with the induced symplectic product [·, ·]Ŵ defined in (20) forms a symplectic vector space with dimension
Note that any isotropic space N containing K is in particular contained in K ⊥ . The canonical projection N → N/K sets up a one-to-one correspondence between ndimensional subspaces of K ⊥ containing K and (n − k)-dimensional subspaces ofŴ. We need two properties of this correspondence:
(i) N/K ⊂Ŵ is isotropic if and only if N ⊂ V is. Proof: This follows immediately from (20) .
(ii) N/K ⊂Ŵ is transverse to M/K if and only if M ∩ N = K. Proof: Basic linear algebra shows
For the left hand side:
with the same condition for equality. For the right hand side:
with equality if and only if the two spaces are transverse. It follows that M/K is a Lagrangian subspace ofŴ and there is a one-to-one correspondence between Lagrangian spaces N intersecting M in K and Lagrangian subspaces ofŴ transverse to M/K. Employing Proposition 1 then yields the desired result. 
and thus obeys the recursion
Formula (25) combined with Corollary 2 allows us to write down the frame potential (Lemma 3) explicitly: (25) . Note that this is a purely combinatorical expression that depends solely on d and n. Analyzing its recursive dependence on n allows us to establish the main result of this work -Theorem 2.
Proof of Theorem 2. Let us start with the base case (4) which is readily established. Indeed, setting n = 1 and evaluating formula (27) reveals that for any d and t F t (Stabs(d, n) ) amounts to
where we have used (
Let us now move on to establishing the recursive behavior. Replacing n by (n + 1) in formula (27) and employing Pascal's identity (18) as well as trivial coefficients for Gaussian binomials yields
where we have encorporated the first and last terms in the first and second summation, respectively. Note that the second summation just corresponds to ∑ n k=0 (
(n−k)(n−k+3−2t) -which in that very form also appears in (27) . Importantly, a similar equivalence is true for the first sum appearing in (28) . Taking a closer look at the overall exponent of d in that summation re-
and the first term is independent of the summation index. Consequently the first sum in (28) 
where we have employed (26) .
We conclude this article with presenting a proof of Corollary 1 which establishes some substantial insights into the structure of stabilizer states. But the Welch Bound (3) satisfies identical relations:
2 ) (
The 3-design case can be proved along similar lines. We have
and the Welch bound satisfies
The two base values (31) and (33) (Stabs(d, 1) 
and
. (41) Comparing (37) to (40) For the final claim of Corollary 1, note that the set of stabilizer states in prime-power dimensions form one orbit under the action of the Clifford group [28] . Also, any orbit of a unitary t-design is a complex projective t-design [10, 11] . Thus Claim 3 implies that the Clifford group is not a 4-design. Peter Turner has made us aware of the fact that the frame potential of group orbits only depends on the action of that group on the totally symmetric space Sym t (C D ). Following the reasoning of [11] , a group acting irreducibly on that space has the property that any orbit constitutes a complex projective t-design. Thus, the stronger statement in Claim 4 is also implied by Claim 3.
