Let G be a finite group. It is easy to compute the character of G corresponding to a given complex representation, but much more difficult to compute a representation affording a given character. In part this is due to the fact that a class of equivalent representations contains no natural canonical representation.
Introduction
The construction of representations is a classical problem which dates back over a century. One early example appears in [9, page 302] where an irreducible representation of degree 3 for the alternating group on five elements is constructed.
Even earlier (1878) C. Jordan constructed the primitive linear groups of degree 2 and his work was extended in [5, 7, 38, 39] . Using the Classification of Finite Simple Groups, [18] describes all primitive finite linear groups of prime degree.
We can divide the methods and algorithms which have been proposed to construct representations of finite groups into two main classes: the methods which deal with the problem theoretically and the methods and algorithms which deal with it in a practical sense. So far none of them has proved effective as a method of solving the problem for more than a very limited class of groups.
There are satisfactory methods to construct modular representations of groups over finite fields and Parker's MEATAXE is an effective tools for computing with modular representations (see [30, 24] ). This method is extended to the ring of integers in [31] .
Some computer programs have been written to compute complex representations of finite groups (see, for example, [20, 8, 22, 29] ).
Also there have been presented some methods to construct or approximate representations of some particular groups (see, for example, [6, 14, 17, 27, 32, 33, 34, 35, 36] ).
Some theoretical methods are established in [1, 2, 3, 4, 19] to find irreducible representations of a finite group G over the field of complex numbers. These methods show that the computational complexity of the problem is bounded by a polynomial in |G|. In our situation the input to the program is much more concise than listing the elements in the group. This suggests that from our point of view these theoretical results are not using the right measure of complexity.
Let G = S be a finite group and χ be an ordinary irreducible character of G. In this paper we present a method for constructing a representation R of G affording χ. We proceed recursively, reducing the problem to smaller subgroups of G or characters of smaller degree until we obtain a problem with which we can deal directly.
The inputs of this algorithm are a given set S of generators of G, and the character χ. The output is a list of matrices R(x) (x ∈ S) corresponding to the generators of G. We will show that this algorithm works for all groups and all irreducible characters χ of degree less than 32 although in principle the same methods can be extended to characters of larger degree. This algorithm has been implemented in the GAP package REPSN [13] .
There is no upper bound depending only on n for the order of a group with a faithful representation of degree n (but see Jordan's theorem [26, Theorem 14.12] ). However, in general such groups may have orders which are exponential in n. For example, S n+1 has a faithful representation of degree n.
Our object is to construct a program for computing a representation of a group G affording a specific character of degree n whose execution time depends principally on steps which take time bounded by a small power of n and avoid dependence on the size of G. Our program uses a number of functions from GAP whose time complexity may be difficult to estimate (such as solution of linear equations over a cyclotomic field), and the execution time of some of these functions certainly depends on the way in which G is originally presented. For example, if G is provided as a permutation group, then the execution time of some of the functions will depend on the degree of the permutations, but in general not on the size of G. In practice, we seem to have been successful, and our program REPSN is able to handle quite large groups provided the degree is not too large.
Overview: Our algorithm is recursive. Given a set of generators for a group G in a suitable form (often as permutations) and a faithful irreducible character χ we try to reduce the problem to the corresponding problem for a proper subgroup of G.
Our first series of subprograms perform this reduction in the case G < G and use induction method (section 2.1) and Theorems 2.2 and 2.1. These subprograms do not depend on bounding the degree of χ by 32. In particular, if G is solvable, then they eventually reduce the problem to the trivial group and so complete the construction of the representation of G.
If G is not solvable then the problem is recursively reduced to the case where G = G , so G is a perfect group. It is only in this situation that we require the character to have degree < 32. When G is perfect, G will either have a normal abelian subgroup A Z(G), or Z(G) is the unique maximal normal subgroup of G. In the former case χ is imprimitive and recursion can be used again (see section 4.3). In the latter case, we know that G can be written as a central product by Corollary 3.5. If there is more than one factor in this central product then Theorem 3.4 applies and we can recursively reduce to a smaller group.
If there is only one factor in this central product, then either G is a central cover of a non-abelian simple group or G is a perfect group such that Soc(G/Z(G)) is abelian. We deal with these two cases in section 4.2 (using the character restriction method) and in section 4.3 (using ad hoc methods).
In implementing this algorithm as RESPN we use a number of GAP functions. These include: computing generators for subgroups, finding the derived series for a group, finding minimal normal subgroups, and character calculations such as computing constituents of a character. In particular, it is necessary to compute the irreducible characters for some of the subgroups involved in order to carry out the reduction of χ restricted to that subgroup.
Reduction to Perfect Groups
In this section we introduce the methods of induction and extension and then explain how the methods of induction and extension enable us to reduce our problem to the case where G is perfect. The case where G is perfect is dealt with using the tensor product construction and the character restriction method.
Induction
Let χ be an irreducible character of a finite group G. If N is a normal subgroup of G then using Clifford's Theorem we have
where θ = θ 1 , . . . , θ t are the distinct conjugates of an irreducible character θ of N and e is an integer 1 .
If we consider T := I G (θ), the inertia subgroup of θ in G, then t = |G : T |. It is shown in [26, Theorem 6.11] that there exists an irreducible character ψ of T such that ψ N = eθ and ψ G = χ. If t > 1, then T is a proper subgroup of G, and from a representation of T affording ψ we can construct an induced representation of G affording ψ
This will enable us in many cases to reduce our problem of finding a representation affording χ to one of finding a representation affording a character on a proper subgroup. 
Extension
and
has a unique solution which determines the entries of R(z).
Proof : We first show that there exists a representation R of G which affords χ and R H = R 0 . Indeed, let S be any representation of G affording χ. Then S H affords χ H and so is equivalent to R 0 . Hence there exists an invertible matrix C such that C
S(z)C for all z ∈ G clearly satisfies the required conditions. We next show that the equations (1) and (2) 
is an n × n matrix whose entries satisfy (1) and (2) . Then equation (1) shows
commutes with all R 0 (x) (x ∈ H). Because R 0 is irreducible, Schur's lemma now shows that W R(z) −1 = λI for some scalar λ. Now (2) shows that χ(x) = tr W = tr λR(z) = λχ(z). Since χ(z) = 0 this implies that λ = 1 and so W = R(z) as claimed.
The condition χ(z) = 0 in the theorem is easily satisfied. Indeed, Theorem (2.2) below shows that if χ(z) = 0, then χ(zw) = 0 for some w ∈ N .
Extending a representation using Theorem (2.1) requires solution of a system of (consistent) linear equations in n 2 unknowns. The time taken to carry this out is known to be asymptotic to cn 6 where c measures the time to carry out a multiplication or division of two scalars. This is often a bottleneck in the execution of our program especially when the coefficients lie outside of Q. In the latter case GAP deals with the coefficients as cyclotomic expressions and this slows down the computation.
It is also possible to extend an irreducible representation in a similar way from subgroups which are not normal, as Theorem (2.2) will show. The computations are more complicated, and fortunately we do not require this case very often. 
Proof : Let R be a representation affording χ and extending R 0 . We find the entries of R(z) :
n} is the standard basis of M n×n , where the entries of E ij are 1 at position (i, j) and 0 elsewhere. Since B is a basis for M n×n therefore for each 1 i, j n we have
where the α ijk are unique. Since
This completes the proof.
In order to apply Theorem (2.2) it is necessary to construct a suitable basis B. This can be done using a probabilistic algorithm. The following theorem shows that on the average at most 2n Proof: (Compare with [10, Prop 2.1]) For h ∈ H we say h has P if U h = U . At least one t i has P since otherwise U h = U for all h ∈ H contrary to hypothesis. Now every element of X has the form
where k is the largest i such that t i has P.
To prove the theorem it is enough to show that for fixed y and z at least one of yt k z or yz has P. Indeed U z = U by the choice of k. Hence if U yz = U then U y = U . But then U yt k = U t k = U and so yt k z has P as required.
T. Minkwitz [28] proposed another method to extend a representation affording χ H of H to G, when the character χ H is irreducible. His method requires a loop over the set of all elements of the subgroup H. Thus this method is appears to be limited to cases where the subgroup H is fairly small (see section 5). We have not used his method since we are looking for execution times which depend principally on the degree n of the character and not on the size of the groups involved.
Reduction to G (∞)
If G is not perfect then we can reduce our problem to constructing a representation for a proper subgroup using induction and extension methods.
Suppose
is the derived series of G. If G is solvable then G
where
. Now we consider three different possibilities for the values of t i and e i in (3) for i 1.
Case I At least one t i > 1;
Case II All t i = 1 and e 1 > 1;
be a composition series of G through G (1) . Then for 1 u m, |K u−1 : K u | is a prime and K u is a normal subgroup of G. Since t 1 = 1 and e 1 > 1, χ G (1) is reducible. This means there exists 1 u m such that χ K u−1 is irreducible and χ Ku is reducible. Since |K u−1 : K u | = p is a prime and K u is normal in G, [26, Corollary 6.19] shows that
Case III All t i = 1 and e 1 = 1;
If for some j 1, e j = 1 and e j+1 > 1 then χ G (j) is an irreducible character of G (j) . Let R be a representation affording χ G (j) for G (j) . Then Theorem 2.1 shows how to construct an extension of R to G which is a representation of G affording χ.
If all e i = 1 then put H := G (∞) . If G is solvable then H = 1 and this will never happen except in the trivial case when χ(1) = 1. If G is not solvable then χ H is an irreducible character of H = 1. Since H is perfect, we have to deal with the irreducible characters of perfect groups.
Decomposition of Perfect Groups
In Section 2 we have seen how we can recursively reduce our problem to the case where G is perfect. We now turn to construction of representations of perfect groups. We classify the class of perfect groups G into two subclasses depending on whether the socle Soc(G/Z(G)) is abelian or non-abelian. We introduce the tensor product method and explain how this method enables us to reduce the problem of constructing representations of perfect groups to the case where G is a simple cover.
Tensor Product
Suppose G = HK is the central product of groups H and K. This means that H and K are normal subgroups of G and [
Suppose χ is an irreducible character of G and R is a representation of G affording χ. Then a representation of G affording χ can be constructed from representations of H and K using tensor products. 
Suppose S and T are representations of H and K affording φ and ψ, respectively. We show that if x, x ∈ H and y, y ∈ K then xy = x y implies 
S(x) ⊗ T (y) = S(x ) ⊗ T (y ). Indeed since xy = x y and [H,
and we conclude that λ = µ. Thus
as required. This shows that xy −→ S(x) ⊗ T (y) is well defined, and then it is easily seen that this is a representation of G.
Finally let h ∈ H and k ∈ K. Then 
This implies that hk −→ S(h) ⊗ T (k) is a representation of G affording χ.

Perfect Groups with Soc
Proof: 
Now by "Schreier's Conjecture" the group of outer automorphisms of each finite simple group is solvable (the proof uses the Classification of Finite Simple Groups). Thus Out(T i ) = Aut(T i )/Inn(T i ) is solvable for i > 0 and so 
We show that [U, V ] = 1. Let u ∈ U and consider the mapping The relevance of this theorem to our problem is the following corollary.
Corollary 3.5. Let G be a group satisfying the conditions of the theorem above and suppose that G has a faithful character of degree < 32. Then G is a central product of C, T 1 , . . . , T n with n 4.
Proof: Under the hypotheses of Theorem 3.4, T 1 , . . . , T n are non-abelian perfect groups, so the degree of a nontrivial character of each T i is at least 2. Therefore if n 5 and χ is a faithful character of G then χ(1) 2
5
= 32 (Theorem 3.1). Thus for faithful characters of degree less than 32 we have n 4 and the second part of the theorem above applies.
Suppose G is a group satisfying the conditions of the theorem above with n 4. IfḠ has more than one factor then we can use the tensor product method to construct representations of G from representations of proper subgroups of smaller degree (Theorem 3.1). OtherwiseS =T 1 =Ḡ orS =T 0 . In other words, G/Z(G) is a non-abelian simple group or Soc(G/Z(G)) is abelian. We consider these cases separately.
Perfect Groups with a Single Component
Character Restriction
Suppose χ is an irreducible character of a finite group G. One method of constructing a representation of G affording χ has been presented in [16] . This is applicable whenever G has a subgroup H such that χ H has a linear constituent with multiplicity 1. We call such a subgroup H a χ-subgroup and will refer to this method as the Character Restriction method. In general there is no method for locating χ-subgroups, but in many cases when the method described in [16] is applicable, we have found that some p-subgroup is a χ-subgroup (see [12] ).
Practically it is more difficult to find a character subgroup for characters of higher degrees.
Following [16] the Character Restriction method can be described briefly as follows.
Suppose H is a χ-subgroup and that θ is a constituent of degree 1 and multiplicity 1 in χ H . Define
is a representation of G which affords χ. See [16] for proof (note that in several places x −1 i is incorrectly written x i ).
Perfect Groups with Soc(G/Z(G)) Non-Abelian Simple
One of the main problems in using the Character Restriction method is to find a suitable χ-subgroup (indeed, it is known that for some characters no such χ-subgroups exist). In our algorithm the method will only be applied to perfect groups of two special types: (i) simple groups and their covers , and (ii) some exceptional perfect groups G with abelian Soc(G/Z(G)).
The author has shown in his thesis [12, Section 4] that, for every group G which is a simple group or its central cover, and every χ ∈ Irr(G) of degree < 32, G has a χ-subgroup. In most cases this χ-subgroup is a Sylow p-group (often a p-subgroup). Exceptions occur for certain characters for the groups 3.O 7 (3), 3.U 6 (2) and the covering groups of U 4 (3). See [12] for details.
Hence using the Character Restriction method we can compute representations of degree < 32 of finite simple groups and their covers.
Perfect Groups with Soc(G/Z(G)) Abelian
Suppose G is a perfect group with Soc(G/Z(G)) abelian and χ is a faithful irreducible character of G. If there exists an abelian normal subgroup A of G such that A Z(G) then using Clifford's Theorem
where φ = φ 1 , . . . , φ t are distinct irreducible characters of A of degree 1 conjugate to φ in G. Since A Z(G), t > 1 and we can use the Induction method.
Thus suppose Z(G) is the maximal normal abelian subgroup of G. The following theorem is due to Isaacs [25] . 
[H, G] Z and 3. |Hom(H/Z, Z)| |H/Z|.
We will also need: 
Suppose G is a finite group, Z(G) is the maximal normal abelian subgroup and Soc(G/Z(G)) = T 0 /Z(G) is abelian. We shall show that in this case the Fit(G) = C G (Fit(G)/Z(G)) by proving the following lemma, which is a generalization of [15, Theorem 4.5] . Put F := Fit(G). If χ F contains at least two distinct irreducible constituents, then χ is imprimitive and we can reduce our problem to construction of a representation for a proper subgroup of G. Thus we consider the case where χ F = eθ for some e 1 and θ ∈ Irr(F ). In this case θ is G-invariant (i.e., I G (θ) = G).
Lemma 4.3. Let G be an irreducible subgroup of GL(V ) where V is a vector space over C and let Z(G) be the maximal normal abelian subgroup of
If e = 1 then χ F is an irreducible character of F , so Theorem 2.1 shows how we can extend a representation of F affording χ F to a representation of G affording χ and we have reduced the problem to a smaller group. Now consider the case that e > 1. We consider the different possible values of e and θ (1) . First of all we show that θ(1) > 1. If θ(1) = 1 then the elements of F are scalar and so F ⊆ Z(G) and this means that F/Z(G) = 1. On the other hand T 0 /Z(T 0 ) is a homomorphic image ofT 0 and so is abelian. Therefore T 0 is nilpotent and this implies T 0 ⊆ F . HenceT 0 = Soc(G/Z(G)) = 1. This implies G = Z(G) contracting the hypothesis that G is perfect. Thus θ(1) > 1 as claimed.
Recall that if H is a subgroup of G and µ is an irreducible character of H, then µ is extendible to G if there exists an irreducible character ρ of G such that ρ H = µ. Thus in the case where χ F = eθ (θ ∈ Irr(F ) and e > 1) we can solve our problem if we can find ρ ∈ Irr(G) such that ρ F = θ and α ∈ Irr(G/F ) such that χ = αρ. The theorem below gives a condition for θ to be extendible to G. 
If θ(1) = 2, 3 or 6 then G/F is isomorphic to a subgroup of Sp(2, 2), Sp(2, 3) or Sp(2, 2) × Sp(2, 3), respectively. But none of these groups contains any perfect subgroup so θ (1) ∈ {2, 3, 6} .
Theorem 4.7 shows how to deal with the case where e is a prime and Theorem 4.10 shows that the case where θ(1) | 6 cannot occur. Thus if we restrict the degree of the character χ to less than 32 then the only remaining cases to consider are:
(χ(1), θ(1), e) = (16, 4, 4) , (20, 5, 4) , (24, 4, 6) , (28, 7, 4) , (30, 5, 6) .
Next section deals with these exceptional cases and shows that for each of these cases we can use the Character Restriction method to calculate a representation.
Exceptional Characters of Perfect Groups with
Soc(G/Z(G)) Abelian If χ has degree 20, 28 and 30 then using [23] , [21] and Lemma 4.11, for each character of these degrees, there exists only one perfect group. Computations in GAP show that these perfect groups contain a χ-subgroup of order 50, 98 and 125, respectively.
For 16 or 24 we have more than one perfect group with characters of these degrees. But computations shows that in each case these perfect groups contain χ-subgroups containing the centre of G and having order 2 α 3 β for some α and β. See [12] for details.
Therefore using the Character Restriction method, we can construct a representation of G affording χ.
Runtimes
The results and the algorithm in this paper have been implemented in the GAP package REPSN [13] as the function IrreducibleAffordingRepresentation. Finding a theoretical bound on the cost of the algorithm is a difficult task, since it frequently uses high level subroutines, which, in the actual implementation, are provided by GAP. The cost of these subroutines is usually not provided in the GAP manual. For this reason we restrict ourselves to providing some examples ( Table 1 ) that illustrate the algorithm runtime behaviour.
The only previous program in GAP for computing representations of general groups was IrreducibleRepresentationsDixon which was based on the algorithm described in [16] . The program was not satisfactory, in part because it needed a long time to search for χ-subgroups, and in part because the method is not always applicable, so the program would often fail. For example, if G is the semidirect product of a Sylow 7-subgroup of SL (3, 7) and the quaternion group of order 8, then G is solvable and an irreducible character χ of degree 14 of G has no χ-subgroups. This group is introduced by G. Glauberman in [27] .
In the following table we give the time spent by GAP for constructing representations of 9 different groups affording an irreducible character χ of degree χ (1) . These groups are sorted according to the methods explained in this paper.
The group G 1 is the Glauberman's example explained above. This is a solvable group of the form P Q 8 , where P is a Sylow 7-subgroup of SL (3, 7) . A representation of G 1 of degree 14 is constructed by extending a representation of degree 7 of a subgroup of G 1 and then inducing to a representation of degree 14 of G 1 . The group G 2 is solvable whose derived series has length 7. The rest are nonsolvable groups. The group G 3 is a nonsolvable primitive permutation group of degree 125 such that G (4) 3 is perfect and is isomorphic to the direct product of three copies of A 5 . The group G 4 is a primitive permutation group of degree 25 of the form (A 5 × A 5 ):2 2 with A 5 × A 5 is its derived subgroup. A representation of G 4 of degree 25 was constructed by first computing a representation of degree 25 of A 5 × A 5 as a tensor product of two representations of degree 5 and then extending to a representation of degree 25 of G 4 . The group G 5 is the Mathieu simple group M 12 as a permutation group of degree 12. The groups G 6 to G 9 are perfect groups. These groups are available in the GAP library of perfect groups. We use the notations in [23] to describe the structure of these groups. The group G 6 is a perfect permutation group of degree 32 of the form A 5 2 4 C 2 1 with abelian Soc (G 6 /Z(G 6 )). If F is the Fitting subgroup of G 6 , then G 6 contains a subgroup P such that P/F is a Sylow 2-subgroup of G 6 /F and the restriction of χ on P is irreducible. The group G 7 is a perfect permutation group of degree 125 of the form A 5 
. A representation of G 7 of degree 10 is computed by using the extension method (section 2.2) twice. First for extending a representation of degree 5 to a representation of a subgroup of G 7 and then extending a representation of degree 10 to a representation of G 7 . The group G 8 is also a perfect permutation group of degree 343 of the form PSL 3 (2) 2
REPSN constructs a representation of G 8 of degree 42 by inducing a representation of degree 7. This is an example which shows that, in some cases, REPSN is more than 1000 times faster than the former program in GAP. Finally G 9 is a perfect permutation group of degree 49 of the form (A 5 × A 5 ) 2 2 # 5
2
. A representation of G 9 of degree 25 is found by computing a tensor product of two representations of degree 5 of subgroups isomorphic to A 5 .
In the following table T Ind , T Ext and T Chr are times spent for induction (section 2.1), extension (section 2.2) and character restriction methods (section 4.1), respectively. Also T, T M and T * are execution times for the REPSN program, the REPSN program using Minkwitz's method for extending a representation, and the formerly available program in GAP, respectively. The numbers in this table are the cpu time (processor time) in seconds (the machine used was a Pentium IV, 2.9 GHz). The times given in the table show that most of the time taken in executing our program is spent in standard GAP procedures such as computing normal chains, finding generators for subgroups and calculating with characters. The effectiveness of our program owes a lot to the efficiency of these procedures.
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