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Abstract 
Boltzmann machines are able to represent some probability distribution 
but the exact learning algorithm needs a time that is exponential in the 
number of neurons. The approximation method called Linear Response 
is not only applicable to machines with only second order interactions, 
but can be extended to Boltzmann machine with third and higher order 
interactions. It is shown that this can be used to estimate probability 
distributions which have strong third or higher order correlations. 
1 Introd uction 
A Boltzmann machine is a network of stochastic variables (neurons), which 
value is either plus or minus one. All neurons are linked to each other with 
symmetric weights Wij = Wji. Due to this symmetry the stationary probability 
distribution is given by the Boltzmann-Gibbs distribution P(S'), which is a 
known function of the weights and thresholds of the network [1]. 
Since the computation of this distribution requires an amount of time pro­
portional to 2N, where N is the number of neurons, an approximation is needed. 
Kappen and Rodriguez [2] have shown an approximation method called Linear 
Response which is an order N3 algorithm. 
We extend this approximation to higher order networks. These higher order 
networks have not only first and second order interactions ()i and Wij but also 
third and higher order interactions like Wijk or Wijklm' 
We show that it is possible to derive do the Linear Response approximation 
similar to the second order case. Moreover in the absence of hidden units it 
is possible to obtain an immediate approximation of the weights instead of 
learning the machine using gradient descent. 
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2 Approximation of the Free Energy 
A higher order Boltzmann machine has a probability distribution 
pes) = � exp(-E(s)) (1) 
where 
Z = L exp( -E(s)) (2) 
all ii 
and 
E(s) = - L OiSi + o:Eint(s) (3) 
The interaction energy in the last equation is given by all interactions in the 
system 
Eint(S) = -� I: WijSiSj - � L WijkSiSjSk -. .. (4) 
ij ijk 
For 0: = 1 we have the fully connected Boltzmann machine; for 0: = 0 the model 
is decoupled. 
Calculation of the free energy F = -log Z requires a time that is exponen­
tial in the number of neurons. Therefore we need an approximation. We will 
follow the work of Plefka [3] and expand this free energy in a, since the model 
is calculable for 0: = O. 
First we introduce new variables 
8F mi = (Si) =--80i (5) 
and perform a standard Legendre transformation to make these mi the new 
independent variables. 
G(m, w, 0:) = F(e, w, 0:) + L Bimi (6) 
where G is known as the Gibbs free energy which has mi and the weights as 
independent variables. 
We approximate this G by a Taylor expansion around 0: = 0 
G(m, w, 0:) � G(m, w, 0) + a �� 10=0 (7) 
Since we know that G(m, w, 0) represents the Gibbs potential of the de coupled 
spins, we obtain 
G(m .... ) � '" { 1 + mi I 1 + mi 1 - mi I 1 - mi } ,W, 0: � 2 og 2 + 2 og 2 i 
+0: (Eint) 0=0 (8) 
and the mean field variables mi are calculated by using the property of the 
Legendre transformation that Bi = 8G /8mi, where we put in the approximated 
Gibbs free energy. 
3 Estimating the Correlations 
Notice that in the exact case the correlations can be expressed as higher order 
derivatives of the free energy 
= of OBi 
o2F - O(}iO(}j + (8i) (Sj) 
o3F 
o(}io(}j8(}k + (Si) (SjSk) + (Sj) (SkSi) 
+ (Sk) (SiSj) - 2 (Si) (Sj) (S",) 
(9) 
From the Legendre transformation we know the relationship between the higher 
order derivatives of F and those of G 
(10) 
If we make use of equation 8, with a set to one, we can estimate the higher 
order derivatives of G 
8G 
8mi � 
o2G 
Omi8mj � 
o3G 
Omi8mj8mk � 
t h-1 + 
a (Eint) an mi a mi 
8ij 82 (Eint) 
1 - m; + 8mi8mj 
28ookmo 83 (Eint) <J < + (1 - m;)2 omiomj8mk 
(11) 
(12) 
(13) 
where the derivatives of (Eint) are simple expressions in terms of mi and the 
weights. 
If we want to approximate the correlations given the thresholds and the 
weights, we first calculate the mean field variables mi using equation 11 and 
then we use equation 12 to estimate the derivatives of G. After that we use 
the Legendre transformation to find the derivatives of F. Using equations 9 we 
can find the estimated correlations. 
If we, however, know all the wanted correlations (as is the case if there 
are no hidden neurons) we can use equation 9 to calculate the derivatives of 
F and the Legendre transformation to obtain the derivatives of G. Since our 
approximated Gibbs free energy is linear in the weights, we can use equation 12 
to make a direct estimate of the weights. 
4 Results 
We demonstrate the Linear Response approximation on a Boltzmann machine 
which has thresholds, second and third order weights. Our target distribu­
tion will be a Boltzmann distribution itself with only second and third order 
interactions 
Q(S) = � exP(L WijSiSj + L WijkSiSjSk) 
i<j i<j<k 
(14) 
where Z is the normalization constant. The weights are random from a Gaus­
sian with zero mean and a standard deviation u/VN for the second order and 
u/N for the third order weights. N is the number of neurons. We have used a 
network with 10 neurons, since in that case it is possible to compare the results 
with the exact calculations. 
First we have trained our Boltzmann machine using the exact learning al­
gorithm and using the Linear Response approximation. We have learned the 
target distribution Q(t) with a third order Boltzmann machine as well as with 
a second order Boltzmann machine (which we expect to give worse results). 
We use the Kullback divergence [4] to measure the distance between the target 
and the learned probability distribution. 
In figure 1 the Kullback divergence is plotted versus the standard deviation 
(7. In the upper graph we used a target with third order interactions only; in 
the lower graph the target has both second and third order interactions. Since 
we have expanded G in the weights, we expect worse results as u increases. 
Notice that the Kullback divergence of the exact third order machine is always 
zero since in that case the task is realizable. 
From figure 1 we conclude that for targets in which third order correlations 
play a significant role the third order Linear Response approximation is useful 
as long as u is not too large. (For a second order models it is known that the 
mean field approximation used here breaks down at u == 1/2 for large N [5].) 
Secondly we assess the quality of the approximation to compute the corre­
lations of a given Boltzmann distribution. We have initialized the second and 
third order weights of a network of 10 neurons with zero mean and standard 
deviation (7/ VN for the second order interactions and u / N for the third order 
interactions. We have plotted the exact correlations versus the estimated ones 
for a network with u = 0.25. Figure 2 shows two graphs for (SiSj) and (SiSjSk). 
We see that the approximated second and third order correlations are almost 
equal to the exact ones. 
5 Discussion 
In this paper we extended the Linear Response approximation to Boltzmann 
machines with higher order interactions. We showed that good approximations 
can be obtained as long as the weights in the target distribution are not too 
large. 
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Figure 1: A network of 10 neurons learning a distribution a) with only third 
order interactions and b) with both second and third order interactions. Each 
point is an average over 10 random problems. Notice that in the upper graph 
the two second order lines are on top of each other. 
It is possible to expand the Gibbs free energy G upto the second order of 
Q'. For a second order Boltzmann machine this brings in the TAP-term as was 
shown by Plefka [3] and Kappen et al. [2]. The same can be done for higher 
order Boltzmann machines which increases the accuracy of the estimation. The 
inversion of equation 12 however might be no longer possible since the deriva­
tives of G are not linear in the weights in that case. 
Although the theory presented is in principle valid for any order of the 
Boltzmann machine, only third and maybe fourth order will be useful in prac­
tice. The calculation time is polynomial, but it can be fairly large, since the 
Figure 2: The estimation error of the second and third order correlations in a 
network of 10 neurons. a) (SiSj)ex vs. (SiSj)lr b) (SiSjSk)ex vs. (SiSjSk)lr 
exponent is proportional to the order of the Boltzmann machine. Furthermore 
the storage of all the correlations might be a problem. 
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