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Introduction
Latent class models express the joint distribution among a set of categorical variables as a mixture of distributions, each component of which satisfies mutual independence among the variables. Each distribution in the mixture applies to a cluster of subjects representing a separate class of a categorical latent variable, those subjects being homogeneous in some sense. Since Goodman's (1974) development of maximum likelihood (ML) procedures for fitting latent class models, they have been used for a wide variety of applications. For instance, Clogg (1981) used them to analyze intergenerational mobility, interpreting the latent classes as different social classes. Aitkin, Anderson, and Hinde (1981) used them to analyze educational research data by clustering teachers into distinct teaching styles. Latent class models have also been used to assess agreement and disagreement among subjects' responses to several survey items (Clogg, 1979) This article discusses a latent class model in which each observed variable has the same categorical scale, and the relationship among those variables satisfies quasi-symmetry. Such models are appropriate when subject-specific response distributions satisfy two basic assumptions. The first is a local independence assumption, whereby for a given subject, responses on different variables are independent. The second is a lack of interaction assumption, whereby odds ratios comparing marginal distributions of observed variables are identical for each subject. Latent classes in the models consist of sets of subjects who are homogeneous in terms of having the same response distributions. The proposed quasi-symmetric latent class models are parsimonious, having identical associations between each observed variable and the latent variable. For ordinal variables, even simpler models are relevant, such as one having a common linear-by-linear association between each observed variable and the latent variable.
As mentioned above, several authors have used latent class models to investigate interrater agreement. Other authors, including Agresti (1988) , Becker (1990) Schouten (1982) , and using loglinear models by Becker and Agresti (1992) . The data consist of 118 observations in a cross-classification of the ratings having 27 = 128 cells. A quasi-symmetric model with three latent classes provides simple interpretations for pairwise agreement structure among the seven raters. We use model parameters to describe strength of association between ratings as well as degree of heterogeneity among the raters' marginal distributions on the binary scale. The three latent classes correspond to subjects for whom raters generally agree on the presence of carcinoma, subjects for whom raters generally agree on the absence of carcinoma, and subjects for whom there is strong disagreement. Section 2 describes the basic assumptions and introduces the concepts of quasi-symmetry and local independence. Section 3 defines quasi-symmetric latent class models, and Section 4 presents a simpler model for ordinal scales. Section 5 discusses model fitting and inference, and Section 6 applies models to Table 1. The final section comments on the scope of the models and relates them to Rasch models and Rasch mixture models proposed by Lindsay, Clogg, and Grego (1991).
Quasi-Symmetry and Local Independence
Suppose we observe responses on R categorical variables that have the same set of I categories. We observe the variables for n subjects, randomly sampled from a population of S subjects. We permit subject-specific variability in response distributions. For subject s and variable r, let ?sr-i denote the probability of response in category i. To simplify notation in the following discussion, we illustrate models for R = 3, with variables denoted by A, B, and C. The models extend in an obvious manner to arbitrary integer R > 2.
For a given subject s, we assume that classifications on different variables are statistically independent. That is, the probability that subject s has responses h on variable A, i on variable B, and j on variable C, equals Osl1hks2iOs3j-Letting ir,i, denote the probability of these three outcomes for a randomly selected subject, we have We also assume that t'sri} satisfy the condition of no three-factor interaction; that is, the association between item observed and response is the same for each subject, so ks,-I has the form For a random sample of n subjects, let m,,ij, = n7r/,j,4 denote expected frequencies for the unobserved A-B-C-X cross-classification. Formula (2.3) suggests that it may be fruitful to consider models for which {m,,j+} satisfy quasi-symmetry. 
A Simplified Latent Class Model

Inference for QLC Models
To conduct inference about QLC models, we assume I n,,ijl in the observed A-B-C contingency table have independent Poisson(m,,ij) distributions; or, equivalently for the parameters of interest, we condition on n and assume a multinomial(n, 7rh,,I) distribution. One can fit the models using standard methods for latent class models (Goodman, 1974; Haberman, 1979) , such as the EM algorithm. In that algorithm, the E (expectation) step used proportional fitting to approximate counts in the full A-B-C-X table using the observed A-B-C counts and the working conditional distribution of X, given the observed responses. In the M (maximization) step we treated those approximate counts as data in the standard iterative reweighted least squares algorithm for fitting loglinear models. We fitted the models of Sections 3 and 4 using the GLIM package, supplying appropriate macros to combine the E step with the ordinary GLIM fitting of Poisson loglinear models. The routine has slow convergence but is simple and seems insensitive to starting values, at least when the log-likelihood has a unique local maximum (such as usually occurs for small L). One can also fit the models using some existing programs for latent class models, such as LAT (Haberman, 1979) and NEWTON (Haberman, 1988 
Application to Modeling Interrater Agreement
The modeling of multirater agreement is an application in which the assumption of local independence is reasonable. Suppose R raters rate the same sample of subjects on a categorical scale, such as (positive, negative) for diagnosis of whether subjects have a certain disease. When ratings are done "blindly," ratings of a given subject by different raters are independent. If subjects having "true" rating in a given category are relatively homogeneous, then ratings by different raters may be nearly independent within a given true rating class. For instance, when I = 2, the agreement structure specified by the 2Rjoint distribution for the R ratings may be a mixture of two distributions, statistical independence among raters for subjects whose true rating is positive, and statistical independence among raters for subjects whose true rating is negative. A QLC model is then appropriate if there is no three-factor interaction among rater, response, and subject. The "true" rating scale or the scale generating homogeneous subsets of subjects need not have the same categories as the observed scale, so L need not equal I.
Interrater agreement has two components-distinguishability of categories and lack of bias. For subjectively defined categorical scales, distinguishability refers to how well an expert rater can distinguish between pairs of categories. For two raters, distinguishability increases as the association in their joint distribution becomes more strongly positive, in the sense that odds ratios of the type We now use Table 1 to illustrate quasi-symmetric latent class models. The original classifications were made on a five-point scale, but for simplicity Landis and Koch (1977) and Schouten (1982) analyzed the data using the binary representation in Table 1 , whereby category 2 combines the third, fourth, and fifth categories from the five-point scale. Even with this simplification, the data are sparse. Table 2 Table 2 shows that this model is much more parsimonious than the ordinary LC model, yet does not give a significantly poorer fit. Expressing each association in the form f3uix1 and setting it, -u, = 1 and x, = 0 for identifiability, we obtain ML estimates of {$x,, / = 1, 2, 31 for the QLC model of 0, 4.65, and 8.88. The estimated log odds ratio between each rater and X is 4.65 for the first two levels of X, and 4.23 for the last two levels of X. These two estimates suggest using the simpler model in which they are identical, which corresponds to setting {x4 = {0, 1, 2 . Table 2 shows that this model, the L x L QLC model, also fits well. It yields simple interpretations, which we discuss next.
In the L x L QLC model, / = 4.38. Thus, the estimated odds ratio between each observed variable and levels Xa and x/, of X is exp[4.38I x, -xi I]. For instance, the odds that a rater selects category 1 are estimated to be exp[4.38(2)] = 6,374 times higher for subjects in the first latent category than for subjects in the third category. From the inverse of the estimated information matrix, the estimated standard error for d is .374. An approximate 95% confidence interval for the odds ratio just described is exp{2[4.38 ? 1.96(.374)]I, or (1.5, 27.8) x 103. The estimated standard error of f using Louis's (1982) estimator of the information matrix is .422, leading to an approximate 95% confidence interval of (1.2, 33.7) X 103. The intervals are crude, using standard error and normal sampling distribution approximations that may be poor for such sparse data for a nonlinear model. However, the intervals make clear that there is very strong association between each rating and the latent rating, with the Table 3 shows the estimated {I3r and estimated standard errors of the estimates of {e,3 -6j, calculated using the inverse of the estimated information matrix. The estimated {&Jr (which we scaled to satisfy 6/1 = 0) show that rater B tends to make the greatest number of ratings of carcinoma, and D and F the least. For instance, JB -6F= 7.07 means that in each latent class, the estimated odds of a diagnosis of carcinoma are exp(7.07) = 1,180 times higher for B than for F. Based on the estimated standard errors of the differences, a 90% simultaneous Bonferroni comparison of the 21 pairs shows that the marginal differences for the (A, E), (A, G),  (B, E), (C, D), (D, F) , and (E, G) pairs of raters are not statistically significant. Figure 1 shows results of such a comparison. Table 4 reports for each rater the estimated probability of carcinoma diagnosis, conditional on the latent class. Note that odds estimates using these values yield the {exp(b, -a)} estimates just described; for instance, exp ( In summary, the L x L QLC model with L = 3 has only three more parameters than the mutual independence model, yet it fits well and provides simple interpretations. It requires one parameter to describe associations between each rater and the latent variable, and six parameters to describe variation in the marginal distributions of the raters. These seven parameters lend insight in describing the structure of agreement in a table having 128 cells. There is very strong but uniform positive association between each rating and the latent rating, which induces strong association between pairs of ratings; however, there is substantial marginal heterogeneity among the ratings, which causes When quasi-symmetric latent class models hold, they provide the advantage of simple interpretation. However, they are so simple that they may have limited scope. In some applications, lack of fit may occur because local independence holds at the subject level but does not hold for a latent variable having few latent classes. For instance, subject homogeneity may be determined by a continuous variable, in which case homogeneity within levels of X may occur to a decent approximation only for relatively large L. Or, lack of fit may occur because of violations of the assumption of no three-factor interaction for {jsri . From results in Lindsay et al. (1991) , it follows that one can check this assumption by comparing the fit of the QLC model to that of the ordinary LC model having the same number of latent classes. Though the scope of QLC models may be limited, we believe they are worthy of notice because of the economical description available when they do fit well.
de presence-absence de carcinome, conduisant a plusieurs classifications categorielles avec la meme echelle binaire. Un mod&le correctement ajuste aux donnees poss&de une classification latente qui difThrentie les sujets pour lesquels il y a concordance de ceux pour lesquels il y a discordance de jugement.
