Abstract-Medical practitioners are increasingly using digital images during disease diagnosis. Several stateof-the-art medical equipment are producing images of different organs, which are used during various stages of analysis. Examples of such equipment include MRI, CT, ultrasound and X-Ray. In medical image processing, image denoising has become a very essential exercise all through the diagnosis as Ultrasound images are normally affected by speckle noise. The noise in the image has two negative outcomes, the first being the degradation of the image quality and the second and more important, obscures important information required for accurate diagnosis.Arbitration between the perpetuation of useful diagnostic information and noise suppression must be treasured in medical images. In general we rely on the intervention of a proficient to control the quality of processed images. In certain cases, for instance in Ultrasound images, the noise can suppress the information which is valuable for the general practitioner. Consequently medical images can be very inconsistent, and it is crucial to operate case to case. This paper presents a wavelet-based thresholding scheme for noise suppression in Ultrasound images and provides the knowledge about adaptive and anisotropic diffusion techniques for speckle noise removal from different types of images, like Ultrasound.
I. Introduction
Medical images are usually corrupted by noise in the process of acquisition and transmission. The main objective of Image denoising techniques is to remove such noises while retaining as much as possible the important diagnostic information. Introductory section offers a brief idea about different available denoising schemes.
A. Noise in an Image
It is generally desirable for image brightness (or film density) to be uniform except where it changes to form an image. There are factors, however, that tend to produce variation in the brightness of a displayed image even when no image detail is present. This variation is usually random and has no particular pattern. In many cases, it reduces image quality and is especially significant when the objects being imaged are small and have relatively low contrast. This random variation in image brightness is designated as noise. This noise can be either image dependent or image independent. All the digital images contain some visual noise. The presence of noise gives an image a mottled, grainy, textured or snowy appearance.
1) Random Noise
Random noise revolves around an increase in intensity of the picture. It occurs through color discrepancies above and below where the intensity changes. It is random, because even if the same settings are used, the noise occurs randomly throughout the image. It is generally affected by exposure length. Random noise is the hardest to get rid of because we cannot predict where it will occur. The digital camera itself cannot remove it and it has to be lessened in an image editing program.
2) Fixed Pattern Noise
Fixed pattern noise surrounds hot pixels. Hot pixels are pixel bits that are more intense than others surrounding it and are much brighter than random noise fluctuations. Long exposures and high temperatures cause fixed pattern noise to appear. If pictures are taken under the same settings, the hot pixels will occur in the same place and time. Fixed pattern noise is the easiest type to fix after it has occurred. Once a digital camera realizes the fixed pattern, it can be adjusted to lessen the effects on the image. However, it can be more dubious to the eye than random noise if not lessened.
3) Banding Noise
Banding noise depends on the camera as not all digital cameras create it. During the digital processing steps, the digital camera takes the data produced by the sensor and creates the noise from that. High speeds, shadows and photo brightening will create banding noise. Gaussian noise, salt & pepper noise, passion noise, and speckle noise are some of the examples of this type of noise.
4) Speckle Noise
Speckle noise is defined as multiplicative noise, having a granular pattern. It is an inherent property of ultrasound image and SAR image. Another source of reverberations is that a small portion of the returning sound pulse may be reflected back into the tissues by the transducer surface itself, and generates a new echo at twice the depth. Speckle is the result of the diffuse scattering, which occurs when an ultrasound pulse randomly interferes with the small particles or objects on a scale comparable to that of the sound wavelength. The backscattered echoes from irresolvable random tissue inhomogenities in ultrasound imaging and from objects in Radar imaging undergo constructive and destructive interferences resulting in mottled b-scan image.
Speckle degrades the quality of US and SAR images and thereby reducing the ability of a human observer to discriminate the fine details of diagnostic examination. This artifact introduces fine-false structures whose apparent resolution is beyond the capabilities of imaging system, reducing image contrast and masking the real boundaries of the tissue leading to the decrease in the efficiency of further image processing such as edge detection, automatic segmentation, and registration techniques. Another problem in Ultrasound data is that the received data from the structures lying parallel to the radial direction can be very weak, as where structures normal to the radial direction give a stronger echo.
B. Filtering Techniques
Filtering techniques are used as preface action before segmentation and classification. On the whole speckle reduction can be divided roughly into two categories:
The first one recovers the image by summing more than a few observations of the same object which suppose that no change or motion of the object happened during the reception of observations. These techniques do not require any hardware modification in the image reconstruction system, and hence have found a growing interest. In this the images are obtained as usual and the processing techniques are applied on the image obtained. Image post processing is an appropriate method for speckle reduction which enhances the signal to noise ratio while conserving the edges and lines in the image.
II. Speckle Noise in Ultrasound Images
These scans use high frequency sound waves which are emitted from a probe. The echoes that bounce back from structures in the body are shown on a screen. The structures can be much more clearly seen when moving the probe over the body and watching the image on the screen. The main problem in these scans is the presence of speckle noise which reduces the diagnosis ability. It provides live images, where the operator can select the most useful section for diagnosing thus facilitating quick diagnoses. Ultra Sound images have linear relationship between the local variance and mean of the speckle as hence it can be modelled as signal dependent noise.
Where Zij and Xij denote the pixel gray levels of the observed and true images, respectively, and the nij are noise terms independent of Xij. 
III. Model of Speckle Noise
This signal dependent noise model helps us to smooth the image in the homogenous regions where the signal can be assumed to be constant. Using the parameter α, the local variance to mean ratio, it is possible to decide whether the processed pixel is within the homogenous region or not. Usually, if the local variance to the mean ratio is larger than the speckle, that corresponding pixel is considered as a resolvable object. Otherwise it is considered to be in homogenous region and is to be subjected to smoothening. Wavelet denoising attempts to remove the noise present in the signal while preserving the signal characteristics, regardless of its frequency content. As the discrete wavelet transform (DWT) corresponds to basis decomposition, it provides a non redundant and unique representation of the signal. 
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Where x i, j is the pixel at the location (i,j), W is the moving window size and it should be selected, so that neither window size is too small leaving out speckle from being filtered out nor it is too large so that over smoothening will occur causing blurring of edges and  There are two thresholding functions frequently used, i.e. a hard threshold, a soft threshold. The hard-thresholding is described as
Where w is a wavelet coefficient, T is the threshold. The soft-thresholding function is described as
Where sgn(x) is the sign function of x. The softthresholding rule is chosen over hard-thresholding.
IV. Selection of Parameters
The parameter noise variances σ2 needs to be estimated first. It may be possible to measures σ2 based on information other than the corrupted image and it is estimated from the sub band HH1 by the robust median estimator, Weighted variance (δ) of a given wavelet coefficient is determined by the weight in a local window. The weight w2 corresponding to the vertical neighbours of the current coefficient is the most dominant one. The current coefficient to be processed is suppressed by choosing the corresponding weight w0 to be much lower than that of w2.This helps to distinguish between signal coefficients and noise coefficients. The selection of weights for the calculation of weighted variance would be in such a way that the estimated threshold minimizes the Mean square error. By some means the local weighted variance should reflect the correlation structure of wavelet coefficients. In general, magnitudes of wavelet coefficients show correlations, which decay exponentially with the distance. Also, in a 2-D wavelet decomposition, the decay depends strongly on the orientation o of the given band, i.e., along the direction of high pass filtering the correlation typically goes down more rapidly than in low pass direction. Also, the correlation depends on the level l of decomposition, such that on higher levels one observes a much stronger decay than on lower levels. By putting these observations together, we finally arrived at a model of weights. 
V. Image denosing procedure
This section depicts the image-denoising algorithm, which achieves near optimal soft thresholding in the wavelet domain for recovering original signal from the noisy one. The wavelet transform employs Daubechies' least asymmetric compactly supported wavelet with eight vanishing moments with four scales of orthogonal decomposition. It has the following steps.
 Transform the multiplicative noise model into an additive one by taking the logarithm of the original speckled data.  Log I(x, y) = log S(x, y) + log η(x, y).  Perform the DWT of the noisy image up to 2 levels (L=2) to obtain seven sub bands, which are named as LL1, HH1, LH1, HL1, HH2, LH2, HL2 and LL2.  Obtain noise variance using 6.  Calculate the weighted variance of signal δ by 4.  Compute the threshold value l for each pixel by 5.  Threshold all sub band coefficients using Soft thresholding by substituting the threshold value obtained from 5.  Perform the inverse DWT to reconstruct the denoised image.  Take Exponent.
VI. Experimental result and discussion
The performance of the wavelet thresholding method that has been proposed in this paper is investigated with simulations. Denoising is carried out for X-Ray image with Speckle noise of variance σ2 = 0.03, 0.04, 0.05, 0.06, 0.07 using standard speckle filters, Bayes thresholding, proposed thresholding and Wiener filter, the best linear filtering possible. The version used is the adaptive filter, wiener2, in the MATLAB image processing toolbox. For objective evaluation, the signal to noise ratio (SNR) of each denoised image has been calculated using Signal to Noise Ratio (SNR), which is defined as 
VII. Conclusion and future Enhancement
The use of filter in Digital Image Processing improves the image to a great extent. Mainly in the case of presence of Speckle noise, filtering is very much required in order to improve the diagnostic examination and also to improve the efficiency of post processing techniques like segmentation.In this work we have introduced a relatively simple context-based model for adaptive threshold selection within a wavelet denoising framework. Estimations of local weighted variance with appropriately chosen weights are used to adapt the threshold. However, by visual inspection it is evident that the denoised image, while removing a substantial amount of noise, suffers practically node gradation in sharpness and details Experimental results show that our proposed method yields significantly improved visual quality as well as better SNR compared to the other techniques in the denoising literature.
In future the best filter can automatically be selected using a lookup-table or by applying fuzzy rules after studying and using the image properties. Metrics like edges in the image, neural network can also be implemented to increase the filter optimization.
