This paper derives a semiparametric estimator of multivariate fractionally integrated processes covering both stationary and non-stationary values of d. We utilize the notion of the extended discrete Fourier transform and periodogram to extend the multivariate local Whittle estimator of Shimotsu (2007) to cover non-stationary values of d. We show consistency and asymptotic normality for d 2 ( 1=2; 1). A simulation study illustrates the performance of the proposed estimator for relevant sample sizes. Empirical justi…cation of the proposed estimator is shown through an empirical analysis of log spot exchange rates. We …nd that the log spot exchange rates of Germany,
Introduction
This paper considers semiparametric estimation of the multivariate extension of the scalar fractionally integrated process as analyzed in Shimotsu (2007) . Shimotsu (2007) recently introduced a Gaussian semiparametric estimator of multivariate stationary fractionally integrated processes, i.e. I (d) processes, by extending the work by Robinson (1995a) on the univariate local Whittle (LW) estimator initially proposed by Künsch (1987) , to cover multivariate fractional processes.
The contribution of the paper is to establish consistency and asymptotic normality when considering potentially non-stationary multivariate fractionally integrated processes. It is an important topic as evident from the number of papers in economics that have derived (mostly in the univariate setting) estimators that are robust to non-stationary values of d. In the scalar case a common semiparametric estimator is the LW estimator. Robinson (1995a) shows its consistency and asymptotic normality for d 2 ( 1=2; 1=2). Velasco (1999a) extended Robinson's (1995a) results to show that the estimator is consistent for d 2 ( 1=2; 1) and asymptotically normally distributed for d 2 ( 1=2; 3=4) ; given that the fractional process is of Type I, see Marinucci & Robinson (1999) for a de…nition of Type I and Type II fractional processes. Phillips & Shimotsu (2004) show that the LW estimator is consistent for d 2 (1=2; 1] and has a nonnormal limit distribution for d 2 (3=4; 1), and a mixed normal limit distribution for d = 1. When d > 1 the LW estimator converges to unity in probability and therefore is inconsistent, given that the fractional process is of Type II, Phillips & Shimotsu (2004) . This convergence in probability to unity when d > 1 also holds for log periodogram estimators as shown in simulations studies by Hurvich & Ray (1995) and Velasco (1999b) , and theoretically by Kim & Phillips (2006) . That is, in general the LW (or log periodogram) estimator is not a good general purpose estimator when d takes on values in the non-stationary region beyond 3=4: The asymptotic theory is discontinuous at d 2 f3=4; 1g and the estimator is not consistent for d > 1. Several methods are available to avoid the problems when entering the non-stationary region. A simple one is to …rst di¤erence the series before using the semiparametric estimator and then add one to the estimate (or fractional di¤erencing). Tapering the data is another method often implemented and suggested, see Velasco (1999a) and Hurvich & Chen (2000) . Shimotsu & Phillips (2005) introduce what they call an exact local Whittle estimator which is consistent and has the same N (0; 1=4) limit distribution for all values of d if the I (d) series is generated by a linear sequence and the range of the estimator is not wider than 9=2: 1 Instead of using fractional di¤erencing of the data, Abadir, Distaso & Giraitis (2007) use a di¤erent approach …rst noted by Phillips (1999) . They extend the discrete Fourier transform to the non-stationary case and use this in whitening of the periodogram. Abadir et al. (2007) show that when the I (d) series is generated by a linear sequence the extended discrete Fourier transform and periodogram have the same asymptotic behavior for d 2 ( 3=2; 1). In the context of multivariate estimation of long memory processes Lobato (1999) derived a semiparametric two-step estimator in a multivariate long memory model. Shimotsu (2007) instead used a more general form of the spectral density and from this derive a semiparametric estimator of multivariate fractionally integrated processes. The class of spectral densitites included in Shimotsu's (2007) speci…cation in-cludes those of multivariate fractionally integrated processes, whereas the speci…cation used in Lobato (1999) is an alternate local form of the spectral density that neglects the information in phase shifts and which will lead to less e¢ cient estimates of the integration orders. Shimotsu (2007) notes that there is no apparent realizable time domain model which has the spectral density representation that Lobato (1999) uses (except the cases where G, see later for de…nition, is diagonal implying no long-run covariance between the variables of interest). Shimotsu (2007) shows that the estimator of Lobato (1999) is consistent given the more precise sprectral density representation, but the limiting distribution is more evolved. Therefore, it follows that the estimator of Shimotsu (2007) has a smaller limiting distribution than the two-step estimator of Lobato (1999) . Lobato & Velasco (2000) extended the results of Lobato (1999) by using tapering, and thereby allowing for non-stationary values of d and potential trends in the data generating process. In this paper, we focus on the general local form of the spectral density employed by Shimotsu (2007) and extend his results to cover non-stationary values of d by using the notion of the extended discrete Fourier transform and periodogram as in Abadir et al. (2007) . We call the new estimator the extended multivariate local Whittle (ExtMLW) estimator. Given that the generating process is linear, the same central limit theorem argument as in the stationary case jdj < 1 2 derived by Robinson (1995a) (for the univariate case) and Shimotsu (2007) (for the multivariate case) holds; although, not for d = (2005)) or tapering (Velasco (1999a)). The reason for not using fractional di¤erencing in setting up the likelihood was that we want to stay in the setup of Shimotsu (2007) . Furthermore, it is shown by Abadir et al. (2007) in their simulations that when there is no trends in the data generating process there is an e¢ ciency gain over tapering in using the extended discrete Fourier transform.
In an empirical application of the proposed multivariate semiparametric estimator we analyze the long range dependence of log spot exchange rates. In the case of the log spot exchange rates of Germany, United Kingdom, Japan, Canada, France, Italy, and Switzerland against the US Dollar for the period January 1974 until December 2001, measured on a monthly basis, we …nd that they are well decribed as I (1) processes and that there is a high degree of coherence.
The remainder of the paper is structured as follows: Section 2 gives a short introduction to the multivariate semiparametric estimation of multivariate fractionally integrated processes. Section 3 expands the usual stationary framework to the non-stationary framework and thereby de…ning our proposed estimator. Section 4 and 5 derives consistency and the Gaussian limiting distributional results. Section 6 presents the results from a small simulation study. Section 7 contains an empirical investigations of potential long memory properties in exchange rates. Section 8 concludes. Proofs to Theorem 1, 2, and Lemma 1 are situated in Appendix A.
Multivariate local Whittle estimation
Consider the spectral density representation of the following covariance stationary q vector process 0
where (1 L) da is the fractional di¤erence operator de…ned by its binomial expansion in the lag operator (see e.g. Hosking (1981) ), d a 2 ( 1=2; 1=2) ; a = 1; :::; q, and u t is covariance stationary with spectral density matrix that is …nite and bounded away from zero at the origin, i.e. I (0). This induces the following spectral density representation, see Shimotsu (2007)
where the denotes the conjugate transpose,
da and G is a real, symmetric, …nite, and positive de…nite matrix. 2 We note that (2) di¤ers from the representation used in e.g. Lobato (1999) wheref
where G ab is the (a; b)th element of G (the long-run covariance matrix). f ( ) has a non-zero complex part even at the origin unless the integration orders are equal, i.e.
That is, the integration orders appear in both the power decay and the phase shift. Therefore, the phase spectrum of X at and X bt is nonzero and depends on d a and d b even at the zero frequency. Neglecting the information in phase shifts will lead to less e¢ cient estimation of the integration orders. The two representations are identical when G is itself diagonal in which case there is no long-run covariance between the elements in X t or when d a = d b , a; b = 1; :::; q. See Shimotsu (2007) and Robinson (2008) for detailed comparison between f ab ( ) andf ab ( ). We can write the Gaussian log-likelihood localized to the origin where we have concentrated G out as
where we denote the true parameter values by d 0 and G 0 . Furthermore, the space of admissible
is a bandwidth number which tends to in…nity as n ! 1, but at a slower rate than n, j = 2 j=n are the Fourier frequencies, and I ( ) = w ( ) w ( ) ; w ( ) = 1 p 2 n P n t=1 X t e it is the periodogram matrix. Note that the estimator is invariant to a possible non-zero mean since j = 0 is left out of the minimization and it enjoys robustness to short-memory dynamics since it uses only information from the periodogram ordinates in the vicinity of the origin. Additionally, we note that the di¤erence between the Lobato (1999) and Shimotsu (2007) multivariate estimator is in the de…nition of ( ). Lobato (1999) estimates the long memory estimates in two steps (based on (2) where
whered (1) is the vector of univariate local Whittle estimates of Robinson (1995a) and the estimate of the long-run covariance matrix isG d (2) . Given the spectral density representation in Lobato 3 The extended multivariate local Whittle estimator
In this paper we use the framework of Abadir et al. (2007) to expand the setup of Shimotsu (2007) to cover non-stationary values of d, and therefore we de…ne a fractional process as a Type I process, see Marinucci & Robinson (1999) for a thorough description of this type of I (d) process compared to other types. Because we are not only interested in the stationary region, it is not enough just to expand the …lter (1 L) d and express it as an in…nite order moving average of the innovations which results in a stationary process when d < 1=2: When we move into the non-stationary region, i.e. d 1=2; this procedure breaks down because the in…nite order moving average of the innovations does not converge. This is circumvented by modeling the process as the partial sum of the component I(d p) process for some p 2 Z and expanding (1 L) p d in terms of the innovations. This results in a stationary integer di¤erenced series. The disadvantage is that it introduces discontinuities at d = 1=2; 3=2; ::p 1=2, where p 2 Z. Therefore, we expand De…niton 1 in Abadir et al. (2007) and Nielsen (2008) to the multivariate setup.
where p 2 Z q and d u 2 ( 1=2; 1=2) q ; we say that fX t g is a matrix of
for a = 1; :::; q and u t is second order stationary with spectral density for the (a; b)th element a; b = 1; :::; q f
where G 0 is a real, symmetric, …nite, and positive de…nite matrix.
De…ne the extended DFT and the extended periodogram matrix of fX t g evaluated at the Fourier frequencies j = 2 j n ; where j = 1; :::; n; by
where w x ( j ) is the usual DFT de…ned as
and the correction term for the ath element c a ( j ; d) takes on constant values on the intervals d a 2 D pa := [p a 1=2; p a + 1=2); p a 2 N 0 ; a = 1; :::; q and is de…ned by
and a = 1; :::; q where
In the computation of the step function c a ( j ; d), we have to enumerate the data depending on what
q we are interested in. This is apparent from looking at (14), for example when p a = 2: That is, X a; i+1 ; X a; i+2 ; :::; X an where i = (0 _ bd 2 1=2c) and a = 1; :::; q. The usual DFT, (11) is always computed using the enumeration fX t g n t=1 : This notion of the extended DFT allows us to estimate the usual MLW estimator in the context of non-stationary values for d by minimizing the criteria function de…ned as (5) over the admissible parameter space. The extension of the DFT to the non-stationary case is based on the work of Phillips (1999) , Lahiri (2003) , Dalla, Giraitis & Hidalgo (2006) and Abadir et al. (2007) . De…ne the pseudo spectral density of the (a; b)th element of the sequence fX t g I(d 0 ); where
From this de…nition it is clear that
Then following Abadir et al. (2007, Lemma 4.4) , De…nition 1, and (9), the extended DFT has the property that for the ath element of w(
; a = 1; :::; q; j = 1; :::; n;
where ! u a ( j ) is the DFT of the ath stationary sequence of u t . From Abadir et al. (2007, Lemma 4.4(i) ), it follows that
(1 exp(i j )) ra w ra xa ; a = 1; :::; q; (19) where the second equality follows from De…nition 1. Then the de…nition in (9) follows trivially. Denote the rescaled extended DFT for the ath element by
; a = 1; :::; q; 1 j m;
where G 0 aa denotes the (a; a)th element of G 0 . Given that the generating process is linear, equation (17) and Lemma 4.6 in Abadir et al. (2007) show that the asymptotic behavior of the rescaled extended DFT and periodogram is the same for all d 0 a 2 ( 1=2; 1) for a = 1; :::; q. Furthermore, given consistency, d p ! d 0 and the de…nition of the extended DFT, we get
This follows because c( j ; d) is a step function and therefore constant on the intervals d 2 (p 1=2; p + 1=2) If the process is stationary the ExtMLW estimator is identical to the MLW estimator of Shimotsu (2007) . Similarly to other semiparametric (univariate) estimators of Robinson (1995a) , Andrews & Sun (2004) , and Abadir et al. (2007) this estimator is based on the whitening principle of the periodogram. That is, similarly to the stationary case, Shimotsu (2007) , the ExtMLW estimator is based on the behavior of
Then given the spectral density of the second order stationary sequence fu t g ;(8), it follows that (see Robinson (1995b, Theorem 2) and Shimotsu (2007)) for the (a; b)th element of j
Additionally, under regularity assumptions, see Lahiri (2003) and Abadir et al. (2007) , the random variable for the (a; b)th element also satisfy var abj C; 8 1 j m; a; b = 1; :::; q;
where C is a positive …nite constant and cov abj ; abs ! 0; for a; b = 1; :::; q; j; s ! 1 and j 6 = s:
In the proof to Lemma 4.6 in Abadir et al. (2007) , the above equations are proven (for the univariate case. The multivariate setting follows straightforwardly). 
Given additional assumptions, this result is su¢ cient to ensure consistency of the estimatord. The WLLN for the random variables abj is equivalent to a WLLN for the random variables v aj v bj ; i.e.
Then given the nature of the spectral density (8) and (17) v aj v bj = abj (1 + o(1)) ; 8 1 j m; a; b = 1; :::; q; as n ! 1:
Furthermore, given equation (23) E v aj v bj C; 8 1 j m; a; b = 1; :::; q:
For a detailed decription of the extended DFT, see Phillips (1999) , Lahiri (2003) , Dalla et al. (2006) , and Abadir et al. (2007) .
Consistency
In this section, we introduce the assumptions needed to establish consistency. Let f u ab ( ) and G 0 ab denote the (a; b)th element of f u ( ) and G 0 , respectively. In general, the assumptions are multivariate extensions of Assumptions A1-A4 of Robinson (1995a) and Assumptions 1, A, and B of Abadir et al. (2007) . They are similar to the assumptions imposed by Robinson (1995b) , Lobato (1999), and Shimotsu (2007) . Assumptions 1 and 6 are analogous to Assumptions 1 and B in Abadir et al. (2007) . Assumptions 2-5 are identical to Assumptions 1-4 of Shimotsu (2007).
Assumption 1 D is a compact and convex subset of R q and
Assumption 2 The spectral density of u t for the (a; b)th element is
where d u a 2 ( 1=2; 1=2) and d u b 2 ( 1=2; 1=2); a; b = 1; :::; q.
This is a smoothness condition that imposes a rate of convergence for f u ab ( ), and this is more restrictive than imposed by Robinson (1995b, Assumption 1).
Assumption 3 fX t g is generated by the linear process fu t g
where k k denotes the supremum norm and E [" t j= t 1 ] = 0; E [" t " 0 t j= t 1 ] = I q a.s. 8 t = 0; 1; 2; :::; and = t 1 is the …eld generated by f" s : s < tg. Furthermore, there exists a scalar random variable " with E" 2 < 1 such that for all > 0 and some generic constant
Assumption 3 tells us that that X t is generated by a linear fourth order stationary process u t . Additionally, Assumption 3 allows for non-Gaussian processes.
Assumption 4 In some neighborhood (0; ) of the origin A( ) = P 1 j=0 A j e ij is di¤erentiable and
where A a ( ) is the ath row of A ( ).
Assumption 5 imposes an upper bound on the the rate at which m can increase with n. 
where
Assumption 6 is a consequence of equations (23), (24), and (25), and is a base for the consistency of the proposed estimator, see the previous section. Furthermore, Assumption 6 states that if Assumption 2 and equation (17) hold then for the (a; b)th element
Furthermore, (23) implies that
for a; b = 1; :::; q where C is a positive constant. Under these assumptions we can setup the following theorem which delivers consistency of the extended multivariate local Whittle estimator,d. 
Asymptotic normality
In this section, we list some further assumptions which are needed in deriving asymptotic normality of the proposed multivariate estimator. Assumptions 2'-4'are analogous to the ones found in Lobato (1999) and Shimotsu (2007) in their derivation of asymptotic normality.
Assumption 1' Assume that Assumption 1 holds and d 0 is an interior point of D.
Assumption 2' The spectral density of the stationary sequence fu t g is for 2 (0; 2] This Assumption is similar to the one used in Robinson (1995b Robinson ( , pp. 1056 .
Assumption 3' Assume that Assumption 3 holds and further, we need
abcd ; 8t = 0; 1; 2; :::; for a; b; c; d = 1; 2 where j abc j < 1 and j abcd j < 1.
for any > 0.
The bandwidth restriction in Assumption 4'is stronger than in e.g. Robinson (1995a) and Lobato (1999) as we have an additional third term in eqn. (38) Assumption 5' There exists a …nite real matrix H such that
for 1 j m.
Assumption 5'implies that HH 0 = 2 G 0 .
Theorem 2 Given De…nition 1 and assume that Assumption 4, 6, and 1'-5'hold. Then, as n ! 1,
From the limiting distributional results, we can consider the null hypothesis of a linear set of q restrictions, i.e.
where d d is a q 1 vector,^ is thecovariance matrix obtained by replacing G 0 in the de…nition of the covariance matrix by the estimateĜ d . If we want to test for equality of the q fractional integration parameters we can consider the following feasible test statistic
where we use the mean value of the estimates as an approximation of d in (39), and the (q 1) q matrix T is de…ned with elements [T ] aa = 1 1=q for a = 1; : : : ; q 1 and 1=q elsewhere. 3 3 In the simulation study and the empirical application we will use the …nite-sample approximation of the variance covariance matrix in Theorem 2. This is done by multiplying equations (39) and (40) by a number cm de…ned as
This was shown by Hurvich & Chen (2000) (and also Shimotsu (2007)) to improve the …nite sample properties of the test.
6 Simulation study 
Setup
This sections concerns the …nite sample performance of the extended multivariate local Whittle estimator (ExtMLW). We generate I(d) processes by truncating the moving average representation in eqn.
(1). Speci…cally,
where we generated n + 2000 observations of X t , and discard the …rst 2000 observations. 4 The correlation between u 1t and u 2t were set equal to 0; 0:4, and 0:8. We set the fractional parameters of interest equal to (d 1 ; d 2 ) = f(0:2; 0:2) ; (0:2; 0:4) ; (0:2; 0:8) ; (0:8; 0:8) ; (1; 1) ; (1; 1:2) ; (1; 1:4) ; (1:4; 1:4)g: Sample size is set equal to n 2 f512; 1024g and bandwidth m = bn a c where a 2 f0:5; 0:65g. The bias and root mean squared error (RMSE) were computed using 1000 replications. Simulations were done in Matlab v7.2. The optimization procedure was implemented using the Nelder-Mead simplex method (fminsearch) for the multivariate estimators, whereas the univariate estimators used golden section search and parabolic interpolation (fminbnd) to …nd a minimum. As initial values for the multivariate estimators we used the univariate extended local Whittle (ExtLW) estimates of d 1 and d 2 .
To conserve space we present only a subset of the results. The left-out results (univariate semiparametric estimates of bias and RMSE are similar to the ones obtained in Abadir et al. (2007) and Nielsen (2008) , and thefore omitted) are available upon request.
Simulation results
When there is no correlation between X 1t and X 2t , there is no e¢ ciency gain in using the semiparametric multivariate estimators. Furthermore, as fu t g is generated with no short-run contamination, the precision of the semiparametric estimators should increase as a function of the bandwidth.
Insert Table 1 about here In Table 1 , results with = 0 are presented. For the stationary region the two multivariate semiparametric estimators are seemingly unbiased, and we clearly see that the extended estimator is (in a statistical sense) equal to their non-extended counterpart. The RMSE shows that the fractional parameters are estimated quite accurately. Moving on to the non-stationary region, i.e. d 1=2, we see that the MLW estimates are unbiased and precise for d 1, and that the bias ofd M LW 2 increases quite considerably as the true fractional integration parameter, d 0 2 , increases. This is to be expected as we know that the LW estimator of Künsch (1987) and Robinson (1995a) is not consistent for d > 1 and the LW estimator is biased towards unity, thereby con…rming the results of Phillips & Shimotsu (2004) . It should be noted that the bias from estimation d 2 does not have an impact on the estimation of d 1 for the MLW estimator (which also holds for increasing ). Not reported results show, in addition, that the MLW parameter estimates of d 1 and d 2 are not as downward biased as the univariate LW estimator. For example, in the case where d 1 = d 2 = 1:4 the bias for the LW estimator is double that of the MLW estimator. For the ExtMLW estimator, regardless of which region we are in, the estimator is unbiased and the RMSE indicates that the fractional parameter of interest is estimated accurately. Additionally, the RMSE does not vary much in the given range of d. We conclude that (as expected) there is not much gained e¢ ciency wise by doing multivariate estimation (when = 0).
Insert Tables 2 and 3 about here
Looking at the case where = 0:4 and = 0:8, Tables 2 and 3 , we observe the same magnitude of bias and a bit lower RMSE than in Table 1 . The more precision in the estimates is also seen when comparing the variances of the univariate and multivariate estimators, as we get an e¢ ciency gain from doing multivariate estimation. Concluding Tables 1-3, we see that the ExtMLW estimator is unbiased and precise. There is an e¢ ciency gain in comparison to the univariate ExtLW estimator for > 0, and in addition the results are stable across d.
Insert Tables 4 and 6 about here
In Tables 4-6 , we analyze the behavior of the long-run covariance matrix G. The ExtMLW estimates are stable across d and the estimate of G becomes more precise for = 0:4 and = 0:8 in comparison to when = 0. This also holds for the absolute coherence (long-run correlation), i.e. jcj. Looking at the MLW estimate of G, we know that the limiting distribution does not hold for non-stationary values of d and this is especially evident when d 2 > 1.
Insert Tables 7 and 8 about here   Table 7 displays the rejection frequency from testing the null hypothesis H 0 :
obtained at a 5% asymptotic critical value for n = 512 and n = 1024. Overall, the modi…ed Wald statistic overrejects, and the overrejection gets less profound as the sample increases. In addition, Table 8 contain results from a small power study where we test the null hypothesis d 1 = d 2 = 1 when d 0 1 = 1 and d 0 2 2 f0:4; 0:7; 0:75; 0:80; 0:90; 0:95g. It is seen that the power increases as we move away from the null and is increasing the sample size. Furthermore, when 3=4 < d 0 2 < 1 the ExtMLW outperforms the MLW estimator, which is expected.
The simulation results for the MLW estimator is similar to that of Shimotsu (2007) Lobato (1999) and shows that because Lobato (1999) bases his estimator on (3), we get a downward bias in the o¤-diagonal elements of G. Therefore, the proposed extension of the estimator of Shimotsu (2007) will also outperform the multivariate estimator of Lobato (1999) if we were to extend this to cover non-stationary values of d. In addition, we could have included the univariate exact local Whittle estimator of Shimotsu & Phillips (2005) in the above simulation experiments, but as the simulation experiments of the ExtLW estimator in Abadir et al. (2007) are qualitatively similar to the results obtained for the exact local Whittle estimator in Shimotsu & Phillips (2005) , this is omitted. 5 Furthermore, Shimotsu & Phillips (2005) compare their univariate estimator to the tapered local Whittle estimator of Velasco (1999a) and Hurvich & Chen (2000) . They show that their estimator achieves a MSE reduction compared to the tapered versions, and therefore the ExtLW also has a lower MSE than the tapered estimator.
Empirical application
There has been a lot of attention drawn to the analysis of exchange rate dynamics. A sound knowledge of these dynamics are of interest as this is the basis for appropriate inference, modeling, and forecasting. Several papers make it clear that the exchange rates can be well described as I (1) processes, e.g. Baillie & Bollerslev (1989) using conventional unit root tests, whereas Baillie (1996) , Nielsen (2004) , and Nielsen & Shimotsu (2007) …nd evidence of an unit root using methods that are robust to the fractional alternative.
The contribution of this section is to analyze potential long memory in log spot exchange rates and test if they share a common order of integration as this is a necessary condition for there to exist potential (long-run) relations (see Baillie & Bollerslev (1989) , Diebold, Gardeazabal & Yilmaz (1994) , Baillie & Bollerslev (1994) , Nielsen (2004) , and Nielsen & Shimotsu (2007) among others). We consider monthly averages of noon buying rates for the log spot exchange rates of Germany, United Kingdom, Japan, Canada, France, Italy, and Switzerland against the US Dollar. The data set is obtained from the Federal Reserve Board of Governers G.5 release. The sample runs from January 1974 to December 2001 for a total of n = 336 observations. This is the same set of currencies considered in; Baillie & Bollerslev (1989 and Diebold et al. (1994) Figure 1 shows a time series plot of the seven log spot exchange rates.
Insert Table 9 about here   Table 9 presents the fractional integration orders from the MLW and ExtMLW estimators. The standard errors are reported in parentheses. We compute the estimates for two di¤erent bandwidth choices, i.e. m = n 0:5 and m = n 0:65 . The multivariate estimates clearly indicate that the exchange rate dynamics are well described as I (1) processes.
Insert Table 10 about here
In Table 10 we display the estimated covariance matrix for the two multivariate semiparametric estimators. From the asymptotics we know that the MLW estimator is not asymptotically normal when the fractional orders of interest are in the non-stationary region 6 which is also seen from the simulation study (especially when d > 1) in the previous section. Therefore, most weight should be put on the covariance estimates of the ExtMLW estimator.
Insert Table 11 about here Table 11 reports the normalizedĜ (the coherence at the zero frequency) which measures the longrun correlation between the log spot exchange rates, and this can be seen as informal evidence of the existence of potential long-run relations. First of all, the results are in some cases quit di¤erent across the two estimators. E.g. for the MLW estimator the JPY/USD log spot exchange is negatively correlated at the zero frequency with the CAD/USD, FRF/USD, ITL/USD, and GBP/USD log spot exchange rates, whereas for the ExtMLW estimator this is only the case for the CAD/US when m = n 0:5 . As we are in the non-stationary region we should put the emphazis on the results obtained from the ExtMLW estimator. Looking at the zero frequency correlations it is clear that the European currencies (as expected) have a high degree of coherence, which is a sign of potential long-run relations between the log spot exchange rates.
Insert Table 12 about here   Table 12 The critical values of the test statistics are 2 7 (0:95) = 14:067 and 2 6 (0:95) = 12:592. First, considering the null H 1 , we can only reject that all seven fractional integration orders are identical to an unit root in one case, i.e. for the MLW estimator when the bandwidth is equal to m = n 0:5 . Furthermore, when considering the null H 2 we cannot reject that the fractional integration estimates are identical.
Insert Figure 2 about here
In Figure 2 , we present the multivariate estimates for m 2 f20; 21; :::; 100g of the GBP/USD log spot exchange rate. It is obvious that increasing m inference becomes more accurate. But including more and more frequencies we will include medium and short term behavior of the process, which could bias our estimates, see e.g. Robinson (1994) .
Concluding remarks
In this paper, we propose an extension of the multivariate local Whittle estimator of Shimotsu (2007) to cover potentially non-stationary multivariate fractional integrated processes using the notion of the extended DFT and periodogram. The multivariate framework is based on a spectral density that has both a real and complex part even at the origin, and the long memory parameters a¤ect both the slope and the phase of the spectral density at the origin. Consistency and asymptotic normality of the estimator is shown. Furthermore, there is potentially considerable e¢ ciency gain over univariate semipametric estimators depending on whether or not there is dependence between the fractionally integrated processes.
A simulation study con…rms the asymptotic results. In addition, we have applied the proposed multivariate semiparametric estimators the analysis of log exchange rates, con…rming that for the given sample of log spot exchange rates they are well decribed as I (1) processes, and that there is a high degree of coherence between the European currencies.
Appendix
The Appendix section is structured as follows: In the …rst section the proof to Theorem 1 and 2 are given. Section 2 presents a technical lemma adapted from Abadir et al. (2007) . 
Proof of Theorems
Then it su¢ ces to prove consistency that for any > 0 Pr inf
as n ! 1 for some > 0. Since m 1 P m j=1 log j m = 1 + O m 1 log m it follows that
and denotes conjugate transpose. What we know is that by de…niton the extended periodogram matrix is given by
Then, from Abadir et al. (2007, Lemma 4.4) , it follows that for
Therefore, by setting ( j ; d) = c ( j ; d) c j ; d 0 we can write
We note that if
for d 2 D: Set
where we for d 2
where the ath element of ", is denoted " a > 0 which is chosen su¢ ciently small. Then from Lemma 1
de…ned to be matrices where the (a; b)th elements are e i ( " a "
a =2 for a = 1; :::; q. Hence, for any " > 0
; and therefore we have for the (a; b)th element (the results of Abadir et al. (2007) hold for the ath element)
, and therefore we have for the (a; b)th element
(54) as y log (y + 1) > 0 for y 6 = 0; y > 1. Then from (51), (52), and (54), we have shown that (41) holds, and therefore the proof Theorem 1 is complete.
Proof of Theorem 2.
To show asymptotic normality, observe that given the current assumptions, we have thatd 
. This enables us to use Shimotsu (2007) and his proof of asymptotic normality. The proof is analogous to Lobato (1999) . Therefore, as n ! 1,d satis…es
Therefore, the argument is that,d is asymptotic normal with zero mean and asymptotic variance, 1 where
if, for any q 1 vector , as n ! 1,
(55) is proved by using the score approximation arguments in Shimotsu (2007, A.2.1 (pp. 295-299)) . (56) is proved by using the Hessian approximation arguments in Shimotsu (2007, A.2.2 (pp. 299-302) ). This completes the proof.
Lemma
Lemma 1 Suppose assumptions of Theorem 1 hold. Then for any " > 0; as n ! 1; uniformly in
and M 1 ( " ) are de…ned to be matrices where the (a; b)th elements are
b dx, respectively, and
Proof. Proof of (58) follows from noting that for the ath element the proof follows from Abadir et al. (2007) and noting that we get the extra complex term as we have moved from the univariate fractional integrated model to the multivariate fractional integrated model. What is left is to prove (58) for the (a; b)th element. Note that the (a; b)th element inside of
Since v 
uniformly in d 2 D which proves (58). Proof of (59) follows from the proof in Abadir et al. (2007, Lemma 4 .2) for the ath diagonal element. For the (a; b)th element, we notice that to show (59), we estimate for the (a; b)th element of
That is,
Next, we will show that
uniformly in d 2 D, as n ! 1, which implies that
, and since D is a …nite set, it su¢ ces to show validity for d 2 D p for any …xed integer p 1. Set for the (a; b)th element
We will next show that, as n ! 1 9 > 0 :
uniformly in d 2 D, and
where o p (1) ! 0 in probability uniformly in d 2 D; as n ! 1. Then, by (58) (focusing on the (a; b)th element) 9c > 0 :
i.e., (61) and (62) implies that
uniformly in d 2 D, which proves (60), and hence completes the proof of the lemma. Now what is left is to prove (61) and (62). (61) ja n -7 4 ja n -7 5 ja n -7 6 ja n -7 7 ja n -7 8 ja n -7 9 ja n -8 0 ja n -8 1 ja n -8 2 ja n -8 3 ja n -8 4 ja n -8 5 ja n -8 6 ja n -8 7 ja n -8 8 ja n -8 9 ja n -9 0 ja n -9 1 ja n -9 2 ja n -9 3 ja n -9 4 ja n -9 5 ja n -9 6 ja n -9 7 ja n -9 8 ja n -9 9 ja n -0 0 ja n -0 1 26  28  30  32  34  36  38  40  42  44  46  48  50  52  54  56  58  60  62  64  66  68  70  72  74  76  78  80  82  84  86  88  90  92  94  96  98  100 GBP/USD CI Figure 2 : Plot of the extended multivariate local Whittle estimate of the log spot exchange rate of British Pund against the US Dollar. 
P a n e l A : n = 512 0 .2 0 . 
P a n e l A : n = 512 0 . 
P a n e l A : n = 512 0 . (2007) and our proposed extended multivariate local Whittle estimator, respectively. Furthermore, note that 2 G11 = 2 G22 = 1; 2 G12 = 2 G21 = . (2007) and our proposed extended multivariate local Whittle estimator, respectively. Furthermore, note that 2 G11 = 2 G22 = 1; 2 G12 = 2 G21 = . (2007) and our proposed extended multivariate local Whittle estimator, respectively. Furthermore, note that 2 G11 = 2 G22 = 1; 2 G12 = 2 G21 = . Hurvich & Chen (2000) for the di¤erent semiparametric multivariate estimators. Hurvich & Chen (2000) for the di¤erent semiparametric multivariate estimators. 
