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1. Introduction and statement of results
Let Ω be a bounded, open subset of RN , α, β in R+ and M : Ω × R → RN2 , be a
bounded and measurable matrix-valued function such that
(1.1) α|ξ|2 ≤M(x) ξ ξ , |M(x)| ≤ β , a.e. x ∈ Ω , ∀ ξ ∈ RN .
In this paper we study the behavior of the solutions u of the linear Dirichlet problems
(1.2)

u ∈ W 1,20 (Ω) ∩ L∞(Ω) :∫
Ω
M(x)∇u∇ϕ+
∫
Ω
a(x)uϕ =
∫
Ω
f(x)ϕ ,
∀ ϕ ∈ W 1,20 (Ω) ∩ L∞(Ω),
with respect to perturbations of the matrix M(x) (with respect to the G-convergence)
and with respect to perturbations of the nonnegative coefficient a(x) and of the right
hand side f(x) (with respect to either weak L1(Ω) convergence or weak-∗ convergence
as measures) if we assume that
(1.3) there exists Q > 0 such that |f(x)| ≤ Qa(x) ∈ L1(Ω) .
The main result in [3] states that, under assumptions (1.1) and (1.3), there exists a weak
solution u of (1.2) such that
(1.4) ‖u‖
L∞(Ω)
≤ Q,
which also implies
α
∫
Ω
|∇u|2 ≤ Q
∫
Ω
a.
Thus we have that the interplay between the coefficient of the lower order term and
the right hand side yields some regularizing effects on the solution, since u belongs to
W 1,20 (Ω) ∩ L∞(Ω) even with a right hand side f belonging only to L1(Ω); so that the
lower order term is not so “lower” and the principal part is not completely principal.
We recall the definition of G-convergence (used in (1.9)) for sequences of elliptic and
bounded matrices.
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Definition 1.1. Let {Mn} be a sequence of matrices which satisfies
(1.5) α|ξ|2 ≤Mn(x) ξ ξ, |Mn(x)| ≤ β, a.e. x ∈ Ω, ∀ ξ ∈ RN .
The sequence {Mn} is said to G-converge to a bounded, elliptic matrix M0(x) if, for
every g in W−1,2(Ω), the sequence {wn} of the unique solutions
(1.6) wn ∈ W 1,20 (Ω), −div(Mn(x)∇wn) = g in Ω,
satisfies
wn ⇀ w0 weakly in W
1,2
0 (Ω),
where w0 is the unique solution of
(1.7) w0 ∈ W 1,20 (Ω), −div(M0(x)∇w0) = g in Ω.
This notion of G-convergence was introduced in [17] by S. Spagnolo in the symmetric
case. He proved the following compactness theorem: any sequence of symmetric matrices
Mn(x) which satisfies (1.5) admits a subsequence which G-converges to a matrix M0(x)
of the same type. Then, in [12], E. De Giorgi and S. Spagnolo proved that
lim
n→+∞
∫
Ω
Mn(x)∇wn∇wn =
∫
Ω
M0(x)∇w0∇w0 .
A relationship between G-convergence of differential operators and Γ(weak-W 1,20 (Ω))-
convergence can be found in [6].
The study in the case of nonsymmetric matrices is due to Murat-Tartar [15] involving
the H-convergence, where the boundary condition on the Dirichlet problem is removed.
Recent contributions can be found in [1] where one finds an alternative proof, using
purely variational arguments, of the compactness of H-convergence, originally proved by
Murat and Tartar. In [2] the authors pursue a variational characterization of the H-
convergence in terms of the Γ-convergence of some quadratic forms, including the case
of matrices Mn(x) that are possibly nonsymmetric.
In this paper we study the behavior of the sequence {un} of solutions of the linear
Dirichlet problems
(1.8)

un ∈ W 1,20 (Ω) ∩ L∞(Ω) :∫
Ω
Mn(x)∇un∇ϕ+
∫
Ω
an(x)unϕ =
∫
Ω
fn(x)ϕ,
∀ ϕ ∈ W 1,20 (Ω) ∩ L∞(Ω),
under the assumptions
(1.9) {Mn} G-converges to M0,
(1.10) there exists Q > 0 such that |fn(x)| ≤ Qan(x),where an(x) ∈ L1(Ω), ∀ n;
and the sequences
(1.11) {fn} and {an} converge weakly in L1(Ω) to f0 and a0 , respectively.
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We emphasize that the constants α and β in (1.1) and Q in (1.3) are independent of n.
We prove the following result.
Theorem 1.2. Let {Mn} be a sequence of matrices satisfying (1.5), which G-converges
to a matrix M0. Let {an} and {fn} be sequences of functions satisfying both (1.10) and
(1.11), and let {un} be the sequence of solutions of (1.8). Then {un} converges weakly
in W 1,20 (Ω) and weakly-∗ in L∞(Ω) to the solution u0 of
u0 ∈ W 1,20 (Ω) ∩ L∞(Ω) :∫
Ω
M0(x)∇u0∇ϕ+
∫
Ω
a(x)u0ϕ =
∫
Ω
f(x)ϕ ,
∀ ϕ ∈ W 1,20 (Ω) ∩ L∞(Ω) .
Furthermore, we have
(1.12) lim
n→+∞
∫
Ω
Mn(x)∇un∇un =
∫
Ω
M0(x)∇u0∇u0 .
Since problems (1.8) are stable with respect to both the G-convergence of matrices and
the weak L1 convergence of the data, one wonders whether this stability is maintained
under some weaker convergence of both sequences {an} and {fn}. One could assume
for example that both sequences are convergent in the weak-∗ topology of measures. If
this is the case, the main problem one is faced with consists in passing to the limit in
integrals of the form ∫
Ω
an(x)un ϕ ,
where ϕ is now a continuous function. An L∞(Ω) estimate on un is no longer enough
in presence of weak-∗ convergence of {an} in the sense of measures: one needs, for
example, uniform convergence. A possible approach to prove the uniform convergence
of {un} would be based on some uniform Ho¨lder continuity estimate on un, which would
then allow to prove uniform convergence thanks to the Ascoli-Arzela` theorem. Since for
elliptic equations L∞(Ω) results and Ho¨lder continuity results are proved under the same
assumptions on the operator and on the data (see [18] and [9]), one may wonder whether
also in this case, with data in L1(Ω), but solutions in L∞(Ω), some Ho¨lder continuity
would hold for solutions of (1.2).
This is not the case: in Section 3 we will give an example in which the functions a
and f belong to LN/2(Ω), and problem (1.2) has a solution which is continuous, and not
Ho¨lder continuous. Such a summability is in fact critical: if a and f belong to Lp(Ω),
with p > N
2
, then any solution v of
−∆v + a(x) v = f(x) ,
with a ≥ 0, is simultaneously bounded by Stampacchia’s results (see [18]) and Ho¨lder
continuous by De Giorgi’s results (see [9]).
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The example in Section 3 leaves little hope to prove a stability result in the spirit of
Theorem 1.2 using the uniform convergence of the sequence {un}. Actually, the latter
property does not hold in general. Nevertheless, we prove in Section 4 that if {an} and
{fn} converge to two bounded Radon measures µ and ν such that |ν| ≤ Qµ, then the
sequence {un} of solutions of (1.8) converges to the solution u0 of
u0 ∈ W 1,20 (Ω) ∩ L∞(Ω) :∫
Ω
M0(x)∇u0∇ϕ+
∫
Ω
u0 ϕdµd =
∫
Ω
ϕdνd ,
∀ ϕ ∈ W 1,20 (Ω) ∩ L∞(Ω) ,
where µd and νd are the absolutely continuous parts of µ and ν with respect to the W
1,2
capacity. This theorem thus yields a result of nonexistence by approximation for (1.2) if
µ and ν are singular with respect to capacity, as well as a thorough stability result for
solutions of (1.8).
2. Proof of Theorem 1.2
Before proving Theorem 1.2, we need some technical results; the first one is the
Dunford-Pettis theorem.
Theorem 2.1 (Dunford-Pettis). Suppose that the sequence {yn} is bounded in L1(Ω).
Then the sequence is relatively compact in L1(Ω) with respect to the weak topology if and
only if it is is equi-integrable; that is if for every σ > 0, there exists δσ > 0 such that, for
any measurable subset A ⊂ Ω with meas(A) ≤ δσ, we have
sup
n∈N
∫
A
|yn| ≤ σ .
We will use the following lemma.
Lemma 2.2. Assume that the sequence {gn} converges weakly in L1(Ω) to g0 and that
the sequence {ψn} is uniformly bounded and converges almost everywhere to ψ0. Then
(2.1) lim
n→+∞
∫
Ω
gn ψn =
∫
Ω
g0 ψ0 .
Proof. Fix σ > 0, and let δσ > 0 be such that, for any measurable subset A ⊂ Ω with
meas(A) ≤ δσ, the inequalities
(2.2)
∫
A
|g0| ≤ σ , sup
n∈N
∫
A
|gn| ≤ σ
hold; use the Dunford-Pettis theorem above and the absolute continuity of the Lebesgue
integral to find such a δσ. We apply Egoroff’s theorem in Ω (which has finite measure,
since it is bounded): with δσ > 0, there exists a measurable subset F˜ such that
meas(Ω\F˜ ) ≤ δσ , and ψn converges uniformly to ψ0 in F˜ .
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Taking M > 0 such that ‖ψn‖L∞(Ω) ≤M , we have∣∣∣∣∫
Ω
gnψn −
∫
Ω
g0ψ0
∣∣∣∣ ≤ ∣∣∣∣∫
F˜
gnψn −
∫
F˜
g0ψ0
∣∣∣∣+M(∫
Ω\F˜
|gn|+
∫
Ω\F˜
|g0|
)
.
By uniform convergence of the sequence {gn ψn} on F˜ we have
lim
n→+∞
∫
F˜
gn ψn =
∫
F˜
g0 ψ0 .
From (2.2) with A = Ω \ F˜ , we deduce that
lim sup
n→+∞
∣∣∣∣∫
Ω
gnψn −
∫
Ω
g0ψ0
∣∣∣∣ ≤ 2Mσ ,
which implies (2.1) since σ is arbitrary. 
The last tool we need is a consequence of G-convergence.
Lemma 2.3. Let {Mn} be a sequence of matrices which satisfies (1.5), and that G-
converges to some matrix M0. Then for every function φ0 in W
1,2
0 (Ω) ∩ L∞(Ω), there
exists a sequence {φn} in W 1,20 (Ω) ∩ L∞(Ω) such that
(2.3)

{−div(M∗n(x)∇φn)} converges strongly to − div(M∗0 (x)∇φ0) in W−1,2(Ω),
|φn| ≤ ‖φ0‖L∞(Ω) ,
{φn} converges to φ0 weakly in W 1,20 (Ω) and almost everywhere.
Proof. Let zn be the solution of the Dirichlet problem
zn ∈ W 1,20 (Ω) : −div(M∗n(x)∇zn) = −div(M∗0 (x)∇φ0) .
By Proposition 2 in [15], the sequence {M∗n} of adjoint matrices G-converges to M∗0 .
By definition of G-convergence, the sequence {zn} converges weakly in W 1,20 (Ω) to φ0.
Define, for k > 0, the functions Tk : R→ R and Gk : R→ R by
Tk(s) =
 −k if s ≤ −k,s if − k < s < k,
k if s ≥ k,
Gk(s) = s− Tk(s) .
Let M = ‖φ0‖L∞(Ω) , and choose GM(zn) as test function in the equation for zn. We
have, using (1.5), that
α
∫
Ω
|∇GM(zn)|2 ≤
∫
Ω
M∗0 (x)∇φ0∇GM(zn) .
Therefore, since {GM(zn)} converges weakly in W 1,20 (Ω) to GM(φ0) = 0, we have
lim sup
n→+∞
α
∫
Ω
|∇GM(zn)|2 ≤ lim
n→+∞
∫
Ω
M∗0 (x)∇φ0∇GM(zn) = 0 ,
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so that GM(zn) strongly converges in W
1,2
0 (Ω) to 0. Since TM(zn) = zn − GM(zn), the
function φn = TM(zn) satisfies (2.3). 
We can now prove Theorem 1.2.
Proof of Theorem 1.2. In [3] it is proved that, under the assumption (1.10), there exists
a weak solution un of (1.8) such that
(2.4) ‖un‖L∞(Ω) ≤ Q ,
and
(2.5) α
∫
Ω
|∇un|2 ≤ Q
∫
Ω
an .
The sequence {un} is bounded in W 1,20 (Ω); hence, there exists a subsequence (not rela-
belled) of {un} that converges weakly in W 1,20 (Ω) and almost everywhere to some function
u∗ ∈ W 1,20 (Ω). A consequence of (2.4) is that ‖u∗‖L∞(Ω) ≤ Q.
Now, fix φ0 in W
1,2
0 (Ω) ∩ L∞(Ω), and let {φn} be the sequence given by Lemma 2.3
that is contained in W 1,20 (Ω) ∩ L∞(Ω). Using φn as test function in (1.8), we get∫
Ω
M∗n(x)∇φn∇un +
∫
Ω
an(x)unφn =
∫
Ω
fn(x)φn .
Using the strong convergence in W−1,2(Ω) of the sequence {−div(M∗n∇φn)} and the weak
convergence of {un} in W 1,20 (Ω), one has
lim
n→+∞
∫
Ω
M∗n(x)∇φn∇un =
∫
Ω
M∗0 (x)∇φ0∇u∗ .
On the other hand, Lemma 2.2 applied with gn = an and ψn = un φn, and with gn = fn
and ψn = φn, gives
(2.6) lim
n→+∞
∫
Ω
an(x)unφn =
∫
Ω
a0(x)u∗φ0 , lim
n→+∞
∫
Ω
fn(x)φn =
∫
Ω
f0(x)φ0 .
For later use in the proof we also apply Lemma 2.2, with gn = an and ψn = u
2
n, and with
gn = fn and ψn = un, to get
(2.7) lim
n→+∞
∫
Ω
an(x)u
2
n =
∫
Ω
a0(x)u
2
∗ , lim
n→+∞
∫
Ω
fn(x)un =
∫
Ω
f0(x)u∗ .
It follows from (2.6) that∫
Ω
M0(x)∇u∗∇φ0 +
∫
Ω
a0(x)u∗φ0 =
∫
Ω
f0(x)φ0 ,
for every φ0 in W
1,2
0 (Ω)∩L∞(Ω). Thanks to the uniqueness of solutions for (1.2), proved
in [3], we thus have that u0 = u∗. Hence, the whole sequence {un} converges to u0, as
desired.
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The uniqueness of the limits in (2.7) also imply that those limits are also true for the
entire original sequence {un}. Since we have∫
Ω
Mn(x)∇un∇un =
∫
Ω
fn(x)un −
∫
Ω
an(x)u
2
n ,
we then deduce that
lim
n→+∞
∫
Ω
Mn(x)∇un∇un = lim
n→+∞
∫
Ω
fn(x)un − lim
n→+∞
∫
Ω
an(x)u
2
n
=
∫
Ω
f0(x)u0 −
∫
Ω
a0(x)u
2
0 =
∫
Ω
M0(x)∇u0∇u0 ,
where in the last passage we have used that u0 can be chosen as test function in (1.2)
since it belongs to W 1,20 (Ω) ∩ L∞(Ω). This concludes the proof of the theorem. 
Remark 2.4. The convergence result of Theorem 1.2 is related to the Γ(weak-W 1,20 (Ω))-
convergence of the functionals
Jn(v) =
1
2
∫
Ω
Mn(x)∇v∇v +
∫
Ω
[1
2
an(x)v − fn(x)
]
v
=
1
2
∫
Ω
Mn(x)∇v∇v +
∫
|v|>2Q
[1
2
an(x)v − fn(x)
]
v +
∫
|v|≤2Q
[1
2
an(x)v − fn(x)
]
v.
Note that the second integral is positive and it can be +∞. Observe that if Mn is
symmetric, then the solution un of (1.8) is the minimum of Jn. The Γ-convergence (see
[10], [11]) is an important tool to prove the convergence of minima of integral functionals.
In Theorem 1.2 we proved directly such a convergence.
Remark 2.5. In the statement of Theorem 1.2, if instead of (1.9) we make the stronger
assumption that
the sequence {Mn(x)} converges in measure to M0(x),
it is possible to adapt the proof to establish that the sequence {un} of solutions of (1.8)
converges strongly in W 1,20 (Ω) to the solution u0 of the Dirichlet problem (1.2); such a
result is related with the Mosco-convergence (see [14]).
3. A counterexample to Ho¨lder continuity
As stated in the Introduction, we now show that, even though solutions of (1.2) are
in L∞(Ω), they need not be Ho¨lder continuous in Ω if a and f are not in Lp(Ω), with
p > N
2
.
Proposition 3.1. Let N ≥ 2 and Ω = B1(0). There exist nonnegative functions a(x)
and f(x) in L
N
2 (Ω) satisfying (1.3) and such that problem (1.2) with M(x) = I has a
continuous solution which is not Ho¨lder continuous.
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Proof. Let uγ : B1(0)→ R be defined by uγ(x) = 1− |x|γ with 0 < γ ≤ 1. Since N ≥ 2,
we have uγ ∈ W 1,20 (B1(0)) and
‖∇uγ‖L2(B1(0)) ≤ C1 ,
for some constant C > 0 independent of γ. Then, one has
−∆uγ(x) = γ (γ − 1)|x|γ−2 + γ (N − 1)|x|γ−2 = γ (N + γ − 2)|x|γ−2 .
For any λ > 1, the function
a(x) =
1
|x|2 (log(2/|x|))λ
belongs to LN/2(Ω), but not to Lp(Ω) for every p > N
2
. Then
−∆uγ(x) + a(x)uγ(x)
a(x)
= γ (N + γ − 2)|x|γ(log (2/|x|)λ + 1− |x|γ =: gγ(x) .
Observe that
0 ≤ gγ(x) ≤ C2
γλ−1
,
so that g belongs to L∞(Ω), and ‖g‖
L∞(Ω)
≤ C2/γλ−1. Thus, if we define
fγ(x) = a(x) gγ(x) ,
then fγ ≥ 0 belongs to LN/2(Ω), and not better, since gγ(0) = 1, and g is continuous.
Furthermore,
(3.1) 0 ≤ fγ(x) = a(x) gγ(x) ≤ C2
γλ−1
a(x) .
Hence, uγ satisfies the equation
−∆uγ + a(x)uγ = fγ(x) ,
where a(x) and fγ(x) verify property (1.3).
We now choose γ = γk =
1
k
, and define
u(x) =
+∞∑
k=1
1
2k
uγk(x) .
This series converges both uniformly and in W 1,2(B1(0)). Therefore, u is a continuous
function that solves
−∆u+ a(x)u = f ,
where
f(x) =
+∞∑
k=1
1
2k
fγk(x) .
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We now remark that, by estimate (3.1), we have 0 ≤ f(x) ≤ Qa(x), where
Q = C2
+∞∑
k=1
kλ−1
2k
.
On the other hand, the estimate f ≥ fγ1/2 implies that f is not in Lp(Ω) for every
p > N
2
. Finally, u is not Ho¨lder continuous; indeed, if γ > 0 is given and h is a positive
integer such that 1
h
= γh < γ, then we have
|u(x)− u(0)|
|x|γ =
1− u(x)
|x|γ =
1
|x|γ
+∞∑
k=1
1
2k
(1− uγk(x)) =
1
|x|γ
+∞∑
k=1
|x|γk
2k
≥ |x|
γh−γ
2h
,
and the latter quantity diverges as x tends to zero. 
4. Stability of solutions with measure data
The example in the previous section suggests that one should not expect to have
uniform convergence of sequences of solutions, which is a useful property to pass to the
limit in approximating problems when dealing with measure data. The lack of uniform
convergence indeed happens for a precise reason: if one approximates two measures µ
and ν, with 0 ≤ ν ≤ Qµ for some Q > 0, in order to find a solution of
−div(M(x)∇u) + µu = ν ,
then the approximating solutions converge to the solution of another problem, and some
parts of the measures (the orthogonal parts with respect to W 1,2 capacity) are lost.
Before stating the precise result, we need some technical tools.
Lemma 4.1. Let η ≥ 0 be a measure in M(Ω); then there exist two unique positive
measures ηd and ηs such that
i) η = ηd + ηs;
ii) ηd is absolutely continuous with respect to the W
1,2 capacity;
iii) ηs is orthogonal with respect to the W
1,2 capacity.
Furthermore, there exist a function f in L1(Ω) and an element T in W−1,2(Ω) such that
µd = f + T , in the sense that∫
Ω
ϕdηd =
∫
Ω
f ϕ+ 〈T, ϕ〉 , ∀ϕ ∈ W 1,20 (Ω) ∩ L∞(Ω) .
Proof. We briefly outline the proof of the first part (see e.g. Proposition 14.12 in [16] for
the complete argument). The measures ηd and ηs are obtained by contraction using a
Borel set Zη of zero capacity that achieves the supremum
λ = sup{η(E) , cap(E) = 0} .
More precisely, one takes
ηd = ηbΩ\Zη and ηs = ηbZη .
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The measure ηs is orthogonal with respect to capacity because cap(Zη) = 0, and ηd is
absolutely continuous by maximality of Zη. The uniqueness of the decomposition follows
from the observation that if η = η˜d + η˜s is another decomposition, then the measure
ηd− η˜d = η˜s− ηs is simultaneously absolutely continuous and orthogonal with respect to
capacity. Hence, it must be identically zero.
The proof of the second part of the result can be found in [5]. 
Lemma 4.2. Let 0 ≤ ν ≤ Qµ be two measures inM(Ω). If ν = νd+νs and µ = µd+µs
are the decompositions of ν and µ given by Lemma 4.1, then
0 ≤ νd ≤ Qµd and 0 ≤ νs ≤ Qµs .
Proof. Let Zµ ⊂ Ω be a Borel set of zero capacity such that µd = µbΩ\Zµ and µs = µbZµ .
By definition, the measure νbZµ is orthogonal with respect to capacity. Since we have
0 ≤ νbΩ\Zµ≤ QµbΩ\Zµ= Qµd,
it follows that the measure νbΩ\Zµ is absolutely continuous with respect to capacity. By
the identity ν = νbΩ\Zµ+νbZµ and the uniqueness of such a decomposition in terms of
absolutely continuous and orthogonal parts, we deduce that νd = νbΩ\Zµ and νs = νbZµ ,
and the conclusion follows. 
We can now state and prove the main result of this section.
Theorem 4.3. Let µ ≥ 0 and ν ≥ 0 be two measures in M(Ω) such that
there exists Q > 0 such that 0 ≤ ν ≤ Qµ.
Let {ρn} be a sequence of positive δ-approximating convolution kernels, let {Mn} be a
sequence of matrices which satisfies (1.5) and which G-converges to a matrix M0, and
let un in W
1,2
0 (Ω) ∩ L∞(Ω) be the solution of
(4.1) −div(Mn(x)∇un) + (ρn ∗ µ)un = (ρn ∗ ν) .
Then {un} converges weakly in W 1,20 (Ω) and weakly-∗ in L∞(Ω) to the solution u0 in
W 1,20 (Ω) ∩ L∞(Ω) of
(4.2) −div(M0(x)∇u0) + µd u0 = νd ,
where µd and νd are the absolutely continuous parts of the measures µ and ν with respect
to capacity.
We next explain some tools that are used in the proof of the theorem. The following
result is a straightforward consequence of approximation by convolution.
Lemma 4.4. Let η ≥ 0 be a measure in M(Ω), decomposed as
η = ηd + ηs = f + T + ηs ,
following the notation of Lemma 4.1. If {ρn} is a sequence of positive δ-approximating
convolution kernels, then
a) ρn ∗ f → f strongly in L1(Ω);
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b) ρn ∗ T → T strongly W−1,2(Ω);
c) ρn ∗ ηs → ηs in the narrow topology of measures.
The approximation by convolution can be nicely paired with suitable convergences
(see also Lemma 2.2, where weaker assumptions are made on the sequences involved).
Lemma 4.5. Let η be a positive measure in M(Ω), decomposed as
η = ηd + ηs = f + T + ηs .
Let {ρn} be a sequence of positive δ-approximating convolution kernels, and let {ξn} be
a sequence of functions such that
a’) ξn ⇀ ξ weakly-∗ in L∞(Ω);
b’) ξn ⇀ ξ weakly in W
1,2
0 (Ω).
Then
lim
n→+∞
∫
Ω
(ρn ∗ ηd) ξn =
∫
Ω
ξ dηd .
Proof. We have ∫
Ω
(ρn ∗ ηd) ξn =
∫
Ω
(ρn ∗ f) ξn +
∫
Ω
(ρn ∗ T ) ξn .
The result then follows from items a) and b) of Lemma 4.4, and assumptions a’) and b’)
on ξn. 
The next result allows to build a family of cut-off functions, starting from sets of zero
capacity.
Lemma 4.6. If η ≥ 0 is a measure in M(Ω), decomposed as η = ηd + ηs, then for every
σ > 0 there exists a function ψσ in C
∞
0 (Ω) such that
i) 0 ≤ ψσ ≤ 1;
ii) ψσ ⇀ 0 weakly-∗ L∞(Ω) as σ tends to zero;
iii) ψσ → 0 strongly in W 1,20 (Ω) as σ tends to zero;
iv) it holds
0 ≤
∫
Ω
(1− ψσ) dηs ≤ σ .
For the proof of this lemma, we refer the reader to Lemma 5.1 in [8].
Proof of Theorem 4.3. Since 0 ≤ ρn ∗ ν ≤ Qρn ∗ µ, the solution un is bounded in L∞(Ω)
by Q, which implies that it is bounded in W 1,20 (Ω). Therefore, up to subsequences, one
has
un ⇀ u0 weakly-∗ in L∞(Ω), un ⇀ u0 weakly in W 1,20 (Ω), un → u0 a.e.
Let φ0 be a function in W
1,2
0 (Ω) ∩ L∞(Ω), and let {φn} be the sequence of functions
in W 1,20 (Ω) ∩ L∞(Ω) given by Lemma 2.3. Let ψσ be the function given by Lemma 4.6
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for µs and σ > 0. Choosing φn (1− ψσ) as test function in (4.1), we have
(4.3)∫
Ω
M∗n(x)∇φn∇
[
un(1− ψσ)
]
+
∫
Ω
(ρn ∗ µd)un φn (1− ψσ)−
∫
Ω
(ρn ∗ νd)φn (1− ψσ)
= −
∫
Ω
(ρn ∗ µs)un φn (1− ψσ) +
∫
Ω
(ρn ∗ νs)φn (1− ψσ) .
We now have, by Lemma 2.3, and by Lemma 4.5 applied once with η = µ and ξn =
un φn (1− ψσ), and once with η = ν and ξn = φn (1− ψσ), that∫
Ω
M∗n(x)∇φn∇
[
un(1− ψσ)
]
+
∫
Ω
(ρn ∗ µd)un φn (1− ψσ)−
∫
Ω
(ρn ∗ νd)φn (1− ψσ)
−→
∫
Ω
M∗0 (x)∇φ0∇
[
u0 (1− ψσ)
]
+
∫
Ω
u0 φ0 (1− ψσ) dµd −
∫
Ω
φ0 (1− ψσ) dνd ,
as n → +∞. On the other hand, since M∗0∇φ0 belongs to (L2(Ω))N , and u0 (1 − ψσ)
converges strongly in W 1,20 (Ω) to u0, we have
lim
σ→0
∫
Ω
M∗0 (x)∇φ0∇
[
u0 (1− ψσ)
]
=
∫
Ω
M∗0 (x)∇φ0∇u0 =
∫
Ω
M0(x)∇u0∇φ0.
Recall that ψσ converges to 0 both weakly-∗ in L∞(Ω) and strongly in W 1,2(Ω). Thus
the same holds for u0 φ0 ψσ and φ0 ψσ. Since by Lemma 4.1 the measures µd and νd can
be written as a sum of elements in L1(Ω) and in W−1,2(Ω), we have
lim
σ→0
∫
Ω
u0 φ0 ψσ dµd = 0 and lim
σ→0
∫
Ω
φ0 ψσ dνd = 0.
Therefore,∫
Ω
M∗0 (x)∇φ0∇
[
u0(1− ψσ)
]
+
∫
Ω
u0 φ0 (1− ψσ) dµd −
∫
Ω
φ0 (1− ψσ) dνd
−→
∫
Ω
M0(x)∇u0∇φ0 +
∫
Ω
u0 φ0 dµd −
∫
Ω
φ0 dνd ,
as σ → 0.
Observe now that by Lemma 4.2 we have 0 ≤ νs ≤ Qµs, so that ρn ∗ νs ≤ Qρn ∗ µs.
Hence,∣∣∣∣ ∫
Ω
(ρn∗νs)φn (1−ψσ)
∣∣∣∣ ≤ ‖φn‖L∞(Ω)∫
Ω
(ρn∗νs) (1−ψσ) ≤ Q ‖φ0‖L∞(Ω)
∫
Ω
(ρn∗µs) (1−ψσ) .
Similarly, since ‖un‖L∞(Ω) ≤ Q, we have∣∣∣∣ ∫
Ω
(ρn ∗ νs)un φn (1− ψσ)
∣∣∣∣ ≤ Q ‖φ0‖L∞(Ω)∫
Ω
(ρn ∗ µs) (1− ψσ) .
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Thus, ∣∣∣∣ ∫
Ω
(ρn ∗ µs)un φn (1− ψσ)
∣∣∣∣+ ∣∣∣∣ ∫
Ω
(ρn ∗ νs)φn (1− ψσ)
∣∣∣∣ ≤ 2Q ‖φ0‖L∞(Ω) σ ,
which implies that
lim
σ→0
lim
n→∞
∣∣∣∣ ∫
Ω
(ρn ∗ µs)un φn (1− ψσ)
∣∣∣∣+ ∣∣∣∣ ∫
Ω
(ρn ∗ νs)φn (1− ψσ)
∣∣∣∣ = 0 .
Thus letting first n→ +∞ and then σ → 0 in (4.3), we deduce that u0 inW 1,20 (Ω)∩L∞(Ω)
satisfies ∫
Ω
M0(x)∇u0∇φ0 +
∫
Ω
u0 φ0 dµd −
∫
Ω
φ0 dνd = 0 ,
for every φ0 in W
1,2
0 (Ω) ∩ L∞(Ω); i.e., u0 is the solution of (4.2). By uniqueness of the
solution, the whole sequence {un} converges to u0. 
Remark 4.7. The previous result states that if µ = µs is orthogonal to capacity (so that
ν = νs is orthogonal to capacity as well), then the sequence {un} of solutions of (4.1)
tends to zero; i.e., there is no solution obtained by approximation for the limit problem
−div(M0(x)∇u) + µu = ν .
This is mainly due to the assumption 0 ≤ ν ≤ Qµ, which yields bounded solutions in
W 1,20 (Ω). Indeed, if such an assumption is missing (so that ν is not related to µ), then
a solution of
−div(M0(x)∇u) + µu = ν ,
always exists, provided µ is absolutely continuous with respect to capacity, and ν is any
bounded measure; see [13] and [7]. In general, the solution in this case does not belong to
W 1,20 (Ω), and can be found by duality techniques in the larger space W
1,q
0 (Ω), for every
q < N
N−1 .
Remark 4.8. As a consequence of Theorem 4.3, it is possible to give a negative answer
to a question raised by Piero Marcati to the first author in a personal communication:
if {hn} is a sequence of positive functions converging to δ0, the Dirac mass concentrated
at the origin, and if {un} is the sequence of solutions of
un ∈ W 1,20 (Ω) ∩ L∞(Ω) : −div(M(x)∇un) + hn un = hn ,
then {un} converges weakly in W 1,20 (Ω) to zero. Indeed, in this case µ = ν = δ0 are
orthogonal with respect to capacity in dimension N ≥ 2. Thus, the sequence {un}
converges to the unique solution u0 of −div(M(x)∇u0) = 0, which is zero.
This fact is not surprising; indeed, if u is a (continuous) solution of
−div(M(x)∇u) + u(0) δ0 = δ0 ,
then 0 ≤ u ≤ 1. If u(0) < 1, then the function u is a solution of −div(M(x)∇u) =
(1−u(0))δ0. Solutions of this equation are unbounded at the origin in dimension N ≥ 2,
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which yields a contradiction with the estimate 0 ≤ u ≤ 1. On the other hand, if u(0) = 1,
then −div(M(x)∇u) = 0, hence u ≡ 0, and we again reach a contradiction.
If, instead, µ and ν are functions in Lebesgue spaces, the situation is rather different.
Indeed, if a(x) = 1|x|q , with 2 ≤ q < N , then u(x) = 1− |x|γ, with γ > 0, is a solution of
−∆u+ a(x)u = 1|x|q −
1
|x|q−γ + γ(N + γ − 2)
1
|x|2−γ = f(x) .
Both f and a do not belong to LN/2(Ω), and that |f(x)| ≤ Cγa(x) for some constant
Cγ, so that assumption (1.3) is satisfied. In this case, u(0) = 1 does not yield any
contradiction. Observe that in this case the function
f(x)− a(x)u = γ(N + γ − 2) 1|x|2−γ ,
belongs to Lp(Ω) for some p > N
2
.
Remark 4.9. Since the equation in (4.2) is linear, the conclusion of Theorem 4.3 also
holds if ν is a signed measure such that |ν| ≤ Qµ for some Q > 0.
Remark 4.10. Theorem 4.3 also has a counterpart for sequences of functions {an}
and {fn} which are such that |fn| ≤ Qan, and satisfy the following assumptions: if
µ = g + T + µs is decomposed as in Lemma 4.1, then an = an,1 + an,2 + an,3, with an,1
converging to g weakly in L1(Ω), an,2 converging to T strongly in W
−1,2(Ω), and an,3 ≥ 0
converging to µs in the narrow topology of measures. Furthermore, if ν = f + S + νs
is decomposed as in Lemma 4.1, then fn = fn,1 + fn,2 + fn,3, with fn,1 converging to f
weakly in L1(Ω), fn,2 converging to S strongly in W
−1,2(Ω), and fn,3 ≥ 0 converging to
νs in the narrow topology of measures.
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