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Abstract
Let (X , d,m) be a metric measure space with a local regular Dirichlet form. We
establish necessary and sufficient conditions for upper heat kernel bounds with sub-
diffusive space-time exponent to hold. This characterization is stable under rough
isometries, that is it is preserved under bounded perturbations of the Dirichlet
form. Further, we give a criterion for stochastic completeness in terms of a Sobolev
inequality for cutoff functions. As an example we show that this criterion applies
to an anomalous diffusion on a geodesically incomplete fractal space, where the
well-established criterion in terms of volume growth fails.
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sion
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1 Introduction
Let (X , d) be a locally compact metric space and let m be a positive Radon measure on
X with supp [m] = X . We will refer to such a triple (X , d,m) as a metric measure space,
and denote by 〈., .〉 the inner product in L2(X , m). We consider a regular, strongly local
Dirichlet form (E ,F) on L2(X , m) (see [FOT]). Let L be the (negative definite) generator
of E ; this is a self-adjoint operator in L2(X , m) such that
E(f, g) = −〈Lf, g〉 for all f ∈ D(L), g ∈ F ,
and let {Pt}t≥0 be the associated semigroup. If Pt has a density pt(x, y) with respect to m
then after some regularization we call this the heat kernel on the metric measure Dirichlet
space (or MMD space) (X , d,m, E). Our main interest is in upper bounds on pt(x, y).
Write B(x, r) for balls in (X , d) and set
V (x, r) = m(B(x, r)). (1.1)
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Most familiar are Gaussian upper bounds of the form
pt(x, y) ≤ c1
V (x, t1/2)
exp
(
− c2d(x, y)
2
t
)
; (1.2)
these arise (with lower bounds of the same form but with different constants) in the case
of uniformly elliptic divergence form PDE, and manifolds with Ricci curvature bounded
uniformly below – see [Ar, LY].
If (1.2) holds we will say (X , E) satisfies the condition UHK(2); if in addition Gaussian
lower bounds hold we say HK(2) holds. One can ask for characterizations of these bounds,
and in particular for characterizations which are stable, that is that are preserved under
bounded perturbation of the Dirichlet form. More precisely, a property (P) of (X , E) is
stable if when (Ei,F) are two Dirichlet forms on L2(X , m) with
C−1E1(f, f) ≤ E2(f, f) ≤ CE1(f, f), f ∈ F ,
then (P ) holds for (X , E1) if and only if it holds for (X , E2). In the manifold case stability
for HK(2) was proved in [Gr0, SC1] by showing that these Gaussian bounds are equivalent
to volume doubling (denoted VD) plus a family of Poincare´ inequalities – see below for the
precise definitions. If VD holds then stability for UHK(2) is a consequence of the results
of [Gr3], where it is shown that UHK(2) is equivalent to a Faber Krahn inequality FK(2),
which controls the smallest eigenvalue of domains in X .
The Gaussian bounds (1.2) arise due to the standard space-time scaling relation t = r2.
More general possibilities can arise; for various exact fractals (see [Ba1]) one can have
V (x, r) ≍ rα and a space time scaling of t = rβ, where α ∈ [1,∞) and β ∈ [2, 1 + α];
the case when β 6= 2 is called anomalous diffusion. Since we wish to be able to consider
spaces with different local and global structure, we introduce a more general space-time
scaling function Ψ. Let βL ≥ 2, β ≥ 2, and set
Ψ(r) = ΨβL,β(r) =
{
rβL if 0 ≤ r ≤ 1,
rβ if r > 1.
(1.3)
We will write UHK(Ψ) for the heat kernel upper bounds associated with Ψ – see Definition
1.6 below for their precise form. Our main theorem is a stable characterization of UHK(Ψ),
in terms of Faber-Krahn inequality FK(Ψ), and a new condition denoted CSA(Ψ), which
controls the energy of cutoff functions in annuli.
To state our results precisely, we need a number of further definitions.
Since E is regular, each function f ∈ F admits a quasi-continuous version f˜ (see
Theorem 2.1.3 in [FOT]). Throughout the paper, we will abuse notation and take the
quasi-continuous version of f without writing f˜ . Another consequence of regularity is
that E(f, g) can be written in terms of a signed measure Γ(f, g) as
E(f, g) =
∫
X
dΓ(f, g).
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For any essentially bounded f ∈ F , Γ(f, f) is the unique Borel measure on X (called the
energy measure) on X satisfying∫
X
g dΓ(f, f) = 2E(f, fg)− E(f 2, g)
for all essentially bounded g ∈ F ; Γ(f, g) is then defined by polarization.
Example. (Davies [D]). Let (M, d) be a manifold with Riemannian volume measure µ,
and E(f, f) = ∫ |∇f |2dµ. Let σ > 0, and dm = σ2 dµ. Then
Lf = σ−2∇(σ2∇f),
and dΓ(f, f) = |∇f |2σ2dµ.
For later use we collect from [FOT, Section 3.2] some properties of the energy measure.
i) Locality. For all functions f, g ∈ F and all measurable sets G ⊂ X on which f is
constant
1lG dΓ(f, g) = 0.
ii) Leibniz and chain rules. For f, g ∈ F essentially bounded and ϕ ∈ C1(R),
dΓ(fg, h) = f dΓ(g, h) + g dΓ(f, h),
dΓ(ϕ(f), g) = ϕ′(f) dΓ(f, g).
We note also the following result of Le Jan [LJ, Proposition 1.5.5(b)] – see also [Mos],
p. 389 for a simple proof.
Lemma 1.1. Let X be a MMD space. Suppose that (Ei,F), i = 1, 2, are strongly local
regular Dirichlet forms that satisfy
C−1E1(f, f) ≤ E2(f, f) ≤ CE1(f, f), f ∈ F . (1.4)
Then their energy measures Γ(i) satisfy
C−1dΓ(1)(f, f) ≤ dΓ(2)(f, f) ≤ CdΓ(1)(f, f), for all f ∈ F . (1.5)
We now introduce a number of conditions which the space X and Dirichlet form E may
or may not satisfy.
Definition 1.2. We say that (X , d,m) satisfies volume doubling (VD) if there exists a
constant CD such that for every x ∈ X , r > 0,
V (x, 2r) ≤ CDV (x, r). (1.6)
We next introduce the Faber-Krahn inequality: see [GT], Section 3.3 for more details.
For any open set D ⊂ X , FD is defined to be the closure in F of the set of all functions
in F that are compactly supported in D. For D ⊂ X we write λ1(D) for the smallest
(Dirichlet) eigenvalue of L on D; this can be defined by the variational formula
λ1(D) = inf
{E(f, f)
||f ||22
: f ∈ FD, f 6= 0
}
. (1.7)
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Definition 1.3. The MMD space (X , E) satisfies the Faber-Krahn inequality FK(Ψ) if
there exists a constant CF and ν > 0 such that for any ball B = B(x, r) and open set
D ⊂ B,
λ1(D) ≥ CF
Ψ(r)
(m(B)/m(D))ν . (1.8)
We remark that the value of ν turns out to be unimportant.
Definition 1.4. We say that the Poincare´ inequality PI(Ψ) holds if there exists a constant
CP such that for all balls B = B(x, r) and f ∈ F ,
inf
a∈R
∫
B
(f − a)2dm =
∫
B
(f − fB)2dm ≤ CPΨ(r)
∫
B
dΓ(f, f).
Here fB is the mean of f on B.
Associated with the Dirichlet form (E ,F) and semigroup (Pt) is a Hunt process X =
(Xt, t ≥ 0,Px, x ∈ X − N ). Here N is ‘properly exceptional’: m(N ) = 0 and Px(Xt ∈
N for some t > 0) = 0 for all x ∈ X −N – see [FOT, p. 134]. This Hunt process is unique
up to a properly exceptional set – see [FOT, Theorem 4.2.7]. We fix X and N , and write
X0 = X −N . (1.9)
While the semigroup (Pt) associated with E is defined on L2, a more precise version, with
better regularity properties, can be obtained if we set, for bounded Borel f ,
Ptf(x) = E
xf(Xt), x ∈ X0.
The heat kernel associated with (Pt) (if it exists) is a measurable function pt(x, y) :
(0,∞)× X0 × X0 → (0,∞) such that
E
xf(Xt) = Ptf(x) =
∫
pt(x, y)f(y)m(dy), x ∈ X0, f ∈ L∞(X ), (1.10)
pt(x, y) = pt(y, x), for all t > 0, x, y ∈ X0, (1.11)
ps+t(x, z) =
∫
ps(x, y)pt(y, z)m(dy), for all s > 0, t > 0, x, z ∈ X0. (1.12)
While (1.10) only defines pt(x, ·) m-a.e., using the Chapman-Kolmogorov equation (1.12)
one can regularise pt(x, y) so that (1.10)–(1.12) hold on all of X0. For more details see
[GT].
Define the function
Φ(R, t) = sup
s>0
(R
s
− t
Ψ(s)
)
. (1.13)
The following lemma summarises some properties of this function – see Section 3.3 of
[GT] and in particular Example 3.18.
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Lemma 1.5. Φ(R, t) is non-negative, increasing in R and decreasing in t. We have
Φ(R, t) ≍

(
RβL
t
)1/(βL−1)
, if t ≤ R,(
Rβ
t
)1/(β−1)
, if t ≥ R.
(1.14)
Further Φ(R,Ψ(R)) ≤ β−1/(β2−1)2 , where β2 = βL ∨ β.
We define Ψ−1 to be the inverse of Ψ, so that
Ψ−1(s) = s1/βL1(s≤1) + s
1/β1(s>1).
Definition 1.6. We say (pt) satisfies UHK(Ψ) if there exists a properly exceptional set
N0 and constants c1, c2 such that
pt(x, y) ≤ V (x,Ψ−1(c1t))−1 exp(−Φ(c2d(x, y), t)) (1.15)
for all t > 0 and for all x, y ∈ X −N0. If a similar lower bound (with different constants
ci) also holds then we say that HK(Ψ) holds.
When Ψ(r) = rβ we will write PI(β) etc. for the condition PI(Ψ).
As explained above, we wish to find a stable characterization of the heat kernel bounds
UHK(Ψ). In view of Lemma 1.1, the characterizations of HK(2) and UHK(2) in terms
of Faber-Krahn and Poincare´ inequalities are stable. It is easy to see that the natural
generalization of these to more general Ψ fails. Let Ψ2 ≥ Ψ1 with Ψ2(r)/Ψ1(r) → ∞,
and let X be an unbounded space satisfying HK(Ψ1). Then X also satisfies FK(Ψ1) and
PI(Ψ1), and so by the monotonicity of these conditions in Ψ, it is immediate that X
satisfies FK(Ψ2) and PI(Ψ2). However, it is straightforward to check that HK(Ψ1) and
UHK(Ψ2) cannot both hold. At a more fundamental level, the conditions PI(Ψ) and
FK(Ψ) ensure that the heat equation homogenises over a ball of radius R in time at most
Ψ(R), but do not exclude the possibility that this might occur more quickly. To ‘capture’
HK(Ψ) one needs a condition which gives an upper bound on the rate at which heat, or
the diffusion X , can move on the space X . Such a condition was found in [BB3, BBK],
which gave a stable characterization of HK(Ψ).
Definition 1.7. Let U ⊂ V be open sets in X with U ⊂ U ⊂ V . We say a continuous
function ϕ is a cutoff function for U ⊂ V if ϕ = 1 on U and ϕ = 0 on V c.
Definition 1.8 (Condition (CS(Ψ)). (See [BB3, BBK].) We say that condition CS(Ψ)
holds if there exist constants c1 and θ ∈ (0, 1] such that the following holds. For every ball
B(x0, r) there exists a cutoff function ϕ with ϕ = 1 on B(x0, r/2) and ϕ = 0 on B(x0, r)
c,
with the following properties.
(1) ϕ is Ho¨lder continuous of order θ.
(2) If 0 < s ≤ r and f ∈ F then∫
B(y,s)
f 2 dΓ(ϕ, ϕ) ≤ c1(s/r)2θ
(∫
B(y,2s)
dΓ(f, f) + Ψ(s)−1
∫
B(y,2s)
f 2dm
)
. (1.16)
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‘CS’ here refers to ‘cutoff Sobolev’; this condition ensures the existence of a large class
of cutoff functions with low energy. The main theorem of [BB3, BBK] is that HK(Ψ)
is equivalent to VD +PI(Ψ) + CS(Ψ). While the condition CS(Ψ) is hard to verify, it
is stable. Further, this stability allows estimates on (for example) the heat kernel on
the Sierpinski carpet to be transferred to manifolds, graphs, or domains in Rd which are
roughly isometric to the Sierpinski carpet. For rough isometries see [Kan], and a for more
detailed discussion of this point see [BBK, Section 5].
We now introduce a simplication of the condition CS(Ψ), which controls the energy of
cutoff functions in annuli.
Definition 1.9. Let D0, D1 be open subsets of X with D0 ⊂ D0 ⊂ D1, and let U =
D1 −D0. We say that condition CSD(D0, D1, θ) holds if there exists a cutoff function ϕ
for D0 ⊂ D1 such that if f ∈ F then,∫
U
f 2 dΓ(ϕ, ϕ) ≤ 1
8
∫
U
ϕ2dΓ(f, f) + θ
∫
U
f 2dm. (1.17)
Definition 1.10 (Condition (CSA(Ψ)). We say that condition CSA(Ψ) holds if there
exists a constant CS such that for every x ∈ X , R > 0, r > 0 the condition
CSD(B(x,R), B(x,R + r), CSΨ(r)
−1) holds.
Remark 1.11. 1. If VD holds then CS(Ψ) implies CSA(Ψ) – see Lemma 5.7.
2. Note that CSA(Ψ) does not require the Ho¨lder continuity of the cutoff function.
3. It is essential for the use of (1.17) in Lemma 3.3 that the constant in front of the
first term on the right hand side is less than 1
4
. However, as we will see in Section 5, the
inequality CSA(Ψ) has a ‘self-improving’ property, which enables one to alter the weights
of the two terms on the right-hand side.
4. It is easy to see by using linear cutoff functions that CSA(2) holds on any manifold.
5. The bound (1.17) is not symmetric between ϕ and 1 − ϕ, but very often we will just
use the fact that ϕ ≤ 1 in the first term on the right hand side.
6. In view of Lemma 1.1 and the results of Section 5, the condition CSA(Ψ) is stable –
see Corollary 5.2.
7. See [Bas] for the use of an inequality similar to CS(Ψ) to prove stability of the elliptic
Harnack inequality for a class of graphs.
Our first main theorem is the following characterization of UHK(Ψ).
Theorem 1.12. Assume that X satisfies VD and is unbounded in the metric d. The
following are equivalent:
(1) FK(Ψ) and CSA(Ψ).
(2) UHK(Ψ).
Remark 1.13. (1) See [GH] for several other conditions equivalent to UHK(β). Note
however that unlike (1) above, none of these were known to be stable under bounded
perturbation of the Dirichlet form E .
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(2) The reader may wonder if while CSA(Ψ) is sufficient for upper bounds, one needs
the stronger CS(Ψ) to obtain lower bounds as well. However, we expect that HK(Ψ) is
equivalent to VD + PI(Ψ) + CSA(Ψ). In fact, VD + PI(Ψ) is enough to give FK(Ψ),
so using Theorem 1.12 one obtains UHK(Ψ). Given this, the methods of Stroock and
Saloff-Coste [SCS], and Fabes-Stroock [FS] should then lead to a matching lower bound.
The main theorem of [BB3, BBK] was proved using Moser’s method [Mo1]. To prove
the implication (1)⇒ (2) in Theorem 1.12 we first show in Proposition 2.3 that CSA(Ψ)
gives a generalization of the ‘Davies-Gaffney’ bound of [D]. Next, we use techniques
developed in [Gr0, CG] to prove a mean value inequality for caloric functions (i.e. solutions
of the heat equation), which leads to the pointwise bounds UHK(Ψ). For the easier
implication (2) ⇒ (1) we use the method of [BBK], but since CSA(Ψ) is rather simpler
than CS(Ψ) the proof is much quicker.
Our second main result concerns stochastic completeness.
Definition 1.14. The process associated X is called stochastically complete if Pt1 = 1
m-a.e. for some (or equivalently all) t > 0.
The energy measure Γ defines in an intrinsic way a pseudo metric ̺ on (X , m) by
̺(x, y) = sup{f(y)− f(x) : f ∈ F , dΓ(f, f) ≤ dm} (1.18)
called the intrinsic metric or Carathe´odory metric. We will denote by B̺(x, r) = {y ∈
X : ̺(x, y) < r} the open ball with center x and radius r w.r.t. the ̺ metric. Further, we
will use the notation
̺(x,∞) := sup{r > 0 : B̺(x, r) is relatively compact ⊂ X}.
If X is a Riemannian manifold and E(f, f) = ∫ |∇f |2 dµ, then ̺ is just the Riemannian
metric.
The pseudo-metric ̺ is not always useful. For some fractal sets such as the Sierpinski
carpet the measures Γ(f, f) and m are mutually singular – see [Hi]. In these cases the
only functions f satisfying the conditions of (1.18) are constants, and so ̺ is identically
zero.
The following theorem gives, in the manifold case, the best possible criterion for
stochastic completeness in terms of volume growth.
Theorem 1.15 ([Gr1, Gr2, St1]). Suppose that the metrics ̺ and d on X are equivalent,
and all balls B̺(x, r) are relatively compact. We say that (VGC) holds if for some x ∈ X ,∫ ∞
1
r
logm(B̺(x, r))
dr =∞. (1.19)
If (VGC) holds then (X , E) is stochastically complete.
Our second main theorem gives a criterion for stochastic completeness, in terms of a
balance between the energy of cutoff functions between a sequence of compact sets, and
the volume of the regions between these sets.
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Theorem 1.16. Let Dn be an increasing sequence of open sets with compact closure, such
that ∪Dn = X . Write Un = Dn+1−Dn. Let θn > 0 be such that CSD(Dn, Dn+1, θn) holds
for each n.
(a) Suppose that θn ≤ c1 for all n. If
lim inf
n
θnm(Un)
4n
= 0 (1.20)
then stochastic completeness holds.
(b) Suppose θn = c
2
0n
2, and there exists a constant b > 0 such that
m(Un) ≤ e2b(log n)2 . (1.21)
Then stochastic completeness holds.
Remark 1.17. 1. Note that this Theorem does not involve the intrinsic metric ̺.
2. We give an example below of a space X such that for some sufficiently large R0 one
has X = B̺(x0, R0), but which is still stochastically complete.
3. In terms of volume growth, this Theorem gives a weaker criterion than the results of
[Gr1, St1]. However since (1.21) only requires that a subsequence of annuli have small
volume, there are manifolds for which Theorem 1.16 gives stochastic completeness, while
the volume growth criterion of [Gr1, St1] fails.
4. The constant 4 in (1.20) is not best possible; it is related to the choice of 1/8 in (1.17).
5. See Remark 6.1 for the case θn ≍ n2γ for γ ∈ (0, 1).
The layout of this paper is as follows. In Section 2 we show how CSA(Ψ) can be used to
give a generalization to the space-time scaling Ψ of the ‘Davies-Gaffney’ bound obtained
by Davies in [D]. In Section 3 we use CSA(Ψ) to obtain a Cacciopoli type inequality. This
is then used in Section 4 to obtain mean value inequalities, which lead to the upper heat
kernel bound UHK(Ψ). In Section 5 we prove that UHK(Ψ) implies CSA(Ψ). Section 6
proves Theorem 1.16, and Section 7 gives examples, based on the ‘pre-Sierpinski carpet’,
of spaces which are geodesically incomplete, or for which the criterion of [Gr1, St1] fails,
but which are still stochastically complete.
We write c, c′ to denote positive constants which may change on each appearance.
Constants denoted ci will be the same through each argument. Constants related to
fundamental properties of the space X or Dirichlet form, such as those in the volume
doubling property, will be denoted C· and will be the same throughout each argument.
Acknowledgment. The authors wish to thank Rich Bass for several conversations on
the topic of Remark 1.13(2).
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2 Davies Gaffney estimate
We begin by noting the following Cauchy-Schwarz inequality. Let u, v ∈ F , f, g ∈
L∞(X , m), and λ > 0. Then∫
X
fg dΓ(u, v) =
∫
X
(f/λ1/2)(λ1/2g) dΓ(u, v)
≤ (λ−1 ∫
X
f 2dΓ(u, u)
)1/2 · (λ ∫
X
g2dΓ(v, v)
)1/2
≤ 1
2λ
∫
X
f 2 dΓ(u, u) +
λ
2
∫
X
g2 dΓ(v, v). (2.1)
Let Dn, n ≥ 0 be an increasing sequence of open subsets of X with Dn ⊂ Dn+1.
Suppose that CSD(Dn, Dn+1, θn) holds for each n, and let ϕn be the associated cutoff
functions. Let (an, n ≥ 0) be an increasing sequence, with a0 ≥ 0. Set
ϕ = a0 +
∞∑
n=0
(an+1 − an)(1− ϕn), (2.2)
bn =
(an+1 − an)
an
, b∗ = sup
n
bn, (2.3)
C0 = sup
n
b2nθn. (2.4)
Lemma 2.1. Suppose Dn, ϕn and ϕ are as above. Then for any u ∈ F∫
X
u2 dΓ(ϕ, ϕ) ≤ (b
∗)2
8
∫
X
ϕ2 dΓ(u, u) + C0
∫
X
ϕ2u2dm. (2.5)
Proof. Let Un = Dn+1 −Dn, and note that an ≤ ϕ ≤ an+1 on Un. Since Γ(ϕn, ϕm) = 0
if n 6= m, using CSD,∫
u2 dΓ(ϕ, ϕ) =
∑
n
(an+1 − an)2
∫
Un
u2 dΓ(ϕn, ϕn)
≤
∑
n
(an+1 − an)2
(
1
8
∫
Un
dΓ(u, u) + θn
∫
Un
u2dm
)
≤
∑
n
b2n
(
1
8
∫
Un
ϕ2 dΓ(u, u) + θn
∫
Un
ϕ2u2dm
)
,
proving (2.5). 
We can use this to obtain an analogue of Lemma 1 of [D].
Proposition 2.2. Let ϕ, an, bn, θn and C0 be as above, and suppose that b
∗ ≤ 1. Let f
have compact support. Set ut = Ptf . Then
‖utϕ‖2 ≤ ‖fϕ‖2 exp(2C0t), (2.6)∫ t
0
∫
ϕ2 dΓ(us, us)ds ≤ 2‖fϕ‖22e4C0t. (2.7)
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Proof. Given Lemma 2.1 the proof is as in [D]. Let f have compact support and ut = Ptf .
Let N ≥ 1, and set
ϕ˜N = a0 +
N∑
n=0
(an+1 − an)(1− ϕn),
hN (t) = ||utϕ˜N ||22 =
∫
u2t ϕ˜
2
Ndm.
Then since ut ∈ D(L), ϕ˜2Nut ∈ F ,
h′N(t) = 2〈Lut, ϕ˜2Nut〉 = −2E(ut, ϕ˜2Nut)
= −2
∫
X
ϕ˜2N dΓ(ut, ut)− 4
∫
X
ϕ˜Nut dΓ(ut, ϕ˜N). (2.8)
Using (2.1) with λ = 2 to bound the second term,
h′N(t) ≤ −
∫
X
ϕ˜2N dΓ(ut, ut) + 4
∫
X
u2t dΓ(ϕ˜N , ϕ˜N). (2.9)
So by Lemma 2.1,
h′N (t) ≤ −(1 − 12(b∗)2)
∫
X
ϕ˜2N dΓ(ut, ut) + 4C0
∫
X
ϕ˜2Nu
2
tdm
≤ −1
2
∫
ϕ˜2N dΓ(ut, ut) + 4C0hN (t). (2.10)
Thus h′N ≤ 4C0hN , and hence hN (t) ≤ hN (0) exp(4C0t). Integrating (2.10) we obtain
hN(t)− hN(0) + 12
∫ t
0
∫
ϕ˜2N dΓ(us, us) ds ≤ ‖fϕ˜N‖22
(
e4C0t − 1) .
Letting N →∞ gives (2.7) and (2.6). 
We can use this to obtain a generalization of the ‘Davies-Gaffney’ bound in [D].
Proposition 2.3. Suppose CSA(Ψ) holds. Let x1, x2 ∈ X and let d(x1, x2) = R. If
fi ∈ L2 have support in Ai = B(xi, R/4) then
〈Ptf1, f2〉 ≤ c1||f1||2||f2||2 exp(−c2Φ(R, t)). (2.11)
Here ci depend only on CS, β and βL.
Proof. First note that
〈Ptf1, f2〉 ≤ ‖Ptf1‖2‖f2‖2 ≤ ||f1||2||f2||2; (2.12)
adjusting the constants ci this is enough to give (2.11) if Φ(R, t) is small. Next, it is
enough to prove (2.11) when ||fi||2 = 1, so we assume this.
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Choose m ≥ 1, let r = R/2m, and Dk = B(x1, 14R + kr), k ≥ 0. Let ϕk be cutoff
functions for Dk ⊂ Dk+1, for k ≥ 0. Set ak = 2k∧m, and define ϕ as in (2.2). Note that
b∗ = (2− 1)2 = 1, θk = CSΨ(r)−1, and so C0 = CSΨ(r)−1.
Then writing ut = Ptf1, as in [D, Theorem 2] we have
〈Ptf1, f2〉 = 〈ϕPtf1, ϕ−1f2〉
≤ ‖ϕut‖2‖ϕ−1f2‖2
≤ ‖ϕf1‖2 exp(2CSΨ(r)−1t)‖ϕ−1f2‖2
≤ exp(2CSΨ(r)−1t)(sup
A1
ϕ)(sup
A2
ϕ−1). (2.13)
The construction of ϕ gives ϕ = 1 on A1, and ϕ = 2
m on A2. So
log〈Ptf1, f2〉 ≤ −
(
m log 2− 2CSt
Ψ(R/m)
)
= − log 2
(
m− c3t
Ψ(R/m)
)
. (2.14)
It remains to choose m ∈ N so as to obtain the bound (2.11), and we need to consider
several cases.
Case 1. t ≥ Ψ(R). By Lemma 1.5 we have Φ(R, t) ≍ 1, and adjusting the constant c1 we
obtain (2.11) from (2.12).
Case 2. R ≤ t ≤ Ψ(R). Then R ≥ 1, so we have R ≤ t < Rβ . We will choose m ≤ R, so
the final term in (2.14) is
m
(
1− c3tm
β−1
Rβ
)
.
We wish to choose m so that c3tm
β−1R−β ∈ [1/3, 2/3], and this will be possible provided
Rβ/t is greater than some constant c4 (depending only on c3 and β). We then have
m ≍ (Rβ/t)1/(β−1), and hence we obtain the bound (2.11). If Rβ/t < c4 then Φ(R, t) ≤ c5
and again we obtain (2.11) from (2.12).
Case 3. t < R and t ≤ Ψ(R). In this case we will choose m > R, so that Ψ(R/m) =
(R/m)βL. If R ≤ 1 then Ψ(R) = RβL and so the argument is as in Case 2. If R > 1 then
t < R < RβL, so again we can proceed as in Case 2. 
3 Cacciopoli and mean value inequalities
In this section we prove a mean value inequality as in [Gr0, Section 3]. We begin by
seeing that CSA(Ψ) enables us to prove a Cacciopoli inequality similar to [Gr0, Lemma
3.1]. To that aim we need to give a definition of caloric functions in the general context
of metric measure spaces.
Definition 3.1. Let I be an interval in R. We say that a function u : I → L2(X , m)
is weakly differentiable at t0 ∈ I if for any f ∈ L2(X , m) the function 〈u(t), f〉 is differ-
entiable at t0. By the principle of uniform boundedness, in this case there is a function
w ∈ L2(X , m) such that
lim
t→t0
(
u(t)− u(t0)
t− t0 , f
)
= 〈w, f〉
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for all f ∈ L2(X , m). We refer to the function w as the weak derivative of the function u
at t0 and write w =
∂
∂t
u(t0) = ut(t0).
Definition 3.2. Consider a function u : I → F and let Ω be an open subset of X . We
say that u is a caloric function in I ×Ω if u is weakly differentiable in the space L2(Ω) at
any t ∈ I and, for any non-negative f ∈ FΩ and for any t ∈ I,
〈ut, f〉+ E(u, f) = 0.
Lemma 3.3. (Cacciopoli inequality.) Let x0 ∈ X , B = B(x0, R), r < R and B′ =
B(x0, R−r). Suppose that CSD(B′, B, θ) holds, and let ϕ be the associated cutoff function
for B′ ⊂ B. Let T > 0, and set Q = B× (0, T ). Let k(t) be a Lipschitz function of t with
k(0) = 0, 0 ≤ k ≤ 1 and ||k′||∞ = K. Let u = u(x, t) be a non-negative caloric function,
and v = (u− θ)+, where θ > 0. Set
η(x, t) = ϕ(x)k(t).
Then ∫
B
v(x, T )2η(x, T )2m(dx) +
2
9
∫
Q
dΓ(ηv, ηv) dt ≤ 2(20
9
θ +K)
∫
Q
v2 dmdt. (3.1)
Proof. Since k(0) = 0 we have, writing vt = ∂v/∂t,
1
2
∫
B
v(x, T )2η(x, T )2m(dx) =
∫
Q
vvtη
2dmdt+
∫
Q
v2ηηt dmdt. (3.2)
Using the fact that u is caloric we get∫
Q
η2vvt dmdt =
∫
Q
1l{u>θ}η
2vut dmdt = −
∫
Q
dΓ(η2v, u)
= −
∫
Q
η2 dΓ(v, v) dt− 2
∫
Q
vη dΓ(v, η) dt. (3.3)
Further, ∫
B
dΓ(vϕ, vϕ) ≤ 2
∫
B
ϕ2 dΓ(v, v) + 2
∫
B
v2 dΓ(ϕ, ϕ). (3.4)
Let λ > 0. Then using (2.1)
−
∫
B
ϕ2 dΓ(v, v)− 2
∫
B
vϕ dΓ(v, ϕ) ≤ (−1 + λ−1)
∫
B
ϕ2dΓ(v, v) + λ
∫
B
v2dΓ(ϕ, ϕ).
Taking λ = 2 and using (3.4) and CSD we obtain
−
∫
B
ϕ2 dΓ(v, v)−2
∫
B
vϕ dΓ(v, ϕ) + a
∫
B
dΓ(vϕ, vϕ)
≤ (−1
2
+ 2a)
∫
B
ϕ2 dΓ(v, v) + (2 + 2a)
∫
B
v2dΓ(ϕ, ϕ)
≤ (−1
2
+ 2a+ (2 + 2a)
1
8
)
∫
B
ϕ2dΓ(v, v) + (2 + 2a)θ
∫
B
v2 dm
=
20
9
θ
∫
B
v2 dm (3.5)
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if a = 1/9. Multiplying this inequality by k(t)2 and integrating gives
−
∫
Q
η2 dΓ(v, v) dt− 2
∫
Q
vη dΓ(v, η) dt+
1
9
∫
Q
dΓ(vη, vη) dt
≤ 20
9
θ
∫ T
0
∫
B
v2k(t)2 dmdt ≤ 20
9
θ
∫
Q
v2 dmdt.
Combining this with (3.2) and (3.3) we obtain∫
B
v(x, T )2η(x, T )2m(dx) +
2
9
∫
Q
dΓ(vη, vη) dt
≤ 2
∫
Q
v2ηηt dmdt+
40
9
θ
∫
Q
v2 dmdt
≤ (2K + 40
9
θ)
∫
Q
v2 dmdt.
In the final line we used the fact that η ≤ 1. 
Remark 3.4. Note that to obtain (3.5) we needed that the constant in the first term on
the right of (1.17) was less than 1/4.
The key step in the proof of the mean value inequality is the following comparison over
cylinders. For a cylinder Q ⊂ X × R+ and a function w write
I(w,Q) =
∫
Q
w2 dmdt.
Lemma 3.5. (See [Gr0, Lemma 3.2].) Suppose FK(Ψ) and CSA(Ψ) hold. Let u˜ be a
caloric function in Q = B(x0, R) × (0, T ). Let u = u˜+, θ > 0 and v = (u − θ)+. Let
0 < T1 < T , R1 ∈ (12R,R), Q1 = B(x0, R1)× (T1, T ),
I = I(u,Q), I1 = I(v,Q1),
and δ = T1 ∧Ψ(R− R1). Then
I1 ≤ c1I
1+νΨ(R)
δ1+νθ2ν m(B)ν
. (3.6)
Proof. Let B = B(x0, R), B
′ = B(x0,
1
2
(R +R1)) and B1 = B(x0, R1). Set
Dt = {x ∈ B′ : u(x, t) > θ}.
Let ϕ be a cutoff function for B1 ⊂ B′, k(t) = 1 ∧ (t/T1), and η(x, t) = ϕ(x)k(t).
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As in [Gr0] the proof uses five inequalities:∫
B′
u(x, t0)
2 dm ≤ c0δ−1
∫
Q
u2 dmdt for t0 ∈ (T1, T ), (3.7)∫
Q
dΓ(vη, vη) dt ≤ c0δ−1
∫
Q
u2 dmdt, (3.8)∫
B
dΓ(vη, vη) ≥ λ1(Dt)
∫
B
v2η2 dm for t ∈ (0, T ), (3.9)
λ1(Dt) ≥ CFm(B)νΨ(R)−1m(Dt)−ν , (3.10)
m(Dt) ≤ θ−2
∫
B′
u(x, t)2 dm. (3.11)
Of these, (3.9) is immediate from the variational definition of λ1, (3.10) is the Faber-Krahn
inequality (1.8), and (3.11) is just Markov’s inequality. So it remains to prove (3.7) and
(3.8).
The inequality (3.8) is immediate from (3.1). Since ‖k′‖∞ = 1/T1 we have the constant
on the right side of (3.1) is c(Ψ(R− R1)−1 + T−11 ) ≤ c′δ−1. So
2
9
∫
Q
dΓ(vη, vη) dt ≤ cδ−1
∫
Q
u2 dmdt.
For (3.7) let ϕ˜ be a cutoff function for B′ ⊂ B and η˜(x, t) = ϕ˜(x)k(t). Then by (3.1)
applied to u in the cylinder Qt = B × (0, t),∫
B
u(x, t)2η˜(x, t)2m(dx) ≤ cδ−1
∫
Qt
u2 dmdt ≤ cδ−1
∫
Q
u2 dmdt.
The rest of the argument is as in [Gr0]. 
4 Heat kernel upper bounds
These bounds can now be proved by the methods of [CG], which in turn uses ideas in
[Gr0]. Since [CG] is written in the graph context, and both of these papers just consider
the case Ψ(r) = r2, we give details. In particular we need to be more careful in our
handling of exceptional sets; issues with these do not arise for the manifolds or graphs
treated in [Gr0, CG]. Note that VD implies that there exists a constant α <∞ such that
V (x,R)
V (y, r)
≤ CG
(d(x, y) +R
r
)α
, 0 < r < R, x, y ∈ X . (4.1)
Define the measure m˜(dx, ds) = m(dx)ds on X × R. Given a cylinder Q ⊂ X × R and
u : Q→ R we write ess sup u for the essential supremum with respect to the measure m˜.
Define
β2 = βL ∨ β, β1 = βL ∧ β, (4.2)
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and note that if 0 < r < R,(R
r
)β1 ≤ Ψ(R)
Ψ(r)
≤
(R
r
)β2
,
(R
r
)1/β2 ≤ Ψ−1(R)
Ψ−1(r)
≤
(R
r
)1/β1
. (4.3)
Write
F (R, T ) =
T
Ψ(R)
∨
(Ψ(R)
T
)α/β1
. (4.4)
Proposition 4.1. (L2 Mean value inequality). Set Q = B(x0, R) × (0, T ). Assume
CSA(Ψ) and FK(Ψ) hold, and let u ≥ 0 be caloric in Q. Then if Q∞ = B(x0, R/2) ×
(T/2, T ),
ess sup Q∞u(x, s)
2 ≤ c0F (R, T )
TV (x0, R)
∫
Q
u(x, s)2m˜(dx, ds). (4.5)
Proof. (See the proof of [Gr0, Theorem 3.1].) It is sufficient to consider the case T =
Ψ(R). Indeed, suppose (4.5) holds in this case, and let T = λΨ(R).
If λ ∈ (0, 1) let r be such that Ψ(r) = T . We can cover B′ = B(x0, R/2) by balls
B(zi, r/2) such that each B(zi, r) ⊂ B(x0, R). Let Qi = B(zi, r) × (0, T ), and Qi,∞ =
B(zi, r/2)× (T/2, T ). Note that by (4.3)
V (x0, R)
V (x0, r)
≤ CG
(R
r
)α
= CG
(Ψ−1(T/λ)
Ψ−1(T )
)α
≤ CGλ−α/β1. (4.6)
Then
ess sup Q∞u(x, s)
2 ≤ max
i
ess sup Qi,∞u(x, s)
2,
and for each i, using (4.6),
ess sup Qi,∞u(x, s)
2 ≤ c0
TV (x0, r)
∫
Qi
u2dm˜
≤ c0
TV (x0, R)
V (x0, R)
V (x0, r)
∫
Q
u2dm˜
≤ c0CGλ
−α/β1
TV (x0, R)
∫
Q
u2dm˜.
Similarly if T = λΨ(R) with λ > 1 then applying (4.5) to a sequence of cylinders (Ti −
Ψ(R), Ti)× B(x0, R) one obtains
ess sup Q∞u(x, s)
2 ≤ c0λ
TV (x0, R)
∫
Q
u(x, s)2dm˜.
Now let T = Ψ(R). Let δk, k = 0, 1, . . . be a sequence to be chosen later, and let (rk)
and (tk) be sequences such that r0 = R, t0 = 0,
δk+1 = Ψ(rk − rk+1) = tk+1 − tk, (4.7)
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and
R = r0 > r1 > · · · > rk > · · · > R/2, 0 = t0 < t1 < · · · < tk < · · · < T/2. (4.8)
Let Qk = B(x0, rk)×(tk, T ). Let θ > 0 (also to be chosen later) and set αk = (1−2−k)θ,
uk = (u− αk)+, and
Ik =
∫
Qk
u2kdm˜.
Let θk = αk+1 − αk. Then by (3.6) applied to the function uk in Qk+1 ⊂ Qk,
Ik+1 ≤ Ik c1I
ν
kΨ(rk)
δ1+νk+1θ
2ν
k m(B(x0, rk))
ν
≤ Ik c2Ψ(R)2
2ν(k+1)Iνk
V (x0, R)νθ2νδ
1+ν
k+1
. (4.9)
Let A = c2Ψ(R)4
ν/V (x0, R)
νθ2ν . Now choose M ≥ 2 and b > 4 such that M1/β2 ≥ 2, and
(4/b)1/(1+ν) = M−1. Choose δk+1 such that
A22νkIνk
δ1+νk+1
= b−1, k = 0, 1, . . . (4.10)
With this choice of (δk) we have Ik ≤ b−kI0, and consequently
δk+1 = (Ab4
kνIνk )
1/(1+ν) ≤ (AbIν0 )1/(1+ν)(4/b)kν/(1+ν) = A1M−k, (4.11)
where A1 = (AbI
ν
0 )
1/(1+ν). In order that the condition (4.8) should hold, we need
∞∑
k=1
δk ≤ T/2, (4.12)
∞∑
k=1
Ψ−1(δk) ≤ R/2. (4.13)
We have
∞∑
k=1
Ψ−1(δk) ≤
∞∑
k=1
Ψ−1(A1M
−k) ≤ c3Ψ−1(A1)
∞∑
k=1
M−k/β2 ≤ 2c3Ψ−1(A1),
and
∞∑
k=1
δk ≤ 2A1.
So for (4.8) to hold it is enough that
A1 =
(c24νbIν0Ψ(R)
V (x0, R)νθ2ν
)1/(1+ν)
≤ (T/4) ∧Ψ(R/4c3).
For this it is enough if θ is chosen large enough so that
Iν0Ψ(R)
V (x0, R)νθ2ν
≤ c4Ψ(R)1+ν ,
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and so we can take
θ2 =
c5I0
Ψ(R)V (x0, R)
. (4.14)
We then have Ik → 0 as k →∞, and hence∫
Q∞
(u(x, s)− θ)2+m˜(dx, ds) ≤ inf
k
Ik = 0, (4.15)
which implies that u(x, s) ≤ θ m˜ a.e. on Q∞. 
We now give an L1 mean value inequality.
Proposition 4.2. (L1 Mean value inequality). Assume FK(Ψ) and CSA(Ψ) hold. Let
R > 0, T = Ψ(R), let Q = B(x0, R)× (0, T ), and let u ≥ 0 be caloric in Q. Then writing
Q′ = B(x0, 2R/3)× (T/2, T ),
ess sup Q′u(x, s) ≤
c1F (R, T )
TV (x0, R)
∫
Q
u(x, s)m˜(dx, ds). (4.16)
Proof. This follows from the L2 mean value inequality by quite general arguments, which
use only VD – see p. 688-691 of [CG]. As with Proposition 4.1, it is enough to consider
the case T = Ψ(R). 
In order to obtain heat kernel bounds from the mean value theorem, we need better
control of the exceptional set. We will use regularity results from [GT], and to use these
we need to consider the killed heat kernel. For D ⊂ X write (PDt ) for the semigroup of
X killed on exiting D. Then if FK(Ψ) holds, by [GH, Lemma 5.5] the semigroup (PDt ) is
ultracontractive, that is there exists a left continuous function γ(t) such that
||PDt f ||∞ ≤ γ(t)||f ||1, t > 0, f ∈ L1(X ) ∩ L2(X ).
(In fact we have γ(t) = c(at)−1/ν with a = a(n) = m(Dn)
ν/Ψ(nR)). Consequently we
will be able to use [GT, Theorem 2.12] to obtain estimates which hold on X −N , where
N is a properly exceptional set.
Lemma 4.3. Assume FK(Ψ) and CSA(Ψ). Let x0, x1 ∈ X0, T > 0, 0 < t ≤ T , and
r = Ψ(t). Let R0 > R and D = B(x0, R0). Then for m-a.a. y ∈ B(x0, r/2),
pDT (x1, y) ≤
c1
tV (x0, r)
∫ T+t/2
T−t/2
∫
B(x,r)
pDs (x1, y
′)m˜(dy′, ds). (4.17)
Proof. Set Q = B(x0, r)× (T − t/2, T + t/2), and Q′ = B(x0, r/2)× (T, T + t/2). Since
u(y, s) = pDs (x1, y) is caloric in Q, by Proposition 4.2
ess sup (y,s)∈Q′p
D
s (x1, y) ≤
c1
tV (x0, r)
∫
Q
pDs (x1, y
′)m˜(dy′, ds). (4.18)
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Setting
A =
c1
tV (x0, r)
∫
Q
pDs (x1, y
′)m˜(dy′, ds), (4.19)
the right side of (4.18) is bounded by A.
Thus there exists a subset I ⊂ (T, T + t/2) of full measure such that if T ′ ∈ I then
pDT ′(x1, y) ≤ A, for m-a.a. y ∈ B(x0, r/2) .
Write g(y) = pDT (x1, y). Then the L
2-continuity of (PDt ) implies that P
D
h g → g m-a.e. as
h → 0. Taking the limit along a sequence hk such that T + hk ∈ I for each k, it follows
that pDT (x1, y) ≤ A for m-a.a. y ∈ B(x0, r/2). 
Theorem 4.4. Assume VD, FK (Ψ), and CSA(Ψ) hold. Then UHK(Ψ) holds.
Proof. We use the argument of [CG], but need extra care because of exceptional sets.
Fix x0, y0 ∈ X0, T > 0, and let R = d(x, y). Let R0 > 4R, and let D = B(x0, R0). Set
T0 = T/2 and r = Ψ
−1(T0). Let Q(z) = B(z, r)×(T−T0/2, T+T0/2). Let r′ < R/4∧r/2,
and g1 and g2 be non-negative bounded functions with supports in B(x0, r
′) and B(y0, r
′)
respectively, such that
∫
g1 =
∫
g2 = 1. Set
I =
∫∫
pDT (x, y)g1(x)g2(y)m(dx)m(dy).
Let x ∈ B(x0, R/4). Then applying (4.17) to the caloric function u(y, s) = pDs (x, y) in
Q(y0), we have
pDT (x, y) ≤
c1
T0V (y0, r)
∫ T+T0/2
T−T0/2
∫
B(y0,r)
pDs (x, y
′)m˜(dy′, ds) (4.20)
for m-a.a. y ∈ B(y0, r/2). Hence
I ≤ c1
T0V (y0, r)
∫∫
g1(x)g2(y)m(dx)m(dy)
∫
Q(y0)
pDs (x, y
′)m˜(dy′, ds)
=
c1
T0V (y0, r)
∫
B(y0,r)
∫ T+T0/2
T−T0/2
∫
g1(x)p
D
s (x, y
′)m˜(dy′, ds)m(dx). (4.21)
If y′ ∈ B(y0, r) and s ∈ (T − T0/2, T + T0/2), then by considering the cylinder B(x0, r)×
(s− T0/2, s+ T0/2), we have by (4.17), for m-a.a. x ∈ B(x0, r/2),
pDs (y
′, x) ≤ c1
T0V (x0, r)
∫ s+T0/2
s−T0/2
∫
B(x0,r)
pDs′ (y
′, x′)m˜(dx′, ds′)
≤ c1
T0V (x0, r)
∫ T+T0
T−T0
∫
B(x0,r)
pDs′ (x
′, y′)m˜(dx′, ds′),
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Substituting this into the final term in (4.21), we obtain
I ≤ c
2
1
T 20 V (y0, r)V (x0, r)
∫
B(y0,r)
m(dy′)
∫ T+T0/2
T−T0/2
ds
×
∫
m(dx)g1(x)
∫ T+2T0
T−2T0
ds′
∫
B(x0,r)
m(dx′)pDs′ (x
′, y′)
=
c21
T0V (y0, r)V (x0, r)
∫
B(y0,r)
m(dy′)
∫
B(x0,r)
m(dx′)
∫ T+T0
T−T0
ds′pDs′ (x
′, y′)
≤ 2c
2
1
TV (y0, r)V (x0, r)
∫ 3T/2
T/2
〈Psfx, fy〉ds, (4.22)
where fx = 1B(x0,r) and fy = 1B(y0,r).
If r < R/4 then the Davies Gaffney bound Proposition 2.3 implies that for T/2 ≤ s ≤
2T ,
〈Psfx, fy〉 ≤ c2V (x0, r)1/2V (y0, r)1/2 exp(−c2Φ(R, s))
≤ c2V (x0, r)1/2V (y0, r)1/2 exp(−c3Φ(R, T )). (4.23)
If r ≥ R/4 we still have by (2.12)
〈Psfx, fy〉 ≤ ||Ptfx||2||fy||2 ≤ V (x0, r)1/2V (y0, r)1/2. (4.24)
As r ≥ R/4 we have T > cΨ(R) and so Φ(R, T ) ≤ c′ by Lemma 1.5, and the exponential
in (4.23) is of order 1. Adjusting the constant c2 we therefore obtain, in both cases,
〈Psfx, fy〉 ≤ c2V (x0, r)1/2V (y0, r)1/2 exp(−c3Φ(R, T )). (4.25)
Now set
V˜ (x, r) = r−1
∫ 2r
r
V (x, s)ds.
Then V˜ (x, r) ≍ V (x, r), and the function x→ V˜ (x, r) is continuous. Set
Ht(x, y) = c4V˜ (x,Ψ
−1(t))1/2V˜ (y,Ψ−1(t))1/2 exp(−c3Φ(d(x, y), t)).
Then from (4.25) and (4.22) we deduce that pDT (x, y) ≤ HT (x0, y0), for m×m a.a. (x, y)
in a neighbourhood of (x0, y0). It follows that p
D
T (x, y) ≤ HT (x, y) for m×m a.a. (x, y).
Now let D ↑ X ; then since PD is ultracontractive it follows from [GT, Theorem 2.12(c)]
that
pt(x, y) ≤ Ht(x, y) for m×m a.a. (x, y) and all t > 0.
Since the function Ht is continuous, by [GT, Theorem 2.12(d)] there exists a properly
exceptional set N1 such that if X1 = X −N1 then
pt(x, y) ≤ Ht(x, y) for (x, y) ∈ X1 ×X1 and all t > 0, (4.26)
which proves UHK(Ψ). 
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5 Proof of CSA from upper heat kernel bounds
In this section we prove the implication (2)⇒ (1) of Theorem 1.12. We assume throughout
this section that X is unbounded, and satisfies VD and UHK(Ψ).
We begin by seeing that it is enough to prove (1.17) in a slightly weaker form.
Lemma 5.1. Let X satisfy VD. Suppose that there exists constants c1, c2 such that for
all x ∈ X , R > 0 and r > 0 there exists a cutoff function ϕ for B(x,R) ⊂ B(x, r + R)
such that, if U = B(x,R + r)−B(x,R) and f ∈ F , then∫
U
f 2 dΓ(ϕ, ϕ) ≤ c1
∫
U
dΓ(f, f) + c2Ψ(r)
−1
∫
U
f 2dm. (5.1)
Then X satisfies CSA(Ψ).
Proof. Let x ∈ X , R > 0 and r > 0 and B′ = B(x,R), B = B(x,R + r); we will
construct a cutoff function ϕ for B′ ⊂ B which satisfies (1.17) with θ = cΨ(r)−1.
Let λ > 0, and let
sn = c0re
−nλ/β2,
where c0 = c0(λ) is chosen so that
∑∞
n=1 sn = r and β2 is as in (4.2). Set r0 = 0,
rn =
n∑
k=1
sk,
so that R < R+ r1 < R+ r2 < · · · < R+ r. Let Bn = B(x0, R+ rn), and Un = Bn+1−Bn.
By hypothesis there exists a cutoff function ϕn for Bn ⊂ Bn+1 satisfying∫
Un
f 2 dΓ(ϕn, ϕn) ≤ c1
∫
Un
dΓ(f, f) + c2Ψ(sn+1)
−1
∫
Un
f 2dm. (5.2)
Let bn = e
−nλ and set
ϕ =
∞∑
n=1
(bn−1 − bn)ϕn. (5.3)
Then ϕ = 0 on Bc, and ϕ = 1 on B′, so ϕ is a cutoff function for B′ ⊂ B. On Un we have
ϕ = (bn−1 − bn)ϕn + bn,
and so bn ≤ ϕ ≤ bn−1 on Un. Hence on Un
bn−1 − bn ≤ ϕ(bn−1 − bn)
bn
= (eλ − 1)ϕ. (5.4)
Now if f : B → R then by (5.2)∫
B
f 2 dΓ(ϕ, ϕ) =
∞∑
k=1
(bk−1 − bk)2
∫
Uk
f 2dΓ(ϕk, ϕk)
≤ c1
∞∑
k=1
(bk−1 − bk)2
∫
Uk
dΓ(f, f) + c2
∞∑
k=1
(bk−1 − bk)2Ψ(sk+1)−1
∫
Uk
f 2dm.
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Using (5.4) we have
c1
∞∑
k=1
(bk−1 − bk)2
∫
Uk
dΓ(f, f) ≤ c1(eλ − 1)2
∞∑
k=1
∫
Uk
ϕ2dΓ(f, f)
≤ c1(eλ − 1)2
∫
U
ϕ2dΓ(f, f). (5.5)
Now using (4.3) and (5.4)
Ψ(r)
Ψ(sk+1)
≤
( r
c0(λ)re−(k+1)λ/β2
)β2
=
eλekλ
c0(λ)β2
=
eλ(eλ − 1)
c0(λ)β2(bk−1 − bk) .
Therefore
(bk−1 − bk)Ψ(sk+1)−1 ≤ c3(λ)Ψ(r)−1,
and hence
c2
∞∑
k=1
∫
Uk
(bk−1 − bk)2Ψ(sk+1)−1f 2dm ≤ c2c3(λ)Ψ(r)−1
∞∑
k=1
∫
Uk
f 2(bk−1 − bk)dm
≤ c2c3(λ)Ψ(r)−1
∫
U
f 2(eλ − 1)ϕdm. (5.6)
Thus ∫
U
f 2 dΓ(ϕ, ϕ) ≤ c1(eλ − 1)2
∫
U
ϕ2dΓ(f, f) + c4(λ)Ψ(r)
−1
∫
U
f 2ϕdm. (5.7)
We now choose λ so that c21(e
λ − 1)2 = 1/8 and since ϕ ≤ 1 we obtain (1.17). 
Corollary 5.2. Let X satisfy VD. Then the condition CSA(Ψ) is stable.
Proof. Let (Ei,F), i = 1, 2 be two Dirichlet forms on L2(X , m) satisfying the hypothesis
of Lemma 1.1, and suppose that CSA(Ψ) holds for E1. Let B′ = B(x,R) ⊂ B = B(x,R+
r), and let ϕ be a cutoff function for B′ ⊂ B. Then by Lemma 1.1, if f ∈ F , U = B−B′,∫
U
f 2 dΓ(2)(ϕ, ϕ) ≤ C
∫
U
f 2 dΓ(1)(ϕ, ϕ)
≤ (C/8)
∫
U
ϕ2dΓ(1)(f, f) + CCSΨ(r)
−1
∫
U
f 2dm
≤ (C2/8)
∫
U
dΓ(2)(f, f) + CCSΨ(r)
−1
∫
U
f 2dm.
Thus (X , E2) satisfies the condition (5.1) and so by Lemma 5.1 CSA(Ψ) holds for E2. 
Now let (Xt, t ∈ R+,Px, x ∈ X ) be the Hunt process associated with the semigroup Pt
and Dirichlet form E . Recall the definition of X0 from Section 1. For a set D ⊂ X define
the exit time
τD = inf{t > 0 : Xt ∈ Dc}. (5.8)
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Lemma 5.3. Suppose X satisfies VD and UHK(Ψ). There exists a constant ε > 0 such
that for all x ∈ X0 and r > 0,
P
x(τB(x,r) ≤ εΨ(r)) ≤ ε.
Proof. In the case Ψ(r) = rβ this property is denoted Pβ in [GH], and the result follows
by [GH, Theorem 2.2]. The general case is similar. 
For D ⊂ X , λ > 0 set
GDλ f(x) = E
x
∫ τD
0
e−λtf(Xt)dt.
Lemma 5.4. Suppose X satisfies VD and UHK(Ψ). Let x0 ∈ X , r > 0, R > 0, and define
the annuli D0 = B(x0, R+9r/10)−B(x0, R+r/10), D1 = B(x0, R+4r/5)−B(x0, R+r/5),
D2 = B(x0, R + 3r/5)−B(x0, R + 2r/5). Let λ = Ψ(r)−1, and set
h = GD0λ 1D1 . (5.9)
Then h has support D0, h ∈ FD0 and satisfies
h(x) ≤ Ψ(r) for all x ∈ X , (5.10)
h(x) ≥ c−11 Ψ(r) for x ∈ D2 ∩ X0. (5.11)
Proof. That h ∈ FD0 follows by [FOT, Theorem 4.4.1]. The definition of h implies that
h(x) = 0 for x 6∈ D0, and the upper bound on h is elementary, since h ≤ GXλ 1 = λ−1.
Now let ε > 0 be as in Lemma 5.3. Let r0 = r/5, x ∈ D2, and B1 = B(x, r0) ⊂ D1.
Let s = εΨ(r0), and ξλ be an exponential r.v. independent of X with mean λ
−1. Then
h(x) ≥ Ex
∫ ξλ∧τD0
0
1D1(Xt) dt ≥ Ex
∫ ξλ∧τB1
0
1B1(Xt) dt
≥ sPx(ξλ ∧ τB1 ≥ s) = sPx(τB1 > s, ξλ > s)
= sPx(τB1 > s)P
x(ξλ > s) ≥ s(1− ε)e−λs,
which yields (5.11). 
Theorem 5.5. Suppose X satisfies VD and UHK(Ψ). Then X satisfies FK(Ψ) and
CSA(Ψ).
Proof. The proof that UHK(Ψ) plus VD implies FK(Ψ) is as in Section 5.5 of [GH],
where the case Ψ(r) = rβ is given.
To prove CSA(Ψ) we will show that X satisfies the hypotheses of Lemma 5.1. So let
B′ = B(x0, R) and B = B(x0, R+ r), and U = B−B′, and let Di, h be as in Lemma 5.4.
Set
g(x) =
c1h(x)
Ψ(r)
, (5.12)
ϕ(x) =
{
1 ∧ g(x) if x ∈ B(x0, R + r/2)c,
1 if x ∈ B(x0, R + r/2).
(5.13)
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Then by Lemma 5.4 ϕ = 0 on Bc, and ϕ = 1 on B′, so it remains to verify the inequality
(5.1).
Let f ∈ F . Since g is zero outside U we have∫
U
f 2dΓ(ϕ, ϕ) ≤
∫
U
f 2dΓ(g, g) =
∫
X
f 2dΓ(g, g)
=
∫
X
dΓ(f 2g, g)− 2
∫
X
fgdΓ(f, g). (5.14)
Now writing Eλ(u, v) = E(u, v) + λ〈u, v〉,∫
X
dΓ(f 2g, g) = E(f 2g, g) ≤ Eλ(f 2g, g)
= c1Ψ(r)
−1Eλ(f 2g,GD0λ 1D1)
= c1Ψ(r)
−1〈f 2g, 1D1〉 ≤ c1Ψ(r)−1
∫
U
f 2gdm. (5.15)
Here we used [FOT, Theorem 4.4.1] and the fact that f 2g ∈ FD0 to obtain the third line.
By (2.1), ∣∣2 ∫
X
fgdΓ(f, g)
∣∣ = 1
2
∫
X
f 2dΓ(g, g) + 2
∫
X
g2dΓ(f, f). (5.16)
Combining (5.15) and (5.16), and using the fact that g ≤ c1, we obtain∫
U
f 2 dΓ(g, g) ≤ 4
∫
U
g2dΓ(f, f) + 2c1Ψ(r)
−1
∫
U
gf 2dm
≤ 4c21
∫
U
dΓ(f, f) + 2c21Ψ(r)
−1
∫
U
f 2dm.
Thus the hypotheses of Lemma 5.1 hold, and so CSA(Ψ) holds. 
Remark 5.6. While the proof above is based on the argument in Section 3 of [BBK], it is
much simpler, since we do not need to consider the integral over arbitrary balls. Further,
the condition CS(Ψ) requires Ho¨lder continuity of the cutoff function, and this was proved
by using a parabolic Harnack inequality, which is equivalent to the full (upper and lower)
heat kernel bounds HK(Ψ). It seems unlikely that the conditions VD and UHK(Ψ) are
sufficient to ensure the existence of a Ho¨lder continuous cutoff function.
We conclude this section by giving a sketch of the proof that CSA(Ψ) follows from the
condition CS(Ψ) introduced in [BB3, BBK].
Lemma 5.7. Let X satisfy VD. Suppose that for every x ∈ X and r > 0 there exists a
cutoff function ϕ for B(x, r) ⊂ B(x, 2r) such that if f : B = B(x, 2r)→ R then, writing
V = B(x, 2r)−B(x, r),∫
V
f 2 dΓ(ϕ, ϕ) ≤ c1
(∫
V
dΓ(f, f) + Ψ(r)−1
∫
V
f 2dm
)
. (5.17)
Then CSA(Ψ) holds. In particular CS(Ψ) implies CSA(Ψ).
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Proof. Let x0 ∈ X , R, r > 0, and B′ = B(x0, R) and B = B(x0, R+ r), and U = B−B′.
In view of Lemma 5.1 it is enough to prove that there exists c2 < ∞ such that for
f : U → R, ∫
U
f 2 dΓ(ϕ, ϕ) ≤ c2
∫
U
dΓ(f, f) + c2Ψ(r)
−1
∫
U
f 2dm. (5.18)
Set r0 = r/3, and let B(zi, r0) be a covering of B
′ by balls such that B′i = B(zi, r0/2)
are disjoint and each zi ∈ B′. Then VD implies there exists M such that any ball
B(y, r0/100) ⊂ B intersects at most M of the balls Bi. Let ϕi be a cutoff function for
B′i ⊂ Bi = B(zi, 2r0) satisfying (5.17). Then∫
Bi
f 2dΓ(ϕi, ϕi) ≤ c1
(∫
Bi
dΓ(f, f) + Ψ(r0/3)
−1
∫
Bi
f 2dm
)
.
Now set ϕ(x) = maxi ϕi(x). Then ϕ is clearly 1 on B
′ and zero outside B.
If B′′ = B(y, r0/100) and Bi, i = 1, . . .m are the balls which intersect B
′′, then
dΓ(ϕ, ϕ) ≤
m∑
j=1
dΓ(ϕj, ϕj).
Thus ∫
B
f 2dΓ(ϕ, ϕ) ≤
∑
i
∫
Bi
f 2dΓ(ϕi, ϕi)
≤
∑
i
c1
(∫
Bi
dΓ(f, f) + Ψ(r0/3)
−1
∫
Bi
f 2dm
)
≤ c1M
(∫
B
dΓ(f, f) + Ψ(r0/3)
−1
∫
B
f 2dm
)
,
proving (5.18). 
6 Stochastic Completeness
Proof of Theorem 1.16. Following Davies [D, Theorem 7] let f ≥ 0 be a function with
compact support and let ut = Ptf . We remark that to prove stochastic completeness, by
standard density arguments it is sufficient to prove that∫
X
f dm ≤
∫
X
ut dm for some t > 0. (6.1)
Indeed, note that since Pt is self-adjoint in L
2(X , m), this implies 〈1 − Pt1, f〉 ≤ 0 and
therefore Pt1 = 1 m-a.e.
Let (an) be an increasing sequence with a0 = 1, and define ϕ, bn, b
∗ and C0 as in
(2.2)–(2.4). We assume that (an) is chosen so that b
∗ = 1. Let t ∈ (0, 1). Then
〈f, ϕn〉 − 〈ut, ϕn〉 = −
∫ t
0
d
ds
〈us, ϕn〉ds
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and
− d
ds
〈us, ϕn〉 = E(us, ϕn) =
∫
X
dΓ(us, ϕn).
So, by Cauchy-Schwarz and Proposition 2.2, and recalling that t < 1,
〈f, ϕn〉 − 〈ut, ϕn〉 =
∫ t
0
∫
X
ϕ · ϕ−1dΓ(us, ϕn) ds
≤
(∫ t
0
∫
X
ϕ2 dΓ(us, us) ds
)1/2( ∫ t
0
∫
X
ϕ−2 dΓ(ϕn, ϕn) ds
)1/2
≤
√
2 ‖fϕ‖2e2C0t
(
sup
Un
ϕ−1
)( ∫
X
dΓ(ϕn, ϕn)
)1/2
.
On Un we have an ≤ ϕ ≤ an+1, so supUn ϕ−1 ≤ a−1n . Using CSD(Dn, Dn+1, θn) with f = 1,∫
X
dΓ(ϕn, ϕn) =
∫
Un
dΓ(ϕn, ϕn) ≤ θnm(Un).
So,
〈f, ϕn〉 − 〈ut, ϕn〉 ≤
√
2 ‖fϕ‖2 exp
(
2C0t +
1
2
log(θnm(Un))− log(an)
)
. (6.2)
If there exists a subsequence (nk) such that
lim
k→∞
(〈f, ϕnk〉 − 〈ut, ϕnk〉) ≤ 0, (6.3)
then, since ∫
X
ut dm = lim
k
∫
X
utϕnk dm,
we obtain (6.1) and so deduce stochastic completeness.
(a) If θn ≤ c1 we choose an = 2n, so that bn = b∗ = 1 and C0 = c1 < ∞. Then (1.20)
implies that the right side of (6.2) converges to 0.
(b) (Recall in this case that θn = c
2
0n
2.) Let α > 0, and consider sequences (ak) such that
C0 = C0((ak)) = α
2. We wish ak to be as large as possible given these constraints, and so
choose bk = 1 ∧ (α/θ1/2k ). Now fix n≫ 1, let m = λ logn where λ > 0, and let α = c0m.
We have
an =
n∏
j=1
(
1 + bj) ≥
n∏
j=m
(
1 +
m
j
)
.
So since log(1 + x) ≥ 1
2
x for x ∈ (0, 1), for n large enough
log an ≥ 12m
n∑
j=m
j−1 ≥ 1
2
λ(log n)(log n− log log n− 1) ≥ 1
3
λ(logn)2.
Writing E(n, λ) for the term in the exponential in (6.2), if logm(Un) ≤ 2b(log n)2 then
E(n, λ) = 2c20m
2t+ 1
2
log(θnm(Un))− log an
≤ 1
2
log(θnm(Un))− (log n)2(λ13 − 2c20λ2t)
≤ log c0n− (logn)2
(
λ
3
− b− 2c20λ2t
)
.
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Choosing λ = 9b and t small enough so that 2c20λ
2t ≤ b, it follows that
E(n, λ) ≤ −b(log n)2 + log c20n,
and (6.3) holds. 
Remark 6.1. We have just considered the cases θn ≤ c1 and θn = c1n, as for our appli-
cations these are of most interest. By arguments similar to the above it is straightforward
to show that if θn = c
2
0n
2γ with 0 < γ < 1, then stochastic completeness holds provided
logm(Un) ≤ c(γ)n1∧(2−2γ). (6.4)
We now give some examples of the use of the criterion in Theorem 1.16, and begin by
showing that we can recover the result of Davies [D].
Example 6.2. Let X be a manifold containing a point 0, and such that there exists b > 0
such that
m(B(0, r)) ≤ ebr2 . (6.5)
Let (rn) be increasing with lim rn = ∞. Set Dn = B(0, rn) and let Un = Dn+1 − Dn.
Let ϕn be ‘linear’ on Un, so that
ϕn(x) = 1 ∧
(rn+1 − d(0, x)
rn+1 − rn ∨ 0
)
, and ||∇ϕn||∞ = 1
rn+1 − rn .
Letting θn = (rn+1 − rn)−2, clearly we have∫
Un
f 2 dΓ(ϕn, ϕn) ≤ θn
∫
Un
f 2dm, (6.6)
and so CSD(Dn, Dn+1, θn) holds. Let rn = logn, so that θn ∼ n2. Then m(Un) ≤
m(Dn+1) ≤ exp(b(log(n+ 1))2), so (1.21) holds and X is stochastically complete.
Remark 6.3. Improving the condition log V (0, r) ≤ br2 to log V (0, r) ≤ r2 log r allowed
by Theorem 1.15 seems to require more delicate techniques.
7 The pre-Sierpinski carpet
In this section we will give an example of an MMD space which is geodesically incomplete
but stochastically complete. The example is based on the ‘pre-Sierpinski carpet’ – see
[O1].
The standard Sierpinski carpet in d dimensions (with d ≥ 2) can be constructed by an
analogue of the construction of the Cantor set. Starting with F0 = [0, 1]
d, divide F0 into
3d subcubes each of side 3−1, and remove the middle cube; call this set F1. Repeating this
construction, we obtain a decreasing sequence of compact sets Fn; the Sierpinski carpet
is defined as
F = ∩∞n=0Fn.
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Figure 1: The pre Sierpinski carpet
Let Md = 3
d − 1; then F has Hausdorff dimension
df =
logMd
log 3
.
Note that Fn is a union of M
n
d cubes each of side 3
−n. Let
F˜n = 3
nFn = {3nx : x ∈ Fn}, F˜ = ∪∞n=0F˜n. (7.1)
The set F˜ is the pre-Sierpinski carpet, and is a countable union of copies of the unit cube
[0, 1]d. The interior of F˜ is a standard open domain in Rd, with a Lipschitz boundary.
We write X = F˜ , and will take d ≥ 3. Let µ be Lebesgue measure restricted to X .
We summarise some properties of X . Let d(x, y) denote the shortest path distance in
X . Then (see [BB1, Lemma 7.3] for the case d = 2) we have
|x− y| ≤ d(x, y) ≤ c|x− y|, x, y ∈ X . (7.2)
We write Bd(x, r) for balls in the metric d. Then (see [BB2, Lemma 2.3(e)]) we have
Vd(x, r) = µ(Bd(x, r)) ≍
{
rd, 0 ≤ r ≤ 1,
rdf , r > 1.
(7.3)
In particular X satisfies VD.
27
Now set
E(f, f) =
∫
X
|∇f |2 dµ, f ∈ H1(X ),
where H1 = H1(X ) denotes the set of functions f for which ∫
X
f 2 dx + E(f, f) < ∞.
Then (E , H1) is a regular local Dirichlet form on L2(X , µ). The associated Hunt process
W = (Wt, t ≥ 0,Px, x ∈ X ) is Brownian motion in X with normal reflection on the
boundary ∂X . For the existence and uniqueness in law of this process we refer to [BH].
The process is reversible with respect to µ, and its generator is given by the Neumann
Laplacian ∆ on X .
Let pt(x, y) denote the heat kernel associated with W . Many of the properties of W
and pt can be summarised by two indices. The first is df , the Hausdorff dimension of the
space F . The second, denoted dw, and called the walk dimension, gives the long range
space-time scaling on X . For Sierpinski carpets in d ≥ 3 this satisfies 2 < dw < df – see
[BB2, Section 5]. Let Ψ = Ψ2,dw be as defined in (1.3).
Theorem 7.1. (a) (X , E) satisfies HK(Ψ).
(b) W has a Greens function g(x, y) such that there exist positive constants c1-c4 such
that
c1|x− y|2−d ≤ g(x, y) ≤ c2|x− y|2−d if |x− y| ≤ 1,
c3|x− y|dw−df ≤ g(x, y) ≤ c4|x− y|dw−df if |x− y| > 1.
(c) The conditions CS(Ψ) and CSA(Ψ) hold for (X , E).
Proof. (a) is proved in [BB2, Theorem 6.9], and (b) in [BB2, Corollary 6.10]. That
CS(Ψ) holds follows from [BBK]. CSA(Ψ) then follows by Lemma 5.7, or alternatively
by Theorem 1.12. 
Let a(x) > 0, x ∈ X be a real-valued function on X . Then, we define the additive
functional
At =
∫ t
0
1
a(Ws)
ds
and the time-changed process Y = Y (a) by
Yt =Wτt , t ≥ 0,
where (τt) denotes the inverse of (At). The process Y is symmetric with reversible measure
m(dx) = ma(dx) = a
−1(x)µ(dx) and its generator La satisfies∫
gLafa−1 dµ = 〈Laf, g〉L2(ma) = −E(f, g) = −
∫
∇f · ∇gdµ =
∫
(∆f)gdµ,
so that
Laf = a∆f. (7.4)
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The Dirichlet form associated with Y is the form (E ,Da) on the base space L2(X , ma).
Here Da is the closure of C10 (X ) with respect to Na(f) = E(f, f) + ||f ||2L2(ma). We refer
to this form as Ea for short. Recall from (1.18) the definition of the intrinsic metric ̺a
associated with Ea; we have
̺a(x, y) = sup{u(x)− u(y) : u ∈Ma, }, (7.5)
where
Ma = {u ∈ Da ∩ C(X ) : |∇u|2 ≤ a−1}. (7.6)
Let p > 0. We now just consider the case
a(x) = 1 ∨ d(0, x)p. (7.7)
The main result of this section is the following. Recall that we have d ≥ 3, and that
2 < dw < df .
Theorem 7.2. (i) The process Y = Y (p) is stochastically complete if and only if p ≤ dw.
(ii) On the other hand, (VGC) holds if and only if p ≤ 2 or p > df . In particular, for
p ∈ (2, dw) the process Y is stochastically complete but (VGC) fails.
We begin by relating the metrics ̺a and d on X .
Lemma 7.3. Let R > 0, and x ∈ ∂Bd(0, R), y ∈ ∂Bd(0, 2R). Then
̺a(x, y) ≍ R1−p/2, if R ≥ 1, (7.8)
while ̺a(x, y) ≍ R if R ∈ [0, 1].
Proof. By Theorem 4.1 in Chapter 5 of [St2] we have
̺a(0, x) = inf
γ
∫ 1
0
| .γ| 1√
a(γ(s))
ds. (7.9)
If γ is any path in Bd(0, 2R)−Bd(0, R) then∫ 1
0
| .γ| 1√
a(γ(s))
ds ≍ R−p/2
∫
γ˙ = R−p/2|γ|,
where |γ| denotes the length of γ. It follows that ̺a(x, y) ≥ cR1−p/2.
For the upper bound, the geometry of the pre-carpet implies that if C > 1 is large
enough then we can find a path γ1 between x and y which lies inside Bd(0, CR)−Bd(0, R)
and has length less than c1R. Therefore ̺a(x, y) ≤ c2R1−p/2. 
Proposition 7.4. The metric ̺a and measure ma satisfy the following.
(i) ̺a(0,∞) =∞ if and only if p ≤ 2. In particular, (X , ̺a) is not geodesically complete
when p > 2.
(ii) ma(X ) =∞ if and only if p ≤ df .
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Proof. (i) Let xk = (2
k, 0, . . . , 0) be the points on ∂Bd(0, 2
k). Then by Lemma 7.3
we have ̺a(xk, xk+1) ≍ 2k(1−p/2). If p ≤ 2 the sum
∑
k ̺a(xk, xk+1) diverges, and hence
̺a(0, xk)→∞, while if p > 2 then limk ̺a(0, xk) ≤ C1 <∞; (i) then follows.
(ii) By (7.3)
ma(X ) =
∑
k
ma(Bd(0, 2
k+1)− Bd(0, 2k))
≍
∑
k
2−kpµ(Bd(0, 2
k+1)− Bd(0, 2k)) ≍
∑
k
2−kp2kdf ,
which is infinite if and only if p ≤ df . 
We now look at (VGC) for the metric measure space (X , ̺a, ma). We set h−1(r) :=∫ r
0
(1 ∨ s)−p/2 ds, r ≥ 0, so that ̺a(0, x) ≍ h−1(|x|) if |x| ≥ 1. Further, let h(r) := inf{s :
h−1(s) > r} be the right-continuous inverse. In particular,
Bd(0, h(c2r)) ⊆ B̺a(0, r) ⊆ Bd(0, h(c1r)), r > 1.
Moreover, if p ≤ 2 we have limr→∞ h−1(r) = ∞, so h(r) < ∞ for all r. On the other
hand, if p > 2 we have that R0 := limr→∞ h
−1(r) <∞, thus h(r) =∞ and B̺a(0, r) = F
for r ≥ R0.
Lemma 7.5. Let p ≤ 2 < df .There exist positive constants c1–c5 and r0 such that for all
r > r0
c1h(c2r)
df−p ≤ ma(B̺a(0, r)) ≤ c3h(c4r)c5(df−p).
Proof. The lower bound is immediate from (7.3) as
ma(B̺a(0, r)) ≥
∫
Bd(0,h(cr))
1
a(x)
µ(dx)
≥ µ(Bd(0, 1)) + h(r)−p (µ(Bd(0, h(cr)))− µ(Bd(0, 1)))
≥ c+ ch(cr)df−p
for r sufficiently large, where we used the fact that h is increasing.
To prove the upper bound note that for k ≥ 0 we have a(x) ≥ 2kp on the set Uk =
Bd(0, 2
k+1)−Bd(0, 2k). Let k0(r) = min{k : 2k ≥ h(cr)}. Then, for all r large enough we
have again by (7.3)
ma(B̺a(0, r)) ≤
∫
Bd(0,h(cr))
1
a(x)
µ(dx) ≤ µ(Bd(0, 1)) + c
k0(r)∑
k=0
ma(Uk)
≤ c+ c
k0(r)∑
k=0
2k(df−p) ≤ ch(cr)c(df−p).

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Proof of Theorem 7.2
(i) First let p ≤ dw. Let R > 1, Rn = Rn, Dn := Bd(0, Rn) and Un = Dn+1 −Dn. Thus
ma(Un) ≍ R−pn µ(Un) ≍ Rdf−pn .
By Theorem 7.1 we have CSA(Ψ) for the space (X , d, E , µ). So there exists a cutoff
function ϕn for Dn ⊂ Dn+1 such that if f : Un → R then∫
Un
f 2dΓ(ϕn, ϕn) ≤ 1
8
∫
Un
ϕ2ndΓ(f, f) + c0R
−dw
n
∫
Un
f 2dµ
≤ 1
8
∫
Un
ϕ2ndΓ(f, f) + c1R
p−dw
n
∫
Un
f 2dma.
Thus in the space (X , ̺a, ma), CSD(Dn, Dn+1, θn) holds with θn = c1Rp−dwn . As p ≤ dw
we have θn ≤ c1 and hence by Theorem 1.16(a) stochastic completeness holds provided
(1.20) holds. However,
θnma(Un)
4n
≤ c14−nR−dw+pn Rdf−pn = c1(Rdf−dw/4)n,
and taking R small enough so that Rdf−dw < 4 it follows that stochastic completeness
holds.
Now we consider the case p > dw. Since the process W is stochastically complete, from
the definition of stochastic completeness it is immediate that Y is stochastically complete
if and only if A∞ = ∞ Px-a.s. for any x. Note that A∞ = ∞ is a tail event, i.e. it is in
σ(Ws, s ≥ t) for all t, so Px[A∞ =∞] is either 0 or 1 for all x (cf. Theorem 8.7 in [BB2]).
Let D0 = Bd(0, 1) and for n ≥ 1 set Dn = Bd(0, 2n) − Bd(0, 2n−1). Then using the
bounds for the Green kernel g(x, y) of W in Theorem 7.1(b),
E
0A∞ =
∫
X
a(x)−1g(0, x)µ(dx)
≤ c
∫
Bd(0,1)
|x|2−ddx+ c
∞∑
n=1
∫
Dn
d(0, x)−p+dw−dfdx
≤ c+ c
∞∑
n=1
2n(−p+dw−df )2ndf ≤ c + c
∞∑
n=1
2n(dw−p) <∞,
Hence, A∞ <∞ P0-a.s., and so Y is stochastically incomplete.
(ii) Let us first consider the case p < 2. Then, df − p > 0 and h(r) ≍ rγ for large r with
γ := (1− p/2)−1. Hence, we use (7.3) to obtain∫ ∞
1
r
logma(B̺a(0, r))
dr ≥
∫ ∞
1
r
c1 + c2 log r
dr =∞.
If p = 2, h(r) = er−1, so∫ ∞
1
r
logma(B̺a(0, r))
dr ≥
∫ ∞
1
r
c1 + c2(r − 1) dr =∞.
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Finally, in the case p > 2 we have that R0 := limr→∞ h
−1(r) < ∞, thus h(r) = ∞ and
B̺a(0, r) = X for r ≥ R0. In particular, by Proposition 7.4 ii) we get for such r that
ma(B̺a(0, r)) = ma(X ) =∞ if and only p ≤ df . Hence,∫ ∞
1
r
logma(B̺a(0, r))
dr
{
<∞ if p ≤ df ,
=∞ if p > df .

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