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Background: Recent claims in neuroscience and evolutionary biology suggest
that the aesthetic sense reflects preferences for image signals whose
characteristics best fit innate brain mechanisms of visual recognition. 
Results: This hypothesis was tested by behaviourally measuring, for a set of
initially unfamiliar images, the effects of category learning on preference
judgements by humans, and by relating the observed data to computationally
reconstructed internal representations of categorical concepts. Category
learning induced complex shifts in preference behaviour. Two distinct factors –
complexity and bilateral symmetry – could be identified from the data as
determinants of preference judgements. The effect of the complexity factor
varied with object knowledge acquired through category learning. In contrast, the
impact of the symmetry factor proved to be unaffected by learning experience.
Computer simulations suggested that the preference for pattern complexity relies
on active (top-down) mechanisms of visual recognition, whereas the preference
for pattern symmetry depends on automatic (bottom-up) mechanisms.
Conclusions: Human visual preferences are not fully determined by (objective)
structural regularities of image stimuli but also depend on their learned
(subjective) interpretation. These two aspects are reflected in distinct
complementary factors underlying preference judgements, and may be related
to complementary modes of visual processing in the brain.
Background
How do we perceive beauty and why do we value it so
highly? Neuroscientists [1–4] and evolutionary biologists
[5,6] are now taking these questions seriously and assert
that preferred images have characteristics that best fit to
brain mechanisms of visual recognition. Their claims are
based on selective sensitivities that single cells and artifi-
cial neural networks may have for symmetry and other
structural regularities of input patterns. Such a notion
would seem to accommodate Darwin’s [7] original conjec-
ture of an innate “sense of the beautiful” to explain the
mating preferences of females of some animal species. It
is unclear, however, whether it is sufficient to explain
human aesthetics [8]. Fashion, design, and avant-garde art
rely on the fact that new, and even initially despised,
shapes become liked by repeated exposure — a phenome-
non that has been experimentally investigated as the
‘exposure effect’ [9,10]. This casts some doubt on the
claim that the phylogeny of visual perception explains
human preference behaviour.
It is not easy to decide between these contrasting views,
as aesthetic judgements by humans are highly individual
and unconstrained phenomena that are difficult to investi-
gate rigorously. This also applies to the choice of appropri-
ate stimuli and the putative brain mechanisms involved in
their evaluation. Faces, for instance, which have been a
favourite visual stimulus for studying the human aesthetic
sense [11–13], are not easily described in terms of phys-
ical-stimulus properties and form attributes [14–16].
Furthermore, a face’s visual characteristics may be con-
founded with the unique function of facial expression in
social communication [17–19]. More generally, preference
judgements might form only one aspect — although a core
aspect — of the cognitive processes involved in aesthetic
responses. Thus, the conflicting views outlined above may
refer to different levels of processing, leaving the role of
experience and phylogeny in the development of genuine
visual preferences unsettled. 
We sought to overcome these problems by analysing the
problem in two stages. First, in order to detect and analyse
even subtle changes in preference behaviour we used a test
set of 16 unfamiliar, emotionally low-impact stimuli; that is,
grey-level images with identical image power (sum of
squared amplitudes of image spatial-frequency compo-
nents) but systematic variation of image structure (a ‘circle
of form’, Figure 1). Second, we recalled that organisms
make sense of experience by way of categorisation, which is
inherently relative and dependent on context and salience
[20–22]. In the case of image classification, the acquisition
of categorical concepts can be behaviourally measured and
controlled within a paradigm of supervised learning [23].
We then determined the respective effects of objective
image structure and subjective image interpretation on
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visual preference by measuring the extent to which
learned image categories modulate preference judge-
ments. To achieve this goal, it is not sufficient to interpret
preference behaviour with respect to physical image
descriptions. Rather, it is necessary to relate the behav-
ioural data to the acquired internal representation of stim-
ulus categories. The latter were computationally
reconstructed using a similarity-based model of visual
recognition [24,25]. 
Results
A population of 20 naive subjects was divided into two
mutually exclusive, equal-sized groups, each of 10
observers (Group 1 and Group 2). In the initial preference
experiment, the subjects were tested individually on the 16
test images by means of complete paired comparisons [26].
To establish how preference responses depend on aspects
of form, scores for individual stimuli were obtained by
summing across rows of the population preference matrices
(Figure 2a). There was virtually no difference between the
data from the two groups, but there was sufficient inter-
individual agreement for significant population preferences
to emerge, as confirmed by Kendall and Smith’s u-test [27]
(Group 1: u = 0.11, χ2 = 320.25, degrees of freedom
(df) = 168, p < 0.001; Group 2: u = 0.15, χ2 = 281.25,
df = 168, p < 0.001; see Materials and methods).
After completion of the initial preference experiment, a
supervised learning procedure ([24], see Materials and
methods) was used to provide the initially naive subjects
with categorical knowledge of the test stimuli. To differ-
entiate the effects of learning, the two groups of subjects
learned categorization tasks that differed in the way the
test signals were grouped into pattern classes (see inset
in Figure 2b). The resulting learning curves (Figure 2b)
suggest a difference in learning duration between the
two groups, although the difference between the two
group means did not reach significance (t(18) = –0.411,
not significant). 
After having reached the learning criterion of 100% correct
classifications, the subjects entered the second preference
experiment. Again, the preference test yielded significant
population preferences (Group 1: u = 0.10, χ2 = 386.96,
df = 168, p < 0.01; Group 2: u = 0.13, χ2 = 353.19, df = 168,
p < 0.01). A comparison of these preferences (Figure 2c)
with those of the preference experiment before category
learning (Figure 2a) suggested a distinct effect of object
knowledge on visual preference. 
To delimit the effects of form on visual preference we
analysed the individual differences in the preference data
using the statistical technique of factorial analysis as used
by McManus [28]. Two significant factors could be
extracted, which together accounted for 50% of the
observed variance (Figure 3).
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Figure 1
Test patterns used in the experiments. The 16 compound Gabor
signals equally spaced on a circle of form: (a) Grey-level images as
used in the experiment; (b) luminance profiles of patterns shown in
(a). The circle is defined by the locus of constant amplitude b and
variable phase angle φ of the third harmonic of the pattern waveform
in a two-dimensional feature space with evenness, ξ = b cos φ, and
oddness, η = b sin φ, coordinates. Patterns located on the
evenness axis possess bilaterally symmetric luminance profiles and
differ in their degree of single versus double striations (they are
generally referred to as even-symmetrical). Patterns located on the
oddness axis are asymmetric and reflection of their location in the
evenness axis yields their mirror images (odd symmetrical).
Scale: 1 unit corresponds to 20 cd/m2 amplitude relative to mean
luminance of 70 cd/m2.
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Factor 1 was identified as pattern complexity, based on the
obvious distinction of single and double striation. This
factor shows a unimodal distribution co-varying with light
and dark single striation, that is, a relative preference for
patterns 5–12 and a relative dislike for patterns 1–3 and
14–16. Factor 2 was identified as (bilateral) pattern sym-
metry, revealing a relative preference for even-symmetrical
stimuli (patterns 1, 2, 8, 9, 15, 16) and a relative dislike for
odd-symmetrical stimuli (patterns 3–6 and 11–13).
The effect of category learning on the loadings of the two
factors is summarised in Figure 4. Initially, both groups
displayed a quasi-neutral attitude to complexity. Under the
influence of learning, a significant dissociation of the pref-
erence behaviour with respect to the two categorisation
tasks took place. The neutral response was converted for
Group 1 into a preference for complexity and for Group 2
into a dislike of complexity. By contrast, both groups ini-
tially showed an equally strong preference for symmetry
that was not significantly affected by category learning.
In order to explore the relationship between learning and
the observed changes in visual preference, we analysed
the behavioural data in terms of a similarity-based model
of visual recognition [24,25]. The approach uses a proba-
bilistic Bayesian classifier (PBC) combined with applied
optimal estimation with respect to the observed classifi-
cation data. From the cumulative classification matrices of
each group (Figure 5, left), the virtual prototypes were
reconstructed as internal representations of stimulus cate-
gories or class models (Figure 5, right). According to the
model, observers classify the test signals according to their
similarity to the learned class models, that is, the virtual
prototypes [25]. The main result of the PBC analysis is
that category learning led to recognition biases that were
almost isomorphic with the physical mean pattern vectors
(vertices of the dashed rectangles in Figure 5). This
proves that the observers did learn to interpolate to the
centres of the range of class variants. 
More specifically, Group 1 learned the distinction
between four virtual prototypes located on the evenness
and oddness axes of feature space. Therefore, this group
was endowed with class concepts of pattern simplicity
(positive evenness axis, see Figure 1) and complexity
(negative evenness axis). It seems that this group pre-
ferred complexity because it was able to contrast the
respective class concept against the one of simplicity. By
contrast, Group 2 learned virtual prototypes located on the
bisectors of the evenness and oddness axes. As a result, its
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Figure 2
Population preference functions and learning curves obtained in the
three consecutive experiments. (a) Preference experiment 1.
Population preferences for the 16 test patterns before category
learning. (b) Category learning. Learning curves for the two tasks of
category learning. As shown in the inset, Group 1 (n = 10) assigned
the 16 test images to four classes obtained by segmenting the feature
space along the two principal diagonals; Group 2 (n = 10) assigned
the same images to four classes coinciding with the four quadrants of
feature space. See Materials and methods for an explanation of
learning units. (c) Preference experiment 2. Population preferences for
the test patterns after category learning. 
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class concepts were of identical complexity. The relative
dislike of complexity in this latter group may then be
attributed to the greater difficulty of learning the class
concepts (compare the learning curves in Figure 2b and
the cumulated classification matrices in Figure 5 left).
Similar considerations apply to pattern symmetry. Group 1
learned to distinguish even (prototypes on the evenness
axis) and odd (prototypes on the oddness axis) pattern sym-
metry, that is, one pair of mirror-symmetric pattern classes.
Group 2 learned to distinguish two pairs of classes with a
left and right difference in odd symmetry between them
(prototypes in the upper and lower half-planes of feature
space). These clear differences between the symmetry
characteristics of the two category-learning tasks have
already been shown to affect visual processing at the level
of pattern discrimination [29], but here did not alter the
loadings of the symmetry factor in the preference data. We
thus conclude that, unlike pattern complexity, the evalua-
tion of symmetry relies on invariant mechanisms of visual
recognition rather than on learned categorical concepts. 
Discussion
The visual preferences of humans for compound Gabor
patterns is systematically related to stimulus attributes of
structure or form, but varies with acquired class knowl-
edge. This is the main result of our study, obtained from a
combination of behavioural experiments and computer
simulations of pattern classification.
For the simple parametric stimuli used here, we have
demonstrated that the relationship between preference and
form is determined by the two independent factors of
pattern complexity and (bilateral) pattern symmetry. The
acquisition of categorical concepts for the stimuli by super-
vised learning selectively affected the impact of these
factors on visual preference. The loadings of the complex-
ity factor were antagonistically modulated by category
learning — from a neutral to a positive mean value for
Group 1 and from a neutral to a negative mean value for
Group 2. For the symmetry factor, the initially high posi-
tive loadings for both groups remained unaffected by learn-
ing experience. This divergent behaviour of symmetry and
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Figure 3
Preference functions of the two significant factors extracted from the
combined preference data. (a) Factor 1 (complexity) shows a unimodal
distribution, with a positive preference for patterns with double striation
and a negative preference (a dislike) for patterns with single striation.
(b) Factor 2 (symmetry) reveals a bimodal distribution with a positive
preference for even bilateral pattern symmetry and a negative
preference for odd bilateral symmetry. The patterns with the most
contrasting preferences are illustrated and linked to their preference
value by dotted lines.
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Figure 4
Mean factor loadings before (experiment 1) and after (experiment 2)
category learning. Error bars denote the standard error of the mean.
(a) For Factor 1 (complexity), the initially equal and neutral loadings of
both groups show a significant (t(18) = 1.94, p < 0.05) dissociation in
the second series of preference experiments, with a positive mean value
for Group 1 and a negative mean value for Group 2. (b) For Factor 2
(symmetry), both groups show equally high loadings that remain
unaffected across the entire experiment (t(18) = –0.529, not significant).
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complexity occurred despite the fact that the evaluation of
both factors was selectively influenced in the two learning
tasks, as reflected in the reconstructed configurations of
virtual class prototypes. This suggests that the symmetry
factor of preference depends on relatively invariant, auto-
matic processing of visual information. By contrast, the
complexity factor depends upon learned interpretations of
test stimuli that are mediated by active mechanisms of
visual recognition.
Recent neurophysiological and neuroanatomical evi-
dence suggests that automatic and active mechanisms of
visual object recognition are related to bottom-up and
top-down streams within the ventral visual pathway,
which consists of the cortical areas V1, V2, V4 and IT, the
inferotemporal cortex [30,31]. IT is known to be particu-
larly important for object discrimination and recognition
[32]. Short-term visual memory appears to reflect the par-
allel operation of automatic and active mechanisms of
visual recognition in IT [33]; active short-term or working
memory is due to biasing top-down inputs from the pre-
frontal cortex [34].
Moreover, IT is closely interconnected with the limbic
system. One part of the limbic system, the amygdala
complex, is essential for emotion [35] and has a major role
in social perceptiveness [36]. It also has access to the
complex visual analysis in primates [37–39] and thus is
probably involved in the association of visual inputs to
emotions [32,40]. Furthermore, without the interaction of
neocortical and limbic neurons there would be no consoli-
dation of short- to long-term memories and, therefore, no
formation of visual models for recognition [41–43]. This
suggests that the outputs of both automatic and active
recognition mechanisms in IT are evaluated in the amyg-
dala, thus giving rise to the two factors of visual prefer-
ences reported above.
The assumption of quasi-serial cognitive and emotional
processing is in the tradition of psychological theorising
[44], but is not easy to reconcile with the fact that our
observers denied any emotional impact of the present stim-
ulus material. This suggests that the occurrence of prefer-
ence changes for such emotionally neutral stimuli could
directly relate to the formation of categorical concepts.
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Figure 5
Behavioural data and reconstructed
categorical concepts for the two learning
groups. According to the underlying
classification model, each category is
represented by its corresponding virtual class
prototype (squares and circles). For
comparison, the configurations of virtual
prototypes have been superimposed with the
physical mean pattern vectors, which
correspond to the vertices of the dashed
rectangles as indicated by the arrows. Note
that the distances between virtual prototypes
reflect the degree of perceived similarity
between the corresponding classes. For both
groups, the relative frequency of correct
responses (diagrams on the left) is maximum
for those stimuli that are closest to the mean
pattern vectors of the respective class. For
instance, for Group 1, the mean pattern vector
of class I is the mean between patterns 1 and
16 (compare the inset in Figure 2b). For these
patterns, classification frequency is close to
1.0. The variable e denotes the root mean
square deviation between data and model
prediction; n refers to the number of subjects
per group.
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Indeed, the acquisition of object categories requires the
selection and weighting of appropriate stimulus
features — a notion that has been discussed in various
forms in evolutionary biology and computer vision
[22,45,46]. It is conceivable that the effect of category
learning on the complexity factor of visual preference
reflects the fact that categorisation requires value-oriented
weighting of attributes. This may be achieved by re-entry
(recurrent coupling; see [22]) between groups of neurons in
the visual and limbic systems. The invariance of the sym-
metry factor would then imply that the evolutionary rele-
vance of bilateral symmetry [47] makes the readjustment of
weights for bilateral symmetry unnecessary.
From the viewpoint of evolutionary biology, the two
determinants of preference established in this study may
be considered as representatives of two distinct classes of
stimulus attributes. Using the terminology proposed by
Edelman [22], the first class could be termed as primary in
that it includes features whose evaluation is phylogeneti-
cally pre-specified. Symmetry is an example of a primary
stimulus attribute. With respect to the characterisation of
the second class, note that our interpretation of the com-
plexity factor was based on an ad hoc distinction of single
versus double striation. Thus, our characterisation does
not refer to complexity as it is used in the mathematics of
chaos theory; all our patterns are equally complex in terms
of the generating algorithm. Rather, it is related to theo-
ries describing aesthetic attractiveness in terms of com-
plexity and order [48,49] and the notion that simple order
and complex order differ in terms of additional structural
regularities [50]. In general, simplicity — and therefore
complexity — are concepts that lack uniqueness [51].
Rather, they reveal an intrinsic dependency on contextual
information, which therefore would seem to be the defin-
ing signature of a secondary attribute. In biological terms,
context dependency in the visual modality requires
feature weights that are adaptive according to the specific
recognition task. This would make a modulation due to
learning seem a plausible explanation. 
Conclusions
We have shown that for unfamiliar and emotionally
neutral stimuli, human observers reveal a consistent pref-
erence behaviour that is determined by two independent
factors of complexity and (bilateral) symmetry. The pref-
erence for complexity varied with object knowledge
acquired through category learning, whereas the prefer-
ence for symmetry did not.
On the one hand these complementary results demonstrate
the importance in the development of visual preference of
an active interpretation of sensory information mediated by
top-down mechanisms of recognition. The fact that the
dependence of preference on learning was established with
stimuli lacking any emotional impact suggests that the
affective evaluation does not occur on top of sensory and
cognitive processing, but directly reflects a value-oriented
weighting of features for stimulus categorisation. On the
other hand, our experiments also confirm the view that
certain aspects of form, such as symmetry, are preferred
because of the existence of automatic, bottom-up mecha-
nisms of recognition. Such mechanisms could well be phy-
logenetic in origin. The finding that human visual
preference depends on distinct factors that are either sus-
ceptible to learning experience or invariant is thus not con-
tradictory. This dichotomy may rather be related to distinct
modes of visual processing in the brain, indicating that com-
plementary mechanisms have a common biological basis.
Materials and methods
Subjects 
Twenty paid subjects aged between 20 and 30 years volunteered.
They had never participated in any psychophysical experiment before. 
Stimulus design
Sixteen compound Gabor signals [23] were used as test patterns.
Both harmonic frequency components (2.4 cycles/degree and 7.2
cycles/degree) were kept fixed in amplitude. The fundamental harmonic
waveform was fixed in cosine phase, whereas the phase angle of the
third harmonic varied in steps of 22.5° from 11.25° to 348.75°
(Figure 1). The signal waveform was modulated by an isotropic Gauss-
ian aperture, which decayed to 1/e in 32 pixels. Pattern size was 1.7°
at a viewing distance of 101 cm. Average luminance of the image was
kept constant at 70 cd/m2. 
Preference experiments 
Stimuli were presented in juxtaposed pairs to one subject at a time. He or
she was shown a random sequence of all 16 × 15 = 240 possible stimu-
lus pairings twice and was asked to make a single response for each pair
(A,B), stating his/her relative preference on a numerical six-point rating
scale (1–6 for strong, medium, weak preference for stimulus A, and
weak, medium, strong preference for stimulus B). Subjects were given
minimal instructions, and were simply asked to state which stimulus of a
given pair they “preferred, or thought looked best”. Rating values were
entered into a 16 × 16 matrix, where the leading diagonal was filled with
zeros. Relative preferences for each stimulus were computed by taking
the edge totals and normalising to obtain a [–1,1] range. This was com-
puted for individual subjects and also for the two experimental groups, by
summing the individual preference matrices. The degree of agreement
among subjects was assessed by computing Kendall and Smith’s coeffi-
cient u [27] for each group. It ranges between –0.1 (corresponding to
maximum disagreement) and +1 (corresponding to maximum agree-
ment). Its significance was evaluated by means of a χ2-test.
To further explore the preference behaviour of groups of observers, their
response data were factor analysed using the technique of McManus
[28]. For the combined data of the two preference experiments, the
scores for each pair of subjects were correlated. The correlation matrix
was then factor analysed. A scree-plot analysis revealed that only two
factors had eigenvalues distinctly greater than unity and that these
therefore accounted for most of the variance. These factors were
extracted and then a varimax rotation was used to produce orthogonal
factors. To analyse their nature, the factor loadings of each subject on a
particular factor were multiplied by the subject’s preference matrix. The
resultant weighted matrices were summed and standardised in the
same way as the raw data (see Figure 3). Differences between group
averages of factor loadings were assessed by paired t-tests.
Supervised category learning
The learning procedure consisted of a variable number of learning units.
One learning unit contained three subsequent presentations, in random
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order, of the stimulus set with 200 msec exposure duration for each
pattern. Following each presentation, a number specifying the class to
which the pattern belonged was displayed for 1 sec. The interval between
the learning signal and the number was 500 msec. Each learning unit
ended with a test of how well the subject was able to classify the 16 pat-
terns. Only one exposure per sample was used here. The learning proce-
dure was repeated for each observer, either until he/she had achieved
100% correct classification or until he/she had passed 20 learning units.
Simulation procedures
Learning data were analysed using a similarity-based model of visual
recognition (Probabilistic Bayesian Classifier (PBC) model; [24,25]). The
PBC model provides a technique for reconstructing the internal represen-
tation of categories that observers develop during learning. Internal repre-
sentations of pattern classes are modelled as distributions of feature
vectors around a mean vector, the so-called virtual class prototype.
Human classification behaviour is described in terms of a Bayesian classi-
fier operating on such internal class representations. Error vectors, which
relate physical mean vectors of pattern classes to virtual prototypes, are
varied to allow a least-squares fit between observed and model predicted
classification frequencies (for further details see [24,25]). 
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