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THE TWO-DIMENSIONAL CONTOU-CARRE`RE SYMBOL AND
RECIPROCITY LAWS
DENIS OSIPOV, XINWEN ZHU
Abstract. We define a two-dimensional Contou-Carre`re symbol, which is a de-
formation of the two-dimensional tame symbol and is a natural generalization
of the (usual) one-dimensional Contou-Carre`re symbol. We give several con-
structions of this symbol and investigate its properties. Using higher categorical
methods, we prove reciprocity laws on algebraic surfaces for this symbol. We also
relate the two-dimensional Contou-Carre`re symbol to the two-dimensional class
field theory.
1. Introduction
This paper is a continuation of our previous paper [OsZh] and we refer to the
introduction of that paper for the general background. In that paper, we developed
some categorical constructions such as categorical central extensions and general-
ized commutators of these central extensions and applied them to the construction
of the two-dimensional tame symbol and to the proof of reciprocity laws on algebraic
surfaces. We also systematically used the adeles on algebraic surfaces and the cat-
egories of 1-Tate and 2-Tate vector spaces and their graded-determinantal theories
introduced by M. Kapranov in [Kap].
The main goal of this paper is to extend constructions and theorems from a
ground field k (as in [OsZh]) to a ground commutative ring R, by applying the
categorical constructions developed there to the category of Tate R-modules, which
was introduced and studied by V. Drinfeld in [Dr]. The generalized commutator
now gives us some new tri-multiplicative anti-symmetric map:
R((u))((t))∗ ×R((u))((t))∗ ×R((u))((t))∗ → R∗,
which we call the two-dimensional Contou-Carre`re symbol. This symbol coincides
with the two-dimensional tame symbol when R = k is a field. Using adelic complexes
on an algebraic surface we prove reciprocity laws along a curve and around a point
for this symbol when R is an artinian ring, see Theorem 6.1.
An analogous deformation of the (usual) one-dimensional tame symbol is known
as the Contou-Carre`re symbol, see [Del] and [CC1]. The reciprocity laws for the
one-dimensional Contou-Carre`re symbol on an algebraic curve were proved by using
the (usual) commutators of central extensions of groups, see [BBE] and [AP]. The
one-dimensional Contou-Carre`re symbol can also be explicitly expressed by formu-
las. When Q ⊂ R and f and g are appropriate elements from R((t))∗, then (see
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formula (2.4))
(f, g) = exp res(log f
dg
g
).
Another formula (2.7) applicable to any ring R expresses (f, g) as certain finite
product.
For the applications of our reciprocity laws (e.g. see Section 8), we need various
explicit formulas for the two-dimensional Contou-Carre`re symbol. When Q ⊂ R, we
introduce in Section 3.3 an obvious generalization of the previous one-dimensional
formula. Namely, for appropriate elements f , g and h from R((u))((t))∗ our formula
looks as
(f, g, h) = expRes(log f
dg
g
∧
dh
h
),
where Res is the two-dimensional residue. Then we prove in Theorem 5.9 that this
explicit formula coincides with the two-dimensional Contou-Carre`re symbol defined
by the generalized commutator as above. We remark that the proof of this fact in
the two-dimensional situation is much more difficult than in the one-dimensional
situation, because we need to deal with some infinite sums (and products) here,
while in the one-dimensional situation only finite sums (and products) are involved.
Basically because of the same reason, we do not have an explicit formula ap-
plicable to general commutative rings. In other words, unlike the one-dimensional
situation, we do not know how to define the two-dimensional Contou-Carre`re symbol
for general commutative rings in an elementary way. (Our definition uses categor-
ical central extensions! Another approach via algebraic K-theory, is outlined in
Section 7.) But if R is Noetherian (or more generally, if the nil-radical of R is an
nilpotent ideal), we obtain in Section 3.4 an explicit formula for the two-dimensional
Contou-Carre`re symbol as certain finite product, which generalizes the similar for-
mula in the one-dimensional case.
We also investigate in Section 4 various properties of the two-dimensional Contou-
Carre`re symbol by elementary methods. When the nil-radical of R is a nilpotent
ideal, we prove that this symbol satisfies the Steinberg property (and later in Corol-
lary 7.5 we remove this assumption). We also show that if R = k[ǫ]/ǫ4 where k is a
field, then for any elements f , g and h from k((u))((t)) there is an identity:
(1 + ǫf, 1 + ǫg, 1 + ǫh) = 1 + ǫ3Resfdg ∧ dh.
Thus, we obtain the two-dimensional residue (for two-dimensional local fields). From
Section 5.3 it follows that the two-dimensional Contou-Carre`re symbol is invariant
under the change of local parameters u and t in R((u))((t)).
In Section 7, we outline how to obtain the Contou-Carre`re symbols via algebraic
K-theory, developing some ideas suggested to us by one of the editors. It is widely
believed that the Contou-Carre´re symbols can be obtained from certain boundary
maps in algebraic K-theory (e.g. [KV, Remark 4.3.7]). However, it seems a detailed
comparison did not exist in literature before.
Finally, in Section 8 we relate the two-dimensional Contou-Carre`re symbol to the
two-dimensional class field theory. For R = Fq[s]/s
n+1, where Fq is a finite field, we
derive from the two-dimensional Contou-Carre`re symbol the two-dimensional gen-
eralization of the Witt symbol introduced and studied by A. N. Parshin. Our reci-
procity laws for the two-dimensional Contou-Carre`re symbol imply the reciprocity
laws for the generalization of the Witt symbol. We interpret the reciprocity laws
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for the two-dimensional tame symbol (studied in [OsZh]) and for the Witt sym-
bol as indication on some subgroup in the kernel of the global reciprocity map in
two-dimensional class field theory. We also relate the reciprocity laws for the gener-
alization of the Witt symbol with the reciprocity laws obtained earlier by K. Kato
and S. Saito.
Notation. By Aff we denote the category of affine schemes, i.e. the category
opposite to the category of commutative rings. We equip Aff with the flat topology.
By an ind-scheme we always mean an object “ lim−→
i∈I
”Xi ∈ IndAff , where all the
structure morphisms Xi → Xj are closed embeddings of affine schemes, and I is a
directed set.
For any functor F from the category Aff to the category of sets we denote by LF
the loop space functor which assigns the set LF(R) = F(R((t))) to every ring R.
We introduce the formal scheme N = Spf Z[[T ]]. In other words, for R ∈ Aff ,
N (R) is the set of all nilpotent elements of R, i.e. the nil-radical of R. (Sometimes
N (R) is denoted by NR for simplicity.)
2. One-dimensional Contou-Carre`re symbol
In this section we recall some known facts about the one-dimensional Contou-
Carre`re symbol.
First recall the following statement, see, e.g., [CC1, Lemme(1.3)], [CC2, §0]. Let
R be a commutative ring. Then for any invertible element s =
∞∑
i>−∞
ait
i ∈ R((t))∗
there is a decomposition of R into finite product of rings Ri:
(2.1) R =
N⊕
i=1
Ri
such that if s = ⊕
i
si under the induced decomposition
(2.2) R((t)) =
N⊕
i=1
Ri((t)),
then every r = si can be uniquely decomposed into the following product in Ri((t)):
(2.3) r = r−1 · r0 · t
ν(r) · r1,
where r−1 ∈ 1 + t
−1 · NRi[t
−1], r0 ∈ R
∗
i , r1 ∈ 1 + t · Ri[[t]]. In addition, such a
decomposition (2.1) is unique if we require ν(si) 6= ν(sj) for any i 6= j.
Let us rephrase decompositions (2.1)–(2.3). Let LGm be the loop group of the
multiplicative group Gm, where Gm(R) = R∗ for any commutative ring R. Let
W, Ŵ be contravariant functors from the category Aff to the category of abelian
groups (or covariant functors from the category of commutative rings) defined in the
following way: for any commutative ring R
W(R) =
{
1 +
∞∑
i=1
bit
i | bi ∈ R
}
,
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Ŵ(R) =
{
1 +
−n∑
i=−1
cit
i | n ∈ Z≥0, ci ∈ NR
}
.
Note that the functor W with its group structure is usually called the additive (big)
Witt vectors. Then W is represented by an affine scheme
W = SpecZ[b1, b2, . . .],
while the functor Ŵ is represented by an ind-scheme
Ŵ = lim−→
{ǫi}
SpecZ[c−1, c−2, . . .]/I{ǫi},
where the limit is taken over all the sequences {ǫi} = (ǫ−1, ǫ−2, . . .) of non-negative
integers such that all but finite many ǫi equal 0, and the ideal I{ǫi} is generated by
elements cǫi+1i for all i < 0.
Denote by Z the constant group scheme over SpecZ with the fiber equal to the
additive group of integers Z. In other words, the group scheme Z =
∐
i∈Z
(SpecZ)i,
and Z(R) is the group of locally constant functions on SpecR with values in Z.
The group Z(R) naturally embeds into the group R((t))∗ in the following way. Any
f ∈ Z(R) determines decomposition (2.1) and the set of integers ni, where 1 ≤ i ≤
N . Then f 7→ ⊕
i
tni ∈ R((t))∗ under decomposition (2.2). We can now summarize
decompositions (2.1)–(2.3) and above reasonings in the following lemma.
Lemma 2.1. There is a canonical isomorphism of group ind-schemes
LGm ≃ Ŵ× Z×Gm ×W.
Let ν : LGm → Z be the projection to the Z factor under the above decomposition.
Now we recall the one-dimensional Contou-Carre`re symbol (or simply Contou-
Carre`re symbol) (see [Del, §2.9], [CC1]).
Lemma-Definition 2.2. The Contou-Carre`re symbol is the unique bimultiplicative,
anti-symmetric map
(·, ·) : LGm × LGm −→ Gm
such that if Q ⊂ R and f, g ∈ LGm(R) = R((t))∗, then
(2.4) (f, g) = exp res(log f ·
dg
g
) when f ∈ Ŵ(R)×W(R) (see Lemma 2.1),
(2.5) (a, g) = aν(g) when a ∈ R∗,
(2.6) (t, t) = (−1, t) = −1.
We note that formula (2.4) is well-defined, since res(log f · dgg ) ∈ NR.
Remark 2.1. The expression aν(g) in (2.5) is defined in the following way. The
element ν(g) ∈ Z(R) determines decomposition (2.1) and the set of integers ni, where
1 ≤ i ≤ N . Let a = ⊕
i
ai with respect to this decomposition, then a
ν(g) = ⊕
i
anii .
Further we will also use the following expression tν(g) = ⊕
i
tni ∈ R((t))∗.
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Remark 2.2. Our expression for (f, g) is inverse to the corresponding expression
from [Del].
We recall the uniqueness. First, note that that if Q ⊂ R, then the symbol is
uniquely defined by the conditions given above. In general, if X,Y are two flat
Z-schemes and fQ : XQ → YQ is a morphism, then there is at most one morphism
f : X → Y that extends fQ. Now the uniqueness follows from the fact that LGm is
represented by an inductive limit of schemes which are flat over Z.
Next we recall the existence. Note that the symbol (f, g) defined by the for-
mula (2.4) can be expressed as a formal series on coefficients of f, g ∈ R((t))∗. To
extend this definition to arbitrary ring R amounts to show that this formal series is
defined over Z. In formula (2.3) the element r−1 can be uniquely decomposed as
r−1 =
i>−∞∏
i<0
(1− dit
i), where di ∈ NR,
and the element r1 can be uniquely decomposed as
r1 =
∞∏
i>0
(1− cit
i), where ci ∈ R.
Using the bimultiplicativity of (f, g) and the continuity of expression (2.4) with
respect to the natural topology on W given there by the congruent subgroups 1 +
tnR[[t]] it is enough to show that (1 + g1t
i1 , 1 + g2t
i2) is a formal series on g1, g2
defined over Z, where 1 + gkt
k ∈ R((t))∗ and i1, i2 ∈ (Z \ 0)
2. This leads us to the
following explicit formula for the Contou-Carre`re symbol. Let f, g ∈ R((t))∗, and
decompose
f =
i>−∞∏
i<0
(1− ait
i) · a0 · t
ν(f) ·
∞∏
i>0
(1− ait
i),
g =
i>−∞∏
i<0
(1− bit
i) · b0 · t
ν(f) ·
∞∏
i>0
(1− bit
i),
then
(2.7) (f, g) = (−1)ν(f)ν(g)
a
ν(g)
0
∏∞
i>0
∏j<∞
j>0 (1− a
j/(i,j)
i b
i/(i,j)
−j )
(i,j)
b
ν(f)
0
∏i<∞
i>0
∏∞
j>0(1− a
j/(i,j)
−i b
i/(i,j)
j )
(i,j)
.
This proves the existence.
Now we see that the Contou-Carre`re symbol is bimultiplicative. This is clear from
expression (2.4) if Q ⊂ R. We consider two maps from X = LGm × LGm × LGm
to Gm. Let x, y, z ∈ LGm(R), then the first map is given as (xy, z), and the second
map is given as (x, z)(y, z). As these two maps coincide when Q ⊂ R and X is
represented by ind-flat schemes over Z, these two maps coincide for any ring R.
Therefore (·, ·) is bimultiplicative with respect to the first argument. By the same
argument, it is also bimultipicative with respect to the second argument.
Proposition 2.3 (Steinberg property). Let f, 1 − f ∈ LGm(R) = R((t))∗. Then
(f, 1− f) = 1.
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Proof. Using Lemma (2.1) we will prove that condition x + y = 1 for x × y ∈
R((t))∗ ×R((t))∗ defines an ind-scheme, which is an inductive limit of flat schemes
over Z. Indeed, it is clear that it is enough to prove it by restriction to every
connected component of LGm×LGm which is uniquely defined by the pair of integers
(ν(x), ν(y)). If we fix such a pair, then we can write x =
∑∞
i>−∞ eit
i and y =∑∞
i>−∞ git
i, where eν(x), gν(y) ∈ R
∗, and ei, gj ∈ NR for any i < ν(x), j < ν(y).
The condition x + y = 1 is equivalent to: e0 + g0 = 1 and ei + gi = 0 for every
integer i 6= 0. It is enough to study the subscheme defined by these equations in the
ind-scheme V1 × V2, where
V1 = lim−→
i→−∞
ν(x)∏
n=i
V1,n
× SpecZ[eν(x)+1, eν(x)+2, . . .],
and V1,ν(x) = SpecZ[eν(x), e
−1
ν(x)] = Gm, V1,m = Spf Z[[em]] = N for m < ν(x);
V2 = lim−→
i→−∞
ν(y)∏
n=i
V2,n
× SpecZ[gν(y)+1, gν(y)+2, . . .],
and V1,ν(y) = SpecZ[gν(y), g
−1
ν(y)] = Gm, V2,m = Spf Z[[gm]] = N for m < ν(y). Fix
some integer k > max(ν(x), ν(y), 0) + 1, and write
SpecZ[eν(x)+1, eν(x)+2, . . .] =
 k−1∏
n=ν(x)+1
V1,n
× SpecZ[ek, ek+1, . . .],
SpecZ[gν(y)+1, eν(y)+2, . . .] =
 k−1∏
n=ν(y)+1
V2,n
× SpecZ[gk, gk+1, . . .],
where V1,n = SpecZ[en] = Ga and V2,n = SpecZ[gn] = Ga. Hence it follows
V1 × V2/(x+ y = 1) = lim−→
i→−∞
(
k−1∏
n=i
V1,n × V2,n/(en + gn = δn,0)
)
×
×SpecZ[ek, ek+1, . . . , gk, gk+1, . . .]/(ek = gk, ek+1 = gk+1, . . .),(2.8)
where Vj,n (for j = 0 or j = 1) is one of the following schemes: N , Ga, Gm. The
scheme in expression (2.8) is an affine space. By analyzing all possible cases for Vj,n,
it is easy to see that V1,n×V2,n/(en+ gn = δn,0) is also (ind)-flat over Z (or possibly
empty). Therefore, V1 × V2/(x+ y = 1) is ind-flat over Z (or possibly empty).
Therefore it is enough to check the Steinberg property only for the case Q ⊂ R. In
this case this property follows from Lemma-Definition (2.2) by explicit calculations
with series in formula (2.4). Indeed, we just need to consider three cases: ν(f) > 0,
ν(f) = 0, ν(f) < 0, where we can for simplicity assume that N = 1 in decompo-
sition (2.1). See the analogous but more difficult analysis for the two-dimensional
Contou-Carre`re symbol in Proposition 4.2. 
THE TWO-DIMENSIONAL CONTOU-CARRE`RE SYMBOL AND RECIPROCITY LAWS 7
The following reciprocity law for the Contou-Carre`re symbol was proved in [AP],
in [BBE, §3.4]1 and later by another methods in [Pal]. A proof via K-theory, as
suggested by one of the editors, is outlined in Remark 7.1 later.
Theorem 2.4. Let C be a smooth projective algebraic curve over an algebraically
closed field k. Let R be a finite local k-algebra. Let K = k(C)⊗k R. Let f, g ∈ K
∗.
Then the following product in R∗ contains only finitely many non-equal to 1 terms
and ∏
p∈C
(f, g)p = 1,
where (·, ·)p is the Contou-Carre`re symbol on Kp⊗kR, Kp = k((tp)) is the completion
field of the point p on C, and K →֒ Kp ⊗k R for any p ∈ C.
The authors of [AP] and [BBE] realized the Contou-Carre`re symbol as the com-
mutator of some central extension. A consequence is that this symbol is invariant
under the change of the local parameter t in the following sense. Any t′ ∈ R((t))∗
with ν(t′) = 1 defines a well-defined continuous automorphism φt′ of the ring R((t))
by the rule:
∑
ait
i 7→
∑
ait
′i, see e.g. [Mor, § 1] . Then for any f, g ∈ R((t))∗ we
have that (f, g) = (φt′(f), φt′(g)).
Remark 2.3. One can regard the Contou-Carre`re symbol as some deformation of the
usual tame symbol. Indeed, if R = k is a field, then (·, ·) is the tame symbol. If
R = k[ǫ]/ǫ3, then for any f, g ∈ k((t)) we have that (1 + ǫf, 1 + ǫg) = 1 + ǫ2resfdg.
3. Definition of the two-dimensional Contou-Carre`re symbol
3.1. Double loop group of Gm. Let us define the double loop group of Gm as
L2Gm = L(LGm), i.e. L2Gm(R) = R((u))((t))∗ for every commutative ring R. Let
us show that
Proposition 3.1. L2Gm is represented by an ind-(affine) scheme over Z.
Proof. We have from Lemma 2.1 that
(3.1) L2Gm ≃ LŴ× LZ× LGm × LW.
The proposition then is the consequence of the following Lemmas 3.2-3.4. 
Lemma 3.2. The natural map Z→ LZ is an isomorphism of functors.
Concretely, let R be a commutative ring, then any decomposition of the ring R((t))
into the product of two rings:
R((t)) = L1 ⊕ L2
is induced by the decomposition of the ring R into the product of two rings:
R = R1 ⊕R2,
such that L1 = Ri((t)), L2 = Rj((t)), where i, j ∈ {1, 2}, i 6= j.
1The statement in [BBE, §3.4] is more general than we formulate here. In loc.cit the authors
proved the reciprocity law for a smooth projective family of curves over any base ring R.
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Proof. Every non-trivial idempotent e in a commutative ring A, i.e, e2 = e, e 6= 0,
e 6= 1, defines the non-trivial decomposition: A = Ae⊕A(1−e). Therefore the study
of decompositions of rings is the same as the study of idempotents in this ring.
Let Rred = R/NR. As the topological spaces of SpecR and SpecRred coincide.
Therefore idempotents of the ring R are in one-to-one correspondence with idempo-
tents of the ring Rred under the natural map R→ Rred.
Suppose that there is an element f ∈ R((t)) such that f2 = f and f 6= 1, f 6= 0.
Let f˜ be the image of the element f in Rred((t)). Then it is easy to see that f˜
2 = f˜
implies f˜ =
∑
n≥0 ant
n, where a20 = a0, a0 ∈ Rred. If a0 = 0, then f˜ = 0. If a0 = 1,
then f˜ = 1, since f˜ is invertible in this case. If a0 6= 0, a0 6= 1, then consider
Rred = B1 ⊕ B2, where B1 = Rreda0, B2 = Rred(1 − a0). It is clear that the image
of f˜ in B1((t)) is equal 1, and the image of f˜ in B2((t)) is equal 0. Hence we have
f˜ = a0.
If f˜ = a0 = 0, then f ∈ (NR)((t)) and f
2 = f . Hence we have f(1− f) = 0 and
1− f ∈ R((t))∗. The latter is possible only if f = 0.
Suppose that f˜ = a0 = 1. Then we have f = 1 + f
′, where f ′ ∈ (NR)((t)).
We will prove that f is invertible in R((t)). Together with f2 = f it would imply
that f = 1. So, we have to prove that f = 1 + f ′ is invertible in R((t)). Let
f ′ =
∑∞
n>−∞ fnt
n, where fn ∈ NR for any n ∈ Z. The elements f and (1 + f0)
−1f
are both invertible or not invertible in R((t)). Therefore, after replacement f by (1+
f0)
−1f , we can assume that f0 = 0. Let I
′ be the ideal in R((t)) which is generated
by all elements fn with n < 0. Then I
′ is a nilpotent ideal. After replacement f
by (1 +
∑∞
n>0 fnt
n)−1f we can assume that f = 1 + f ′, where f ′ ∈ I ′((t)). Let
f ′ =
∑∞
n>∞ fnt
n. Again, as above, we can assume that f0 = 0. After replacement
f by (1 +
∑n>−∞
n<0 fnt
n)−1(1 +
∑∞
n>0 fnt
n)−1f we can assume that f ∈ I ′2((t)).
Repeating this process a sufficient number of times we will obtain that the element
f is invertible.
Thus we have f˜ = a0, where a0 6= 0, a0 6= 1, as f 6= 0, f 6= 1. Let b0 ∈ R be
the only idempotent in the ring R such that the image of b0 in the ring Rred is a0.
Consider R = C1 ⊕ C2, where C1 = Rb0, C2 = R(1 − b0). By the cases considered
above we know that the image of f in C2((t)) is 0, and the image of f in C1((t)) is
1. Therefore, f = b0. 
Lemma 3.3. The loop group of W, denoted by LW is represented by an ind-(affine)
scheme, which is an ”inductive limit” of infinite-dimensional affine spaces over Z.
Proof. Let I =
∏
i>0
Z be the index set with a partial order given as (k1, k2, . . .) ≤
(l1, l2, . . .) if ki ≤ li for all i.
Fix k = (k1, . . .) ∈ I, consider the functor (LW)k which represents
(LW)k(R) =
1 + f | f = ∑
i>0,j≥ki
fiju
jti, fij ∈ R
 .
Clearly, (LW)k = SpecZ[fij | i ≥ 0, j ≥ ki] is an affine space, and LW = lim−→
n∈I
(LW)n.

Lemma 3.4. The loop group of Ŵ, denoted by LŴ is represented by an ind-(affine)
scheme.
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Proof. Let us consider the loop space LN of the formal scheme N , i.e. LN (R) =
N (R((t))). We have N = lim−→
n
Nn, where Nn = SpecZ[T ]/T
n. Since LNn is an ind-
affine scheme over Z, we obtain that LN = lim−→
n
LNn is also an ind-affine scheme.
Observe that for any commutative ring R, elements in LŴ(R) can by written as
f =
∑>−∞
i<0 fit
i, with fi ∈ N (R((u))). Therefore,
(3.2) LŴ = lim−→
n
(LN )n.

Observe that unlike the case of LGm, the functor L2Gm is not represented as
an inductive limit of flat schemes over Z when we use decomposition (3.1) and
formula (3.2). Indeed, the ind-scheme LNn is not flat. Observe that we can write
(3.3)
LNn = lim−→
m
LmNn, LmNn(R) =
{
f = amt
m + am+1t
m+1 + · · · | ai ∈ R , f
n = 0
}
.
Therefore,
LmNn = SpecAm,n, where Am,n = Z[am, am+1, . . .]/(a
n
m, na
n−1
m am+1, . . .).
In particular, LmNn is not flat over Z, since a
n−1
m am+1 is a torsion element. However,
we observe that Im,n = (a
n
m, na
n−1
m am+1, . . .) is a homogeneous ideal generated by
elements of degree n. In particular, we observe that, for any nonzero element a ∈
Am,n, there exists some n
′ ≫ n such that for any m′ < m, all preimages of a under
the surjective map Am′,n′ → Am,n are not torsion.
We consider the following class EF of ind-affine schemes over Z.
Definition 3.1. An affine ind-scheme X/Z belongs to EF if we can write X =
lim−→
i∈J
SpecRi (where J is a directed set) such that for any i ∈ J , and any nonzero
element a ∈ Ri, there exists some j > i such that all preimages of a under the map
Rj → Ri are not torsion elements.
It is clear that for any integer m we have lim−→
n
LmNn ∈ EF . Hence, LN =
lim−→
m,n
LmNn ∈ EF .
We have the following easy lemma.
Lemma 3.5. For any positive integer k, (L2Gm)k ∈ EF .
Proof. By reasonings similar to the above reasonings, for any positive integer l we
have (LN )l ∈ EF . Observe that if X ∈ EF and a ring B is a free Z-module,
then X × SpecB ∈ EF . Therefore for an affine ind-scheme Y = lim−→
s∈S
SpecBs such
that for any s ∈ S the ring Bs is a free Z-module we have X × Y ∈ EF . Hence,
(L2Gm)k ∈ EF . 
It will be convenient to introduce the following group ind-schemes
(3.4) M =W× LW, P = Ŵ× LŴ.
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Therefore, from the proof of Proposition 3.1 and Lemma 2.1, we have
(3.5) L2Gm ≃ P× Z× Z×Gm ×M.
Let us distinguish these two Zs. Recall that we have the group homomorphism
ν : LGm → Z, which induces Lν : L2Gm → LZ ≃ Z. We denote this map by ν1. On
the other hand, we have the group homomorphism
L2Gm ≃ LŴ× LZ× LGm × LW→ LGm
ν
→ Z,
denoted by ν2. Therefore, for any commutative ring R and any f ∈ R((u))((t))
∗, we
have the following unique decomposition
(3.6) f = f−1 · f0 · u
ν2(f)tν1(f) · f1,
where f−1 ∈ (Ŵ× LŴ)(R), f0 ∈ R∗, f1 ∈ (W× LW)(R), ν2(f), ν1(f) ∈ Z(R)2.
For the later purpose, let us also introduce the following group functors.
Definition 3.2. Let m and p be a group functors from the category Aff given by
m(R) = {f | f ∈ u · R[[u]] + t ·R((u))[[t]]}
p(R) =
{
f | f ∈ u−1 ·R[u−1] + t−1 ·R((u))[t−1] is nilpotent
}
with the usual addition, where R is any commutative ring.
By the same proofs of the ind-representability of M and P, one can show that
m and p are also represented by ind-schemes. (For more details, see the proof of
Propositions 3.6 and 3.7.)
3.2. Natural topologies. Recall that there is a natural linear topology on
R((u))((t)) which comes from the topology of inductive and projective limits: a
basis of open neighborhoods of 0 ∈ R((u))((t)) consists of the R submodules
(3.7) Wm,{mi} = t
mR((u))[[t]] +
∑
i∈Z
umitiR[[u]],
for some m ∈ Z, and the set of integers {mi}. In other words, the R-module
R((u))((t)) is a topological R-module when we put the discrete topology on the ring
R.
We consider the induced topologies on the R-modules m(R) and p(R). The R-
module m(R) is a topological R-module such that the base of neighborhoods of
0 ∈ m(R) consists of R-submodules
(3.8) ui,j(R) = u
jR[[u, t]] + tiR((u))[[t]]
with i ∈ N, j ∈ N. Likewise, p(R) has a topology with the base of neighborhoods
of 0 given by
(3.9) u{ni}(R) =
{
f | f ∈
∑
t−iuniR[[u]] is nilpotent
}
,
with i ∈ N, ni ∈ Z.
Definition 3.3. We denote by B the full subcategory of the category of commutative
rings consisting of those R such that
NR is a nilpotent ideal in R.
2See Remark 2.1 about the meaning of expressions uν2(f) and tν1(f).
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Note that Noetherian rings belong to B.
Later on we will need the following proposition.
Proposition 3.6. Let R be any commutative ring. We consider the discrete topology
on the group R∗.
(1) Let φ : mR → GmR be any homomorphism of group ind-R-schemes. Then φ
restricted to R-points is a continuous map from m(R) to R∗.
(2) Let R ∈ B and ψ : pR → GmR be any homomorphism of group ind-R-
schemes. Then ψ restricted to R-points is a continuous map from p(R) to
R∗.
Proof. (1) We prove the continuous property for the map φ. It is enough to find an
open subgroup ui,j(R) ⊂ m(R) such that φ(ui,j(R)) = 1. We assume the opposite,
i.e., that for any l ∈ N there is an element fl ∈ ul,l(R) such that φ(fl) 6= 1. It is
clear that there is an index k ∈ I (where I is defined in the proof of Lemma 3.3)
such that for any l ∈N, fl ∈ mk(R), where
mk(R) =
f =∑
j>0
f0ju
j +
∑
i>0,j>ki
fiju
jti | fij ∈ R
 ,
is a subgroup of m represented by an infinite dimensional affine space, and m =
lim−→
k∈I
mk.
We consider the restriction φk of the morphism φ to mkR, which in turn is given
by a map of R-algebras:
φ∗k : R[T, T
−1] −→ R[{fij}].
Since only finite many of variables fij appear in the polynomial φ
∗
k(T ), the morphism
φk factors through a finite-dimensional quotient of the group scheme mkR. Therefore
there is p ∈ N such that φ(mk(R) ∩ up,p(R)) = 1. It contradicts to the assumption
φ(fp) 6= 1. Thus, the map φ is continuous.
(2) We prove the continuous property for the map ψ. Let
p0 = {f ∈ u
−1R[u−1] | f is nilpotent }
and
p− = {f ∈ t
−1R((u))[t−1] | f is nilpotent }.
Then the natural map p0 × p− → p is an isomorphism of groups. Let us fix k ∈ N
and n ∈ Z, and let
pk = {f ∈
k∑
i=1
R((u))t−i | f is nilpotent },
pk,n = {f ∈
k∑
i=1
R[[u]]t−iun | f is nilpotent }.
Then p− = lim−→
k∈N
pk. In addition, it is enough to show that if R ∈ B, then for every
k, there is nk such that ψ(pk,nk(R)) = 1.
Since R ∈ B, there is q ∈ N such that (NR)q = 0. Hence for any k ∈ N we have
an equality
pk,n(R) = pk,n,q(R),
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where
pk,n,q = {f ∈ pk,n | f
q = 0}.
Therefore, it is enough to construct for every k, an integer nk such that ψ|pk,nk,q = 1.
We consider the restriction ψk,0,q of the morphism ψ on the affine R-scheme pk,0,qR.
This restriction is given by a map of R-algebras:
ψ∗k,0,q : R[T, T
−1] −→ Ak,0,q,
where Ak,0,q = R[aij | 1 ≤ i ≤ k, j ≥ 0]/Iq such that pk,0,q = SpecAk,0,q. It is clear
that there is nk ∈ N such that the image of the element ψ
∗
k,0,q(T ) in the quotient-ring
R[{aij} | 1 ≤ i ≤ k, j ≥ 0]
Iq + {aij}j≤nk−1
is equal to some c ∈ R. Then
ψ(pk,nk,q) = c.
Since ψ(0) = 1, we obtain that c = 1. 
If we do not assume that R ∈ B, we can obtain a weaker statement which is
sufficient for many purposes.
Proposition 3.7. Let R be a commutative ring.
(1) Let φ : mR → GmR be a homomorphism of group ind-R-schemes. If for every
commutative R-algebra R′, and every r ∈ R′, i > 0, j ∈ Z or i = 0, j > 0,
φ(rujti) = 1, then φ = 1 is the trivial homomorphism.
(2) Let ψ : pR → GmR be a homomorphism of group ind-R-schemes. If for every
commutative R-algebra R′, and every r ∈ NR′, i < 0, j ∈ Z or i = 0, j < 0,
ψ(rujti) = 1, then ψ = 1 is the trivial homomorphism.
Proof. Part (1) clearly follows from part (1) of Proposition 3.6. We consider part (2).
Similar to the proof of Proposition 3.6, it is enough to show that ψ = 1 on pk,n. Let
q = {f ∈ R[[u]] | f is nilpotent }. Then
qk → pk,n (f1, ....fk) 7→ u
n
∑
fit
i
is an isomorphism. Therefore, it is enough to prove a similar statement for homo-
morphisms ψ : qR → GmR.
Let qs = {f ∈ q | f
s = 0} for s ∈ N. Then the affine R-scheme qsR = SpecAs,
where As = R[ai]/Is, and Is is the ideal generated by (a
s
0, sa
s−1
0 a1, . . .). We equip
the ring R[ai] with a grading such that deg ai = i. Then Is is a homogeneous ideal
generated by elements (g0 = a
s
0, g1 = sa
s−1
0 a1, . . .) with deg gi = i. We claim that
Is =
⋂
k≥0
(Is + (ak, ak+1, . . .)).
Indeed, let f ∈ ∩k(Is+(ak, ak+1, . . .)). We can assume that each monomial appearing
in f has the degree less than l for some l ∈ N. We write f = f1 + f2, where f1 ∈ Is
and f2 ∈ (al, al+1, . . .). Then f1 = f − f2 ∈ Is. Since Is is a homogeneous ideal,
each homogeneous component of f1 belongs to the ideal Is. Since all the monomials
appearing in f2 have the degree greater than l − 1, we must have f ∈ Is.
Now, let ψ : qR → GmR be as in the assumption of part (2) of this proposition.
If we write GmR = SpecR[T, T−1], then ψ induces for every s ∈ N the function
ψs = ψ
∗(T ) ∈ R[ai]/Is. By the assumption, ψ = 1 on the ind-subgroup {f =
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a0+ a1u+ · · ·+ aku
k} ⊂ q for every k ≥ 0. Therefore, ψs = 1 mod (ak+1, ak+2, . . .)
for every k and s. Therefore, ψs = 1 by the above claim. This implies that ψ = 1. 
If Q ⊂ R, then it is clear that the formal series exp and log applied to elements
from p(R) and from P(R) are well-defined3 and induce mutually inverse isomor-
phisms of group ind-schemes:
(3.10) exp : pQ −→ PQ and log : PQ −→ pQ.
To have a similar statement for the group ind-schemes mQ and MQ we introduce
a topology on the group M(R).
Let R be any ring. The group M(R) is a topological group such that the base of
neighborhoods of 1 ∈M(R) consists of subgroups
(3.11) Ui,j(R) = 1 + ui,j(R)
with i ∈ N, j ∈ N.
If Q ⊂ R, then the maps exp and log given by formal series are continuous maps
on the topological groups m(R) and M(R). Moreover, we have equalities
(3.12) exp(ui,j(R)) = Ui,j(R) and log(Ui,j(R)) = ui,j(R).
Hence we obtain mutually inverse isomorphisms of group ind-schemes (because of
the corresponding mutually inverse isomorphisms on R-points of these schemes):
(3.13) exp : mQ −→MQ and log : MQ −→ mQ.
It is possible to introduce topology on the group P(R) (we will need this topology
later on.) Let R be any ring. The group P(R) is a topological group with the base
of neighborhoods of 1 given by the following subsets (which are not subgroups in
general):
(3.14) U{ni}(R) = 1 + u{ni}(R),
with i ∈ N, ni ∈ Z.
We do not have any formula analogous to (3.12) for the subsets u{ni}(R) and
U{ni}(R). Instead we will prove the following lemma.
Lemma 3.8. If a ring R ∈ B and Q ⊂ R, then the maps exp and log are continuous
maps on the topological groups p(R) and P(R).
Proof. We fix an integer q such that (NR)q = 0. We will prove that the map exp
is continuous. We consider arbitrary subset U{ni}(R) ⊂ P(R) where i ∈ N, ni ∈ Z.
Without loss of generality we can assume that all ni ∈ N and n1 ≤ n2 ≤ n3 ≤ . . ..
Let li = niq for any i ∈ N. We consider a subset u{li}(R) ⊂ p(R) where i ∈ N,
li ∈ Z. We have exp(u{li}(R)) ⊂ U{ni}(R). Therefore the map exp is continuous.
The proof for the map log is analogous. 
3These series will contain only finite number non-zero terms.
14 DENIS OSIPOV, XINWEN ZHU
3.3. Two-dimensional symbol on (L2GmQ)3. We define the following map
ν : L2Gm × L2Gm −→ Z as
ν(f, g) =
∣∣∣∣ν2(f) ν2(g)ν1(f) ν1(g)
∣∣∣∣ .
From this definition we have the following proposition.
Proposition 3.9. The map ν(·, ·) is a bimultiplicative (with respect to the additive
structure on Z) map and satisfies the Steinberg relation: ν(f, 1 − f) = 1 for any
f, 1− f ∈ L2Gm(R) where R is a commutative ring.
One of our main definitions is the following.
Definition 3.4. The two-dimensional Contou-Carre`re symbol (·, ·, ·) is the unique
tri-multiplicative, anti-symmetric map from L2GmQ × L2GmQ × L2GmQ to GmQ
such that for any Q-algebra R, and f, g, h ∈ L2Gm(R),
(3.15)
(f, g, h) = expRes(log f ·
dg
g
∧
dh
h
) when (ν1, ν2)(f) = (0, 0), f0 = 1 (see (3.6)),
(3.16) (a, g, h) = aν(g,h) when a ∈ R∗,
(3.17) (f, g, h) = (−1)A when f = uj1ti1 , g = uj2ti2 , h = uj3ti3 ,
where
(3.18) A = ν(f, g)ν(f, h) + ν(g, h)ν(g, f) + ν(h, f)ν(h, g) + ν(f, g)ν(f, h)ν(g, h).
Here we set df = ∂f∂udu+
∂f
∂t dt, df ∧ dg = (
∂f
∂u
∂g
∂t −
∂g
∂u
∂g
∂t )du ∧ dt, and
Res (
∑
ai,ju
jtidu ∧ dt) = a−1,−1.
Remark 3.1. To calculate df , where f is an infinite series, we used the free two-
dimensional R-module of continuous differentials Ω˜1K/R, which is a quotient module
of the infinite-dimensional R-module Ω1K/R. See analogous constructions in [O1,
prop. 2].
Note that the symbol given in Definition 3.4 for the Q-algebra R is well-defined.
First note that in formula (3.15) we have
(3.19) Res (log f ·
dg
g
∧
dh
h
) ∈ NR.
Indeed, using decomposition (3.6) and tri-multiplicativity of expression from (3.19)
(with respect to additive structure on R): log f = log f−1 + log f1 and so on, it is
enough to verify (3.19) for elements which appear from decomposition (3.6), which
is clear. Besides, expression from (3.15) is anti-symmetric. This is obvious for the
permutation of g and h from the definition of the wedge product. And, for example,
for the permutation of f and g (when g is also equal g−1g1 by (3.6)) it follows from
the following equalities:
0 = Res d(log f · log g ·
dh
h
) = Res(log f · d log g ∧
dh
h
) + Res(log g · d log f ∧
dh
h
).
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Finally, expressions given by formulas (3.15)-(3.17) are tri-mutltiplicative. (It is
obvious for (3.15) and (3.16). For (3.17) it can be proved by using calculations
modulo 2 with direct definitions of A and ν(·, ·).)
Remark 3.2. The formula (3.15) is very similar to an explicit formula from [BM,
th. 3.6], which is an analytic expression for the two-dimensional tame symbol and
coincides with the holonomy of some gerbe with connective structure and curving
constructed by three meromorphic functions on a complex algebraic surface.
One of the main problems is to extend the definition of the two-dimensional
Contou-Carre`re symbol to any ring R. If such an extension exists, then it is unique
by the following lemma.
Lemma 3.10. There is at most one tri-multiplicative, anti-symmetric map from
(L2Gm)3 to Gm such that this map restricted to (L2GmQ)3 satisfies properties (3.15)-
(3.18).
Proof. Clearly, such map over Q is unique. We want to extend the uniqueness to Z.
Observe that the argument as in the 1-dimensional case can not be applied directly.
The problem, as we explained, is that L2Gm is not inductive limit of flat Z-schemes.
However, recall that from Lemma 3.5, (L2Gm)3 ∈ EF . Then the following general
fact will imply the lemma.
Let X = lim−→
i∈J
SpecRi ∈ EF and fQ : XQ → YQ be any morphism, where Y =
SpecR is a Z-scheme. We prove that there is at most one extension f : X → Y .
Let f1, f2 be two such extensions. Then fl (l = 1, 2) is determined by a compatible
family {fl,i | i ∈ J} of the ring homomorphisms fl,i : R → Ri. By assumption, for
any r ∈ R, f1,i(r)− f2,i(r) is a torsion element in Ri. This implies f1,i = f2,i for all
i ∈ J , since X ∈ EF . 
Let us turn to the question of extension of the definition of two-dimensional
Contou-Carre`re symbol. Let us indicate here that the argument as in the 1-dimen-
sional case does not admit an obvious generalization. Namely, it is tempting to
calculate (1 − aujti, 1 − bultk, 1 − cuntm) and to show that the result does make
sense for any commutative ring (we will do such calculation in Section 3.4 and show
that this is indeed the case). However, unlike the 1-dimensional case, if we write
f−1 (as in the decomposition (3.6)) as
∏
(1 − ai,ju
jti), there will be infinite many
terms in the product. Therefore, formula (2.7) in current setting will be an infinite
product a priori, and it is not obvious at all whether such expression makes sense
(we need to restrict ourself to the rings from the category B, see Section 3.4). Our
strategy in Section 5.3 will be to construct a map (L2Gm)3 → Gm directly using
some general categorical formalism developed in [OsZh], and show that this map
satisfies properties (3.15)-(3.18). This categorical construction will help to prove
the reciprocity laws for the symbol on an algebraic surface and to obtain some new
non-trivial properties of the symbol such as, for example, the invariance under the
change of local parameters.
3.4. Explicit formulas. In this subsection we will extend the definition of the two-
dimensional Contou-Carre`re symbol to commutative rings from the category B by
means of some explicit functorial (with respect to R) formulas.
By Definition 3.4 we know an explicit formula for the two-dimensional Contou-
Carre`re symbol when Q ⊂ R. We want to extend the definition of two-dimensional
16 DENIS OSIPOV, XINWEN ZHU
Contou-Carre`re symbol to the case Q * R, R ∈ B also by some explicit formulas.
Similarly to the one-dimensional case it would be enough to consider the formal series
for (f, g, h). This series appears from formula (3.15) and depends on coefficients of
f, g, h ∈ L2Gm(R) = R((u))((t))∗ (see decomposition (3.26)). We should prove that
the coefficients of the series, which are a priori from Q, are from Z, i.e. they does
not contain the denominators. We will not prove it in a direct way. We will use
some infinite product decomposition of elements from L2Gm(R). To achieve this
goal we will need some restrictions on the ring R (sometimes we will assume that
R ∈ B). But, first, we have the following lemmas.
Lemma 3.11. Let Q ⊂ R. Let f, g, h ∈ L2Gm(R) such that f = 1 − ai,jujti,
g = 1 − bk,lu
ltk, h = 1 − cm,nu
ntm, where i, j, k, l,m, n ∈ Z and ai,j, bk,l, cm,n ∈ R.
Let
p0 =
∣∣∣∣ l nk m
∣∣∣∣ , q0 = ∣∣∣∣n jm i
∣∣∣∣ , r0 = ∣∣∣∣j li k
∣∣∣∣ .
Let (p0, q0, r0) be the greatest common divisor of p0, q0, r0, where we set (p0, q0, r0) >
0 if p0, q0, r0 > 0, and (p0, q0, r0) < 0 if p0, q0, r0 < 0. Then
(3.20) (f, g, h) = T (ai,j, bk,l, cm,n) =
(
1− a
p0
(p0,q0,r0)
i,j · b
q0
(p0,q0,r0)
k,l · c
r0
(p0,q0,r0)
m,n
)(p0,q0,r0)
iff p0, q0, r0 > 0 or p0, q0, r0 < 0. In other cases of signs of p0, q0, r0 we have
(f, g, h) = T (ai,j, bk,l, cm,n) = 1.
Proof. The proof is by direct calculation with formula (3.15) and explicit series for
log and exp. We have to calculate the following expression:
(3.21) expRes log(1− ai,ju
jti) · d log(1− bk,lu
ltk) ∧ d log(1− cm,nu
ntm).
We obtain
(3.22) log(1− ai,ju
jti) = −
∑
p≥1
api,j
p
ujptip.
Besides
d log(1− bk,lu
ltk) = −
∑
q≥1
(lbqk,lu
lq−1tkqdu+ kbqk,lu
lqtkq−1dt).
Now we have
(3.23)
d log(1−bk,lu
ltk)∧ d log(1−cm,nu
ntm) =
∑
q≥1
r≥1
∣∣∣∣ l nk m
∣∣∣∣·bqk,l·crn,m·ulq+nr−1tkq+mr−1du∧dt.
Using the anti-symmetric property of (·, ·, ·) and formula (3.23) we obtain from
expression (3.21) that (f, g, h) = 1 if p0 = 0, or q0 = 0, or r0 = 0. Therefore further
we assume that p0 · q0 · r0 6= 0.
To calculate Res from formula (3.21) we can use formulas (3.22) and (3.23) and
need to find all integers p ≥ 1, q ≥ 1, r ≥ 1 which solve the following system of
equations: {
jp + lq + nr = 0
ip+ kq +mr = 0.
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It is clear that all the solutions of this system of equations are given by the following
formula:
{p, q, r} = {s
p0
(p0, q0, r0)
, s
q0
(p0, q0, r0)
, s
r0
(p0, q0, r0)
},
where we take any integer s ≥ 1, and the following condition has to be satisfied:
p0, q0, r0 > 0 or p0, q0, r0 < 0.
Now since
−
∑
s≥1
a
sp0
(p0,q0,r0)
i,j
sp0
(p0,q0,r0)
· p0 · b
sq0
(p0,q0,r0)
k,l · c
sr0
(p0,q0,r0)
m,n =
= log
((
1− a
p0
(p0,q0,r0)
i,j · b
q0
(p0,q0,r0)
k,l · c
r0
(p0,q0,r0)
m,n
)(p0,q0,r0))
,
we obtain formula (3.20). 
Remark 3.3. We note that the same expression as expression (3.20) appeared re-
cently (after appearence of the first e-print version of our paper in arXiv) in [HL].
Lemma 3.12. Let Q ⊂ R. Let f, g ∈ L2Gm(R) such that f = 1 − ai,jujti, g =
1− bk,lu
ltk, where i, j, k, l ∈ Z and ai,j, bk,l ∈ R.
(1) If at least one of the following conditions is satisfied:
(3.24)
∣∣∣∣j li k
∣∣∣∣ 6= 0, jl + ik ≥ 0, jl = 0,
then (f, g, t) = S(ai,j, bk,l) = 1.
(2) If none of conditions in (3.24) is satisfied, then
(f, g, t) = S(ai,j , bk,l) =
(
1− a
∣
∣
∣ l(j,l)
∣
∣
∣
i,j b
∣
∣
∣ j(j,l)
∣
∣
∣
k,l
)− l·|(j,l)|
|l|
,
where (j, l) is the greatest common divisor of two integers with any sign.
Lemma 3.13. Let Q ⊂ R. Let f, g ∈ L2Gm(R) such that f = 1 − ai,jujti, g =
1− bk,lu
ltk, where i, j, k, l ∈ Z and ai,j, bk,l ∈ R.
(1) If at least one of the following conditions is satisfied:
(3.25)
∣∣∣∣j li k
∣∣∣∣ 6= 0, jl + ik ≥ 0, ik = 0,
then (f, g, u) = Q(ai,j, bk,l) = 1.
(2) If none of conditions (3.25) is satisfied, then
(f, g, u) = Q(ai,j , bk,l) =
(
1− a
∣
∣
∣ k(i,k)
∣
∣
∣
i,j b
∣
∣
∣ i(i,k)
∣
∣
∣
k,l
) k·|(i,k)|
|k|
,
where (i, k) is the greatest common divisor of two integers with any sign.
Proof of Lemmas 3.12 and 3.13 follows from the following formulas (see (3.15)):
(f, g, t) = expRes log fd log g ∧
dt
t
= expRes log f
∂ log g
∂u
du ∧
dt
t
,
18 DENIS OSIPOV, XINWEN ZHU
(f, g, u) = expRes log fd log g ∧
du
u
= (expRes log f
∂ log g
∂t
du
u
∧ dt)−1
and explicit calculations with formal log-series similarly to the proof of Lemma 3.11.
If Q ⊂ R, f = 1 − ai,ju
jti and g, h are any from the set {u, t}, then it follows
from formula (3.15) that (f, g, h) = 1.
Recall that we introduced in § 3.1 two subgroups of the group L2Gm(R) =
R((u))((t))∗: P(R) = 1 + p(R) and M(R) = 1 + m(R). We have considered in
§ 3.2 the topology on M(R) such that the base of neighbourhoods of 1 consists of
subgroups Ui,j(R) = 1 + ui,j(R), where i, j ∈ N (see formulas (3.8) and (3.11)). We
have considered also P(R) as a topological group, where the base of neighbourhoods
of 1 consists of subsets U{ni}(R) = 1 + u{ni}(R), where i ∈ N, ni ∈ N (see for-
mulas(3.9) and (3.14)). We will speak about infinite products in M(R) or in P(R),
which will converge in these topologies.
Note that every element f ∈ R((u))((t)) can canonically be written as
(3.26) f =
∑
(i,j)∈Z2
(i,j)≥(if ,jf )
ai,ju
jti,
where ai,j ∈ R, aif ,jf 6= 0, and we consider on Z
2 the following lexicographical order:
(i1, j1) > (i2, j2) iff either i1 > i2 or i1 = i2, j1 > j2.
Proposition 3.14. (1) Let R be any ring. Then every f ∈M(R) can be uniquely
decomposed into the following infinite product
(3.27) f =
∏
(i,j)∈Z2
(i,j)≥(0,1)
(1− bi,ju
jti), where bi,j ∈ R.
(2) Let R ∈ B. Then every g ∈ P(R) can be uniquely decomposed into the
following infinite product
(3.28) g =
∏
(i,j)≤(0,−1)
i>ng,j>mg
(1− ci,ju
jti), where ci,j ∈ NR, ng < 0.
Proof. Uniqueness of both decompositions can be easily verified.
We explain now how to obtain decomposition (3.27). Let
f0 = f = 1 +
∑
(i,j)≥(0,1)
ai,ju
jti.
We can define h0 = 1 +
∑
j≥1
a0,ju
j =
∏
j≥1
(1− b0,ju
j). Then it is clear that
f1 = f0h
−1
0 ∈ 1 + tR((u))[[t]].
Let f1 = 1 +
∑
(i,j)≥(1,jf1 )
di,ju
jti. We define h1 =
∏
j≥jf1
(1 + d1,ju
jt). Then we have
f2 = f1h
−1
1 ∈ 1+ t
2R((u))[[t]]. Repeating this procedure we will obtain that fn → 1
when n→∞. Thus we have decomposition (3.27).
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We explain now how to obtain decomposition (3.28). Let
g0 = g = 1 +
∑
(i,j)≤(0,−1)
i>kg,j≥lg
ai,ju
itj,
where ai,j ∈ NR, kg < 0. We can define e0 = 1 +
j≤−1∑
j≥lg
a0,ju
j =
∏
j≤−1
(1 − c0,ju
j),
where the last product contains only a finite number of multipliers. Then we have
g1 = g0e
−1
0 ∈ 1 + t
−1R((u))[t−1]. Let g1 = 1 +
∑
i>kg1 ,j≥lg1
di,ju
jti, where di,j ∈ NR.
We define e1 =
∏
j≥lg1
(1 + d−1,ju
jt−1). The element e1 is a well-defined element
from R((u))((t))∗, since NR is a nilpotent ideal. We have that g2 = g1e
−1
1 ∈
1 + t−2R((u))[t−1]. Repeating this procedure we will obtain that g−kg1 ∈ 1 + t
−kg1 ·
(NR)2((u))[t−1]. Since NR is a nilpotent ideal, we will obtain decomposition (3.28)
after repeating some times all this procedure. 
Now using decompositions (3.6), (3.27)-(3.28) and Lemmas 3.11-3.13 we obtain
the following definition.
Definition 3.5 (Explicit formula). Let R ∈ B. Let f, g, h ∈ L2Gm(R). Let
(3.29) f = f0 · u
ν2(f)tν1(f) ·
∏
(i,j)∈Z2\(0,0)
(1− ai,ju
jti), where f0 ∈ R
∗, ai,j ∈ R,
(3.30) g = g0 · u
ν2(g)tν1(g) ·
∏
(k,l)∈Z2\(0,0)
(1− bk,lu
ltk), where g0 ∈ R
∗, bk,l ∈ R,
(3.31) h = h0 ·u
ν2(h)tν1(h) ·
∏
(m,n)∈Z2\(0,0)
(1−cm,nu
ntm), where h0 ∈ R
∗, cm,n ∈ R,
then the two-dimensional Contou-Carre`re symbol from L2Gm(R) × L2Gm(R) ×
L2Gm(R) to R∗ is given as
(3.32) (f, g, h) = (−1)Af
ν(g,h)
0 g
ν(h,f)
0 h
ν(f,g)
0 ·
∏
(i,j)∈Z2\(0,0)
(k,l)∈Z2\(0,0)
(m,n)∈Z2\(0,0)
T (ai,j, bk,l, cm,n) ×
×
∏
(i,j)∈Z2\(0,0)
(k,l)∈Z2\(0,0)
S(ai,j , bk,l)
ν1(h) ·
∏
(i,j)∈Z2\(0,0)
(k,l)∈Z2\(0,0)
Q(ai,j , bk,l)
ν2(h) ×
×
∏
(i,j)∈Z2\(0,0)
(m,n)∈Z2\(0,0)
S(cm,n, ai,j)
ν1(g) ·
∏
(i,j)∈Z2\(0,0)
(m,n)∈Z2\(0,0)
Q(cm,n, ai,j)
ν2(g) ×
×
∏
(k,l)∈Z2\(0,0)
(m,n)∈Z2\(0,0)
S(bk,l, cm,n)
ν1(f) ·
∏
(k,l)∈Z2\(0,0)
(m,n)∈Z2\(0,0)
Q(bk,l, cm,n)
ν2(f) ,
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where A ∈ Z(R) is given by formula (3.18).
To verify that this definition is well-defined, we have to check that the infinite
products in (3.32) contain only a finite number non-equal to 1 terms. We will explain
it, first, when Q ⊂ R. It follows from the following general property of continuity of
expression (3.15). Let d, {di}i∈Z and e, {ei}i∈Z be the collections of integers. Then
there is some open subset U{ni}(R) = 1 + u{ni} ⊂ P(R) and some open subgroup
Ui,j(R) = 1+ ui,j(R) ⊂M(R) (which depend on collections d, {di} and e, {ei}) such
that for any f1 ∈ U{ni}(R), for any f2 ∈ Ui,j(R), for any g =
∑
i>d
(i,j)>(i,di)
gi,ju
jti, for
any h =
∑
i>e
(i,j)>(i,ei)
hi,ju
jti we have
(3.33) Res (log fi ·
dg
g
∧
dh
h
) = 0, i = 1, 2.
(This formula is equivalent to the fact that the resulting series does not contain
the non-zero coefficient at u−1t−1du ∧ dt, and therefore it is easy to construct the
corresponding open subset U{ni}(R) ⊂ P(R) and the open subgroup Ui,j(R) ⊂M(R)
such that formula (3.33) is satisfied. To construct f2 one can use also formula (3.12).
To construct f1 it is important that R ∈ B, see Lemma 3.8.) Now using this
and Lemmas 3.11-3.13 we obtain that only a finite number of ai,j give non-trivial
contributions to products which contain T (·, ·, ·), S(·, ·) and Q(·, ·) in formula (3.32).
Now using the obvious anti-symmetric properties of T (·, ·, ·), S(·, ·) and Q(·, ·), we
obtain the same for bk,l, and then for cm,n.
Now we verify that Definition 3.5 is well-defined in the general case. We reduce
this case to the previous one. We will find rings S1, S2 ∈ B and elements f˜ , g˜, h˜ ∈
S1((u))((t))
∗ such that there is a map of rings S1 → R, S1 ⊂ S2, Q ⊂ S2, and the
elements f˜ , g˜, h˜ go to the elements f, g, h under the natural map S1((u))((t))
∗ →
R((u))((t))∗. For elements f˜ , g˜, h˜ we have decompositions (3.6), (3.27)-(3.28). Since
these decompositions are uniquely defined, they are functorial and go to decompo-
sitions (3.29)-(3.31) for f, g, h under the natural map S1((u))((t))
∗ → R((u))((t))∗.
For f˜ , g˜, h˜ the corresponding analogous formula (3.32) contains only a finite num-
ber of multipliers by the previous case, because S1((u))((t))
∗ ⊂ S2((u))((t))
∗ and
Q ⊂ S2. Therefore formula (3.32) is well-defined for f, g, h. Now the existence of
such S1, S2 and f˜ , g˜, h˜ follows from the following lemma.
Lemma 3.15. Let R ∈ B. Let f1, . . . , fn ∈ R((u))((t))
∗. Then there are rings
S1, S2 ∈ B and elements f˜1, . . . , f˜n ∈ S1((u))((t))
∗ such that there is a map of rings
S1 → R, S1 ⊂ S2, Q ⊂ S2, and the elements f˜1, . . . , f˜n go to the elements f1, . . . , fn
under the natural map S1((u))((t))
∗ → R((u))((t))∗.
Proof. Without loss of generality we can assume that ν1(fl) ∈ Z ⊂ Z(R), 1 ≤ l ≤ n
and ν2(fl) ∈ Z ⊂ Z(R). (Otherwise we can find a ring decomposition R = R1 ⊕
. . . ⊕ Rm such that the previous condition is satisfied for every Rk and work then
separately with every Rk.) Let fl =
∑
(i,j)∈Z2
al,i,ju
jti, where 1 ≤ l ≤ n and al,i,j ∈ R.
According to formula (3.6), for any 1 ≤ l ≤ n we have that al,i,j ∈ NR when
(i, j) < (ν1(fl), ν2(fl)), and al,ν1(fl),ν2(fl) ∈ R
∗. Let (NR)m = 0. We define the ring
S1 = P
−1Z [ {Al,i,j} ]/I
m,
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where the set of variables {Al,i,j} depends on the indices 1 ≤ l ≤ n and (i, j) ∈ Z
2
such that al,i,j 6= 0, P is a set which is multiplicatively generated by elements
Al,ν1(fl),ν2(fl), where 1 ≤ l ≤ n, and I is an ideal generated by all Al,i,j such that
(i, j) < (ν1(fl), ν2(fl)). We define a map S1 → R which is given on variables as
Al,i,j 7→ al,i,j. Now for any 1 ≤ l ≤ n we define f˜l =
∑
(i,j)∈Z2
Al,i,ju
jti. It is clear that
f˜l ∈ S1((u))((t))
∗. We define the ring
S2 = P
−1Q [ {Al,i,j} ]/I
m,
where {Al,i,j}, P and I are as above. The proof is finished. 
Now we have the following proposition.
Proposition 3.16. Let R ∈ B. The two-dimensional Contou-Carre`re symbol (·, ·, ·),
constructed by the explicit formula from Definition 3.5, is an anti-symmetric, func-
torial with respect to R map. If Q ⊂ R, then values of (·, ·, ·) calculated by Defini-
tion 3.4 and Definition 3.5 coincide.
Proof. The anti-symmetric property of (·, ·, ·) easily follows from formula (3.32), be-
cause T (·, ·, ·), S(·, ·) and Q(·, ·) satisfy the anti-symmetric property. The functorial-
ity follows from the uniqueness properties of decompositions (3.6) and (3.27)-(3.28).
If Q ⊂ R, then two definitions give the same values because of Lemmas (3.11)-
(3.13), the anti-symmetric property of (·, ·, ·), the tri-multiplicativity of (·, ·, ·) given
by Definition 3.4 and the continuity of expression (3.15) (see reasonings before for-
mula (3.33)). 
Remark 3.4. Starting from expression
expRes log(f1 ·
df2
f2
∧ · · · ∧
dfn+1
fn+1
),
where f1, . . . , fn+1 ∈ R((tn)) . . . ((t1))
∗ and where log f1 is well-defined, one could
similarly define and develop the theory of the n-dimensional Contou-Carre`re symbol.
We restricted ourself to the case n = 2, since further we will prove for the two-
dimensional Contou-Carre`re symbol the reciprocity laws on algebraic surfaces.
4. Properties of the two-dimensional Contou-Carre`re symbol
4.1. Case Q ⊂ R. We assume in this subsection that R is a ring such that Q ⊂ R.
We will need the following lemma.
Lemma 4.1. Let f, g ∈ L2Gm(R). Then
(4.1) ν(f, g) = Res(
df
f
∧
dg
g
).
Proof. It follows by direct calculations using decomposition (3.6) and bimultiplica-
tivity of both parts of (4.1). We note that if (ν1, ν2)(f) = (0, 0) and f0 = 1, then
Res(dff ∧
dg
g ) = Res(d log f ∧
dg
g ) = Res d(log f
dg
g ) = 0. 
We have the following proposition.
Proposition 4.2. The two-dimensional Contou-Carre`re symbol satisfies the Stein-
berg properties, i.e. (f, 1 − f, g) = 1 for any f, 1 − f, g ∈ L2Gm(R) (and other
analogous equalities are satisfied from the anti-symmetric property of (·, ·, ·)).
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Proof. If R = R1⊕R2, where Ri is a ring, i = 1, 2, then we can prove the Steinberg
property separately for elements restricted to R1 and to R2. Therefore without loss
of generality we can assume that ν1(f) ∈ Z ⊂ Z(R) and ν2(f) ∈ Z ⊂ Z(R) (and
similar conditions for 1− f). We consider several cases.
• Let (ν1, ν2)(f) > (0, 0). Then for f
′ = 1− f we have (ν1, ν2)(f
′) = (0, 0) and
1 − f ′0 ∈ NR (see decomposition (3.6) for the definition of f
′
0). Therefore
using anti-symmetric property it is enough to prove (f ′, f, g) = 1. From
Lemma 4.1 it is easy to see that we can correctly apply formula (3.15) to
calculate (f ′, f, g). Now this case follows from
log(1− f)
df
f
∧
dg
g
= −(f +
f2
2
+ . . .)
df
f
∧
dg
g
= −(1 +
f
2
+ . . .)df ∧
dg
g
=
= −d(f +
f2
4
+ . . .) ∧
dg
g
= d(−(f +
f2
4
+ . . .)
dg
g
),
since Res d(· · · ) = 0.
• Let (ν1, ν2)(f) = (0, 0) , then (ν1, ν2)(1−f) ≥ (0, 0). If (ν1, ν2)(1−f) > (0, 0),
then interchanging f and 1− f we reduce this case to the previous one. So,
we have to consider the case when
(4.2) (ν1, ν2)(f) = (ν1, ν2)(1− f) = (0, 0).
Let f = f0h, where f0 ∈ R
∗, h = f−1f1 (see decomposition (3.6)). Then
(f0h, 1 − f0h, g) = (f0, 1− f0h, g)(h, 1 − f0h, g).
We have that (f0, 1 − f0h, g) = f
ν(1−f,g)
0 = 1, since (ν1, ν2)(1 − f) = (0, 0).
From (4.2) we have that 1− f0 ∈ R
∗. Let h = 1− e. Then
(h, 1− f0h, g) = (1− e, 1 − f0 + f0e, g) =
= expRes (−e−
e2
2
− . . .) ·
f0
1− f0
·
de
1 + f01−f0 e
∧
dg
g
=
= expRes
f0
1− f0
· (−e−
e2
2
− . . .) · (1−
f0
1− f0
e+ (
f0
1− f0
e)2 − . . .) · de ∧
dg
g
=
= expResΦ(e)de ∧
dg
g
= expRes dΨ(e) ∧
dg
g
= expRes d(Ψ(e) ∧
dg
g
) = 1,
where Φ and Ψ are some formal series from Q[[x]].
• Let (ν1, ν2)(f) < (0, 0). Then (ν1, ν2)(f
−1) > 0. From the tri-multiplicativity
we have
(f, 1− f, g) = (f, f, g)(f,−1 + f−1, g).
We claim that (f, f, g) = (−1)ν(f,g) for any f, g ∈ L2Gm(R). Indeed,
from the anti-symmetric and tri-multiplicative property of (·, ·, ·) it follows
that one has to verify this equality only when f and g are multipliers from
decomposition (3.6). This can be easily done.
We have also
(f,−1 + f−1, g) = (f,−1, g)(f, 1 − f−1, g) = (−1)ν(f,g)(f, 1− f−1, g),
(f, 1− f−1, g) = (f−1, 1− f−1, g)−1 = 1,
THE TWO-DIMENSIONAL CONTOU-CARRE`RE SYMBOL AND RECIPROCITY LAWS 23
where the last equality follows from the first case applied to f−1.
Thus in this case we obtained
(f, 1− f, g) = (−1)ν(f,g) · (−1)ν(f,g) = 1.

Remark 4.1. By means of tri-multiplicativity, anti-symmetric property and property
(f, f, g) = (−1, f, g) for f, g ∈ L2Gm(R) (which follow from Steinberg relations) one
can reduce formula (3.17) to formula (3.16).
4.2. Case R ∈ B. We assume in this subsection that R is any ring from B.
Proposition 4.3. Let k be a field.
(1) Let R = k. Then the two-dimensional Contou-Carre`re symbol coincides with
the two-dimensional tame symbol.
(2) Let R = k[ǫ]/ǫ4. Then for any f, g, h ∈ k((u))((t))
(4.3) (1 + ǫf, 1 + ǫg, 1 + ǫh) = 1 + ǫ3Res fdg ∧ dh.
Proof. Assertion 1 follows from the explicit formula for the two-dimensional tame
symbol, see [Pa1], [OsZh, § 4A].
Assertion 2 follows from the following calculaton whenQ ⊂ R (see formula (3.15))
(1 + ǫf, 1 + ǫg, 1 + ǫh) = expRes log(1 + ǫf)d log(1 + ǫg) ∧ d log(1 + ǫh) =
= expRes (ǫf −
ǫ2f2
2
+ . . .)d(ǫg −
ǫ2g2
2
+ . . .) ∧ d(ǫh−
ǫ2h2
2
+ . . .) =
= exp(ǫ3Resfdg ∧ dh) = 1 + ǫ3Res fdg ∧ dh mod ǫ4.
IfQ * R, then we use the continuity of left and right hand sides of (4.3). Therefore
it is enough to verify this equality for elements f, g, h of type 1+ǫai,ju
jti. To achieve
this goal we use Lemma 3.11. 
Proposition 4.4. The two-dimensional Contou-Carre`re symbol constructed by the
explicit formula from Definition 3.5 is a tri-multiplicative map from L2Gm(R) ×
L2Gm(R)× L2Gm(R) to R∗ and it satisfies the Steinberg relations.
Proof. First we explain the tri-multiplicativity. Let f1, f2, g, h ∈ L
2Gm(R). We want
to prove, for example, that (f1f2, g, h) = (f1, g, h)(f2, g, h). Using Lemma 3.15 we
will find the rings S1 ⊂ S2 such that Q ⊂ S2 and elements f˜1, f˜2, g˜, h˜ ∈ S1((u))((t))
∗
which are mapped to the elements f1, f2, g, h. Then, by Definition 3.4 and Propo-
sition 3.16, (f˜1f˜2, g˜, h˜) = (f˜1, g˜, h˜)(f˜2, g˜, h˜), since Q ⊂ S2. Hence we obtain the
tri-multiplicativity.
Now we explain the Steinberg property. Let f, 1 − f, h ∈ L2Gm(R). We want
to prove that (f, 1 − f, h) = 1. Without loss of generality we can assume that
ν1(f) ∈ Z ⊂ Z(R) and ν2(f) ∈ Z ⊂ Z(R) (and similar conditions for 1 − f). We
consider several cases.
If (ν1, ν2)(f) > (0, 0), then we consider by Lemma 3.15 the rings S1 ⊂ S2 and an
element f˜ ∈ S1((u))((t))
∗ which is mapped to the element f . Since (ν1, ν2)(f˜) >
(0, 0), we have that 1 − f˜ ∈ S1((u))((t))
∗ . Therefore we can apply Proposition 4.2
to the ring S2((u))((t))
∗ and elements f˜ , 1− f˜ . Hence this case follows.
If (ν1, ν2)(f) = (0, 0) , then (ν1, ν2)(1 − f) ≥ (0, 0). If (ν1, ν2)(1 − f) > (0, 0),
then interchanging f and 1− f we reduce this case to the previous one. So, we have
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to consider the case when (ν1, ν2)(f) = (ν1, ν2)(1 − f) = (0, 0). By Lemma 3.15 we
have the rings S1 ⊂ S2 such that Q ⊂ S2, and f˜ ∈ S1((u))((t))
∗. Let T be a subset
of S1 which is mutiplicatively generated by 1 − A0,0 (see the proof of Lemma 3.15
for the definition of the element A0,0, or more exactly A1,0,0.) We define the rings
S′1 = T
−1S1, S
′
2 = T
−1S2. Then S
′
1 is mapped to R, S
′
1 ⊂ S
′
2 and Q ⊂ S
′
2.
Moreover, f˜ , 1 − f˜ ∈ S′1((u))((t))
∗. Therefore we can apply Proposition 4.2 to the
ring S′2((u))((t))
∗. Hence this case follows.
If (ν1, ν2)(f) < (0, 0), then this case can be reduced to the first case by the same
method as in Proposition 4.2. 
Remark 4.2. The tri-multiplicativity of two-dimensional Contou-Carre`re symbol will
follow also from Corollary 5.14 (of Theorem 5.9) later, because we know the tri-
multiplicativity for the commutator (the map C3) in a categorical central extension.
The Steinberg relations will follow also from Corollary 7.5 (of Theorem 7.2) later,
where these relations will be obtained from the product structure in algebraic K-
theory. In this subsection we used elementary methods to prove these properties.
5. Categorical central extensions
5.1. Central extensions. In [OsZh], we defined the notion of a central extension
of a group by a Picard groupoid. We need to extend such formalism to any topos.
This is straightforward if we adapt Grothendieck’s point of view of functor of points.
Let us briefly indicate how to do this.
Let T be any topos. Let P be a sheaf (a.k.a a stack) of Picard groupoids in
T , then it makes sense to talk about a P-torsor (see [Br1]). Namely, a P-torsor
L is a sheaf (a.k.a a stack) of groupoids with an action given by some (Cartesian)
bifunctor P ×T L → L which satisfies certain axioms. In particular, for any U ∈ T
it gives rise to a bifunctor P(U)×L(U)→ L(U). Moreover, for any U ∈ T , L(U) is
either empty or a P(U)-torsor (see [OsZh, § 2C]), and for any U , there is a covering
V → U such that L(V ) is a P(V )-torsor. All P-torsors form naturally a Picard
2-stack in 2-groupoids in T , see [Br2, ch. 8]. If A is a sheaf of abelian groups in T ,
and BA is the Picard groupoid of A-torsors, then an BA-torsor has another name
as an A-gerbe. (More precisely, there is a canonical equivalence between the 2-stack
of BA-torsors and the 2-stack of abelian A-gerbes in T , see [Br2, Prop. 2.14].)
Let G be a group in T and P be a sheaf of Picard groupoids in T . Then a central
extension of G by P is a rule to assign to every U ∈ T and to every g ∈ G(U) a PU -
torsor Lg over T /U such that: 1) for any V → U the PV -torsor Lg|V corresponds to
g|V ∈ G(V ), 2) for any U ∈ T the PU -torsors Lg satisfy the properties as in [OsZh,
§ 2E] which are compatible with restrictions. If A is a sheaf of abelian groups in T ,
and BA is the Picard groupoid of A-torsors, then a central extension of G by BA
was described in [Del, § 5.5].
Now let L be a central extension of G by P, and assume that G is abelian. Recall
that in [OsZh], we constructed certain maps C2 and C3 (generalized commutators),
which have obvious generalization to the sheaf theoretical contents. It means that
we have a bimultiplicative and anti-symmetric morphism
(5.1) CL2 : G×G→ P
and a tri-multiplicative and anti-symmetric morphism
(5.2) CL3 : G×G×G→ π1(P).
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5.2. The central extension of GL∞,∞. Now we specify the central extensions
that we are considering in the paper.
(i) Let PicZ be the Picard groupoid of graded lines. It means that for any commu-
tative ring R, PicZ(R) is the category of graded line bundles over SpecR, together
with the natural Picard structure. It forms a sheaf (with respect to the flat topol-
ogy) of Picard groupoids over Aff . Proposition 3.6 of [OsZh] remains true in this
sheaf version.
(ii) Let V be a 2-Tate vector space over a field k. In [OsZh] we studied the central
extension of GL(V) by PicZ. In the current setting, we need a sheaf version of this
construction.
The first goal to endow the group GL(V) a structure as a sheaf of groups over
Aff . This would be clear if we can make sense of family of 2-Tate vector spaces
(or 2-Tate R-modules). I.e., for any k-algebra R, some certain “complete” tensor
product V⊗ˆkR should be a 2-Tate R-module and GL(V)(R) should be the group of
automorphisms of this 2-Tate R-module. However, to keep the size of the paper,
we will not try to develop a full theory of 2-Tate R-modules here. Instead, let us
specialize to the case V = k((u))((t)). Then V⊗ˆkR should be just R((u))((t)), and
we follow the idea of [FZ] to define a group that acts on R((u))((t)). More precisely,
let
GL∞,∞(R) = gl∞(gl∞(R))
∗.
Here for any ring A (not necessarily commutative nor unital), gl∞(A) is the algebra
of continuous endomorphisms of A((t)) as a right A-module, where we consider A
as a discrete topological space.
The group GL∞,∞ is a sheaf of groups over Aff , which acts on R((u))((t)). Ex-
plicitly, the action can be described as follows.
If we give A((t)) the topological basis {ti}, then elements in gl∞(A) could be
regarded as ∞×∞-matrices X = (Xij)i,j∈Z which act on A((t)) by the formula
X(tj) =
∑
i∈Z
Xijt
i.
It is easy to see that
gl∞(A) =
{
(Xij)i,j∈Z, Xij ∈ A | ∀m ∈ Z, ∃ n ∈ Z,
such that whenever i < m, j > n, Xij = 0
}
.
Therefore,
gl∞,∞(R) =
{
(Xij)i,j∈Z, Xij ∈ gl∞(R) | ∀m ∈ Z,∃ n ∈ Z,
such that whenever i < m, j > n, Xij = 0
}
.
From this presentation, it is clear that gl∞,∞(R) acts on R((u))((t)) by the fol-
lowing formula. If we represent an element in gl∞,∞(R) by X = (Xij)i,j∈Z and
Xij = (Xij,mn)m,n∈Z. Then
X(untj) =
∑
m,n∈Z
Xij,mnu
mti.
Observe that GL∞,∞(R) acts on R((u))((t)) by the same formula as above.
Remark 5.1. It is possible to give a more invariant definition of the R-ring gl∞,∞(R)
and the group GL∞,∞(R) = gl∞,∞(R)
∗.
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We define for any integer n an R-submodule of R((u))((t))
On = t
nR((u))[[t]].
If m < n, then the R-module Om/On is a free R((t))-module, and therefore it is a
topological R-module with the topology induced by open subspaces
El = u
ltmR[[u, t]]/ultnR[[u, t]] ⊂ Om/On.
We say that an R-linear map F : R((u))((t))→ R((u))((t)) belongs to gl∞,∞(R),
if the following conditions hold
(1) for any integer n there exists an integer m such that FOn ⊂ Om,
(2) for any integer m there exists an integer n such that FOn ⊂ Om,
(3) for any integer n1 < n2 and m1 < m2 such that FOn1 ⊂ Om1 and FOn2 ⊂
Om2 we have that the induced R-linear map
F¯ : On1/On2 −→ Om1/Om2
belongs to Homcont(On1/On2 ,Om1/Om2).
If R = k is a field, then gl∞,∞(R) and GL∞,∞(R) were studied also in [O2]
and [O3].
Lemma 5.1. Let R((u))((t))∗ act on R((u))((t)) by the multiplication. Then this
action induces an embedding L2Gm ⊂ GL∞,∞.
We recall that there is a natural linear topology on the R-module R((u))((t)), see
formula (3.7).
Lemma 5.2. The natural action of GL∞,∞(R) on R((u))((t)) is continuous.
Proof is the same as [O2, Lemma 2].
However, Remark 5.1 indicates that R((u))((t)) has some more delicate structures
than just a topological R-module, and GL∞,∞(R) preserves this more delicate struc-
ture. To make it precise, we first recall that there is a notion of Tate R-modules as
in [Dr, §3].
Definition 5.1. (Drinfeld) Let R be a commutative ring. An elementary Tate R-
module is a topological R-module which is isomorphic to P ⊕ Q∗, where P,Q are
discrete projective R-modules, and Q∗ = Hom(Q,R) with the natural topology4. A
Tate R-module is a topological R-module which is a topological direct summand of
an elementary Tate R-module.
Definition 5.2. A lattice L ⊂ R((u))((t)) is an R-submodule such that there ex-
ists some N ≫ 0 with the properties: tNR((u))[[t]] ⊂ L ⊂ t−NR((u))[[t]] and
t−NR((u))[[t]]/L (with the induced topology) is a Tate R-module.
Note that since a Tate R-module is always Hausdorff, a lattice L is a closed R-
submodule in R((u))((t)). Examples of lattices in R((u))((t)) include tNR((u))[[t]].
If L is a lattice, then for any N such that L ⊂ t−NR((u))[[t]], t−NR((u))[[t]]/L is a
Tate R-module (as it follows from the following lemma).
Lemma 5.3. Any open continuous surjection5 f : M1 → M2 between Tate R-
modules is splittable when M1 has a countable basis of open neighborhoods of 0.
4The basis of open neighborhoods of 0 ∈ Q∗ consists of annihilators of finite subsets in Q.
5We note that M1 → M2 is an open continuous surjection if and only if the quotient module M2
is endowed with the quotient topology.
THE TWO-DIMENSIONAL CONTOU-CARRE`RE SYMBOL AND RECIPROCITY LAWS 27
Proof. By definition, we can assume that M2 is a topological direct summand of a
topological R-moduleN = N1⊕N2, whereN1 = ⊕i∈IRei is a discrete free R-module,
and N2 =
∏
j∈J Rej is endowed with product topology of discrete R-modules. Let
p : N → M2 be the projection. It is enough to construct a continuous R-module
map g : N →M1 such that p = fg. Moreover, it is enough to consider two cases: to
construct the map g restricted to N1 and restricted to N2. The first case is obvious
since N1 is a discrete free R-module. For the second case we note that f is an open
map. Now let U1 ⊃ U2 ⊃ . . . be a countable basis of open neighborhoods of 0 from
M1. For any l ∈N there is the minimal finite (or empty) subset Kl of the set J such
that p(ej) ⊂ f(Ul) for any j ∈ J \Kl. For any j ∈ Kl+1 \Kl we define an element
g(ej) ⊂ Ul with the property fg(ej) = p(ej). For any j ∈ J\
⋃
lKl we have that p(ej)
belongs to
⋂
l f(Ul) which is a zero submodule, since f(Ul), where l runs over N, is
a basis of open neighborhoods of 0 in M2. Therefore we put g(ej) = 0. We note that
R-modules which we consider are complete with the topology. Hence we obtained a
well-defined continuous R-module map g : N2 →M1 such that fg = p. 
We note that from Lemma 5.3 we have that if L is a lattice in R((u))((t)), then
L/tmR((u))[[t]] is a Tate R-module for any integer m such that tmR((u))[[t]] ⊂ L.
Proposition 5.4. Let L be a lattice in R((u))((t)) and g ∈ GL∞,∞(R). Then gL is
also a lattice in R((u))((t)).
Proof. As before, for simplicity, we denote by On = t
nR((u))[[t]]. Let us also denote
R((u))((t)) by K. By Remark 5.1, there is some integer N > 0 such that
ON ⊂ gL ⊂ O−N .
We have the following exact sequence of R-modules:
(5.3) 0 −→
gL
ON
−→
O−N
ON
−→
O−N
gL
−→ 0
Clearly,
O−N
ON
with the induced topology is an elementary Tate R-module and there-
fore it is enough to show that there is a splitting of (5.3) as topological R-modules.
We consider the following Cartesian square
O−N
ON
−−−−→ O−NgLy y
K
ON
−−−−→ KgL
Therefore, it is enough to show the bottom row is splittable as topological R-
modules. But this will follow if we can show that K → KgL admits a splitting
K
gL → K
(then KgL → K →
K
ON
splits of the bottom row). Finally, to see that K → KgL admits
a splitting, we note that, by Lemma 5.2, g is a continuous automorphism of K and
therefore it is enough to show that K → KL admits a splitting.
Now we reverse the above reasoning. We choose an integer M > 0 such that
OM ⊂ L ⊂ O−M . Then there is an obvious splitting of K → KOM . Therefore it is
enough to find a splitting of KOM →
K
L . As L is a lattice, we can find a splitting
of
O−M
OM
→ O−ML by Lemma 5.3, which can be obviously extended to a splitting of
K
OM
→ KL . 
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Now if L,L′ are two lattices in R((u))((t)), we can define as usual the PicZR-torsor
Det(L|L′) over SpecR (locally in the Nisnevich topology), and therefore we obtain a
central extension of GL∞,∞ by Pic
Z similarly to the central extension from [OsZh,
§ 4C]. To do this, let m be minimal such that
tmR((u))[[t]] ⊂ L and tmR((u))[[t]] ⊂ L′.
Then L/tmR((u))[[t]] and L′/tmR((u))[[t]] are Tate R-modules. For a Tate R-module
M , let Det(M) be the PicZR-torsor of all graded-determinantal theories
6 on M . (By
the theorem of Drinfeld, see [Dr, Th. 3.4] and [BBE, §2.12], there is a Nisnevich
covering SpecR′ → SpecR such that the category Det(M)(R′) is not empty.) Then
we define7
Det(L|L′) = Det(L′/tmR((u))[[t]])−Det(L/tmR((u))[[t]]).
Therefore, we obtain a (categorical) central extension of GL∞,∞ by PicZ:
g 7→ Det(L|gL).
(We need to fix a lattice L to construct such an extension. For example L = On for
some integer n.) By restriction, we have a central extension of L2Gm by PicZ.
5.3. The generalized commutator and the change of local parameters.
We constructed a central extension of L2Gm by PicZ (after fixing some lattice L).
For such a central extension there are generalized commutators C2 and C3, see
formulas (5.1) and (5.2). Therefore, we have a map
(5.4) C3 : L
2Gm × L2Gm × L2Gm −→ Gm.
Note that the map C3 in formula (5.4) does not depend on the choice of a lattice
L, which we used to construct a central extension. Indeed, if L′ is another lattice
in R((u))((t)), then any object of Det(L|L′)(R′) (which exists after some Nisnevich
covering SpecR′ → SpecR) gives an isomorphism (over SpecR′) of categorical cen-
tral extensions constructed by L and by L′. Therefore the corresponding maps C3
coincide, see [OsZh, Cor. 2.19].
We recall the definition of the group functor Aut8. This is the group functor
which associates with every ring R the group of continuous automorphisms of the
R-algebra R((t)). Then
Aut(R) = {t′ =
∑
ait
i ∈ R((t))∗ | a1 ∈ R
∗, ai ∈ NR if i < 0},
and the action of Aut(R) on R((t)) is given by t′ ∈ Aut(R) 7→ φt′ : R((t))→ R((t)),
where
φt′(
∑
ait
i) =
∑
ait
′i.
This is called the change of a local parameter in R((t)).
Now we return to the two-dimensional story. There is a question: what is a well-
defined change of local parameters in R((u))((t))? In this case of a two-dimensional
6Like in our previous paper [OsZh], we use the notion of “a graded-determinantal theory” and
notation Det(M) for the PicZR-torsor of all graded-determinant theories on M . In [Dr, § 5.2] this
notion was under the name “a determinant theory” and the notation for the PicZR-torsor of all
determinant theories on M was DetM .
7As in [OsZh] we use the additive notation for the multiplication of two PicZR-torsors.
8The central extension of this group is usually called the algebraic Virasoro group.
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local field k((u))((t)), where k is a field, we can define the change of local parameters
as a map: t 7→ t′, u 7→ u′,
φt′,u′ :
∑
ai,ju
jti 7→
∑
ai,ju
′jt′
i
,
where u′, t′ ∈ L2Gm(R), ν1(t′) = 1, (ν1, ν2)(u′) = (0, 1), t′ ∈ tR[[t]], u′ ∈ m(R). By
induction, similarly to the case of two-dimensional local fields (see also the proof of
Lemma 5.5 below), one can prove that φt′,u′ is a well-defined automorphism of the R-
algebra R((u))((t)). Moreover, it easy to see, that the set of these automorphisms is
a subgroup in the group of continuous automorphisms of the R-algebra R((u))((t)),
i.e, the composition of two change of local parameters of above kind and the inverse
will be again the change of local parameters of above kind. But this is only the
analogy with two-dimensional local fields, and we did not use that a ring R may
contain nilpotent elements. Therefore we have the following lemma.
Lemma 5.5. Let u′, t′ ∈ L2Gm(R), ν1(t′) = 1, (ν1, ν2)(u′) = (0, 1), u′ ∈ R((u))[[t]].
Then a map
φt′,u′ :
∑
ai,ju
jti 7→
∑
ai,ju
′jt′
i
is a well-defined continuous automorphism of the R-algebra R((u))((t)).
Proof. We can change, first, the local parameter u 7→ u′. To see that for any
f ∈ R((u))((t)) the series φt,u′(f) is well-defined, i.e, it converges in the topology of
R((u))((t)), we use a Taylor formula:
(5.5) g(u˜+ δ, t) =
∑
k≥0
(Dk(g))(u˜, t))δ
k ,
where D0 ≡ id, and for k ≥ 1 we have on monomials
Dk(u
jti) =
1
k!
dk(uj)
duk
ti =
(
j
k
)
uj−kti,
(
j
k
)
=
j · (j − 1) · . . . · (j − k + 1)
1 · 2 · . . . · k
.
The map Dk is extended to series g from R((u))((t)) as an R-linear continuous map.
We suppose that the series Dk(g))(u˜, t), k ≥ 0 are already well-defined. We apply
formula (5.5) successively in the following cases: 1) if g = Dk(f), u˜ = cu, c ∈ R
∗,
δ ∈ u ·m(R) = u2R[[u]] + tR((u))[[t]], then the right hand side of (5.5) is a converge
series in topology of R((u))((t)), and 2) if g = f , u˜ = cu+ a, c ∈ R∗, a ∈ u ·m(R),
δ = (u′ − u˜) ∈ NR((u))((t)), then the right hand side of (5.5) is a finite sum. It
gives us that the series φt,u′(f) is well-defined.
To prove that φt,u′ is an automorphism of the algebra R((u))((t)), we find a se-
ries v ∈ R((u))[[t]]∗ such that the substitution of v in u′ instead of u is equal u,
i.e. u′(v, t) = u. Using the corresponding one-dimensional result for R((u)), we
can find v1 ∈ R((u))
∗ such that u′(v1, t) ≡ u mod tR((u))[[t]]. Now it is easy
to find an element v2 = u + b1(u)t, b1(u) ∈ R((u)) such that u
′(v1(v2, t), t) ≡ u
mod t2R((u))[[t]]. After some steps we find vk = u + bk−1(u)t
k, bk−1(u) ∈ R((u))
such that u′(v1(v2(. . . vk)), t) ≡ u mod t
kR((u))[[t]]. Then the sequence wk =
v1(v2(. . . vk)) tends to v when k → +∞.
Now φt′,u′ = φt,u′ φt′(v,t),u, where u
′(v, t) = v(u′, t) = u. But φt′(v,t),u is a well-
defined automorphism of the algebra R((u))((t)) by the one-dimensional result ap-
plied to the ring B((t)), where B = R((u)). From Remark 5.1 it is easy to see that
φt′(v,t),u and φt,u′ are from GL∞,∞(R). Therefore, by Lemma 5.2 they are continuous
automorphisms of R((u))((t)). 
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Remark 5.2. The composition of two automorphisms of R((u))((t)) as in Lemma 5.5
is not always the automorphism of the same type (as in Lemma 5.5), since we
demanded u′ ∈ R((u))[[t]]. It would be natural to withdraw this condition. Then as
in the proof of Lemma 5.5, we can obtain that the operator φt′,u′ is a well-defined
continuous homomorphism from the R-algebra R((u))((t)) to itself. But there is
the problem to prove that φt,u′ is an automorphism, because there can be infinite
many nilpotent elements in the series for u′ (compare with the last paragraph of
Section 3.3). If R ∈ B (see Definition 3.3), then by the similar method as in the
end of [Mor, § 1] it is possible to prove that there is v ∈ L2Gm(R) such that
u′(v, t) = u. Therefore, in this case, φt′,u′ is an automorphism of R((u))((t)) for any
u′, t′ ∈ L2Gm(R) with ν1(t′) = 1, (ν1, ν2)(u′) = (0, 1).
Proposition 5.6. The map C3 is invariant under the change of the local parameters
t and u. Namely, in conditions of Lemma 5.5, for any f, g, h ∈ L2Gm(R) we have
that
C3(f, g, h) = C3(φt′,u′(f), φt′,u′(g), φt′,u′(h)).
Proof. From Remark 5.1 it is easy to see that φt′,u′ ∈ GL∞,∞(R). Therefore, by
Proposition 5.4, if L is a lattice in R((u))((t)), then an R-submodule φt′,u′(L) is
again a lattice in R((u))((t)). Now we apply the fact that the maps C3 coincide
even if they are constructed by various lattices in R((u))((t)). 
We will need some lemmas that the property to be invariance under the change of
local parameters can uniquely define some tri-linear and anti-symmetric map over a
field. Let k be a field of characteristic zero in the following two lemmas. We recall
the following well-known lemma.
Lemma 5.7. Let K = k((t)). Let 〈·, ·〉 be a pairing K × K → k such that it
is continuous9, bilinear, anti-symmetric and invariant under the change of local
parameter in K: t 7→ t′. Then 〈f, g〉 = c · res(fdg), where c ∈ k is fixed, and f, g are
any elements from K.
Proof. It is enough to prove that 〈t−n, tn〉 = cn, 〈tn, tm〉 = 0 if n + m 6= 0. If
n +m 6= 0, then we take t′ = 2t. Now from 〈tn, tm〉 = 〈t′n, t′m〉 = 2n+m〈tn, tm〉 it
follows that 〈tn, tm〉 = 0. Hence, 〈t−n, t〉 = 0 when n ≥ 2. Let t′ = t+ tn be a new
local parameter. Then t′−n = t−n − nt−1 + . . .. Now we have
0 = 〈t−n, t〉 = 〈t′
−n
, t′〉 = 〈t−n − nt−1 + . . . , t+ tn〉 = 〈t−n, tn〉 − n〈t−1, t〉.
(We can consider only the finite sum of 〈·, ·〉 in the above expression due to the
continuous property of 〈·, ·〉.) Thus, 〈t−n, tn〉 = n〈t−1, t〉 = nc. 
Now we consider the case of a two-dimensional local field.
Lemma 5.8. Let K = k((u))((t)). Let 〈·, ·, ·〉 be a map K ×K ×K → k such that
it is continuous, tri-linear, anti-symmetric and invariant under the change of local
parameters in K: t 7→ t′, u 7→ u′. Then 〈f, g, h〉 = c · Res(fdg ∧ dh), where c ∈ k is
fixed, and f, g, h are any elements from k.
9Here and in Lemma 5.8 a continuous map means a map which is continuous in each argument,
i.e. when we fix other arguments of the map.
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Proof. We will consider several cases and reduce them to the case
(5.6) 〈u, t, u−1t−1〉 = c.
We note that
(5.7) 〈ujti, ultk, untm〉 = 0 if j + l + n 6= 0 or i+ k +m 6= 0.
(The proof is by twisting t′ = 2t, u′ = 3u as in the 1-dimensional case.)
We have to prove that X = 〈ujti, ultk, u−j−lt−i−k〉 = c · (jk − il).
We will calculate the following easy case
(5.8) 〈um, un, ul〉 = 0.
We consider a new local parameter t′ = t+ t2. Then t′−1 = t−1 − 1 + t2 + . . .. We
have
0 = 〈t−1um, un, ul〉 = 〈t′
−1
um, un, ul〉 = 〈t−1um − um + tum + . . . , un, ul〉 =
= 〈t−1um, un, ul〉 − 〈um, un, ul〉+ 〈tum, un, ul〉+ . . . .
Hence, using the continuous property of 〈·, ·, ·〉, we have 〈um, un, ul〉 = 0, since
by (5.7), 〈tqum, un, ul〉 = 0 for any q 6= 0.
Now we will explain, why
(5.9) 〈ujti, t, u−jt−i−1〉 = j · c
when (i, j) > (0, 1) (with respect to the lexicographical order in Z2, see (3.26)).
Then u′ = u+ ujti is a well-defined change of the local parameter u. We have
0 = 〈u, t, u−jt−i−1〉 = 〈u′, t, u′
−j
t−i−1〉.
We compute u′−j = (u + ujti)−j = u−j − ju−1ti + duj−2t2i + . . ., where d ∈ Z.
Therefore, we have
0 = 〈u+ ujti, t, u−jt−i−1 − ju−1t−1 + duj−2ti−1 + . . .〉 =
= −j〈u, t, u−1t−1〉+ 〈ujti, t, u−jt−i−1〉 = −j · c+ 〈ujti, t, u−jt−i−1〉.
Thus, we explained this case.
Analogously, we can obtain that
(5.10) 〈u, ultk, u−l−1t−k〉 = k · c
when k ≥ 0. The case k = 0 we have proved above. If k = 1, then we consider
t′ = u−lt. We obtain
〈u, ult, u−l−1t−1〉 = 〈u, ult′, u−l−1t′
−1
〉 = 〈u, t, u−1t−1〉 = c.
Now if k > 1, then we consider a well-defined change of the local parameter t 7→
t′ = t+ ultk. We have t′−k = t−k − kult−1+ eu2ltk−2 + . . . , where e ∈ Z. We insert
this expression into the following equality: 0 = 〈u, t, u−l−1t−k〉 = 〈u, t′, u−l−1t′−k〉.
Thus, using (5.7), we obtained this case.
Now we consider the case when (k, l) ≥ (0, 1) and (i, j) ≥ (0, 1). Without loss of
generality (using the anti-symmetric property of 〈·, ·, ·〉) we can assume that (k, l) ≥
(i, j). If (i, j) = (0, 1), then this is the previous case, see formula (5.10). Therefore
we assume that (i, j) > (0, 1). If k = 0, this was also calculated above. If k = 1,
then let t′ = u−lt be a new local parameter. We have
〈ujti, ult, u−j−lt−i−1〉 = 〈ujt′
i
, ult′, u−j−lt′
−i−1
〉 = 〈uj−liti, t, uli−jt−i−1〉.
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Since (i, j − li) > (0, 1), we have that the last expression was also calculated above.
Therefore we can assume that k > 1. There is a well-defined change of the local
parameter t 7→ t′, where t′ = t+ ultk. We have
0 = 〈ujti, t, u−j−lt−i−k〉 = 〈ujt′
i
, t′, u−j−lt′
−i−k
〉 =
= 〈uj(t+ ultk)i, t+ ultk, u−j−l(t+ ultk)−i−k〉.(5.11)
We calculate now (t+ ultk)i = ti + iulti+k−1 + au2lti+2k−2 + . . ., where a ∈ Z, and
calculate (t + ultk)−i−k = t−i−k + (−i − k)ult−i−1 + bu2ltk−i−2 + . . ., where b ∈ Z.
We substitute these expressions into formula (5.11). We obtain
0 = 〈ujti + iul+jti+k−1 + . . . , t+ ultk, u−j−lt−i−k + (−i− k)u−jt−i−1 + . . .〉 =
= 〈ujti, ultk, u−j−lt−i−k〉+ (−i− k)〈ujti, t, u−jt−i−1〉+ i〈ul+jti+k−1, t, u−j−lt−i−k〉.
Hence and using formula (5.9) we obtain
0 = X + (−i− k) · j · c+ i · (l + j) · c.
Therefore we calculated X = (jk−il) ·c. We finished the proof of case (k, l) ≥ (0, 1),
(i, j) ≥ (0, 1).
We calculate now
Z = 〈uj , ultk, u−j−lt−k〉,
where k < 0. Then u′ = u+u−j−lt−k is a well-defined change of the local parameter
u, since −k > 0. We have 0 = 〈uj , ultk, u〉 = 〈u′j, u′ltk, u′〉. We compute u′j =
uj + ju−l−1t−k + . . . and u′l = ul + lu−j−1t−k + . . .. Hence,
0 = 〈uj + ju−l−1t−k + . . . , ultk + lu−j−1 + . . . , u+ u−j−lt−k〉 =
= Z + l〈uj , u−j−1, u〉+ j〈u−l−1t−k, ultk, u〉 = Z + j · (−k) · c,
where we used formulas (5.8), (5.10) and the anti-symmetric property of 〈·, ·, ·〉.
Hence Z = jkc.
We calculate now Y = 〈ujti, ultk, u−j−lt−i−k〉 when (i, j) < (0, 0) and (k, l) <
(0, 0). Then (−i−k,−j− l) > (0, 0). If i = 0 or k = 0, then this is the previous case,
where we calculated Z. (If i = k = 0, then it follows from formula (5.8).) Therefore,
we assume that −k ≥ 1 and −i ≥ 1. We consider a well-defined change of local
parameters: t′ = t+ t−i−k. We have 0 = 〈ujti, ultk, u−j−lt〉 = 〈ujt′i, ult′k, u−j−lt′〉.
We compute t′i = ti + it−k−1 + . . . and t′k = tk + kt−i−1 + . . .. Therefore, we have
0 = 〈ujti + iujt−k−1 + . . . , ultk + kult−i−1 + . . . , u−j−lt+ u−j−lt−i−k〉 =
= Y + k〈ujti, ult−i−1, u−j−lt〉+ i〈ujt−k−1, ultk, u−j−lt〉.
Since−k−1 ≥ 0 and−i−1 ≥ 0, we can use the previous cases and the anti-symmetric
property of 〈·, ·, ·〉. We obtain Y = −k(j(i−1)−il)c−i(jk− l(−k−1))c = (kj− li)c.
Now, using the anti-symmetric property of 〈·, ·, ·〉, it is easy to see that we have
considered all possible cases. 
5.4. The generalized commutator and the symbol. We recall that in Sec-
tions 3.3 and 3.4 we have explicitly defined the two-dimensional Contou-Carre`re
symbol L2Gm(R) × L2Gm(R) × L2Gm(R) −→ Gm(R) for a ring R when Q ⊂ R
or R ∈ B. Lemma 3.10, the following important theorem and the corollary from
this theorem show that we can define the two-dimensional Contou-Carre`re symbol
for any ring R by means of the map C3. Besides, this theorem greatly generalizes
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Theorem 4.11 from [OsZh]. We recall that the map C3 is tri-multiplicative and
anti-symmetric.
Theorem 5.9. Let R be any Q-algebra. Then the map
C3 : L
2Gm(R)× L2Gm(R)× L2Gm(R) −→ Gm(R)
satisfies properties (3.15)-(3.18).
Proof. During the proof we assume that all the schemes (and ind-schemes) are de-
fined over the field Q. For simplicity of notations, we will omit indication on the
field Q.
We will use the following fact. Let V be an (elementary, for simplicity) Tate
R-module, and let GL(V ) be the group of automorphisms of V as a Tate R-module
(i.e. GL(V )(R′) is the group of continuous automorphisms of the Tate R′-module
V ⊗ˆRR
′), which is a sheaf of groups over Aff/R. Then we have a canonical ho-
momorphism (explicitly defined for an elementary Tate R′-module V ⊗ˆRR
′ by the
choice of a coprojective lattice10, after a Nisnevich covering SpecR′ → SpecR), see
also [Dr, § 5.6]:
DetV : GL(V )→ Pic
Z
R.
Let Z2 ⊂ GL(V ) be the subsheaf of commuting elements, then we obtain the usual
commutator map for DetV (see Section 2D of [OsZh]):
Comm : Z2 → Gm.
Now let f, g, h ∈ GL∞,∞(R) be commuting with each other elements. Assume that
L is a lattice in R((u))((t)) fixed by f and g, and assume that hL ⊂ L. Then f, g
induces πh(f), πh(g) ∈ GL(V ) where V = L/hL and
(5.12) C3(f, g, h) = Comm(πh(f), πh(g))
−1.
Formula (5.12) can be proved in exactly the same way as in [OsZh] (see the proof of
Theorem 4.11 in loc. cit., in particular Lemma 4.12 and the commutative diagram (4-
8)).
We recall (see formula (3.5)) that for the group ind-scheme L2Gm we have de-
composition
L2Gm = P× Z2 ×Gm ×M.
We will use also the following fact. Let S and T be any connected group (ind)-
subschemes in the ind-scheme L2Gm. We show that
(5.13) C3(f, g, h) = 1,
where f ∈ S(R), g ∈ T(R), h ∈ Gm(R). Indeed, by varying f ∈ S(R) and g ∈ T(R)
for any ring R, we may regard C3 as a morphism of (ind)-schemes
S× T→ Homgr(Gm,Gm) ≃ Z.
The (ind)-scheme S×T is connected. Therefore the claim is clear, since C3(0, g, h) =
1 for any g and h from L2Gm(R). We note that by the same reason formula (5.13)
remains true if we put in this formula g = u or g = t and f, h as above.
10We recall that by definition from [Dr], a lattice L in a Tate R-module V is an open R-
submodule of V such that L/U is finitely generated for any open R-module U ⊂ L. A lattice L is
called coprojective if V/L is a projective R-module.
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The schemes P, Gm and M are connected. Indeed, it is clear that Gm and M are
connected schemes. Besides, the topological space (over SpecQ) of the scheme P
is equal to one point, because if f ∈ LmNn(R) (see formula (3.3)) then a
ki,n
i = 0,
where i ≥ m and ki,n depends on i and n.)
We will use also that if f , g and h are elements from L2Gm(R) such that they
preserve a lattice in R((u))((t)), then C3(f, g, h) = 1. Indeed, we have directly from
the construction that the categorical central extension restricted to the subgroup
generated by elements f , g and h is trivial.
The proof of the theorem is based on several case by case inspections. We will
use the tri-multiplicative and anti-symmetric property of the map C3.
We will check property (3.17) for the map C3. Since u and t belong toQ((u))((t))
∗,
then this property directly follows from [OsZh, Th. 4.11].
We will check now property (3.16) for the map C3. We will consider several cases.
Let a ∈ Gm(R), g and h be any elements from (P×M×Gm)(R) for any ring R.
Then
C3(a, g, h) = C3(g, h, a) = 1
by formula (5.13). It satisfies formula (3.16).
Let a ∈ Gm(R), g be any element from (P×M×Gm)(R) for any ring R. Then
C3(a, g, t) = C3(g, t, a) = 1
by an analog of formula (5.13). It satisfies formula (3.16).
The case C3(a, g, u) = 1 when a ∈ Gm(R) and g is any element from (P ×M ×
Gm)(R) for any ring R is analogous to the previous case. It satisfies formula (3.16).
The case C3(a, t, t) = C3(a, u, u) = 1 when a ∈ Gm(R) follow from the fact
Hom(Gm,Gm) ≃ Z. Therefore we check these equalities on a ∈ Q∗ ⊂ Gm(R) and
this checking follows from [OsZh, Th. 4.11]. It satisfies formula (3.16).
The last case C3(a, u, t) = a when a ∈ Gm(R) follows from formula (5.12) for
V = R((u)) and h = t. It satisfies also formula (3.16). We have finally checked
property (3.16) for the map C3.
We will check now property (3.15) for the map C3. We will consider again several
cases.
Let f ∈ (P ×M)(R), g ∈ Gm(R) and h be any from L2Gm(R), where R is any
ring. Using the anti-symmetric property of the map C3 we reduce this case to the
cases above when we checked the property (3.16).
Now let f , g and h be any elements from (P×M)(R). Using the tri-multiplicativity
of the map C3, we will assume that any of these elements belongs either to P(R) or
to M(R). We recall that over Q, there are isomorphisms of group ind-schemes (see
formulas (3.13) and (3.10)):
exp : m ≃M, exp : p ≃ P.
Our goal is to prove that
(5.14) C3(f, g, h) = (f, g, h),
where (·, ·, ·) is an expression given by formula (3.15). By Proposition 3.7, it is
enough to check formula (5.14) on the following elements:
(5.15) f = exp(aujti), g = exp(bultk), h = exp(cuntm),
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where a, b and c are from R.
We note that if (i, j) > (0, 0), then f ∈ M(R). If (i, j) < (0, 0), then f ∈ P(R)
and a ∈ NR. For the sequel it will be convenient for us to include also variant when
(i, j) = (0, 0) and a ∈ NR (although in this case f is not from (P ×M)(R)). The
same is true for g with (k, l) and h with (m,n) (including the cases when (k, l) = 0
and (m,n) = 0).
Let us consider, for example, the variant when indices (i, j) ≤ 0, (k, l) > 0 and
(m,n) > 0. We consider a map Ĝa → P× (1+N ) which is given as a 7→ exp(aujti),
where Ĝa = SpfQ[[T ]] = N is the additive formal group, the group ind-schemes
1 + N
exp
←− Ĝa are isomorphic (the group ind-scheme 1 + N corresponds to the
index (i, j) = (0, 0)). We consider also two maps Ga → M which are given as
b 7→ exp(bultk) and c 7→ exp(cuntm). By composing these maps with C3 and (·, ·, ·),
we obtain two tri-multiplicative morphisms
Ĝa ×Ga ×Ga −→ Gm.
Analogously, when we consider other variants for indices (i, j), (k, l) and (m,n) from
formula (5.15) we will also obtain two tri-multiplicative morphisms of the following
type:
(5.16) H1 ×H2 ×H3 −→ Gm,
where the group ind-scheme Hi (1 ≤ i ≤ 3) is equal either to Ga or to Ĝa.
Lemma 5.10. Let φ be a tri-multiplicative morphism from H1 × H2 × H3 to Gm,
where the group ind-scheme Hi (1 ≤ i ≤ 3) is equal either to Ga or to Ĝa (over Q).
If Hi = Ga for all i, then φ = 1. In other cases the set of all such tri-multiplicative
morphisms is isomorphic to the set Ga(Q) such that if d ∈ Q then the morphism φd
is given by a formula:
(5.17) φd(a, b, c) = exp(dabc),
where a ∈ H1(R), b ∈ H2(R) and c ∈ H3(R) (for any ring R).
Proof. We consider, first, the case when all Hi = Ĝa. Let Tri be the set of all
tri-multiplicative morphisms: Ĝa × Ĝa × Ĝa −→ Gm. We note that Ĝa × Ĝa × Ĝ =
SpfQ[[x1, x2, x3]] and Gm = SpecQ[T, T−1]. Then any morphism φ from the ind-
scheme SpfQ[[x1, x2, x3]] to the scheme Gm is given by an invertible series
p = φ∗(T ) ∈ Q[[x1, x2, x3]].
We note that the group law Ĝa × Ĝa → Ĝa is given by the map of rings Q[[y]] →
Q[[x, x′]], where y 7→ x+ x′. The group law Gm × Gm → Gm is given by the maps
of rings Q[S, S−1]→ Q[T, T−1, T ′, T ′−1], where S 7→ TT ′. Therefore, using the tri-
multiplicativity condition, we obtain that the set Tri is described in the following
way:
Tri =
p(x1, x2, x3) ∈ Q[[x1, x2, x3]]
∣∣∣∣∣∣∣
p ∈ Q[[x1, x2, x3]]∗
p(x1 + x
′
1
, x2, x3) = p(x1, x2, x3)p(x
′
1
, x2, x3)
p(x1, x2 + x
′
2
, x3) = p(x1, x2, x3)p(x1, x
′
2
, x3)
p(x1, x2, x3 + x
′
3
) = p(x1, x2, x3)p(x1, x2, x
′
3
).

We note that from this description we obtain that the series p(x1, x2, x3) has con-
stant coefficient equal to 1. By applying the log-map to the conditions describing
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p(x1, x2, x3), one can see
11 by induction on number of variables that
p(x1, x2, x3) = exp(dx1x2x3)
for some d ∈ Q. The last formula implies formula (5.17).
The other variants for the group ind-schemes Hi can be done analogously using
that Ga × Ĝa × Ĝa = SpfQ[x1][[x2, x3]] and Ga × Ga × Ĝa = SpfQ[x1, x2][[x3]].
For the case when all Hi = Ga we note that Ga × Ga × Ga = SpecQ[x1, x2, x3].
Therefore the expression exp(dx1x2x3) belongs to the ring Q[x1, x2, x3] if and only
if d = 0. 
From this lemma we have the following formula for any tri-multiplicative mor-
phism φ : U×U× U→ Gm, where U = P×M× (1 +N ):
(5.18) φ(exp(aujti), exp(bultk), exp(cuntm)) = exp(d(i,j),(k,l),(m,n)abc),
where the group ind-schemes (1 + N )
exp
←− Ĝa are isomorphic, indices (i, j), (k, l),
(m,n) are from Z × Z, a, b and c are any elements from any ring R (and a or b
or c is a nilpotent element if the corresponding index (i, j) or (k, l) or (m,n) is less
or equal to (0, 0)). Besides, the elements d(i,j),(k,l),(m,n) ∈ Q depend only on φ and
indices (i, j), (k, l), (m,n).
Therefore, to prove that two tri-multiplicative morphisms C3 and (·, ·, ·) composed
with exp-maps coincide as morphisms H1×H2×H3 → Gm, it is enough to prove that
the corresponding elements d(i,j),(k,l),(m,n) ∈ Q in formula (5.18) coincide for both
morphisms. This can be done by the choice of a particular ring R and particular
elements a, b and c in this ring. We have a lemma.
Lemma 5.11. Let R = Q[ε1, ε2, ε3]/(ε
2
1, ε
2
2, ε
2
3). Let f = exp(ε1u
jti) ∈ L2Gm(R), g =
exp(ε2u
ltk) ∈ L2Gm(R) and h = exp(ε3untm) ∈ L2Gm(R), then
(5.19) C3(f, g, h) = (f, g, h) = exp((lm− nk)δi+k+m,0δj+l+n,0ε1ε2ε3).
Proof. The second equality in (5.19) follows from formula (3.15) by easy calculations.
We note that we have a well defined map 〈·, ·, ·〉 : K × K × K → Q, where K =
Q((u))((t)), which is defined by the following equality (this equality is a consequence
of formula (5.18) and the continuous property of the map C3 which follows from
Proposition 3.6):
(5.20) 1 + 〈p, q, r〉ε1ε2ε3 = C3(1 + pε1, 1 + qε2, 1 + rε3),
where p, q, r are any elements from K12. Since C3 is a tri-multiplicative, continuous,
anti-symmetric and invariant under the change of local parameters map (see Proposi-
tion 5.6), the map 〈·, ·, ·〉 is tri-linear, continuous, anti-symmetric and invariant under
the change of local parameters. Now the first formula in (5.19) coincides with the last
formula in (5.19) by Lemma 5.8 (from which it follows that 〈p, q, r〉 = cRes(pdq∧dr),
11Indeed, it is enough to prove that if F (x) ∈ S[[x]] and F (x+y) = F (x)+F (y) for a Q-algebra
S, then F (x) = cx for some c ∈ S. We consider the Taylor formula F (x + y) = F (x) + F ′(x)y +
(1/2)F ′′(x)y2 + . . .. Hence we have that F (y) = F ′(x)y+ (1/2)F ′′(x)y2 + . . .. Therefore F ′(x) = c
for some c ∈ S. Now, to apply induction we consider the ring S[[x3]], where S = Q[[x1, x2]].
12We note that K is the Lie algebra of the group ind-scheme U = P ×M × (1 + N ). Then by
any tri-multiplicative morphism φ : U× U×U→ Gm we can construct a continuous tri-linear map
〈·, ·, ·〉 : K ×K ×K → Q by a formula analogous to formula (5.20). From the above reasonings we
have the fact: the morphism φ is uniquely defined by the map 〈·, ·, ·〉.
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where c ∈ Q) and from the following easy direct calculation of 〈·, ·, ·〉 on particular
elements p, q and r:
C3(1 + uε1, 1 + tε2, 1 + u
−1t−1ε3) = C3(t+ u
−1ε3, 1 + uε1, 1 + tε2) =
= Comm(πf ′(1 + uε1), πf ′(1 + tε2)) = 1 + ε1ε2ε3,
where f ′ = t+ u−1ε3 and we used formula (5.12). 
From Lemma 5.11 we have that
(5.21) d(i,j),(k,l),(m,n) = (lm− nk)δi+k+m,0δj+l+n,0
in formula (5.18) for both morphisms C3 and (·, ·, ·) composed with exp-maps.
Therefore we have checked13 the property (3.15) for elements f ∈ (P × M)(R),
g ∈ (P×M)(R) and h ∈ (P ×M)(R).
Now we will check property (3.15) when f , g are any elements from (P×M)(R),
and h is fixed and equal either to t or to u. As in the previous case, it will be
convenient for us to consider elements f and g from the bigger group ind-scheme,
i.e. (P×M×(1+N ))(R), where the group ind-schemes 1+N
exp
←− Ĝa are isomorphic.
As in the previous case, using Proposition 3.7, we can reduce the proof to the analysis
of the following case: f = exp(aujti) and g = exp(bultk), where a, b from the ring
R, and a ∈ NR if (i, j) ≤ 0, b ∈ NR if (k, l) ≤ 0 since in this case they belong
to (P × Ĝa)(R). We consider the map: Ĝa → P × (1 + N ), c 7→ exp(cumtn) if
(n,m) ≤ 0, and the map Ga →M: c 7→ exp(cumtn) if (n,m) > 0. Using these maps
and restricting the maps C3 and (·, ·, ·) to elements f and g as above (under fixed
indices (i, j) and (k, l) from the set Z×Z) and h = u we obtain two bimultiplicative
maps
(5.22) H1 ×H2 −→ Gm,
where the group ind-scheme Hi (1 ≤ i ≤ 2) is isomorphic either to Ga or to Ĝa.
Now we have the full analog of Lemma 5.10 with the analogous proof. If H1 =
H2 = Ga, then any bimultiplicative morphism of type (5.22) is equal to 1. In other
cases of the group ind-schemes Hi the set all such bimultiplicative morphisms is
isomorphic to the set Ga(Q): by an element d ∈ Q we construct the morphism φd
of type (5.22) with an explicit formula
(5.23) φd(a, b) = exp(dab),
where a ∈ H1(R) and b ∈ H2(R) for any ring R.
Now to calculate that d coincides for the maps C3 and (·, ·, ·) composed with exp-
maps as above, we consider the ring R = Q[ε1, ε2]/(ε
2
1, ε
2
2) and R-points of group
ind-schemes as in (5.22). We need a lemma.
Lemma 5.12. Let R = Q[ε1, ε2]/(ε
2
1, ε
2
2). Let f = exp(ε1u
jti) ∈ L2Gm(R), g =
exp(ε2u
ltk) ∈ L2Gm(R), then
(5.24) C3(f, g, u) = (f, g, u) = exp(iδi+k,0δj+l,0ε1ε2).
13We note that from formula (5.21) we immediately obtain, for example, that C3(f, g, h) = 1 if
all elements f , g and h belong to P(R) or all elements f , g and h belong to M(R)
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Proof. The second equality in (5.24) follows from formula (3.15) by easy direct cal-
culations. Now it is enough to calculate C3(1 + u
jtiε1, 1 + u
ltkε2, u). By above
reasonings with bimultiplicative maps this expression has to be equal to 1 + dε1ε2,
where d ∈ Q depends on i, j, k, l. We will compute this d. We note that for any
a, b, c ∈ Q it is true an equality (by formula (3.16) which we already checked):
C3(1 + bu
jtiε1, 1 + cu
ltkε2, a) = 1.
We consider the change of local parameters: t′ = 2t, u′ = 3u. Since C3 is in-
variant under the change of local parameters (by Proposition 5.6) and C3 is a tri-
multiplicative map, we have
1 + dε1ε2 = C3(1 + u
jtiε1, 1 + u
ltkε2, u) = C3(1 + u
′jt′
i
ε1, 1 + u
′lt′
k
ε2, u
′) =
= C3((1 + u
jtiε1)
2j3i , (1 + ultkε2)
2l3k , u) = 1 + 2j+l3i+kdε1ε2.
Hence we have that d = 0 if j+ l 6= 0 or i+k 6= 0. It means that we have to compute
now C3(1+u
jtiε1, 1+u
−jt−iε2, u). Without loss of generality we assume that i ≤ 0.
If i = 0, then the last expression is equal to 1, since elements u, 1 + uj , 1 + u−j
preserve the lattice R((u))[[t]]. If i = −1, then we consider the change of the local
parameter t′ = ujt. The map C3 is invariant under this change. Therefore we obtain
C3(1 + u
jt−1ε1, 1 + u
−jtε2, u) = C3(1 + u
jt′
−1
ε1, 1 + u
−jt′ε2, u) =
= C3(1 + t
−1ε1, 1 + tε2, u) = C3(t+ ε1, 1 + tε2, u) = 1− ε1ε2.
(Here the last equality is easily calculated in the ring R((u))[[t]]/(t + ε1)R((u))[[t]]
by formula (5.12).)
Therefore we suppose that i < −1. Then t′ = t+ u−jt−i is a well-defined change
of the local parameter t. We have
1 = C3(1 + u
jtiε1, 1 + tε2, u) = C3(1 + u
jt′
i
ε1, 1 + t
′ε2, u) =
= C3(1 + (u
jti + it−1 + . . .)ε1, 1 + (t+ u
−jt−i)ε2, u).
Hence, using the continuous property of C3 (see Proposition 3.6), we obtain that
C3(1 + u
jtiε1, 1 + u
−jt−iε2, u) = C3(1 + t
−1ε1, 1 + tε2, u)
−i =
= C3(t+ ε1, 1 + tε2, u)
−i = 1 + iε1ε2.

Now from formula (5.24) we see that d = iδi+k,0δj+l,0 for both maps C3 and
(·, ·, ·) composed with exp-maps on indices (i, j), (k, l) from the set Z×Z. Thus, by
above reasonings, we have checked formula (3.15) when elements f and g are from
(P×M)(R) and h = u.
Formula (3.15) with elements f and g from (P ×M)(R) and h = t follows from
the same arguments and a lemma.
Lemma 5.13. Let R = Q[ε1, ε2]/(ε
2
1, ε
2
2). Let f = exp(ε1u
jti) ∈ L2Gm(R), g =
exp(ε2u
ltk) ∈ L2Gm(R), then
C3(f, g, t) = (f, g, t) = exp(lδi+k,0δj+l,0ε1ε2).
Proof. The second equality follows from formula (3.15) by easy direct calculations.
Now it is enough to calculate C3(1+ u
jtiε1, 1+ u
ltkε2, t). By above reasonings with
bimultiplicative maps this expression has to be equal to 1 + dε1ε2, where d ∈ Q
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depends on i, j, k, l. We will compute this d. We note that for any a, b, c ∈ Q it is
true an equality:
C3(1 + bu
jtiε1, 1 + cu
ltkε2, a) = 1.
We consider the change of local parameters: t′ = 2t, u′ = 3u. Since C3 is an invariant
under the change of local parameters and tri-multiplicative map, we have
1 + dε1ε2 = C3(1 + u
jtiε1, 1 + u
ltkε2, t) = C3(1 + u
′jt′
i
ε1, 1 + u
′lt′
k
ε2, t
′) =
= C3((1 + u
jtiε1)
2j3i , (1 + ultkε2)
2l3k , t) = 1 + 2j+l3i+kdε1ε2.
Hence we have that d = 0 if j+ l 6= 0 or i+k 6= 0. It means that we have to compute
now C3(1 + u
jtiε1, 1 + u
−jt−iε2, t). Omitting trivial cases (when by formula (5.12)
the computation is done in R((u))), we can suppose that (−i,−j) > (0, 1). Then
u′ = u+ u−jt−i is a well-defined change of the local parameter u. We have
1 = C3(1 + u
jtiε1, 1 + uε2, t) = C3(1 + u
′jtiε1, 1 + u
′ε2, t) =
= C3(1 + (u
jti + ju−1 + . . .)ε1, 1 + (u+ u
−jt−i)ε2, t).
Hence, using the continuous property of the map C3, we obtain that
C3(1 + u
jtiε1, 1 + u
−jt−iε2, t) = C3(1 + u
−1ε1, 1 + uε2, t)
−j = 1− jε1ε2.

At the end we have to verify that C3(f, t, t) = C3(f, u, u) = C3(f, u, t) = 1
when f ∈ (P × M)(R). It can be done, for example, in the following way. We
fix g and h from the two-element set {t, u}. Arguing as above and using the facts
Homgr(Ga,Gm) = Ĝa and Homgr(Ĝa,Gm) = Ga we see that it is enough to prove
an equality:
C3(1 + u
jtiε, g, h) = 1.
when the ring R = Q[ε]/ε2 and (i, j) ∈ Z×Z\ (0, 0). If (i, j) > 0, then this equality
follows from the fact Ĝa(Q) = 1. If (i, j) < 0, then we have that C3(1+ujtiε, g, h) =
1+dε where d ∈ Ga(Q). We consider a change of local parameters: u′ = 2u, t′ = 3t.
Then we obtain
1+dε = C3(1+u
jtiε, g, h) = C3(1+u
′jt′
i
ε, g, h) = C3(1+2
j3iujtiε, g, h) = 1+2j3idε.
Hence we have d = 0. We have finished to verify the last case of the theorem. 
Corollary 5.14. Let R ∈ B. The two-dimensional Contou-Carre`re symbol (·, ·, ·)
given by the explicit formula from Definition 3.5 and the map C3 coincide as the
maps from (L2Gm)3(R) to Gm(R).
Proof. The map C3 is functorial with respect to the ring R. By Proposition 3.16,
the two-dimensional Contou-Carre`re symbol (·, ·, ·) given by an explicit formula
from Definition 3.5 is also functorial with respect to the ring R. Therefore us-
ing Lemma 3.15 we can reduce the proof to the case of a Q-algebra R from B. Now
we apply Theorem 5.9 and the end of Proposition 3.16 to show that these two maps
coincide. 
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6. Reciprocity laws
In this section we fix a perfect field k and a local finite k-algebra R.
Let V be a Tate R-module. We note that any projective R-module is a free.
Since the ring R is an Artinian ring, any connected Nisnevich covering of SpecR is
SpecR itself. Hence, using Drinfeld’s theorem (see [Dr, Th. 3.4] and also an explicit
exposition in [BBE, §2.12]), we obtain that V is an elementary Tate R-module, i.e.
V = P ⊕Q∗, where P and Q are discrete free R-modules.
We will use also the following remark.
Remark 6.1. Let φ : M → N be an open continuous surjection between Tate
R-modules such that these topological R-modules have countable bases of open
neighborhoods of 0. Then by Lemma 5.3 we have topological decomposition M =
Kerφ⊕N and Kerφ is a Tate R-module. We have also a canonical isomorphism of
PicZR-torsors:
Det(Kerφ) +Det(N) −→ Det(M),
because for any coprojective lattices L1 from Kerφ and L2 from N we have that L1⊕
L2 is a coprojective lattice in M (in other words, we can find a coprojective lattice
in M such that its intersection with Kerφ and its image in N will be coprojective
lattices in Kerφ and in N correspondingly).
Now we introduce the norm map which generalizes the usual norm map for ex-
tensions of fields. Let L ⊃ K ⊃ k will be finite extensions of fields. We recall that
R is a finite local k-algebra and k is a perfect field. We define the norm map
(6.1) NmL/K : (L⊗k R)
∗ −→ (K ⊗k R)
∗, a 7→
n∏
i=1
σi(a),
where the σi are all the isomorphisms of L into the algebraic closure K¯ of K fixing
the elements of K, and σi is extended to the ring homomorphism L⊗kR→ K¯⊗kR
by the natural rule b ⊗ x 7→ σi(b) ⊗ x where b ∈ L, x ∈ R. It is clear that the
map NmL/K is well-defined
14 and this map is a multiplicative map. Besides, from
the corresponding property of isomorphisms of fields we have that for any finite
extension M ⊃ L of fields the maps NmL/K ◦NmM/L and NmM/K from (M ⊗k R)
∗
to (K ⊗R)∗ coincide.
Let X be a smooth connected algebraic surface over k. For any closed point x ∈ X
let Oˆx be a completion of the local ring Ox at the point x. Let Kx be the localization
of the ring Oˆx with respect to the multiplicative system Ox \ 0. For any irreducible
curve C on X (in other words, for any integral one-dimensional subscheme C of
X) let KC be a field which is the completion of the field k(X) with respect to the
discrete valuation given by the curve C. By any pair x ∈ C, where x is a closed point
and C ⊂ X is an irreducible curve (which contains x) we will canonically construct
the ring Kx,C (see also details in a survey [O4]). We consider the decomposition
(6.2) C |Spec Oˆx=
s⋃
i=1
Ci,
14To see that NmL/K ⊂ (K ⊗R)
∗ we note that (K¯ ⊗K R)
GalK¯/K = K ⊗R.
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where every Ci is an integral one-dimensional subscheme in Spec Oˆx. We define
(6.3) Kx,C =
s∏
i=1
Ki,
where the field Ki = Kx,Ci is the completion of the field FracOˆx with respect to the
discrete valuation given by Ci.
We consider any one-dimensional integral subscheme C ⊂ Spec Oˆx. We consider
the field K = Kx,C which is the completion of the field FracOˆx with respect to the
discrete valuation given by C. Let M be the residue field of the discrete valuation
field K. Since Oˆx = k(x)[[v,w]] where k(x) is the residue field of the point x, by the
Weierstrass preparation theorem we have that the field M is a finite extension of at
least one of the fields: k(x)((v)) or k(x)((w)). Therefore M is a complete discrete
valuation field with the residue field k′ which is a finite extension of the field k(x).
Hence
(6.4) K =M((t)) = k′((u))((t))
for some u and t from FracOˆx, i.e K is a two-dimensional local field. (We used that
on K there is the natural topology of inductive and projective limits which extends
the topology on k(x)[[u, v]]. This topology comes to the topology of two-dimensional
local field under isomorphisms (6.4).)
Let F be a field such that k ⊂ F ⊂ k(x). Let L be a field such that L ⊃ k′ and
L ⊃ F is a finite Galois extension. We have that
k′ ⊗F L =
m∏
l=1
Lσl ,
where Lσl = L and the product is taken over all the isomorphisms σl of k
′ into L
fixing the elements of F , and m = [k′ : k]. We consider a scheme
Y = Spec Oˆx ×SpecF SpecL
with a canonical morphism p from this scheme to Spec Oˆx. Let T be the set of all
pairs y ∈ D where D is a one-dimensional integral subscheme of Y and y is a closed
point on D such that p(y) = x and p(D) = C. From the properties of complete
discrete valuation fields and extensions of valuations we have isomorphisms of rings
(6.5)
m∏
l=1
Lσl((u))((t)) = k
′((u))((t)) ⊗F L = K ⊗F L =
∏
{y∈D}∈T
Ky,D,
where any Ky,D is a two-dimensional local field and it is equal to Lσl((u))((t)) for
some l. We have that the set T consists of m elements and the group Gal(L/F )
acts by permutations of direct summands in (6.5) such that this group acts on Lσl
as σ(eσl) = σ(e)σσl for σ ∈ Gal(L/F ) and eσl ∈ Lσl . Besides, we have that in view
of isomorphisms (6.5) the embedding K → K ⊗F L : x 7→ x⊗ 1 is given as
(6.6)
∑
p,q
ap,qu
qtp 7−→
m∏
l=1
∑
p,q
σl(ap,q)u
qtp where ap,q ∈ k
′.
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For any pair x ∈ C as above, we have in formula (6.3) that Ki = ki((ui))((ti)),
where the field ki is a finite extension of the field k(x). We consider
Kx,C ⊗k R =
s∏
i=1
(Ki ⊗k R) =
s∏
i
(ki ⊗k R)((ui))((ti)).
Let the map (·, ·, ·)i : ((ki ⊗k R)((ui))((ti))
∗)3 → (ki ⊗k R)
∗ be the two-dimensional
Contou-Carre`re symbol. We define a map:
(·, ·, ·)x,C : (Kx,C ⊗k R)
∗ × (Kx,C ⊗k R)
∗ × (Kx,C ⊗k R)
∗ −→ (k(x) ⊗k R)
∗
in the following way15
(6.7) (f, g, h)x,C =
s∏
i=1
Nmki/k(x)(fi, gi, hi)i
where f =
∏s
i=1 fi, fi ∈ (Ki ⊗k R)
∗, and the same notations we take for g and h.
We note that for any irreducible curve C ⊂ X we have the canonical embedding
KC →֒ Kx,C for any closed point x ∈ C. This embedding induces a map KC⊗kR→
Kx,C ⊗k R.
For any closed point x ∈ X we have the canonical embedding Kx →֒ Kx,C for
any irreducible curve C ⊂ X which contains the point x. This embedding induces a
map Kx ⊗k R→ Kx,C ⊗k R.
Theorem 6.1 (Reciprocity laws for the two-dimensional Contou-Carre`re symbol).
Let X be a smooth connected algebraic surface over a perfect field k. Let R be a local
finite k-algebra. The following reciprocity laws are satisfied.
(1) Let x be a closed point on X. Then for any f , g and h from (Kx ⊗k R)
∗ we
have
(6.8)
∏
C∋x
(f, g, h)x,C = 1,
where this product is taken over all irreducible curves C containing the point
x on X and in the product only finitely many terms are distinct from 1.
(2) Let C be a projective irreducible curve on X. Then for any f , g and h from
(KC ⊗k R)
∗ we have
(6.9)
∏
x∈C
Nmk(x)/k(f, g, h)x,C = 1,
where this product is taken over all closed points x on C and in the product
only finitely many terms are distinct from 1.
Proof. Before to prove parts (1) and (2) of the theorem we will make some general
remarks which will be useful for the proof of both parts.
We note that formula (6.8) depends only on the two-dimensional local regular
ring Ox.
From formula (6.5) and the above description of the field Kx,C we have that if
an integral one-dimensional subscheme C ⊂ Spec Oˆx (for some point x) splits in
Spec (Oˆx⊗ˆF k¯) (where k ⊂ F ⊂ k(x) and the field k¯ is an algebraic closure of k),
then it splits on the same irreducible components over some finite Galois extension
15We note that from § 5 we have that (·, ·, ·) does not depend on the choice of local parameters
ui and ti.
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L ⊃ k. Conversely, if C¯ ⊂ X ⊗Spec k Spec k¯ is an irreducible curve, then C¯ is defined
over some finite extension L ⊃ k. Now every C¯i (see formula (6.2)) which is defined
over L comes from some C¯ ⊂ Spec Oˆx after the base change given by the field
extension from k(x) to L.
Using formula (6.6), the definition of the norm map given by formula (6.1) and
the functoriality of (·, ·, ·) we reduce at once the proof of this theorem to the case
of an algebraically closed ground field if we consider the scheme SpecOx ×Spec k(x)
Spec k¯ instead of SpecOx for the proof of formula (6.8) and the scheme X ×Spec k
Spec (k¯) instead of X for the proof of formula (6.9). So, we assume that k = k¯ is
an algebraically closed field. Besides, we can omit the norm maps in formulas (6.7)
and (6.9).
We can assume that X is connected.
By Corollary 5.14 of Theorem 5.9 we know that (·, ·, ·) = C3. Therefore we will
prove the reciprocity laws (6.8) and (6.9) for the map C3. Our strategy to prove
these reciprocity laws is to repeat the proof of Theorem 5.3 from [OsZh], but to
change the scheme X to the scheme XR = X ⊗Spec k SpecR and consider local rings
and adelic complexes on the scheme XR which has the same topological space as the
scheme X.
(1) We will give a sketch of the proof of formula (6.8). We fix a point x ∈ X.
Similarly to [OsZh, § 5B] we look at the scheme Ux,R = (Spec Oˆx ⊗k R) \ x. For
any f ∈ (Frac(Oˆx) ⊗k R)
∗ we consider the coherent subsheaf f · (Oˆx ⊗k R) of the
constant sheaf Frac(Oˆx) ⊗k R on the scheme Spec Oˆx ⊗k R. The adelic complex
AX,x,R(f · (Oˆx⊗kR)) of the restriction of the sheaf f · (Oˆx⊗kR) to the scheme Ux,R
looks as follows16:
AX,x,0,R(f · (Oˆx ⊗k R))⊕ AX,x,1,R(f · (Oˆx ⊗k R)) −→ AX,x,01,R(f · (Oˆx ⊗k R))
and this complex is isomorphic to the subcomplex f ·(AX,x(Oˆx)⊗kR) of the complex
AX,x(FracOˆx)⊗kR, where AX,x(·) is the corresponding adelic complex when R = k.
Therefore we have
AX,x,0,R(f · (Oˆx ⊗k R)) = Frac(Oˆx)⊗k R
AX,x,1,R(f · (Oˆx ⊗k R)) =
∏
C∋x
f · (Oˆx,C ⊗k R)
AX,x,01,R(f · (Oˆx ⊗k R)) =
∏
C∋x
′
Kx,C ⊗k R,
where C runs over all one-dimensional integral subschemes in Spec Oˆx, a ring Oˆx,C
is the discrete valuation ring in the two-dimensional local field Kx,C, an expression
f · (Oˆx,C ⊗k R) is considered inside of the ring Kx,C ⊗k R, and
∏′ is the restricted
product with respect to the rings Oˆx,C ⊗k R. Besides,
H0(AX,x,R(f · (Oˆx ⊗k R))) = f · (Oˆx ⊗k R)
16For various f the corresponding adelic complexes AX,x,R(f ·(Oˆx⊗kR)) are isomorphic because
the sheaves are isomorphic. We are interested in the position of this adelic complex inside of the
adelic complex of the restriction of the constant sheaf Frac(Oˆx)⊗k R to the scheme Ux,R
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is a compact Tate R-module (i.e. it is dual to the free discrete R-module), and
H1(AX,x,R(f · (Oˆx ⊗k R))) is isomorphic to H
1(AX,x(Oˆx))⊗k R which is a discrete
Tate R-module.
Let f and g are from (Frac(Oˆx)⊗k R)
∗. For any C we have that f and g belong
to (Kx,C ⊗k R)
∗. Therefore for any C there is nC ∈ N such that inside the ring
Kx,C ⊗k R we have
tnCC Oˆx,C ⊗k R ⊂ f · (Oˆx,C ⊗k R) and t
nC
C Oˆx,C ⊗k R ⊂ g · (Oˆx,C ⊗k R),
where tC ∈ Oˆx gives an equation tC = 0 of C in Spec Oˆx. Since we can take
nC = 0 for almost all C, an element h =
∏
C∋x
tnCC from Oˆx is well-defined. Thus, we
have constructed the element h ∈ (Frac(Oˆx)⊗k R)
∗ such that we have the following
embeddings of adelic complexes
AX,x,R(h · (Oˆx ⊗k R)) ⊂ AX,x,R(f · (Oˆx ⊗k R))
AX,x,R(h · (Oˆx ⊗k R)) ⊂ AX,x,R(g · (Oˆx ⊗k R)).
We note that among such constructed elements h there is a ”minimal” element when
all the integers nC are minimal. We have that
AX,x,1,R(f1·(Oˆx⊗kR))/AX,x,1,R(f2·(Oˆx⊗kR)) =
⊕
C∋x
(f1·(Oˆx,C⊗kR))/(f2·(Oˆx,C⊗kR)),
where f1 and f2 are from (Frac(Oˆx)⊗kR)
∗ such that f1 · (Oˆx⊗kR) ⊃ f2 · (Oˆx⊗kR)
is a Tate R-module, because for almost all C ∋ x we have
f1 · (Oˆx,C ⊗k R) = f2 · (Oˆx,C ⊗k R) = Oˆx,C ⊗k R.
We have that
Det(AX,x,1,R(f · (Oˆx ⊗k R)) | AX,x,1,R(g · (Oˆx ⊗k R))) =
= Det(AX,x,1,R(g · (Oˆx ⊗k R))/AX,x,1,R(h · (Oˆx ⊗k R)))−
−Det(AX,x,1,R(f · (Oˆx ⊗k R))/AX,x,1,R(h · (Oˆx ⊗k R)))
is a well-defined PicZR-torsor. Using the explicit description of the cohomology
groups of the adelic complex given above, we have that for any f ∈ (Frac(Oˆx)⊗kR)
∗
Det(H∗(AX,x,R(f · (Oˆx ⊗k R)))) = Det(H
0(AX,x,R(f · (Oˆx ⊗k R))))−
−Det(H1(AX,x,R(f · (Oˆx ⊗k R))))
is a well-defined PicZR-torsor. Using Remark 6.1 and decompose long exact coho-
mological sequences into the split-exact short sequences of Tate R-modules (when
f · (Oˆx ⊗k R) ⊂ g · (Oˆx ⊗k R)) we obtain that
Det(AX,x,1,R(f · (Oˆx ⊗k R)) | AX,x,1,R(g · (Oˆx ⊗k R))) =
= Det(H∗(AX,x,R(g · (Oˆx ⊗k R))))−Det(H
∗(AX,x,R(f · (Oˆx ⊗k R)))).
Hence we have a trivialization (given by multiplications on the elements of the group
(Frac(Oˆx)⊗k R)
∗) of a categorical central extension
f 7→ Det(AX,x,1,R(Oˆx ⊗k R) | AX,x,1,R(f · (Oˆx ⊗k R)))
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over the group (Frac(Oˆx) ⊗k R)
∗. From this fact, as in the proof of Theorem 5.3
from [OsZh] we obtain the reciprocity law around the point x for any elements f , g
and h from the group (Frac(Oˆx)⊗k R)
∗ when we take in formula (6.8) the product
over all one-dimensional integral subschemes C of the scheme Spec Oˆx. This product
contain only finitely many terms distinct from 1, because for almost all C we have
that the elements f , g and h preserve the lattice Oˆx,C⊗kR in Kx,C⊗kR. Therefore
the coresponding C3(f, g, h) is equal to 1 for such C. To obtain formula (6.8) itself,
i.e. when we take elements f , g and h from the ring Kx⊗k R and when the product
in this formula is taken over all irreducible curves C ⊂ X such that C ∋ x, we note
that
f · (Oˆx,C ⊗k R) = g · (Oˆx,C ⊗k R) = h · (Oˆx,C ⊗k R) = Oˆx,C ⊗k R
when C is not a formal branch of some irreducible curve C ⊂ X. Therefore
C3(f, g, h) = 1 for such C. Thus formula (6.8) follows from the previous product
formula for elements from the group (Frac(Oˆx)⊗k R)
∗ and all C.
(2) We will give a sketch of the proof of formula (6.9). We fix an irreducible
projective curve C on X. At first, we prove formula (6.9) when elements f , g and h
are from the group (k(X) ⊗k R)
∗. On the scheme XR we consider the following set
E of invertible subsheaves of the constant sheaf k(X) ⊗k R on the scheme XR:
F ∈ E iff F = g · OXR(D)
for some g ∈ (k(X)⊗kR)
∗ and a divisor D on X. It is clear that for any subsheaves
F and G from the set E there is a sheaf OXR(D) for some divisor D on X such that
inside the sheaf k(X) ⊗k R we have
F ⊂ OXR(D) , G ⊂ OXR(D).
Moreover, we can find a ”minimal” sheaf with the above property. Using it, we can
find also a divisor G on X such that
(6.10) F ⊃ OXR(G) , G ⊃ OXR(G).
Let JC be the ideal sheaf of the curve C on X. Let JC,R = JC ⊗k R. For any
sheaf F ∈ E we consider a complex
AX,C,R(F) = lim
−→
n
lim
←−
m>n
A(CR,Ox,R/Jm−nC,R )
(F ⊗OX,R J
n
C,R/J
m
C,R),
where (CR,Ox,R/J
m−n
C,R ) is the scheme with the topological space as the topological
space of the scheme CR = C ⊗Spec k SpecR and the structure sheaf as the sheaf
Ox,R/J
m−n
C,R , and A(CR,Ox,R/Jm−nC,R )
(·) is the functor of the adelic complex on this
scheme applied to coherent sheaves on it. We have that the cohomology groups
H∗(AX,C,R(F)) are isomorphic to lim
−→
n
lim
←−
m>n
H∗(X,O(D)⊗OX J
n
C/J
m
C )⊗k R for some
divisor D on X. Using the case when R = k (see [OsZh, § 5B] and the proof of
Proposition 12 from [O2]), we have17 that H0(AX,C,R(F)) is a Tate R-module, and
H˜1(AX,C,R(F)) which is the quotient space of H
1(AX,C,R(F)) by the closure of 0 is
a Tate R-module. We introduce a PicZR-module
Det(H∗(AX,C,R(F))) = Det(H
0(AX,C,R(F))) −Det(H˜
1(AX,C,R(F))).
17It is important that C is a projective curve. Therefore for any m > n we have
dimkH
i(X,O(D) ⊗OX J
n
C/J
m
C ) <∞ where i is equal to 1 or to 2.
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The adelic complex AX,C,R(F) looks as follows
AX,C,0,R(F) ⊕AX,C,1,R(F) −→ AX,C,01,R(F),
where
AX,C,0,R(F) = KC ⊗k R , AX,C,01,R(F) = AC((tC))⊗k R
and tC is a local parameter of the curve C on some open affine subset of X, AC is
the ring of adeles on the curve C. Besides,
AX,C,1,R(F) = (
∏
x∈C
((Bx ⊗k R)⊗OXR F)) ∩ (AC((tC))⊗k R),
where18 the intersection is taken inside of the ring
∏
x∈C
Kx,C ⊗k R, and Bx is the
subring of the ring Kx,C given as lim
−→
n>0
s−nC Oˆx for sC ∈ Ox which defines the curve C
on some local affine set on X containing the point x (clearly, the ring Bx does not
depend on the choice of sC).
We fix two sheaves F ⊃ H from the set E. For almost all points x ∈ C we have
((Bx ⊗k R)⊗OXR F)/((Bx ⊗k R)⊗OXR H) = 0.
Therefore
AX,C,1,R(F)/AX,C,1,R(H) =
⊕
x∈C
((Bx ⊗k R)⊗OXR F)/((Bx ⊗k R)⊗OXR H)
is a Tate R-module, because for any point x ∈ C we have that
((Bx ⊗k R)⊗OXR F)/((Bx ⊗k R)⊗OXR H)
is a Tate R-module as it follows from a lemma.
Lemma 6.2. Let g ∈ (FracOˆx ⊗k R)
∗ such that g · (Oˆx ⊗k R) ⊂ Oˆx ⊗k R. Then we
have that (Bx ⊗k R)/(g · (Bx ⊗k R)) is a Tate R-module.
Proof. The beginning of the proof is similar to the proof of Proposition 5.4. Let
K = Kx,C ⊗k R and BR = Bx ⊗k R. Then the map K → K/BR is splittable
(i.e. admits a continuous splitting), because the map Kx,C → Kx,C/Bx is splittable.
The multiplication by g is a continuous automorphism of K. Therefore the map
K → K/gBR is splittable. The restriction of the last splitting gives the splitting of
the map BR → BR/gBR. Thus we have a topological decomposition:
BR = (BR/gBR)⊕ gBR.
Since R is a local finite k-algebra, there is an element f ∈ (FracOˆx)
∗ such that
g · (Oˆx ⊗k R) ⊃ f · (Oˆx ⊗k R) (it is easy to see it directly by localizing the regular
ring Oˆx at all prime ideals of height 1, or one can look at the adelic complex AX,x,R(·)
considered above and its zero cohomology group). Therefore gBR ⊃ fBR. As before,
we prove that there is a topological decomposition: gBR = (gBR/fBR) ⊕ fBR.
Therefore we have
BR = (BR/gBR)⊕ (gBR/fBR)⊕ fBR.
18Here and later we use the following notation. The ring Bx⊗kR is an Ox,R = Ox⊗kR-module.
We mean (Bx⊗kR)⊗OXR F = (Bx⊗kR)⊗Ox,R Fx, where Fx is a stalk of the sheaf F at the point
x ∈ XR, i.e. Fx is an Ox,R-module.
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Hence we have that the R-module BR/gBR is a topological direct summand of the
R-module BR/fBR. Since f ∈ (FracOˆx)
∗, we obtain BR/fBR = (Bx/fBx) ⊗k R.
Now Bx/fBx is a Tate k-vector space. Therefore BR/fBR is a Tate R-module.
Hence, BR/gBR is a Tate R-module. 
Now, using Remark 6.1 (for long cohomological sequences of Tate R-modules) we
have for any sheaves F and G from E
(6.11) Det(H∗(AX,C,R(F))) −Det(H
∗(AX,C,R(G))) =
= Det(AX,C,1,R(G) | AX,C,1,R(F)),
where
Det(AX,C,1,R(G) | AX,C,1,R(F)) =
= Det(AX,C,1,R(F)/AX,C,1,R(OXR(G))) −Det(AX,C,1,R(G)/AX,C,1,R(OXR(G)))
and the divisor G on X is chosen by formula (6.10) with the ”maximality” condition
for the sheaf OXR(G).
From formula (6.11) we have that the categorical central extension
g 7−→ Det(AX,C,1,R(OXR) | AX,C,1,R(gOXR)), g ∈ (k(X) ⊗k R)
∗
is isomorphic to the trivial categorical central extension over the group (k(X)⊗kR)
∗.
It gives the reciprocity law for any elements f , g and h from the group (k(X)⊗kR)
∗
along the curve C on X, but for any point x ∈ C the local generalized commutator
(depending on 3 commuting elements) has to be constructed from the following
categorical cental extension
(6.12) d 7−→ Det
(
(Bx ⊗k R) | ((Bx ⊗k R)⊗OXR (d · OXR))
)
, d ∈ (k(X) ⊗k R)
∗.
In § 5.4 we proved that the two-dimensional Contou-Carre`re symbol coincides with
the generalized commutator C3 when this commutator is calculated from another
categorical central extension19:
(6.13) d 7−→ Det
(
(Oˆx,C ⊗k R) | (g · (Oˆx,C ⊗k R))
)
, d ∈ (k(X) ⊗k R)
∗,
where Oˆx,C ⊗k R =
s∏
i=1
(Oˆx,Ci ⊗k R) (see formula (6.3)) is a subring in the ring
Kx,C ⊗k R.
We will show that categorical central extension (6.12) is inverse to categorical
central extension (6.13). From this fact we have that generalized commutator con-
structed by central extension (6.12) is equal to the minus one power of the gen-
eralized commutator constructed by central extension (6.13). Thus we will prove
formula (6.9) for any elements f , g and h from the group (k(X) ⊗k R)
∗.
For any point x ∈ C and any element d ∈ (FracOˆx ⊗k R)
∗ we consider a complex
AX,C,x,R(d · (Oˆx ⊗k R)):
(Bx ⊗Oˆx (d · (Oˆx ⊗k R))) ⊕ (d · (Oˆx,C ⊗k R)) −→ Kx,C ⊗k R.
19More exactly, in § 5.4 we have considered the ring R((u))((t)), and the ring Kx,C ⊗k R is a
finite direct product of these rings. Therefore the generalized commutator will be the finite product
of two-dimensional Contou-Carre`re symbols calculated for every formal branch of the curve C at
the point x.
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We have that H i(AX,C,x,R(d · (Oˆx ⊗k R))) = H
i(Ux,R, d · (Oˆx ⊗k R) |Ux,R) ⊗k R
(for i equal to 1 or to 2) is a Tate R-module, where (we recall) the scheme Ux,R =
Spec (Oˆx ⊗k R) \ x. Inside of the ring FracOˆx ⊗k R we have an equality for any
(d ∈ k(X) ⊗k R)
∗:
Bx ⊗Oˆx (d · (Oˆx ⊗k R)) = (Bx ⊗k R)⊗OXR (d · OXR).
Therefore from formula
Det
(
(Bx ⊗k R) | (Bx ⊗Oˆx (d · (Oˆx ⊗k R)))
)
+Det
(
(Oˆx,C ⊗k R) | (d · (Oˆx,C ⊗k R))
)
= Det(H∗(AX,C,x,R(d · (Oˆx ⊗k R)))) −Det(H
∗(AX,C,x,R(Oˆx ⊗k R))
we obtain that categorical central extension (6.12) is inverse to categorical central
extension (6.13).
Now we will obtain formula (6.9) for any elements f , g and h from the group
(KC ⊗k R)
∗. We note that KC = k(C)((tC)), where k(C) is the field of rational
functions on the curve C, and tC = 0 is an equation of the curve C on some open
affine subset of X. Using that R is an Artinian ring and k(X) ⊗k R is dense in
K(C)((tC)) ⊗k R (when we consider the discrete topology on the field k(C)) it is
easy to construct for any n ∈ N and d ∈ (KC ⊗k R)
∗ elements d1 ∈ (k(X) ⊗k R)
∗
and d2 ∈ 1 + t
n
C · (k(C) ⊗k R)[[tC ]] such that d = d1d2. The two-dimensional
Contou-Carre`re symbol is a tri-multiplicative map. Besides, for any elements f
and g from the group (KC ⊗k R)
∗ there is20 n ∈ N such that (f, g, e) = 1 for any
element e ∈ 1 + tnC · (k(C) ⊗k R)[[tC ]] and any point x ∈ C. Hence we obtain
formula (6.9) in general case from the case when elements f , g and h are from the
group (KC ⊗k R)
∗. 
7. Contou-Carre`re symbols via algebraic K-theory
This section briefly discuss theK-theoretical approach to the usual and the higher-
dimensional Contou-Carre`re symbols. This approach develops some ideas suggested
to us by one of the editors.
In Remark 3.4, we indicated that there exists the n-dimensional Contou-Carre`re
symbol given by an explicit formula (when Q ⊂ R). It could also be obtained via
algebraic K-theory for any (commutative) ring R in the following way.
For a (commutative) ring A and an integer i ≥ 0, letKi(A) denote its ith algebraic
K-group, as defined by D. Quillen. Recall that there is a canonical decomposition
K1(A) = A
∗ × SK1(A), and there is the product structure in algebraic K-theory
(see, e.g., [S, § 2]):
K1(A)× · · · ×K1(A) −→ Kn+1(A).
In addition, for any integer m ≥ 1 there is the following canonical homomorphism
(7.1) ∂m : Km(A((t))) −→ Km−1(A)
which was constructed by K. Kato in [Ka1, § 2.1]. We briefly review the construction.
Let H be the exact category of A[[t]]-modules that are annihilated by some power
of t and that admit a resolution of length 1 by finitely generated projective A[[t]]-
modules. Then the “localization theorem for projective modules” (or localization
20This kind of continuous property for all points x ∈ C is obvious when Q ⊂ R from for-
mula (3.15). The general case follows by means of the lift to the case Q ⊂ R, see the proof of
Lemma 3.15.
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theory of algebraic K-theory for singular varieties, see [Gr], [S, § 9]) produces a
canonical homomorphism
(7.2) ∂˜m : Km(A((t))) −→ Km−1(H),
We claim that any A[[t]]-module from the category H is a finitely generated projec-
tive A-module (see Propositon 7.1 below). Thus we have an exact functor from the
category H to the category of finitely generated projective A-modules, and therefore
a homomorphism Km−1(H) → Km−1(A). The composition of the homomorphism
∂˜m with the last homomorphism gives the homomorphism ∂m.
Proposition 7.1 (Compare with [G, § 3.3]). Let α : M →֒ N be an embedding of
finitely generated projective A[[t]]-modules such that α becomes an isomorphism after
inverting of the element t. Then N/M is a finitely generated projective A-module.
Proof. By adding a finitely generated projective A[[t]]-module T to N and to M we
can assume that N = A[[t]]s for some s ∈ N. For some l ∈ N we have
tlN ⊂M ⊂ N .
Let P = N/M . Then we have an embedding P →֒ t−lM/M . We claim that
this embedding splits as a map of A-modules. From this claim we obtain that P
is a finitely generated projective A-module, since t−lM/M is a finitely generated
projective A-module (because we can add to M an A[[t]]-module Q such that M ⊕
Q = A[[t]]r for some r ∈ N). To prove the required splitting, it is enough to show
that an embedding N →֒ t−lM splits as a map of A-modules. The last splitting will
follow if we will show that the composed embedding
N →֒ t−lM →֒ t−lN
splits, again as a map of A-modules, but this is clear. 
Combining the above facts, one can produce for any (commutative) ring R a map
(7.3) (R((tn)) · · · ((t1))
∗)n+1 −→ (K1(R((tn)) · · · ((t1))))
n+1 −→
−→ Kn+1(R((tn)) · · · ((t1)))
∂2···∂n+1
−→ K1(R)→ R
∗.
By construction and the properties of the product structure in algebraic K-theory,
this map is an n-multiplicative, anti-symmetric and functorial with respect to R
map. Moreover, map (7.3) satisfies the Steinberg relation, since this relation is
satisfied for the product structure in K-theory (see [S, §1 -§2]).
We believe that the map defined in (7.3) coincides with the one given in Re-
mark (3.4) when Q ⊂ R. We outline the proof of this fact in the case n = 1 and
n = 2. From the structures of group ind-schemes LGm and L2Gm described in
Section 2 and Sections 3.1 and 3.2, the map (7.3) for n = 1 and 2 will coincide with
the usual and the two-dimensional Contou-Carre`re symbols respectively. (Note that
the case n = 1 answers a question of [KV, Remark 4.3.7].)
Theorem 7.2. Let R be any ring. For n = 1 (resp. n = 2), the map constructed
via K-theory by expression (7.3) coincides with the Contou-Carre`re symbol defined
via Lemma-Definition 2.2 (resp. via the map C3 by formula (5.4)).
Proof. Since the K-theoretical definition by formula (7.3) is functorial with respect
to R, we have by Lemma-Definition 2.2 and by Lemma 3.10 that it is enough to prove
the proposition when R is a Q-algebra. To proceed, we note the following obvious
50 DENIS OSIPOV, XINWEN ZHU
lemma that ∂m is invariant under some change of local parameter t (compare also
with [Ka1, § 2.1, Lemma 2]).
Lemma 7.3. Let f∗ : Km(A((t))) → Km(A((t))) be the map induced by the auto-
morphism f : A((t)) → A((t)) given either by f(t) =
∑
i≥1 ait
i, where a1 ∈ A
∗,
ai ∈ A (i > 1), or by f(t) = a0 + t, where a0 ∈ NA. Then ∂mf∗ = ∂m :
Km(A((t))) → Km(A).
Now, we prove that when n = 1, the map given by formula (7.3) coincides with
the usual Contou-Carre`re symbol. If R = k is a field, then both definitions equal
to the usual tame symbol, because the tame symbol is the boundary map in Milnor
K-theory and this boundary map coincides with the map ∂2 (see, e.g., [Ka1, § 2.4,
Cor. 1]). Formula (7.3) defines the bimultiplicative and anti-symmetric morphism
from LGm × LGm to Gm. We denote this morphism as (·, ·)K−th. Using the fact
that LGm = Ŵ×Z×Gm×W, and by similar (but easier) arguments as in the proof
of Theorem 5.9, it remains to calculate the following pairing
(Ŵ×W)× (Ŵ×W) −→ Gm
induced by the morphism (·, ·)K−th. In the sequel, we change R((t1)) to R((t)) for
simplicity. By an easy analog of part 1 of Proposition 3.6 (applied to the affine group
scheme given by a functor R 7→ tR[[t]]) and by an easy analog of Lemma 5.10 (see
also formula (5.23)), we can assume that R = Q[ε1, ε2]/(ε
2
1, ε
2
2). But by Lemma 7.3,
by Lemma 5.7 and similar (but easier) arguments as in the proof of Lemma 5.11, it
remains to show that
(7.4) (1− ε1t, 1− ε2t
−1)K−th = 1− ε1ε2.
To check expression (7.4) we need the following observation. We recall a fact
from [Ka1, § 2.4, Prop. 5]. For a ∈ K∗(A((t))) and t ∈ K1(A((t))), let {a, t} ∈
K∗+1(A((t))) denote the product.
Lemma 7.4. The composite
α : K∗(A[[t]]) −→ K∗(A((t)))
a7→{a,t}
−→ K∗+1(A((t)))
⊕
m ∂˜m−→ K∗(H)
coincides with the homomorphism β : K∗(A[[t]]) → K∗(H) induced by the exact
functor from the exact category of finitely generated projective A[[t]]-modules to the
exact category H given as M 7→M/tM .
Therefore the composition of α with the homomorphism K∗(H) → K∗(A) is the
homomorphism K∗(A[[t]]) → K∗(A) induced by the functor M 7→ M/tM . As a
consequence we obtain that for any m ≥ 1, for any elements a1, . . . , am ∈ A[[t]]
∗:
(7.5) ∂m+1{a1, . . . , am, t} = {a1, . . . , am},
where for any b ∈ A[[t]]∗ we put b ∈ A∗ under the homomorphism A[[t]]→ A.
Since t 7→ at, where a ∈ A[[t]]∗, is a well-defined change of local parameter in
A((t)), from Lemma 7.3, Formula (7.5) and using n-multiplicativity we obtain also
for any elements a1, . . . , am+1 from the group A[[t]]
∗:
(7.6) ∂m+1{a1, . . . , am+1} = 1.
(We note that formula (7.6) follows also from the localizing exact sequence (for sin-
gular varieties), since the composition Km+1(A[[t]]) → Km+1(A((t)))
∂˜m+1
−→ Km(H)
is the zero map.)
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From formula (7.5) we have
(1− ε1t, 1− ε2t
−1)K−th = (1− ε1t, t)
−1
K−th(1− ε1t, t− ε2)K−th = (1− ε1t, t− ε2)K−th.
Using an automorphism of R[[t]] given as t 7→ t+ε2 (which is the change of the local
parameter) and Lemma 7.3 we have
(1− ε1t, t− ε2)K−th = (1− ε1ε2 − ε1t, t)K−th = 1− ε1ε2.
Thus we have checked expression (7.4). This finishes the proof of the case n = 1.
Now we consider the case n = 2. Similarly and from Lemma 7.3, the homomor-
phism
(7.7) ∂m−1∂m : Km(A((u))((t))) −→ Km−2(A)
is invariant under the change of local parameters (at least) of the following type:
t 7−→
∑
i≥1
ait
i, a1 ∈ A((u))
∗, ai ∈ A((u)) (i > 1);
u 7−→
∑
i≥1
biu
i + gt, b1 ∈ A
∗, bi ∈ A (i > 1), g ∈ A((u))[[t]].
We note that from Lemma 7.3 we have that homomorphism (7.7) is invariant under
the following change of the local parameter t: t 7→ t+ a, where a ∈ N (A((u))). (We
will use the last change of local parameter later in an explict calculation.)
The map given by formula (7.3) defines for n = 2 the morphism from the ind-
scheme (L2Gm)3, where
L2Gm = P× Z2 ×Gm ×M
to the scheme Gm. We denote this tri-multiplicative and anti-symmetric morphism
as (·, ·, ·)K−th, and we will use the notation R((u))((t)) instead of R((t2))((t1)) in
formula (7.3). If R = k is a field, then the map (·, ·, ·)K−th coincides with the two-
dimensional tame symbol, because the two-dimensional tame symbol is the com-
position of two boundary maps in Milnor K-theory (see, e.g, [OsZh, § 4A]) and
∂m restricted to Milnor K-theory coincides with the boundary map there (see for-
mula (7.5) or [Ka1, § 2.4, Cor. 1]).
From Lemma 3.10 and Theorem 5.9 we see that to check the case n = 2 it is
enough to prove that the map (·, ·, ·)K−th satisfies properties (3.15)-(3.18) for a Q-
algebra R. Now, using the invariance of the map (·, ·, ·)K−th under the change of
local parameters u and t and formulas (7.5) and (7.6) we can repeat the proof of
Theorem 5.9 for the map (·, ·, ·)K−th. Thus we reduce the proof to calculate some
particular cases.
As in the proof of Lemma 5.11 we have to calculate for the ring
R = Q[ε1, ε2, ε3]/(ε
2
1, ε
2
2, ε
2
3) the following expression (1+uε1, 1+tε2, 1+u
−1t−1ε3)K−th.
We have
(1 + uε1, 1 + tε2, 1 + u
−1t−1ε3)K−th =
= (1 + uε1, 1 + tε2, t)
−1
K−th(1 + uε1, 1 + tε2, t+ u
−1ε3)K−th
From formula (7.5) we have (1+uε1, 1+ tε2, t)K−th = 1. Using an automorphism of
the ring R((u))((t)) obtained by the change of the local parameter t: t 7→ t−u−1ε3,
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and using again formula (7.5) we obtain
(1 + uε1, 1 + tε2, t+ u
−1ε3)K−th = (1 + uε1, 1− u
−1ε3ε2 + tε2, t)K−th =
= (1 + uε1, 1− u
−1ε3ε2)K−th.
Now using the case n = 1 of this theorem and an explicit formula (2.7) we have that
(1 + uε1, 1− u
−1ε3ε2)K−th = 1 + ε1ε2ε3.
Thus, we have checked that (1 + uε1, 1 + tε2, 1 + u
−1t−1ε3)K−th = 1 + ε1ε2ε3.
As in the proof of Lemma 5.12 we have the following calculation for the ring
R = Q[ε1, ε2]/(ε
2
1, ε
2
2):
(t+ ε1, 1 + tε2, u)K−th = (1 + tε2, u, t+ ε1)K−th = (1 + tε2, u, t+ ε1)K−th =
= (1− ε1ε2 + tε2, u, t)K−th = (1− ε1ε2, u)K−th = 1− ε1ε2,
where we used the change of the local parameter t 7→ t− ε1 and formula (7.5).
As in the proof of Lemma 5.13 we have the following calculation for the ring
R = Q[ε1, ε2]/(ε
2
1, ε
2
2):
(1 + u−1ε1, 1 + uε2, t)K−th = (1 + u
−1ε1, 1 + uε2)K−th = 1 + ε1ε2.
The above explicit calculations are the only calculations needed to repeat the
proof of Theorem 5.9 for the case of the map (·, ·, ·)K−th. Thus we have checked the
case n = 2 of Theorem 7.2. This finishes the proof of this theorem. 
The following corollary follows from the corresponding property of the product
structure in algebraic K-theory.
Corollary 7.5. For any ring R the two-dimensional Contou-Carre`re symbol defined
via the map C3 by formula (5.4) satisfies the Steinberg relations.
Remark 7.1. Let C be a smooth projective curve over a perfect field k, R is a
commutative k-algebra and m ≥ 1 is an integer. There is the following reciprocity
law. For a closed point p of C with residue field k(p), let tp be a local coordinate
around p. Using the ring homomorphism k(C)⊗k R→ (k(p)⊗k R)((tp)) we obtain
a homomorphism
(7.8)
sp : Km(k(C)⊗k R) −→ Km(k(p)⊗k R)((tp))
∂p,m
−→ Km−1(k(p)⊗k R) −→ Km−1(R),
where the map ∂p,m is homomorphism (7.1) applied toKm((k(p)⊗kR)((tp))), and the
last arrow in (4.3) denotes the tranfer (or pushforward) map. Then the reciprocity
law is: for any x ∈ Km(k(C) ⊗k R) we have that sp(x) is nonzero for only finitely
many points p, and
∑
p∈C sp(x) = 0.
We briefly explain its proof. Since Km(·) commutes with filtered direct limits of
rings (see, e.g., [S, Lemma 5.9]) we can assume that x comes from Km(U ⊗k R
′),
where U is an affine open subset of C and R′ ⊂ R is a Noetherian subring. In the
sequel, we will write R instead of R′ for simplicity (so we can suppose that R is
a Noetherian ring). We consider C \ U =
⋃q
i=1 pi, where pi is a point on C. Let
j : U⊗kR →֒ C⊗kR be the corresponding open embedding. We write the localizing
exact sequence for singular varieties (see [S, Th. 9.1]):
(7.9) . . . −→ Km(U ⊗k R)
∂
−→ Km−1(H)
α
−→ Km−1(C ⊗k R) −→ . . . ,
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where H is an exact category of coherent OC⊗kR-modules F such that j
∗F = 0, and
F has a resolution of length 1 by locally free OC⊗kR-modules of finite rank.
Let f : C ⊗k R → SpecR be the projection. Since f is a proper flat morphism,
there is a well-defined map (see [S, Prop. 5.12])
f∗ : Km−1(C ⊗k R)→ Km−1(R).
We consider a commutative diagram
(7.10)
Km(U ⊗k R)
∂
−−−−→ Km−1(H)
α
−−−−→ Km−1(C ⊗k R)y y yf∗
q⊕
i=1
Km((k(pi)⊗k R)((tpi)))
q⊕
i=1
∂˜pi,m
−−−−−→
q⊕
i=1
Km−1(Hpi)
β
−−−−→ Km−1(R),
where for any 1 ≤ i ≤ q, Hpi is the exact category attached to (k(pi) ⊗k R)((tpi))
and constructed as H at the beginning of Section 7, and the map ∂˜pi,m is homo-
morphism (7.2) applied to Km((k(pi) ⊗k R)((tpi))). The map β in this diagram is
given as sum over i of composition of maps Km−1(Hpi) → Km−1(k(pi) ⊗k R) and
Km−1(k(pi)⊗k R)→ Km−1(R).
Using α ◦ ∂ = 0 in sequence (7.9) and commutative diagram (7.10) we obtain the
reciprocity law for elements from the group Km(U ⊗k R).
Whenm = 2, using the product structure in algebraic K-theory and Theorem 7.2,
from this reciprocity law we derive the reciprocity law on the curve C over a per-
fect field k for the usual Contou-Carre`re symbol over a k-algebra R (compare with
Theorem 2.4).
Remark 7.2. Let R be a finite k-algebra. We now give a short explanation how from
the above reciprocity law on a projective curve (see Remark 7.1) and Theorem 7.2 it
is possible to obtain the reciprocity law for the two-dimensional Contou-Carre`re sym-
bol along a projective curve C on a smooth algebraic surface X over a perfect field
k (see formula (6.9)). Previously, we proved this reciprocity law in Theorem (6.1)
by means of categorical central extensions and semilocal adelic complexes on X.
We recall that the fieldKC = k(C)((tC)). ThereforeKC⊗kR = (k(C)⊗kR)((tC)).
We suppose for simplicity that C is a smooth curve. (If C is not smooth then one
has to work with the normalization of C.) Then for any point x ∈ C we have
that Kx,C = k(x)((u))((tC )) is a two-dimensional local field, where k(x)((u)) is the
completion of the field k(C) with respect to the discrete valuation given by the point
x. Besides, Kx,C ⊗k R = (k(x)((u)) ⊗k R)((tC)) We have a commutative diagram
K3((k(C)⊗k R)((tC)))
∂C,3
−−−−→ K2(k(C)⊗k R)y y
K3((k(x)((u)) ⊗k R)((tC)))
∂x,C,3
−−−−→ K2(k(x)((u)) ⊗k R).
This diagram and Theorem 7.2 allow us to reduce the reciprocity law along C on
X for the two-dimensional Contou-Carre`re symbol for any elements f , g and h
from (KC ⊗k R)
∗ to the reciprocity law on C (which we considered in Remark 7.1)
for the element ∂C,3{f, g, h} in K2(k(C) ⊗k R). It is useful also to note that the
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homomorphism (k(x) ⊗k R)
∗ → R∗ obtained from the transfer homomorphism
K1(k(x) ⊗k R)→ K1(R) coincides with the norm map.
We note that it is not clear for us how it would be possible to apply the localizing
exact sequence for singular varieties to obtain via algebraic K-theory the reciprocity
law for the two-dimensional Contou-Carre`re symbol around a point on a smooth
algebraic surface (see formula (6.8)), which is another reciprocity law obtained in
Theorem 6.1!
8. The two-dimensional Contou-Carre`re symbol and two-dimensional
class field theory
Two-dimensional class field theory was developed by A.N. Parshin, K. Kato and
others, see [Pa1, Pa2, Pa3] and [Ka1, KS, Ka2].
By Proposition 4.3, the two-dimensional Contou-Carre`re symbol coincides with
the two-dimensional tame symbol when the ground ring R is equal to a field k.
The two-dimensional tame symbol was used in the local two-dimensional class field
theory for the field Fq((u))((t)) to describe the generalization of the Kummer duality
and, consequently, Kummer extensions of the field Fq((u))((t)) where Fq is a finite
field and q = pn for some prime p, see [Pa3, § 3.1].
We will construct some one-parametric deformation of the two-dimensional tame
symbol. It will be given as the two-dimensional Contou-Carre`re symbol over some
Artinian ring. From this deformation we will obtain the local symbol21 which was
used by Parshin in [Pa3, § 3.1-3.2] to obtain the generalization of the Artin-Schreier-
Witt duality for the two-dimensional local field Fq((u))((t)). The generalization of
the Artin-Schreier-Witt duality describes abelian extensions of exponent pm of the
field Fq((u))((t)).
Let R be any commutative ring. Let S be the set of positive integers which
is closed under passage to divisors. We denote by WS(R) the ring of (big) Witt
vectors22, i.e. WS(R) = {(xi)i∈S} where xi ∈ R. We will need the ghost (or
auxiliary) coordinates which are defined as x(i) =
∑
d|i
dx
i/d
d where i ∈ S. The addition
and multiplication in ghost coordinates of Witt vectors are coordinate-wise, but in
usual coordinates (i.e. in coordinates xi) the addition and multiplication are given
by some universal polynomials with integer coefficients in the variables xi. We have
an equality in the ring Q[[s]]:
(8.1) − log
∞∏
i=1
(1− xis
i) =
∞∑
l=1
x(l)sl/l.
For any positive integer n we denote by Wn(R) the truncated Witt vectors, i.e. in
our previous notation Wn(R) =W{1,...,n}(R). The additive group of the ringWn(R)
is isomorphic to the group of invertible elements of the following kind {1 + r1s +
. . .+ ris
i + . . .+ rns
n} in the ring R[s]/sn+1 by means of the map
(8.2) (xi)1≤i≤n 7−→
n∏
i=1
(1− xis
i) mod sn+1.
21The relation between one-dimensional Contou-Carre`re symbol and the Witt symbol for a usual
one-dimensional local field k((t)) was noticed in [AP, § 4.3].
22This is a ring scheme.
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Remark 8.1. An obvious generalization of the map (8.2) gives an isomorphism be-
tween the additive group of the ring lim
←−
n≥1
Wn(R) and the group W(R) introduced
in § 2.
We denote W pn(R) =W{1,p,...,pn−1}(R). The ring scheme W
p
n is a natural quotient
of the ring scheme Wpn−1 . We denote
23 W p(R) = lim
←−
n≥1
W pn(R).
We fix a positive integer n and a perfect field k. Let R = k[s]/sn+1. Let (·, ·, ·)
be the two-dimensional Contou-Carre`re symbol: (R((u))((t))∗)3 → R∗. We define a
tri-multiplicative map:
(8.3) k((u))((t))∗ × k((u))((t))∗ ×Wn(k((u))((t))) −→Wn(k),
where on Wn(k((u))((t))) and on Wn(k) we consider only the additive structure (so
”multiplicativity” means ”with respect to additive structure of these rings”). Let
map (8.3) be denoted by
(g1, g2 | y1, . . . , yn] ∈ Wn(k),
where gi ∈ k((u))((t))
∗ and (y1, . . . , yn) ∈Wn(k((u))((t))). Then this map is defined
as follows:
(8.4)
n∏
i=1
(1− (g1, g2 | y1, . . . , yn]i · s
i) mod sn+1 = (
n∏
i=1
(1 − yis
i) , g1, g2).
If chark = p, and we consider only non-zero coordinates such as (y1, yp, . . . , ypm−1),
then we will show that the image of the expression (g1, g2 | y1, . . . , ypm−1 ] in the group
W pm(k) is equal to the generalization of the Witt symbol given by Parshin in [Pa3,
§3]24. Indeed, we consider the field FracW p(k). We have that Q ⊂ FracW p(k)
and W p(k)/pW p(k) = k. We choose some lifts y˜i, g˜j ∈ W
p(k)((u))((t)) of elements
yi, gj ∈ k((u))((t)). Using formulas (3.15) and (8.1) we have
− log(
pm−1∏
i=1
(1− y˜is
i), g˜1, g˜2) = −Res(log
pm−1∏
i=1
(1− y˜is
i)
dg˜1
g˜1
∧
dg˜2
g˜2
) =
= Res(
pm−1∑
i=1
y˜(i)si
i
dg˜1
g˜1
∧
dg˜2
g˜2
) =
pm−1∑
i=1
Res(y˜(i)
dg˜1
g˜1
∧
dg˜2
g˜2
)
si
i
.
Using formulas (8.1) and (8.4) we obtain
(8.5) (g˜1, g˜2 | y˜1, . . . , y˜pm−1 ](i) = Res(y˜(i)
dg˜1
g˜1
∧
dg˜2
g˜2
).
Besides, we have
(8.6) (g1, g2 | y1, . . . , ypm−1 ]i = (g˜1, g˜2 | y˜1, . . . , y˜pm−1 ]i mod p.
23We note that usually when p is fixed, the rings W pn(R) and W
p(R) are denoted as Wn(R) and
W (R).
24A. N. Parshin considered only the case k = Fq. Besides, we have to compose the above
expression with the trace map from W pm(Fq) to W
p
m(Fp) = Z/p
mZ to obtain the symbol for the
generalization of the Witt duality, see [Pa3, § 3, Prop. 7]
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Now if i = 1, p, . . . , pm−1 and k = Fq, then formulas (8.5)-(8.6) coincide with
Parshin’s Definition 5 from [Pa3, § 3.3].
We note that we have just constructed the following map when chark = p:
(8.7) k((u))((t))∗ × k((u))((t))∗ ×W pm(k((u))((t))) −→W
p
m(k).
From formula (8.5) we have that map (8.7) is additive with respect to the groups
W pm(k((u))((t))) and W
p
m(k) (and, consequently, is tri-multiplicative with respect to
all arguments like formula (8.3)), since if i = 1, p, . . . , pm−1, then passage to the
ghost coordinates and to the usual coordinates depends only on these integers.
Remark 8.2. Clearly, the reciprocity laws which were proved for the two-dimensional
Contou-Carre`re symbol in Theorem 6.1 imply analogous reciprocity laws for
maps (8.3) and (8.7) such that the norm map Nmk′′/k′ : (k
′′ ⊗k R)
∗ → (k′ ⊗k R)
∗ is
converted to the trace map Trk′′/k′ : Wn(k
′′) → Wn(k
′) for any finite extensions of
fields k′′ ⊃ k′ ⊃ k.
We can interpret the reciprocity laws for the two-dimensional tame symbol and
for map (8.7) as follows. Let X be a smooth projective algebraic surface over a finite
field Fq. Then, according to [Pa2], some K2-adelic object K2,AX and a reciprocity
map θ : K2,AX → Gal(Fq(X)
ab/Fq(X)) should exist such that
K2,AX =
∏′
x∈C
K2(Kx,C) ⊂
∏
x∈C
K2(Kx,C)
is a complicated ”restricted” product and
θ =
∑
x∈C
θx,C,
where θx,C : K2(Kx,C) → Gal(K
ab
x,C/Kx,C) is the local reciprocity map from two-
dimensional local class field theory (for any field L by Lab we denote its maximal
abelian extension and x ∈ C runs over all points x ∈ X and all formal branches C
of all irreducible curves on X which contain a point x).
For any point x ∈ X the ring KM2 (Kx) is diagonally mapped to the ring K2,AX
(via maps KM2 (Kx) → K2(Kx,C) for all C ∋ x and we put 1 ∈ K2(Ky,F) for all
pairs y ∈ F such that y 6= x). For any irreducible curve C on X the ring K2(KC)
is also diagonally mapped to the ring K2,AX (via maps K2(KC)→ K2(Kx,C) for all
x ∈ C and we put 1 ∈ K2(Ky,F) for all pairs y ∈ F such that F is not a formal
branch of C). Let an extension N ⊃ Fq(X) be either maximal Kummer extension
(i.e. the union of all finite Galois extensions of exponent q−1 contained in Fq(X)
ab)
or the maximal abelian p-extension (i.e the union of all finite Galois p-extensions
contained in Fq(X)
ab). Let γ : Gal(Fq(X)
ab/Fq(X)) → Gal(N/Fq(X)) be the
natural quotient map. Then, similar to the case of algebraic curves over finite fields,
we obtain from reciprocity laws that
γ ◦ θ (KM2 (Kx)) = 0 and γ ◦ θ (K2(KC)) = 0
for any x ∈ X and C ⊂ X.
Remark 8.3. We obtained reciprocity laws on an algebraic surface for the Parshin
generalization of the Witt symbol as the consequence of our reciprocity laws for the
two-dimensional Contou-Carre`re symbol. We note that earlier K. Kato and S. Saito
obtained by another methods similar reciprocity laws for the generalization of the
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Witt symbol, see Lemma 4 and Lemma 5 from [KS, Ch. III]. We explain the relation
between two generalizations of the Witt symbol. Let k be a perfect field, chark = p.
Let G be a commutative smooth connected algebraic group over k. The authors
constructed in [KS] some local symbol map:
(8.8) k((u))((t))∗ × k((u))((t))∗ ×G(k((u))((t))) −→ G(k)
and proved the two-dimensional reciprocity laws for this symbol map. When G =
W pm, then map (8.8) is the generalization of the Witt symbol. We note that the
construction for this symbol map given in [KS] was very indirect. An explicit easy
formula for map (8.8) (when G = W pm) can be found in [KR, § 7.1]. From this
formula one can easily see that map (8.8) (when G =W pm) coincides with map (8.7),
which is described by formulas (8.5)-(8.6).
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