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Non-Hermitian phenomena offer a novel approach to analyze and interpret spectra in the presence
of interactions. Using the density-matrix renormalization group (DMRG), we demonstrate the
existence of exceptional points for the one-particle Greens function of the 1D alternating Hubbard
chain with chiral symmetry, with a corresponding Fermi arc at zero frequency in the spectrum.
They result from the non-Hermiticity of the effective Hamiltonian describing the Greens function
and only appear at finite temperature. They are robust and can be topologically characterized by
the zeroth Chern number. This effect illustrates a case where temperature has a strong effect in
1D beyond the simple broadening of spectral features. Finally, we demonstrate that exceptional
points appear even in the two-particle Greens function (charge structure factor) where an effective
Hamiltonian is difficult to establish, but move away from zero frequency due to a distinct symmetry
constraint.
INTRODUCTION
The Hermiticity of a Hamiltonian that results in real,
measurable eigenenergies, is one of the fundamental as-
sumptions of quantum mechanics. Still, over the years
it became clear that studying non-Hermitian Hamilto-
nians is also worthwhile, as they are relevant for cer-
tain physical situations. This is particularly obvious for
open and nonequilibrium systems1,2, where the energy is
not conserved, including optical cavities3–5 or cold atoms
with particle losses6,7. However, the concept of non-
Hermiticity enters even into closed equilibrium systems
via an effective-Hamiltonian description that may result
from interactions8–14 or disorder15–18.
In particular, photoemission and inverse photoe-
mission experiments of correlated systems are related
to the single-particle Green’s function G(ω,k) =
[ω −H0 (k)− Σ (ω,k)]−1, where H0 (k) is the noninter-
acting Hamiltonian and Σ (ω,k) is the self-energy, a func-
tion of frequency ω and momentum k. The Green’s func-
tion is thus being governed by an effective Hamiltonian8
Heff (ω,k) = H0 (k)+Σ (ω,k), which is in general a non-
Hermitian matrix due to the imaginary part of the self-
energy that describes the damping of quasiparticles.
A principal property of non-Hermitian matrices is
that they can become non-diagonalizable at the so-called
“exceptional points”. The bulk spectrum of the effec-
tive Hamiltonian at such a point shows a novel topo-
logical band touching, which can be characterized by
vorticity19 (or, equivalently, a winding number). Fur-
thermore, exceptional points induce Fermi arcs, along
which the bandgap becomes purely imaginary. The
topological aspect of this band touching can be stud-
ied by taking symmetries into account and it is pos-
sible to find higher-dimensional exceptional rings and
surfaces14,16,20–22. Apart from exceptional points, non-
Hermiticity induces a new arena of other topological phe-
nomena22–27. This may, for example, result in an unusual
bulk-boundary correspondence7,28–37.
Unlike noninteracting topological insulators, however,
we stress that a key requirement for the novel non-
Hermitian phenomena are lifetime effects, which may
stem from interactions, disorder or the coupling to a
bath. In this way, they form a bridge between topol-
ogy and strongly correlated quantum systems8,9. It also
means that, when analyzing the non-Hermitian aspects
of interacting systems, one faces the inevitable hurdle
of having to solve an intractable many-body problem.
Therefore, despite the enormous progress in this field,
previous works were based on severe approximations such
as a momentum-independent self-energy Σ (ω,k) ≈ Σ (ω)
or even a constant self-energy Σ (ω,k) ≈ iγ. Further-
more, previous works were limited to an analysis of the
single-particle Green’s function.
In this paper, we demonstrate the existence of ex-
ceptional points in a strongly correlated 1D system and
their effect on the one-particle properties. By using the
numerically exact density matrix renormalization group
(DMRG), the self-energy includes full momentum depen-
dence and no drastic approximations beyond numerical
cutoffs are employed.
Our results show that a pair of exceptional points
emerges at the endpoints of a 1D Fermi arc in the one-
particle Green’s function at finite temperature. They are
appear due to chiral (sublattice) symmetry and can thus
be characterized by the zeroth Chern number2 (a zero-
dimensional topological invariant).
Moreover, DMRG allows us to extend the scope be-
yond one-particle excitations, so that we are able to
show how non-Hermiticty in a strongly correlated sys-
tem affects two-particle observables, where an effective-
Hamiltonian description is not easily obtainable. In par-
ticular, we demonstrate the emergence of exceptional
points in the two-particle Green’s function and Fermi
arcs in the dynamical structure factor. In contrast to the
single-particle Green’s function, the exceptional points
emerge away from the Fermi energy even in the presence
of chiral symmetry. These distinct behaviors are due to
the fact that the many-body symmetry imposes a differ-
ent symmetry constraint on each Green’s function.
The presentation of our results is structured as fol-
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2lows: Section A pedagogically discusses the general con-
ditions for the emergence of exceptional points in 1D sys-
tems, which is followed by Sec. B, where we establish a
minimal model based on these criteria. We discuss one-
particle properties at zero temperature in Sec. C, and at
finite temperatures in Sec. D. In Sec. E, we present the
topological characterization of exceptional points emerg-
ing at finite temperatures and explicitly demonstrate the
robustness of the Fermi arc in Sec. F. Finally, we ana-
lyze the two-particle Green’s function in Sec. G before
concluding our findings.
RESULTS
A. Prerequisites
As mentioned in the introduction, the retarded single-
particle Green’s function, given by G (ω,k) =
[
ω −
H0 (k)−Σ (ω,k)
]−1
(where H0 (k) is the noninteracting
Hamiltonian and Σ (ω,k) is the self-energy), is governed
by the effective Hamiltonian
Heff (ω,k) = H0 (k) + Σ (ω,k) , (1)
which is in general non-Hermitian if the system is in-
teracting and there is a finite quasiparticle lifetime
ImΣ (ω,k) 6= 08.
The minimal model to observe exceptional points in
the one-particle Green’s function has two sublattices
(equivalently, two bands), so that Heff is a 2 × 2 ma-
trix. It can be written in the basis of Pauli matrices
τ = (τ1, τ2, τ3) and the identity matrix τ0 with complex
coefficients bi + idi (bi ∈ R, di ∈ R):
Heff = (b0 + id0) τ0 + (b+ id) · τ . (2)
The eigenvalues are given by
E± = b0 + id0 ±
√
b2 − d2 + 2ib · d. (3)
The eigenvector components contain the same square
root with opposite signs. Whenever the two conditions
f (ωEP,kEP) = b
2 − d2 = 0, (4)
g (ωEP,kEP) = b · d = 0, (5)
are satisfied, the square root vanishes, the eigenvalues
become degenerate, and there is only one independent
eigenvector. At this “exceptional point” (ωEP,kEP), the
effective Hamiltonian becomes non-diagonalizable. Since
the two above conditions are linearly independent, one
needs at least a two-dimensional parameter space to sat-
isfy them without fine-tuning. In particular, when focus-
ing on the experimentally relevant Fermi energy ω = 0,
this implies that a two-dimensional momentum space
(kx, ky) is needed
8,9,14.
Alternatively, it is possible to restrict one condition
by symmetry14. This can be seen in the following way:
k
FIG. 1. Left: Sketch of the behavior of f (ω = 0, k) = b2−d2
and g (ω = 0, k) = b · d for a generic 1D Hamiltonian. The
functions may cross zero, but not at the same point without
fine-tuning the system parameters. Right: The same for a
1D Hamiltonian with chiral symmetry, where b · d is fixed to
zero, while f (ω = 0, k) = b2−d2 may touch zero at the Dirac
point (yellow curve) or cross zero at the exceptional points
(purple curve).
Suppose that a 1D effective Hamiltonian at the Fermi
energy Heff (k) = Heff (ω = 0, k) satisfies the chiral (or
sublattice) symmetry given by
τ3H
† (k) τ3 = −H (k) . (6)
It implies that b0 = 0, b = (b1, b2, 0) and d = (0, 0, d3),
so that condition (5) is always satisfied. The eigenvalues
now reduce to
E± = id0 ±
√
b21 + b
2
2 − d23. (7)
Thus, the zeros of the periodic function f (k) = b21 +
b22 − d23 correspond to exceptional points. In the trivial
case, it has no zeros at all. In the non-trivial case, it
may touch zero in one point or cross zero in an even
amount of points. This is illustrated in Fig. 1. We note
that d0 and d3 are only nonzero if an imaginary part
of the self-energy is present. Hence, f (k) is a positive
semi-definite function in the noninteracting case, being a
sum of two squares. Turning on an interaction which is
equal in both sublattices Σ00 = Σ11 adds an imaginary
part to the effective Hamiltonian, but only contributes to
d0, so that f (k) remains positive semi-definite. On the
other hand, an interaction that is sublattice-dependent,
Σ00 6= Σ11, also contributes to d3 and may lead to zeros
in f (k) = b21 + b
2
2 − d23.
Furthermore, looking at Eq. (7) we note that in the re-
gion where f (k) = b21+b
2
2−d23 < 0, the energy eigenvalues
become purely imaginary, indicating that the two bands
coalesce into one broadened line segment at the Fermi en-
ergy that stretches between the exceptional points, a one-
dimensional analogue of a Fermi arc. As such, the non-
Hermitian nature of the effective Hamiltonian induced
by interaction has a drastic effect on the band structure
that can be observed in the experiment. In the following,
we construct a minimal model to observe this effect and
prove the existence of the 1D Fermi arc.
3B. Model
The necessary ingredients to observe the exceptional
points as described in the previous section are a system
with chiral symmetry and a difference in self-energies of
the sublattices. A not strictly necessary, but very helpful
condition is the presence of a Dirac point at the Fermi
energy, where the bands cross in the noninteracting case.
At this point, H0 (k) vanishes, but f (k) only touches
zero (see Fig. 1). The addition of an arbitrary small self-
energy contribution is then expected to split this Dirac
point into two exceptional points.
The minimal model that satisfies these conditions is
given by the alternating Hubbard Model
H = −
∑
ijσ
tij
(
c†iσcjσ +H.c.
)
+
∑
i
Ui
(
ni↑ − 1
2
)(
ni↓ − 1
2
)
,
(8)
with
tij =
{
t0 if i, j are nearest neighbors,
0 else,
(9)
and
Ui =
{
UA for i even,
UB for i odd,
(10)
where c†iσ creates an electron with the spin projection
σ =↑, ↓ at the site given by the coordinate Ri and
niσ = c
†
iσciσ is the corresponding density. The ground
state of the model is found at half filling N =
∑
i 〈ni〉 =∑
iσ 〈niσ〉 = L, where L is the length of the 1D chain.
The hopping amplitude t0 ≡ 1 sets the energy scale, and
with ~ ≡ 1 also the time scale. This model can be in-
terpreted as a one-dimensional chain with two different,
alternating atoms, labeled A and B.
In the simplest case, we have UA 6= 0 and UB = 0.
Such a model was previously investigated for its various
properties that are different from the homogeneous chain:
transfer of the magnetic momentum to the free sites39,
the appearance of a giant magnetoresistance effect40,41,
a Mott insulator transition that may occur at fillings
other than half filling42, and the formation of a mod-
ulated and potentially incommensurate charge-density
wave43–45. However, we note that in contrast to previ-
ous studies, our model includes alternating on-site ener-
gies instead of a homogeneous chemical potential. In this
way, a charge-density-wave is suppressed, and the ground
state is found at half-filling for each site (〈ni〉 = 1), rather
than at half-filling averaged over a unit cell.
By writing the coordinates Ri = mLc+Rµ withm ∈ Z,
Lc = 2 being the length of the unit cell, and Rµ = 0, 1 for
µ = A,B within the unit cell; and Fourier-transforming
cµ (k) = 1/
√
L/Lc
∑
m exp (−ikmLc) cmµ between the
cells, we can obtain the effective Hamiltonian at the
Fermi energy in units of t0 as
Heff (k) =
(
iImΣA (0, k) −1− e−ik
−1− eik iImΣB (0, k)
)
, (11)
from which we can read off the coefficients of Eq. (2) as
b1 (k) = −1 − cos (k) , b2 (k) = sin k, d0 (k) = Γ+ (k),
d3 (k) = Γ− (k) with Γ± (k) = 1/2
[
ImΣA (ω = 0, k) ±
ImΣB (ω = 0, k)
]
. The noninteracting system has a
Dirac cone at k = pi (see Fig. 2).
C. Zero temperature
We calculate the one-particle retarded Green’s func-
tion at zero temperature (see Methods) defined as:
G1pmµ,nν (t) =− iθ (t)
∑
σ
〈
0
∣∣eiHtcmµσe−iHtc†nνσ∣∣0〉
− iθ (t)
∑
σ
〈
0
∣∣e−iHtc†mµσeiHtcnνσ∣∣0〉 ,
(12)
where θ (t) is the step function (taking 0, 1/2 and 1 for
t < 0, t = 0 and t > 0, respectively) and |0〉 is the ground
state. It is then Fourier-transformed between cells to
yield:
G1pµν (ω, k) =
∫ ∞
0
dt eiωt
∑
nm
Gmµ,nν (t) e
−ik(m−n)Lc .
(13)
The left part of Fig. 2 shows the result. We notice
that the introduction of an interaction UA = 4 introduces
Hubbard bands separated by about UA with a small spec-
tral weight, and otherwise only slightly renormalizes the
bands crossing at the Dirac point, leaving the cone in
place. Thus, we can conclude that the imaginary part
of the self-energy vanishes at the Fermi energy for zero
temperature. While such a behavior is guaranteed by the
Fermi liquid theory in 3D, it does not hold in general in
1D systems which are Luttinger liquids instead.
The consequence is that the observation of 1D non-
Hermitian effects at the Fermi energy requires an addi-
tional condition which creates a finite lifetime ImΣ(ω =
0, k) 6= 0. This can be achieved by going to finite tem-
peratures.
D. Finite temperature
When working with finite temperature, we have to
switch from a description by a wavefunction to a den-
sity matrix. Using the purification formalism46–49, it can
be flattened to a vector
∣∣β〉 = e−βH/2∣∣β = 0〉, where
β = 1/T is the inverse temperature. We now have to
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FIG. 2. Left: Trace of the spectral function −1/piImTrG1p (ω, k) from the one-particle Green’s function Eq. (12) and Eq. (13)
at zero temperature (see Methods for technical details). The upper figure is for UA = UB = 0, the lower figure for UA = 4,
UB = 0. The red dotted line shows the analytical free dispersion. Right: The same for the two-particle charge-charge Green’s
function, first part of Eq. (22) for T = 0, where the red dotted line now shows the boundaries of the two-electron continuum.
calculate
G1pmµ,nν (t) = −iθ (t)Z (β)−1
×
[ 〈
β
∣∣e−iHtc†mµσeiHtcnνσ∣∣β〉
+
〈
β
∣∣eiHtcmµσe−iHtc†nνσ∣∣β〉 ],
(14)
where Z (β) =
〈
β
∣∣β〉 is the partition function. See Meth-
ods for more technical details.
The result is shown in the left part of Fig. 3 for T = 1.
We now indeed observe that the Dirac cone splits into
two exceptional points with a Fermi arc of large spectral
weight in between. In the middle panel, we see that b ·d
vanishes (with only a small numerical error) at the Fermi
energy for all momenta as required by chiral symmetry.
Thus, the intersections of b2 − d2 with zero correspond
to the exceptional points, marked by red dots. The same
dots are shown overlaid on the spectral function. The re-
sulting self-energy includes full momentum dependence,
as briefly discussed in the supplementary material. The
length of the Fermi arc as a function of temperature is
shown in Fig. 7. It grows with increasing T and even-
tually saturates, reaching a total width of about 0.4pi
(for the given UA = 4, UB = 0). The Fermi arc in this
model is equivalent to a “flat band” located exactly at
the Fermi energy and thus has strong effect on observable
properties.
E. Topological characterization
Zeroth Chern number with chiral symmetry.— As has
been shown in previous works2,14,50, the exceptional
points at ω = 0 in presence of chiral symmetry can be
characterized by the zeroth Chern number, which is the
number of negative eigenenergies of the Hermitian ma-
trix H+ (k) = i [Heff (k)− id0 (k)] τ3. The spectrum of
H+ (k), as calculated from the DMRG data, is shown as
the center plot of Fig. 3. We see that the number of neg-
ative eigenvalues indeed changes from 1 to 0 at the same
points that are obtained from the zeros of b2 − d2, fur-
ther proving that these anomalies are indeed exceptional
points. Because any perturbation of the parameters, ei-
ther in the Hamiltonian or the temperature, results in a
smooth change of the band structure of H+ (k), we can
conclude that the exceptional points shown here are ro-
bust. This is explicitly proven in the next section.
Vorticity in ω-k space.— Furthermore, we may ask the
question of what happens if chiral symmetry is broken:
Do the exceptional points disappear immediately? We
believe that they will survive, but cease to be fixed at
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[ (
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as well as the eigenvalues of H+ (k) = i [Heff (k) − id0 (k)] τ3. The red dots mark the exceptional points, while the area shaded
in grey marks the change in number of negative eigenvalues of H+ from 0 to 1. Right: The corresponding phase function
φ (ω, k) Eq. (16). The white circle illustrates finite vorticity Eq. (17) around the first exceptional point.
ω = 0. This can be seen by computing the vorticity
in ω-k space, which is well-defined even in the absence
of symmetries13,19. This quantity is related to the com-
plex eigenenergies of the effective Hamiltonian, but be-
cause the one-particle Green’s function is essentially its
inverse, we can simply rewrite the vorticity in terms of
the Green’s function G1p. Namely, we can expand G1p
itself in the basis of Pauli matrices
G1p (ω, k) = (b0 + id0) τ0 + (b+ id) · τ , (15)
and look at the following phase function13:
φ (ω, k) = 1/pi arg
(
b2 − d2 + 2ib · d) . (16)
The vorticity is then given by
v =
∮
∇rφ (ω, k) dr, (17)
with r = (ω, k), ∇r := (∂w, ∂k) and the integral is taken
around a closed path in the (ω, k)-plane.
The phase function φ (ω, k) is shown on the right side
of Fig. 3. There are discontinuities, which in the topolog-
ically trivial case form closed surfaces as k winds around
the Brillouin zone. Thus, a closed path around any point
encounters an even number of phase jumps and the vor-
ticity vanishes. This is not the case at the exceptional
points, where three phase jumps are encountered (shown
by the white circle) and a nonzero phase is picked up,
which can be seen without calculating v explicitly. We
note that introducing a symmetry-breaking perturbation
does not change the value of the vorticity. Thus, we can
conclude that breaking the chiral symmetry just shifts
the exceptional points away from ω = 0 line to the two-
parameter (ω,k)-space, at least for small perturbations.
However, investigating this effect in more detail is beyond
the scope of the present paper.
F. Robustness of the Fermi arc
The robustness of the exceptional points and the Fermi
arc can be verified by directly perturbing the Hamilto-
nian. A one-particle perturbation of this kind is given by
a dimerized hopping
tij =
{
t0 (1− δ/2) =: t− for i even; j = i+ 1 odd,
t0 (1 + δ/2) =: t+ for i odd; j = i+ 1 even,
(18)
and the effective Hamiltonian in units of t0 becomes:
Hδeff (k) =
(
iImΣA (0, k) −t− − t+e−ik
−t− − t+eik iImΣB (0, k)
)
. (19)
In the noninteracting case, δ causes a Peierls transition,
with a gap appearing for any finite δ > 0 in one spatial
dimension. This is different from the interacting case
displayed in Fig. 4. Small dimerizations almost do not
affect the gapless Fermi arc at all. For δ & 0.2, it starts
to shrink and eventually disappears as the exceptional
points pair-annihilate at δc ∼ 0.335 for UA = 4, UB = 0,
and a gap eventually opens in the spectrum.
Figure 5 shows the corresponding “phase diagram”, i.e.
the position of the critical value δc where the Fermi arc
6vanishes as a function of the temperature for the same
fixed values of UA = 4, UB = 0. One can conclude that if
one is interested in observing the Fermi arc, the disrup-
tive effect of a strong dimerization can be compensated
by a higher temperature (which increases the imaginary
part of the self-energy). However, for the given interac-
tion strength, a dimerization that exceeds δ ≈ 0.5 cannot
be overcome. Thus, even though the exceptional points
can be annihilated by strong dimerization, they are sta-
ble against fairly high values of δ.
G. Two-particle spectral function
Finally, we investigate how the non-Hermitian effects
present themselves in the two-particle spectral function.
Due to the unitary spin and charge SU(2) symmetries
of our Hamiltonian, the only independent local two-
particle excitations are given by the charge density oper-
ator ni =
∑
σ niσ and the spinflip operator S
+
i = c
†
i↑ci↓
(see supplementary material). However, we find that the
results for both are very similar (as finite temperature
destroys any tendency of spin or charge order), so that
for reasons of brevity we concentrate only on the charge
excitations. By convention we use the pseudospin oper-
ator
Qzi = 1/2 (ni − 1) , (20)
and calculate the charge-charge Green’s function defined
via the commutator
Gccmµ,nν (t) = −iθ (t)Z (β)−1
〈
β
∣∣[Qzmµσ (t) , Qznνσ]∣∣β〉 .
(21)
Using 〈XY (t)〉 = 〈X (−t)Y 〉 = 〈Y † (−t)X†〉 for general
operators X and Y , we can write it in the following,
numerically more convenient, form:
Gccmµ,nν (t) = −iθ (t)Z (β)−1
×
[ 〈
β
∣∣eiHtQzmµσe−iHtQznνσ∣∣β〉
− 〈β∣∣e−iHtQzmµσeiHtQznνσ∣∣β〉 ].
(22)
Note that just like the one-particle Green’s function con-
sists of two parts that correspond to photoemission and
inverse photoemission in the experiment, the two-particle
Green’s function also has two parts, albeit with a relative
minus sign. The first is the dynamical charge structure
factor (CSF), the second one could be called the “inverse
charge structure factor” (ICSF).
Figure 6 shows the results, which one can compare with
T = 0 in the right panels of Fig. 2. The CSF part at
T = 0 has a two-band structure: a gapless band that
touches ω = 0 around k = 0; and a gapped band with
little dispersion whose gap grows with UA. We surmise
that the latter is interpretable as a band of paired elec-
trons (“doublons”6). At finite temperature, we observe a
strong shift of the spectral weight from the gapped band
to ω = 0, k = 0 in what can be indeed called a “two-
particle Fermi arc”. Figure 6 indicates that it is about
1.5 as large as the corresponding one-particle arc at a
given temperature T .
In the noninteracting case, the two-particle Green’s
function is given by the Lindhard formula, which for a
multiband system reads
Gccµν (ω, k) =
1
2
∑
q
∑
ss′
Mss
′
µν (q, q + k)
× 〈nqs〉 − 〈nk+q,s′〉
ω + i0+ − s′ (q + k) + s (q) ,
(23)
where the matrix element Mss
′
µν (q, q + k) is related to the
eigenvectors vsµ (k) of the unit cell Hamiltonian via
Mss
′
µν (q, q + k) = vsµ (q) v
∗
s′µ (k + q) vs′ν (k + q) v
∗
sν (q) .
(24)
In our case, we can label the two bands by a sign s = ±
and explicitly have v± (k) = 1/
√
2 [1,± exp (−ik/2)] and
± (k) = ±2 cos (k/2). The temperature-dependent oc-
cupation numbers 〈nks〉 are given by the Fermi function.
Due to the presence of the additional momentum sum-
mation, the formula is difficult to analyze even in the
noninteracting case. However, we note that it has a self-
convolution form, whereby single-particle properties like
the bandwidth are expected to double in size6, thus of-
fering an intuitive explanation for the larger Fermi arc.
It may also explain the appearance of the Fermi arc at
k = 0, since the one-particle momenta are added up via
k = (pi + pi) mod2pi = 0. Even though the interacting
Gcc is of course not given by a mere self-convolution, we
may be seeing a very similar behavior due to the pres-
ence of noninteracting sites. Note that the one-particle
spectral function also shows such a mixed behavior, with
renormalized free-particle bands in addition to upper and
lower Hubbard bands, but not replaced by them as in the
homogeneous case.
Looking at the full Gcc, we find that the two-particle
Fermi arc vanishes, as it is canceled due to the rela-
tive minus sign (right part of Fig. 6). This is a general
property of a commutator Green’s function, which fulfills
G∗XY (t) = GX†Y † (t) = GXY (t) if X = X
† and Y = Y †,
so that the imaginary part at ω = 0 (i.e. the integral
over t) has to vanish.
An important thing to note is that the chiral many-
body symmetry of the Hamiltonian results in a different
symmetry constraint for the two-particle Green’s func-
tion as compared to the single-particle one. We find that
it leads to the following relation for Gcc (the derivation
is outlined in the supplementary material):
Gccµν (ω, k) =
(
[Gcc (−ω, k)]†
)
µν
. (25)
Thus, we now should look at the vorticity, Eq. (16), with
G1p replaced by Gcc. Interestingly, we do not find any
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FIG. 4. Left: Position of the exceptional points in the one-particle spectrum for various values of the dimerization δ (see
Eq. (18) and (8)), for T = 1, UA = 4, UB = 0. Right: The corresponding Fermi arc and spectral weight for various values of δ
as shown. The red lines indicate the free dispersion where a Peierls transition takes place for any δ > 0.
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FIG. 5. Critical dimerization δc at which the Fermi arc disappears as a function of temperature T . Parameters as in Fig. 4.
points where either the CSF or ICSF part becomes de-
fective (non-diagonalizable), but such points appear in
the full Gcc. This is displayed in the lower panels of
Fig. 6. The phase discontinuities of Gcc now have end-
points, where a finite vorticity is picked up along closed
integration loops (indicated by white circles). By look-
ing at the eigenvalues of the matrix Gcc, we can confirm
that it becomes defective at the endpoints, as far as finite
numerics allows us to say it.
These endpoints result from the fact that the phase
discontinuities exactly touch ω = 0 at the Fermi arc in
both the CSF and the ICSF part, leading to an exact
cancellation in the commutator. In this way, two pairs of
exceptional points appear, and they move further away
from k = 0 with increasing temperature (we show just
one temperature point for brevity). An intriguing effect
is that they are also not confined to ω = 0 due to the dis-
tinct symmetry constraint for the two-particle Green’s
function. However, the precise relation between the ex-
ceptional points of Gcc and the Fermi arc in the CSF part
is not clear and remains an interesting open question that
is left for future investigations.
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FIG. 6. Top: Trace of the spectral function −1/piImTrGcc (ω, k) from the two-particle Green’s function Eq. (22) after the
Fourier transform Eq. (13). The left panel shows the charge structure factor only (CSF, first term), the center panel shows
the inverse charge structure factor only (ICSF, second term). The right panel shows the full spectral function (commutator of
the two terms). Bottom: The corresponding phase function φ (ω, k), Eq. (16). The white circles illustrate finite vorticity Eq.
(17) around two of the four exceptional points. Parameters: UA = 4, UB = 0, temperature T = 1. See Methods for further
technical details.
DISCUSSION
We have demonstrated the existence of novel non-
Hermitian effects that were recently predicted to appear
in a one-dimensional chiral-symmetric system based on
symmetry considerations14: A Dirac point of the nonin-
teracting band structure at the Fermi energy splits into
two exceptional points, with a 1D Fermi arc (flat band)
in between, when sublattice-dependent interactions at fi-
nite temperature are introduced. This is both a dra-
matic effect of electron-electron correlations and of finite
temperature in 1D that goes beyond the mere smear-
ing out of the spectral features. The exceptional points
are to a large degree robust against perturbations, such
as hopping dimerization, which do not break the chiral
symmetry. They are probably even robust against small
symmetry-breaking perturbations, but have to move to
finite values of ω.
Examining the two-particle charge-charge spectral
function, we find a Fermi arc that is roughly 1.5 as large
as in the one-particle case when restricting ourselves to
just the charge structure factor or its time-inverse coun-
terpart. However, when looking at the full-commutator
Greens’ function, we find that two pairs of exceptional
points appear, while the Fermi arc at ω = 0 is canceled
out. Furthermore, they away from ω = 0 as endpoints
in the discontinuity line of the phase function Eq. (16).
The large spectral weight at ω = 0 in this case is not
related to long-range order, which is suppressed by the
finite temperature.
The two-particle spectral function is crucial in charac-
terizing an interacting many-body system, but is much
more challenging to analyze, as its noninteracting form
is already not simple and an effective Hamiltonian can-
not be easily defined. Our data showing that exceptional
points still exist suggests that interesting non-Hermitian
effects may still be waiting to be discovered, and can
hopefully stimulate further studies.
Since the novel non-Hermitian effects persist in vari-
ous spectral functions, experimentally this offers a wide
array of possibilities to access them. A prime candi-
date would be angle-resolved photoemission (ARPES) for
the one-particle case, while Bragg spectroscopy should in
principle be able to measure the charge structure factor
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FIG. 7. Length of the one- and two-particle Fermi arc as a function of temperature for UA = 4, UB = 0. The one-particle
Fermi arc is defined to lie between the exceptional points (cf. Fig. 3). The two-particle Fermi arc is read off from the spectral
function (cf. Fig. 6), defined by the points where the spectral weight drops by 50% compared to the maximal value at k = 0.
The vertical bars correspond to the range 45%-55%.
close to ω = 0. Because of the charge-SU(2) symmetry
(see supplementary material), Auger spectroscopy may
also be considered. Superlattices of correlated and non-
correlated materials may provide material candidates41.
Another possibility would be 1D optical lattices with con-
trolled spatially modulated interactions52,53.
METHODS
For the T = 0 spectral functions in Fig. 2, we de-
termine the ground state of the infinite chain by using
the variational uniform matrix-product state (VUMPS)
framework54. The Green’s function is calculated for infi-
nite boundary conditions55 using a real-time propagation
algorithm based on the time-dependent variational prin-
ciple (TDVP)56. The local perturbation is allowed to
spread on an inhomogeneous segment of L = 104 sites,
with a time step of dt = 0.1, up to a maximal propaga-
tion time of tmax = 48 inverse hoppings. This cutoff time
merely affects the resolution of the spectrum and does
not neglect any spectral features.
Finite temperatures are incorporated into the matrix-
product state framework using standard techniques46–49:
By doubling the system’s degrees of freedom we effec-
tively go to a description using a density matrix which is
purified into a vector. We initiate the β = 1/T = 0 state
on a finite chain of L = 64 sites and propagate up to
the desired value of β with a step size of dβ = 0.1 using
the two-site TDVP algorithm56. Applying the local per-
turbation to the resulting finite-temperature state, we are
then able to propagate in real time up to a maximal cutoff
value of tmax = 16 (time steps: dt = 0.025 for the single-
particle case, dt = 0.1 for the two-particle case). Since
finite temperature introduces a natural broadening, the
spectra converge with respect to tmax and further propa-
gation is not necessary. The growth of the entanglement
entropy can be kept in check by counterpropagating the
bath sites47.
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SUPPLEMENTARY MATERIAL
H. Momentum dependence of self-energy
By inverting the 2 × 2 matrix of one-particle Green’s
function with and without interaction for each value of ω
and k, we are able to calculate the momentum-resolved
self-energy Σ (ω, k) =
[
G1p0 (ω, k)
]−1
− [G1p (ω, k)]−1,
shown in Fig. 8.
We notice that the imaginary part of the self-energy is
peaked around the Hubbard bands ω ≈ ±U/2 ∼ ±U and
decreases towards ω = 0. Its overall value at ω = 0
grows with temperature. We also note that the self-
energy strongly depends on the momentum k (partic-
ularly at low temperatures), a signature of the strong
spatial fluctuations in 1D. Any approximation that ne-
glects the momentum dependence of Σ (ω, k) would thus
be insufficient.
I. Symmetry constraint of the 2-particle Green’s
function
The many-body chiral symmetry U acts on the cre-
ation and annihilation operators in the following way1,2:
U†cmµσU =
∑
ν
c†mνσ
(
u†
)
νµ
,
U†c†mµσU =
∑
ν
uµνcmνσ,
(26)
with uµν = (τ
z)µν . This implies that the shifted density
transforms as:
U† (nmµσ − 1/2)U = − (nmµσ − 1/2) . (27)
Proceeding in the same way as in the above references
and plugging the transformation into the density-density
correlator, we find〈
Qzmµ (t)Q
z
nν
〉
θ (t) =
〈
QznνQ
z
mµ (−t)
〉
θ (t) , (28)
with the z-component of the pseudospin from Eq. (37).
Defining the retarded and advanced commutator Green’s
functions for two operators X and Y in the standard way,
GretXY (t) = −iθ (+t)
〈[
X (t) , Y
]〉
,
GadvXY (t) = +iθ (−t)
〈[
X (t) , Y
]〉
,
(29)
and using
cµσ (k) =
1√
L/Lc
∑
m
e−ikmLccmµσ, (30)
so that
Qzµ (k) = 1/2
(∑
k′σ
c†k′µσck+k′,µσ − 1
)
, (31)
we find the following relation:
Gcc,retµν (ω, k) = G
cc,adv
µν (−ω, k) . (32)
To eliminate the appearance of the advanced Green’s
function, we use the following formula that follows from
the definition of the Green’s function and Hermiticity of
the density operators:[
Gcc,retµν (ω, k)
]∗
= Gcc,advνµ (ω, k) . (33)
Combining (32) and (33), we obtain the relation pre-
sented in the main text:
Gcc,retµν (ω, k) =
([
Gcc,ret (−ω, k)]†)
µν
. (34)
J. Unitary Symmetries
Our model possesses both the spin-SU(2) and charge-
SU(2) symmetry3–5.
The spin-SU(2) is given by [H,
∑
i Si] = 0 with the spin
vector Si = (S
x
i , S
y
i , S
z
i ), whose z-component is given by
Szi = 1/2 (ni↑ − ni↓) , (35)
and the x- and y-components are given by Sxi =
1/2
(
S+i + S
−
i
)
, Syi = 1/2i
(
S+i − S−i
)
, with the ladder
operators
S+i = c
†
i↑ci↓ (36)
and S−i =
(
S+i
)†
.
The charge-SU(2) is given by [H,
∑
iQi] = 0 with
the pseudospin vector Qi = (Q
x
i , Q
y
i , Q
z
i ), whose z-
component is given by
Qzi = 1/2 (ni − 1) , (37)
and the x- and y-components are given by Qxi =
1/2
(
Q+i +Q
−
i
)
, Qyi = 1/2i
(
Q+i −Q−i
)
, with the ladder
operators
Q+i = (−1)i ci↑ci↓ (38)
and Q−i =
(
Q+i
)†
.
In the general case, we can choose out of six local two-
particle excitation operators, namely S+i , S
−
i , S
z
i , Q
+
i ,
Q−i , Q
z
i . However, due to the SU(2) symmetries, all com-
ponents of Si on the one hand, and of Qi on the other
hand are equivalent, so that we can restrict ourselves
to an analysis of Szi (spin-spin) and Q
z
i (charge-charge).
Thus, the dynamic charge structure factor (excitations
by Qzi ) is related to the Auger spectral function (excita-
tions by (−1)iQ+i )6, and either one can be measured ex-
perimentally to observe the effects described in the main
text.
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FIG. 8. Top: Trace of the momentum-resolved imaginary part of the self-energy ImTrΣ (ω, k) calculated at the temperatures
T = 0.5, 1, 5 (see Methods). Bottom: Trace of the momentum-resolved self-energy and of the negative one-particle spectral
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