In this paper we define, inspired by ring theory, the class of maximal residuated lattices with lifting Boolean center and prove a structure theorem for them: any maximal residuated lattice with lifting Boolean center is isomorphic to a finite direct product of local residuated lattices.
Introduction
A commutative integral residuated bounded lattice is an algebraic structure (A, ∨, ∧, ⊙, →, 0, 1) such that (A, ∨, ∧, 0, 1) is a bounded lattice, (A, ⊙, 1) is a commutative monoid and, for all a, b, c ∈ A, a ≤ b → c if and only if a ⊙ b ≤ c.
Commutative integral residuated bounded lattices have been studied extensively and include important classes of algebras such as BL-algebras, introduced by Hájek as the algebraic counterpart of his Basic Logic [11] , and MV-algebras, the algebraic setting for Lukasiewicz propositional logic (we refer to the monograph [5] for a detailed treatment of MV-algebras). Since in this paper we work only with commutative integral residuated bounded lattices, we shall call them simply residuated lattices. In order to simplify the notation, a residuated lattice (A, ∨, ∧, ⊙, →, 0, 1) will be referred by its support set A. The Boolean center of A, denoted B(A), is the set of all complemented elements of the bounded lattice (A, ∨, ∧, 0, 1).
The main purpose of this paper is to define the class of maximal residuated lattices with lifting Boolean center and to prove a structure theorem for them.
The inspiration for defining this class of residuated lattices comes from ring theory. Maximal rings are an important class of commutative rings with unit; we refer to [2] for a book treatment. The idea of lifting idempotents, due to Nicholson [16] , turns out to be very useful in studying different classes of rings.
If A is a residuated lattice, {a i } i∈I ⊆ A and {F i } i∈I is a family of filters of A, then A is maximal iff, given a family of congruences {x ≡ a i (mod F i )} i∈I of A, being able to find a solution for any finite subset of these congruences implies one can find a solution for all the congruences. We refer to Section 6 for the formal definition.
Similar notions were developed for distributive lattices [10] , MV-algebras [7] and BL-algebras [15] . Obviously, residuated lattices with a finite number of filters are maximal; hence, finite and simple residuated lattices are maximal. The converse is not true. An example of a maximal MV-algebra with an infinite number of ideals is given in [7, Proposition 9] .
A residuated lattice A is said to have lifting Boolean center iff for every e ∈ B(A/Rad(A)) there exists a f ∈ B(A) such that e = f /Rad(A). Here Rad(A) is the intersection of all maximal filters of A.
The main result of the paper is the following (see Theorem 6.6).
Theorem. Any maximal residuated lattice with lifting Boolean center is isomorphic to a finite direct product of local residuated lattices.
This structure theorem corresponds in the setting of residuated lattices to Zelinsky's theorem for maximal rings [17] , [2, Theorem 2.6] . In fact, we prove even a stronger result, namely that a residuated lattice A with lifting Boolean center is maximal if and only if it is isomorphic to a finite direct product of some special residuated lattices, determined by elements in B(A) (see Theorem 6.5).
Definitions and basic properties
We refer the reader to [9] for basic results in the theory of residuated lattices. In the following, we only present the material needed in the remainder of the paper.
We shall denote with RL the variety of residuated lattices and RL the category having as objects nontrivial residuated lattices and morphisms of residuated lattices as morphisms. We recall that by a residuated lattice we mean in fact a commutative integral residuated bounded lattice.
Let A be a residuated lattice. We use the notation L(A) for the bounded lattice (A, ∨, ∧, 0, 1). For all a, b ∈ A, let us define
The following lemma collects some useful properties (see for example [9] ).
(ii) a = 1 → a and 1 = a → 1;
For all a ∈ A, we define a 0 = 1 and a n = a n−1 ⊙ a for all n ∈ N * . The order of a ∈ A, in symbols ord(a), is the smallest n ∈ N such that a n = 0. If no such n exists, then ord(a) = ∞. An element a ∈ A is called: nilpotent iff ord(a) is finite; a unity iff ¬(a n ) is nilpotent for all n ∈ N; finite iff both a and ¬a are nilpotent.
A filter of A is a nonempty set F ⊆ A such that, for all a, b ∈ A,
We shall denote by F (A) the set of filters of A.
A proper filter P of A is called prime iff a ∨ b ∈ P implies a ∈ P or b ∈ P for all a, b ∈ A. The set of prime filters of A is denoted by Spec(A).
A proper filter M of A is called maximal iff it is not contained in any other proper filter. We denote by Max(A) the set of maximal filters of A. An immediate application of Zorn's lemma is the fact that any proper filter of A can be extended to a maximal filter. As a consequence, Max(A) = ∅ for any nontrivial residuated lattice A.
Let X ⊆ A. The filter of A generated by X will be denoted by < X >. We have that < ∅ >= {1} and for X = ∅,
For any a ∈ A, < a > denotes the principal filter of A generated by {a}. Then < a >= {b ∈ A | a n ≤ b for some n ∈ N * }. The following results are standard and they are relatively easy to prove; for example, by following the proofs of the corresponding results for BL-algebras from [ 
The radical of A, denoted by Rad(A), is the intersection of all maximal filters of A, when A is a nontrivial residuated lattice A. If A = {0} is trivial, then Rad(A) = {0} by definition. (ii) and (iii) are easy consequences of (i).
A residuated lattice A is said to be local iff A has exactly one maximal filter. A local residuated lattice A is called perfect iff for all a ∈ A, ord(a) < ∞ if and only if ord(¬a) < ∞. The following lemma will be useful in Section 6. 
is a (proper, prime, maximal) filter of A; thus, in particular, Ker(h) is a proper filter of A; (ii) if h is surjective and F is a filter of A, then h(F ) is a filter of B; (iii) if h is surjective and M is a maximal filter of A such that h(M ) is proper, then h(M ) is a maximal filter of B; (iv) if h is surjective, then

|F(B)| ≤ |F(A)|, |Spec(B)| ≤ |Spec(A)| and |Max(B)| ≤ |Max(A)|.
With any filter F of A we can associate a congruence relation
For any a ∈ A, let a/F be the equivalence class a/ ≡(mod F ) . If we denote by A/F the quotient set A/ ≡(mod F ) , then A/F becomes a residuated lattice with the operations induced from those of A.
The following proposition follows from a general result in universal algebra [4] . A proof for this particular case is similar to the proof of [7, Proposition 1] .
Proposition 2.9. (Chinese Remainder Theorem)
Let n ∈ IN * and F 1 , . . . , F n be filters of the residuated lattice A such that F i ∨ F j = A for every i = j, i, j ∈ 1, n. Then, for every a 1 , . . . a n ∈ A, there exists an a ∈ A such that a ≡ a i (mod F i ) for all i ∈ 1, n.
For any filter F of A, let us denote by p F the quotient map from A onto A/F , defined by p F (a) = a/F for any a ∈ A. Then F = Ker(p F ). For simplicity, we shall use the notation G/F for p F (G).
an inclusion-preserving bijective correspondence between the filters of A containing F and the filters of A/F ; the inverse map is also inclusion-preserving; (ii) p F maps the set of proper (maximal) filters of A containing F onto the set of proper (maximal) filters of A/F ; (iii) the map φ : A/F → A/G, φ(a/F ) = a/G is a well-defined surjective morphism of residuated lattices; φ is an isomorphism if and only if
As an immediate application of Proposition 2.11.
(ii) and Lemma 2.10, we get the following. Proposition 2.12. Let A be a nontrivial residuated lattice and F be a proper filter of A.
In particular, A is local if and only if A/F is local.
Proposition 2.13. Let {A i | i ∈ I} be a family of residuated lattices and F i be a filter of A i for every i ∈ I. Then F := i∈I F i is a filter of A := i∈I A i and
Let B(A) be the Boolean center of A, that is the set of all complemented elements of the lattice L(A). The following lemma collects some useful properties of B(A). Proposition 2.14. [3, 9] (i) B(A) is a Boolean subalgebra of L(A), ¬ e is the unique complement of e ∈ B(A) and ¬¬ e = e.
(ii) For any e ∈ B(A), e ⊙ e = e and < e >= {a ∈ A | e ≤ a}.
Lemma 2.15. For every e, f ∈ B(A) and a, b ∈ A, we have:
Proof. (i), (ii), (iii) and (iv) were proven by Kühr in [14] for bounded pseudo-BCK-algebras, hence for noncommutative residuated lattices. For the sake of completeness, we give the proofs in the commutative case.
(ii)
(iv) Since a ≤ ¬ e → a and e = ¬ ¬ e = ¬ e → 0 ≤ ¬ e → a, it follows that e ∨ a ≤ ¬ e → a.
Let u ∈ A such that u ≥ e ∨ a. We get that
, by the law of residuation, x ⊙ ¬ e ≤ a and
With the help of the Boolean center we can define a functor B between the category RL of residuated lattices and the category Bool of Boolean algebras as follows: for any morphism of residuated lattices f :
For each x ∈ A, let us define the operation
Proposition 2.16. Let F be a filter of A and e ∈ B(A). Then (i) < e > = (< e >, ∨, ∧, ⊙, → e , e, 1) is a residuated lattice;
(ii) F ∩ < e >= {e ∨ a | a ∈ F } and F ∩ < e > is a filter of < e >; (i) ∧ i∈I e i = 0;
(ii) e i ∨ e j = 1 whenever i, j ∈ I, i = j;
Proposition 2.18. Let A be a residuated lattice, n ≥ 2 and e 1 , . . . , e n ∈ B(A) be such that
(ii) e i ∨ e j = 1 whenever i, j ∈ 1, n, i = j.
< e i >.
Finite direct products of residuated Lattices
In this section, we shall make a study of prime and maximal filters of finite direct products of residuated lattices, similar to the one done for MV-algebras in [1] or BL-algebras in [15] .
In the sequel, I will be an index set, {A i } i∈I a family of nontrivial residuated lattices and A = i∈I A i . For each i ∈ I, let pr i : A → A i , pr i (a k ) k∈I = a i be the projections. Obviously, pr i is a surjective morphism of residuated lattices. For any i ∈ I, let us denote by δ i the element of A defined by pr i (δ i ) = 0 and pr j (δ i ) = 1 for all j ∈ I, j = i. (ii) if I is finite, then pr i (P ) = A i for exactly one i ∈ I.
It is clear that
δ i ∨ δ k = 1 for all i, k ∈ I, i = k.
Proof.
(i) Suppose that there are i, k ∈ I, i = k such that pr i (P ) = A i and pr k (P ) = A k . Then δ i ∨ δ k = 1 ∈ P , so, δ i ∈ P or δ k ∈ P , since P is a prime filter. It follows that 0 = pr i (δ i ) ∈ pr i (P ) or 0 = pr k (δ k ) ∈ pr k (P ). Since, by Proposition 2.7.(ii), pr i (P ), pr k (P ) are filters, we get that pr i (P ) = A i or pr k (P ) = A k . That is, we have got a contradiction.
(ii) Let I = {1, . . . , n}. By (i), there exists at most one i ∈ I such that pr i (P ) = A i . Suppose that there is no such i, that is pr i (P ) = A i for all i ∈ 1, n. It follows that for every i there exists a i ∈ P such that pr i (a i ) = 0. If we let a := a 1 ⊙ . . . ⊙ a n , we get that a ∈ P and pr i (a) = 0 for all i ∈ 1, n, so a = 0. Thus, we have got that 0 ∈ P , a contradiction.
If i ∈ I and Q is a prime filter of A i , pr
is a prime filter of A, by Proposition 2.7.(i). We call it the filter of A over Q and we denote it by Ov(Q).
Let us define
Ov(A) := {P ⊆ A | P = Ov(Q) for some Q ∈ i∈I Spec(A i )} = {p
Proposition 3.2. Suppose that I is finite and P is a prime filter of A. Let i ∈ I be unique such that pr i (P ) = A i . Then (i) pr i (P ) is a prime filter of A i and, if P is maximal, then pr i (P ) is also maximal;
(ii) P = Ov(pr i (P )).
Proof. Let I = {1, . . . , n}.
(i) By Proposition 2.7.
(ii) and the fact that pr i (P ) = A i , we get that pr i (P ) is a proper filter of A. Let x, y ∈ A i be such that x ∨ y ∈ pr i (P ), so x ∨ y = pr i (c) for some c ∈ P . Let us define c 1 , c 2 ∈ A by:
Since c 1 ∨ c 2 = c ∈ P , we must have c 1 ∈ P or c 2 ∈ P , hence x ∈ pr i (P ) or y ∈ pr i (P ).
If P is maximal, apply Proposition 2.7.(iii) to get that pr i (P ) is maximal.
(ii) Ov(pr i (P )) = pr
i (pr i (P )) ⊇ P . It remains to prove the converse inclusion. Let a ∈ Ov(pr i (P )). Since pr i (a) ∈ pr i (P ), pr i (q i ) = pr i (a) for some q i ∈ P . For j ∈ I, j = i, pr j (P ) = A j , so there exists q j ∈ P such that pr j (q j ) = pr j (a). Let
Then q ∈ P and pr j (q) = pr j (q j ) = pr j (a) for all j ∈ I, so q = a, hence a ∈ P .
We are now ready to prove the main result of this section.
Theorem 3.3. Let n ∈ IN
* , A 1 , . . . , A n be nontrivial residuated lattices and
Proof. The first equality is an immediate application of Proposition 3.2; we get that Spec(A) = Ov(A), hence the first equality. If M ∈ Max(A) and i ∈ 1, n is unique such that 
Dense elements and lifting Boolean center
Let A be a residuated lattice. An element a of A is said to be dense iff ¬ a = 0. Following [8] , we denote by Ds(A) the set of the dense elements of A. It is easy to see that Ds(A) is a filter of A satisfying Ds(A) ⊆ Rad(A) [8] . (ii) for all a ∈ A, ord(a) = ord(a/F );
(iv) for all a ∈ A, a is finite in A if and only if a/F is finite in A/F . Hence,
Proof.
(i) By Lemma 2.8.(i), a/F = 0/F iff ¬a ∈ F ⊆ Ds(A). Thus, a/F = 0/F implies ¬a ∈ Ds(A), so ¬ ¬ a = 0, that is equivalent to a = 0, since a ≤ ¬¬a. The converse implication is obvious.
a/F ≤ ¬ b/F iff a ≤ ¬ b follows using the above and the fact that in any residuated lattice x ≤ ¬ y iff x ⊙ y = 0.
(ii) By (i), for all a ∈ A and all n ∈ N, a n = 0 iff a
(iv) follows easily from (ii). Assume now that f is injective and let a 1 , a 2 ∈ A. Then we have the following sequence of equivalences:
Let {A i | i ∈ I} be a family of residuated lattices and A = i∈I A i . By Proposition 4.2.(iii), Ds(A) = i∈I Ds(A i ). Apply now Proposition 2.13.
A residuated lattice A is said to be radical-dense iff Rad(A) = Ds(A). Let us denote with rd-RL the class of radical-dense residuated lattice. This terminology is inspired by [8] , where a variety A is called radical-dense provided that A is a subvariety of RL and Rad(A) = Ds(A). 
In the diagram above, p A and r A are the quotient maps. Moreover, φ A is an isomorphism if and only if A is radical-dense, that is Ds(A) = Rad(A).
If B : RL → Bool is the functor defined in Section 2, the diagram above induces the following commutative diagram in the category of Boolean algebras.
Proof. For all e, f ∈ B(A), we have that B(r A )(e) = B(r A )(f ) iff e/Rad(A) = f /Rad(A) iff e ↔ f ∈ B(A) ∩ Rad(A) iff e ↔ f = 1 by Proposition 2.14.(iii), (iv) iff e = f . Hence, B(r A ) is injective and the fact that B(p A ) is injective follows from the commutativity of the diagram.
We say that A has lifting Boolean center iff B(r A ) is surjective (and hence a Boolean isomorphism). The fact that MV-algebras have lifting Boolean center was already proved in [7, Proposition 5] . Moreover, using [15 
Semilocal residuated lattices
A residuated lattice is said to be semilocal iff it has only a finite number of maximal filters.
The trivial residuated lattice has no maximal filters, hence it is obviously semilocal. We shall consider only nontrivial semilocal residuated lattices. The class of semilocal residuated lattices includes finite residuated lattices as well as the local ones. It is easy to construct examples of semilocal residuated lattices that are not local: any finite direct product of n ≥ 2 local residuated lattices has exactly n maximal filters, by Theorem 3.3. 
Proof. (i) By Proposition 2.12.
(ii) Let us consider the canonical projection
Hence, ϕ is well defined and injective. Since M 1 , . . . , M n are distinct maximal filters, it follows that M i ∨ M j = A for all i = j, so we can apply Proposition 2.9 to get for every a 1 , . . . , a n ∈ A an a ∈ A such that a/M i = a i /M i for all i ∈ 1, n, so ϕ(a/Rad(A)) = (a 1 /M 1 , . . . , a n /M n ). Thus, we have proved that ϕ is surjective too. It is easy to see that ϕ is a morphism of residuated lattices, hence it is an isomorphism of residuated lattices.
Maximal residuated lattices
Let A be a residuated lattice, I an index set, {a i } i∈I ⊆ A and {F i } i∈I be a family of filters of A. We say that the family {(a i , F i )} i∈I has finite intersection property (abbreviated f.i.p.) iff the family of sets {a i /F i } i∈I has finite intersection property, i.e. the intersection of every finite subfamily is nonempty. Formally, {(a i , F i )} i∈I has f.i.p. iff for any finite J ⊆ I there exists x J ∈ A with x J ≡ a i (mod F i ) for all i ∈ J.
A is said to be maximal iff whenever {(a i , F i )} i∈I is a family with f.i.p., there exists x ∈ A such that x ≡ a i (mod F i ) for all i ∈ I.
In this section we prove the main result of the paper, the structure theorem for maximal residuated lattices with lifting Boolean center. Before this, we give some useful properties of maximal residuated lattices.
By the Chinese Remainder Theorem, the following lemma is immediate.
Lemma 6.1. Let A be a maximal residuated lattice. Then for any family
Proposition 6.2. Any maximal residuated lattice is semilocal.
Proof. Let A be a maximal residuated lattice, F M be the filter of A defined in Lemma 2.5 and define
In order to prove that the family F has f.i.p., let us consider a finite subfamily {(1, F M ), (0, M 1 ), . . . , (0, M n )} and apply Lemma 6.1 to get the existence of an x ∈ A satisfying x ≡ 0(mod M i ) for all i ∈ 1, n and x ≡ 1(mod M ) for all M ∈ Max(A) − {M 1 , . . . , M n }. By Lemma 2.8.(i),(iii) and Lemma 2.5, we get that
Since A is maximal and F has f.i.p., there exists y ∈ A such that y ≡ 1(mod F M ) and y ≡ 0(mod M ) for all M ∈ Max(A). Thus, y ∈ F M and y ∈ /M for any maximal filter M of A. It follows that Max(A) = {M ∈ Max(A) | y ∈ /M }, which is finite due to the fact that y ∈ F M .
The converse of the above proposition does not hold: an example of a semilocal MV-algebra that is not maximal can be found in [7, Proposition 8] .
Proposition 6.3. Let A be a maximal residuated lattice and e ∈ B(A). Then < e > is also a maximal residuated lattice.
Proof. Let F = {(a i , F i )} i∈I be a family that has f.i.p. in < e >. Since a i ∈ A and every filter F i of < e > is also a filter of A, it follows that F has f.i.p. in A too. Apply now the fact that A is maximal to get an x ∈ A such that x ≡ a i (mod F i ) in A for all i ∈ I. By Proposition 2.16.(iii), it follows that x ∨ e ≡ a i ∨ e(mod F i ∩ < e >) in < e > for all i ∈ I. Since F i ∩ < e >= F i as F i ⊆< e > and a i ∨ e = a i as a i ∈< e >, we get that x ∨ e ∈< e > is such that x ∨ e ≡ a i (mod F i ) for all i ∈ I. Thus, < e > is maximal. A i , where n ≥ 1 (the case n = 0 is trivial), where A 1 , . . . , A n are maximal residuated lattices. By Proposition 2.17, there exist e 1 , . . . , e n ∈ B(A) satisfying e 1 ∧ . . . ∧ e n = 0, e i ∨ e j = 1 for i = j such that A i ∼ =< e i > for all i ∈ 1, n. Let {(a k , F k )} k∈K have f.i.p. in A and apply Proposition 2.16(iii) to get that the family {(a k ∨ e i , F k ∩ < e i >)} k∈K has f.i.p. in < e i > for any i ∈ 1, n. Since < e i > is maximal, there exists x i ∈< e i > such that x i ≡ a k ∨ e i (mod F k ∩ < e i >) for all k ∈ K: in particular, x i ≡ a k ∨e i (mod F k ) in A for all k ∈ K. Let x = x 1 ∧. . .∧x n . Then x ∈ A is such that x ≡ (a k ∨ e 1 ) ∧ . . . ∧ (a k ∨ e n )(mod F k ) ≡ a k (mod F k ) for all k ∈ K, since, by Lemma 2.15.(v), (a k ∨ e 1 ) ∧ . . . ∧ (a k ∨ e n ) = a k ∨ (e 1 ∧ . . . ∧ e n ) = a k ∨ 0 = a k . Thus, A is maximal. Apply Proposition 2.17 to get f 1 , . . . , f n ∈ B(A/Rad(A)) such that f 1 ∧. . .∧f n = 0/Rad(A), f i ∨ f j = 1/Rad(A) for i = j and A/M i ∼ = < f i > for all i = 1, n. Since A has lifting Boolean center, there exist e 1 , . . . , e n ∈ B(A) such that f i = e i /Rad(A) for all i ∈ 1, n. It follows that (e 1 ∧ . . . ∧ e n )/Rad(A) = f 1 ∧ . . . ∧ f n = 0/Rad(A), so ¬ (e 1 ∧ . . . ∧ e n ) ∈ B(A) ∩ Rad(A) = {1}, by Lemma 2.8.(i) and Proposition 2.14.(iv). Thus, ¬ (e 1 ∧ . . . ∧ e n ) = 1, so e 1 ∧ . . . ∧ e n = ¬ ¬ (e 1 ∧ . . . ∧ e n ) = ¬ 1 = 0, by Proposition 2.14.(i). We get similarly that, for i = j, (e i ∨ e j )/Rad(A) = f i ∨ f j = 1/Rad(A), so e i ∨ e j = 1. Applying now Proposition 2.18, it follows that A ∼ = n i=1 < e i >. Moreover, < e i > is maximal for all i ∈ 1, n, by Proposition 6.3. Finally, < e i > is nontrivial, since A/M i is nontrivial. Proof. By Theorem 6.5,
< e i >, where n = |Max(A) |≥ 1, e 1 , . . . , e n ∈ B(A) and < e i > is nontrivial and maximal for all i ∈ 1, n. It remains to prove that < e i > is local. Since < e i > is nontrivial, |Max(< e i >)| ≥ 1 for any i ∈ 1, n. On the other hand, applying Theorem 3.3, we get that n = |Max(A)| = n i=1 |Max(< e i >)| ≥ n. Thus, we must have |Max(< e i >)| = 1 for all i ∈ 1, n, that is < e i > is local for all i ∈ 1, n.
