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“Imagination is more important than knowledge. 
For knowledge is limited to all we now know and understand,  
while imagination embraces the entire world,  
and all there ever will be to know and understand.” 
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  For centuries, Jupiter has attracted the curiosity of humans by the varying shapes and colors of its 
cloud appearance. Jupiter is covered with dense clouds organized in two distinctly-different bands 
referred to as zones and belts. The appearance of these, as well as of small-scale features such as the 
Great Red Spot (GRS), is attributed to different vertical cloud structure and/or different optical and 
physical properties of atmospheric aerosols. Thus, baseline cloud models of Jupiter are important to 
quantitatively describe the spatial and temporal variations. Furthermore, the detailed knowledge 
about the vertical cloud structure and aerosols’ properties lead to the understanding of the thermal 
balance of Jupiter. Such models have gradually been developed as theories have become more 
sophisticated, spacecrafts have sent more data back to the Earth, and laboratory measurements have 
accumulated. With respect to the scattering properties of aerosols which are essential to deduce the 
vertical distributions of aerosols, to the present, we have commonly applied two different scattering 
phase functions. One is the scattering phase functions (referred to as the Pioneer HG functions) 
described in the form of a double Henyey-Greenstein function that were derived by Tomasko et al. 
(1978) from the Pioneer 10 Imaging Photopolarimeter (IPP) data in red (640 nm) and blue (440 nm) 
channels over a wide range of solar phase angles. The other is the Mie scattering phase functions for 
NH3 ice particles which are believed to compose the visible cloud layer. There are, however, several 
major problems that need to be overcome in both scattering phase functions. In the former case, they 
cannot provide any physical meanings such as the particle size and composition, and are not 
validated for other wavelengths. In the latter case, there are no detections of spectroscopic signatures 
of such small NH3 ice particles. 
  This thesis provides new observational constraints on the scattering properties of aerosols in the 
Jovian upper troposphere and stratosphere. To achieve this objectives, we have analyzed new and 
high-quality imaging data during the Cassini flyby of Jupiter (October 2000–March 2001) by 
utilizing its onboard Imaging Science Subsystem (ISS). The Cassini data, covering a wide range of 
solar phase angles (0°–140°), provide the first opportunity to improve observationally-based 
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Pioneer 10 data. 
In this thesis, we present the analysis results of four sets of limb-darkening curves extracted along 
a bright zone (the South Tropical Zone: STrZ) and a dark belt (the north component of the South 
Equatorial Belt: SEBn) from Jovian images in CB2 (effective wavelength: 750 nm) and BL1 
(effective wavelength: 455 nm). The selection of these regions and wavelengths allows us to directly 
compare our results to Tomasko et al.’s. There are three major advantages of the Cassini data sets 
used in this study over the Pioneer 10 data sets. First, the Cassini data sets were taken at a constant 
gain setting for all solar phase angles, which is theoretically free from unwanted photometric 
inconsistency due to cross-calibration of the data acquired at different settings like the Pioneer 10 
data. Second, the transmission bandwidth of the Cassini ISS CB2 filter is so narrow that we can infer 
more monochromatic optical properties of aerosols, which is suitable for applying the Mie scattering 
theory, than the Pioneer 10 IPP red-channel data. Finally, the Cassini data sets have a better solar 
phase angle coverage with much smaller gap in solar phase angles (19°–54°) than the Pioneer 10 
IPP’s larger gap (34–109°), although the largest available solar phase angle of the Pioneer 10 data 
(150°) surpasses the Cassini data (140.1°) by 10 degrees. 
  To explain the solar phase angle behaviors of limb-darkening curves for each data set, we perform 
the radiative transfer calculations with a simple cloud model and the Mie scattering theory applied to 
scattering of aerosols (Type II-Mie model), and successfully derive the scattering properties of 
aerosols for all data sets. 
From the results of our radiative transfer calculations, we find two important characteristics of 
cloud particles. One is the effective radius of cloud (ୣݎ ୤୤,ୡ୪୭୳ୢ). The best-fit ୣݎ ୤୤,ୡ୪୭୳ୢ is obtained at 
two different values, depending on the wavelength (not on the region): ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm in CB2 
and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm in BL1. These values are in good agreement with those inferred from 
previous studies (Sromovsky and Fry, 2010a, 2010b) for the diffuse and ubiquitous layer of small 
particles in the upper troposphere as described in the synthesis works by West et al. (1986, 2004). 
The other is the real part of the refractive index of cloud (݊୰,ୡ୪୭୳ୢ). The best-fit ݊୰,ୡ୪୭୳ୢ for all data 
sets except for the CB2/SEBn data set (݊୰,ୡ୪୭୳ୢ = 1.8) show an identical value (݊୰,ୡ୪୭୳ୢ = 1.85). 
Such values of ݊୰,ୡ୪୭୳ୢ are found to be significantly higher than experimental values of ݊୰ for NH3 
ice particles (݊୰ ~ 1.4) measured by Martonchik et al. (1984). Thus, we conclude that the best-fit 
combination of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ would strongly suggest the idea that the abundant small 
particle population in the upper troposphere is not composed of pure NH3 ice. This suggestion does 






source of the 3-μm absorption anomaly (Sromovsky and Fry, 2010a, 2010b) inferred from 
near-infrared spectra. What actually eliminates the spectral signature of NH3 ice around the 3-μm 
wavelength, despite the fact that significant depletion of NH3 vapor has been observed for pressure 
levels of visible cloud layer, is unclear at this moment. The high real refractive index obtained in this 
study may hint at the composition of cloud particles for further studies. 
As described above, the scattering properties of cloud particles for both the STrZ and the SEBn are 
found to show much the same characteristics, which suggests that the cloud particles themselves are 
less likely to be related to the visual difference between the zones and belts. We find that only the 
single scattering albedo of cloud (߱ୡ୪୭୳ୢ) shows a remarkable difference between two regions 
(߱ୡ୪୭୳ୢ gets a higher value for the STrZ than that for the SEBn). Particles in cloud layer for the 
SEBn (1 െ ߱ୡ୪୭୳ୢ  = 0.031) absorb about ten times as many photons as those for the STrZ 
(1 െ ߱ୡ୪୭୳ୢ = 0.0035) in BL1, while particles for the SEBn (1 െ ߱ୡ୪୭୳ୢ = 0.0068) absorb twice as 
many photons as those for the STrZ (1 െ ߱ୡ୪୭୳ୢ = 0.0032) in CB2. Thus, we conclude that only 
߱ୡ୪୭୳ୢ is one key parameter which causes the visual difference between the zones and belts. Our 
results support the idea proposed by West et al. (1986). Such difference in absorption would be likely 
to be due to chromophores (unknown coloring agents) since all of condensate clouds predicted from 
thermochemical equilibrium theory and photochemically produced stratospheric haze are white at 
visible wavelengths. 
Although the optical and physical properties of the stratospheric haze are not well constrained, we 
also find several key characteristics of the stratospheric haze. First, the large haze particles (ୣݎ ୤୤,୦ୟ୸ୣ 
= 0.5 μm) are found to improve the model’s fit either for the near-limb points in most solar phase 
angles or for higher reflectivity seen at the two largest solar phase angles from the analysis of the 
CB2/STrZ data set. Second, the large value of the imaginary part of the refractive index (݊୧,୦ୟ୸ୣ ≥ 
0.04) is required to reproduce the BL1/STrZ data set well. This requirement becomes less important 
for fitting the CB2/STrZ data set. Finally, the characteristic common to all data sets is that the 
stratospheric haze is optically thin (߬୦ୟ୸ୣ = 0.06 even at the optically thickest case for the CB2/STrZ 
data set). Conversely, we find that there are a considerable gap in the value of ߬୦ୟ୸ୣ between ours 
and those deduced from previous studies in which the Pioneer HG functions were used to reproduce 
the ground-based photometric data (e.g., Satoh and Kawabata, 1992, 1994; Kuehn and Beebe, 1993). 
  On the basis of these results, we compare our best-fit Mie scattering phase functions for cloud 
obtained from all data sets with the Pioneer HG functions. The overall shapes of our Mie scattering 
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scattering phase functions can reproduce the Pioneer 10 observations well. In contrast, the Pioneer 
HG function does not reproduce the Cassini ISS observations. This is attributed to the fact that their 
scattering phase function is under-constrained, primarily due to a considerable gap in observations 
for intermediate solar phase angles (34°–109°). 
  A set of our new Mie scattering phase functions has two advantages over the Pioneer HG 
functions: 
(1) since the Cassini data do not have a large gap in solar phase angle, the new Mie scattering phase 
functions are better constrained; 
(2) the Mie scattering phase function can easily be applied to different wavelengths. 
With such characteristics, we now have a set of reliable baseline scattering phase functions that can 
be used to interpret the ever-changing appearance of Jovian clouds as changes of the vertical cloud 
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  In this chapter, we introduce the basic characteristics of Jupiter and its cloud appearance in 
Section 1.1. Section 1.2 gives the current status of our knowledge about Jovian atmosphere which 
are mainly relevant to thermal structure, vertical distributions of clouds and haze, and their optical 
and physical properties. Outstanding problems to be revealed in this thesis are mentioned in 
Section 1.3. Finally, we present the objectives and outlines of this thesis in Section 1.4. 
 
 
1.1. Jupiter overview 
1.1.1. Basic characteristics of Jupiter 
Jupiter, the fifth planet from the Sun, is the largest in our solar system and represents the jovian 
planets or so-called gas giants. The jovian planets include Saturn, Uranus, and Neptune as well, and 
are characterized by massive fluid envelopes with relatively small solid (rocky or icy) cores. The 
jovian planets are thought to be formed by capturing the primordial gas during the formation of the 
solar system, while the terrestrial planets were formed from a meager amount of refractory materials. 
Thus, the jovian planets are believed to retain more or less the bulk composition of the solar nebula. 
Because of the difference of their beginnings, the basic characteristics of these two types of planets 
are quite different from each other. The basic parameters of Jupiter and the Earth are compared in 
Table 1.1. For example, Jupiter is over 300 times more massive than the Earth and its radius is over 
ten times as larger. While the Earth’s atmosphere is mainly composed of nitrogen (~78.1%) and 
oxygen (~21.0%), the atmospheric composition of Jupiter is primarily hydrogen (~86.0%) with a 
small portion of helium (~13.6%). Note that Venus and Mars have atmospheres of mostly carbon 
dioxide, better representing the atmosphere of terrestrial planets without biological alteration. As a 
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consequence of H2 + He atmosphere, the overall density of Jupiter (= 1.33 g/cm3) is little more than 
that of liquid water. Since Jupiter rotates faster than the Earth, its shape is noticeably oblate with the 
polar radius being ~6.5% less than the equatorial radius. Furthermore, Jupiter emits 1.67 times more 
radiation than it receives from the Sun, which indicates the existence of the substantial internal heat 
source and presumably vigorous convection. Conversely, in the case of the Earth, the power due to 
internal heat source is negligible compared with the power due to absorption of solar radiation. Of 
course, Jupiter has no topography, i.e., no continents or oceans. 
 
 
Table 1.1. The basic parameters of Jupiter and the Earth. 
Parameter Jupiter Earth 
Physical properties 
Mass [kg] 1.8986×1027 5.9736×1024 
Mean density [g/cm3] 1.326 5.515 
Rotational period 9h 55m 29.71s (System III) 23h 56m 3.1s 
Equatorial surface gravity [m/s2] 23.12 (at 1 bar) 9.78 
Equatorial radius [km]a 71492 6378.1 
Polar radius [km] 66854 6356.8 
Equilibrium radiating temperature [K] 110 255 
Geometric albedo 0.52 0.367 
Compositional information of atmosphere 
Volume mixing ratio [%]b 
H2 (86.0), He (13.6),  
CH4 (0.18), NH3 (0.07)c 
N2 (78.08), O2 (20.95),  
Ar (0.9), CO2 (0.0345) 
Mean molecular weight [g/mol]d 2.32 28.95 
Orbital characteristics 
Mean distance from the Sun [AU]e 5.203 1.000 
Sidereal orbital period [years] 11.9 1.0 
Orbital eccentricity 0.048 0.017 
Obliquity [degrees] 3.12f 23.45 
Most data are taken from de Pater and Lissauer (2010). 
a: The equatorial radii quoted refer to the 1 bar pressure level. 
b:The volume mixing ratios of Jovian atmosphere are taken from Table 4.2 of Taylor et al. (2004). 
c: The volume mixing ratios of H2, He, and CH4 are constant with altitude in the upper troposphere and the 
lower stratosphere. Such gases are well mixed in these regions. For NH3, the volume mixing ratio decreases 
with increasing altitude. The observed vertical profiles of NH3 volume mixing ratio are shown in Figure 
5.2. 
d: The mean molecular weights are calculated with the volume mixing ratios listed in the table. 
e: 1 AU is one astronomical unit, the mean distance of the Earth from the Sun equals to 1.496×108 km. 
f: It is expected that there is very little seasonal variation on Jupiter because of the small obliquity. 
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1.1.2. Jovian cloud appearance 
Although the basic characteristics of Jupiter and the Earth are completely different from each other 
as discussed in Section 1.1.1, within the outermost skin surrounding the interior fluid envelope, we 
can find some atmospheric phenomena that are similar to those found in the Earth’s troposphere and 
stratosphere. One of the important similarities is the existence of cloud. For centuries, Jupiter has 
attracted the curiosity of humans by the varying shapes and colors of its cloud appearance. The most 
salient features of Jovian cloud appearance are mainly classified into three groups: banded structures, 
ovals (vortices) as typified by the Great Red Spot (GRS) which is the largest and long-lived vortex in 
the atmosphere, and discrete storms. Figure 1.1 shows the comparisons of Jovian cloud appearance 
in 1979 and 2000 taken by Voyager 2 and Cassini, respectively. In spite of a gap of 21 years between 
two images, the general banded structures appear to be stable. The bright and dark bands seen at 
visible wavelengths are traditionally called “zones” and “belts”, respectively. Figure 1.2 illustrates 
the Jovian traditional zonal nomenclature. These banded structures are also characterized by 
well-defined zonal wind at cloud top altitude as shown in Figure 1.3. The banded structures are 
roughly correlated with ~30 zonal winds and the zonal winds are strongest on boundaries between 
the zones and belts. In other words, the belts are regions where the latitudinal shear in the zonal 
winds is cyclonic, while the zones are anticyclonic regions. Although small changes in the zonal 
wind profile are seen at some latitudes, the stability of zonal wind is a remarkable feature of its 
atmosphere. 
While the general banded structures of Jupiter appear to be stable with well-defined belts and 
zones, some bands (e.g., the South Equatorial Belt: SEB) have often changed dramatically with 
timescales ranging from days to years. Most recently, the most dramatic changes in appearance 
occurred in the SEB in 2009–2010. Figure 1.4 shows the nominal dark and the faint states of the 
SEB on August 4, 2009 and on May 8, 2010, respectively. 
The appearance of banded structures, as well as of small-scale features such as the GRS, is 
attributed to different vertical cloud structures and/or different optical and physical properties of 
atmospheric aerosols. Thus, baseline cloud models of Jupiter are important to quantitatively describe 
the spatial and temporal variations mentioned above. Such models have gradually been developed as 
theories have become more sophisticated, spacecrafts have sent more data back to the Earth, and 
laboratory measurements have accumulated. In next section, we introduce the current status of our 
knowledge with respect to the Jovian atmosphere. 
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Figure 1.2. The typical Jovian zonal nomenclature. The shaded oval located in the South Tropical



















Figure 1.1. The comparison of the Jovian cloud appearance between 1979 and 2000. The left image
was taken by Voyager 2 in June 1979 and the right image was taken by Cassini in November 2000.
Although the overall shift and the contrast in color are attributable to the different instruments and
the different processing methods, many real changes are apparent (from Ingersoll et al., 2004). 
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Figure 1.3. Zonal wind profiles vs. latitude in 1979 and 2000. The thick line shows the zonal wind
speeds measured by Porco et al. (2003) from the Cassini images. The thin line shows those measured
by Limaye (1986) from the Voyager 2 images. These profiles are remarkably similar to each other,
although some changes (e.g., at 24° N) are apparent. Shaded (clear) bands mark regions of cyclonic
(anticyclonic) shear in the zonal winds (from Vasavada and Showman, 2005). 
Figure 1.4. The nominal dark and the faint states of the SEB on August 4, 2009 and May 8, 2010,
respectively (credit: Anthony Wesley). 
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1.2. The current status of our knowledge of Jovian atmosphere 
1.2.1. Thermal structure 
Our knowledge of thermal structure of the Jovian atmosphere comes from a number of 
observations: star occultations by Jupiter with ground-based telescopes, radio occultation and remote 
thermal measurements from the Voyager missions, and direct in-situ measurement from the Galileo 
entry probe. Lindal et al. (1981) showed that the Voyager radio occultation profiles at the South 
Equatorial Belt (SEB) and the Equatorial Zone (EZ) were quite similar and almost identical at 
pressures greater than 0.2 bar. Their results implied remarkable uniformity in the temperature field 
regardless different visual appearance between the zones and belts, while small horizontal 
temperature differences near 0.3 bar, of the order of a few Kelvin or less, were inferred from the 
Voyager Infrared Spectrometer (IRIS) measurements (Conrath et al., 1981; Flaser et al., 1981). Based 
on these data and the data from the Galileo entry probe (Seiff et al., 1998), the vertical structure of 
the atmosphere in the outer “observable” depth is classified into three regions; the stratosphere, the 
upper troposphere, and the lower troposphere. In the stratosphere (p ≤ 0.1 bar), the atmosphere is 
completely stably stratified, no convection occurs and the thermal structure is determined by 
radiation balance. Thus, no condensation clouds are expected in this altitude, except for aerosols 
which are produced by photochemical reactions or by chemistry initiated by auroral particle impacts. 
In the upper troposphere (0.1 ≤ p ≤ 0.6 bar), the radiative process starts to dominate and the 
atmosphere appears to be stably stratified with dynamical overturning time constants on the order of 
a few days (Conrath et al., 1998). In the lower troposphere (p ≥ 0.6 bar), the temperature profile 
appears to be close to adiabatic, implying active convection and existence of condensation clouds. A 
diagram of the Jovian thermal structure with definitions of the three main observable atmospheric 
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1.2.2. Vertical distribution of clouds and haze in the troposphere 
For decades, the vertical cloud structure of the Jovian atmosphere has been studied theoretically 
and observationally. The latter uses the imaging and spectroscopic data, such as those from 
spacecraft, those from Earth-orbiting telescopes, and those from the ground-based telescopes. An 
extensive review of the current knowledge about the Jovian cloud structure was summarized by West 
et al. (1986) for theory and observational results from Pioneer, Voyager, and ground-based 
telescopes prior to 1986 and by West et al. (2004) for theory and observational results mainly from 
Galileo and Cassini prior to 2004. In this section, we present only a brief summary of key theoretical 
and observational constraints. 
























Figure 1.5. Jovian thermal structure, together with definitions of the three main atmospheric regions.
Temperature profiles measured by the Galileo entry probe (Seiff et al., 1998) and the Voyager radio
occultation (Lindal et al., 1981) are presented by solid and dashed curves, respectively. 
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Our first knowledge of the Jovian cloud structure (the composition and the vertical location) was 
provided by modeling studies based on thermochemical equilibrium theory (Lewis, 1969 and 
Weidenschilling and Lewis, 1973). Assuming that the bulk mixing ratio of the Jovian atmosphere 
was the solar composition, they predicted that there were three layers of condensate clouds: a 
water-ammonia (H2O-NH3) solution cloud with a base near 6 bar, an ammonia hydrosulfide 
(NH4SH) cloud with a base near 2 bar, and an ammonia (NH3) ice cloud with a base near 0.7 bar. 
Thereafter, Atreya et al. (1999) proposed a model with a different bulk mixing ratio (three times the 
solar composition) by referring to the latest observational results. The same three condensate cloud 
layers were found at slightly different pressure levels. The left panel of Figure 1.6 shows the 
expected vertical cloud structures for various assumptions about the mixing ratios of condensable 
species relative to solar composition (Atreya et al., 2005). These fundamental studies have motivated 
researchers to confirm the existence of three predicted cloud layers and to understand the thermal 




Figure 1.6. The results of the equilibrium cloud condensation model (ECCM) for different bulk
mixing ratios. (Left panel) the condensable volatile abundances were taken at 1 × solar (solid area)
and 3 × solar (dashed lines) compositions. (Right panel) the depleted condensable volatile
abundances relative to solar: H2O: 0.01%; NH3: 1%; H2S: 0.5% (from Atreya et al., 2005). 
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Analyses of spacecraft (Pioneer, Voyager, Galileo, and Cassini) data along with the Hubble Space 
Telescope (HST) and ground-based data have steadily revealed the vertical cloud structure in the 
troposphere. The current view of tropospheric cloud structure is depicted in Figure 1.7. The main 
characteristics are as follows: 
 The upper tropospheric haze layer (indicated by circles in Figure 1.7) populated by sub-micron 
particles (r ~ 0.5 μm) ubiquitously covers all latitudes, extending in the pressure range 0.2–0.5 
bar. Its optical thickness at visible wavelengths is between 2 and 10, depending on latitude. The 
effective cloud top pressure level (see Figure 1.7) varies from ~0.2 bar above the equator and 
the GRS to ~0.3 bar at ±10° latitudes. The upper tropospheric haze likely consists of NH3 ice 
particles with some chromophores (unknown coloring agents). This haze accounts for 
limb-darkening curves obtained from methane (CH4) band photometry (e.g., West, 1979; West 
and Tomasko, 1980; Satoh and Kawabata, 1992, 1994; Kuehn and Beebe, 1993) and for 
scattering phase functions inferred from the Pioneer 10 Imaging Photopolarimeter (IPP) 
photometric measurements (Tomasko et al., 1978), which is described in detail in Section 1.2.3. 
The main difference between the zones and belts at visible wavelengths has been explained by 
the decreased continuum single scattering albedo in the belts which may reflect a greater 
concentration of chromophores there or a mechanism, such as sublimation of NH3 ice mantles, 
which increases chromophore visibility in the belts. 
 A vertically compact cloud layer populated by large particles (r ~ 3–100 μm) is located near 
NH3 condensation level (~0.7 bar), which is denser in zones than in belts. This cloud is needed 
to account for cloud opacity inferred from the Voyager IRIS spectra at 45 μm wavelength 
(Gierasch et al., 1986). This cloud is in partial responsible for modulation of 5-μm thermal 
radiation. Banfield et al. (1998) analyzed the small-scale (~30 km) cloud features obtained by 
the Galileo Solid State Imager (SSI) and concluded that the contrast of these features were 
mainly caused by optical thickness variations of tropospheric cloud near 0.75±0.25 bar. 
 An inhomogeneous cloud layer is located near 2 bar. This cloud is probably composed of 
NH4SH. The variability of this cloud layer accounts for the large variations in cloud opacity seen 
at 5 μm. Irwin et al. (1998) concluded, from analysis of the Galileo Near Infrared Mapping 
Spectrometer (NIMS) spectra (0.7–5.2 μm), that large particles of the NH4SH near 1.4 bar were 
responsible for the main 5-μm cloud opacity. 
 There is almost no observational evidence for a deep water cloud, although such cloud is 
pictured in Figure 1.7. It is difficult or impossible to retrieve this cloud in regions where the 
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overlying clouds are optically thick (i.e., zones). Lightning discovered by Galileo (Little et al., 
1999; Gierasch et al., 2000) and Cassini (Dyudina et al., 2004) would give a clue to detection of 
water clouds by analogy with lightning on the Earth’s atmosphere. 
 The first and the only in-situ observations of the clouds in the Jovian atmosphere were 
conducted by the Galileo entry probe at a location of 6.5°N, 4.9°W (Young, 1998). During 
descent, the instruments on board the probe directly investigated composition, cloud properties, 
thermal structure, and radiative energy balance. Since the probe entered an unrepresentative 
“5-μm hot spot”, which had abnormally low cloud and a low abundance of volatiles, the 
Nephelometer and the Net Flux Radiometer detected unexpectedly very tenuous clouds (Ragent 
et al., 1998; Sromovsky et al., 1998). These cloud altitudes were much higher than those 
expected from the theoretical models (ECCM) as shown in the left panel of Figure 1.6. Such 
tenuous cloud structure was also modeled by Atreya et al. (1997) (the right panel of Figure 1.6). 
A series of odd observations have been interpreted either as regions of extremely rapid 
downdraft or as a part of an atmospheric wave system, where the air column is vertically 














Figure 1.7. The schematic representation illustrating the current ideas about tropospheric cloud
structure gathered from a large collection of observations after the Cassini encounter (from West et
al., 2004). The effective cloud top pressure levels in the south and north hemispheres are represented
by solid and dashed curves, respectively. The main characteristics of tropospheric cloud structure are
summarized in text.  
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1.2.3. Optical and physical properties of tropospheric clouds and haze 
In general, knowledge of the optical properties (scattering phase function, polarization, and 
absorption and scattering cross sections) of aerosols is indispensable not only to estimate the size, 
shape, and composition of aerosols, but also to infer the vertical cloud structure (molecular 
abundance, as well) from any remote sensing data. Furthermore, these information leads to the 
understanding of the thermal balance of Jupiter. Such knowledge, of course, can only be obtained 
through observations of the planet at a wide variety of illumination conditions (solar phase angles). 
However, the solar phase angle of Jupiter accessible from ground-based and Earth-orbit telescopes is 
always smaller than ~12°. The Pioneer 10 IPP (hereafter referred to as P10/IPP) provided 
photometric measurements at large solar phase angles (12°–150°), for the first time, during its Jupiter 
encounter in 1973. Tomasko et al. (1978) analyzed the P10/IPP data for two regions: a bright zone 
(the South Tropical Zone: STrZ) and a dark belt (the north component of the South Equatorial Belt: 
SEBn), in two colors: red (640 nm) and blue (440 nm). They derived the scattering phase functions 
of tropospheric aerosols for these regions (hereafter referred to as the Pioneer HG functions) in the 
form of a double Henyey-Greenstein function: 
 DܲHGሺ݂, ଵ݃, ݃ଶ, ߆ሻ ൌ ݂ · HܲGሺ ଵ݃, ߆ሻ ൅ ሺ1 െ ݂ሻ · HܲGሺ݃ଶ, ߆ሻ, (1.1) 
and 
 HܲGሺ݃, ߆ሻ ൌ 1 െ ݃
ଶ
ሺ1 ൅ ݃ଶ െ 2݃cos߆ሻଷଶ
, (1.2) 
where ߆ is the scattering angle, ݂ ሺ0 ൑ ݂ ൑ 1ሻ is the fraction of forward scattering, and ݃ is the 
asymmetry factor, HܲGሺ݃, ߆ሻ is more forwardly (backwardly) scattering if ݃ is positive (negative), 
and becomes an isotropic scattering if ݃ is zero. They also derived the scattering phase functions of 
stratospheric haze for these regions with a single Henyey-Greenstein function, although the shapes of 
the functions were not very well constrained. The best fit values of parameters ଵ݃, ݃ଶ, ݂ for 
tropospheric aerosols and stratospheric haze in the STrZ and SEBn at two wavelengths are given in 
Table 1.2. The Pioneer HG functions are also depicted in Figure 1.8. 
Doose et al. (1986) extended Tomasko et al.’s analyses to other latitudes and concluded that the 
scattering phase functions of aerosols in mid-latitudes were very similar to those for the STrZ and 
SEBn derived by Tomasko et al. (1978), except at high latitudes where a population of particles 
having a measurably different scattering phase functions were apparent. 
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Table 1.2. The best fit parameters of double Henyey-Greenstein functions for tropospheric aerosols 
and single Henyey-Greenstein functions for stratospheric haze in two regions at two wavelengths 
(Tomasko et al., 1978). 
Region Blue (440 nm) Red (640 nm) 
ଵ݃ ݃ଶ ݂ ߱* ଵ݃ ݃ଶ ݂ ߱* 
STrZ 0.80 –0.80 0.969 0.995 0.80 –0.70 0.938 0.997 
SEBn 0.80 –0.75 0.979 0.970 0.80 –0.65 0.938 0.991 
Stratosphere 0.75 0.0 1.0 0.995 0.75 0.0 1.0 0.95 





























Figure 1.8. The scattering phase functions for tropospheric aerosols and stratospheric haze in the
STrZ and the SEBn at blue- and red-channels deduced from the Pioneer 10 IPP data (Tomasko et al.,
1978). 
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Aside from the above observational constraints, Martonchik et al. (1984) provided, from the 
laboratory measurements, the complex refractive index ሺ݊୰, ݊୧ሻ for NH3 ice in the cubic phase 
covering a wide spectral range, 50–71,000 cm-1 (0.14–200 μm). Pope et al. (1992) reported 
laboratory-measured scattering phase functions of NH3 ice that, to a certain degree, resembled the 
Pioneer HG functions and could be simulated by Mie scattering with Martonchik et al.’s refractive 
index for NH3 ice. Thus, these fundamental studies seem to have confirmed the validity of the 
Pioneer HG functions and to justify the use of either the Pioneer HG functions or Mie scattering 
phase functions for NH3 ice, as “a priori” knowledge, to interpret the photometric data acquired at 
small solar phase angles. The Pioneer HG functions were commonly used in the analyses of 
ground-based data (e.g., West, 1979; West and Tomasko, 1980; Satoh and Kawabata, 1992, 1994; 
Kuehn and Beebe, 1993) and the data from the HST (Chanover et al., 1997; Sromovsky and Fry, 
2002), while some researchers used the Mie scattering phase functions for NH3 ice particles (e.g., 
Banfield et al., 1998; Simon-Miller et al., 2001). 
There has been, however, a conflict between the theoretical predictions and the observations. Until 
the last decade, there were no detections of spectroscopic signatures indicating any condensate 
clouds as expected from thermochemical models. The first spectral indication of these clouds was 
made by Brooke et al. (1998). They analyzed the spatially averaged spectra in 2.7–3.2 μm region 
with moderate spectral resolution obtained by the Infrared Space Observatory (ISO) and concluded 
that large particles (~10 μm) of NH3 ice were needed to reproduce the broad and shallow absorption 
seen in the spectra. Irwin et al. (2001) found a similar absorption anomaly near 3 μm in the Galileo 
NIMS spectra, but pointed out that large NH3 ice particles would introduce additional features in 
other parts of infrared spectra that were not evident in existing data. Baines et al. (2002) showed, 
from the Galileo NIMS data, that spectrally identifiable ammonia clouds (SIACs) were associated 
with strong vertical uplifts as shown in Figure 1.9 and covered only <1% of the globe. Conversely, 
Wong et al. (2004) found a more widespread distribution of NH3 ice, at least in some latitude bands, 
from the thermal infrared (9.4 μm) spectra obtained by the Cassini Composite Infrared Spectrometer 
(CIRS), but only if the particles were assumed to be nonspherical. More recently, Sromovsky and 
Fry (2010a) reanalyzed the ISO spectra with new NH3 gas absorption models and showed that large 
particles (~15 μm) of NH4SH, not NH3 ice, were mainly responsible for the 3-μm absorption feature. 
Sromovsky and Fry (2010b) found that 3-μm absorption anomaly were widely distributed on Jupiter 
from spatially-resolved Cassini Visual Infrared Mapping Spectrometer (VIMS) data (Figure 1.10) 
and made a similar conclusion with Sromovsky and Fry (2010a). 
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Figure 1.9. False color image of the GRS constructed from near-infrared data obtained by the
Galileo NIMS. Reddish-orange areas show region of high-level clouds, yellow areas depict mid-level
clouds, and green areas depict lower-level clouds. The darker areas are cloud-free regions. The light
blue region to the north-west of the GRS has been identified as middle-to-high level ammonia pure
ice clouds (from Baines et al., 2002). 
Figure 1.10. The 3-μm absorption anomaly from the Cassini VIMS spectra at low solar phase angle
(from Sromovsky and Fry, 2010b). (a) The model that did not contain any cloud as an absorber could
not reproduce the observed spectra. (b) The model with NH4SH as 3-μm absorber (filled circles)
accounted for the observed spectra (lines). 
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1.2.4. Optical and physical properties of stratospheric haze 
Stratospheric haze, which reduces the contrast and sharpness of Jovian cloud appearance as well 
as tropospheric haze, has also been investigated in the range from ultraviolet (UV) to near-infrared. 
Stratospheric haze is probably produced from higher mass photolysis products of CH4 and/or from 
hydrazine (N2H4) ice being photolysis product of NH3. However, the haze particles in the polar 
regions are strongly UV-absorbing and appear brighter in CH4 bands centered at 0.89 μm and 2.3 μm, 
indicating their altitudes are higher compared with other latitudes. In these regions, the haze would 
be produced by a different mechanism possibly by interaction with charged particles from the 
magnetosphere and atmospheric molecules in the upper atmosphere. 
Smith (1980) performed ground-based Galilean satellite eclipse observations and deduced the 
aerosol distribution in the lower stratosphere and the upper troposphere. He concluded that some 
aerosols above the tropopause, which were tenuous (optical thickness at 1.05 μm was less than 0.07) 
and varied with altitude, were required to fit the observations. 
Tomasko et al. (1978) mentioned that a thin layer of strongly forward scattering haze particles at 
~0.1 bar above both the STrZ and the SEBn was required to fit very high intensity at a solar phase 
angle of 150° as observed with the P10/IPP. The scattering phase function for stratospheric haze is 
represented by a single Henyey-Greenstein function as given in Table 1.2 and Figure 1.8. From 
combination of photometric and polarimetric data taken by the Pioneer 10 and 11 IPP, Smith and 
Tomasko (1984) extended Tomasko et al.’s analyses and showed that stratospheric haze of positively 
polarizing with an optical thickness of a few tenths was located at ~0.12 bar. 
West (1988) deduced the nature of high stratospheric haze by analyzing the limb brightness at a 
large solar phase angle of ~177° taken by the Voyager 2 wide angle camera with two wavelengths 
(430 nm and 600 nm) and found smaller particles (<0.1 μm) at ~0.5 mbar. 
Rages et al. (1999) also analyzed limb intensity variations obtained from the Galileo SSI at high 
solar phase angles (146° and 157°) to retrieve the vertical profiles of aerosol extinction at two 
wavelengths (410 nm and 756 nm). For the equatorial region (9°N), the best-fit model was obtained 
with mean particle radius ~0.32 μm at ~16 mbar probed primarily in 410 nm and mean particle size 
~0.45 μm at ~96 mbar sensed in 756 nm. For the high latitude region (60°N), there were two possible 
solutions: one was similar structure to that for the equatorial region except for slightly changes in 
particle radii and their locations; another was that stratospheric haze layer was placed between 1–2 
mbar at both wavelengths, with mean particle size of 0.6 μm in 410 nm and 1.3 μm in 756 nm. 
The behavior of stratospheric haze in UV has also been deduced by Tomasko et al. (1986). They 
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analyzed the International Ultraviolet Explorer (IUE) data and found that stratospheric haze particles 
with radii between 0.2–0.5 μm were required for fit to the reflectivity and limb-darkening curves. 
Sromovsky and Fry (2002) proposed that stratospheric haze should be composed of particles with a 
mean radius ~0.5 μm and a very narrow size distribution to satisfy wavelength dependence of its 
optical thickness (increasing optical thickness with wavelength) inferred from previous studies 
(Tomasko et al., 1978; West, 1979; Smith, 1986) and the HST observations. 
 
 
1.3. Outstanding problems in Jovian aerosol studies to be revealed in 
this thesis 
As mentioned in the above, vertical distribution of clouds and haze in the troposphere and 
stratosphere and their optical and physical properties have been extensively investigated and revealed 
by effort of researchers. From these reviews, we realize that information on the scattering properties 
of aerosols is essential to deduce the vertical distribution of aerosols and determination of such 
vertical distributions relies strongly on accuracy of the scattering properties of aerosols. 
To the present, when we examine these distributions with remote sensing such as CH4 band 
photometry, we have commonly applied two different scattering phase functions to scattering of 
aerosols in the Jovian atmosphere: the Pioneer HG functions and the Mie scattering phase functions 
for NH3 ice particles. Both scattering phase functions, however, have several major problems that 
need to be overcome. We make reference to these problems separately. 
 The Pioneer HG functions 
First, the Pioneer HG functions cannot provide us any physical meanings such as the particle size 
and composition since these functions, which are described in the form of the Henyey-Greenstein 
function, are no more than mathematical (not physical) expression. Second, the Pioneer HG 
functions are not validated for other wavelengths, although these functions at red-channel have been 
extensively used as a substitute for analyses of CH4 band photometry. In general, since the scattering 
properties of aerosols are as a function of wavelength, application of these functions to other 
wavelengths would result in additional ambiguity to determination of vertical distribution of 
aerosols. 
 The Mie scattering phase functions for NH3 ice particles 
These scattering phase functions have been used on the grounds of the theoretical expectations that 
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small NH3 ice particles are populated in the upper troposphere where we can see at visible to 
near-infrared wavelengths. If such small particles are abundant in the region, strong absorption 
features should be seen near 3 μm and near 9.4 and 26 μm. Recently, although large particles of 
either NH3 ice or NH4SH are found to be responsible for the 3-μm absorption anomaly, there are still 
no observational evidences of small particles. Thus, it is highly possible that these functions do not 
accurately describe the scattering properties of tropospheric haze. 
 
 
1.4. The objectives of this thesis 
In this thesis, in order to contribute to the field of the Jovian atmospheric studies, we aim to 
provide the scattering properties of aerosols in the Jovian upper troposphere and stratosphere 
observationally by analyzing new and high-quality imaging data obtained by Cassini. 
Cassini, en route to Saturn, performed the Jovian observations during its flyby between October 
2000 and March 2001 (the closest approach was on December 30, 2000). The Imaging Science 
Subsystem (ISS) on board Cassini collected a set of high spatial resolution Jovian images with 
several filters,  including continua and three CH4 bands, over a wide range of solar phase angles, 
0°–140° (Porco et al., 2003). Such photometric data provide the first opportunity to improve 
observationally-based scattering phase functions for these aerosols since Tomasko et al. (1978) 
derived the scattering phase functions from the P10/IPP data. In addition to this, these data also have 
a potential to sound the vertical cloud structure with CH4 band filters and multi-angle viewing, 
although this is beyond the scope of this thesis. 
 
This thesis will mainly address the following questions: 
(1) What optical and physical properties does the tropospheric haze have? 
Although there are no spectroscopic evidences of small particles consisting of the tropospheric 
haze layer, such small population in the upper troposphere is needed to account for 
limb-darkening curves sampled at visible to near-infrared wavelengths. The optical and physical 
properties (i.e., refractive indices and effective radii) of such particles can be deduced by 
applying Mie scattering theory, not a mathematical expression such as the Henyey-Greenstein 
function, to scattering of aerosols when we reproduce the limb-darkening curves at a wide range 
of solar phase angles with the radiative transfer calculations. The obtained optical properties 
(especially, the real part of the refractive index, ݊୰) should hint at the composition of this 
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tropospheric haze, which has not yet been conclusively identified. 
(2) What cause the visual difference between two distinctly-different bands: zones and belts? 
It has long been thought that the visual difference is due to the low continuum single scattering 
albedo in the belts. However, this view is mainly based on the results of photometric and 
polarimetric measurements at a wide variety of solar phase angles from the Pioneer 10 and 11 
IPP because we cannot distinguish the effects of scattering phase function from those of optical 
properties when we analyze photometric data measured at only small solar phase angles. Thus, 
this thesis answers whether this current view still works even in the case of the Cassini data. 
(3) Can new scattering phase functions for aerosols reproduce other photometric data? 
There are not so many chances to sound aerosols in the Jovian atmosphere by spacecraft. 
Therefore, we should provide new scattering phase functions for aerosols to researchers as a new 
“a priori” knowledge. In that context, the application of new scattering phase functions to other 
photometric data is important to verify these scattering phase functions against other data. 
(4) Can conventional scattering phase functions for aerosols also reproduce new Cassini 
imaging data? 
Conversely, it is also essential to validate the accuracy of conventional scattering phase 
functions such as the Pioneer HG functions with the Cassini multi-angle viewing data. If the 
Pioneer HG functions cannot reproduce these data, the need to modify the current view of Jovian 
tropospheric cloud structure will arise to a certain degree. 
 
 
The outline of this thesis is as follows. We present details of the Cassini ISS observations and data 
reduction processes in Chapter 2. To answer the above questions, we concentrate on imaging data 
taken with two filters: CB2 (effective wavelength: 750 nm) and BL1 (effective wavelength: 455 nm) 
and on two latitude regions: a bright zone (the STrZ) and a dark belt (the SEBn). We refer to the 
advantage of the Cassini data over the Pioneer 10 data. In closing this chapter, we describe the 
behaviors of limb-darkening curves as a function of solar phase angle for all combinations of two 
wavelengths and two distinctly-different regions. 
Chapter 3 explains the principle of radiative transfer in a scattering atmosphere, our model 
assumptions for explaining the obtained limb-darkening curves in Chapter 2, and the fitting strategy. 
In this thesis, we have newly developed a radiative transfer code for analyzing remote sensing data 
of planetary atmospheres. The accuracy of this code is validated in this chapter. 
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In Chapter 4, we show the radiative transfer calculation results of four data sets described in 
Chapter 2. In closing this chapter, we present a brief summary of these results. 
In Chapter 5, we discuss the scattering properties of aerosols in the Jovian upper troposphere and 
stratosphere obtained in Chapter 4, along with comparison with previous studies. Answers for 
questions (1) and (2) are argued in Section 5.1. Answers for questions (3) and (4) are also mentioned 
in Section 5.3 and Section 5.4, respectively. Sensitivity of our results for the assumed parameters is 
confirmed in Section 5.2. 
Finally, we describe the summary and conclusions of this thesis in Chapter 6. Our future works to 
be accomplished are also given in Chapter 7. 
 
In Chapters 3–5, we use the term “cloud” instead of the term “tropospheric haze” to clearly 
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Chapter 2  
 
Cassini ISS observations and data analysis 
 
 
  In this chapter, we present a summary of the Cassini spacecraft and the Jovian observations during 
its flyby in Section 2.1 and a brief overview of the ISS on board Cassini in Section 2.2. The data 
reduction process is described in detail in Section 2.3. We explain the principle of limb-darkening 
analysis in Section 2.4. The criteria for selecting data used in this study are given in Section 2.5. The 
characteristics of limb-darkening curves for a bright zone and a dark belt in near-infrared and blue 
lights at a wide variety of solar phase angles are discussed in Section 2.6. 
 
 
2.1. Cassini spacecraft 
Cassini/Huygens is an international mission to the Saturnian system that consists of the Cassini 
Orbiter and the Huygens Probe. The Cassini Orbiter, carrying twelve scientific instruments, was 
designed for investigating Titan, the magnetosphere, icy satellites, the Saturnian ring system, and 
Saturn itself as well as the many interactions among them. The Huygens Probe, carrying six 
scientific instruments, was targeted for entry into the Titan atmosphere. The instruments on board the 
Cassini Orbiter and the Huygens Probe are briefly presented with their main scientific objectives in 
Table 2.1 and Table 2.2, respectively. Cassini/Huygens was launched from Launch Complex 40 at 
Cape Canaveral in Florida by a Titan IVB/Centaur launch vehicle on October 15, 1997. After the 
launch, Cassini/Huygens followed a trajectory called the Venus-Venus-Earth-Jupiter gravity assist 
(VVEJGA) for traveling to Saturn over three billion km. The interplanetary trajectory is shown in 
Figure 2.1. For the sake of brevity, we hereafter use just “Cassini” instead of “Cassini/Huygens”. 
The Cassini flyby of Jupiter was performed slowly and at nearly equatorial plane. Cassini began 
observations on October 1, 2000 when the spacecraft was at 84.7 million km away from Jupiter with 
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a solar phase angle of 20°, and elevation of 3.8° above the Jovian equatorial plane. After the period 
of a solar phase angle of 0° (December 13, 2000), the spacecraft had the month-long sweep 
observations with a wide range of solar phase angles. The closest approach was on December 30, 
2000, at a distance of 9.8 million km which corresponds to 137 Jovian radii ( ௃ܴ ~ 71,490 km). At the 
time, the apparent diameter of Jupiter was 0.84° (= 14.6 mrad). By January 15, 2001, the spacecraft 
moved on an asymptotic trajectory out of the Jovian system, looking back on the crescent Jupiter 
from a distance of 18 million km with a solar phase angle of 120°, and elevation of 3° below the 
Jovian equatorial plane. The last Jovian images were taken on March 22, 2001, at a distance of 76 
million km (Porco et al., 2003). The solar phase angle and the distance between Cassini and Jupiter 





















Figure 2.1. The Cassini mission interplanetary trajectory (VVEJGA) from launch on October 16,
1997, to Saturn orbit insertion on July 1, 2004 (from Matson et al., 2002). 
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Figure 2.2. The solar phase angle (red curve) and the distance between Cassini and Jupiter (blue
curve) during the Cassini flyby of Jupiter. The vertical dashed lines indicate the observation dates on
which the Cassini data used in the analyses for the STrZ were taken. The Cassini started observations
on October 1, 2000 and ended on March 22, 2001. The solar phase angle decreased to the minimum
value (α = 0°) on December 13, 2000. The closest approach was on December 30, 2000. 
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Table 2.1. The twelve scientific instruments on board the Cassini Orbiter (from Matson et al., 2002). 
Instrument (Acronym) Scientific objectives 
Cassini Plasma Spectrometer (CAPS) In-situ study of plasma within and near the Saturnian magnetic 
field 
Cosmic Dust Analyzer (CDA) In-situ study of ice and dust grains in the Saturnian system 
Composite Infrared Spectrometer (CIRS) Temperature and composition of surfaces, atmospheres, and 
rings within the Saturnian system 
Ion and Neutral Mass Spectrometer 
(INMS) 
In-situ compositions of neutral and charged particles within the 
Saturnian magnetosphere 
Imaging Science Subsystem (ISS) Multispectral imaging of Saturn, Titan, rings, and the icy 
satellites to observe their properties 
Dual Technique Magnetometer (MAG) Study of the Saturnian magnetic field and interactions with the 
solar wind 
Magnetospheric Imaging Instrument 
(MIMI) 
Global magnetospheric imaging and in-situ measurements of 
the Saturnian magnetosphere and solar wind interactions 
Cassini Radar (RADAR) Radar imaging, altimetry, and passive radiometry of the Titan’s 
surface 
Radio and Plasma Wave Science (RPWS) Measure the electric and magnetic fields and electron density 
and temperature in the interplanetary medium and within the 
Saturnian magnetosphere 
Radio Science Subsystem (RSS) Study of atmospheric and ring structure, gravity fields, and 
gravitational waves 
Ultraviolet Imaging Spectrograph (UVIS) Spectra and low resolution imaging of atmospheres and rings 
for structure, chemistry, and composition 
Visible and Infrared Mapping Spectrometer 
(VIMS) 
Spectral mapping to study composition and structure of 
surfaces, atmospheres, and rings 
 
 
Table 2.2. The six scientific instruments on board the Huygens Probe (from Matson et al., 2002). 
Instrument (Acronym) Scientific objectives 
Aerosol Collector Pyrolyser (ACP) In-situ study of clouds and aerosols in the Titan’s atmosphere 
Descent Imager and Spectral Radiometer 
(DISR) 
Temperatures and images of the Titan’s atmospheric aerosols 
and surface 
Doppler Wind Experiment (DWE) Study of winds from their effect on the Probe during the Titan 
descent 
Gas Chromatograph and Mass 
Spectrometer (GCMS) 
In-situ measurement of chemical composition of gases and 
aerosols in the Titan’s atmosphere 
Huygens Atmospheric Structure Instrument 
(HASI) 
In-situ study of the physical and electrical properties of the 
Titan’s atmospheric 
Surface Science Package (SSP) Measurement of the physical properties of the Titan’s surface 
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2.2. Instrument characteristics of ISS 
The Imaging Science Subsystem (ISS) on board the Cassini Orbiter is the highest-resolution 
two-dimensional imaging device ever carried into the outer solar system, and was designed for 
investigations of the Saturnian atmosphere, its rings, icy satellites, Titan, and their mutual 
interactions. The ISS was built by the Jet Propulsion Laboratory (JPL), California Institute of 
Technology. 
The ISS consists of two telescopes with fixed focal length (f.l.), called “cameras”: the narrow 
angle camera (NAC, f.l. = 2000 mm) and wide angle camera (WAC, f.l. = 200 mm). They sit on the 
Remote Sensing Palette (RSP), fixed to the body of the Cassini Orbiter, between the Visual Infrared 
Mapping Spectrometer (VIMS), the Composite Infrared Spectrometer (CIRS), and the Ultraviolet 
Imaging Spectrometer (UVIS). The apertures and radiators of both telescopes are parallel to each 
other. Figure 2.3 shows the position of the ISS and the other scientific instruments on board the 
Cassini orbiter. 
Both the NAC and the WAC use a UV-coated charge-coupled device (CCD) detector consisting of 
a 1024 × 1024-pixels square array with pixel size of 12 μm. The NAC is an f/10.5 Ritchey-Chretien 
design reflector telescope for better image quality and resolution compared to what were recorded by 
Voyager. The corresponding field of view (FOV) is 0.35° (= 6.1 mrad) and the pixel angular size is 
1.2 [arcsec/pixel]. It carries 24 spectral filters, 12 filters on each of two filter wheels, in the spectral 
range from 200 nm to 1100 nm, including three methane band filters for vertical sounding of the 
Saturnian atmosphere. The WAC is an f/3.5 refractor telescope whose optics is a Voyager flight spare, 
while the detector and filter wheel were exclusively designed for the WAC of the Cassini ISS. The 
FOV is 3.5° (= 61.2 mrad) and the pixel angular size is 12.3 [arcsec/pixel]. The spectral range of the 
WAC is 380–1100 nm, which is narrower than that of the NAC because of the UV-blocking glass 
materials in the refractor design. It carries nine filters on each of two filter wheels, for a total of 18 
filters. The ISS instrument and investigation are described in detail by Porco et al. (2004). 
  In this study, we use Jovian images obtained from the NAC to obtain limb-darkening curves at a 
wide variety of solar phase angles with sufficient spatial resolution. The schematic view of the NAC 
appears in Figure 2.4. The characteristics of CCD and spectral filters on board the NAC are 
summarized in Table 2.3 and Table 2.4, respectively. The transmission curves of several key filters 
on board the NAC are also described along with those of the P10/IPP blue- and red-channels 
(Pellicori et al., 1973) and the Karkoschka’s ground-based Jovian full-disk albedo spectrum 
(Karkoschka, 1998) in Figure 2.5. For the NAC, the transmission curves are given as the 
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non-wavelength-integrated system transmission values ( ଴ܶ ൈ ଵܶ ൈ ଶܶ ൈ ܳܧ). Definitions of variables 










Figure 2.3. The schematic diagram of the Cassini Orbiter, showing the positions of the twelve
scientific instruments and some of the engineering subsystems. The magnetometer boom is aligned
with the +y axis, and the high-gain antenna is pointed toward –z axis (from Burton et al., 2001). 
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Figure 2.4. The schematic diagram of the Cassini ISS NAC, showing optical, structural, and sensor
components (from Porco et al., 2004). 
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Table 2.3. The Cassini ISS NAC CCD and optical characteristics (from Porco et al., 2004). 
Parameter Value 
Common design  
CCD Three-phase, front-side illuminated, UV-coated 
Pixel size 12 μm 
Format 1024 × 1024 
Available exposure 64 commandable settings, 5 ms–1200 s 
Signal digitization 12 bits, 4095 DN 




Focal length 2002.70 ± 0.07 mm 
Pixel angular size 5.9907 μrad/pixel (= 1.2 arcsec/pixel) 
FOV* 6.134 mrad (= 0.35°) 
FWHM* of PSF* 1.3 pixels 
Spectral range 200–1050 nm 
Filter positions 12 × 2 filters wheels 
Gain state 0: 1: 2: 3 
Gain values [electrons/DN*] 233: 99: 30: 13 
Gain state factors 0.13: 0.31: 1.0: 2.36 
* abbreviations 
FOV: field of view 
FWHM: full width at half maximum 
PSF: point spread function 
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Table 2.4. The Cassini ISS NAC filter characteristics (from Porco et al., 2004). 
Filter λcen, NAC λeff, NAC Scientific justification 
UV1 258W 264 Aerosols 
UV2 298W 306 Aerosols, broad-band filter 
UV3 338W 343 Aerosols, broad-band color, polarization 
BL2 440M 441 Medium-band color, polarization 
BL1 451W 455 Broad-band color 
GRN 568W 569 Broad-band color 
MT1 619N 619 Methane band, vertical sounding 
CB1 619N 619 Two-lobed continuum for MT1 
CB1a 635 635  
CB1b 603 603  
RED 650W 649 Broad-band color 
HAL 656N 656 H-alpha/lightning 
MT2 727N 727 Methane band, vertical sounding 
CB2 750N 750 Continuum for MT2 
IR1 752W 750 Broad-band color 
IR2 862W 861 Broad-band color; ring absorption band 
MT3 889N 889 Methane band, vertical sounding 
CB3 938N 938 Continuum for MT3; see through Titan haze 
IR3 930W 928 Broad-band color 
IR4 1002LP 1001 Broad-band color 
CL1 611 651 Wide open, combine with wheel 2 filters 
CL2 611 651 Wide open, combine with wheel 1 filters 
P0 617 633 Visible polarization 0° 
P60 617 633 Visible polarization 60° 
P120 617 633 Visible polarization 120° 
IRP0 746 738 IR polarization; see through Titan haze 
All wavelengths are given in units of nm. Central wavelengths (“cen”) are computed using the full system 
transmission function. These numbers are taken to be the numerical name assigned to the filter. Effective 
wavelengths (“eff”) are computed using the full system transmission function convolved with a solar spectrum. 
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Figure 2.5. The transmission curves of several key filters on board the ISS NAC along with those
of the Pioneer 10 IPP blue- and red-channels (red dashed curves) (Pellicori et al., 1973) and the
Karkoschka’s ground-based Jovian full-disk albedo spectrum (black solid curve) (Karkoschka, 
1998). Filters for the NAC are as follows: BL1 (purple); MT1 (aqua); CB1 (blue); MT2
(yellow-green); CB2 (yellow); MT3 (orange); and CB3 (red). 
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2.3. Data reduction 
Jovian images used in this study are available on the NASA Planetary Data System (PDS) website 
at http://img.pds.nasa.gov/volumes/iss.html. We perform the standard ISS data reduction with 
version 3.6 (the latest as of the time of this work) of the Cassini Imaging Science Subsystem 
Calibration tool (CISSCAL) software (Porco et al., 2004), which is available at the PDS Imaging 
Node website at http://pds-imaging.jpl.nasa.gov/data/cassini/cassini_orbiter/coiss_0011_v2/extras/. 
CISSCAL works under IDL version 5.5 or newer, on Linux and Unix environments. The calibration 
procedures are summarized as follows: 
(1) LUT conversion 
Data from the analog-to-digital converter (ADC) are encoded to 12-bit digit numbers (DN). 
If images, which are passed through data conversion from 12-bit range (0–4096 DNs) to 
8-bit range (0–255 DNs) in the ISS flight software (such images are tagged by 
DATA_CONVERSION_TYPE = “TABLE”), are calibrated, it is required to convert the 
pixel values from 8-bit range to 12-bit range again. 
(2) Bitweight correction 
The electrons on the CCD are shifted to an output register and then to the ADC. The ADC 
introduces a slight error in the DN levels because of a process called uneven bit weighting. 
For the correction, some of the DN values are under-populated and some are over-populated 
instead of a one-to-one linear correspondence between input signal and output DN. 
(3) Subtract bias 
The bias, which means the zero-exposure DN level of the CCD chip, is removed from image 
either by simply subtracting the BIAS_STRIP_MEAN value found in the image header, or 
by using the over-clocked pixel array taken out of the binary line prefix. 
(4) Remove 2-Hz noise 
“2-Hz noise” is a coherent noise that results in a horizontal banding pattern across the image. 
This noise is introduced during image readout. The removal of this noise is accomplished 
either by looking at the over-clocked pixels, or by looking at dark sky areas in the image 
itself, and constructing a 2-Hz signal by use of an image mean. 
(5) Subtract dark 
Dark current consists both of the traditional, slowly-increasing kind (i.e. dark current), and 
of an effect called residual bulk image (RBI). The latter is caused by the leaking of electrons 
into the pixel wells from whatever image was on the CCD previous to the current exposure. 
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The removal of these dark current is conducted either with in-flight dark images, or with 
dark images created by a model. 
(6) A-B pixel pairs 
Correction for the bright/dark pixel pair artifacts created by the anti-blooming mode. This 
option is skipped if images with ANTIBLOOMING_STATE_FLAG = “OFF” are calibrated. 
(7) Linearize 
Correction for non-linearity of the CCD response. 
(8) Flat field 
Correction for pixel-to-pixel response due to dust ring and the CCD chip itself. 
(9) Convert DN to flux (reflectivity) 
The relationship between the measured signal ܵ [DN] and the intensity ܫ [photons/(cm2 s 
nm steradian)] is given by 
 
ܵ ൌ ݃݁௣ 
    ൌ ݃ܥሺ ଵ݂, ଶ݂ሻܣߗݐሺ݅ሻܨܨሺ݅, ݆, ଵ݂, ଶ݂ሻන ܫሺ݅, ݆, ߣሻ ଴ܶሺߣሻ ଵܶሺߣሻ ଶܶሺߣሻܳܧሺߣሻ݀ߣ . 
(2.1) 
Definitions of variables are presented in Table 2.5. Then, intensity averaged over the 
passband of the given filter with non-wavelength-integrated system transmission function 
଴ܶሺߣሻ ଵܶሺߣሻ ଶܶሺߣሻܳܧሺߣሻ is written by 
  ܫ ҧሺ݅, ݆ሻ ൌ න ܫሺ݅, ݆, ߣሻ ଴ܶሺߣሻ ଵܶሺߣሻ ଶܶሺߣሻܳܧሺߣሻ݀ߣ න ଴ܶሺߣሻ ଵܶሺߣሻ ଶܶሺߣሻܳܧሺߣሻ݀ߣ൘ .  (2.2) 
The solar flux weighted by the passband of the filter is also obtained as follows: 
  ܨത ൌ නܨଵሺߣሻ ଴ܶሺߣሻ ଵܶሺߣሻ ଶܶሺߣሻܳܧሺߣሻ݀ߣ ߨܴଶ න ଴ܶሺߣሻ ଵܶሺߣሻ ଶܶሺߣሻܳܧሺߣሻ݀ߣ൘ ,  (2.3) 
where ܨଵ is the solar flux at 1 AU and ܴ is the distance between the Sun and target body 
in units of AU. Therefore, the observed reflectivity ሺܫ ܨ⁄ ሻ taken with the given filter can be 
calculated by dividing equation (2.2) by equation (2.3). 
(10) Correction factor 
Dividing the image array by filter-specific correction factors to match the actual observed 
flux with the theoretical flux derived from the integrated system transmission function. 
(11) Geometric correction 
Correction for the geometric distortion resulted from the optical system. Fortunately, 
distortion of the ISS camera is quite insignificant in most cases (Porco et al., 2004). 
With the exception of the geometric correction, all other calibration options are automatically 
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performed for images by default. The calibration methodology and in-flight calibration performance 
are described in detail by Porco et al. (2004) and West et al. (2010). 
 
 
Table 2.5. Definitions of variables for calibration (from Porco et al., 2004). 
Quantity Units Definition 
ߗ steradian Solid angle sampled by one pixel 
ܣ cm2 Collecting area of camera optics 0.25ߨ݀
ଶ, ݀ is the 
primary mirror or lens diameter 
ܥሺ ଵ݂, ଶ݂ሻ  Absolute sensitivity correction factor determined from in-flight calibration 
݁௣ሺ݅, ݆ሻ electrons Electrons produced by photons striking the CCD 
ଵ݂, ଶ݂  Filter 1 in wheel 1, filter 2 in wheel 2 
ܨܨሺ݅, ݆, ଵ݂, ଶ݂ሻ  Flat filed relative sensitivity* 
݃ electrons/DN Gain constant (Table 2.3) 
ܫሺ݅, ݆, ߣሻ photons/(cm2 s nm steradian) Intensity at pixel ሺ݅, ݆ሻ and ߣ 
ܮ݅݊݁  The vertical coordinate (1:1024) of the image. Index݆ indicates line number 
ܳܧሺ݅, ݆, ߣሻ electrons/photon CCD quantum efficiency 
ܴܤܫሺ݅, ݆, ݉݋݀݁ሻ DN Residual bulk image 
ܵܽ݉݌݈݁  The horizontal coordinate (1:1024) of the image. 
Index ݅ indicates sample number 
ݐሺ݅ሻ seconds Shutter open time, depends on sample number 
଴ܶሺ݅, ݆, ߣሻ  Optics transmission. Accounts for beam obscuration as well as losses at lens and mirror surfaces 
ଵܶሺ݅, ݆, ߣሻ  Filter 1 transmission 
ଶܶሺ݅, ݆, ߣሻ  Filter 2 transmission 
* ܨܨ is normalized to unity, i.e., ሺ1 ܰଶ⁄ ሻ∑ ∑ ܨܨሺ݅, ݆, ଵ݂, ଶ݂ሻ ൌ 1.0ே௜ୀଵே௝ୀଵ . 
 
 
Figure 2.6 shows comparison between the CISSCAL-calibrated full-disk albedo in eight filters 
and the full-disk albedo spectrum in 1995 by Karkoschka (1998). Both values are obtained at a solar 
phase angle of 6.8°. The CISSCAL-calibrated full-disk albedo at the solar phase angle of 6.8° is 
derived by extrapolating from those at solar phase angles in the range 17.7°–~19° at which Cassini 
was far enough from Jupiter to capture full-disk snapshot images with the NAC (B. Knowles, private 
communication). Clearly, the values of the CISSCAL-calibrated full-disk albedo in several filters are 
higher than those of the Karkoschka’s full-disk albedo although they are within expected absolute 
calibration error (±10%) (R. West, private communication). Although it may have something to do 
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with the post-Jupiter NAC contamination event (B. Knowles, private communication) and, of course, 
the “true” temporal changes of cloud brightness between 1995 and 2000 may be partially responsible 
for this difference, however, at this time, there is no concrete conclusion by the Cassini ISS team for 
what explains this discrepancy. In this study, as an additional photometric correction, we multiply 
nominal reflectivity obtained from CISSCAL by an absolute scale factor ܥ௔௕௦ in order to match the 
CISSCAL-calibrated full-disk albedo with the Karkoschka’s full-disk albedo convolved with 
non-wavelength-integrated system transmission function for the given filter, 
  ሺܫ ܨ⁄ ሻୡ୭୰୰ ൌ ሺܫ ܨ⁄ ሻCISSCAL ൈ ܥ௔௕௦. (2.4) 
ܥ௔௕௦ is determined with respect to each filter and the values for eight filters are presented in Table 
2.6. This is said to be valid only for data during the Cassini flyby of Jupiter (B. Knowles, private 
communication). 
Figure 2.6. Comparison between the CISSCAL-calibrated full-disk albedo in eight filters (asterisks)
and the Jovian full-disk albedo spectrum in 1995 by Karkoschka (1998) (solid curve). Both values
are obtained at the same solar phase angle (ߙ = 6.8°). The CISSCAL-calibrated full-disk albedo is
obtained by extrapolating from images at solar phase angles in the range 17.7°–~19° at which
Cassini was far enough from Jupiter to allow the NAC to capture full-disk snapshot images (courtesy
of Dr. B. Knowles). 
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Table 2.6. The absolute scale factor (ܥ௔௕௦) for the additional photometric correction. 
Filter Eff. wavelength [nm]* ܥ௔௕௦ 1-σ standard deviation 
BL1, CL2 455 0.932 0.005 
CL1, GRN 569 0.914 0.004 
CL1, MT1 619 0.953 0.003 
CL1, CB1 619 0.937 0.003 
CL1, MT2 727 0.935 0.001 
CL1, CB2 750 0.952 0.003 
CL1, MT3 889 0.9228 0.0005 
CL1, CB3 938 1.001 0.003 
* ”Eff.” is the effective wavelength. 
 
 
After the photometric calibration, we allocate the latitude–longitude coordinate to Jovian images. 
First, we calculate the sub-solar point, the sub-observer point, the north polar orientation (ߜ, see 
Figure 2.7a), and the distance between Cassini and Jupiter (ܦ஼௃) with the SPICE toolkit developed at 
the Navigation and Ancillary Information Facility (NAIF). The SPICE toolkit and data (often 
referred to as “kernels”) can be found at the NAIF website at http://naif.jpl.nasa.gov/naif/toolkit.html 
and http://naif.jpl.nasa.gov/naif/data_outer.html, respectively. 
Second, the planetary limb in an image is enhanced by the Sobel filter. The Sobel filter is a 
discrete differentiation filter, computing an approximation of the gradient of the image intensity 
function. An example of Jovian image and the same image after enhancing with the Sobel filter are 
shown in Figure 2.8a and Figure 2.8b, respectively. The pixels, the gradient value at which is the 
largest in each horizontal line, are plotted by green dashed-dotted curve in Figure 2.8c. After that, 
the pixels, which evidently are not planetary limb, are replaced with the probable pixels by eye (red 
dashed-dotted curve in Figure 2.8c). 
Third, the detected planetary limb points are fitted with an ellipse by using the 
Levenberg-Marquardt method to determine the center coordinate ሺܺ଴, ଴ܻሻ shown in Figure 2.7a. 
Since the geometric distortion of NAC images are known to be quite small and the location of 
Cassini was much far from Jupiter (137 ௃ܴ, even at the time of the closest approach), the ellipse to be 
fit is simply given by 
  ሼሾሺܺ െ ܺ଴ሻcosߜ െ ሺܻ െ ଴ܻሻsinߜሿ ܽ⁄ ሽଶ ൅ ሼሾሺܺ െ ܺ଴ሻsinߜ ൅ ሺܻ െ ଴ܻሻcosߜሿ ܾԢ⁄ ሽଶ ൌ 1, (2.5) 
where ሺܺ, ܻሻ is a two-dimensional coordinate system for image opened in IDL, ܽ is the equatorial 
radius of Jupiter in units of pixels, and ܾԢ is the apparent polar radius of Jupiter in units of pixels. ܽ 
and ܾԢ are obtained with the polar radius of Jupiter ܾ [pixel]: 
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  a ൌ ට൫ܴ௘ ܦ஼௃⁄ ൯ଶ ቂ1 െ ൫ܴ௘ ܦ஼௃⁄ ൯ଶቃൗ ݂݅݋ݒൗ , (2.6) 
  ܾᇱ ൌ ට൫ܽsinߠ௣௖,଴൯ଶ ൅ ൫ܾcosߠ௣௖,,଴൯ଶ, (2.7) 
  ܾ ൌ ට൫ܴ௣ ܦ஼௃⁄ ൯ଶ ቂ1 െ ൫ܴ௣ ܦ஼௃⁄ ൯ଶቃൗ ݂݅݋ݒൗ , (2.8) 
where ܴ௘ and ܴ௣ are the equatorial (= 71,492 km) and polar (= 66,854 km) radii of Jupiter, 
respectively, ܦ஼௃ is the distance between Cassini and Jupiter in units of km, ݂݅݋ݒ (= 5.9907 × 10-6 
[rad/pixel]) stands for instantaneous field of view, and ߠ௣௖,଴ is the sub-observer planetocentric 
latitude in units of radians. Although the uncertainty of the center coordinate is sensitive to the 
coverage of planetary limb, the uncertainty of the center coordinate of images used in this study 
should be ±1 pixel as a conservative estimate. 
Once the center coordinate is determined, the coordinate transformation from the coordinate 
system for image ሺܺ, ܻሻ to the Jovian body-fixed frame ሺݔ, ݕ, ݖሻ can be performed as follows (see 
also Figure 2.7a and Figure 2.7b): 
 ቀܺԢܻԢቁ ൌ ቀ
cosߜ െsinߜ
sinߜ cosߜ ቁ ൬










where ܣ is a rotation matrix, which is calculated with longitude ߣ଴  [rad] in System III and 
planetocentric latitude ߠ௣௖,଴ for the Sub-observer point. The rotation matrix ܣ is given by 
 ܣ ൌ ൭







An axis ܼԢ for the coordinate system ሺܺᇱ, ܻᇱ, ܼԢሻ, which is perpendicular to image, can also be 
derived as follows: 
 ܼᇱ ൌ ቆെ݇ଷ ൅ ට݇ଷଶ െ ݇ଵ݇ଶቇ ݇ଵൗ , if ݇ଷଶ െ ݇ଵ݇ଶ ൒ 0, (2.12) 
 ݇ଵ ൌ ൫sinߠ௣௖,଴ ܾ⁄ ൯ଶ ൅ ൫cosߠ௣௖,଴ ܽ⁄ ൯ଶ, (2.13) 
 ݇ଶ ൌ ሺ1 ܽଶ⁄ ሻܺԢଶ ൅ ቂ൫cosߠ௣௖,଴ ܾ⁄ ൯ଶ ൅ ൫sinߠ௣௖,଴ ܽ⁄ ൯ଶቃ ܻԢଶ െ 1, (2.14) 
 ݇ଷ ൌ ൛cosߠ௣௖,଴sinߠ௣௖,଴ሾሺ1 ܽଶ⁄ ሻ െ ሺ1 ܾଶ⁄ ሻሿൟܻᇱ. (2.15) 
Note that if ݇ଷଶ െ ݇ଵ݇ଶ ൏ 0, Jupiter is not projected onto such pixel. 
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  Finally, planetographic latitude ߠ௣௚ , longitude ߣ  in System III, and the local scattering 
geometries (i.e., ߤ, cosine of the local zenith angle to the observer; ߤ଴, cosine of the local zenith 
angle to the Sun; and Δ߶, the local azimuth angle between the direction to the Sun and the observer) 
are computed for each pixel by 
 tanߣ ൌ െݔ ݖ⁄ , (2.16) 
 tanߠ௣௚ ൌ ሺܽ ܾ⁄ ሻଶtanߠ௣௖ ൌ ሺܽ ܾ⁄ ሻtanߠ ൌ ሺܽ ܾ⁄ ሻଶሺݕ ݖ⁄ ሻcosߣ, (2.17) 
 ߤ ൌ ݊௫ܿ௫ ൅ ݊௬ܿ௬ ൅ ݊௭ܿ௭, (2.18) 
 ߤ଴ ൌ ݊௫ݏ௫ ൅ ݊௬ݏ௬ ൅ ݊௭ݏ௭, (2.19) 
 cosߙ ൌ ܿ௫ݏ௫ ൅ ܿ௬ݏ௬ ൅ ܿ௭ݏ௭, (2.20) 
 cos߂߶ ൌ ሺߤߤ଴ െ cosߙሻ ටሺ1 െ ߤଶሻሺ1 െ ߤ଴ଶሻൗ , (2.21) 
where ሬ݊Ԧ = ൫݊௫, ݊௬, ݊௭൯ is a unit normal vector at each pixel, Ԧܿ = ൫ܿ௫, ܿ௬, ܿ௭൯ is an orientation 
vector of Cassini, which is normalized to unity,  ݏԦ = ൫ݏ௫, ݏ௬, ݏ௭൯ is an orientation vector of the Sun, 
which is normalized to unity, and ߙ is solar phase angle. The relationship among parameter ߠ, 
planetocentric latitude ߠ௣௖, and planetographic latitude ߠ௣௚ is depicted in Figure 2.7c. Figure 2.8d 
shows latitude–longitude coordinates superimposed on the Jovian image. 
 
 
In this study, we focus on two prominent latitude regions: the South Tropical Zone (STrZ) and the 
north component of the South Equatorial Belt (SEBn). There are two reasons why we choose these 
regions: one is for direct comparison with the results of Tomasko et al. (1978) and the other is that 
these regions look most longitudinally uniform bands in all latitude bands, which is suitable for the 
limb-darkening analysis. Thus, the limb-darkening curves are extracted along –25° planetographic 
latitude in the STrZ and –10° planetographic latitude in the SEBn. Note that we average out the 
reflectivity and local scattering geometry over n × n pixels for two reasons: 
(1) to have similar spatial resolution in each image; 
(2) to lessen unwanted deviation from a smooth limb-darkening curve due to small localized 
cloud patterns that are visible in high spatial resolution images. 
The areas of the STrZ and the SEBn are shown by red squares in Figure 2.8e and Figure 2.8f, 
respectively. The limb-darkening curves are extracted from images by averaging out the reflectivity 
and local scattering geometry surrounded by red square. In practice, the data points with either ߤ଴ 
and ߤ smaller than 0.15 are excluded because of using the plane-parallel approximation in the 
following radiative transfer modeling described in Chapter 3. 
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The primary source of relative (pixel-to-pixel) uncertainty in a processed image is the off-focus 
dust rings in the flat field, amplitude of which is estimated to be less than 1% (R. West, private 
communication). Aside from this, the relative uncertainty resulting from navigation error 
(uncertainty of the central coordinate) is also considered. We estimate this uncertainty using the 
following equation: 
 ݁ݎݎ௡௔௩௜௚௔௧௜௢௡ ൌ 100ሺܫ ܨ⁄ ሻ௝ ඩ
1





where ݊ is the number of center coordinates which are shifted from the best-fit center coordinate 
(ܺ଴, ଴ܻ) by 1 pixel (݊ = 8), i.e., (ܺ଴ ൅ 1, ଴ܻ), (ܺ଴ െ 1, ଴ܻ), (ܺ଴, ଴ܻ ൅ 1), (ܺ଴, ଴ܻ െ 1), (ܺ଴ ൅ 1 √2⁄ , 
଴ܻ ൅ 1 √2⁄ ), (ܺ଴ ൅ 1 √2⁄ , ଴ܻ െ 1 √2⁄ ), (ܺ଴ െ 1 √2⁄ , ଴ܻ ൅ 1 √2⁄ ), and (ܺ଴ െ 1 √2⁄ , ଴ܻ െ 1 √2⁄ ), 
ሺܫ ܨ⁄ ሻ௝ is the value of reflectivity of the jth data point derived with the best-fit center coordinate, 
and ሺܫ ܨ⁄ ሻ௝,௞ is the value of reflectivity of the jth data point derived with the kth center coordinate 
which is shifted from the best-fit center coordinate by 1 pixel. From such estimation, as a result, this 
uncertainty is found to be ~0.5% on average. 
  The relative uncertainties combined with the above two factors are included in the following 
radiative transfer modeling. The absolute uncertainty of nominal reflectivity calculated by CISSCAL 
is estimated to be ±10% (R. West, private communication). In Chapter 3, we do not consider this 
absolute uncertainty in determining the scattering phase functions. Instead of this, the sensitivity test 
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Figure 2.7. Correspondence relationship between a coordinate system for image opened in IDL and
the Jovian body-fixed frame: (a) a two-dimensional coordinate system for image defined in this
study; (b) the Jovian body-fixed frame; and (c) the relationship among parameter ߠ, planetocentric
latitude ߠ௣௖, and planetographic latitude ߠ௣௚. 
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2.4. Principle of limb-darkening analysis 
  In this study, we analyze the limb-darkening curves extracted from the latitude bands determined 
in Section 2.3. The analysis of the limb-darkening curve (longitudinal variation of reflectivity at a 
given latitude band) is a powerful tool to investigate the vertical cloud structure and has been 
commonly conducted by many researchers (e.g., Tomasko et al., 1978; West et al., 1979; West and 
Tomasko, 1980; Smith and Tomasko et al., 1984; Satoh and Kawabata, 1992, 1994; Kuehn and 
Beebe, 1993). In this section, we briefly explain the principle of this analysis. 
The sensing atmospheric altitude varies along the limb-darkening curve because of the difference 
Figure 2.8. Sequence of data reduction process for extracting limb-darkening curves: (a) an example
of Jovian image; (b) the same image after enhancing planetary limb with the Sobel filter; (c)
detection of planetary limb (red dashed-dotted curves); (d) latitude–longitude coordinates with 15°
intervals for both latitude and longitude are superimposed on the image (horizontal and vertical red
curves indicate the equator and central meridional longitude (CML), respectively); (e) the area of the
STrZ to be extracted is showed by red squares; and (f) same as (e) except for the SEBn. 
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in path length. Thus, the shape of the limb-darkening curve is strongly affected by the vertical 
distribution of scattering and absorbing materials in the atmosphere. Temma (2005) illustrated this 
picture with two simple examples shown in Figure 2.9. In Case (1) of Figure 2.9, a scattering 
aerosol layer lies above an absorbing gas layer. Because the path length of incident sunlight is 
shortest on the disk center (light beam: a), some of sunlight toward the disk center reaches the lower 
absorbing layer. Consequently, the reflectivity at the case is lower compared with one at the case 
where there exists only the scattering aerosol layer. In contrast, most of sunlight toward the limb 
(light beam: b) is reflected back without reaching the lower absorbing gas layer because of the 
relatively long path length. As a result, the observed limb-darkening curve becomes relatively flat 
compared with the case where there is no absorbing gas layer. In Case (2) of Figure 2.9, a scattering 
aerosol layer lies beneath an absorbing gas layer. While most of sunlight entering in the absorbing 
layer near the limb (light beam: c) is absorbed because of the relatively long path length, some of 
sunlight toward the disk center (light beam: d) is reflected back to space by the underlying scattering 













































Figure 2.9. The schematic representation illustrating the principle of the limb-darkening analysis.
The limb-darkening curve is strongly affected by the vertical distribution of scattering and absorbing
materials in the atmosphere (from Temma, 2005). 
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In addition, the limb-darkening curves at small solar phase angles are sensitive to the backward 
scattering of aerosols. In contrast, those at large solar phase angles are sensitive to the forward 
scattering of aerosols. Thus, the solar phase angle dependence of the limb-darkening curves enables 
us to investigate the zonally-averaged vertical distribution of scattering and absorbing materials, and 
their optical properties. 
 
 
2.5. Data selection 
For constraining the scattering properties of aerosols in the Jovian atmosphere, we concentrate on 
analyzing images acquired by the CB2 filter (effective wavelength: 750 nm) and the BL1 filter (455 
nm) from among images acquired by a variety of filters because: 
 CB2 and BL1 images were taken almost regularly in the solar phase angle range between 0° 
and 140°; 
 CB2 and BL1 images are less sensitive to other atmospheric parameters (i.e. cloud and haze 
altitudes) than ultraviolet (UV1) and methane band (MT1, MT2, and MT3) images; 
 The scattering properties inferred from CB2 and BL1 images enable to make a direct 
comparison with those inferred from the P10/IPP red-channel (intensity-weighted average 
wavelength: 640 nm) and blue-channel (440 nm) data with minimizing the effect of 
wavelength difference. 
 
Selection of CB2 and BL1 images is done so as to satisfy the following criteria: 
 sufficient sampling intervals for the solar phase angle (at intervals of ~10°); 
 the same gain mode (gain state “2”: 30 [electrons/DN]) for smallest possible image-to-image 
photometric uncertainties; 
 broad coverage of limb for precise determination of the center coordinate; 
 relatively similar longitudinal coverage, if at all possible. 
 
We find that the last criterion is of great importance for selection of images to be analyzed. Figure 
2.10–Figure 2.13 show limb-darkening curves for the STrZ and the SEBn, which are extracted from 
CB2 and BL1 images at a solar phase angle of ~19° as an example. The difference in color indicates 
the different longitudinal coverage. Two limb-darkening curves presented in same color but different 
symbols represent those extracted from similar longitudinal coverage but acquired at different time. 
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From Figure 2.10–Figure 2.13, although the small difference of image acquisition time causes little 
change in reflectivity, it is clearly seen that the difference in reflectivity due to the difference of 
longitudinal coverage is not so small except for the reflectivities in the STrZ obtained with CB2 filter 
(Figure 2.10). We also find that such difference lessens as the solar phase angle gets larger. 
Therefore, we choose the longitudinal coverage which was acquired for all three small solar phase 
angles (<~19°). Note that Jupiter rotates rapidly near the equator than it does at the pole. The System 
I (rotation period: 9h50m30s.003) and the System II (rotation period: 9h55m40s.632) are used for the 
SEBn and the STrZ to check the longitudinal coverage for each image, respectively. The relationship 
among System I, System II and System III (rotation period: 9h55m29s.711) are given by: 
 ߣI ൌ ߣIII െ 217.85 ൅ 7.364ሺݐ െ ݐ଴ሻ, (2.23) 
 ߣII ൌ ߣIII െ 241.65 െ 0.266ሺݐ െ ݐ଴ሻ, (2.24) 
where ߣI, ߣII, and ߣIII denote the System I, System II, and System III longitudes in units of degrees, 
ݐ is Julian day (JD), and ݐ଴ = 2451545 (JD) or 12:00 UT, January 1, 2000. That is, during the 
Cassini flyby of Jupiter (approximately six months), clouds in the equator rotated 3.7 extra times 
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(a) observation sequence #1
(b) observation sequence #2



























































#1 (   ) #2 (   )
Figure 2.10. Twelve limb-darkening curves for the STrZ which are extracted from CB2 images at a
solar phase of ~19°: (a) observation sequence #1 (9:02 UT on November 6–3:18 UT on November 7,
2000); and (b) observation sequence #2 (4:58–13:18 UT on November 7, 2000). The difference in
color indicates the different longitudinal coverage. Two limb-darkening curves presented in same
color but different symbols represent those extracted from similar longitudinal coverage but acquired
at different time. 
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(a) observation sequence #1




























#1 (   ) #2 (   )
Figure 2.11. Same as Figure 2.10, except for the SEBn. 
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(a) observation sequence #1




























#1 (   ) #2 (   )
Figure 2.12. Twelve limb-darkening curves for the STrZ which are extracted from BL1 images at a
solar phase of ~19°: (a) observation sequence #1 (9:02 UT on November 6–3:18 UT on November 7,
2000); and (b) observation sequence #2 (4:58–13:18 UT on November 7, 2000). The difference in
color indicates the different longitudinal coverage. Two limb-darkening curves presented in same
color but different symbols represent those extracted from similar longitudinal coverage but acquired
at different time. 
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#1 (   ) #2 (   )
(a) observation sequence #1
(b) observation sequence #2
Figure 2.13. Same as Figure 2.12, except for the SEBn. 
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Figure 2.14–Figure 2.17 show processed CB2 and BL1 images with the latitude–longitude 
coordinates used in this study. The areas of the STrZ and the SEBn are indicated by red curves. The 
selected CB2 and BL1 images for the STrZ and the SEBn are summarized with basic parameters 
(e.g., observation date, exposure time, and solar phase angle) in Table 2.7–Table 2.10. Note that no 
images for solar phase angles in the range from ~20° to ~50° were acquired because of the critical 
mission operation around the closest approach. 
It should be emphasized that the Cassini ISS data sets used in this study have advantages over the 
P10/IPP data sets: 
 the Cassini ISS data sets were acquired at a constant gain setting for all solar phase angles, 
while the P10/IPP data sets were acquired with three different gain settings (Tomasko et al., 
1978); 
 the transmission bandwidth of the ISS CB2 filter is so narrow (Δߣ* = 10 nm) that we can infer 
more monochromatic optical properties of aerosols than the P10/IPP red-channel (Δߣ = 102 
nm), although the transmission bandwidth of the ISS BL1 filter (Δߣ = 76 nm) is not so 















* The transmission width of each filter Δߣ is calculated by 
 Δߣ ൌ න ଴ܶሺߣሻ ଵܶሺߣሻ ଶܶሺߣሻܳܧሺߣሻd ߣ. (2.25) 
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Figure 2.14. The processed Jovian images in CB2 used for analysis of the STrZ. The bottom-left
number denotes solar phase angle in units of degrees. Latitude–longitude coordinates with 15°
intervals for both latitude and longitude are superimposed on these images. The red curve indicates
–25° planetographic latitude in the STrZ. 
CHAPTER 2. CASSINI ISS OBSERVATIONS AND DATA ANALYSIS 
 
 






























Figure 2.15. The processed Jovian images in CB2 used for analysis of the SEBn. The bottom-left
number denotes solar phase angle in units of degrees. Latitude–longitude coordinates with 15°
intervals for both latitude and longitude are superimposed on these images. The red curve indicates
–10° planetographic latitude in the SEBn. 
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Figure 2.16. Same as Figure 2.14, except for the Jovian images in BL1. 
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Figure 2.17. Same as Figure 2.15, except for the Jovian images in BL1. 
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(n × n) 
N1352270931_1.IMG 2000.11.7 820 18.8 303.2 162–297 5 
N1354204200_1.IMG 2000.11.29 1000 12.6 183.0 194–286 9 
N1355170848_1.IMG 2000.12.10 1000 3.7 125.4 203–296 13 
N1356762148_1.IMG 2000.12.29 1200 53.6 59.0 71–133 25 
N1357027730_1.IMG 2001.1.1 1000 71.2 59.7 212–272 25 
N1357350916_1.IMG 2001.1.5 1200 90.1 66.9 211–269 23 
N1357538658_1.IMG 2001.1.7 1000 98.8 73.7 293–352 21 
N1357780751_1.IMG 2001.1.10 1200 107.7 84.2 212–263 17 
N1358317720_1.IMG 2001.1.16 1200 120.6 112.0 222–259 13 
N1358855829_1.IMG 2001.1.22 1000 127.9 142.9 244–273 11 
N1360177398_1.IMG 2001.2.6 1000 136.3 223.1 236–259 7 























(n × n) 
N1352258931_1.IMG 2000.11.7 820 18.8 303.9 40–178 5 
N1354425363_1.IMG 2000.12.2 1000 11.2 169.5 258–353 9 
N1355170848_1.IMG 2000.12.10 1000 3.7 125.4 201–294 13 
N1356762148_1.IMG 2000.12.29 1200 53.6 59.0 71–134 25 
N1357018786_1.IMG 2001.1.1 1000 70.6 59.6 120–183 25 
N1357373277_1.IMG 2001.1.5 1200 91.2 67.7 73–134 23 
N1357539800_1.IMG 2001.1.7 1000 98.8 73.7 303–4 21 
N1357800891_1.IMG 2001.1.10 1200 108.3 85.2 53–105 17 
N1358297880_1.IMG 2001.1.16 1200 120.2 110.9 20–60 13 
N1358865549_1.IMG 2001.1.22 1000 128.0 143.4 339–11 11 
N1360148238_1.IMG 2001.2.6 1000 136.2 221.3 301–325 7 
N1361957571_1.IMG 2001.2.27 460 140.1 334.1 169–188 5 
 
 
* Longitudinal coverage is presented in System III. 
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(n × n) 
N1352270964_1.IMG 2000.11.7 260 18.8 303.2 162–297 5 
N1354204098_1.IMG 2000.11.29 260 12.6 183.0 193–285 9 
N1355170728_1.IMG 2000.12.10 320 3.7 125.4 202–294 13 
N1356762029_1.IMG 2000.12.29 380 53.6 59.0 70–132 25 
N1357027693_1.IMG 2001.1.1 380 71.2 59.7 212–271 25 
N1357350879_1.IMG 2001.1.5 380 90.1 66.9 210–269 23 
N1357538402_2.IMG 2001.1.7 460 98.8 73.7 291–350 21 
N1357780714_1.IMG 2001.1.10 460 107.7 84.2 211–262 17 
N1358317687_1.IMG 2001.1.16 380 120.6 112.0 222–259 13 
N1358855796_1.IMG 2001.1.22 320 127.9 142.9 243–273 11 
N1360177365_1.IMG 2001.2.6 320 136.3 223.1 236–258 7 























(n × n) 
N1352258964_1.IMG 2000.11.7 260 18.8 303.9 40–179 5 
N1354425261_1.IMG 2000.12.2 260 11.2 160.6 257–352 9 
N1355170728_1.IMG 2000.12.10 320 3.7 125.4 200–293 13 
N1356762029_1.IMG 2000.12.29 380 53.6 59.0 70–133 25 
N1357018749_1.IMG 2001.1.1 380 70.6 59.6 120–182 25 
N1357373240_1.IMG 2001.1.5 380 91.2 67.7 73–133 23 
N1357539544_1.IMG 2001.1.7 460 98.8 73.7 301–1 21 
N1357800854_1.IMG 2001.1.10 460 108.3 85.2 53–104 17 
N1358297847_1.IMG 2001.1.16 380 120.2 110.9 19–59 13 
N1358865516_1.IMG 2001.1.22 320 128.0 143.4 339–10 11 
N1360148205_1.IMG 2001.2.6 320 136.2 221.3 301–324 7 
N1361957538_1.IMG 2001.2.27 150 140.1 334.1 169–188 5 
 
 
* Longitudinal coverage is presented in System III. 
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2.6. Characteristics of CB2 and BL1 limb-darkening curves 
Figure 2.18 shows the reflectivity variations in CB2 and BL1 for the STrZ and the SEBn as a 
function of ߤ଴ for 12 solar phase angles. 
As a first step, we describe the characteristics of reflectivity variations in CB2 for the STrZ 
(Figure 2.18a) because these are the easiest to understand compared with the others. As is known 
through ground-based observations, the reflectivity varies almost linearly with ߤ଴ at small solar 
phase angles (i.e., 3.7° and 12.6°). It is found that the same is true for the data at a solar phase angle 
of 18.8°. In other words, the reflected sunlight from Jupiter, if observed at small solar phase angles, 
follows the simple Lambert’s law. Conversely, as solar phase angle gets larger than 53.6°, the 
deviation from the Lambert surface appears to be significant. The least bright peak is found for a 
solar phase angle of 98.8°: the peak value of the reflectivity increases as the solar phase angle gets 
smaller or larger than 98.8°. These characteristics are similar to those of residual data sets, to a 
certain degree, although the solar phase angle for which the least bright peak is seen is different from 
each other: 108.3° for the CB2/SEBn data set, 98.8° for the BL1/STrZ data set, and 70.6° for the 
BL1/SEBn data set. The comparisons among four data sets are discussed in detail below. 
 
The STrZ seen in CB2 and BL1 
  For three small solar phase angles, the difference in peak reflectivity between CB2 and BL1 
(ܫ ܨ⁄ ୮ୣୟ୩,CBଶ െ ܫ ܨ⁄ ୮ୣୟ୩,BLଵ) is not so significant (≤ 0.013). As the solar phase angle gets larger than 
53.6°, however, such difference becomes larger, reaching a value of 0.19 at the solar phase angle of 
140.1°. The remarkable difference in peak reflectivity at large solar phase angles should be explained 
by wavelength dependence of the forward scattering of cloud particles and/or the optical (scattering) 
properties of the stratospheric haze. In addition, the slopes of reflectivity variations in BL1 for two 
smallest solar phase angles at 3.7° and 12.6° are found to be more gradual with decreasing ߤ଴, which 
is not seen in CB2. 
 
The SEBn seen in CB2 and BL1 
  Although the reflectivity variations in CB2 and BL1 for the SEBn do not necessarily show smooth 
curves due to the existence of small localized cloud patterns, which are more obvious in small solar 
phase angles, there are also several notable characteristics through the comparison between the 
CB2/SEBn data set and the BL1/SEBn data set. It is highly noticeable that the slopes of reflectivity 
variations in BL1 for two solar phase angles at 3.7° and 12.6° are significantly gradual for the entire 
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ߤ଴ range and these curves seem not to intercept with those for the other solar phase angles around 
ߤ଴ ~ 0, which is not seen in CB2. The difference in peak reflectivity between CB2 and BL1 ranges 
from 0.14 at the solar phase angle of 18.8° to 0.245 at the solar phase angle of 140.1°. Such 
difference for the SEBn is found to be always larger than that for the STrZ over the entire solar phase 
angles. 
 
Visual difference in CB2 between the STrZ and the SEBn 
The reflectivity variations in CB2 for the SEBn are similar to those both in CB2 for the STrZ and 
in BL1 for the STrZ rather than those in BL1 for the SEBn. For three small solar phase angles, the 
values of peak reflectivity in the STrZ are somewhat higher than those in the SEBn by up to 0.04 (at 
the solar phase angle of 18.8°), even though ߤ଴ at the peak value for the STrZ is always smaller 
than that for the SEBn. Conversely, as the solar phase angle is larger than 53.6°, the values of peak 
reflectivity in the STrZ become smaller than those in the SEBn by up to 0.03 (at the solar phase 
angle of 140.1°). It seems that the peak reflectivities at large solar phase angles in CB2 would simply 
depend on ߤ଴. 
 
Visual difference in BL1 between the STrZ and the SEBn 
As mentioned above, the difference of reflectivity in BL1 between the STrZ and the SEBn is 
significantly apparent in particular for three small solar phase angles. In contrast, such difference 
decreases with increasing solar phase angle, reaching a value of 0.02 at the solar phase angle of 
140.1°. Although ߤ଴ at the peak value for the STrZ is always smaller than that for the SEBn, the 
values of peak reflectivity in the STrZ are always higher than those in the SEBn over the entire solar 
phase angles unlike the CB2 case. This would suggest that the reflectivity variations for all 12 solar 
phase angles are affected in varying degrees by blue absorbent(s) that may be more abundant in the 
SEBn than in the STrZ in the Jovian atmosphere beyond the effect of ߤ଴. 
 
A part of characteristics discussed above can be read from the P10/IPP red- and blue-channel data 
for the STrZ and the SEBn at seven solar phase angles (12°, 23°, 34°, 109°, 120°, 127°, and 150°) 
shown in Figure 2.19. As is clear in Figure 2.18 and Figure 2.19, the Cassini ISS data sets have a 
better solar phase angle coverage with a much smaller gap in solar phase angles (19°–54°) than the 
P10/IPP’s larger gap (34°–109°). 
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(a) CB2/STrZ (b) CB2/SEBn
(c) BL1/STrZ (d) BL1/SEBn
Figure 2.18. The reflectivity variations as a function of ߤ଴ and solar phase angle ߙ from the
Cassini ISS observations: (a) the reflectivity variations in CB2 for the STrZ; (b) those in CB2 for the
SEBn; (c) those in BL1 for the STrZ; and (d) those in BL1 for the SEBn. The bottom-right numbers
denote solar phase angles in units of degrees. Note that the data points with ߤ଴ (and also ߤ) smaller
than 0.15 are not used for radiative transfer calculation. 
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(a) RED/STrZ (b) RED/SEBn
(c) BLUE/STrZ (d) BLUE/SEBn
Figure 2.19. The intensity variations as a function of ߤ଴ and solar phase angle ߙ from the Pioneer
10 IPP observations: (a) the intensity variations in red-channel for the STrZ; (b) those in red-channel
for the SEB; (c) those in blue-channel for the STrZ; and (d) those in blue-channel for the SEBn. The
bottom-right numbers denote solar phase angles in units of degrees. The reflectivity is calculated
with the nominal value of a conversion factor ܨ௣ (Tomasko et al., 1978). 
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Figure 2.20 shows the coverage curves, in the ߤ଴–ߤ space, for the CB2 data in the STrZ and the 
SEBn used in this study. Note that only a small portion of these diagrams, as shown by plots at solar 
phase angles of 3.7° and 12.6°, can be obtained from observations by ground-based telescopes and 
the HST. The CB2 (also BL1) data sets for both the STrZ and the SEBn fully cover the ߤ଴–ߤ space 
where both ߤ଴ and ߤ of data points are larger than 0.15. The data set for the SEBn covers more 
broad range of ߤ଴–ߤ space compared with the data set for the STrZ in area where either ߤ଴ or ߤ 
of data points is larger than ~0.9. This is because the Cassini observations were conducted at nearly 
equatorial plane. For comparison, the relationships between ߤ଴ and ߤ for the P10/IPP red-channel 
data in the STrZ and the SEBn are shown in Figure 2.21. In the case of the scattering geometries 
over a planetary disk as viewed with large solar phase angle (>140°), very few points are found to 
satisfy the condition (both ߤ଴ and ߤ of data point are larger than 0.15) (courtesy of Dr. T. Satoh). 
This can also be read from plots at the solar phase angle of 150° in Figure 2.21. This means that 
simulation of high solar phase angle (>140°) data by the radiative transfer calculation based on the 
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(a) CB2/STrZ (b) CB2/SEBn
(a) RED/STrZ (b) RED/SEBn
Figure 2.20. The coverage curves in the ߤ଴–ߤ space for the CB2 data used in this study: (a) the
STrZ; and (b) the SEBn. Only a small portion of the combination of ߤ଴ and ߤ shown by purple
pluses (3.7°) and blue asterisks (12.6°) can be observed by ground-based telescopes and the HST.
Note that the data points with either ߤ଴ and ߤ smaller than 0.15 in red shaded area are not used for
radiative transfer calculation because such geometries prevent from using a plane-parallel
approximation. 
Figure 2.21. The coverage curves in the ߤ଴–ߤ space for the Pioneer 10 IPP red-channel data: (a) the
STrZ; and (b) the SEBn. In the case of the scattering geometries for a solar phase angle of 150° in the
SEBn, there is only one point which satisfies the criteria (both ߤ଴ and ߤ of data point are larger
than 0.15) for use of a plane-parallel approximation. 
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Radiative transfer modeling 
 
 
  In this chapter, we explain fundamentals of radiative transfer in a scattering atmosphere and a 
numerical solution approach using the doubling and adding method in Section 3.1. The accuracy of 
our radiative transfer code used in this study is validated in Section 3.2. The Jovian cloud model for 
reproducing the observed limb-darkening curves at a wide variety of solar phase angles discussed in 




3.1. Solution of radiative transfer in a scattering atmosphere 
3.1.1. General description of radiative transfer in a plane-parallel atmosphere 
  In practice, when dealing with local radiation fields, it is appropriate to consider the planetary 
atmosphere as a vertical stack of layers that are horizontally uniform and infinite. This is so-called 
plane-parallel approximation. In this approximation, the atmospheric parameters (e.g., temperature, 
composition, and aerosol contents) vary in vertical (i.e., height and pressure) but homogeneous in 
horizontal. Consequently, the radiation field is also a function of the height. In this section, we 
explain the fundamental equation governing the radiative transfer of direct and diffuse solar radiation 
and thermal radiation in plane-parallel atmospheres. The term diffuse is associated with multiple 
scattering processes and is differentiated from direct solar radiation. As Figure 3.1 shows, the 
differential change of diffuse intensity Δܫ emergent from below the layer in a differential thickness 
Δݖ is caused by the following four processes: (1) reduction from the extinction attenuation; (2) 
increase from the single scattering of the unscattered direct solar flux from the direction 
െߗ଴ሺെߤ଴, ߶଴ሻ to ߗሺߤ, ߶ሻ; (3) increase from multiple scattering of the diffuse intensity from 
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directions ߗԢሺߤԢ, ߶Ԣሻ to ߗሺߤ, ߶ሻ; and (4) increase from emission within the layer in the direction 
ߗሺߤ, ߶ሻ 
 
Δܫሺݖ; ߤ, ߶ሻ ൌ െ ߪ௘ሺݖሻ݊ሺݖሻΔݖߤ ܫሺݖ; ߤ, ߶ሻ 
                          ൅ ߪ௦ሺݖሻ݊ሺݖሻΔݖߤ ߨܨ଴exp ቆെ න ߪ௘ሺݖሻ݊ሺݖሻΔݖ
ஶ
௭
ߤ଴ൗ ቇ ܲሺߤ, ߶; െߤ଴, ߶଴ሻ4ߨ  
                          ൅ ߪ௦ሺݖሻ݊ሺݖሻΔݖߤ න න ܫሺݖ; ߤԢ, ߶Ԣሻ







                          ൅ ߪ௔ሺݖሻ݊ሺݖሻΔݖߤ ܤሾܶሺݖሻሿ, 
(3.1) 
where ߪ௘, ߪ௦, and ߪ௔ denote the extinction, scattering, and absorption cross sections of a sample of 
particles, ݊ is the number density, ݖ is the height, ߨܨ଴ is the incident solar flux, ܲሺߤ, ߶; ߤԢ, ߶Ԣሻ is 
the scattering phase function which describes the amount of light scattered from the incoming 
direction ߗԢሺߤԢ, ߶Ԣሻ to the outgoing direction ߗሺߤ, ߶ሻ, ܤሾܶሺݖሻሿ is the Planck function given by 
temperature ܶሺݖሻ, and definitions of incoming direction ߗԢሺߤԢ, ߶Ԣሻ and outgoing direction ߗሺߤ, ߶ሻ 
are described in Figure 3.2. 
By introducing the optical thickness ߬ and the single scattering albedo ߱, which is the ratio of 
the scattering cross section to the extinction cross section, 
 ߱ ؠ ߪ௦ ߪ௘⁄ ൌ ሺ1 െ ߪ௔ሻ ߪ௘⁄ , (3.2) 




equation (3.1) can be rewritten as follows: 
 
ߤ ݀ܫሺ߬; ߤ, ߶ሻ݀߬ ؠ ܫሺ߬; ߤ, ߶ሻ െ ܬሺ߬; ߤ, ߶ሻ 
                        ൌ ܫሺ߬; ߤ, ߶ሻ 
                            െ ߱4ߨ ߨܨ଴ܲሺߤ, ߶; െߤ଴, ߶଴ሻexpሺെ߬ ߤ଴⁄ ሻ 







                            െሺ1 െ ߱ሻܤሾܶሺ߬ሻሿ, 
(3.4) 
where ܬሺ߬; ߤ, ߶ሻ  is the source function. This is the general ratidative transfer equation in 
plane-parallel atmospheres to be solved. When dealing with the planetary applications in the visible 
wavelength region, it is practical to ignore the last term on the right-hand side of equation (3.4) as the 
thermal emission from the ground or the atmosphere is orders of magnitude weaker than the solar 
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radiation at such wavelengths. Henceforth, we omit this term in the following description. 
The scattering phase function ܲሺߤ, ߶; ߤԢ, ߶Ԣሻ is generally written as a function of the scattering 
angle ߆. The scattering angle ߆ is the angle between the incoming direction ߗԢሺߤԢ, ߶Ԣሻ and the 
outgoing direction ߗሺߤ, ߶ሻ, as shown in Figure 3.2, can be written as: 

















Figure 3.1. Transfer of diffuse solar intensity from below in plane-parallel layers: (1) attenuation by
extinction; (2) single scattering of the unscattered direct solar flux; (3) multiple scattering; and (4)
emission from the layer. The notations are defined in the text (from Liou, 2002). 
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In the case of considering an optically thin layer where most scattering events are dominated by 
single scattering of the solar radiation, and there are no diffuse intensities from the top ሺ߬ ൌ 0ሻ and 
the bottom ሺ߬ ൌ ߬ୟሻ of the layer, the source function ܬሺ߬; ߤ, ߶ሻ in equation (3.4) is represented by 
 ܬሺ߬; ߤ, ߶ሻ ؆ ߱4ߨ ߨܨ଴ܲሺߤ, ߶; െߤ଴, ߶଴ሻexpሺെ߬ ߤ଴⁄ ሻ. (3.6) 
In such case, the upward intensity ܫሺ߬ ൌ 0; ߤ, ߶ሻ at the top of the atmosphere and the downward 
intensity ܫሺ߬ ൌ ߬ୟ; െߤ, ߶ሻ at the bottom of the atmosphere can be solved analytically in the form 










ۓ ߱ߤ଴ܨ଴4ሺߤ െ ߤ଴ሻ  ܲሺെߤ, ߶; െߤ଴, ߶଴ሻ ൤exp ൬െ
߬ୟ
ߤ ൰ െ exp ൬െ
߬ୟ
ߤ଴൰൨ , ሺߤ ് ߤ଴ሻ,߱߬ୟܨ଴
4ߤ଴  ܲሺെߤ଴, ߶; െߤ଴, ߶଴ሻexp ൬െ
߬ୟ
ߤ଴൰ , ሺߤ ൌ ߤ଴ሻ.
 
(3.8) 
Conversely, in the case of considering multiple scattering of the diffuse intensity, equation (3.4) 




   (μ' = cosθ', φ')
Outgoing Ω
   (μ = cosθ, φ)
Θ
φ' φ
Δφ = φ − φ'
θθ'
Figure 3.2. Relation of scattering ሺ߆ሻ, zenith ሺߠ, ߠ′ሻ, and azimuth ሺ߶, ߶′ሻ angles. ߤ  and ߤ′
denote cosine of zenith angle ߠ and ߠ′, respectively. 
CHAPTER 3. RADIATIVE TRANSFER MODELING 
 
 
65 |  
 
3.1.2. Doubling and adding method 
There are a variety of numerical calculation techniques (e.g., Chandrasekhar’s X and Y functions, 
discrete ordinates, doubling and adding, invariant imbedding, Monte Carlo, and successive orders) to 
solve radiative transfer in a scattering atmosphere (see Chandrasekhar, 1960; Hansen and Travis, 
1974; Liou, 1980, 2002; van de Hulst, 1980; and Goody and Young, 1989). In this study, we choose 
the doubling and adding method for solving the radiative transfer equation. The principle of this 
method for radiative transfer was stated by Stokes (1862), who considered the reflection and 
transmission by a stack of glass plates. van de Hulst (1963) developed this method for multiple 
scattering that is now commonly employed. The doubling and adding method uses a straightforward 
geometrical ray tracing technique. In essence, if the reflection and transmission properties of two 
individual layers are known, the reflection and transmission properties of the combined layers can be 
obtained by computing the successive reflections back and forth between the two layers. When the 
two layers have the identical optical properties (both the reflection and transmission), the adding 
method is referred to as the doubling method. The adding method provides traceable mathematical 
and physical deductions of the reflection and the transmission of light. 
This method has five advantages: 
 physical interpretation of results is possible at each step; 
 simple mathematical operations such as matrix multiplications; 
 the reflection and transmission functions are obtained for all incident and emergent angles at 
once; 
 computation for isotropic and anisotropic scattering is equivalent, although more quadrature 
points are needed to describe complex radiation field of the latter case; 
 results are obtained for a range of optical thickness between the final value and the initial value. 
and also two disadvantages: 
 its application is restricted to layered geometries with uniform irradiation; 
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  In the adding method, instead of solving for the specific intensities, we use the reflection and 
transmission properties of a medium with the simple combination laws discussed below. The diffuse 
reflection and transmission functions for a plane-parallel layer bounded by ߬ ൌ ߬ଵ and ߬ ൌ ߬ଶ 
ሺ߬௔ ൌ ߬ଶ െ ߬ଵሻ are defined by following equations: 














 ܫோି ሺ߬ଶ, ߤ, ߶ሻ ൌ 1ߨ න න ܴ






 ܫା்ሺ߬ଵ, ߤ, ߶ሻ ൌ 1ߨ න න ܶ






where ܫோାሺ߬ଵ, ߤ, ߶ሻ and ܫା்ሺ߬ଵ, ߤ, ߶ሻ indicate the upward reflected and transmitted intensities at the 
upper boundary ሺ߬ ൌ ߬ଵሻ , ܫோି ሺ߬ଶ, ߤ, ߶ሻ  and ܫ்ି ሺ߬ଶ, ߤ, ߶ሻ  are the downward reflected and 
transmitted intensities at the lower boundary ሺ߬ ൌ ߬ଶሻ, ܴ and ܶ denote reflection and transmission 
functions for the downward incident radiation, and ܴכ and ܶכ denote the corresponding functions 
for the upward incident radiation. The incident sunlight on the top of a layer with ߬ଵ ൌ 0 and 
߬ଶ ൌ ߬௔ can be represented by the Dirac δ function, 
 ܫିሺ߬ଵ, ߤ, ߶ሻ ൌ ߜሺߤ െ ߤ଴ሻߜሺ߶ െ ߶଴ሻߨܨ଴. (3.13) 
By substituting equation (3.13) to equations (3.9) and (3.10), the reflected and transmitted intensities 
are given by 
 ܫோାሺ0, ߤ, ߶ሻ ൌ ܴሺ߬௔; ߤ, ߶; ߤ଴, ߶଴ሻߤ଴ܨ଴, (3.14) 
 ܫ்ି ሺ߬௔, ߤ, ߶ሻ ൌ ܶሺ߬௔; ߤ, ߶; ߤ଴, ߶଴ሻߤ଴ܨ଴. (3.15) 
If a layer is extremely optically thin (e.g., ߬ ≈ 2-20), it’s quite unlikely that multiple scattering occurs. 
Under such case, by comparing equations (3.14) and (3.15) with equations (3.7) and (3.8), we obtain 
the following reflected and transmission functions, 






ܶሺ߬௔; ߤ, ߶; ߤ଴, ߶଴ሻ
ൌ ൞
߱
4ሺߤ െ ߤ଴ሻ  ܲሺെߤ, ߶; െߤ଴, ߶଴ሻ ൤exp ൬െ
߬ୟ
ߤ ൰ െ exp ൬െ
߬ୟ
ߤ଴൰൨ , ሺߤ ് ߤ଴ሻ,߱߬ୟ
4ߤ଴ଶ  ܲሺെߤ଴, ߶; െߤ଴, ߶଴ሻexp ൬െ
߬ୟ
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In the same way, 






ܶכሺ߬௔; ߤ, ߶; ߤ଴, ߶଴ሻ
ൌ ൞
߱
4ሺߤ െ ߤ଴ሻ  ܲሺߤ, ߶; ߤ଴, ߶଴ሻ ൤exp ൬െ
߬ୟ
ߤ ൰ െ exp ൬െ
߬ୟ
ߤ଴൰൨ , ሺߤ ് ߤ଴ሻ,߱߬ୟ
4ߤ଴ଶ  ܲሺߤ଴, ߶; ߤ଴, ߶଴ሻexp ൬െ
߬ୟ




It is known that the phase functions of both Mie scattering for spherical particles and scattering for 
randomly-oriented nonspherical particles can be decomposed by Fourier series for ሺ߶ െ ߶Ԣሻ. It is 
also known that corresponding reflection or transmission functions can be presented in Fourier 
decomposition 




where ܺ ൌ ܴ, ܶ, ܴכ, and ܶכ. Replacing the relevant functions in equations (3.9)–(3.12) by their 
appropriate Fourier series, we obtain mth Fourier component ሺ݉ ൐ 0ሻ as follows: 
















Note that the right-hand sides of equations (3.21)–(3.24) should be divided by a factor of two for ݉ 
= 0. 
The integrals in equations (3.21)–(3.24) should also be replaced by summation over a finite 











where ݔ௝ and ݓ௝ are the Gaussian points and corresponding weights, respectively. 
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With equation (3.25), equations (3.21)–(3.24) are replaced to the following matrix representations: 
 ࡵோା௠ሺ߬ଵሻ ൌ ࡾ௔௠ࡵି௠ሺ߬ଵሻ, (3.26) 
 ࡵ்ି ௠ሺ߬ଶሻ ൌ ࢀ௔௠ࡵି௠ሺ߬ଵሻ, (3.27) 
 ࡵோି ௠ሺ߬ଶሻ ൌ ࡾ௔כ ௠ࡵା௠ሺ߬ଶሻ, (3.28) 
 ࡵା்௠ሺ߬ଵሻ ൌ ࢀ௔כ ௠ࡵା௠ሺ߬ଶሻ, (3.29) 
where ࡵേ௠ሺ߬ሻ  are the N-vectors for the upward and downward intensities, i.e., ࡵേ௠ሺ߬ሻ ൌ
ሾࡵ௠ሺ߬, േߤଵሻ, ࡵ௠ሺ߬, േߤଶሻ, … , ࡵ௠ሺ߬, േߤேሻሿ. Reflection and transmission functions are represented by 
ܰ × ܰ matrix whose elements are given by 
 ࢄ௔௜௝௠ ൌ 2ܺ௠൫߬௔; ߤ௜, ߤ௝൯ߤ௝ݓ௝, (3.30) 
for ࢄ௔௠ ൌ ࡾ௔௠ or ࡾ௔כ ௠, and by 
 ࢅ௔௜௝௠ ൌ expሺെ߬௔ ߤ௜⁄ ሻߜ௜௝ ൅ 2ܻ௠൫߬௔; ߤ௜, ߤ௝൯ߤ௝ݓ௝, (3.31) 
for ࢅ௔௠ ൌ ࢀ௔௠ or ࢀ௔כ ௠. The first and second terms on the right-hand side of equation (3.31) 
represent the direct and diffuse transmissions, respectively. 
 
Up to here, we discuss the reflection and transmission functions for an optically thin layer. Next, 
we explain principle of combining two layers using the reflection and transmission functions. 
Although all reflection and transmission functions (ܺሺ߬; ߤ, ߤ′ሻ ൌ ܴ, ෨ܶ , ܴכ, ܶכ෪, ܦ෩, ܷ) should be 
labeled with the Fourier term index, ݉, we omit this index in the below for readability. 
Figure 3.3 illustrates the multiple scattering processes between two layers (layer A and layer B). 
Assume that radiation comes from the top of layer A (flux: ߨܨ଴). Let ࡾ஺ and ࢀ෩஺ denote the 
reflection and total (direct + diffuse) transmission functions for the first layer and ࡾ஻ and ࢀ෩஻ for 
the second layer, and define ࡰ෩  and ࢁ for the combined total transmission and reflection functions 
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Figure 3.3. The schematic representation of the adding method. For convenience, layer A with
optical thickness ߬௔ and layer B with optical thickness ߬௕ are illustrated as if they were physically
separated. 
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Under such case, the combined reflection ࡾ஺஻ and transmission ࢀ෩஺஻ functions are described by 
 
ࡾ஺஻ ൌ ࡾ஺ ൅ ࢀכ෪஺ࡾ஻ࢀ෩஺ ൅ ࢀכ෪஺ࡾ஻ࡾכ஺ࡾ஻ࡾכ஺ࡾ஻ࢀ෩஺ ൅ ڮ 
         ൌ ࡾ஺ ൅ ࢀכ෪஺ࡾ஻ሾ૚ ൅ ࡾכ஺ࡾ஻ ൅ ሺࡾכ஺ࡾ஻ሻଶ ൅ ڮ ሿࢀ෩஺ 
         ൌ ࡾ஺ ൅ ࢀכ෪஺ࡾ஻ሺ૚ െ ࡾכ஺ࡾ஻ሻିଵࢀ෩஺, 
(3.32) 
 
ࢀ෩஺஻ ൌ ࢀ෩஻ࢀ෩஺ ൅ ࢀ෩஻ࡾכ஺ࡾ஻ࢀ෩஺ ൅ ࢀ෩஻ࡾכ஺ࡾ஻ࡾכ஺ࡾ஻ࢀ෩஺ ൅ ڮ 
         ൌ ࢀ෩஻ሾ૚ ൅ ࡾכ஺ࡾ஻ ൅ ሺࡾכ஺ࡾ஻ሻଶ ൅ ڮ ሿࢀ෩஺ 
         ൌ ࢀ෩஻ሺ૚ െ ࡾכ஺ࡾ஻ሻିଵࢀ෩஺. 
(3.33) 
The combined reflection  ࢁ and transmission ࡰ෩  functions between layer A and layer B are also 
formulated as follows: 
 
ࢁ ൌ ࡾ஻ࢀ෩஺ ൅ ࡾ஻ࡾכ஺ࡾ஻ࢀ෩஺ ൅ ࡾ஻ࡾכ஺ࡾ஻ࡾכ஺ࡾ஻ࢀ෩஺ ൅ ڮ 
     ൌ ࡾ஻ሾ૚ ൅ ࡾכ஺ࡾ஻ ൅ ሺࡾכ஺ࡾ஻ሻଶ ൅ ڮ ሿࢀ෩஺ 
     ൌ ࡾ஻ሺ૚ െ ࡾכ஺ࡾ஻ሻିଵࢀ෩஺, 
(3.34) 
 
ࡰ෩ ൌ ࢀ෩஺ ൅ ࡾכ஺ࡾ஻ࢀ෩஺ ൅ ࡾכ஺ࡾ஻ࡾכ஺ࡾ஻ࢀ෩஺ ൅ ڮ 
     ൌ ሾ૚ ൅ ࡾכ஺ࡾ஻ ൅ ሺࡾכ஺ࡾ஻ሻଶ ൅ ڮ ሿࢀ෩஺ 
     ൌ ሺ૚ െ ࡾכ஺ࡾ஻ሻିଵࢀ෩஺ ൌ ሺ૚ ൅ ࡿሻࢀ෩஺, 
(3.35) 
 ࡿ ؠ ࡾכ஺ࡾ஻ሺ૚ െ ࡾכ஺ࡾ஻ሻିଵ. (3.36) 
From equations (3.32)–(3.36), the combined reflection ࡾ஺஻ and transmission ࢀ෩஺஻ functions can 
simply be written in the following forms 
 ࡾ஺஻ ൌ ࡾ஺ ൅ ࢀ෩஺ࢁ, (3.37) 
 ࢀ෩஺஻ ൌ ࢀ෩஻ࡰ෩, (3.38) 
 ࢁ ൌ ࡾ஻ࡰ෩. (3.39) 
In equations (3.32)–(3.39), the product of any two parameters implies that integration over solid 
angle is to be performed so as to take into account all the possible multiple scattering contributions, 




in which ܺ  and ܻ  can be any functions: ܴ , ෨ܶ , ܴכ , ܶכ෪ , ܦ෩ , and ܷ . In actual computation, 
equation (3.40) is treated by matrix representation. Furthermore, the total transmission function ࢀ෩ 
consists of the diffuse and direct components and can be expressed in isolation: 
 ࢀ෩ ൌ ࢀ ൅ ૚ · expሺെ߬ ߤԢ⁄ ሻ, (3.41) 
where  ૚ is unit matrix, ߤԢ ൌ ߤ଴ when transmission is associated with the incident sunlight and 
ߤԢ ൌ ߤ when transmission is related to the emergent radiation in the direction ߤ. 
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In a similar way, ࡰ෩  and ࢀ෩஺஻ are represented as follows: 
 
ࡰ෩ ൌ ࡰ ൅ ૚ · expሺെ߬ୟ ߤ଴⁄ ሻ ൌ ሾࢀ஺ ൅ ૚ · exp ሺെ߬ୟ ߤ଴⁄ ሻሿሺ૚ ൅ ࡿሻ 
     ൌ ሺ૚ ൅ ࡿሻࢀ஺ ൅ ࡿ expሺെ߬ୟ ߤ଴⁄ ሻ ൅ ૚ · expሺെ߬ୟ ߤ଴⁄ ሻ, 
(3.42) 
 
ࢀ෩஺஻ ൌ ሾࢀ஻ ൅ ૚ · expሺെ߬ୠ ߤ⁄ ሻሿሾࡰ ൅ ૚ · expሺെ߬ୟ ߤ଴⁄ ሻሿ 
         ൌ expሺെ߬ୠ ߤ⁄ ሻࡰ ൅ ࢀ஻ expሺെ߬ୟ ߤ଴⁄ ሻ ൅ ࢀ஻ࡰ 
              ൅૚ · expሾെሺ߬ୟ ߤ଴⁄ ൅ ߬ୠ ߤ⁄ ሻሿ ߜሺߤ െ ߤ଴ሻ, 
(3.43) 
where parameters without tilt notation (~) denote only diffuse component of transmission. The fourth 
term on the right-hand side of equation (3.43) represents the direct transmission for the combined 
layer. 
  As a result, for the downward incident radiation, a set of iterative equations governing the diffuse 
transmission and reflection involving the two layers are given by 
 ࡽଵ ൌ ࡾכ஺ࡾ஻, (3.44) 
 ࡽ௡ ൌ ࡽଵࡽ௡ିଵ, (3.45) 




 ࡰ ൌ ࢀ஺ ൅ ࡿࢀ஺ ൅ ࡿ expሺെ߬ୟ ߤ଴⁄ ሻ, (3.47) 
 ࢁ ൌ ࡾ஻ࡰ ൅ ࡾ஻ expሺെ߬ୟ ߤ଴⁄ ሻ, (3.48) 
 ࡾ஺஻ ൌ ࡾ஺ ൅ expሺെ߬ୟ ߤ⁄ ሻ ࢁ ൅ ࢀכ஺ࢁ, (3.49) 
 ࢀ஺஻ ൌ expሺെ߬ୠ ߤ⁄ ሻࡰ ൅ ࢀ஻ expሺെ߬ୟ ߤ଴⁄ ሻ ൅ ࢀ஻ࡰ. (3.50) 
In a similar way, the corresponding equations for the upward incident radiation are written in the 
forms 
 ࡽଵ ൌ ࡾ஻ࡾכ஺, (3.51) 
 ࡽ௡ ൌ ࡽଵࡽ௡ିଵ, (3.52) 




 ࢁ ൌ ࢀכ஻ ൅ ࡿࢀכ஻ ൅ ࡿ expሺെ߬ୠ ߤԢ⁄ ሻ, (3.54) 
 ࡰ ൌ ࡾכ஺ࢁ ൅ ࡾכ஺ expሺെ߬ୠ ߤԢ⁄ ሻ, (3.55) 
 ࡾכ஺஻ ൌ ࡾכ஻ ൅ expሺെ߬ୠ ߤ⁄ ሻ ࡰ ൅ ࢀ஻ࡰ, (3.56) 
 ࢀכ஺஻ ൌ expሺെ߬ୟ ߤ⁄ ሻࢁ ൅ ࢀכ஺ expሺെ߬ୠ ߤԢ⁄ ሻ ൅ ࢀכ஺ࢁ, (3.57) 
where ߤԢ is direction of the direct incident radiation. 
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  Therefore, the actual procedure in the numerical computation consists mainly of following four 
items: 
(1) In each homogeneous layer, optical thickness ߬, single scattering albedo ߱, and scattering 
phase function ܲ are computed. 
(2) The homogeneous layer derived in (1) is divided by a factor of two until light scatters only once 
in divided layer which allows to utilize equations (3.16)–(3.19). 
(3) The reflection and transmission functions are calculated with the doubling method until optical 
thickness equals to that of the original homogeneous layer. 
(4) Between inhomogeneous layers, the combined reflection and transmission functions are 
calculated with the adding method until “one” combined layer. 
 
 
3.2. Accuracy validation of our radiative transfer code 
We have newly developed a numerical computation code based on the doubling and adding 
method for analyzing remote sensing data of planetary atmospheres. This code has been validated by 
performing numerical computations for several cloud models described in Temma (2005) and by 
comparing our results with his. Temma’s code was also written based on the doubling and adding 
method and was checked by comparing his results with several published ones. For Mie scattering, 
our computation results are also cross-matched with those of Dr. T. Satoh (private communication). 
Table 3.1–Table 3.5 show several results of accuracy validation for our radiative transfer code. 
Accuracy of our radiative transfer code displayed in each Table is computed in the following manner: 
 ܣܿܿݑݎܽܿݕ ൌ |ሺܫ ܨ⁄ ሻRୣ୤ୣ୰ୣ୬ୡୣ െ ሺܫ ܨ⁄ ሻO୳୰ୱ|ሺܫ ܨ⁄ ሻRୣ୤ୣ୰ୣ୬ୡୣ ൈ 100. (3.58) 
Note that our code outputs the reflection function which, when multiplied by ߤ଴, becomes ሺI ܨ⁄ ሻ in 
the above equation. As a result, we find that computation results of our radiative transfer code are in 
good agreement with their results with 0.5 % accuracy except for the case that ߤ (also ߤ଴) is close 
to zero. This accuracy should be enough for analyses of remote sensing data of planetary 
atmospheres. From this comparison, in this study, we conduct the radiative transfer calculation with a 
total of 22 quadrature points (ܰ = 22) for the integration of ߤ଴ and ߤ, and 10 Fourier expansion 
terms (ܯ = 10) for Δ߶ in aerosol scattering layers and only three Fourier expansion terms (ܯ = 3) 
for Δ߶ in the Rayleigh gas layers. 
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Table 3.1. The result of accuracy validation for our radiative transfer code for isotropic scattering 
cases. The assumed cloud model consists of one layer with an optical thickness of 96. Scattering 
phase function in this layer is given by isotropic scattering phase function (ܲሺ߆ሻ = 1). In this table, 
two single scattering albedo cases are presented. For additional information, see pp. 124 in Temma 
(2005). 
߱ ൌ 0.5 
Input parameters Computed intensities ሺܫ ܨ⁄ ሻ 
ߤ଴ ߤ Δ߶ Ours Temma’s Accuracy (%) 
0.35 0.05 1. 0.1331 0.1321 0.73 
0.95 0.10 1. 0.1511 0.1511 0.03 
0.55 0.25 1. 0.1162 0.1161 0.12 
0.65 0.45 1. 0.1055 0.1055 0.01 
0.80 0.70 1. 0.1000 0.1000 0.01 
0.15 0.85 1. 0.0254 0.0254 0.12 
0.45 0.95 1. 0.0590 0.0590 0.03 
 
߱ ൌ 0.975 
Input parameters Computed intensities ሺܫ ܨ⁄ ሻ 
ߤ଴ ߤ Δ߶ Ours Temma’s Accuracy (%) 
0.35 0.05 1. 0.3773 0.3764 0.23 
0.95 0.10 1. 0.5933 0.5940 0.12 
0.55 0.25 1. 0.4398 0.4399 0.02 
0.65 0.45 1. 0.4731 0.4732 0.03 
0.80 0.70 1. 0.5367 0.5369 0.04 
0.15 0.85 1. 0.1006 0.1008 0.17 
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Table 3.2. Same as Table 3.1, except for the case with isotropic scattering and the Rayleigh 
scattering. The assumed cloud structure consists of two layers as listed below. For additional 
information, see pp. 125 in Temma (2005). 
Cloud model parameters 
Layer ߬ ߱ ܲሺΘሻ 
1 10.0 1.0 Rayleigh scattering 
2 128.0 0.1 Isotropic scattering 
 
Input parameters Computed intensities ሺܫ ܨ⁄ ሻ 
ߤ଴ ߤ Δ߶ Ours Temma’s Accuracy (%) 
0.60 0.60 0.0 0.5157 0.5158 0.02 
0.60 0.20 0.0 0.5788 0.5787 0.015 
0.60 0.60 90.0 0.5197 0.5200 0.06 
0.60 0.20 90.0 0.5141 0.5145 0.08 
0.60 0.60 180.0 0.6064 0.6068 0.07 
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Table 3.3. Same as Table 3.1, except for the Jovian aerosol scattering case. The assumed cloud 
structure consists of six layers as listed below. “HGF075” and “J.TTHGF” denote a single 
Henyey-Greenstein function with an asymmetry factor ݃ = 0.75 and a double Henyey-Greenstein 
function with ሺ݂, ଵ݃, ݃ଶሻ = (0.938, 0.80, –0.70), respectively (Tomasko et al., 1978). For more 
information, see pp. 126 in Temma (2005). 
Cloud model parameters 
Layer ߬ ߱ ܲሺΘሻ 
1 0.01 0.995 Rayleigh scattering 
2 1.0 0.980 HGF075 
3 1.0 0.995 Rayleigh scattering 
4 1.0 0.980 J.TTHGF 
5 2.0 0.995 Rayleigh scattering 
6 128.0 0.990 J.TTHGF 
 
Input parameters Computed intensities ሺܫ ܨ⁄ ሻ 
ߤ଴ ߤ Δ߶ Ours Temma’s Accuracy (%) 
0.3513 0.3911 180.9 0.2108 0.2114 0.27 
0.6575 0.6877 181.5 0.4541 0.4556 0.32 
0.8285 0.8478 183.0 0.5866 0.5888 0.37 
0.9132 0.9217 185.8 0.6484 0.6511 0.42 
0.9325 0.9300 172.9 0.6620 0.6647 0.41 
0.8882 0.8746 175.7 0.6302 0.6327 0.39 
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Table 3.4. Same as Table 3.1, except for the Saturnian aerosol scattering case. The assumed cloud 
structure consists of six layers as listed below. “S.TTHGF” denotes a double Henyey-Greenstein 
function with ሺ݂, ଵ݃, ݃ଶሻ  = (0.763, 0.620, –0.294) (Tomasko and Doose, 1984). For more 
information, see pp. 127 in Temma (2005). 
Cloud model parameters 
Layer ߬ ߱ ܲሺΘሻ 
1 0.05 0.998 Rayleigh scattering 
2 0.5 0.960 S.TTHGF 
3 0.1 0.998 Rayleigh scattering 
4 5.0 0.999 S.TTHGF 
5 0.2 0.998 Rayleigh scattering 
6 128.0 0.980 S.TTHGF 
 
Input parameters Computed intensities ሺܫ ܨ⁄ ሻ 
ߤ଴ ߤ Δ߶ Ours Temma’s Accuracy (%) 
0.3572 0.2605 180.00 0.3623 0.3621 0.06 
0.5695 0.4837 179.17 0.4835 0.4841 0.12 
0.6919 0.6173 178.17 0.5628 0.5636 0.15 
0.7842 0.7229 176.45 0.6243 0.6252 0.14 
0.8573 0.8187 172.32 0.6734 0.6742 0.12 
0.8357 0.8278 169.59 0.6570 0.6580 0.15 
0.6745 0.6977 172.39 0.5450 0.5459 0.16 
0.4900 0.5309 174.01 0.4199 0.4204 0.12 
0.3860 0.4338 174.52 0.3520 0.3522 0.06 
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Table 3.5. Same as Table 3.1, except for the Mie scattering case. The assumed cloud model consists 
of one layer with an optical thickness of 128. Scattering phase function in this layer is given by a Mie 
scattering phase function with ሺ݊୰, ݊୧ሻ = (1.4, 0.0) and the Hansen’s size distribution ሺܽ, ܾሻ = (0.5 
μm, 0.1). The definitions of variables for Mie scattering are described in Section 3.3.1. In this table, 
one single scattering albedo case is presented (courtesy of Dr. T. Satoh). 
߱ ൌ 0.99 
Input parameters Computed intensities ሺܫ ܨ⁄ ሻ 
ߤ଴ ߤ Δ߶ Ours Satoh’s Accuracy (%) 
0.4292 0.2411 174.4 0.2347 0.2350 0.12 
0.4842 0.3024 174.0 0.2666 0.2668 0.08 
0.5696 0.3999 173.2 0.3162 0.3163 0.02 
0.6579 0.5054 171.9 0.3685 0.3683 0.06 
0.7227 0.5870 170.4 0.4073 0.4070 0.07 
0.8133 0.7843 175.8 0.4661 0.4670 0.18 
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3.3. Model description 
  Tomasko et al. (1978) tested four atmospheric models (Type I–IV represented in Figure 13 of their 
paper) to reproduce the P10/IPP limb-darkening curves at seven solar phase angles. They concluded 
that reasonable fits to all four data (the blue- and red-channel data for the STrZ and the SEBn) were 
obtained only with the Type II model. We therefore conduct the radiative transfer modeling with a 
cloud structure similar to their Type II model. As shown in Figure 3.4, the Type II model consists of 
four layers: from the top to the bottom, the upper Rayleigh gas layer, the stratospheric haze, the 
lower Rayleigh gas layer, and the semi-infinite cloud layer. Assuming that the stratospheric haze and 
the cloud particles can be approximated by spherical particles, we perform the radiative transfer 
calculations using this model combined with the Mie scattering computations (hereafter Type II-Mie 




























Figure 3.4. The diagram of the assumed vertical cloud structure (Type II model). This model is
similar to the Type II model described by Tomasko et al. (1978). The pressure differences ∆ ଵܲ and
∆ ଶܲ are fixed at 0.1 and 0.2 [bar] because limb-darkening curves in CB2 are insensitive to vertical
distributions of the stratospheric haze and cloud. The notations are defined in the text. 
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3.3.1. Scattering phase functions of cloud, haze, and gas 
For a single aerosol particle (radius ݎ [μm]), the Mie scattering of the incident light beam 
(wavelength ߣ [μm]) in the form of Mܲ୧ୣ,୰ሺ߆, ݎ, ݊୰, ݊୧ሻ, where ሺ݊୰, ݊୧ሻ is the complex refractive 
index of the particle, can be computed with a Fortran code written by Bohren and Huffman (1998). 
The computation is repeated for a range of particle sizes to obtain an averaged scattering phase 
function. For the size distribution functions ݊ሺݎ, ܽ, ܾሻ for cloud and haze, we adopt the Hansen’s 
size distribution (Hansen and Travis, 1974): 
 ݊ሺݎ, ܽ, ܾሻ ൌ ݊଴ݎሺଵିଷ௕ሻ ௕⁄ ݁ሺି௥ ௔௕⁄ ሻ, (3.59) 
where ݊଴ is a constant*, and ݎ is the radius; ܽ and ܾ are the effective radius ሺୣݎ ୤୤ሻ and the 
effective variance ሺݒୣ୤୤ሻ, respectively. An example of the Hansen’s size distribution is shown in 
Figure 3.5. Thereafter, the “scattering cross-section weighted” average of Mie scattering phase 
function can be obtained as follows: 
 Mܲ୧ୣሺ߆, ݊୰, ݊୧, ୣݎ ୤୤, ݒୣ୤୤ሻ ൌ
׬ ܳୱሺݎ, ݊୰, ݊୧ሻߨݎଶ Mܲ୧ୣ,୰ሺ߆, ݎ, ݊୰, ݊୧ሻ݊ሺݎ, ୣݎ ୤୤, ݒୣ୤୤ሻ݀ݎ∞଴
׬ ܳୱሺݎ, ݊୰, ݊୧ሻߨݎଶ݊ሺݎ, ୣݎ ୤୤, ݒୣ୤୤ሻ݀ݎ∞଴
, (3.60) 
where ܳୱ is the scattering efficiency. A Mie scattering phase function for cloud or haze is thus 
obtained by specifying a combination of parameters ሺ݊୰, ݊୧, ୣݎ ୤୤, ݒୣ୤୤ሻ. An example of the averaged 













* Constant ݊଴ is written by 
 ݊଴ ൌ ܰ · ሺܾܽሻሺଶ௕ିଵሻ ௕⁄ ߁ሾሺ1 െ 2ܾሻ ܾ⁄ ሿ⁄ , (3.61) 
where ܰ is the total number of particles per unit volume and ߁ is the gamma function. 
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Figure 3.5. An example of the Hansen’s size distribution for two values of ܽ (0.1 and 1.0 μm) and
three values of ܾ (0.05, 0.1, and 0.2). The size distribution is normalized so that the integral over all
sizes is ܰ = 1. 
Figure 3.6. An example of the averaged Mie scattering phase functions in CB2 passband (effective
wavelength: 750 nm) for three values of ୣݎ ୤୤ (0.1, 0.5, and 1.0 [μm]). Also plotted for comparison is
the Rayleigh scattering phase function. The values of the other parameters (ݒୣ୤୤, ݊୰, and ݊୧) for
calculating the Mie scattering phase functions are presented in this figure. 
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For cloud particles, the real part of the refractive index ൫݊୰,ୡ୪୭୳ୢ൯ and the effective radius 
൫ୣݎ ୤୤,ୡ୪୭୳ୢ൯ are treated as free parameters. These are the two most important physical quantities in 
this study. In a Mie scattering calculation, we do not fix ݊୰,ୡ୪୭୳ୢ to the laboratory-measured values 
of NH3 ice because of the doubt to this simple assumption in the Jovian upper clouds, as mentioned 
in Chapter 1. We assume, however, the imaginary part of the refractive index ൫݊୧,ୡ୪୭୳ୢ൯ is zero. To 
match the actual reflectivity variations, small amount of absorption in the cloud layer is allowed by 
adjusting the single scattering albedo of cloud ሺ߱ୡ୪୭୳ୢሻ. Note that absorption in the cloud layer can 
be caused either by the cloud particles or by some absorbents amongst the cloud particles without 
any distinguishable differences. The effective variance ൫ݒୣ୤୤,ୡ୪୭୳ୢ൯ is set to 0.1. 
For the stratospheric haze, Mie scattering for spherical particles has been proposed by several 
researchers. Tomasko et al. (1986) concluded that particles with ݊୰ = 1.6 and an effective radius in 
the range 0.2–0.5 μm were needed to reproduce ultraviolet data from the IUE observations (the 
longest wavelength is 330 nm). Rages et al. (1999) found a similar particle mean radius (0.32–0.45 
μm) from their analysis of the Galileo SSI high solar phase angle images. They used ݊୰ = 1.29 for 
410 and 756 nm wavelengths. In contrast, West (1988) showed smaller particles than 0.1 μm, with 
݊୰ = 1.4 and ݊୧ = 0.02 (for 430 nm wavelength) and ݊୧ = 0.0002 (for 600 nm wavelength), were 
required to match the limb brightness as seen from Voyager 2 during eclipse. The variation in the 
physical properties of the stratospheric haze should result from differences of observing altitude and 
model assumption. We therefore allow cloud models to have a range of parameters, ݊୰,୦ୟ୸ୣ: 1.3, 1.4, 
1.5, 1.6, and 1.7, and ୣݎ ୤୤,୦ୟ୸ୣ: 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, and 0.5 μm, while the effective variance 
of haze is fixed (ݒୣ୤୤,୦ୟ୸ୣ = 0.1). The imaginary part of the refractive index ݊୧,୦ୟ୸ୣ is assumed to be 
zero. 
In the molecular gas layers, the Rayleigh scattering phase function is described as follows: 
 Rܲሺ߆ሻ ൌ 34 ሺ1 ൅ cos
ଶ߆ሻ. (3.62) 
The upper and lower limits of free parameters and assumptions for other parameters are 
summarized in Table 3.6. If an acceptable fit to each data set cannot be obtained with these 
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Table 3.6. Model parameters for the Type II-Mie model. 
Layer Parameter Values References 
Stratospheric haze ߬୦ୟ୸ୣ variable  
 ߱୦ୟ୸ୣ 1.0  
 Mܲ୧ୣሺ߆ሻ Mie scattering  
 ݊୰,୦ୟ୸ୣ variable (1.3, 1.4, 1.5, 1.6, and 1.7) 
Tomasko et al. (1986); West (1988);
Rages et al. (1999) 





(0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 
and 0.5) 
Tomasko et al. (1986); West (1988); 
Rages et al. (1999) 
 ݒୣ୤୤,୦ୟ୸ୣ 0.1  
Semi-infinite cloud ߬ୡ୪୭୳ୢ 128  
 ߱ୡ୪୭୳ୢ variable  
 Mܲ୧ୣሺ߆ሻ Mie scattering  
 ݊୰,ୡ୪୭୳ୢ variable (1.3–2.0)*  





 ݒୣ୤୤,ୡ୪୭୳ୢ 0.1  
* We search ݊୰,ୡ୪୭୳ୢ in the range from 1.3 to 2.0 at intervals of 0.05 and ݎୣ୤୤,ୡ୪୭୳ୢ in the range from 0.1 μm 
to 1.0 μm at intervals of 0.1 μm. 
 
 
3.3.2. Optical thickness and single scattering albedo of the Rayleigh gas layer 
  For calculating the optical thickness of the Rayleigh scattering and CH4 absorption with 
hydrostatic equilibrium and the ideal gas equation, we use nominal values for the mole fractions of 
H2, He, and CH4, which are H݂మ = 0.86, H݂౛ = 0.136, and C݂Hర = 0.018, respectively (Table 4.2 of 
Taylor et al., 2004). The optical thickness of the Rayleigh scattering is given by 
 ߬ோ ൌ ߪோഥ݉݃ · ∆ܲ · 10
ହ, (3.63) 
where ߪோ [m2] is the cross section of the Rayleigh scattering, ഥ݉  [kg/particle] is the mean molecular 
weight, ݃ [m/s2] is the gravity acceleration considering the flattening effect, and ∆ܲ [bar] is the 
pressure difference between top and bottom of a gas layer. The cross section of the Rayleigh 
scattering ߪோ is calculated with the effective polarizability of the Jovian atmosphere αୣ୤୤: 
 ߪோ ൌ 1283 ·
ߨହ
ߣସ · ߙୣ୤୤
ଶ · 10ଶସ, (3.64) 
 ߙୣ୤୤ ൌ H݂మߙHమ ൅ H݂౛ߙH౛, (3.65) 
where ߙHమ = 8.04 × 10-31 [m3] and ߙH౛ = 2.05 × 10-31 [m3] (Weast et al., 1990). 
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Conversely, the effective CH4 absorption coefficient ݇ ഥ  [/km-amagat] is given by 
 ത݇ ൌ න ݇ሺλሻܵሺߣሻ݀ߣ න ܵሺߣሻ݀ߣ൘ , (3.66) 
where ܵሺߣሻ is the instrument relative response function (considering quantum efficiency, and 
transmissions of optics and two filters: ܵ ൌ ଴ܶ ൈ ଵܶ ൈ ଶܶ ൈ ܳܧ ) as a function of wavelength, 
normalized to a unit maximum, and ݇ሺߣሻ [/km-amagat] is the empirical CH4 absorption coefficient 
taken from Karkoschka (1998). The optical thickness of CH4 absorption is written by 
 ߬ெ ൌ ஼݂ுర ·
ത݇
ഥ݉݃ܮ଴ · ∆ܲ · 10
ଶ, (3.67) 
where ܮ଴ is the Loschmidt number, which is the number of atoms or molecules (2.6868 × 1025 [/m3] 
in a unit volume under standard temperature and pressure). 
  In cloud free regions, the Rayleigh scattering and CH4 absorption determine the pressure level we 
can probe. Figure 3.7 illustrates the pressure level at which atmospheric gas opacity reaches unity 
for a two-way nadir path (ߤ଴ = ߤ = 1) as a function of wavelength in cloud free regions. In the case 
of cloud-covered regions that we investigate in this study, the pressure level we can probe becomes 
lower (the altitude becomes higher) than that shown in Figure 3.7 because of opacity caused by the 





























Rayleigh Scattering + CH4 Absorption
Rayleigh Scattering
CH4 Absorption
Figure 3.7. The pressure level at which atmospheric gas opacity reaches unity for a two-way nadir
path (ߤ଴ = ߤ = 1) as a function of wavelength. For CH4 absorption, the Karkoschka’s 0.4 nm
tabulated absorption coefficients are used. 
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With equations (3.63) and (3.67), the total optical thickness ሺ߬௧௢௧௔௟ ൌ ߬ோ ൅ ߬ெሻ as a function of 
∆ܲ and the single scattering albedo ሺωR ൌ ߬ோ ߬௧௢௧௔௟⁄ ሻ of the Rayleigh gas layer are computed in 
CB2 and BL1 for the STrZ and the SEBn as presented in Table 3.7. Since the gravity acceleration 
varies with latitude, the total optical thickness is slightly different from each other. As Table 3.7 
shows, the single scattering albedo in both CB2 and BL1 are found to be close to unity because of 
small CH4 absorption in these continua. Furthermore, in the case of CB2, the Rayleigh scattering 
cross section is so small that the small difference of ∆ܲ makes no change to our conclusion (A 4-bar 
pressure-thickness is required to produce an optical thickness of only 0.1). Therefore, we fix ∆ ଵܲ 
and ∆ ଶܲ shown in Figure 3.4 to be 0.1 and 0.2 [bar], respectively. These values correspond to the 
nominal ones found in the previous studies (cf. West et al. 2004). For BL1, however, we are not sure 
that such assumption of pressure difference has no effect on our conclusion because the optical 
thickness in BL1 is thicker than that in CB2 by a factor of approximately eight. Thus, the sensitivity 




Table 3.7. Total optical thickness and single scattering albedo of the Rayleigh gas layer calculated 
for CB2 and BL1 in the STrZ and the SEB. 
 CB2 BL1 
STrZ SEBn STrZ SEBn 
߬ோ 0.0234∆ܲ 0.0239∆ܲ 0.188∆ܲ 0.193∆ܲ 
߬ெ 9.39ൈ 10ିସ∆ܲ 9.60ൈ 10ିସ∆ܲ 1.62ൈ 10ିସ∆ܲ 1.65ൈ 10ିସ∆ܲ
߬௧௢௧௔௟ 0.0243∆ܲ 0.0249∆ܲ 0.189∆ܲ 0.193∆ܲ 




Table 3.8. The lower limit, the upper limit, and the initial values of two free parameters: optical 
thickness of haze ߬୦ୟ୸ୣ and single scattering albedo of cloud ߱ୡ୪୭୳ୢ. 
Parameter Lower limit Upper limit Initial value 
߬୦ୟ୸ୣ 0.0 – 0.25, 0.5, 0.75 
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3.4. Fitting strategy 
  The number of data points sampled at each of 12 solar phase angles is different for each angle. 
Taking the CB2/STrZ data set as an example, the number of data points sampled at a solar phase 
angle of 18.8° is 80, while that at a solar phase angle of 140.1° is only five due to the extreme 
crescent shape of the illuminated portion. We should treat goodness of fit for data obtained at each 
solar phase angle fairly. In order to judge goodness of fit between the observed and modeled 
limb-darkening curves, we therefore define the following ߯ଶ: 





 ߯௜ଶ ൌ 1݉௜ ෍ ቈ





where ݊ is the number of solar phase angles used in this study (݊ = 12), ߯௜ଶ is the normalized 
chi-square for the ith solar phase angle, ݉௜ is the number of data points for the ith solar phase angle, 
ሺܫ ܨ⁄ ሻ௜,௝୭ୠୱ and ሺܫ ܨ⁄ ሻ௜,௝୫୭ୢ are the values of observed and modeled reflectivity of the jth data point for 
the ith solar phase angle, respectively, and ߪ௜,௝ is the relative uncertainty of the jth data point for the 
ith solar phase angle discussed in Section 2.3. 
In the Type II-Mie model, there are six free parameters: the real part of the refractive index 
൫݊୰,୦ୟ୸ୣ൯, the effective radius ൫ୣݎ ୤୤,୦ୟ୸ୣ൯, and the optical thickness of stratospheric haze ሺ߬୦ୟ୸ୣሻ; and 
the real part of the refractive index ൫݊୰,ୡ୪୭୳ୢ൯, the effective radius ൫ୣݎ ୤୤,ୡ୪୭୳ୢ൯, and the single 
scattering albedo of cloud ሺ߱ୡ୪୭୳ୢሻ. It is not realistic to conduct a fitting process for determining all 
six parameters at once because of the risk of being captured in local minima of the parameter space. 
Instead, we set the four dimensional grid for ݊୰,୦ୟ୸ୣ, ୣݎ ୤୤,୦ୟ୸ୣ, ݊୰,ୡ୪୭୳ୢ, and ୣݎ ୤୤,ୡ୪୭୳ୢ within the 
range between the upper and the lower limits presented in Table 3.6. In practice, we perform Mie 
scattering computations to prepare a set of scattering phase functions for each grid point by discretely 
changing the values for ݊୰,୦ୟ୸ୣ, ୣݎ ୤୤,୦ୟ୸ୣ, ݊୰,ୡ୪୭୳ୢ, and ୣݎ ୤୤,ୡ୪୭୳ୢ. Then, for each grid point, we 
perform radiative transfer computations until we obtain the best-fit combination of the other two free 
parameters, ߬୦ୟ୸ୣ and ߱ୡ୪୭୳ୢ, by minimizing ߯ଶ through iterating the process with the aid of the 
Levenberg-Marquardt method. Generally, as a number of free parameters to be solved increases, the 
solutions of these parameters strongly depend on these initial conditions. Therefore, we also prepare 
nine types of initial value sets as presented in Table 3.8 and start the iteration process from each 
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initial condition. In this study, the iteration process terminates when either the change in ߯ଶ drops 
0.1 % (i.e., convergence), or the number of runs reaches a maximum of 30 iterations. In actual 
computations, the two free parameters always converge within 10 iterations although the number of 
iterations depends on the initial conditions. 
In Chapter 4, we start the retrieval of the scattering properties of aerosols for the CB2/STrZ data 
set before the other data sets because: 
 small pressure differences of ∆ ଵܲ and ∆ ଶܲ have no effects on the determination of scattering 
properties of aerosols in CB2; 
 CB2 data, unlike BL1 data, would be little sensitive to the characteristics and vertical 
distribution of the blue absorbents (chromophores); 
 compared with the SEBn, the STrZ is so longitudinally uniform that the scattering properties of 
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  In Chapter 4, we show the optical and physical properties of cloud and haze deduced from four 
data sets described in Section 2.6 through radiative transfer calculations. Our analysis results for 
each data set are described in detail in Section 4.1–4.4. In closing this chapter, the summary of our 
analysis results is given in Section 4.5. 
 
 
4.1. The CB2/STrZ data set 
  First of all, we check the dependence of the best-fit ߯ଶ value on ݊୰,୦ୟ୸ୣ in the range 1.3–1.7 and 
ୣݎ ୤୤,୦ୟ୸ୣ in the range 0.05–0.5 μm as shown in Figure 4.1. The circle denotes the ߯ଶ value at the 
best-fit model obtained with a combination of ݊୰,୦ୟ୸ୣ and ୣݎ ୤୤,୦ୟ୸ୣ. While the ߯ଶ values for two 
large ୣݎ ୤୤,୦ୟ୸ୣ cases (ୣݎ ୤୤,୦ୟ୸ୣ = 0.4 and 0.5 μm) get monotonically smaller as the value of ݊୰,୦ୟ୸ୣ 
decreases and reach the minimum value at ݊୰,୦ୟ୸ୣ = 1.3 in the searching coverage, the ߯ଶ values 
for the other ୣݎ ୤୤,୦ୟ୸ୣ cases (ୣݎ ୤୤,୦ୟ୸ୣ = 0.05, 0.1, 0.15, 0.2, and 0.3 μm) vary little with the change 
of ݊୰,୦ୟ୸ୣ. From this sensitivity test, we find that the determination of ݊୰,୦ୟ୸ୣ is more difficult than 
that of ୣݎ ୤୤,୦ୟ୸ୣ because the ߯ଶ value is less dependent on ݊୰,୦ୟ୸ୣ than on ୣݎ ୤୤,୦ୟ୸ୣ. Therefore, we 
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Figure 4.2 shows ߯ଶ  variations as a function of ݊୰,ୡ୪୭୳ୢ  and ୣݎ ୤୤,ୡ୪୭୳ୢ  for seven different 
ୣݎ ୤୤,୦ୟ୸ୣ cases. As is evident in Figure 4.2, there are four significant characteristics as discussed 
below. 
First, the ߯ଶ variations at two small ୣݎ ୤୤,୦ୟ୸ୣ cases (ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 and 0.1 μm) show quite 
similar distributions to each other. The same holds for the ߯ଶ variations at four large ୣݎ ୤୤,୦ୟ୸ୣ cases 
(ୣݎ ୤୤,୦ୟ୸ୣ = 0.2, 0.3, 0.4, and 0.5 μm). Since the effective radius, which gives the size parameter 
ሺ2ߨݎ ߣ⁄ ሻ being equal to unity, is ~0.12 μm in CB2 (effective wavelength: 750 nm), it seems that the 
behavior of ߯ଶ is affected by the criterion of whether the size parameter of the stratospheric haze 
exceeds unity or not. In fact, the ߯ଶ variations at ୣݎ ୤୤,୦ୟ୸ୣ = 0.15 μm, which gives size parameter of 
approximately unity, show different distributions from these variations at both small and large 
ୣݎ ୤୤,୦ୟ୸ୣ cases. 
Second, we find that smaller ୣݎ ୤୤,ୡ୪୭୳ୢ is required for a reasonable fit as the value of ݊୰,ୡ୪୭୳ୢ 




Figure 4.1. The dependence of the best-fit ߯ଶ value on ݊୰,୦ୟ୸ୣ in the range 1.3–1.7 and ୣݎ ୤୤,୦ୟ୸ୣ in
the range 0.05–0.5 μm for the case of the CB2/STrZ data set. The circle denotes the ߯ଶ value at the
best-fit model obtained with a combination of ݊୰,୦ୟ୸ୣ and ୣݎ ୤୤,୦ୟ୸ୣ. 
CHAPTER 4. RESULTS 
 
 











































































































Figure 4.2. ߯ଶ variations as a function of the real part of the index of cloud (݊୰,ୡ୪୭୳ୢሻ and the
effective radius of cloud (ୣݎ ୤୤,ୡ୪୭୳ୢ) for seven different effective radii of haze (ୣݎ ୤୤,୦ୟ୸ୣ = 0.05, 0.1,
0.15, 0.2, 0.3, 0.4, and 0.5 μm) in the CB2/STrZ data set. For each ୣݎ ୤୤,୦ୟ୸ୣ, the best-fit values of
݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ, and ߯ଶ value for the best-fit model are presented in Table 4.1. 
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Third, ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.1 μm is also found to give a small ߯ଶ value when ୣݎ ୤୤,୦ୟ୸ୣ is larger than 
0.15 μm. Careful examination of the Mie scattering phase functions in the range from ୣݎ ୤୤,ୡ୪୭୳ୢ = 
0.05 μm to 0.35 μm (݊୰,ୡ୪୭୳ୢ = 1.80) indicates the followings (see Figure 4.3): 
(1) the scattering phase function for ୣݎ ୤୤,ୡ୪୭୳ୢ  = 0.05 μm almost resembles the Rayleigh 
scattering because the size parameter is significantly smaller than unity; 
(2) the backward scattering peak, Mܲ୧ୣ(߆ = ~180°), of the scattering phase function for ୣݎ ୤୤,ୡ୪୭୳ୢ 
= 0.1 μm (the size parameter ~0.84) is about the same as that for ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm. This is 
why a marginally good fit to the data can be obtained with such small cloud particles; 
(3) between ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.15 μm and 0.25 μm, the backward scattering drops down to levels that 
are too low to reproduce the observed reflectivity at smaller solar phase angles, thereby 
yielding large ߯ଶ values. 
In the following discussion, we do not consider such small cloud particles for two reasons. One is 
that the goodness of fit is not as good as the best-fit models. Another is that, as mentioned above, this 
may be a local minimum that occurs when the size parameter is around unity (the boundary between 
the Rayleigh scattering and the Mie scattering regimes). For BL1, a similar local minimum is also 
confirmed to occur for different particle radius (~0.05 μm) for the same reason (not shown again in 
Section 4.3). 
Finally, when we use only ݊୰,ୡ୪୭୳ୢ in the range of 1.4–1.45, which is similar value to the 
experimental value (1.423 at ~670 nm) of ݊୰ for NH3 ice (Martonchik et al., 1984), the models do 
not reproduce the observations well. That is, the ߯ଶ value is always >10 if ୣݎ ୤୤,୦ୟ୸ୣ is larger than 
0.15 μm. Even for models with smaller haze particles, the smallest achieved ߯ଶ value is 4.62 
(ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 μm, ݊୰,ୡ୪୭୳ୢ = 1.45, and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.6 μm), which is quite unsatisfactory. 
For each ୣݎ ୤୤,୦ୟ୸ୣ case, the values of best-fit parameters (݊୰,ୡ୪୭୳ୢ, ୣݎ ୤୤,ୡ୪୭୳ୢ, ߱ୡ୪୭୳ୢ, and ߬୦ୟ୸ୣ) 
and ߯ଶ  value for the best-fit model are summarized in Table 4.1. The best-fit modeled 
limb-darkening curves for each ୣݎ ୤୤,୦ୟ୸ୣ case, together with the observed curves, are also presented 
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Table 4.1. The best-fit models of the Type II-Mie model for the case of ݊୰,୦ୟ୸ୣ = 1.3 in the 
CB2/STrZ data set. 
The best-fit values 
ݎୣ୤୤,୦ୟ୸ୣ [μm] ݊୰,ୡ୪୭୳ୢ ݎୣ୤୤,ୡ୪୭୳ୢ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯ଶ 
0.05 1.80 0.3 0.9971 0.011 3.19 
0.1 1.65 0.4 0.9975 0.043 3.31 
0.15 1.85 0.3 0.9968 0.015 3.41 
0.2 1.85 0.3 0.9968 0.016 3.31 
0.3 1.85 0.3 0.9968 0.023 3.11 
0.4 1.85 0.3 0.9968 0.039 2.83 
























FILTER: CB2 (750 nm)
REFRACTIVE INDEX:  (nr, ni) = (1.8, 0.0)
SIZE DISTRIBUTION: Hansen's (veff = 0.1) 
Rayleigh Scattering
Figure 4.3. The comparison of scattering phase functions between the Mie scatterings in the range
0.05–0.35 μm and the Rayleigh scattering. The vertical dotted lines indicate scattering angles
sampled at the Cassini ISS observations used in this study. 
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Figure 4.4. The best-fit models of the Type II-Mie model for seven different effective radii of haze
(ୣݎ ୤୤,୦ୟ୸ୣ = 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, and 0.5 μm) in the CB2/STrZ data set. The best-fit model in
all assumed cases is obtained with ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm for cloud particles and
݊୰,୦ୟ୸ୣ = 1.3 and ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm for the stratospheric haze. 
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Although the general characteristics of the observed limb-darkening curves for a total of 12 solar 
phase angles can be reproduced well with any values of ୣݎ ୤୤,୦ୟ୸ୣ as shown by Figure 4.4, the 
smallest ߯ଶ value (߯ଶ = 2.61) is reached with the best-fit model of ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm series. This 
large ୣݎ ୤୤,୦ୟ୸ୣ actually improves the model’s fit for the near-limb points at 10 solar phase angles 
(3.7°–127.9°). At the same time, the two large solar phase angles (136.3° and 140.1°) also prefer 
such a large effective radius, as these data are very sensitive to the intensity of forward scattering. 
The relatively high reflectivity observed in these two solar phase angles indeed requires very strong 
forward scattering, which a larger ୣݎ ୤୤,୦ୟ୸ୣ would produce (Rages et al., 1999). In the case of 
ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm, ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ are optimized at 1.85 and 0.3 μm, respectively. The 
combination of these two parameters does not change with ୣݎ ୤୤,୦ୟ୸ୣ if ୣݎ ୤୤,୦ୟ୸ୣ is larger than or 
equal to 0.15 μm. This combination still gives a small ߯ଶ value in the other two cases for ୣݎ ୤୤,୦ୟ୸ୣ 
= 0.05 μm and 0.1 μm, as shown in Figure 4.2. 
In the best-fit models for seven different ୣݎ ୤୤,୦ୟ୸ୣ cases, ߱ୡ୪୭୳ୢ is optimized at a value of ~0.997, 
close to unity. For ߬୦ୟ୸ୣ , although the optimized ߬୦ୟ୸ୣ  varies with the value of ୣݎ ୤୤,୦ୟ୸ୣ , the 
stratospheric haze is found to be optically thin (<0.06). The results of the best-fit model in all 
assumed cases for this data set are summarized in Section 4.5, along with those for other data sets. 
Comparisons of these optical and physical properties with those inferred from previous studies are 
described in detail in Section 5.1. 
 
   
4.2. The CB2/SEBn data set 
The same approach as that for the CB2/STrZ data set is applied to the CB2/SEBn data set. The ߯ଶ 
variations as a function of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ for seven different ୣݎ ୤୤,୦ୟ୸ୣ cases are displayed in 
Figure 4.5. All four characteristics mentioned in Section 4.1 can also be read from the behavior of 
such ߯ଶ variations. For each ୣݎ ୤୤,୦ୟ୸ୣ case, the values of best-fit parameters (݊୰,ୡ୪୭୳ୢ, ୣݎ ୤୤,ୡ୪୭୳ୢ, 
߱ୡ୪୭୳ୢ, and ߬୦ୟ୸ୣ) and ߯ଶ value for the best-fit model are listed in Table 4.2. In this data set, the 
best-fit combination of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ is determined regardless of the value of ୣݎ ୤୤,୦ୟ୸ୣ. That 
is, ݊୰,ୡ୪୭୳ୢ is optimized at 1.8, which is somewhat smaller than the best-fit value of ݊୰,ୡ୪୭୳ୢ for the 
CB2/STrZ data set. ୣݎ ୤୤,ୡ୪୭୳ୢ as well as that for the CB2/STrZ data set is optimized at 0.3 μm. The 
best-fit modeled limb-darkening curves for each ୣݎ ୤୤,୦ୟ୸ୣ case, together with the observed curves, 
are presented in Figure 4.6. 
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Figure 4.5. Same as Figure 4.2, except in the CB2/SEBn data set. For each ୣݎ ୤୤,୦ୟ୸ୣ, the best-fit
values of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ, and ߯ଶ value for the best-fit model are presented in Table 4.2. 
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Figure 4.6. Same as Figure 4.4, except in the CB2/SEBn data set. The best-fit model in all assumed
cases is obtained with ݊୰,ୡ୪୭୳ୢ = 1.8 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm for cloud particles and ݊୰,୦ୟ୸ୣ = 1.3
and ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm for the stratospheric haze. The best-fit model with the scattering phase
function for cloud with values of ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm is also presented with red
dashed curves. 
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Table 4.2. Same as Table 4.1, except in the CB2/SEBn data set. 
The best-fit values 
ݎୣ୤୤,୦ୟ୸ୣ [μm] ݊୰,ୡ୪୭୳ୢ ݎୣ୤୤,ୡ୪୭୳ୢ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯ଶ 
0.05 1.80 0.3 0.9933 0.0024 2.97 
0.1 1.80 0.3 0.9933 0.0028 2.98 
0.15 1.80 0.3 0.9933 0.0000 2.99 
0.2 1.80 0.3 0.9933 0.0000 2.99 
0.3 1.80 0.3 0.9933 0.0000 2.99 
0.4 1.80 0.3 0.9932 0.0070 2.97 
0.5 1.80 0.3 0.9932 0.0174 2.92 
 
 
The obtained ߱ୡ୪୭୳ୢ, the value of which is 0.9932, shows no change with ୣݎ ୤୤,୦ୟ୸ୣ and is smaller 
than that for the CB2/STrZ data set (= 0.9968 at ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm). In general, single scattering 
co-albedo, 1 െ ߱, gives the probability of absorption due to atmospheric molecules or aerosols in 
one scattering event. Thus, particles in cloud layer for the SEBn (1 െ ߱ = 0.0068) absorb twice as 
many photons as those for the STrZ (1 െ ߱ = 0.0032) per one scattering event at this wavelength. 
Conversely, unlike in the case of the CB2/STrZ data set, the stratospheric haze is not indispensable 
for fitting the observations for all ୣݎ ୤୤,୦ୟ୸ୣ cases, while the best-fit model (ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm) in all 
assumed cases actually improves the model’s fit for the same reasons mentioned in Section 4.1 
compared with no stratospheric haze models (i.e., ୣݎ ୤୤,୦ୟ୸ୣ = 0.15–0.3 μm cases). 
  There is a remaining important question: can a cloud model with the best-fit combination of  
݊୰,ୡ୪୭୳ୢ (= 1.85) and ୣݎ ୤୤,ୡ୪୭୳ୢ (= 0.3 μm) obtained from the CB2/STrZ data set also make a 
reasonable fit to the CB2/SEBn data set? Table 4.3 presents the optimized ߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ, and 
the best-fit ߯ଶ value for each ୣݎ ୤୤,୦ୟ୸ୣ case. Under such combination of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ, as 
ୣݎ ୤୤,୦ୟ୸ୣ is larger, ߯ଶ value monotonically decreases and reaches the minimum value (= 3.13) at 
ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm. For ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm case, the obtained ߱ୡ୪୭୳ୢ is 0.9928 which is slightly 
smaller than that (= 0.9932) for the best-fit model described above and ߬୦ୟ୸ୣ  (= 0.064) is 
comparable to that (= 0.056) for the STrZ. The modeled limb-darkening curves for ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 
μm case (݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm) are shown using red dashed curves in Figure 4.6. 
The difference in ߯ଶ between two cloud models is only 0.21. To check the value of individual 
chi-square for each solar phase angle, we tabulate the normalized chi-square for the ith solar phase 
angle, ߯୧ଶ, in two cloud models: (݊୰,ୡ୪୭୳ୢ = 1.8 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm) and (݊୰,ୡ୪୭୳ୢ = 1.85 and 
ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm) in Table 4.4. Although the relatively large differences in ߯୧ଶ (Δ߯୧ଶ > 1) are 
found at ߙ = 3.7°, 18.8°, and 108.3°, even in such cases, it is highly difficult to judge the goodness 
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of fit from Figure 4.6 because limb-darkening curves at small solar phase angles for the SEBn are 
not so smooth compared with those for the STrZ due to small cloud features. For large solar phase 
angles, the cloud model with ݊୰,ୡ୪୭୳ୢ = 1.85 seems to bring better results with regard to the 
near-limb points because of the relatively-thick stratospheric haze. Therefore, we do not have any 
basis for suggesting that the difference of ݊୰,ୡ୪୭୳ୢ  in the best-fit models leads to the visual 
difference at this wavelength between the STrZ and the SEBn. 
 
 
Table 4.3. The best-fit models in the CB2/SEBn data set when we use a cloud model with a 
combination of ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm. 
The best-fit values 
ݎୣ୤୤,୦ୟ୸ୣ [μm] ݊୰,ୡ୪୭୳ୢ ݎୣ୤୤,ୡ୪୭୳ୢ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯ଶ 
0.05 1.85 0.3 0.9929 0.0000 4.13 
0.1 1.85 0.3 0.9928 0.0000 4.13 
0.15 1.85 0.3 0.9928 0.049 3.73 
0.2 1.85 0.3 0.9928 0.039 3.36 
0.3 1.85 0.3 0.9928 0.035 3.34 
0.4 1.85 0.3 0.9928 0.048 3.24 
0.5 1.85 0.3 0.9928 0.064 3.13 
 
 
Table 4.4. Comparison of chi-square for ith solar phase angle, ߯୧ଶ, between two cloud models: 
(݊୰,ୡ୪୭୳ୢ = 1.8 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm) and (݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm). 
Solar phase angle α 3.7° 11.2° 18.8° 53.6° 70.6° 91.2° 98.8° 
݊୰,ୡ୪୭୳ୢ = 1.8 4.54 2.33 5.62 4.36 3.83 2.19 4.24 
݊୰,ୡ୪୭୳ୢ = 1.85 2.26 3.20 7.87 4.63 4.31 2.81 4.05 
 108.3° 120.2° 128.0° 136.2° 140.1° average  
݊୰,ୡ୪୭୳ୢ = 1.8 2.76 0.82 0.98 2.23 1.10 2.92  
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4.3. The BL1/STrZ data set 
We run through the same routine for the BL1/STrZ data set. Figure 4.7 shows ߯ଶ variations as a 
function of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ for seven different ୣݎ ୤୤,୦ୟ୸ୣ cases. In spite of the wavelength 
difference between BL1 and CB2, the characteristics of ߯ଶ variations discussed in Section 4.1 hold 
true in this data set. Note that the behavior of ߯ଶ at ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 μm is different from the others 
because the effective radius which gives the size parameter being equal to unity in BL1 is ~0.07 μm. 
Again, the models with NH3 ice-like particles, ݊୰,ୡ୪୭୳ୢ of which is in the range of 1.4–1.45, do not 
reproduce the observations well. The ߯ଶ value is always >17 if ୣݎ ୤୤,୦ୟ୸ୣ is larger than 0.1 μm. Even 
for models with much small haze particle, the smallest achieved ߯ଶ value is 8.26 (ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 
μm, ݊୰,ୡ୪୭୳ୢ = 1.45, and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.5 μm), which is quite unsatisfactory. 
For each ୣݎ ୤୤,୦ୟ୸ୣ case, the values of best-fit parameters (݊୰,ୡ୪୭୳ୢ, ୣݎ ୤୤,ୡ୪୭୳ୢ, ߱ୡ୪୭୳ୢ, and ߬୦ୟ୸ୣ) 
and ߯ଶ value for the best-fit model are listed in Table 4.5. The best-fit modeled limb-darkening 
curves for each ୣݎ ୤୤,୦ୟ୸ୣ case, together with the observed curves, are shown in Figure 4.8. 
Even though the limb-darkening curves for all solar phase angles in the STrZ are relatively smooth 
at both wavelengths (CB2 and BL1) used in this study (Figure 4.4 and Figure 4.8), the best-fit ߯ଶ 
values calculated from the BL1/STrZ data set are significantly large than those calculated from the 
CB2/STrZ data set (Table 4.1 and Table 4.5). As is evident in Figure 4.8, mismatches between the 
observed and modeled limb-darkening curves become apparent toward the limb at three small solar 
phase angles (3.7°, 12.6°, and 18.8°). For this reason, we relax the constraint on fixed parameters in 
the cloud model to improve the model’s fit in the followings. 
 
 
Table 4.5. Same as Table 4.1, except in the BL1/STrZ data set. 
The best-fit values 
ݎୣ୤୤,୦ୟ୸ୣ [μm] ݊୰,ୡ୪୭୳ୢ ݎୣ୤୤,ୡ୪୭୳ୢ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯ଶ 
0.05 1.85 0.2 0.9949 0.054 5.33 
0.1 1.90 0.2 0.9943 0.0043 6.04 
0.15 1.90 0.2 0.9943 0.0036 6.04 
0.2 1.90 0.2 0.9943 0.012 5.92 
0.3 1.90 0.2 0.9943 0.035 5.45 
0.4 1.90 0.2 0.9943 0.049 5.27 
0.5 1.90 0.2 0.9943 0.050 5.36 
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Figure 4.7. Same as Figure 4.2, except in the BL1/STrZ data set. For each ୣݎ ୤୤,୦ୟ୸ୣ, the best-fit
values of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ, and ߯ଶ value for the best-fit model are presented in Table 4.5. 
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Figure 4.8. Same as Figure 4.4, except in the BL1/STrZ data set. The best-fit model in all assumed
cases is obtained with ݊୰,ୡ୪୭୳ୢ = 1.9 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm for cloud particles and ݊୰,୦ୟ୸ୣ = 1.3
and ୣݎ ୤୤,୦ୟ୸ୣ = 0.4 μm for the stratospheric haze. Even the best-fit model in all assumed cases cannot
reproduce the observations, especially in some limb points at small solar phase angles (3.7°, 12.6°,
and 18.8°). 
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∆ ଵܲ and ∆ ଶܲ dependence 
  As already noted in Section 3.3, the atmosphere seen in BL1 is optically thicker due to Rayleigh 
scattering compared with that seen in CB2. It means that the observed limb-darkening curves for the 
entire solar phase angles in BL1 are more sensitive to ∆ ଵܲ and ∆ ଶܲ than those in CB2. Therefore, 
it is possible to improve the model’s fit by changing the pressure levels of the stratospheric haze ∆ ଵܲ 
and the cloud top ሺ∆ ଵܲ ൅ ∆ ଶܲሻ. To find out this effect, we perform the radiative transfer calculations 
with additional combinations of ∆ ଵܲ and ∆ ଶܲ. In these calculations, we use the Mie scattering 
phase function for cloud with values of ݊୰,ୡ୪୭୳ୢ = 1.9 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm, and the function for 
haze with values of ݊୰,ୡ୪୭୳ୢ = 1.3 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.5 μm. Note that all other assumed parameters 
are not changed in this calculation. Table 4.6 presents the assumed combinations of ∆ ଵܲ and ∆ ଶܲ, 
and the best-fit ߯ଶ value for each combination. The comparisons of limb-darkening curves between 
the observations and model calculations for three cases (an already-described nominal case and two 
extreme cases) are shown in Figure 4.9. 
  As shown in Table 4.6, ߯ଶ value decreases with increasing ∆ ଵܲ and ∆ ଶܲ (lowering altitudes of 
the stratospheric haze and cloud top) and reaches the minimum value (= 4.37) when we use a cloud 
model (∆ ଵܲ = 0.15 bar and ∆ ଶܲ = 0.3 bar). Such effect on modeled limb-darkening curves can be 
clearly seen in those at four high solar phase angles (120.6°, 127.9°, 136.3°, and 140.1°) because 
these data with relatively small ߤ and ߤ଴ are especially sensitive to the upper layer. However, even 
“the lowest-cloud model” represented by green curves in Figure 4.9 shows little improvement in the 
model’s fit for the near-limb points at three small solar phase angles (3.7°, 12.6°, and 18.8°). From 
this sensitivity test for ∆ ଵܲ and ∆ ଶܲ, we find that the assumption of ∆ ଵܲ and ∆ ଶܲ is not the 
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Table 4.6. Sensitivity of ߯ଶ value for two pressure differences (∆ ଵܲ and ∆ ଶܲ). In these calculations, 
we use the Mie scattering phase function for cloud with values of ݊୰,ୡ୪୭୳ୢ = 1.9 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 
μm, and the function for haze with values of ݊୰,ୡ୪୭୳ୢ = 1.3 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.5 μm. 
∆Pଵ and ∆ ଶܲ dependence ∆ ଶܲ [bar] 0.0 0.1 0.2 0.3 
∆ ଵܲ 
[bar] 
0.0 12.89 9.10 6.71 5.26 
0.05 10.83 7.80 5.93 4.87 
0.1 9.20 6.79 5.36* 4.58 
0.15 7.91 6.02 4.94 4.37 




  Although we succeed in reproducing the observed limb-darkening curves for all solar phase angles 
in CB2 with ߱୦ୟ୸ୣ = 1 (i.e., ݊୧,୦ୟ୸ୣ = 0), it is unclear whether such conservative scattering of the 
stratospheric haze is also true for those in BL1. In fact, West (1988) used ݊୧ = 0.02 for the 
stratospheric haze particles, based on extrapolation of ݊୧ curves derived by Tomasko et al. (1986) 
with UV data (see Figure 13 of their paper), to analyze the Voyager 2 images at 430 nm. Thus, we 
are motivated to perform the radiative transfer calculations to examine the sensitivity of ߯ଶ value 
for ߱୦ୟ୸ୣ variations. In practice, we vary ݊୧,୦ୟ୸ୣ in the range of 0.0001–0.8 (݊୧,୦ୟ୸ୣ ൌ ݌ ൈ 10ି௤: 
݌ = 1, 2, 4, 6, 8 and ݍ = 1, 2, 3, 4) and recalculate the Mie scattering phase functions for each 
݊୧,୦ୟ୸ୣ with values of ݊୰,୦ୟ୸ୣ = 1.3 and seven different ୣݎ ୤୤,୦ୟ୸ୣ. The derived ߱୦ୟ୸ୣ in the Mie 
scattering calculations, which decreases with increasing ݊୧,୦ୟ୸ୣ regardless of ݊୰,୦ୟ୸ୣ and ୣݎ ୤୤,୦ୟ୸ୣ, 
is used as the single scattering albedo of the stratospheric haze. Note that all other assumed 
parameters (e.g., ∆ ଵܲ and ∆ ଶܲ) are not changed from nominal values in this calculation. 
  Figure 4.10 shows the relationship of ߯ଶ value and two optimized parameters (߱ୡ୪୭୳ୢ and 
߬୦ୟ୸ୣ ) to ݊୧,୦ୟ୸ୣ  for each ୣݎ ୤୤,୦ୟ୸ୣ  case. The values of best-fit parameters (݊୰,ୡ୪୭୳ୢ , ୣݎ ୤୤,ୡ୪୭୳ୢ , 
݊୧,୦ୟ୸ୣ, ߱୦ୟ୸ୣ, ߱ୡ୪୭୳ୢ, and ߬୦ୟ୸ୣ) and ߯ଶ value for the best-fit model are summarized for each 
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Figure 4.9. The sensitivity of modeled limb-darkening curves in BL1 for two pressure differences
(∆ ଵܲ and ∆ ଶܲ). In this figure, three model calculation results (one nominal case and two extreme
cases, see also Table 4.6) are presented. 
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  As is evident in Figure 4.10, when ݊୧,୦ୟ୸ୣ  is larger than ~0.001, the ߯ଶ  value starts to 
monotonically decrease with increasing ݊୧,୦ୟ୸ୣ and reaches the minimum value at ݊୧,୦ୟ୸ୣ between 
0.04 and 0.2, depending on ୣݎ ୤୤,୦ୟ୸ୣ. Once the ߯ଶ value gets the minimum value at such ݊୧,୦ୟ୸ୣ, 
however, it shows little change with ݊୧,୦ୟ୸ୣ any more. In addition, the behavior of ߱ୡ୪୭୳ୢ as a 
function of ݊୧,୦ୟ୸ୣ is also similar to that of ߯ଶ with the exception that ߱ୡ୪୭୳ୢ increases with 
݊୧,୦ୟ୸ୣ. Although the optimized ߬୦ୟ୸ୣ varies with ݊୧,୦ୟ୸ୣ, this parameter seems not to show a 
significant difference for change of ݊୧,୦ୟ୸ୣ. 
The best-fit modeled limb-darkening curves for each ୣݎ ୤୤,୦ୟ୸ୣ case, together with the observed 
curves, are also shown in Figure 4.11. The improvement of the model’s fit is apparent in the 
near-limb points at three small solar phase angles (3.7°, 12.6°, and 18.8°). Although the best-fit cloud 
model in all assumed cases is obtained with ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm and ݊୧,୦ୟ୸ୣ = 0.04, as can be seen 
from Figure 4.10 and Figure 4.11, there is no remarkable difference in modeled limb-darkening 
curves due to a difference in ୣݎ ୤୤,୦ୟ୸ୣ. It should be noted that the optimized ݊୰,ୡ୪୭୳ୢ is 1.85, which is 
unchanged from the best-fit value obtained from the CB2/STrZ data set. ୣݎ ୤୤,ୡ୪୭୳ୢ is optimized at 0.2 
μm regardless of the value of ݊୧,୦ୟ୸ୣ, which is slightly smaller than that (= 0.3 μm) from the 
CB2/STrZ data set, with the reason being unknown. 
 
 
Table 4.7. The best-fit models of the Type II-Mie model for the case of ݊୰,୦ୟ୸ୣ = 1.3 in the 
BL1/STrZ data set when we allow ݊୧,୦ୟ୸ୣ to vary in the range of 0.0001–0.8. 




[μm] ݊୧,୦ୟ୸ୣ ߱୦ୟ୸ୣ ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯
ଶ 
0.05 1.85 0.2 0.2 0.1027 0.9965 0.013 2.95 
0.1 1.85 0.2 0.04 0.5909 0.9968 0.034 2.81 
0.15 1.85 0.2 0.1 0.4912 0.9967 0.026 2.83 
0.2 1.85 0.2 0.1 0.5517 0.9966 0.028 2.84 
0.3 1.85 0.2 0.07 0.6737 0.9965 0.036 2.81 
0.4 1.85 0.2 0.05 0.7356 0.9965 0.044 2.79 
0.5 1.85 0.2 0.04 0.7500 0.9965 0.047 2.78 
 
Figure 4.10. The relationship of ߯ଶ value and two optimized parameters (߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ) to
݊୧,୦ୟ୸ୣ for each ୣݎ ୤୤,୦ୟ୸ୣ case. Four symbols denote four different best-fit cloud models: asterisk,
݊୰,ୡ୪୭୳ୢ = 1.8; circle, ݊୰,ୡ୪୭୳ୢ = 1.85; triangle, ݊୰,ୡ୪୭୳ୢ = 1.9; diamond, ݊୰,ୡ୪୭୳ୢ = 1.95. In all
best-fit cloud models, ୣݎ ୤୤,ୡ୪୭୳ୢ is optimized at 0.2 μm. 
CHAPTER 4. RESULTS 
 
 
110 |  
 
 
300 280 260 240 220 200
















α = 3.7 [deg]
300 280 260 240 220 200 180
















α = 12.6 [deg]
280 260 240 220 200
















α = 71.2 [deg]
280 260 240 220 200
















α = 90.1 [deg]
260 250 240 230 220
















α = 120.6 [deg]
280 270 260 250 240
















α = 127.9 [deg]
Figure 4.11. The best-fit models of the modified Type II-Mie model for seven different effective
radii of haze (ୣݎ ୤୤,୦ୟ୸ୣ = 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, and 0.5 μm) in the BL1/STrZ data set. In this
model, we allow ݊୧,୦ୟ୸ୣ to vary in the range of 0.0001–0.8. The best-fit model in all assumed cases
is obtained with ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm for cloud particles and ݊୰,୦ୟ୸ୣ = 1.3 and
ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm for the stratospheric haze. The improvement of the model’s fit is apparent in the
near-limb points at small solar phase angles (3.7°, 12.6°, and 18.8°). 
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  In closing this section, we should clarify why the observed limb-darkening curves can be 
reproduced by increasing ݊୧,୦ୟ୸ୣ in the cloud model. Note that increase of ݊୧,୦ୟ୸ୣ for particles 
causes not only decrease of the single scattering albedo but also change in the shape of the scattering 
phase function. When we use ߱୦ୟ୸ୣ = 1 (i.e., ݊୧,୦ୟ୸ୣ = 0) in the cloud model (referred to as 
nominal cloud model), the modeled limb-darkening curves show relatively flatter shapes than the 
observed curves at all three small solar phase angles (Figure 4.8). In general, since the 
limb-darkening curves at small solar phase angles are sensitive to the cloud layer rather than the 
stratospheric haze, if ߱ୡ୪୭୳ୢ gets a larger value than 0.9943 which is obtained with the nominal 
cloud model, the modeled limb-darkening curves become steeper and can fit to these observations. 
However, such bright cloud particles combined with the stratospheric haze having conservative 
scattering yield excessively higher reflectivity compared with the observations for other solar phase 
angles, especially high solar phase angles (136.3° and 140.1°). This is why the nominal cloud model 
cannot reproduce the observations well and large ݊୧,୦ୟ୸ୣ of the stratospheric haze is required. To 
examine this in more detail, we focus on the behavior of ߱୦ୟ୸ୣ and Mܲ୧ୣሺ߆ሻ as a function of 
݊୧,୦ୟ୸ୣ  because the reflectivity at high solar phase angles is largely controlled by the 
albedo-weighted single scattering phase function ߱ܲሺ߆ሻ. Figure 4.12 indicates five scattering phase 
functions for the stratospheric haze with five different values of ݊୧,୦ୟ୸ୣ. The values of single 
scattering albedo are also presented in Figure 4.12. We find that not only the single scattering albedo 
decreases but also the strengths of the scattering phase functions weaken over all scattering angles 
used in this study, as ݊୧,୦ୟ୸ୣ is larger. Therefore, both two effects: absorption of photons and 
decrease in strength of scattering due to the stratospheric haze, play a key role in obtaining higher 
߱ୡ୪୭୳ୢ (= 0.9965). Once ߱ୡ୪୭୳ୢ gets a higher value of 0.9965, there are no need for improving the 
limb-darkening curves at small solar phase angles. Decrease of reflectivity at large solar phase angles 
due to further large ݊୧,୦ୟ୸ୣ can be compensated for by adjusting ߬୦ୟ୸ୣ. For this reason, ߯ଶ value 
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4.4. The BL1/SEBn data set 
For the BL1/SEBn data set, we also use the same approach as that applies to the already-described 
other data sets. The BL1/SEBn data set, which shows a significant difference in limb-darkening 
curves at small solar phase angles from other three data sets mentioned in Section 2.6, should yield 
valuable clues as to the visual difference between the zones and belts. Figure 4.13 shows ߯ଶ 
variations as a function of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ for seven different ୣݎ ୤୤,୦ୟ୸ୣ cases obtained with 
the nominal cloud model. The characteristics of ߯ଶ variations discussed in Section 4.1 and Section 
4.3 are just as valid for this data set. For each ୣݎ ୤୤,୦ୟ୸ୣ case, the values of best-fit parameters 
(݊୰,ୡ୪୭୳ୢ, ୣݎ ୤୤,ୡ୪୭୳ୢ, ߱ୡ୪୭୳ୢ, and ߬୦ୟ୸ୣ) and ߯ଶ value for the best-fit model are tabulated in Table 
4.8. The best-fit modeled limb-darkening curves for each ୣݎ ୤୤,୦ୟ୸ୣ case, together with the observed 
curves, are presented in Figure 4.14. 




















FILTER: BL1 (451 nm)
Figure 4.12. Five scattering phase functions in BL1 for the stratospheric haze with different ݊୧,୦ୟ୸ୣ.
The values of single scattering albedo are also presented in this figure. The vertical dotted lines
indicate scattering angles sampled at the Cassini ISS observations used in this study. 
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Figure 4.13. Same as Figure 4.2, except in the BL1/SEBn data set. For each ୣݎ ୤୤,୦ୟ୸ୣ, the best-fit
values of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ, and ߯ଶ value for the best-fit model are presented in Table 4.8. 
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Table 4.8. Same as Table 4.1, except in the BL1/SEBn data set. 
The best-fit values 
ݎୣ୤୤,୦ୟ୸ୣ [μm] ݊୰,ୡ୪୭୳ୢ ݎୣ୤୤,ୡ୪୭୳ୢ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯ଶ 
0.05 1.85 0.2 0.9687 0.044 7.26 
0.1 1.85 0.2 0.9692 0.000 8.08 
0.15 1.85 0.2 0.9692 0.000 8.08 
0.2 1.85 0.2 0.9692 0.000 8.06 
0.3 1.85 0.2 0.9691 0.000 8.05 
0.4 1.85 0.2 0.9690 0.000 8.05 
0.5 1.85 0.2 0.9691 0.000 8.05 
 
 
In this data set as well as the CB2/SEBn data set, the best-fit combination of ݊୰,ୡ୪୭୳ୢ and 
ୣݎ ୤୤,ୡ୪୭୳ୢ is determined regardless of the value of ୣݎ ୤୤,୦ୟ୸ୣ. In addition, such combination is same as 
that obtained from the BL1/STrZ data set, though the behaviors of the observed limb-darkening 
curves at small solar phase angles are quite different from each other. Note that the achieved ߯ଶ 
value (= 7.26 at best) is much larger than those for other three data sets due mainly to unwanted 
small cloud features prominently seen at small and intermediate solar phase angles. 
The derived ߱ୡ୪୭୳ୢ, the value of which is ~0.969, is significantly smaller compared with that 
(~0.9965) for the BL1/STrZ data set. That is, particles in cloud layer for the SEBn (1 െ ߱ = ~0.031) 
absorb about ten times as many photons as those for the STrZ (1 െ ߱ = ~0.0035) at this wavelength. 
As shown in Table 4.8, the stratospheric haze is not necessary to fit the observations for all ୣݎ ୤୤,୦ୟ୸ୣ 
cases, which is same characteristic as that for the CB2/SEBn data set. 
It can be seen in Figure 4.14 that the cloud model with ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 μm, which is the best-fit 
model in all assumed cases, can reproduce the limb-darkening curves for two high solar phase angles 
(136.2° and 140.1°) well compared with no stratospheric haze models (i.e., ୣݎ ୤୤,୦ୟ୸ୣ = 0.1–0.5 μm 
cases). The reason why no stratospheric haze model is preferred for all ୣݎ ୤୤,୦ୟ୸ୣ cases except 
ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 μm case can be interpreted in the following way. Note that it is only necessary to 
compare the scattering phase functions for the stratospheric haze because the best-fit functions for 
cloud are all in the same shapes regardless of ୣݎ ୤୤,୦ୟ୸ୣ . At two high solar phase angles, no 
stratospheric haze model shows higher reflectivities than the observed ones. Therefore, to insert the 
stratospheric haze having conservative scattering (߱୦ୟ୸ୣ = 1) to the Rayleigh gas layer, ߱ୡ୪୭୳ୢ 
should get a lower value than ~0.969 (in fact, ߱ୡ୪୭୳ୢ in the cloud model with ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 μm is 
lower than that in no stratospheric haze model). Then, the reflectivities at small solar phase angles 
become lower due to a lower value of ߱ୡ୪୭୳ୢ. 
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Figure 4.14. Same as Figure 4.4, except in the BL1/SEBn data set. The best-fit model in all assumed
cases is obtained with ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm for cloud particles and ݊୰,୦ୟ୸ୣ = 1.3
and ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 μm for the stratospheric haze. A significant mismatch seen in the nominal cloud
model for the BL1/STrZ data set is not clear in the case of the BL1/SEBn data set. 
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As shown in Figure 4.15, unlike the backward scattering of the scattering phase functions for 
ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 μm, those for ୣݎ ୤୤,୦ୟ୸ୣ = 0.1–0.5 μm are not strong enough to overcome the effect of 
the decrease in reflectivity due to a lower value of ߱ୡ୪୭୳ୢ. Because of this, the cloud model with the 
stratospheric haze is rejected in the above ୣݎ ୤୤,୦ୟ୸ୣ cases. 
We also check the dependence of the ߯ଶ value on ݊୧,୦ୟ୸ୣ in the same range described in Section 
4.3. Figure 4.16 shows the relationship of ߯ଶ value and two optimized parameters (߱ୡ୪୭୳ୢ and 


























FILTER: BL1 (451 nm)
REFRACTIVE INDEX:  (nr, ni) = (1.3, 0.0)
SIZE DISTRIBUTION: Hansen's (veff = 0.1) 
Rayleigh Scattering
Figure 4.15. The Mie scattering phase functions in BL1 for the stratospheric haze used in the
nominal cloud model. The backward scattering for ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 μm is the strongest in all assumed
ୣݎ ୤୤,୦ୟ୸ୣ cases. 
Figure 4.16. Same as Figure 4.10, except in the BL1/SEBn data set.
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Table 4.9. Same as Table 4.7, except in the BL1/SEBn data set. 




[μm] ݊୧,୦ୟ୸ୣ ߱୦ୟ୸ୣ ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯
ଶ 
0.05 1.85 0.2 0.002 0.8928 0.9702 0.0356 7.05 
0.1 1.85 0.2 0.8 0.3005 0.9707 0.0073 7.47 
0.15 1.85 0.2 0.8 0.3770 0.9707 0.0080 7.53 
0.2 1.85 0.2 0.8 0.4200 0.9706 0.0082 7.55 
0.3 1.85 0.2 0.8 0.4670 0.9706 0.0087 7.52 
0.4 1.85 0.2 0.8 0.4931 0.9706 0.0093 7.50 
0.5 1.85 0.2 0.8 0.5101 0.9706 0.0097 7.49 
 
 
The values of best-fit parameters (݊୰,ୡ୪୭୳ୢ, ୣݎ ୤୤,ୡ୪୭୳ୢ, ݊୧,୦ୟ୸ୣ, ߱୦ୟ୸ୣ, ߱ୡ୪୭୳ୢ, and ߬୦ୟ୸ୣ) and ߯ଶ 
value for the best-fit model are listed for each ୣݎ ୤୤,୦ୟ୸ୣ case in Table 4.9. 
The behaviors of ߯ଶ and ߱ୡ୪୭୳ୢ as a function of ݊୧,୦ୟ୸ୣ as mentioned in Section 4.3 can also be 
read from those for ୣݎ ୤୤,୦ୟ୸ୣ = 0.1–0.5 μm cases in Figure 4.16, although the behaviors at ୣݎ ୤୤,୦ୟ୸ୣ 
= 0.05 μm is clearly different from all others. The difference in such behaviors may also be 
associated with the criterion of whether the size parameter of the stratospheric haze exceeds unity or 
not. The best-fit modeled limb-darkening curves for each ୣݎ ୤୤,୦ୟ୸ୣ case, together with the observed 
curves when we allow ݊୧,୦ୟ୸ୣ to vary in the range from 0.0001–0.8, are presented in Figure 4.17. 
Although the ߯ଶ value decreases from ~8.0 to ~7.5 (for ୣݎ ୤୤,୦ୟ୸ୣ = 0.1–0.5 μm cases) by changing 
the value of ݊୧,୦ୟ୸ୣ, the improvement of the model’s fit is not so evident unlike the case of the 
BL1/STrZ data set. Since the stratospheric haze is not indispensable for fitting the observations in 
BL1 for the SEBn over a wide range of ݊୧,୦ୟ୸ୣ (i.e., the obtained ߬୦ୟ୸ୣ is zero or very small), the 
effect of changing ݊୧,୦ୟ୸ୣ  on the model’s fit of the BL1/SEBn data set is relatively smaller 
compared with the case of the BL1/STrZ data set. Similarly, although the best-fit cloud model in all 
assumed cases is obtained with ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 μm and ݊୧,୦ୟ୸ୣ = 0.002, as is evident from the 
comparison between Figure 4.14 and Figure 4.17, it is highly difficult to find out a remarkable 
difference in modeled limb-darkening curves due to differences in ୣݎ ୤୤,୦ୟ୸ୣ and ݊୧,୦ୟ୸ୣ. It means 
that it is impossible to constrain the value of ݊୧,୦ୟ୸ୣ from this data set. 
  Nevertheless, the essence of the BL1/SEBn data set is clearly evident in ݊୰,ୡ୪୭୳ୢ, ୣݎ ୤୤,ୡ୪୭୳ୢ, and 
߱ୡ୪୭୳ୢ. That is, the best-fit combination of ݊୰,ୡ୪୭୳ୢ (= 1.85) and ୣݎ ୤୤,ୡ୪୭୳ୢ (= 0.2 μm) is not changed 
with ݊୧,୦ୟ୸ୣ in the range of 0.0–0.8 and is the same as that at the best-fit model for the BL1/STrZ 
data set. ߱ୡ୪୭୳ୢ, which varies slightly from 0.969 to 0.971 with increasing ݊୧,୦ୟ୸ୣ, gets significantly 
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small value compared with those obtained from other three data sets. 
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Figure 4.17. Same as Figure 4.11, except in the BL1/SEBn data set. The best-fit model in all
assumed cases is obtained with ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm for cloud particles and
݊୰,୦ୟ୸ୣ = 1.3 and ୣݎ ୤୤,୦ୟ୸ୣ = 0.05 μm for the stratospheric haze. The improvement of the model’s fit
by changing the value of ݊୧,୦ୟ୸ୣ is not so evident unlike the case of the BL1/STrZ data set (see
Figure 4.14). 
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4.5. Summary of optical and physical properties of cloud and haze 
deduced from four data sets 
  As described in previous sections, we have successfully reproduced the limb-darkening curves in 
both CB2 and BL1 for two distinctly-different bands: the STrZ and the SEBn at a wide range of solar 
phase angles, assuming that cloud and haze properties can be approximated by Mie scattering for 
spherical particles (Type II-Mie model). In this section, we briefly summarize the results of optical 
and physical properties of cloud and haze deduced from four data sets. The parameters of the best-fit 
cloud model in all assumed cases for each data set are listed in Table 4.10. 
 
 
Table 4.10. The cloud model parameters of the best-fit Type II-Mie model. The free parameters are 
shown in bold face. 
 CB2 (effective wavelength: 750 nm) BL1 (effective wavelength: 455 nm) 
 STrZ SEBn STrZ SEBn 
The upper 
Rayleigh gas layer 
∆ ଵܲ = 0.1a ∆ ଵܲ = 0.1a ∆ ଵܲ = 0.1a ∆ ଵܲ = 0.1a 
߬୲୭୲ୟ୪ = 0.00243 ߬୲୭୲ୟ୪ = 0.00249 ߬୲୭୲ୟ୪ = 0.0189 ߬୲୭୲ୟ୪ = 0.0193 
߱R = 0.9614 ߱R = 0.9614 ߱R = 0.9991 ߱R = 0.9991 
The stratospheric 
haze 
࣎ܐ܉ܢ܍ = 0.056 ࣎ܐ܉ܢ܍ = 0.0174 ࣎ܐ܉ܢ܍ = 0.047 ࣎ܐ܉ܢ܍ = 0.0356 
߱୦ୟ୸ୣ = 1.0 ߱୦ୟ୸ୣ = 1.0 ߱୦ୟ୸ୣ = 0.75 ߱୦ୟ୸ୣ = 0.8928 
݊୰,୦ୟ୸ୣ = 1.3 ݊୰,୦ୟ୸ୣ = 1.3 ݊୰,୦ୟ୸ୣ = 1.3 ݊୰,୦ୟ୸ୣ = 1.3 
݊୧,୦ୟ୸ୣ = 0.0 ݊୧,୦ୟ୸ୣ = 0.0 ࢔ܑ,ܐ܉ܢ܍ = 0.04 ࢔ܑ,ܐ܉ܢ܍ ൌ 0.002 
࢘܍܎܎,ܐ܉ܢ܍ = 0.5b ࢘܍܎܎,ܐ܉ܢ܍ = 0.5b ࢘܍܎܎,ܐ܉ܢ܍ = 0.5b ࢘܍܎܎,ܐ܉ܢ܍ = 0.05b 
ݒୣ୤୤,୦ୟ୸ୣ = 0.1 ݒୣ୤୤,୦ୟ୸ୣ = 0.1 ݒୣ୤୤,୦ୟ୸ୣ = 0.1 ݒୣ୤୤,୦ୟ୸ୣ = 0.1 
The lower 
Rayleigh gas layer 
∆ ଶܲ = 0.2a ∆ ଶܲ = 0.2a ∆ ଶܲ = 0.2a ∆ ଶܲ = 0.2a 
߬୲୭୲ୟ୪ = 0.00487 ߬୲୭୲ୟ୪ = 0.00498 ߬୲୭୲ୟ୪ = 0.0377 ߬୲୭୲ୟ୪ = 0.0386 
߱R = 0.9614 ߱R = 0.9614 ߱R = 0.9991 ߱R = 0.9991 
The semi-infinite 
cloud 
࣓܋ܔܗܝ܌ = 0.9968 ࣓܋ܔܗܝ܌ = 0.9932 ࣓܋ܔܗܝ܌ = 0.9965 ࣓܋ܔܗܝ܌ = 0.9702 
࢔ܚ,܋ܔܗܝ܌ = 1.85 ࢔ܚ,܋ܔܗܝ܌ = 1.8 ࢔ܚ,܋ܔܗܝ܌ = 1.85 ࢔ܚ,܋ܔܗܝ܌ = 1.85 
݊୧,ୡ୪୭୳ୢ = 0.0 ݊୧,ୡ୪୭୳ୢ = 0.0 ݊୧,ୡ୪୭୳ୢ = 0.0 ݊୧,ୡ୪୭୳ୢ = 0.0 
࢘܍܎܎,܋ܔܗܝ܌ = 0.3b ࢘܍܎܎,܋ܔܗܝ܌ = 0.3b ࢘܍܎܎,܋ܔܗܝ܌ = 0.2b ࢘܍܎܎,܋ܔܗܝ܌ = 0.2b 
ݒୣ୤୤,ୡ୪୳ୢ = 0.1 ݒୣ୤୤,ୡ୪୳ୢ = 0.1 ݒୣ୤୤,ୡ୪୳ୢ = 0.1 ݒୣ୤୤,ୡ୪୳ୢ = 0.1 
߯ଶ 2.61 2.92 2.78 7.05 
a: The pressure differences ∆ ଵܲ and ∆ ଶܲ are in units of bars. 
b: The effective radii ݎୣ୤୤,୦ୟ୸ୣ and ݎୣ୤୤,ୡ୪୭୳ୢ are in units of μm. 
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The major findings obtained from our radiative transfer calculations are described as follows. 
 The best-fit ݊୰,ୡ୪୭୳ୢ for all four data sets except the CB2/SEBn data set show an identical value 
(= 1.85), which is significantly higher than those of ݊୰ for NH3 ice particles reported by 
Martonchik et al. (1984) (e.g., 1.449 at ~430 nm and 1.423 at ~670 nm). The only exception, the 
CB2/SEBn data set, can also be reproduced fairly well with ݊୰,ୡ୪୭୳ୢ = 1.85, which is somewhat 
larger than the best-fit value (= 1.8). 
 The best-fit ୣݎ ୤୤,ୡ୪୭୳ୢ is optimized at two different values, depending on the wavelength: 0.3 μm 
in CB2 and 0.2 μm in BL1. In most cases, these values are robust against small changes of other 
free parameters such as ୣݎ ୤୤,୦ୟ୸ୣ and ݊୧,୦ୟ୸ୣ. 
 While the difference of the best-fit ߱ୡ୪୭୳ୢ between the STrZ (= 0.9968) and the SEBn (= 
0.9932) in CB2 is not so evident, the difference between the STrZ (= 0.9965) and the SEBn (= 
0.9702) in BL1 is remarkable. This trend is unaffected by change of other free parameters such 
as ୣݎ ୤୤,୦ୟ୸ୣ and ݊୧,୦ୟ୸ୣ. 
 The optical and physical properties of the stratospheric haze are not well constrained. There 
seems to be no characteristic common to all data sets with the exception that the stratospheric 
haze is optically thin (<0.06) when it exists. The CB2/STrZ data, either by the behavior of the 
near-limb points in most solar phase angles or by higher reflectivity seen in the two largest solar 
phase angles (136.2° and 140.1°), favor the presence of conservatively-scattering large particles 
(ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm). In contrast to the CB2/STrZ data set, large ݊୧,୦ୟ୸ୣ (≥0.04) is required to 
reproduce the BL1/STrZ data set well. The stratospheric haze is not indispensable for fitting the 
observed limb-darkening curves for the CB2/SEBn data set and the BL1/SEBn data set. 
 No change of two assumed pressure differences ∆ ଵܲ (= 0.1 bar) and ∆ ଶܲ (= 0.2 bar) is 
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  In Section 5.1, we compare our results obtained in Chapter 4 with those deduced by previous 
studies. We focus on the shapes of the derived Mie scattering phase functions, two most important 
physical quantities of ݊୰,ୡ୪୭୳ୢ  and ୣݎ ୤୤,ୡ୪୭୳ୢ , and the stratospheric haze properties in Section 
5.1.1–5.1.4. We mention what model parameter determined in this study can explain the visual 
difference between two distinctly-different bands in Section 5.1.5. In Section 5.2, we test the 
sensitivity of our results for several assumptions used in this study. We apply our Mie scattering 
phase functions to the P10/IPP data to demonstrate the utility of these functions in Section 5.3. 
Finally, we show the limitation of the Pioneer HG function by applying this function to the Cassini 
ISS data in Section 5.4. 
 
 
5.1. Cloud and haze properties deduced from the Cassini ISS 
limb-darkening analyses 
 
5.1.1. Shapes of the best-fit Mie scattering phase functions of cloud particles 
First of all, we compare the shapes of our best-fit Mie scattering phase functions of cloud particles 
in CB2 and BL1 for the STrZ and the SEBn with other published scattering phase functions. The 
best-fit parameters of our obtained scattering phase functions are summarized with other cloud 
model parameters in Table 4.10. 
Comparisons with the Pioneer HG functions (for cloud in both the STrZ and the SEBn at both 
blue-channel: 440 nm and red-channel: 640 nm) are plotted according to wavelength in Figure 5.1. 
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The vertical dotted lines indicate scattering angles of the Cassini ISS observations used in this study. 
Again, the Pioneer HG function is described by three parameters as defined by equations (1.1) and 
(1.2). The best-fit parameters of such functions are listed in Table 1.2. Here, we take a comparison 
between our Mie scattering phase function in CB2 for the STrZ and the Pioneer HG function in 
red-channel for the STrZ as an example. First, the overall shape of our best-fit Mie scattering phase 
function is much flatter than the Pioneer HG function: ours is lower than the Pioneer HG function for 
the three smallest solar phase angles, and is higher for all other solar phase angles. This implies that 
the Pioneer HG function would yield more dynamic range between brighter phase angles and darker 
ones than ours. This can be understood by examining Figure 2.18(a) and Figure 2.19(a): the 
brightness peak of the P10/IPP data reaches ሺܫ ܨ⁄ ሻ ~0.78 for 12º and ~0.58 for 127º, while it is 
~0.75 for 12.6º and ~0.68 for 127.9º in the Cassini ISS data. Therefore, the brightening in smaller 
phase angles (often called an opposition surge) is more pronounced in the P10/IPP data, requiring a 
more peaked phase function in the backward scattering portion. The feature that our scattering phase 
function has much flatter shape compared with the Pioneer HG function is also true in other three 
corresponding scattering phase functions. 
Second, the forward scattering in our best-fit scattering phase function is strong enough to give 
sufficient brightness to the curves for large solar phase angles. Although the largest solar phase angle 
in the Cassini ISS data, 140.1º, is somewhat smaller than the P10/IPP’s 150º, the scattering phase 
function Mܲ୧ୣ(߆ = 30°) is still higher than DܲHG(߆ = 30°). Therefore, the Mie scattering phase 
function for cloud, together with the Mie scattering phase function for haze, would reproduce the 
data for even larger solar phase angles than the Cassini ISS’s limit. We examine this for all the four 
Mie scattering phase functions in Section 5.3. 
Third, it should be noted that the best-fit Mie scattering phase function for the range of scattering 
angles from 80° to 130° (i.e., 50°–100° for solar phase angle), which corresponds to the range that 
the P10/IPP observations did not cover, is stronger by a factor of two and is more gradual in shape 
compared with the Pioneer HG function. These characteristics of cloud particles are detectable only 
after consideration of the limb-darkening curves at intermediate solar phase angles (53.6°, 71.2°, 
90.1°, and 98.8°) in addition to those at small and large solar phase angles. The same holds true for 
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Pioneer HG Function (Red for the STrZ)
Pioneer HG Function (Red for the SEBn)
Laboratory-measured Scattering Phase Function
for NH3-ice at 652 nm (Pope et al., 1992) 
Mie Scattering Phase Function for NH3-ice Particles
of Mean Radius 0.5 μm (Pope et al., 1992)




















Best Fit Mie Scattering Phase Function for the STrZ
Best Fit Mie Scattering Phase Function for the SEBn
Pioneer HG Function (Blue for the STrZ)
Pioneer HG Function (Blue for the SEBn)
Laboratory-measured Scattering Phase Function
for NH3-ice at 470 nm (Pope et al., 1992)
Mie Scattering Phase Function for NH3-ice Particles
of Mean Radius 0.5 μm (Pope et al., 1992) 
(a) CB2
(b) BL1
Figure 5.1. (a) Comparisons of our best-fit Mie scattering phase functions (red and blue solid curves)
in CB2 with the Pioneer HG functions (red and blue dashed curves), and the laboratory measured
scattering phase functions for NH3 ice particles (circles) with Mie scattering curves of mean radius
0.5 μm (black curve) (Pope et al., 1992). (b) Same as (a), except in BL1. The vertical dotted lines
indicate the observed scattering angles. 
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We are motivated to compare our best-fit Mie scattering phase functions of cloud with those of 
NH3 ice particles. NH3 ice has been considered as condensate clouds in the upper troposphere we see 
at visible wavelengths. In Figure 5.1, we compare our best-fit Mie scattering phase functions with 
the laboratory measurements at blue (470 nm) and red (652 nm) wavelengths of Pope et al. (1992). 
They claimed that the measured scattering phase functions could be fit by Mie scattering curve for 
NH3 ice particles (݊୰ = 1.441 at blue and ݊୰ = 1.424 at red) of mean radius 0.5 μm (see Figure 4 of 
their paper). There are, however, significant deviations between our scattering phase functions and 
Pope et al.’s measurements regardless of wavelength. Although the exact reason is unclear, probably 
the published scattering phase functions are one of many variations actually measured, and those 
which most resemble the Pioneer HG functions are highlighted. Obviously, more laboratory 




5.1.2. The effective radius of cloud particles 
  By compiling the knowledge accumulated through decades of visible and infrared observations, 
West et al. (2004) described the upper tropospheric cloud as consisting of two components: one is a 
diffuse layer of small aerosol particles (~0.5 μm) with visible optical depth of 2–10, extending up to 
0.2–0.3 bar pressure level; and the other is a compact layer of larger particles (3–100 μm) located 
near the base of the diffuse layer (~0.75 bar). Our best-fit effective radii of cloud particles ୣݎ ୤୤,ୡ୪୭୳ୢ, 
which are obtained at 0.3 μm in CB2 and at 0.2 μm in BL1, correspond to that of West et al.’s diffuse 
cloud layer. It is, of course, likely that larger particles populate the lower part of the cloud layer of 
our model. Even so, the Cassini ISS measurements would not be very sensitive to cloud properties 
below the upper two or three optical depths due to the effects of multiple light scattering. 
 Irwin et al. (1998) retrieved, from the Galileo NIMS spectra (0.7–5.2 μm), the vertical cloud 
structure at a “warm” spot (5°N, 85°W) and showed evidence of 0.75-μm NH3 ice particles at ~0.7 
bar and 0.5-μm tholins at ~0.2 bar in the upper troposphere. Sromovsky et al. (1998) derived NH3 ice 
particles (0.5–0.75 μm) near 0.45 bar from the Galileo probe Net Flux Radiometer. The particle size 
estimated in this study (0.2 μm in BL1 and 0.3 μm in CB2) is somewhat smaller than those obtained 
in these studies. However, the STrZ is a latitude region of optically thick cloud cover (a “cold” 
region in the thermal infrared) in contrast to the warm spot of Irwin et al. (1998) or the hot spot 
where the Galileo probe descended into the Jovian atmosphere. It would be possible that dynamically 
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different regions have different populations of cloud particles, larger or smaller. Therefore, our 
results are consistent with other studies in the sense that the Jovian upper troposphere is covered with 
a layer of smaller (micron to sub-micron size) aerosol particles. As deduced from the polarimetry 
with the Pioneer 10 and 11 IPP (Smith and Tomasko, 1984), such a layer should be ubiquitous over 
the zones and belts. It is worth noting that we obtain the same value for ୣݎ ୤୤,ୡ୪୭୳ୢ at both two 
wavelengths regardless of latitude regions. 
  Finally, we need to refer to the difference in ୣݎ ୤୤,ୡ୪୭୳ୢ deduced form the BL1 and the CB2 data 
sets. Such small difference (only 0.1 μm) cannot be cleared up because this dramatically changes the 
goodness of fit. For example, when we analyze the CB2/STrZ data set with the stratospheric haze of 
݊୰,୦ୟ୸ୣ = 1.3 and ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm, a cloud model with values of ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 
0.2 μm gets a large ߯ଶ value (= 19.43), although a cloud model (the best-fit model) with values of 
݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm achieves the smallest ߯ଶ value (= 2.61) (see Figure 4.2). 
The same trend can also be seen in BL1 data sets. This is, perhaps, because the assumed cloud model 
is over simplified and does not reflect the distribution of aerosols and their properties in the real 
Jovian atmosphere. In the real atmosphere, of course, the radii of aerosols vary with altitude and are 
not characterized by single effective radius. Even so, we have very few information about them and 
it is worth mentioning that such simple cloud model can reproduce the limb-darkening curves at a 
wide variety of solar phase angles obtained at two different wavelengths. The improvement of our 
cloud model to solve this problem should be conducted in future. 
 
 
5.1.3. Implication for cloud composition –the refractive index of cloud particles 
As can be seen in Figure 5.2, the evidence of strong depletion of NH3 vapor at pressures less than 
0.5 bar has been observationally suggested by ground-based microwave observations (e.g., de Pater 
and Massie, 1985), the Galileo probe Net Flux Radiometer (Sromovsky et al., 1998), and the ISO 
observations (Fouchet et al., 2000). Such depletion is considered to be consistent with the prediction 
of thermochemical equilibrium theory that NH3 condensation is expected to start at ~0.7 bar. Both 
the observation and the theory support the existence of condensation clouds of NH3 ice, not droplets 
because of the low temperature, in the upper troposphere to which the Cassini ISS data are sensitive 
(the pressure levels where the putative NH3 ice cloud layer as well as the stratospheric haze would be 
exist are also shown in Figure 5.2). However, as mentioned in Chapter 4, the best-fit values of 
݊୰,ୡ୪୭୳ୢ, which are 1.85 for all data sets except for the CB2/SEBn data set (= 1.80), obtained from 
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our analyses are significantly higher than that of NH3 ice measured in the laboratory (Martonchik et 
al., 1984). This discrepancy suggests that some sort of impurity or alteration may exist with the NH3 






Microwave: de Pater and Massie (1985)
Galileo/NFR: Sromovsky et al. (1998)
ISO/SWS: Fouchet et al. (2000)
Galileo/GPMS: Atreya et al. (1999)
Galileo/radio: Folkner et al. (1998)
Galileo/NIMS: Irwin et al. (1998)
The stratospheric haze
The tropospheic haze
                  +
The putative NH3 cloud
Figure 5.2. The vertical profiles of NH3 volume mixing ratio with the location of the putative NH3
ice cloud layer and the stratospheric haze (from Taylor et al., 2004). The estimate deduced from the
ground-based microwave data (de Pater and Massie, 1985) is shown by solid line. The dashed line,
the circle, the diamonds, and the cross symbols represent the profiles inferred from data obtained by
the Galileo probe Net Radiometer (NFR) (Sromovsky et al., 1998); the Galileo probe Mass
Spectrometer (GPMS) (Atreya et al., 1999); the Galileo Near Infrared Mapping Spectrometer
(NIMS) (Irwin et al., 1998); and the Galileo probe uplink signal attenuation (Folkner et al., 1998),
respectively. The dot-dashed line shows the profiles derived by Fouchet et al. (2000) from the
Infrared Space Observatory (ISO) Short Wavelength Spectrometer (SWS) observations. 
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Baines et al. (2002) revealed from the Galileo NIMS spectra that spectrally identifiable ammonia 
clouds (SIACs) were significantly localized to specific regions and covered only <1% of the Jovian 
surface. Because our limb-darkening analyses assume longitudinal uniformity, small anomalous 
regions do not affect our results. In other words, our results represent the properties of the majority 
of clouds, other than SIACs. 
Sromovsky and Fry (2010a, 2010b) analyzed, with improved NH3 gas absorption models, the 
spectra (2.9–3.1 μm) obtained from the ISO and the Cassini VIMS. Their best-fit model consists of 
four distinct layers: a small particle stratospheric haze layer, a layer of ammonia-coated particles 
(~0.3 μm) overlying or close to a layer of much larger NH4SH particles (~10–15 μm), and a deeper 
optically thick layer. It is noteworthy that the data preferred a model with cloud particles in the 
second layer consisting of highly-refractive core material (݊୰ = 1.8) coated with NH3 ice. Our 
best-fit values of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ are in excellent agreement with their findings. They also 
noted that large NH4SH particles in the third layer would be responsible for the 3-μm absorption 
anomaly rather than the NH3 ice supported by Brooke et al. (1998), and the small NH3 ice particles 
would only contribute to an improvement of model fit in the form of a coating or core materials, not 
as pure NH3 ice particles. 
To satisfy conflicting observations (the strong depletion of NH3 vapor and the lack of an 
absorption feature of NH3 ice), masking of the spectral NH3 ice signature by other materials is an 
intriguing idea. Rossow (1978) pointed out that the population consisting of small particles (<1 μm) 
had a long lifetime against sedimentation in the upper troposphere, being maintained by small 
amplitude turbulent motions. Thus, the characteristics of small cloud particles would have much 
chance to be altered. Recently, Atreya et al. (2005) proposed that NH3 ice particles were coated by 
haze materials photochemically generated in the stratosphere as illustrated in Figure 5.3. 
Kalogerakis et al. (2008) demonstrated that hydrocarbon-coated NH3 ice could alter or suppress NH3 
ice absorption features from laboratory measurements (one example is presented in Figure 5.4). 
Their scenario is the inverse of the traditional scenario that the sedimenting photochemical 
stratospheric haze would serve as condensation nuclei for NH3 ice particles (West et al., 1986). The 
assessment of production and sedimentation rates of photochemical material(s) and the production 
rate of NH3 ice particles would be necessary to clarify which scenario accounts for masking of the 
spectroscopic NH3 ice signature. Nevertheless, whichever scenario is correct, the values of ݊୰,ୡ୪୭୳ୢ 
obtained here may describe the characteristics of masking materials. 
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Figure 5.3. Illustration of chemical schemes leading to the stratospheric haze formation on Jupiter.
The chemical schemes beginning with C2H2 and leading to polyyne polymerization (lower left
branch) and the HCN polymerization (right branch) are minor contributors to haze formation. In the
auroral regions, ion chemistry plays an important in the hydrocarbon chemistry, so that nearly all of
the “auroral” C6H6 (precursor to polycyclic aromatic hydrocarbons: PAH) is produced through the
electron recombination of ring ion c-C6H7+. The stratospheric haze has a distinct possibility that it
can mask the spectral signature of the NH3 ice clouds (from Atreya and Wong, 2005; see also Wong
et al., 2003). 
Figure 5.4. Effect of a C6H6 coating on the magnitude of the 3-μm absorbance feature of a ~50 nm
NH3 ice film deposited on a ~60 nm C6H6 ice film. The experimental data which were measured at
100 K and the result of thin film optical computations are shown by circles and solid curve,
respectively (from Kalogerakis et al., 2008). 
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5.1.4. Characteristics of the stratospheric haze 
As already mentioned in Section 4.5, we cannot constrain well the optical and physical properties 
of the stratospheric haze, even when using the limb-darkening curves at a wide variety of solar phase 
angles. Although there are no characteristic common to all data sets with the exception that the 
stratospheric haze is optically thin, we find several key points of the stratospheric haze. 
First, from the analysis of the CB2/STrZ data set, we find that ୣݎ ୤୤,୦ୟ୸ୣ mainly has the effect of 
varying the magnitude of modeled reflectivity at two high solar phase angles (136.3° and 140.1°). A 
large ୣݎ ୤୤,୦ୟ୸ୣ is needed for reproducing the relatively high observed reflectivity at two large solar 
phase angles. This effect can also be seen from those when we analyze the BL1/STrZ data set with 
݊୧,୦ୟ୸ୣ = 0.0 (see Figure 4.8). Tomasko et al. (1978) mentioned that the stratospheric haze should 
have a relatively strong forward scattering phase function (asymmetry parameter ݃ ≥ 0.75) in both 
red- and blue-channels to provide enough intensity at high solar phase angle (150°). The asymmetry 
parameters ݃  calculated with the best-fit combination of ݊୰,୦ୟ୸ୣ , ݊୧,୦ୟ୸ୣ  and ୣݎ ୤୤,୦ୟ୸ୣ  for the 
CB2/STrZ data set and the BL1/STrZ data set (these parameter are listed in Table 4.10) correspond 
to ~0.84 and ~0.89, respectively. The best-fit value of ୣݎ ୤୤,୦ୟ୸ୣ is consistent with their observational 
results. 
Rages et al. (1999) analyzed limb intensity variations obtained from the Galileo SSI at high solar 
phase angles (146° and 157°) to retrieve the vertical profiles of aerosol extinction at two wavelengths 
(violet: 410 nm and near-infrared: 756 nm). For the equatorial region (9°N), the best-fit model was 
obtained with ݎ ~ 0.32 μm at ~16 mbar probed primarily in violet and ݎ ~ 0.45 μm at ~96 mbar 
sensed in near-infrared. Although the Cassini ISS images at high solar phase angle have too low 
spatial resolution (~300 km/pixel at a solar phase angle of 140.1°) to resolve limb intensity variations 
compared with the Galileo SSI images (~15 km/pixel), their best-fit model for near-infrared images 
supports our best-fit value of ୣݎ ୤୤,୦ୟ୸ୣ and our assumption of altitude of haze particles (= 0.1 bar) for 
the CB2 data sets. While the sensing altitude inferred from violet images in their analysis is 
somewhat higher than our assumed one, we find that it is highly difficult to distinguish the effect of 
haze altitude change on the limb-darkening curve even at the highest solar phase angle used in this 
study from the effect of ୣݎ ୤୤,୦ୟ୸ୣ change. To constrain the haze altitude based on the Cassini ISS data, 
we need to conduct a further analysis of both UV (UV1, effective wavelength: 264 nm) data and 
strong CH4 band data (MT3, effective wavelength: 889 nm) at high solar phase angles in future. 
Tomasko et al. (1986) likewise concluded from the IUE ultraviolet observations (the longest 
wavelength is 330 nm) at small solar phase angles that stratospheric haze particles with radii between 
CHAPTER 5. DISCUSSION 
 
 
136 |  
 
0.2 μm and 0.5 μm were required for an acceptable fit to the reflectivity and limb-darkening curves. 
They also pointed out the fact that particles with radii larger than 0.5 μm seemed unlikely because of 
the high mass production rate required to sustain a large number of particles in the stratosphere. 
Second, for the BL1/STrZ data set, we find that large ݊୧,୦ୟ୸ୣ (≥0.04, depending on ୣݎ ୤୤,୦ୟ୸ୣ) is 
required to reproduce the limb-darkening curves. It is worth noting that the best-fit value of ݊୧,୦ୟ୸ୣ 
(= 0.04) obtained in this study is in good agreement with the value (݊୧ = 0.02 for 430 nm) adopted 
by West (1988) based on the study of Tomasko et al. (1986). Conversely, ߱୦ୟ୸ୣ for the STrZ 
determined by Tomasko et al. (1978) with the P10/IPP blue-channel data was ~0.995, close to unity. 
To obtain such nearly conservative scattering for the stratospheric haze being approximated by Mie 
particles with ݊୰,୦ୟ୸ୣ = 1.3 and ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm, we need only small ݊୧ (= 5.0 × 10-4). To 
examine this discrepancy in detail, we compare the fitting results of the P10/IPP data obtained with 
two different Mie scattering phase functions for an absorbing case (݊୧,୦ୟ୸ୣ  = 0.04) and a 
conservative scattering case (݊୧,୦ୟ୸ୣ = 0.0) in Section 5.3. 
In order to validate our assumption of ݊୧,୦ୟ୸ୣ (= 0.0) for the CB2 data, we conduct a sensitivity 
test for ݊୧,୦ୟ୸ୣ. The same approach as that for the BL1/STrZ data set is applied to the CB2/STrZ data 
set. Figure 5.5 shows the relationship of ߯ଶ value and two optimized parameters (߱ୡ୪୭୳ୢ and 
߬୦ୟ୸ୣ) to ݊୧,୦ୟ୸ୣ for each ୣݎ ୤୤,୦ୟ୸ୣ. The values of best-fit parameters (݊୰,ୡ୪୭୳ୢ, ୣݎ ୤୤,ୡ୪୭୳ୢ, ݊୧,୦ୟ୸ୣ, 
߱୦ୟ୸ୣ, ߱ୡ୪୭୳ୢ, and ߬୦ୟ୸ୣ) and ߯ଶ value for the best-fit model are summarized for each ୣݎ ୤୤,୦ୟ୸ୣ 











Figure 5.5. The relationship of ߯ଶ value and two optimized parameters (߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ) to
݊୧,୦ୟ୸ୣ for each ୣݎ ୤୤,୦ୟ୸ୣ case in the CB2/STrZ data set. Three symbols denote three different best-fit
cloud models: asterisk, ݊୰,ୡ୪୭୳ୢ = 1.8 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm; circle, ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ
= 0.3 μm; plus, ݊୰,ୡ୪୭୳ୢ = 1.65 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.4 μm. 
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Table 5.1. The best-fit models of the Type II-Mie model for the case of ݊୰,୦ୟ୸ୣ = 1.3 in the 
CB2/STrZ data set when we allow ݊୧,୦ୟ୸ୣ to vary in the range of 0.0001–0.8. 




[μm] ݊୧,୦ୟ୸ୣ ߱୦ୟ୸ୣ ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯
ଶ 
0.05 1.80 0.3 0.4 0.031 0.9977 0.064 2.37 
0.1 1.80 0.3 0.4 0.133 0.9977 0.0071 2.38 
0.15 1.80 0.3 0.4 0.222 0.9977 0.0081 2.38 
0.2 1.80 0.3 0.1 0.432 0.9977 0.012 2.37 
0.3 1.80 0.3 0.06 0.648 0.9977 0.020 2.32 
0.4 1.80 0.3 0.04 0.768 0.9977 0.028 2.29 
0.5 1.80 0.3 0.04 0.780 0.9977 0.028 2.27 
 
 
The behaviors of ߯ଶ and ߱ୡ୪୭୳ୢ as a function of ݊୧,୦ୟ୸ୣ as discussed in Section 4.3 is found to 
be just as valid for the CB2/STrZ data set for the same reason. To check the effect of ݊୧,୦ୟ୸ୣ on the 
model’s fit, we show the best-fit modeled limb-darkening curves for two cloud model cases (݊୧,୦ୟ୸ୣ 
= 0.0 and ݊୧,୦ୟ୸ୣ = 0.04) obtained under ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm in Figure 5.6. Compared with a 
conservative scattering case (݊୧,୦ୟ୸ୣ  = 0.0), the improvement of the model’s fit is certainly 
confirmed in the near-limb points for three small solar phase angles (3.7°, 12.6°, and 18.8°). 
Conversely, the goodness of fit for two large solar phase angles (136.3° and 140.1°) becomes worse 
because of absorption of photons and decrease in strength of scattering due to the stratospheric haze. 
It should be noted that amount of change in ߯ଶ value due to change of ݊୧,୦ୟ୸ୣ for the CB2/STrZ 
data set is not so large compared with that for the BL1/STrZ data set. For example, in the case of 
ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm, while ߯ଶ value decreases from 5.36 (݊୧,୦ୟ୸ୣ = 0.0) to 2.78 (݊୧,୦ୟ୸ୣ = 0.04) for 
the BL1/STrZ data set, ߯ଶ value decreases only 0.34 (from 2.61 at ݊୧,୦ୟ୸ୣ = 0.0 to 2.27 at ݊୧,୦ୟ୸ୣ 
= 0.04) for the CB2/STrZ data set. In addition, West (1988) suggested that the value of ݊୧,୦ୟ୸ୣ at 
600 nm would be smaller than that at 430 nm and adopted the considerably small value (݊୧,୦ୟ୸ୣ = 
0.0002) at 600 nm for obtaining a reasonable fit in his analyses of Voyager 2 images during eclipse. 
Tomasko et al. (1978) determined that ߱୦ୟ୸ୣ in red-channel for the STrZ was equal to or larger than 
0.95. This value leads to ݊୧ = 0.008, if the stratospheric haze can be approximated by Mie particles 
with ݊୰,୦ୟ୸ୣ = 1.3 and ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm. From these reasons, we consider that there is no need to 
change the value of ݊୰,୦ୟ୸ୣ significantly, at least in CB2. 
Finally, we make reference to the value of ߬୦ୟ୸ୣ. As mentioned before, the stratospheric haze is 
found to be optically thin without regard to regions and wavelengths. For example, in the case of the 
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CB2/STrZ data set, the obtained ߬୦ୟ୸ୣ is only 0.06 even at the optically thickest case. Smith (1980) 
determined the vertical aerosol optical thickness above the troposphere for the STrZ was ~0.05 at 
1.05 μm from the satellite eclipse observations. Simon-Miller et al. (2001) retrieved the optical 
thickness of the stratospheric haze for the STrZ from the Galileo SSI high spatial images, the value 
of which was 0.03 at 756 nm. The optically thin stratospheric haze deduced in this study is in good 
agreement with these previous studies. Conversely, values significantly larger than ours (߬୦ୟ୸ୣ = 
0.4–0.6) were found by previous limb-darkening analyses with ground-based continuum (~750 nm) 
data (e.g., Satoh and Kawabata, 1992, 1994; Kuehn and Beebe, 1993). This discrepancy would 
probably be caused by the difference between the Pioneer HG function and our Mie scattering phase 
function in the amplitude of backward scattering. A detailed analysis of previous published 
ground-based and spacecraft data with our Mie scattering phase functions is required to support this 
hypothesis in future. 
 
 
5.1.5. Visual difference between the STrZ and the SEBn –the single scattering 
albedo of cloud particles 
As already noted, there are no key parameters discussed above to explain the visual difference 
between the STrZ and the SEBn. Especially, it is noteworthy that the scattering properties of cloud 
particles for both the STrZ and the SEBn are found to show much the same characteristics from our 
analyses of the Cassini ISS data. Only the single scattering albedo of cloud (߱ୡ୪୭୳ୢ), the last variable 
parameter left in our assumed cloud model, shows a remarkable difference between two regions. 
That is, ߱ୡ୪୭୳ୢ gets a higher value for the STrZ than one for the SEBn regardless of wavelengths. 
The difference in absorption (1 െ ߱ୡ୪୭୳ୢ) occurred in the cloud layer between two regions is 
remarkable in BL1 and becomes less prominent in CB2. Thus, we conclude that only the single 
scattering albedo of cloud in the assumed cloud model is one key parameter which causes the visual 
difference between the zones and belts. Our results obtained with the Cassini ISS data support the 
idea proposed by West et al. (1986) that the main difference between two distinctly-different bands is 
caused by the lower continuum single scattering albedo in the belt. However, in principle, we cannot 
judge from our results of the radiative transfer calculation whether such difference (1 െ ߱ୡ୪୭୳ୢ) is 
caused by cloud particles themselves or some absorbents (i.e., coloring agents, referred to as 
chromophores) amongst the cloud particles. 
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Figure 5.6. The sensitivity of modeled limb-darkening curves in CB2/STrZ data set for ݊୧,୦ୟ୸ୣ. In
this figure, two model calculation results (݊୧,୦ୟ୸ୣ = 0.0 and ݊୧,୦ୟ୸ୣ = 0.04) obtained under ݊୰,୦ୟ୸ୣ
= 1.3 and ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm are presented (see also Table 4.1 and Table 5.1). 
CHAPTER 5. DISCUSSION 
 
 






300 250 200 150
















α = 18.8 [deg]
140 120 100 80 60
















α = 53.6 [deg]
360 340 320 300 280
















α = 98.8 [deg]
270 260 250 240 230 220 210
















α = 107.7 [deg]
260 255 250 245 240 235
















α = 136.3 [deg]
245 240 235 230 225
















α = 140.1 [deg]
CHAPTER 5. DISCUSSION 
 
 
142 |  
 
Nevertheless, this would be likely to be due to chromophores since all of condensate clouds 
predicted from thermochemical equilibrium theory and photochemically produced stratospheric haze 
are white at visible wavelengths and the optical and physical properties of cloud particles obtained in 
this study remain unchanged regardless of regions. 
In this study, we can reproduce the entire limb-darkening curves in CB2 and BL1 with Type 
II-Mie model which has a stratospheric haze and a semi-infinite cloud layer containing vertically 
well-mixed chromophores. This model is the same as the model used by Tomasko et al. (1978) and 
Smith and Tomasko (1984). Simon-Miller et al. (2001) analyzed the Galileo SSI images at four 
wavelengths including 410 nm sampled at a limited range of solar phase angles with their different 
cloud model (a stratospheric haze, a tropospheric haze and a cloud sheet at the base of the 
tropospheric haze). They concluded that chromophores (absorption) in the tropospheric haze layer 
were responsible primarily for color variations at 410 nm. It is important whether or not such cloud 
model can also satisfy the limb-darkening cures over a wide range of solar phase angles used in this 
study because the wide solar phase angle behaviors of the limb-darkening curves can give stricter 
constraint on the vertical distribution of chromophores. 
It should be noted that our conclusion is not a unique solution for the case in near-infrared. 
Banfield et al. (1998) used a cloud model with the particles as conservative scattering (in 
near-infrared) and the optically thick Rayleigh gas layer below the finite tropospheric cloud layer. 
They concluded that visual difference was primarily due to the optical thickness variations of the 
tropospheric cloud. After that, Sromovsky and Fry (2002) made a similar conclusion from the 
analysis of the HST data. Although their analyses were conducted with data at limited solar phase 
angle coverage, they showed the possibility of very different consequence for Jovian cloud model. To 
differentiate these two possibilities for Jovian cloud model, we should conduct further analyses using 
the Cassini ISS data with the combination of the wide solar phase angle and wavelength (from UV to 
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5.2. Sensitivity of our results for the assumed parameters 
  As is well known, the assessment of uncertainty for each free parameter determined in Chapter 4 
is highly difficult because of complex mutual correlation among these parameters. However, it is 
important to know how fixed parameters in our assumed cloud model have an effect on our results 
(several sensitivity tests are already shown in Chapter 4 and Section 5.1.4). In this section, instead 
of determining uncertainty for each parameter, we conduct several sensitivity tests for the assumed 
parameters. 
 
5.2.1. Sensitivity test for pressure differences ∆ࡼ૚ and ∆ࡼ૛ 
  As already tested in Section 4.3 for the BL1/STrZ data set, we also examine the sensitivity of ߯ଶ 
value and two free parameters ߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ for two pressure differences (∆ ଵܲ and ∆ ଶܲ) with 
the CB2/STrZ data set. Again, the atmospheric opacity ߬୲୭୲ୟ୪ seen in CB2 is only one-eighth of that 
seen in BL1. In this sensitivity test, we use the same approach as that applies to the BL1/STrZ data 
set with the exception of the Mie scattering phase function for cloud with values of ݊୰,ୡ୪୭୳ୢ = 1.85 
and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm. The best-fit ߯ଶ value and two optimized parameters (߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ) 
for each combination of ∆ ଵܲ and ∆ ଶܲ are listed in Table 5.2. Although, in the case of the BL/STrZ 
data set, the ߯ଶ value decreases from 12.89 at a combination of ∆ ଵܲ = 0.0 bar and ∆ ଶܲ = 0.0 bar 
to 4.37 at a combination of ∆ ଵܲ = 0.15 bar and ∆ ଶܲ = 0.3 bar, the difference of ߯ଶ value for the 
CB2/STrZ data set between the above two extreme cases is only 0.3. In general, the limb-darkening 
curves for large solar phase angles are more sensitive to these parameters. There are, however, no 
remarkable differences in reflectivity at solar phase angles smaller than the Cassini’s upper limit (= 
140.1°) as presented in Figure 5.7. Therefore, our assumption of these parameters at this wavelength 
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Table 5.2. Sensitivity of ߯ଶ  value and two parameters (߱ୡ୪୭୳ୢ  and ߬୦ୟ୸ୣ ) for two pressure 
differences (∆ ଵܲ and ∆ ଶܲ) with the CB2/STrZ data set. In these calculations, we use the Mie 
scattering phase function for cloud with values of ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm, and the 
function for haze with values of ݊୰,୦ୟ୸ୣ = 1.3 and ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm. 




߯ଶ = 2.85 
߬୦ୟ୸ୣ = 0.039 
߱ୡ୪୭୳ୢ = 0.9967
߯ଶ = 2.74 
߬୦ୟ୸ୣ = 0.045 
߱ୡ୪୭୳ୢ = 0.9967
߯ଶ = 2.66 
߬୦ୟ୸ୣ = 0.050 
߱ୡ୪୭୳ୢ = 0.9967 
߯ଶ = 2.59 
߬୦ୟ୸ୣ = 0.056 
߱ୡ୪୭୳ୢ = 0.9968
0.05 
߯ଶ = 2.80 
߬୦ୟ୸ୣ = 0.042 
߱ୡ୪୭୳ୢ = 0.9967
߯ଶ = 2.70 
߬୦ୟ୸ୣ = 0.048 
߱ୡ୪୭୳ୢ = 0.9967
߯ଶ = 2.63 
߬୦ୟ୸ୣ = 0.053 
߱ୡ୪୭୳ୢ = 0.9968 
߯ଶ = 2.58 
߬୦ୟ୸ୣ = 0.059 
߱ୡ୪୭୳ୢ = 0.9968
0.1 
߯ଶ = 2.76 
߬୦ୟ୸ୣ = 0.045 
߱ୡ୪୭୳ୢ = 0.9967
߯ଶ = 2.67 
߬୦ୟ୸ୣ = 0.051 
߱ୡ୪୭୳ୢ = 0.9967
߯ଶ = 2.61* 
߬୦ୟ୸ୣ = 0.056 
߱ୡ୪୭୳ୢ = 0.9968 
߯ଶ = 2.56 
߬୦ୟ୸ୣ = 0.062 
߱ୡ୪୭୳ୢ = 0.9968
0.15 
߯ଶ = 2.72 
߬୦ୟ୸ୣ = 0.048 
߱ୡ୪୭୳ୢ = 0.9967
߯ଶ = 2.64 
߬୦ୟ୸ୣ = 0.054 
߱ୡ୪୭୳ୢ = 0.9968
߯ଶ = 2.59 
߬୦ୟ୸ୣ = 0.060 
߱ୡ୪୭୳ୢ = 0.9968 
߯ଶ = 2.55 
߬୦ୟ୸ୣ = 0.065 
߱ୡ୪୭୳ୢ = 0.9968
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Figure 5.7. The sensitivity of modeled limb-darkening curves in the CB2/STrZ data set for two
pressure differences (∆ ଵܲ and ∆ ଶܲ). Three colors denote three different model calculation results:
red, nominal case (∆ ଵܲ = 0.1 bar and ∆ ଶܲ = 0.2 bar); blue, an extreme case (∆ ଵܲ = 0.0 bar and ∆ ଶܲ
= 0.0 bar); green, another extreme case (∆ ଵܲ = 0.15 bar and ∆ ଶܲ = 0.3 bar). In this figure, only the
modeled limb-darkening curves for two large solar phase angles (136.3° and 140.1°) are presented. 
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5.2.2. Sensitivity test for variance of the Hansen’s size distribution ࢜܍܎܎,܋ܔܗܝ܌ 
Through our radiative transfer calculations, the effective variances ݒୣ୤୤ of the Hansen’s size 
distributions for cloud and haze are assumed to be 0.1. Next, we verify the dependence of ݒୣ୤୤,ୡ୪୭୳ୢ 
by comparing the nominal size distribution with two cases: narrower (ݒୣ୤୤,ୡ୪୭୳ୢ = 0.05) and broader 
(ݒୣ୤୤,ୡ୪୭୳ୢ = 0.2) ones described in Figure 3.5. Except for using the fixed value of ݊୰,୦ୟ୸ୣ (= 1.3), 
the Type II-Mie model and the fitting strategy mentioned in Section 3.3 and Section 3.4, respectively, 
are directly applied to the CB2/STrZ data set. As a result, in both cases, the best-fit model for the 
case of ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm is preferred to those for other ୣݎ ୤୤,୦ୟ୸ୣ cases. For the case of ୣݎ ୤୤,୦ୟ୸ୣ = 
0.5 μm, the values of best-fit parameters (݊୰,ୡ୪୭୳ୢ, ୣݎ ୤୤,ୡ୪୭୳ୢ, ߱ୡ୪୭୳ୢ, and ߬୦ୟ୸ୣ) and ߯ଶ value for 
the best-fit model are summarized in Table 5.3. Even though the largest difference in ߯୧ଶ (Δ߯୧ଶ ≥ 2) 
between the narrower (broader) and the nominal size distributions is found in the limb-darkening 
curves at 3.7° (120.6°) as shown in Figure 5.8, there are little remarkable differences required to 
constrain this parameter well. Actually, we have very few information on what size and type of 
aerosols are distributed in the Jovian atmosphere. The determination of the particle size distribution 
by in-situ measurements (such as the cloud particle size spectrometer on board Pioneer Venus), of 
course, is needed to know more accurate information on aerosols’ distributions and their properties. 
 
 
Table 5.3. The best-fit models in the CB2/STrZ data set for three different ݒୣ୤୤,ୡ୪୭୳ୢ when we use 
the Mie scattering phase function for haze with values of ݊୰,୦ୟ୸ୣ = 1.3 and ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm. 
The best-fit values 
ݒୣ୤୤,୦ୟ୸ୣ ݊୰,ୡ୪୭୳ୢ ݎୣ୤୤,ୡ୪୭୳ୢ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯ଶ 
0.05 1.85 0.3 0.9970 0.026 2.93 
0.1 1.85 0.3 0.9968 0.056 2.61 
0.2 1.80 0.3 0.9967 0.054 2.84 
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5.2.3. Sensitivity test for uncertainty of absolute reflectivity ࡯܉܊ܛ 
  As pointed out in Section 2.3, the estimated absolute calibration error is ±10% for the 
CISSCAL-calculated values. We conduct a further sensitivity test for such uncertainty of absolute 
reflectivity to examine how values of variable parameters change with this uncertainty. In this 
sensitivity test, the absolute level of all limb-darkening curves is allowed to shift up or down from 
the nominal value calculated by CISSCAL. Such brightening or darkening is given by multiplying 
the CISSCAL-calculated values by an absolute scale factor ܥୟୠୱ (0.9 ≤ ܥୟୠୱ ≤ 1.1) defined in 
Section 2.3. Note that the both correction factors, ܥୟୠୱ = 0.952 for CB2 and ܥୟୠୱ = 0.932 for BL1, 
presented in Table 2.6, are within this uncertainty range. For these limb-darkening curves at each 
ܥୟୠୱ, we search for the best-fit combination of two parameters (݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ) in the same 
manner as described in Section 3.3 and Section 3.4. For simplicity, three less-significant parameters 
are fixed: ݊୰,୦ୟ୸ୣ = 1.3, ݊୧,୦ୟ୸ୣ = 0.0 (i.e., ߱୦ୟ୸ୣ = 1.0), and ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm. Here, we present 
the model calculation results of the CB2/STrZ data set and the BL1/SEBn data set. 
  For the CB2/STrZ data set, the best-fit combinations of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ with corresponding 
߯ଶ values as well as the other optimized parameters (߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ) as a function of ܥୟୠୱ are 
shown with black curves in Figure 5.9. Red curves in Figure 5.9 show the relationship of ߯ଶ and 
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Figure 5.8. The sensitivity of modeled limb-darkening curves in the CB2/STrZ data set for the
effective variance of the Hansen’s size distribution (ݒୣ୤୤,ୡ୪୭୳ୢ). Three colors denote three different
model calculation results: red, nominal size distribution (ݒୣ୤୤,ୡ୪୭୳ୢ = 0.1); blue, a narrower size
distribution (ݒୣ୤୤,ୡ୪୭୳ୢ = 0.05); green, a broader size distribution (ݒୣ୤୤,ୡ୪୭୳ୢ = 0.2). In this figure, we
present only the modeled limb-darkening curves for two solar phase angles (3.7° and 120.6°) in
which the largest difference in ߯୧ଶ (Δ߯୧ଶ ≥ 2) between the narrower (broader) and the nominal size
distributions is found. 
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the other optimized parameters (߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ) to ܥୟୠୱ when we use the best-fit Mie scattering 
phase function ( ݊୰,ୡ୪୭୳ୢ  = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ  = 0.3 μm) determined from the corrected 
limb-darkening curves (ܥୟୠୱ = 0.952 for CB2) in Chapter 4. The vertical solid and dashed lines 
denote the nominal reflectivity (ܥୟୠୱ = 1.0) and the corrected one (ܥୟୠୱ = 0.952). 
We find that the best-fit combination of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ changes with ܥୟୠୱ; a smaller 
݊୰,ୡ୪୭୳ୢ and larger ୣݎ ୤୤,ୡ୪୭୳ୢ are required to reproduce the observations with increasing ܥୟୠୱ. Thus, 
the best-fit combination of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ obtained at ܥୟୠୱ = 0.952 is not a unique solution 
through all possible ranges of ܥୟୠୱ. Although the difference in ߯ଶ values obtained from both the 
best-fit cloud model and the cloud model with ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm is more 
significant with increasing ܥୟୠୱ (>1.0), when ܥୟୠୱ is smaller than 1.0, the Mie scattering phase 
function (݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm) is found to give an excellent fit to the observations 
by adjusting the values of ߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ. 
As shown in Figure 5.10, the same holds true for the BL1/SEBn data set. In this case, the best-fit 
combination of ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm obtained at ܥୟୠୱ = 0.932 is preferred in a 
broader range of ܥୟୠୱ compared with the case of the CB2/STrZ data set. We find that there is no 
need for inserting the stratospheric haze to our cloud model in most range of ܥୟୠୱ. The value of 
߱ୡ୪୭୳ୢ increases with ܥୟୠୱ and reaches ~0.99 at ܥୟୠୱ = 1.1 which is significantly lower value than 
those obtained at ܥୟୠୱ = 0.9 for other three data sets. 
We still do not have an acceptable reason why the nominal full-disk albedo calculated by 
CISSCAL is higher than those measured by Karkoschka (1998) by 5–10 %, depending on filter, at 
the same solar phase angle. The “true” temporal changes of cloud brightness may be partially 
responsible for this difference. Nevertheless, the best-fit cloud parameters (݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ)  
obtained from the CB2/STrZ data set and the BL1/SEBn data set are still valid for most reliable ܥୟୠୱ 
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Figure 5.9. The best-fit combinations of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ with corresponding ߯ଶ values and
the other optimized parameters (߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ) as a function of absolute scale factor ܥୟୠୱ (black
curves) in the CB2/STrZ data set. The relationship of ߯ଶ and the other parameters (߱ୡ୪୭୳ୢ and
߬୦ୟ୸ୣ) to ܥୟୠୱ when using the best-fit Mie scattering phase function (݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ
= 0.3 μm) (red curves). The vertical solid and dashed lines indicate the nominal (ܥୟୠୱ = 1.0) and the
corrected (ܥୟୠୱ = 0.952) reflectivities. Four symbols denote four different best-fit cloud models:
square, ݊୰,ୡ୪୭୳ୢ = 1.6; asterisk, ݊୰,ୡ୪୭୳ୢ = 1.8; circle, ݊୰,ୡ୪୭୳ୢ = 1.85; triangle, ݊୰,ୡ୪୭୳ୢ = 1.9. In
all models except for the case of ݊୰,ୡ୪୭୳ୢ = 1.6 (ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.4 μm), ୣݎ ୤୤,ୡ୪୭୳ୢ is optimized at 0.3
μm. 
nominal I/F
calculated by CISSCAL 3.6
corrected I/F
= nominal I/F    0.952 (for CB2)
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Figure 5.10. The best-fit combinations of ݊୰,ୡ୪୭୳ୢ and ୣݎ ୤୤,ୡ୪୭୳ୢ with corresponding ߯ଶ values and
the other optimized parameters (߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ) as a function of absolute scale factor ܥୟୠୱ (black
curves) in the BL1/SEBn data set. The relationship of ߯ଶ and the other parameters (߱ୡ୪୭୳ୢ and
߬୦ୟ୸ୣ) to ܥୟୠୱ when using the best-fit Mie scattering phase function (݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ
= 0.2 μm) (red curves). The vertical solid and dashed lines indicate the nominal (ܥୟୠୱ = 1.0) and the
corrected (ܥୟୠୱ = 0.932) reflectivities. Three symbols denote three different best-fit cloud models:
square, ݊୰,ୡ୪୭୳ୢ = 1.6; circle, ݊୰,ୡ୪୭୳ୢ = 1.85; triangle, ݊୰,ୡ୪୭୳ୢ = 1.9. In all models except for the
case of ݊୰,ୡ୪୭୳ୢ = 1.6 (ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm), ୣݎ ୤୤,ୡ୪୭୳ୢ is optimized at 0.2 μm. 
nominal I/F
calculated by CISSCAL 3.6
corrected I/F
= nominal I/F    0.932 (for BL1)
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5.3. Application of the best-fit Mie scattering phase functions to the 
Pioneer 10 IPP data 
  In this section, we demonstrate whether our best-fit Mie scattering phase functions can reproduce 
the P10/IPP data. This demonstration is conducted for all derived Mie scattering phase functions. The 
total optical thickness as a function of ∆ܲ and the single scattering albedo of the Rayleigh gas layer 
in blue (440 nm) and red (640 nm) channels are calculated by convolving the spectral responsivity of 
the IPP (Pellicori et al., 1973). Table 5.4 presents these parameters at two wavelengths for the STrZ 
and the SEBn. We explain the approach of this demonstration for the Red/STrZ data set as an 
example. We calculate the Mie scattering phase function for cloud at 640 nm wavelength with our 
best-fit values of ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm obtained from the CB2/STrZ data set. The 
scattering phase functions for the stratospheric haze are also calculated with ݊୰,୦ୟ୸ୣ = 1.3 and 
ୣݎ ୤୤,୦ୟ୸ୣ = 0.1–0.5 μm at intervals of 0.1 μm. With the Type II-Mie model, we optimize ߱ୡ୪୭୳ୢ and 
߬୦ୟ୸ୣ by allowing adjustment of ܨ୮ (72.3 ≤ ܨ୮ ≤ 79.6 for red-channel) as discussed in Tomasko et 
al. (1978). Note that ܨ୮ is the solar incident flux divided by ߨ in units of the P10/IPP’s count. In 




Table 5.4. Total optical thickness and single scattering albedo of the Rayleigh gas layer calculated 
for the Pioneer 10 IPP red- and blue-channels in the STrZ and the SEBn. 
 Red Blue 
STrZ SEBn STrZ SEBn 
߬ோ 0.0460∆ܲ 0.0467∆ܲ 0.208∆ܲ 0.211∆ܲ 
߬ெ 1.03 ൈ 10ିଶ∆ܲ  1.05 ൈ 10ିଶ∆ܲ 1.41 ൈ 10ିସ∆ܲ  1.44 ൈ 10ିସ∆ܲ
߬௧௢௧௔௟ 0.0563∆ܲ 0.0572∆ܲ 0.208∆ܲ 0.212∆ܲ 
ωR 0.8167  0.8167 0.9993 0.9993
 
 
Figure 5.11 and Figure 5.12 show the comparisons of the model-computed curves for five 
ୣݎ ୤୤,୦ୟ୸ୣ cases with the P10/IPP limb-darkening curves in red-channel for the STrZ and the SEBn, 
respectively. In the fitting process, data points too close to the limb or to the terminator (shown by 
triangles in Figure 5.11 and Figure 5.12) are null weighted because inaccuracy of the plane-parallel 
approximation is expected to be significant for such geometries (the criterion we use is that either ߤ଴ 
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or ߤ is smaller than 0.15). Such treatment actually excludes all data points for the STrZ at the solar 
phase angle of 150° from the evaluation of the goodness of fit, although only one data point for the 
SEBn passes this criterion. The best-fit values of ߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ, together with ܨ୮ for each 
ୣݎ ୤୤,୦ୟ୸ୣ case in the Red/STrZ data set and the Red/SEBn data set are tabulated in Table 5.5 and 
Table 5.6, respectively. We find that the best-fit models are obtained with ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm and ܨ୮ 
= 72.3, regardless of regions. In two data sets, the ߯ଶ value monotonically decreases with increasing 
ୣݎ ୤୤,୦ୟ୸ୣ. The best-fit values of ߱ୡ୪୭୳ୢ (= 0.996) and ߬୦ୟ୸ୣ (= 0.15) at ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm for the 
STrZ are within acceptable ranges mentioned in previous studies. In the case of the SEBn, although 
the best-fit value of ߱ୡ୪୭୳ୢ (= 0.988) is somewhat lower than those deduced from previous studies 
(e.g., 0.991 in Tomasko et al., 1978), such adjustment of variable parameters is likely to be required 
for reproducing the limb-darkening curves because the shape of our Mie scattering phase function is 
quite different from that of the Pioneer HG function as discussed in Section 5.1.1. Rather, such 
difference tells us how the scattering phase functions of aerosols have impact on determining other 
variable parameters. As Figure 5.11 and Figure 5.12 show, our best-fit Mie scattering phase 
functions reproduce the P10/IPP observations in red-channel for both regions well in spite of a gap of 
27 years between the Pioneer 10 and the Cassini observations. 
  From these analyses of the P10/IPP red-channel data as well as the Cassini ISS CB2 data, it is 
found that large haze particles are needed to improve the model’s fit for the near-limb points at high 
solar phase angles (109°, 120°, and 127°). Furthermore, at a solar phase angle of 150°, a remarkable 
dependence of ୣݎ ୤୤,୦ୟ୸ୣ can be seen that is not so obvious for the solar phase angle of 140.1° in the 
Cassini ISS data (see Figure 4.4). The modeled reflectivity at the solar phase angle of 150° for the 
STrZ obtained with ୣݎ ୤୤,୦ୟ୸ୣ = 0.1 μm is significantly lower than the observed one, beyond the 
expected errors of the plane-parallel approximation for such geometries (Herman et al., 1994). The 
same holds for the modeled reflectivity at 150° in the Red/SEBn data set. The best-fit cloud model 
with ୣݎ ୤୤,୦ୟ୸ୣ = 0.2 μm for the Red/SEBn data set seems to yield excessively higher reflectivity 
compared with the observations at high solar phase angles (109°, 120°, and 127°) to reach the 
intensity of one data point at 150° which meets the criterion. To reproduce the high reflectivity 
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Table 5.5. The best-fit parameters of the Type II-Mie model for the Pioneer 10 IPP Red/STrZ data set. 
In this demonstration, we use the best-fit Mie scattering phase function for cloud with values of 
݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm. 
The best-fit values 
ݎୣ୤୤,୦ୟ୸ୣ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ܨ୮ ߯ଶ 
0.1 0.9961 0.095 72.3 3.28 
0.2 0.9958 0.039 72.3 3.11 
0.3 0.9958 0.078 72.3 2.48 
0.4 0.9959 0.119 72.3 2.13 
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α = 23 [deg] α = 34 [deg]
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Figure 5.11. The comparisons of the best-fit modeled limb-darkening curves for five different
effective radii of haze ( ୣݎ ୤୤,୦ୟ୸ୣ : 0.1, 0.2, 0.3, 0.4, and 0.5 μm) with the Pioneer 10 IPP
limb-darkening curves in red-channel for the STrZ. This calculation is performed for a demonstration
of the best-fit Mie scattering phase function obtained in this study. Circles and triangles represent the
Pioneer 10 IPP data which are used for the fitting process or not used, respectively. The reflectivity
displayed in the right vertical axis is calculated by dividing the intensity by ܨ୮ = 72.3. 
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Table 5.6. The best-fit parameters of the Type II-Mie model for the Pioneer 10 IPP Red/SEBn data 
set. In this demonstration, we use the best-fit Mie scattering phase function for cloud with values of 
݊୰,ୡ୪୭୳ୢ = 1.80 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm. 
The best-fit values 
ݎୣ୤୤,୦ୟ୸ୣ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ܨ୮ ߯ଶ 
0.1 0.9833 0.000 79.6 44.18 
0.2 0.9803 0.137 79.6 17.17 
0.3 0.9878 0.129 72.3 2.19 
0.4 0.9881 0.114 72.3 1.40 
















































Figure 5.12. Same as Figure 5.11, except for the Red/SEBn data set. The reflectivity displayed in the
right vertical axis is calculated by dividing the intensity by ܨ୮ = 72.3. Thus, the right vertical axis is
not valid for the best-fit models obtained with ୣݎ ୤୤,୦ୟ୸ୣ = 0.1 μm and 0.2 μm cases. 
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We also use the same approach mentioned above for the Blue/STrZ data set and the Blue/SEBn 
data set. In blue-channel, ܨ୮ is allowed to vary from 57.7 to 66.0. In this demonstration, we use the 
best-fit Mie scattering phase function for cloud with values of ݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 
μm and set ݊୧,୦ୟ୸ୣ to 0.0 for both data sets. In the case of the Blue/STrZ data set, we perform an 
additional calculation with the best-fit Mie scattering phase functions for the stratospheric haze 
(݊୧,୦ୟ୸ୣ = 0.04). Figure 5.13 and Figure 5.14 show the comparisons of the observed limb-darkening 
curves in blue-channel for the STrZ with the best-fit modeled curves for each ୣݎ ୤୤,୦ୟ୸ୣ  case 
calculated with a conservative scattering case (݊୧,୦ୟ୸ୣ = 0.0) and an absorbing case (݊୧,୦ୟ୸ୣ = 0.04), 
respectively. The best-fit values of ߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ, together with ܨ୮ for each ୣݎ ୤୤,୦ୟ୸ୣ case in 
two ݊୧,୦ୟ୸ୣ cases are summarized in Table 5.7 and Table 5.8. The comparisons for the Blue/SEBn 
data set are also shown in Figure 5.15 and the best-fit values are listed in Table 5.9. From these 
figures, it is confirmed that our Mie scattering phase functions can reproduce the P10/IPP 
limb-darkening curves in blue-channel as well as red-channel without evident deviations. 
It should be noted that the difference in the modeled reflectivity between two cloud models for the 
Blue/STrZ data set shown in Figure 5.13 and Figure 5.14 is apparent only at a solar phase angle of 
150°. That is, the best-fit modeled reflectivity at 150° calculated with an absorbing case (݊୧,୦ୟ୸ୣ = 
0.04) is significantly lower than that calculated with a conservative scattering case (݊୧,୦ୟ୸ୣ = 0.0). As 
can be seen from Figure 5.13, it is natural that the higher value of ߱୦ୟ୸ୣ (~0.995) obtained from 
their analysis was required to fit the observed reflectivity at 150° since Tomasko et al. (1978) 
included these data in the evaluation of the goodness of fit. At this time, we cannot constrain the 
optical and physical properties of the stratospheric haze well because of two reasons. One is that the 
observed limb-darkening curves obtained by the Cassini ISS are not sensitive to these properties 
enough to constrain them strictly. The other is that the observed limb-darkening curve at 150°, which 
shows the remarkable difference for ୣݎ ୤୤,୦ୟ୸ୣ, prevents us from evaluating this data by the radiative 
transfer calculation based on the plane-parallel approximation. In future, we need to analyze the 
limb-darkening curve at the solar phase angle of 150° obtained from the P10/IPP with a radiative 
transfer model considering the atmospheric curvature effect, in order to obtain more accurate 
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Table 5.7. The best-fit parameters of the Type II-Mie model for the Pioneer 10 IPP Blue/STrZ data 
set. In this demonstration, we use the best-fit Mie scattering phase function for cloud with values of 
݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm, and the functions for haze having conservative scattering 
(݊୧,୦ୟ୸ୣ = 0.0). 
The best-fit values 
ݎୣ୤୤,୦ୟ୸ୣ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ܨ୮ ߯ଶ 
0.1 0.9914 0.080 61.6 2.24 
0.2 0.9873 0.075 66.0 2.13 
0.3 0.9873 0.131 66.0 1.97 
0.4 0.9873 0.156 66.0 2.00 
















































Figure 5.13. Same as Figure 5.11, except for the Blue/STrZ data set. In this calculation, we calculate
the Mie scattering phase function for the stratospheric haze with a value of ݊୧,୦ୟ୸ୣ = 0.0. The
reflectivity displayed in the right vertical axis is calculated by dividing the intensity by ܨ୮ = 66.0.
Thus, the right vertical axis is not valid for the best-fit models obtained with ୣݎ ୤୤,୦ୟ୸ୣ = 0.1 μm case.
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Table 5.8. The best-fit parameters of the Type II-Mie model for the Pioneer 10 IPP Blue/STrZ data 
set. In this demonstration, we use the best-fit Mie scattering phase function for cloud with values of 
݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm, and the functions for haze with a value of ݊୧,୦ୟ୸ୣ = 0.04. 
The best-fit values 
ݎୣ୤୤,୦ୟ୸ୣ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ܨ୮ ߯ଶ 
0.1 0.9883 0.008 66.0 2.89 
0.2 0.9884 0.015 66.0 2.85 
0.3 0.9881 0.011 66.0 2.91 
0.4 0.9880 0.009 66.0 2.92 















































)α = 12 [deg]
α = 23 [deg] α = 34 [deg]
α = 109 [deg] α = 120 [deg]
α = 127 [deg]
α = 150 [deg]
Figure 5.14. Same as Figure 5.11, except for the Blue/STrZ data set. In this calculation, we calculate
the Mie scattering phase function for the stratospheric haze with a value of ݊୧,୦ୟ୸ୣ = 0.04. The
reflectivity displayed in the right vertical axis is calculated by dividing the intensity by ܨ୮ = 66.0. 
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Table 5.9. The best-fit parameters of the Type II-Mie model for the Pioneer 10 IPP Blue/SEBn data 
set. In this demonstration, we use the best-fit Mie scattering phase function for cloud with values of 
݊୰,ୡ୪୭୳ୢ = 1.85 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm. 
The best-fit values 
ݎୣ୤୤,୦ୟ୸ୣ [μm] ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ܨ୮ ߯ଶ 
0.1 0.9211 0.285 66.0 34.5 
0.2 0.930 0.132 66.0 1.29 
0.3 0.933 0.121 66.0 1.48 
0.4 0.933 0.144 66.0 1.53 
















































α = 12 [deg]
α = 23 [deg] α = 34 [deg]
α = 109 [deg]
α = 120 [deg]
α = 127 [deg]
α = 150 [deg]
Figure 5.15. Same as Figure 5.11, except for the Blue/SEBn data set. The reflectivity displayed in
the right vertical axis is calculated by dividing the intensity by ܨ୮ = 66.0. 
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5.4. Limitation of the Pioneer HG function 
Because the solar phase angle coverage of the Cassini ISS data is more uniform than the P10/IPP 
data (Table 5.10), it is possible to test the Pioneer HG function against the Cassini ISS 
limb-darkening curves. For this validation, we perform the radiative transfer calculations using the 
same configuration in the Type II model of Tomasko et al. (1978) (hereafter Type II-HG model). No 
modification is made to the scattering phase functions for both cloud and haze. Parameters for the 
Type II-HG model are summarized in Table 5.11. For the Type II-HG model, we search for the 
best-fit combination of two free parameters, ߬୦ୟ୸ୣ and ߱ୡ୪୭୳ୢ, in the same manner as described in 
Section 3.4. In this validation, we conduct this test only for the CB2/STrZ data set. 
 
Table 5.10. Solar phase angle coverage of the Cassini ISS and the Pioneer 10 IPP observations. The 
Cassini ISS data used in Case 1 and Case 2 are represented by circles. 
Cassini’s solar phase angle αCୟୱୱ୧୬୧  
Similar solar phase angle αPଵ଴ 
by the Pioneer 10 observations 
(αPଵ଴ = αCୟୱୱ୧୬୧ ± 10°) 
Case 1 Case 2 
3.7° 12° ○ ○ 
12.6° 12° ○ ○ 
18.8° 12°, 23° ○ ○ 
53.6°  ○  
71.2°  ○  
90.1°  ○  
98.8° 109° ○  
107.7° 109° ○ ○ 
120.6° 120°, 127° ○ ○ 
127.9° 120°, 127° ○ ○ 
136.3° 127° ○ ○ 
140.1° 150° ○ ○ 
 
 
Table 5.11. Model parameters for the Type II-HG model. 
Layer Parameter Values References 
Stratospheric haze ߬୦ୟ୸ୣ variable  
 ߱୦ୟ୸ୣ ≥ 0.95 Tomasko et al. (1978) 
 HܲGሺ߆ሻ single HG function: ݃ = 0.75 Tomasko et al. (1978) 
Semi-infinite cloud ߬ୡ୪୭୳ୢ 128  
 ߱ୡ୪୭୳ୢ Variable  
 DܲHGሺ߆ሻ double HG function: ሺ݂, ݃ଵ, ݃ଶሻ = (0.938, 0.80, –0.70) Tomasko et al. (1978) 
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Figure 5.16 shows the best-fit models with the Cassini ISS limb-darkening curves at 12 solar 
phase angles. Even with variations of ߱୦ୟ୸ୣ (= 0.96, 0.97, 0.98, 0.99, and 1.00), in addition to the 
nominal value (߱୦ୟ୸ୣ  = 0.95) of Tomasko et al. (1978), none of these models satisfactorily 
reproduces the Cassini ISS observations. The modeled limb-darkening curves at small solar phase 
angles (3.7°, 12.6°, and 18.8°) are steeper than observed curves for all ߱୦ୟ୸ୣ cases. The peak values 
of the modeled limb-darkening curves are also significantly higher than those observed at several 
solar phase angles (3.7°, 12.6°, 18.8°, 120.6°, 127.9°, 136.3°, and 140.1°). The best-fit parameters 
(߱ୡ୪୭୳ୢ and ߬୦ୟ୸ୣ) and ߯ଶ value for six different ߱୦ୟ୸ୣ cases are summarized as “Case 1” in 
Table 5.12. 
The above result seems to be quite puzzling, as newly derived Mie scattering phase functions are 
able to reproduce both the Cassini ISS CB2 data and the P10/IPP red-channel data as demonstrated 
in Section 5.3. Therefore, we are motivated to make the Cassini ISS data as similar to the P10/IPP 
data as possible by selecting eight solar phase angles (3.7°, 12.6°, 18.8°, 107.7°, 120.6°, 127.9°, 
136.3°, and 140.1°) as listed in Table 5.10. The data at the other four solar phase angles are 
null-weighted in the evaluation of ߯ଶ. We name this experiment “Case 2”. The model calculation 
results are shown in Figure 5.17, and the best-fit parameters and ߯ଶ values are presented in Table 
5.12. Surprisingly, the selected limb-darkening curves, especially those at small solar phase angles 
(3.7°, 12.6°, and 18.8°), are better reproduced in Case 2 than Case 1. With the best-fit model, the 
calculated limb-darkening curves at the other solar phase angles (53.6°, 71.2°, 90.1°, and 98.8°), 
which are not used in the ߯ଶ  evaluation, are also presented in Figure 5.17. The calculated 
reflectivities at these solar phase angles are found to be systematically lower than the observed ones 
by 5–10%, which cannot be explained by the uncertainty of reflectivity of the Cassini ISS data. 
 
Table 5.12. The best-fit models of the Type II-HG model for Case 1 and Case 2. 
߱୦ୟ୸ୣ Case 1 Case 2
* 
߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯ଶ ߱ୡ୪୭୳ୢ ߬୦ୟ୸ୣ ߯ଶ 
0.95 0.9996 0.60 12.49 0.9983 0.39 7.62 
0.96 0.9994 0.65 10.32 0.9981 0.40 6.22 
0.97 0.9991 0.65 9.41 0.9976 0.39 5.64 
0.98 0.9987 0.61 9.85 0.9972 0.37 5.84 
0.99 0.9981 0.54 11.39 0.9967 0.33 6.60 
1.00 0.9977 0.47 13.62 0.9962 0.29 7.71 
* In Case 2, we conduct the fitting process with selected limb-darkening curves at eight solar phase angles. 
Note that ߯ଶ values for Case 2 are calculated with equations (3.68) and (3.69) for ݊ = 8. 
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Figure 5.16. The best-fit models of the Type II-HG model (Case 1). The Pioneer HG functions are
directly applied to scattering of the stratospheric haze and cloud particles. The dependence of single
scattering albedo of the stratospheric haze (߱୦ୟ୸ୣ: 0.95–1.0) is also investigated. 
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Figure 5.17. The best-fit models of the Type II-HG model (Case 2). In Case 2, we conduct the fitting
process using the Cassini ISS limb-darkening curves at eight solar phase angles (3.7°, 12.6°, 18.8°,
107.7°, 120.6°, 127.9°, 136.3°, and 140.1°) which give similar coverage for solar phase angles as the
Pioneer 10 IPP observations. The limb-darkening curves at the other solar phase angles with a single
underline (53.6°, 71.2°, 90.1°, and 98.8°) are also calculated with the best-fit values of ߱ୡ୪୭୳ୢ and
߬୦ୟ୸ୣ. 
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These results strongly suggest the following: 
(1) In the overlapping solar phase angles (small solar phase angles: 3.7°–18.8° and large solar 
phase angles: 107.7°–140.1°), the characteristics of limb-darkening curves obtained by the 
Cassini ISS CB2 seem to be similar to those (small solar phase angles: 12°–34° and large 
solar phase angles: 109°–150°) obtained by the P10/IPP red-channel; 
(2) Because of (1), the Pioneer HG function can roughly reproduce the Cassini ISS data at such 
solar phase angles; however, 
(3) The Pioneer HG function is not compatible with the Cassini ISS data at intermediate solar 
phase angles (53.6°–98.8°). 
 
Tomasko et al. (1978) claimed that their scattering phase functions were much better constrained 
compared to their preliminary analysis (Tomasko et al., 1974) with only the 34° and 109° subset of 
the P10/IPP data. However, based on the above examinations, we conclude that the lack of 
information between 34° and 109° has likely given the Pioneer HG functions an incompatible shape 
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Summary and conclusion 
 
 
  In order to derive the scattering properties of aerosols in the Jovian upper troposphere and 
stratosphere observationally, we have analyzed new and high-quality imaging data during the Cassini 
flyby of Jupiter (October 2000–March 2001) by utilizing its onboard Imaging Science Subsystem 
(ISS). The Cassini data, covering a wide range of solar phase angles (0°–140°), provide the first 
opportunity to improve observationally-based scattering phase functions for the Jovian aerosols since 
Tomasko et al. (1978) derived those from the Pioneer 10 Imaging Photopolarimeter (IPP) data. 
  In this thesis, we present the analysis results of four sets of limb-darkening curves extracted along 
a bright zone (the South Tropical Zone: STrZ) and a dark belt (the north component of the South 
Equatorial Belt: SEBn) from Jovian images in BL1 (effective wavelength: 455 nm) and CB2 
(effective wavelength: 750 nm). The advantages of the Cassini data sets used in this study over the 
Pioneer 10 data sets are as follows: 
 the Cassini data sets were taken at a constant gain setting for all solar phase angles, which is 
theoretically free from unwanted photometric inconsistency due to cross-calibration of the data 
acquired at different settings like the Pioneer 10 data; 
 the transmission bandwidth of the Cassini ISS CB2 filter is so narrow that we can infer more 
monochromatic optical properties of aerosols, which is suitable for applying the Mie scattering 
theory, than the Pioneer 10 IPP red-channel (660 nm) data; 
 the Cassini data sets have a better solar phase angle coverage with much smaller gap in solar 
phase angles (19°–54°) than the Pioneer 10 IPP’s larger gap (34–109°), although the largest 
available solar phase angle of the Pioneer 10 data (150°) surpasses the Cassini data (140.1°) by 
10 degrees. 
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  To explain the solar phase angle behaviors of limb-darkening curves for each data set, we perform 
the radiative transfer calculations with a simple cloud model and the Mie scattering theory applied to 
scattering of aerosols (Type II-Mie model), and successfully derive the scattering properties of 
aerosols for all data sets. The major findings of this thesis are described as the answers to the major 
questions listed in Section 1.4. 
 
(1) What optical and physical properties does the tropospheric haze have? 
(Instead of the term “the tropospheric haze”, we use the term “cloud” in Chapter 3–5.) 
 The best-fit effective radius of cloud, ୣݎ ୤୤,ୡ୪୭୳ୢ is optimized at two different values, depending 
on the wavelength (not on the region): ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.3 μm in CB2 and ୣݎ ୤୤,ୡ୪୭୳ୢ = 0.2 μm in 
BL1. These values are in good agreement with those inferred from previous studies (Sromovsky 
and Fry, 2010a, 2010b) for the diffuse and ubiquitous layer of small particles in the upper 
troposphere as described in the synthesis works by West et al. (1986, 2004). 
 The best-fit values of the real part of the refractive index of cloud, ݊୰,ୡ୪୭୳ୢ are 1.85 for all data 
sets except for the CB2/SEBn data set (݊୰,ୡ୪୭୳ୢ = 1.8). Such values of ݊୰,ୡ୪୭୳ୢ are found to be 
significantly higher than experimental values of ݊୰ for NH3 ice particles (݊୰ ~ 1.4) measured 
by Martonchik et al. (1984). This strongly suggests that the primary constituent of the 
tropospheric haze would not be pure NH3 ice. This suggestion does not conflict with lack of 
spectrally identifiable ammonia clouds (SIACs) (Baines et al., 2002) and source of the 3-μm 
absorption anomaly (Sromovsky and Fry, 2010a, 2010b) inferred from near-infrared spectra. 
What actually eliminates the spectral signature of NH3 ice around the 3-μm wavelength, despite 
the fact that significant depletion of NH3 vapor has been observed for pressure levels of visible 
cloud layer, is unclear at this moment. The high real refractive index obtained in this study may 
hint at the composition of cloud particles for further studies. 
 
(2) What cause the visual difference between two distinctly-different bands: zones and belts? 
 As described above, the scattering properties of cloud particles for both the STrZ and the SEBn 
are found to show much the same characteristics, which suggests that the cloud particles 
themselves are less likely to be related to the visual difference between the zones and belts. 
 We find that only the single scattering albedo of cloud (߱ୡ୪୭୳ୢ) shows a remarkable difference 
between two regions (߱ୡ୪୭୳ୢ gets a higher value for the STrZ than that for the SEBn). Particles 
in cloud layer for the SEBn (1 െ ߱ୡ୪୭୳ୢ = 0.031) absorb about ten times as many photons as 
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those for the STrZ (1 െ ߱ୡ୪୭୳ୢ = 0.0035) in BL1, while particles for the SEBn (1 െ ߱ୡ୪୭୳ୢ = 
0.0068) absorb twice as many photons as those for the STrZ (1 െ ߱ୡ୪୭୳ୢ = 0.0032) in CB2. We 
conclude that only ߱ୡ୪୭୳ୢ is one key parameter which causes the visual difference between the 
zones and belts. Our results support the idea proposed by West et al. (1986). Such difference in 
absorption would be likely to be due to chromophores (unknown coloring agents) since all of 
condensate clouds predicted from thermochemical equilibrium theory and photochemically 
produced stratospheric haze are white at visible wavelengths. 
 Our results do not rule out the opposite view proposed by Banfield et al. (1998) and Sromovsky 
and Fry (2002) who argued from their analyses that visual difference at near-infrared 
wavelengths was primarily due to the optical thickness variations of the tropospheric cloud. 
 
Along with these major findings, although the optical and physical properties of the stratospheric 
haze are not well constrained, we find several key characteristics of the stratospheric haze. 
 From the analysis of the CB2/STrZ data set, the large haze particles (ୣݎ ୤୤,୦ୟ୸ୣ = 0.5 μm) are 
preferred to improve the model’s fit either for the near-limb points in most solar phase angles or 
for higher reflectivity seen at the two largest solar phase angles. The deduced particle size is 
consistent with those inferred from previous studies (Tomasko et al., 1986; Rages et al., 1999). 
The need for strongly forward scattering (large) particles is also suggested by the Pioneer 10 IPP 
data at a high solar phase angle of 150° (Tomasko et al., 1978). 
 The large value (≥0.04) of the imaginary part of the refractive index, ݊୧,୦ୟ୸ୣ is required to 
reproduce the BL1/STrZ data set well. This value is in good agreement with that (= 0.02 for 440 
nm) adopted by West (1988) based on the study of Tomasko et al. (1986). This requirement 
becomes less important for fitting the CB2/STrZ data set. 
 The characteristic common to all data sets is that the stratospheric haze is optically thin (߬୦ୟ୸ୣ = 
0.06 even at the optically thickest case for the CB2/STrZ data set). Our results are consistent 
with those inferred from previous studies (Smith, 1980; Simon-Miller et al., 2001). Conversely, 
we find that there are a considerable gap in the value of ߬୦ୟ୸ୣ between ours and those deduced 
from previous studies in which the Pioneer HG functions were used to reproduce the 
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(3) Can new scattering phase functions for aerosols reproduce other photometric data? 
 It is demonstrated that the best-fit Mie scattering phase functions obtained from all data sets can 
reproduce the Pioneer 10 observations well in spite of an interval of 27 years between the 
Pioneer 10 and the Cassini observations. These Mie scattering phase functions can be used at 
other wavelengths for determination of vertical cloud structure. 
 We find that the limb-darkening curve at a solar phase angle of 150° is significantly sensitive to 
the properties of the stratospheric haze, yet we cannot accurately assess this data by a radiative 
transfer calculation based on the plane-parallel approximation. 
 
(4) Can conventional scattering phase functions for aerosols also reproduce new Cassini 
imaging data? 
 The Mie scattering phase functions for NH3 ice particles (݊୰ ~ 1.4, much smaller than our 
best-fit value, 1.85) do not reproduce the Cassini observations in any of the assumed cloud 
model cases. 
 Taking the CB2/STrZ data set as an example, we show that the Pioneer HG function does not 
reproduce the Cassini limb-darkening curves obtained at wide solar phase angles in spite of 
using the same model as Tomasko et al.’s (Type II-HG model). This is attributed to 
under-constraint of the Pioneer HG function, due to lack of information in the intermediate solar 
phase angle range (34°–109°). 
 
As stated above, this thesis succeeds in providing new insights into the optical and physical 
properties of aerosols in the Jovian upper troposphere and stratosphere. By the contribution of this 
thesis, we now have a set of reliable baseline scattering phase functions that can be used to interpret 
the ever-changing appearance of Jovian clouds as changes of the vertical cloud structure and/or 
distribution of chromophores in the atmosphere. A part of this study is already submitted by Sato et 
al. (2011) for publication. 
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  The study conducted in this thesis has a potential to be further expanded and improved by using 
other data sets obtained by the Cassini ISS, along with those obtained by the ground-based telescopes 
and the HST and by developing more universal radiative transfer code. In this chapter, we briefly 
summarize the future directions of this study. 
 
 
(1) Further analysis with the Cassini ISS data obtained by CH4 band and UV filters 
  In this thesis, we succeeded in obtaining scattering properties of aerosols in the Jovian upper 
troposphere and stratosphere. We also clarified the primary cause of visual difference between two 
distinctly-different bands. In contrast, the optical and physical properties of the stratospheric haze 
were not well constrained even by the limb-darkening curves in BL1 and CB2 obtained at a wide 
variety of solar phase angles. In addition, we could not extract any information on the vertical 
distribution of aerosols from these data sets used in this thesis (this is, of course, because we chose 
such data sets to deduce the scattering properties without ambiguity due to the effect of other cloud 
model parameters). To obtain the above information, it is essential to analyze CH4 band and UV 
images obtained by the Cassini ISS. During the Cassini flyby of Jupiter, the Cassini ISS took a set of 
Jovian images mainly with three CH4 band filters (MT1, effective wavelength: 619 nm; MT2, 727 
nm; and MT3, 889 nm) and a UV filter (UV1, 264 nm). It is worth noting that the Cassini ISS 
provided for the first time these images at a wide variety of solar phase angles with fine sampling 
interval. Since the strengths of absorption in three CH4 band filters are greatly different from one 
another, the limb-darkening curves extracted from these images enable us to deduce the vertical 
aerosol distributions in the Jovian upper troposphere and stratosphere. In addition, because the 
sensing altitudes vary with solar phase angles at which images are obtained, the data set consisting of 
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three CH4 band images taken from wide solar phase angles will constrain the cloud model more 
strictly than ever before. Furthermore, because of the opacity due to the Rayleigh scattering, the 
optical and physical properties of the stratospheric haze can be extracted from UV images. An 
analysis of solar phase angle behavior of limb-darkening curves should constrain the particle size and 
the complex refractive index of the particle in the stratosphere. 
 
(2) Reanalysis of the published data obtained by ground-based telescopes and the Hubble 
Space Telescope 
  As remarked in Section 5.1.4, the optical thickness of the stratospheric haze deduced from 
previous studies in which the Pioneer HG functions were used to reproduce the ground-based 
photometric data, is approximately ten times as thick as those obtained from this study. In this thesis, 
we suggested that such discrepancy would be likely due to the difference in the amplitude of 
backward scattering between two different scattering phase functions. To make sure of this 
hypothesis, we need to analyze the published CH4 band photometric data obtained by ground-based 
and Earth-orbit telescopes. It is suitable to use the data obtained by the HST because these data are, 
of course, unaffected by weather and do not contain the ambiguity due to different observational 
system and data reduction process. An analysis of the HST data with our Mie scattering phase 
functions will give us “true” spatial and temporal variations of vertical cloud structure in the Jovian 
atmosphere. 
 
(3) Improvement of our radiative transfer code 
 Our radiative transfer code was developed based on the plane-parallel approximation. It means 
that we cannot use the data points to close to the limb or to the terminator for constraint of cloud 
model parameters. As mentioned before, the limb-darkening curve at a solar phase angle of 150º is 
significantly sensitive to the properties of the stratospheric haze. The further development of a 
radiative transfer code considering the atmospheric curvature effect will enable us to obtain more 
accurate information on the optical and physical properties of the stratospheric haze. Furthermore, 
there are several interesting research themes we cannot conduct with a radiative transfer code based 
on the plane-parallel approximation. For example, the UV and near-infrared limb images obtained by 
Venus Monitoring Camera (VMC) on board Venus Express have a wealth of information on vertical 
distribution of unknown UV absorber and aerosols. Especially, the accurate vertical distribution of 
unknown UV absorber and their latitudinal and longitudinal dependences will give us a clue to the 
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nature of such absorber. 
 
(4) Application of our approach to other planets and Titan 
 As described in this thesis, the analysis of solar phase angle behavior of limb-darkening curves is 
one of the powerful tools in remote sensing for deducing the scattering properties of aerosols in the 
top-most layer. The same approach used in this thesis can also be directly applied to other planets 
and Titan that have atmosphere. As a first step, we will apply this approach to the Saturnian 
atmosphere because the Cassini ISS has recorded huge volumes of the Saturnian images since its 
Saturn orbit insertion (July 2004). Before now, Tomasko and Doose (1984) derived the scattering 
phase functions of aerosols in blue- and red-channels for a zone and a mid-latitude belt from the 
Pioneer 11 IPP data at solar phase angles in the range from 9º to 150º. Compared with Jovian 
photometric data obtained by the Pioneer 10 IPP, this data have relatively small gap in solar phase 
angle. It is expected that the above scattering phase functions for the Saturnian aerosols are more 
constrained compared with those for the Jovian aerosols (i.e., Pioneer HG functions). NH3 ice is also 
believed to compose the visual cloud layer in the Saturnian atmosphere. What optical and physical 
properties does such cloud layer have, same as those of Jupiter or not? In addition, the remarkable 
color difference in visual cloud layer between Jupiter and Saturn should be caused by the difference 
of single scattering albedo of cloud. How is the wavelength dependence of such parameter different 
from each other? The detailed comparison of these parameters based on the data obtained by the 
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