We study Galois descents for categories of mixed Tate motives over ON [1/N ], for N ∈ {2, 3, 4, 8} or ON for N = 6, with ON the ring of integers of the N th cyclotomic field, and construct families of motivic iterated integrals with prescribed properties. In particular this gives a basis of honorary multiple zeta values (linear combinations of iterated integrals at roots of unity µN which are multiple zeta values). It also gives a new proof, via Goncharov's coproduct, of Deligne's results ([8]): the category of mixed Tate motives over
Introduction
The goal of this paper is to study the Galois action on the motivic fundamental groupoid of P 1 \ {0, µ N , ∞} for some particular values of N : N ∈ 2 a , 3 b , a + 2b ≤ 3 . For N fixed ∈ {1, 2, 3, 4, 6, 8}, let k N = Q(ξ N ), where ξ N ∈ µ N is a primitive N th root of unity, and O N is the ring of integers of k N . The subscript or exponent N will be omitted when it is not ambiguous.
Recall that multiple zeta values relative to µ N (periods of the corresponding motivic multiple zeta values) are given by the coefficients of a version of Drinfeld's associator, which are explicitly:
, ǫ i ∈ µ N , (x p , ǫ p ) = (1, 1).
The weight is ω = x i and the depth is p. Denote by Z N the Q-vector space spanned by these multiple zeta values at arguments x i ∈ N,ǫ i ∈ µ N . In the case N = 2, ǫ i ∈ {±1}, we simplify the notation:
ζ (z 1 , . . . , z p ) where z i ∈ Z * corresponds to
We will consider the motivic versions of those multiple zeta values, denoted ζ m which span the Q-vector space of motivic multiple zetas relative to µ N , denoted H N . There is a surjective homomorphism called the period map (conjectured to be an isomorphism)
Furthermore, H N is an Hopf comodule with an explicit coaction ∆ given by Goncharov ([11] ) and extended by F. Brown ([4] ). And for each N, N ′ with N ′ |N there are Galois groups G N acting on H N and Galois descents determined by this coaction: In the special case N = 6, the category considered will be MT 6 := MT (O 6 ), the Tannakian category of unramified mixed Tate motives over O 6 . Denote by G MT = G m ⋉ U MT its Tannaka group (c.f. [16] ) with respect to the canonical fiber functor (cf. below) which is defined over Q and by A MT = O(U MT ) its fundamental Hopf algebra and by H MT ⊂ O(G MT ) = A MT ⊗ Q Q[t, t −1 ] free A MT -comodule::
Outlines of Results
There is a notion of motivic multiple zeta values (cf. below) which form an algebra H N which embeds non canonically into H MT N with (2iπ) m → t. For those specific values of N , its is an isomorphism (by F. Brown for N = 1 and for N = 2, 3, 4, 6, 8 by Deligne [8] or by the theorems which follow). For the sake of the introduction, we will sometimes write H and forget the distinction.
We define recursively on i increasing motivic filtrations on H, called motivic levels, F , can be seen as the i th space of higher ramifications corresponding to generalised Galois descents. The associated quotients will be denoted:
The exponent k N /k N ′ , M/M ′ if not ambiguous will be omitted when we look at a specific descent.
Example, for N = 2: The action of the Lie algebra of the Galois group factors through certain operators D 2r+1 which are obtained from the formula for the coaction ∆ by restricting the left hand side to weight 2r + 1. The Galois descent between H MT 2 and H MT 1 is then measured by D 1 , that is to say:
Motivic Euler sums belonging to the 0 th -level of this filtration are called honorary motivic multiple zeta values and are in H MT 1 . Some of these periods have been studied notably by D. Broadhurst (cf. [5] ).
Some of our results (if we restrict to the 0 th level of the filtrations) can be illustrated by the following diagrams:
The cases N = 2, 4, 8 
The framed spaces H
··· appearing in these diagrams are not known to be associated to a fundamental group and there is presently no other known way to construct those periods. For instance, we obtain by descent, a basis for H MT (Z[ More precisely, for N ∈ {2, 3, 4, 6, 8}, we define a particular family B of motivic multiple zeta values relative to µ N with different notions of level on the basis elements, one for each Galois descent, with ξ N ∈ µ N primitive:
Denote H B ⊂ H the Q-vector space spanned by these elements and B n,p,i the subset of the motivic multiple zeta values in the basis with weight n, depth p and level i.
Examples:
• For N = 2, the basis for the motivic Euler sums:
The level is defined to be the number of y ′ i s equal to 0.
• For N = 4, • For N = 8 the level includes the number of ǫ
The previous quotients H ≥i , respectively filtrations F i , will match with the sub-families restricted to the level B n,p,≥i , respectively B n,p,≤i . Indeed, we first prove the following theorem, for N fixed ∈ {2, 3, 4, 6, 8}:
The linear independence is obtained by computing the coaction and an argument involving 2 or 3 adic properties of the coaction on this basis. The fact that B n,·,≥i spans H ≥i,MT n follows from counting dimensions. It generalizes in particular (by setting i = 0) a result of P. Deligne ([8] NB: For N = 6 the result remains true if we restrict to iterated integrals relative not to all 6 th roots of unity but only to those relative to primitive roots.
The Theorem 1.1 gives bases for the quotients, but the next goal is to construct basis for the filtrations spaces F i themselves.
Indeed, we have the two following exact sequences in bijection:
The second exact sequence is split; B n is a basis of H n and B n,·,≥i+1 a basis of H ≥i+1 n as a consequence of theorem 1.1. The first exact sequence is then also split so we can express a basis of F i H n in terms of elements x ∈ B n,·,≤i , each corrected by an element denoted cl(x) of V ect Q (B n,·,≥i+1 ), as the following theorem states. More precisely, we define a map cl n,p,≥i+1 : V ect Q (B n,p,≤i ) → V ect Q (B n,p,≥i+1 ) as the composite:
By iterating the process for the elements of depth smaller than p, we define similarly a map: , of motivic multiple zeta values relative to µ N ′ is formed by motivic multiple zeta values relative to µ N ∈ B N of level 0 each corrected by a Q-linear combination of motivic multiple zeta values relative to µ N of level greater than or equal to 1:
The period map induces a corresponding result for a generating family for MZVs relative to µ N ′ .
Example, for N = 2: A basis for honorary motivic multiple zeta values is formed by:
s , q ≤ p with at least one of the y i 's equal to 0.
Remarks:
• Recall that each basis with motivic multiple zeta values at roots of unity gives a generating family for (simple) multiple zeta values at roots of unity, by the period map.
• Descent can be calculated explicitly in small depth, less than or equal to 3, as we will explain in the last section. For instance, for N = 2, the following linear combination is a honorary motivic MZV:
In the general case, we could make the part of maximal depth of cl(x) explicit (by inverting a matrix with binomial coefficients) but the motivic methods do not enable us to describe the other coefficients for terms of lower depth.
Contents
The second section provides some generalities and definitions about motivic multiple zeta values at roots of unity, motivic iterated integrals and the infinitesimal coactions, used for our proofs. The third section details the proof of the case N = 2. The fourth section focus on the other cases N = 3, 4 resp. N = 6 and N = 8, highlighting the main differences with the case N = 2, omitting the details. The last section provides some explicit examples in small depths (2 and 3) for N = 2, 3, 4, 6, 8.
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2 Comodule of Motivic multiple zeta values at roots of unity
Motivic periods and motivic MZVs
Recall that MT N is a Tannakian category equipped with a weight filtration W r indexed by even integers such that gr
is a sum of copies of Q(r) for M ∈ MT N . This defines a canonical fiber functor:
We also have a Betti fiber functor, which depends on the embedding σ : k N ֒→ C (fixed here):
There are canonical comparison isomorphisms between those functors denoted by comp B,dR :
The motivic Galois groups are defined by G B := Aut ⊗ (ω B ) and G := Aut ⊗ ω and P ω,B := Isom(ω B , ω) resp. P B,ω := Isom(ω, ω B ) are (G, G B ) resp. (G B , G) bitorsors.
By the Tannakian dictionnary, MT N is equivalent to the category of representations of G, which decomposes as G MT = G m ⋉ U, where U is a pro-unipotent group scheme defined over Q.
Dimensions
The algebraic K-theory will provide an upper bound for the dimensions of motivic periods. Indeed, it is proved (with the results of Beilinson and Borel, cf. [10] , and Levine, [14] ) that:
Let p(N ) denote the number of prime factors of N and ϕ Euler's indicator function. By Borel, for M |N (cf. [2] ):
and n odd , (n, N ) = (1, 1). 0 if N = 1 or 2, and n even .
Let L ∧ denote the completion of the pro-nilpotent graded Lie algebra of the pro-unipotent group U (defined by a limit); L ∧ is free since Ext 2 = 0 and graded with positive degrees from the G m -action. Furthermore:
Hence:
Remark: Recall that if L is the free Lie algebra generated by e 0 , e η , η ∈ µ N , the enveloping algebra U (L) is the associative free Lie algebra Q < e 0 , (e η ) η∈µN >, the completed enveloping algebra of the completed Lie algebra U ∧ (L ∧ ) is Q << e 0 , (e η ) η∈µN >>, the set of associative formal series, and the topological dual of U ∧ (L ∧ ) is then a tensor algebra.
Hence, for N > 2, A MT is a cofree commutative graded Hopf algebra cogenerated by
, where n indicates the weight, and the Hilbert series:
Lemma 2. 
Hence the Hilbert series for the dimensions of H MT N is:
Examples:
Fundamental groupoid and motivic periods Let Π 0,1 := π
Rham realisation of the motivic torsor of paths from 0 to 1 (with tangential basepoints given by the tangent vectors 1 at 0 and −1 at 1) on P 1 − {0, µ N , ∞}. It is the following functor:
the set of non-commutative formal series with N +1 generators which are group-like for the completed coproduct for which e i are primitive. It is dual to the shuffle ¡ relation between the coefficients of the series S. Its affine ring of regular functions is O(Π 0,1 ) ∼ = Q e 0 , (e η ) η∈µN , which is a graded algebra for the shuffle product ¡.
Denote by MT ′ N the full Tannakian subcategory of MT N generated by the motivic fundamental groupoid of P 1 \ {0, µ N , ∞}, (with tangential basepoints given by the tangent vectors 1 at 0 and −1 at 1). Denote also by G = G
its fundamental Hopf algebra and L := A >0 /A >0 · A >0 the Lie coalgebra of indecomposable elements. We denote by H N ⊆ O(P B,ω ) the space of motivic multiple zeta values relative to µ N as defined below.
A motivic period in a tannakian category of mixed Tate motives M is (cf.
v,σ ∈ O(P B,ω ) can be seen as a function on P B,ω : 
The space H is a quotient of O(Π 0,1 ). To a word w in {0, η ∈µN }, we associate its image I m (0; w; 1) ∈ H, called the motivic iterated integral with the correspondance:
Definition 2.2. The motivic multiple zeta values relative to µ N are defined by:
More generally, we define under the same conditions:
NB: An overline at the end means that the corresponding ǫ i are 1, except the last one which is
. There is a surjective homomorphism called the period map, conjectured to be isomorphism:
Each identity between motivic multiple zeta values at roots of unity is then true for multiple zeta values at roots of unity and in particular each result about a basis with motivic MZVs implies the corresponding result about a generating family of MZVs by application of the period map. Conversely, we can almost lift an identity between MZVs at roots of unity to an identity between motivic ones up to one rationnal coefficient thanks to the coaction (via an analogue of [3] , Theorem 3.3 for roots of unity).
The comodule H N ⊆ O(P B,ω ) embeds, non canonically, into H MT N . We will work in the subcategories MT ′ N , which are equivalent to
′ with N ′ |N , the motivic Galois descent has a parallel for the motivic fundamental group:
Coaction The group G MT N acts on the de Rham realisation Π 0,1 of the motivic fundamental groupoid (cf. Then the combinatorial coaction (on words on 0, η, η ∈ µ N ) induces a coaction ∆ on H, which is explicit (by Goncharov [11] and extended by Brown); the formula being given in a following paragraph.
Properties of motivic iterated integrals
Extend the previous definition of I m (a 0 ; a 1 , · · · a n ; a n+1 ) ∈ H n , with a i ∈ µ N ∪ {0} defined as above if a 0 = 0 and a n+1 = 1, and extend -in an unique way-by the following properties:
(iii) Shuffle product:
(iv) Path composition:
Remark: These relations, for the multiple zeta values relative to µ N , and for the iterated integrals I(a 0 ; a 1 , · · · a n ; a n+1 ) := γ ω a1 · · · ω an+1 , where ω α (t) = dt t−α and γ the straight path from a 0 to a n+1 , are obviously all easily checked, following from the properties of iterated integrals . Remark: Beware, depth is not a graduation. For instance :
In depth 1, it is known for A (cf. P. Deligne and A. B. Goncharov, [10] Theorem 6.8):
Lemma 2.4. The elements ζ a (r; η) are subject only to the following relations in A: Distribution relations:
Conjugation relations:
Remark: The distribution relations for multiple zeta values relative to µ N are the following:
It comes from the following identity:
Infinitesimal coactions
The coaction for motivic iterated integrals is given by the following formula, due to A. B. Goncharov (cf. [11] ) for A and extended by F. Brown to H:
Theorem 2.5. The coaction ∆ : H → A ⊗ Q H is given by the combinatorial coaction ∆ c :
It has a nice geometric formulation, considering the a i as vertices on a half-circle: ∆ c I m corresponds to a sum on all the possible polygons with vertices (a ip ) p (sub-sequence of vertices among the a i ) the product of motivic iterated integrals associated to each arc (between two consecutive vertices, from a ip to a ip+1 ) ⊗ the motivic iterated integrals associated to the polygon vertices.
These maps D r are derivations:
According to the previous theorem, the action of D r on I m (a 0 ; a 1 , · · · a n ; a n+1 ) is:
(2.4) Geometrically, it is equivalent to keep in the previous coaction only the polygon corresponding to an unique cut of interior length r.
A key point is that this action respects the weight grading and the depth filtration:
So let us consider the right-depth-graded part D r,p and define maps that will be particularly useful:
• The map D r,p : gr
• For a suitable η ∈ µ N , D η r is the map gr
where c η,ǫ,r ∈ Q is the coefficient of ζ m (r; η) in ζ m (r; ǫ), well defined for some η cf. the remark below.
Remark Thanks to Deligne and Goncharov's results ( [10] ) in depth 1, we know a basis for gr Using (2.4), we can calculate their action on the motivic iterated integrals:
, with x 0 = 1 we have:
(Type c)
Transposing for the motivic multiple zeta values and using the properties of motivic iterated integrals previously listed, it gives the following lemma:
Remark: The terms of (Type a) correspond to cuts from a 0 to a root of unity, (Type b) from a root of unity to a 0, (Type c) between two roots of unity and (Type d, d') are the cuts ending by the last 1. The terms of (Type d, d') play a particular role since they correspond to deconcatenation for the coaction, and will be our privileged terms since modulo some congruences, we will get rid of the other terms.
3 The case N = 2
Definitions
Define particular families of motivic multiple zeta values relative to µ 2 , and a notion of level and motivic level. NB: Here we have to consider only one Galois descent, from H 2 to H 1 which is reflected by motivic level 0 (usual exponents can be omitted).
Here, the level is defined as the number of x i equal to zero.
· The filtration by the motivic (Q/Q, 2/1)-level,
With F −1 H = 0, the associated graded is denoted: gr i . It's an graded Hopf algebra's filtration:
Remind that H B denote the sub-Q-vector space spanned by B and that in B n,p,i , B n,p,· , B n,·,i , B n,p,≥i the first index denotes the weight, the second the depth and the third the level, possibly indeterminate.
The filtration thus defined also commutes with the increasing depth filtration. Set Z odd = a b , a ∈ Z, b ∈ 2Z + 1 , rationnals having a 2-adic valuation positive or infinite.
Lemma 3.2. The 0 th level of this filtration is isomorphic to the algebra of (honorary) motivic multiple zeta values:
Proof. The first equality follows from the result proved later:
The last equality is due to a recent result of F. Brown ([4] ). In addition, there is an inclusion H N =1 ⊂ F 0 H. Using an equality of dimensions for fixed weight, we can conclude.
Remarks:
• Honorary multiple zeta value have been studied notably by D. Broadhurst. In [5] , there is some examples of honorary multiple zeta values. The methods of this paper enable us also to determine when a multiple zeta value is honorary modulo elements of smaller depth because the criteria given is based on a recursive calculation of D 2r+1 , D 1 (or here depth-graded versions of it). In another paper, we provide infinite families of honorary multiple zeta values up to depth 5 with alternating patterns of odd's or even's.
• We could also have defined this filtration as the biggest filtration generated by the coproduct ∆, such that
• The increasing filtration by the motivic (Q/Q, 2/1)-level is the increasing filtration coming from higher ramification groups. Indeed, F 0 is the set of the invariants under the Galois group
, and similarly F i+1 can be seen as the set of invariants under the i th higher ramification group G i .
• Notice that the increasing or decreasing filtration defined from the number of 1 apparearing in the motivic multiple zeta values is not preserved by the coproduct, since the number of 1 can either decrease or increase (by at the most 1) and is therefore not motivic.
Consider the following quotients: 
Define similarly H ≥i,MT n and H ≥i,B n as the quotient of H B n by the Q-vector space spanned by B n,≤i−1 .
Depth 1
The distribution relation in depth 1 is:
Infinitesimal coactions The formula (2.8) in the case N = 2, for the elements of B,∀r > 0:
As said before, the terms of (Type d, d') play a particular role since they correspond to deconcatenation for the coaction, and will be the terms of minimal 2-adic valuation. D 1,p acts as a deconcatenation on this family:
Results
Let us prove now the following result recursively on the weight, then recursively on the depth, for all i ≥ 0 (if i = 0 the i − 1 appearing have to be replaced by i). 
2. The basis B n,p,≥i defines a Z odd -structure of gr D p H ≥i n , the projection π 0,i : H n → H ≥i n is defined over Z odd according to these structures. That is, each element Z = ζ(2x 1 + 1, · · · , 2x p + 1) ∈ B n,p decomposes in a Z odd -linear combination of B n,p,≥i elements, denoted cl n,p,≥i (Z), plus an element of
It defines, in an unique way, a map:
Proof.
1. By recursion hypothesis (weight being strictly smaller), we know that:
Let M i n,p denote the matrix of ∂ i n,p (x) x∈B n,p,≥i , the image of B n,p,≥i . We easily check by a cardinal calcul that M i n,p is a square matrix. We need to prove invertibility of M i n,p .
We can cut the matrix of ∂ n,p,i in 4 blocks, corresponding at D 1,p respectively D >1,p for the rows (whose image will be in V ect Q (B n−1,p−1,≥i−1 ) respectively ⊕ r≥1 V ect Q (B n−2r−1,p−1,≥i ), and the elements of B n,p,≥i ending by 1, respectively the elements not ending by 1 for the columns. Or, according to (3.2), D 1,p is zero on the elements not ending by 1, and act as a deconcatenation on the others (and the deconcatenation is invertible). Therefore, M i n,p is lower triangular by blocks, the left-upper-block being diagonal invertible. It remains to prove the invertibility of the right-lower-block, corresponding to D >1,p and the elements of B n,p,≥i not ending by 1.
Consider from then onM i n,p , matrix of∂ i n,p which represents ⊕ r>0 2 2r D 2r+1,p , which comes to multiply the rows of M i n,p corresponding to D 2r+1 by 2 2r . Let us prove that it is invertible thanks to 2-adic properties of its elements.
In the formula (3.1) of D 2r+1,p , applied to an element of B n,p,≥i , some terms appear with a number of 1 greater than i but also terms of B n−2r−1,p−1,i−1 , with (i − 1) "1". We will make disappear the latter modulo 2, being 2-adically greater. Using recursion hypothesis for the 2. of the theorem (in weight strictly smaller), we can replace these elements of B n−2r−1,p−1,i−1 in gr p−1 H ≥i n−2r−1 by a Z odd -linear combination of elements in B n−2r−1,p−1,≥i , which do not lower the 2-adic valuation.
Once done, we can construct the matrixM i n,p and examine its entries. Order elements of B on both sides by lexicographic order of its "'reversed"' elements (with for the rows r that represents the last element, i.e. we order the rows first by decreasing weight) inM i n,p ; such that the diagonal corresponds to deconcatenation terms.
Referring to (3.1), we see thatM i n,p has all its entries of 2-adic valuation positive or equal to zero, since the coefficients in (3.1) are integers or of the form 2 −2r Z. If we look only at the terms with 2-adic valuation zero, (which comes to considerM i n,p modulo 2), it only remains in (3.1) the terms of Type d and Type d', that is:
Modulo 2, with the order previously defined, it remains only an upper triangular matrix (δ xp≤r ), with 1 on the diagonal (δ xp=r , deconcatenation terms). Thus, detM i n,p has a 2-adic valuation equals to zero, and in particular can not be zero, that's whyM i n,p is invertible. 2. It follows straight from 1.
Let us however specify the case where Z = ζ(2x 1 + 1, · · · , 2x p + 1) does not end by 1 (and has less than i x j equals to 1, else the assertion is trivial). It is enough to show the existence of a Q-linear combination k α k e k of elements e k ∈ B n,p,≥i such that:
Indeed, we will have:
According to 1., the previous decomposition in upper triangular matrix by blocks of M i n,p following D 1,p and D >1,p , allow us to restrict to elements e k not ending by 1, so that the condition on D 1 will be automatically satisfied and the invertibility ofM i n,p guarantees the existence of such a linear combination. Besides, the coefficients appearing being integers (once multiplication by 2 2r done), and the determinant ofM i n,p being odd according to 1., the coefficients e k will belong to Z odd .
Example, for N = 2: Let us illustrate the proof by an example, for weight n = 9, depth p = 3 and level i = 0. We consider the family B 9,3,≥0 = ζ m (2a + 1, 2b + 1, 2c + 1)ζ m (2) s , a + b + c + s = 3 and denote B j 9,3,≥0 the previous elements corresponding to s = j. Restrict here to the sub-family B 0 9,3,≥0 of B 9,3,≥0 elements for which s = 0. Indeed, ζ m (2) being trivial under the coaction, the matrix M 9,3 is diagonal by blocks following the different values of s and we prove invertibility of each block separately; here we restrict to the block s = 0. The matrixM 9,3 considered shows the coefficients of :
The chosen order for the columns, i.e. the elements ζ m (2a + 1, 2b + 1, 2c + 1), is lexicographic order applied to triplet (c, b, a) . The chosen order for the rows, on (D 2r+1,3 , ζ m (2x + 1, 2y + 1)) is lexicographic order on (r, y, x). Then, with this order, here isM 9,3 modulo 2: 
Notice that the first 4 rows are exact (no need of congruences modulo 2 for D 1 because it acts as a deconcatenation on the base).
Remark: There are the following two exact sequences:
The second exact sequence is split, and B n,p resp. B n,p,≥i are free families of gr
Consequences The corresponding result all depths mixed, whose consequences are stated above:
, on which it defines a Q-structure.
We have the two split exact sequences in bijection:
The basis B n,·,≥i defines a Z odd structure of H ≥i n , the projection π 0,i : H n → H ≥i n is defined over Z odd with regard to these structures. We can define in an unique way, a map cl n,≤p,≥i : V ect Q (B n,p,≤i−1 ) → V ect Q (B n,≤p,≥i ), such that x + cl n,≤p,≥i (x) ∈ F i−1 H n .
3. With these notations, a basis of F i H n is formed by:
Proof.
1. The elements of B n,·,≥i are linearly independant in H ≥i n ⊂ H ≥iMT n according to 1. of the previous theorem. In addition, cardB n,·,≥i = dim H ≥i,MT n , hence the theorem follow, with the equality of inclusions.
2. Indeed, the second exact sequence is obviously split B n,·,≥i+1 being a subset of B n . By 1., B n is a basis of H n and B n,·,≥i+1 is a basis of H ≥i+1 n . Therefore, it gives a map H n ← H ≥i+1 n and split the first exact sequence. The construction of cl(x) is the following: x ∈ B n,·,≤i−1 is sent onx ∈ H ≥i n ∼ = V ect Q (B n,≤p,≥i ) by the projection π 0,i and so x −x ∈ F i−1 H.
3.
We have previously seen, that the elements of the indicated family are linearly independent, and that their cardinal is equal to the dimension of
It gives a basis of F i H n with elements x ∈ B n,·,≤i , each corrected by an element denoted cl(x) of V ect Q (B n,·,≥i+1 ).
Notice that the problem of making cl(x) explicit boils down to the problem of describing the map π 0,i in the bases B.
We also have the following result for the depth-graded: (2) k , k ≥ 0, x i ≥ 0 with same weight.
We deduce also a basis of motivic level-graded: Corollary 3.9. A basis of gr i H n is, with the previous notations:
Proof. Remark that the family:
is also a basis of F i H n , and that it is formed, according to the previous theorem, by a basis of F i−1 H n union a basis of gr i H n .
In particular (with i = 0), it gives the Galois descent from , is formed by terms of B n with 0-level each corrected by linear combinations of elements of B n with level 1: 
Comparison with Hoffman's basis
D 2r+1,p (Z) ⊂ L 2r+1 ⊗ gr D p−1 V ect Q (B Hof f n−2r−1,≤p−1 ) ⊆ Qζ l (2r + 1) ⊗ V ect Q (B 2 ′ n−2r−1,p−1 ).
According to the previous results, there exists
4 The cases N = 3, 4, 8 or 6
Definitions
Levels and Motivic levels Those cases can be handled in a rather similar way to the case N = 2, except that the number of generators is different and that several descents are possible, hence there will be several notions of level and filtrations by the motivic level, one for each descent.
Let us define particular families -future basis-, notion of level on B denoted i and the filtration by the motivic level corresponding denoted F i : Definition 4.1 (For N = 3, 4).
• Family:
• Level:
is defined as the number of x i equals to 1, resp. the number of x i even, resp. the number of even x i or equal to 1.
• Filtrations by the motivic level: With F −1 = 0:
Definition 4.2 (For N = 8).
, is the number of ǫ j equal to −1, resp. plus the number of even x j resp. plus the number of x j equal to 1.
• Filtrations by the motivic level: With F −1 = 0, the increasing filtrations:
The motivic (k 8 /k 4 , 2/2)-level:
The motivic (k 8 /Q, 2/2)-level:
The motivic (k 8 /Q, 2/1)-level:
H and
H . N = 6 ).
Definition 4.3 (For
• Level: The (k 6 /Q, 1/1)-level, denoted i, is defined as the number of even x j .
• Filtration by the motivic (k 6 /Q, 1/1)-level:
NB: In the following results, the index i, in B n,p,i will always refer to the level corresponding to the motivic level filtration considered (fixed for each results).
Remarks:
1. For N = 3, 4, 6, 8, we can see the increasing filtration by the motivic (k N /Q, P/1)-level as an increasing filtration coming from higher ramification groups of Galois group G H N /H 1 . Indeed,
is the set of the invariants under the Galois group
. The case N = 8 has the similar interpretation for the descents with H 2 , H 4 .
2. Notice that the increasing -or decreasing-filtration that we could define by the number of 1 (resp. number of even) apparearing in the motivic multiple zeta values is not preserved by the coproduct, since the number of 1 can either diminish or increase ( at most 1), so is not motivic.
The following result gives us information on the 0 th -level of these filtrations:
Lemma 4.4. The level 0 of these motivic level-filtrations is isomorphic to the following algebras:
Proof. The equalities of the kind H MT N = H N will be proved later for N = 3, 4, 6, 8, and have been proved in the previous section for N = 2 and by F. Brown for N = 1 (cf. [4] ). Moreover, we have inclusions of the kind H MT j ⊆ F kN /Q,P/j 0 H MT N for j = 1, 2, and we deduce the equality from dimensions at fixed weight.
Remark: In particular it will give a basis for H MT (Z[ We will still use the notation H ≥i := H/F i−1 H for the quotients considered.
The depth 1 Using results of Deligne and Goncharov (cf.
[10]) we know the only relations in depth 1 in A are conjugation and distribution relations, and then we deduce a basis of gr 
The basis
. That is, each element Z ∈ B n,p is equal to a Z 1[P ] -linear combination of B n,p,≥i elements, denoted cl n,p,≥i (Z), plus an element in
1. By recursion hypothesis, we know that: 
And the matrix once ordered is triangular with 1 on the diagonal, hence invertible.
2. It follows straight from the 1.
Remark:
• Beware, for N = 8, D r has two independent components, D ξ r and D −ξ r , corresponding to ζ l (r; ξ) ⊗ · respectively to ζ l (r; −ξ) ⊗ ·. We have to distinguish them, but the statement and the proof remains rather similar. The corresponding bijective maps are (level decreasing sometimes by 2 or 3):
For instance, examining the coaction on the basis elements we realize that for the deconcatenation terms (of type d) the (k 8 /k 4 , 2/2)-level decreases of at most 2 in the case of D −ξ r , or remains constant else; The remaining terms, modulo 2, are still the deconcatenation ones.
• For N = 6, the corresponding bijective map is:
The proof is rather similar than for the case N = 2. Notice here the terms of the Type a, b are zero for even r and else have a coefficient (behind ζ l (r; ξ)):
This coefficient has a 3-adic valuation greater than 0 hence, looking at valuation zero, it will remains only the deconcatenation terms.
The corresponding result all depths mixed:
2. The Z 1[P ] -structure: Each element Z ∈ B n,p is equal to a Z 1[P ] -linear combination of B n,≤p,≥i elements, denoted cl n,≤p,≥i (Z), plus an element in F i−1 H n . It defines in a unique way cl n,≤p,≥i : V ect Q (B n,p,≤i−1 ) → V ect Q (B n,≤p,≥i ).
3. A basis of F i H n is formed by:
It can be illustrated by the scheme of two split exact sequences which are in bijection:
We then deduce for the depth-graded, which generalizes a result of P. Deligne (i = 0, cf. 
Hence we deduce (i = 0) the Galois descents, corresponding to the differents filtration introduced, for N ′ |N ∈ {3, 4, 8}. 
Galois descent from N ′ = 1 to N = 8: Another basis of motivic multiple zeta values:
• Galois descent from N ′ = 2 to N = 4: A basis of motivic Euler sums:
Galois descent from N ′ = 2 to N = 8: A basis of motivic Euler sums:
• Galois descent from N ′ = 4 to N = 8: A basis of motivic multiple zeta values relative to µ 4 :
Nota Bene: Those basis are weight graded. The 0 th -level of the other filtrations may not correspond to a fundamental group as we have already pointed out. However, let us formulate the following results, for N = 3, 4: In depth 1 all the ζ m (s), for all s > 1 are honorary multiple zeta values. Let us detail the case of depth 2 and 3 as an application of the previous results.
In depth 2, coefficients are explicit:
Lemma 5.1. The depth 2 -part of the basis of the honorary motivic multiple zeta values:
Proof. Indeed, we have if a, b > 0, D 1 (ζ m (2a + 1, 2b + 1) = 0 and for r > 0:
There is only the case r = a + b where a term which does not belong to F 0 H appears (ζ m (1):
Refering to the previous results, we can correct ζ m (2a + 1, 2b + 1) with terms of same weight, same depth, and with at least one 1 -not at the end-, which here corresponds only to ζ m (1, 2(a + b) + 1). Besides, the last equality being true in the quotient H ≥1 :
According to these calculations of infinitesimal coactions, ζ m (2a+1, 2b + 1)−
2(a+b) 2b
ζ m (1, 2(a + b) + 1) belongs to F 0 H, i.e. is a honorary multiple zeta value.
Examples: Here are some examples of honorary motivic multiple zeta values:
Remarks:
• Then the corresponding Euler sums ζ(2a
, a, b > 0 form a generating family of honorary multizetas in depth 2.
• We can similarly prove that the following elements are honorary (resp. motivic) multiple zeta values: Proof. No need of correction (B n,2,≥2 is empty for n = 2), these elements belong to F 1 H. This system has solutions since (according to previous results), the matrix M 3 is invertible because modulo 2 it is an upper triangular matrix with 1 on diagonal. Then, the following linear combination will be in F 0 H: 
