Effect of OCR errors on short documents by Inaparthy, Padma
UNLV Retrospective Theses & Dissertations 
1-1-1994 
Effect of OCR errors on short documents 
Padma Inaparthy 
University of Nevada, Las Vegas 
Follow this and additional works at: https://digitalscholarship.unlv.edu/rtds 
Repository Citation 
Inaparthy, Padma, "Effect of OCR errors on short documents" (1994). UNLV Retrospective Theses & 
Dissertations. 455. 
http://dx.doi.org/10.25669/2gel-89vo 
This Thesis is protected by copyright and/or related rights. It has been brought to you by Digital Scholarship@UNLV 
with permission from the rights-holder(s). You are free to use this Thesis in any way that is permitted by the 
copyright and related rights legislation that applies to your use. For other uses you need to obtain permission from 
the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons license in the record and/
or on the work itself. 
 
This Thesis has been accepted for inclusion in UNLV Retrospective Theses & Dissertations by an authorized 
administrator of Digital Scholarship@UNLV. For more information, please contact digitalscholarship@unlv.edu. 
INFORMATION TO USERS
This manuscript has been reproduced from the microfilm master. UMI 
films the text directly from the original or copy submitted. Thus, some 
thesis and dissertation copies are in typewriter face, while others may 
be from any type of computer printer.
The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality 
illustrations and photographs, print bleed through, substandard margins, 
and improper alignment can adversely afreet reproduction.
In the unlikely event that the author did not send UMI a complete 
manuscript and there are missing pages, these will be noted. Also, if 
unauthorized copyright material had to be removed, a note will indicate 
the deletion.
Oversize materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand comer and 
continuing from left to right in equal sections with small overlaps. Each 
original is also photographed in one exposure and is included in 
reduced form at the back of the book.
Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6" x 9" black and white 
photographic prints are available for any photographs or illustrations 
appearing in this copy for an additional charge. Contact UMI directly 
to order.
A Bell & Howell Information Com pany 
300 North Zeeb Road. Ann Arbor. Ml 48106-1346 USA 
313/761-4700 800/521-0600

Effect of OCR Errors on Short Documents
by
Padm a Inaparthy
A thesis subm itted  in partia l fulfillment 
of the requirem ents for the degree of
Master of Science 
in 
Computer Science
D epartm ent of C om puter Science 
University of Nevada, Las Vegas 
May, 1995
UMI Number: 1374884
OMI Microform 1374884 
Copyright 1995, by UMI Company. All rights reserved.
This microform edition is protected against unauthorized 
copying under Title 17, United States Code.
UMI
300 North Zeeb Road 
Ann Arbor, MI 48103
T h e  thesis of P a d m a  In a p a rth y  for th e  degree of M a s te r  of Science 
in  C o m p u te r Science is approved.
C h airp erso n , K azem  T aghva, P h .D
E x am in in g  C o m m itte e  M em ber, T h o m as N a rtk e r, P h .D
E x am in in g  C o m m ittee  M em ber, L axm i P. G ew ali, P h .D
jM i  A & »  > J \  Ci L t f p '____
G ra d u a te  F acu lty  R ep re sen ta tiv e , L atifi, P h .D
In te rim  G ra d u a te  D ean , C hery l L. Bowles, E d .D
U niversity  of N evada, Las Vegas 
M ay, 1995
ii
A B S T R A C T
P rese n te d  in  th is  thesis is a  s tu d y  of th e  effect of O C R  erro rs on sh o rt d o cu m en ts . 
O C R  recognizes and  tran s la te s  te x t im age in to  A S C II fo rm a t. W hen  th is  d a ta  is 
re tr ie v ed  in  response to  a  query, th e  re trieval p e rfo rm an ce  d epends on th e  efficiency 
of th e  O C R  device used. M easures like recall, p recision  and  ran k in g  w ere used to  
gauge th e  re trieval p erfo rm ance. T h e  in fo rm atio n  re tr ie v a l sy stem  th a t  was used  is 
SM A R T , based on th e  vec to r space m odel. On ev a lu a tin g  th ese  m easu res, it has 
been  concluded  th a t  average precision and  recall a re  n o t affected  sign ifican tly  w hen 
th e  O C R  collection  is com pared  to  its co rrec ted  version . H ow ever, it  was also con­
cluded th a t  w ith  m ore  com plex  w eighting schem es, th e  re levan t d o cu m en t rank ings 
b ecam e m ore d ivergen t. Also, th e  effect of an  a u to m a tic  post-p rocessing  system  on 
th e  re tr iev a l p erfo rm ance  was s tud ied .
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C hapter 1
In trod u ction
Optical C haracter Recognition (O C R ) devices provide a fast and efficient approach to  con­
version of printed docum ents to  electronic form at. This conversion is not error free and 
hence, requires m anual processing to raise a docum ent’s accuracy level. Generally, this 
electronic tex t is used for fu tu re searching with an inform ation retrieval (IR) system . Since 
the m anual correction is very expensive, a  fundam ental question arises:
To w hat extent do O C R  errors affect retrieval? In o ther words, can the search­
ing of the  raw OCR generated tex t produce a  result identical to  the m anually 
corrected text?
Taghva e t.a l[1 2 ,15, 7] have done studies to  identify the effects of OCR errors with respect 
to  different models of inform ation systems. In particular, these studies have shown th a t 
with standard  models such as boolean, probabilistic, and vector space, retrieval effectiveness 
remains in tact. They have also shown th a t weighting algorithm s in advanced models such 
as vector space and probabilistic are not robust enough to  overcome some problems caused 
by OCR errors.
One of the  main reasons th a t the  errors do not affect retrieval effectiveness can be 
a ttrib u ted  to  the redundancy in full tex t. In general, inform ation systems try  to  m atch 
the  query term s w ith term s assigned to  docum ents to identify relevant docum ents to  users 
queries. In extrem e cases, where all query term s are misrecognized in a  given docum ent,
the system  m ay not be able to retrieve th a t docum ent. This is a very rare  situation. One 
can argue th a t  short docum ents do not have the redundancies which are inherent in longer 
docum ents, and therefore OCR errors can affect retrieval. This observation was confirmed 
with the sim ulation project carried out jointly between the Inform ation Science Research 
In stitu te  (ISRI) a t the University of Nevada, Las Vegas and The C enter for Intelligent 
Inform ation Retrieval (CIIR) a t T he University of M assachusetts a t Amherst[4]. The results 
of the sim ulation project showed th a t  retrieval of shorter docum ents can be affected by OCR 
errors. This was particularly applicable to  the NPL collection[19] and to  a lesser degree, the 
CACM collection[8]. Both these collections consist of short docum ents. M ore specifically, 
the CACM is a  small collection of com puter science abstracts and the  NPL is a larger 
collection but consists of very short docum ents, in some cases only titles.
In this thesis, we report on our experim ents with short O C R ’d docum ents and the 
SMART retrieval system. These experim ents again confirm th a t in general, there is no 
statistically  significant difference in average precision between the corrected collection and 
its raw O C R ’d version.
C hapter 2
In form ation  R etrieva l
Inform ation Retrieval (IR) system s are generally used to  store docum ent collections for 
fu ture search and retrieval. Since the num ber of docum ents in these collections are very 
high, the IR systems rely on indexing to  reduce retrieval time. There are various techniques 
developed which index docum ents either manually or autom atically. The au tom atic  tech­
niques are basically done using statistica l properties of docum ents’ terms such as frequency. 
By m anipulating word frequency and distribution in both  docum ents and collection, the 
significant term s can be identified and assigned to  docum ents. Upon finishing th e  task of 
indexing, the IR  system  builds a list of all indexes and their assigned docum ents. This is 
usually known as an inverted index ( or file).
2.1 Inverted file
For the sake of simplicity, we assum e our indexing technique ignores all common English 
words such as t h e ,  i s ,  an , i t , , etc. and assigns the remaining words to docum ents. An 
example collection with three very short docum ents appear in figure 2.1 and its inverted 
index is shown in Table 2.1. We point out th a t this inverted index also contains inform ation 
on the frequency of these index terms in each docum ent. In fact, in practice inverted 
indices keep track of inform ation such as frequency of the index terms in the docum ent and 
collection together with other useful facts such as the location of the index term s in the
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docum ent 1 :  Post-irradiation  behaviour
We have heated in air irradiated CANDU U 0<i2> fuel elements with 
and without deliberately-induced defects. The temperature range 
was 220-250<deg>C for times up to 685 h.
docum ent 2: Fuel fra g m en ts  from  irradiated elem ents
We have heated in air UO<i2> fuel fragments extracted from intact and 
defected irradiated CANDU elements. The temperature range was 
175-250<deg>C for times in excess o f 1200 h.
docum en 13 :  C ladding an d irradiated sp e n t L  W R fu el
Tests on spent fuel fragments and rod segments were conducted between 
250 and 360<deg>C to relate temperature, defect size, and fuel oxidation 
rate with time-to-cladding-splitting.
Figure 2.1: A sam ple collection
documents.
We can think of each docum ent as a vector of binary numbers. T he num ber of entries 
in the vector is equal to  the num ber of index term s in the inverted file ( or equivalently, 
the  num ber of index term s in the collection). T he presence and absence of th e  term  in the 
docum ent is shown by 1 and 0 respectively. For example, the vector 
(lllOOOlllOOOllOlOlOOOOOOlOOl)
represents the first docum ent in figure 2.1. Observe the first entry in the vector reflects 
the presence of the term  ’CANDU’ in the first document. We can apply the same idea to 
the queries. In other words, a query is trea ted  like a document. This is the basic idea 
behind the vector space model. Both docum ent and query are represented as vectors and 
then compared to  find the sim ilarity between them . The basic m easure of sim ilarity is the 
cosine of the angle between the document, and the query vectors. In theory, we can calculate 
the cosine of the angle between the query and each docum ent to produce a  sorted list of 
documents in descending order; documents closer to  the top of the list are assum ed to be
Term Docid:term  frequency
CANDU 1 1 2:1
U 0< i2> 1 1 2:1
air 1 1 2:1
conducted 3 1
defected 2 1
defect 3 1
defects 1 1
deliberately-induced 1 1
elements 1 1 2:1
excess 2 1
ex tracted 2 1
fragm ents 2 1 3:1
fuel 1 1 2:1 3:2
heated 1 1 2:1
in tact 2 1
irradiated 1 1 2:1
oxidation 3 1
range 1 1 2:1
ra te 3 1
relate 3 1
rod 3 1
segments 3 1
size 3 1
spent 3 1
tem perature 1 1 2:1 3:1
tests 3 1
tim e-to-cladding-splitting 3 1
times 1 1 2:1
Table 2.1: Inverted index for the sample collection
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m ore relevant to  the query.
2.2 SM A R T  system
SMART is a retrieval system  based on the vector space model. It was originally developed to  
provide an experim ental environm ent for autom atic analysis, search and retrieval of texts[], 
SMART represents bo th  the docum ents and the queries as vectors. Entries in these vectors 
represent the weights associated with index term s in each docum ent. There are variety 
of techniques implemented in SMART to calculate weights for individual term s in both  
docum ents and queries. These weighting techniques are form ulated by combining three 
param eters: the term  frequency com ponent, the collection frequency com ponent, and the 
vector norm alization com ponent. T he function of each is described as follows:
te r m  f r e q u e n c y  c o m p o n e n t measures the frequency of occurrence of term s in the 
docum ent. These frequencies are usually normalized. The following weights from this 
component were used in our experiments:
Let t f  denote the term  frequency of a term  t, then n e w J f  weights the term s according 
to  the following schemes:
n o n e , in  s y m b o l n: n e w . t f  =  i f
a u g m e n te d  n o rm a liz e d , in  s y m b o l a: n e w J f  -  0.5 -f 0.5 * ( ~ £  t j ) 
where m a x J f  is the largest t f  value in the vector.
log , in  sy m b o l 1: n e w . t f  =  ln ( t / )  +  1.0
s q u a re ,  in  sy m b o l s: n e w . t f  = t f 2
co llec tio n  f re q u e n c y  c o m p o n e n t  uses collection frequency inform ation to  assign 
higher weights to  term s occurring frequently in a  few docum ents. T he following weights from 
collection components were used in our experim ents (num .docs  is num ber of docum ents in 
the collection, co l l . f r e q .o f  . te rm  is num ber of docum ents to  which term  t is assigned):
n o n e , in  s y m b o l n: new .w t = n e w . t f
in v e rs e  d o c u m e n t  f r e q u e n c y  w e ig h t ( t f id f ) ,  in  s y m b o l t :
7
. , . num -docs .
new jw t = n e w J f  * log !— -r—.-------- ;---------)
c o ll- freq -o f  d e r m
v e c to r  n o rm a liz a tio n  c o m p o n e n t is generally used to  normalize the lengths of the 
documents in the sense th a t no advantage is given to  longer docum ent representations. The 
following are the  vector norm alization schemes used in our experiments:
n o n e , in  s y m b o l n : n o rm .w t  =  new .w t
co sin e , in  s y m b o l c: n o rm jw t  =  —y==^=VEm riew .w t^
The standard  notation  to  describe the combined schemes is : xxx.xxx. The three char­
acters to  the left and right of the  period refer to  the docum ent and query vector components 
respectively. For example, a tc .a tn  applies augm ented normalized term  frequency, tfidf col­
lection frequency, and cosine vector norm alization com ponents to  the docum ent. Similarly 
a tn  refers to  the weighting schemes applied to the query. Table 2.2 shows the com putation 
of these weights for our sample collection. In this table, t/ ,y  denotes the  term  frequency of 
i in docum ent j ,  and df{ denotes the number of docum ents containing term  i.
8
term  i doc j i f i j dfi ate tfidf Inc
CANDU 1,2* 1,1 2 0.18898 0.17609 0.18898
U 0<i2> 1,2* 1,1 2 0.18898 0.17609 0.18898
air 2,1* 1,1 2 0.18898 0.17609 0.18898
conducted 3* 1 1 0.18898 0.47712 0.18898
defected 2* 1 1 0.18898 0.47712 0.18898
defect 3* 1 1 0.18898 0.47712 0.18898
defects 1* 1 1 0.18898 0.47712 0.18898
deliberately-induced 1* 1 1 0.18898 0.47712 0.18898
elements 1,2* 1,1 2 0.18898 0.17609 0.18898
excess 2* 1 1 0.18898 0.47712 0.18898
extracted 2* ■ 1 1 0.18898 0.47712 0.18898
fragm ents 3,2* 1,1 2 0.18898 0.17609 0.1889S
fuel 1,2,3* 1,1,2 3 0.00000 0.00000 0.63993
heated 1,2* 1,1 2 0.18898 0.17609 0.1889S
in tact 2* 1 1 0.18898 0.47712 0.18898
irradiated 1,2* 1,1 2 0.18898 0.17609 0.18898
oxidation 3* 1 1 0.18898 0.47712 0.18898
range 2,1* 1,1 2 0.18898 0.17609 0.18898
rate 3* 1 1 0.18898 0.47712 0.18898
relate 3* 1 1 0.1889S 0.47712 0.18898
rod 3* 1 1 0.18898 0.47712 0.1889S
segments 3* 1 1 0.18898 0.47712 0.18898
size 3* 1 1 0.18898 0.47712 0.18898
spent 3* 1 1 0.18898 0.47712 0.18898
tem perature 3,2,1* 1,1,1 3 0.00000 0.00000 0.18898
tests 3* 1 1 0.18898 0.47712 0.18898
tim e-to-cladding-splitting 3* 1 1 0.18898 0.47712 0.18898
times 2,1* 1,1 2 0.18898 0.17609 0.18898
Table 2.2: Weights assigned by various weighting schemes (the docid whose weigtings are 
tabu la ted  are represented by a *)
C hapter 3
E xp erim en ta l E nvironm ent
3.1 D ocu m en t co llection  and queries
To study the O C R /IR  combination and its effects on retrieval efficiency, the choice of the 
database to  be tested  becomes crucial. To reflect the needs of a real-world IR  environment, 
the database should be sufficiently large, and consist of docum ents addressing various top­
ics. O ther properties, such as docum ent length, fonts, and hard  copy qualities should be 
considered. In short, docum ents of all kinds should be included to make an O C R /IR  test­
ing environment complete. Also, a set of queries and relevancy judgm ents are required for 
the retrieval evaluation. A database consisting of 600 pages, with roughly 2500 characters 
per page, should be sufficiently large for OCR testing. But the same cannot be said for 
IR purposes. As the database size increases, the am ount of m anual correction needed to 
improve the accuracy of OCR ou tpu t increases.
Although significant work has been done in this field, no databases are available th a t 
can be used to  study the  O C R /IR  com bination. So, either a  database has to be setup 
manually, with the above mentioned objectives in mind, or OCR errors m ust be simulated 
in existing databases. The la tte r  m ethod was adopted in [4]. For our study, a database was 
setup manually. Some of the other previous works in evaluating the effect of OCR errors on 
text retrieval are [12], [7] and [15]. All of them address the effect of OCR errors on full text
9
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Page Quality 
Group
Num ber of 
Pages
Num ber of 
characters
M edian
accuracy(% )
Accuracy
OCR1
Accuracy
OCR2
1 SO 165,110 99.69 - 100.00 98.8 99.9
2 77 163,019 99.31 - 99.69 96.7 99.0
3 85 162,367 98.46 - 99.30 93.1 98.3
4 96 163,176 96.58 - 98.45 85.5 96.7
5 122 164,274 0.00 - 96.57 62.1 88.3
Total 460 817,946
Table 3.1: Page quality groups defined for sim ulating OCR error rates
documents; however, [4] also studies O C R ’ed short documents. The experim ental details of 
the simulation study and our study are presented here.
3 .1 .1  S im u la t io n  e x p e r im e n t
Simulated OCR o u tp u t was used with a range of databases in this experim ent[4], This 
reduced the cost and tim e required in setting up num erous, large databases for such OCR 
experim ents. Four standard  test collections were used in these experim ents.
T he basis for the sim ulation was a  study undertaken a t ISRI, UNLV. This study was 
used to  obtain d a ta  abou t word error rates for the O CR devices available a t ISRI, UNLV. 
The experim ental collection for this study consisted of 460 docum ents from a DOE test 
database. The pages in the  collection were classified into 5 page groups depending on the 
num ber of OCR errors in them. The standard  page size was 1778 characters per page. Two 
OCR devices were used to  test the accuracy of the ou tpu t for the different page groups. 
T he o u tpu t accuracy for page group 1 was the highest; it can be seen from Table 3.1 th a t 
the accuracy results are listed in a decreasing order of their page quality.
To incorporate sim ulated OCR errors into standard  collections, th e  tex t of a docum ent 
is random ly assigned to the 5 page groups during the indexing process. Some of the index 
words in th a t docum ent were random ly deleted, based on the word error rates in th a t page 
group and word length. The resulting database has reduced the num ber of index words 
when compared to  the original database. A random  number generator was used to assign 
a number between 0 and 1 to a word, depending on its page group and length. W hen the 
word fell in the error range, it was removed from the text. An im portan t point to Ire noted 
here is th a t the error generation process was applied only to  the docum ents, n o t to  the
11
Collection Collection
size
Docum ent
count
Average
chars/doc
CACM
NPL
W E ST
W SJ
1,639,440
3,748,316
297,501,776
279,249,494
3,204
11,429
11,953
98,735
512
327
24,889
2,828
Table 3.2: S tatistics of collections in the sim ulation experim ent
Collection D ictionary terms A ll Indexed Terms
STD OCR1 OCR2 STD OCR1 OCR2
CACM
NPL
W EST
W SJ
5,998
7,689
155,542
197,255
5,644
7,144
144,294
182,341
5,903
7,558
152,891
193,508
115,294
275,517
22,817,834
24,454,116
96,282
229,786
19,353,353
20,797,586
110,386
264,258
21,830,212
23,448,131
Table 3.3: Indexing statistics for the collections: STD refers to  original database; 0C R 1 and 
0 C R 2  are th e  worst and best OCR devices respectively, from  UNLV tests. T he dictionary 
term  counts represent the num ber of unique word stem s in the  version dictionary. All 
indexed term s are the num ber of word stems encountered during the indexing.
queries.
E x p e r im e n t
Four test collections were used to  evaluate the effect of sim ulated OCR errors on retrieval 
performance. The CACM collection is a  small collection of com puter science abstracts; 
NPL is a larger collection of very short docum ents and short queries; W E ST  is a  large full 
text collection of docum ents related to case law; and W SJ is the largest collection of full 
text articles and longer queries. The statistics of th e  collections are presented in Table 3.2. 
The measures used to  evaluate retrieval efficiency are re c a ll  and p re c is io n .
^  num ber o f  re levan t item s retrieved  
total relevant, docum ents in  collection
num ber o f  re levan t item s  re trieved
precision  =
total re trieved
T he effects of the sim ulation with two OCR system s can be seen in Table 3.3. The 
num ber of index term s for the test collections are reduced by about 7% for 0C R 1 and to 
a  lesser degree for 0C R 2. So, it was expected th a t the ou tpu t of 0 C R 1  would have a
12
Collection
STD
Average Precision 
OCR1 OCR2
CACM
NPL
W EST
W SJ
34.9
25.8 
48.2
39.9
32.5 (-6.9%) 34.3 (-1.7%)
23.2 (-10.1%) 23.5 (-9.1%)
46.2 (-4.0%) 48.0 (-0.4%) 
38.1 (-4.5%) 39.3 (-1.5%)
Table 3.4: Average precision values for the sim ulated OCR ou tpu t
significant affect on retrieval performance. In addition, to w hat extent the short documents 
in the NPL collection would be affected, remained to  be seen. T he evaluation measures 
used to  m easure retrieval perform ance were recall and precision. Table 3.4 indicates average 
precision values for the  collections over 10 standard  recall points.
As can be seen, the collection w ith short docum ents suffers the  m ost degradation in 
retrieval perform ance. The next to  be affected is the CACM collection, which also contains 
short docum ents. Collections with large docum ents, especially W EST, are affected the 
least. Therefore, it was concluded th a t retrieval of short docum ents and short queries can 
be affected by OCR errors to  some extent. However, when high quality OCR devices are 
used, retrieval perform ance involving large docum ents is not affected significantly by these 
errors.
3 .1 .2  S h o r t  d o c u m e n ts  c o llec t io n
A lthough the  sim ulation experiment had drawn a conclusion th a t short docum ents would 
be affected by OCR errors, it rem ained to  be seen to what extent the errors would affect 
retrieval perform ance in an unsim ulated environm ent. Also, some of the problems encoun­
tered in th e  previous full tex t experim ents do not seem to be characteristic of document 
length. So, an experim ent with short docum ents, having their own collection properties, in 
an unsim ulated O C R  environm ent, was deemed necessary. In our experim ent with short 
docum ents, we evaluate the retrieval perform ance using the SMART retrieval system.
In our experim ent, a  database of 830 abstracts were used. These abstracts were obtained 
from docum ents from the Licensing Support System Prototype. The complete set however 
could not be chosen, because some of them  lacked abstracts. Corrected versions of the
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RLJC-T1-Q2
N atural language translation :
Find documents that deal with repository sealing concepts of the 
Nevada Nuclear Waste Storage Investigations Project (NNWSIP).
Figure 3.1: Sample query
docum ents were carefully examined for ab strac ts1
Satisfactory abstracts were m anually zoned so th a t the OCR version would contain 
only the titles and abstracts. T he quality of the images ranged from very good to  very 
bad. The ScanW orX system , from Xerox Imaging Systems, was used. M anual zoning, of 
course, produces b e tte r text th an  au tom atic zoning. As was seen in [12], autom atic zoning 
sometimes produces “garbage” tex t when graphics like tables, figures, maps, formulae, 
etc., is present in the image. A lthough our short docum ents did not contain any figures, 
m athem atical formulae did occur. This should result in higher accuracy.
The set of queries used for the previous full tex t experim ents contained 68 queries. 
Each query contained 5 words on average, not counting stopwords. Of this set, there were 
no relevant docum ents th  7 of the queries. A sam ple query is shown in Figure 3.1. The 
relevancy judgm ents for our experim ents were collected by geologists. Each document was 
studied with respect to  the set of queries and was determ ined if it was relevant or not. 
These binary relevancy assessments indicate th a t each query has an average of 12 relevant 
documents.
'in  som e cases summaries.
C hapter 4
Short D o cu m en ts and O C R  Errors
The demand for easier and more effective ways to store inform ation has greatly increased the 
influence of O ptical C haracter Recognition (O CR) in the area of text-based applications. 
OCR recognizes words in printed docum ents with a  high level of accuracy, but there is a 
significant am ount of editing needed to  display the  docum ents back. However, if autom atic 
indexing and retrieval are chosen, then not much of editing would be needed - the OCR 
word accuracy would be enough.
4.1 P revious works
The noise■ produced by OCR misrecognition is usually m itigated through m anual correc­
tions. When this corrected text is com pared w ith the OCR recognized tex t and the average 
recall and precision are com puted, it has been shown th a t there is very little effect of OCR 
errors on full-text documents [4][15][12], The first two of these works used a  probabilistic 
IR  model, while the last used a Boolean logic-based IR model. These experim ents would 
need a docum ent database created using scanning and OCR, and the corrected version of 
th a t database for comparison purposes. The result of these studies, stating  th a t OCR errors 
do not have a  significant effect on full-text docum ents, was attribu ted  to  the redundancy 
factor present in those documents, which com pensates for the OCR errors. The possibility 
of errors in the manually corrected database is another im portant factor, which goes to
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weight
applied
correct OCR % of 
difference
n n n . a tn 0.2457 0.2497 1.63
a n n . a tn 0.3222 0.3308 2.67
I n n . a tn 0.3311 0.3421 3.32
sim . a tn 0.2053 0.2006 -2.29
n t n . a tn 0.2898 0.2881 -0.59
n p n .a tn 0.3110 0.3153 1.38
n s n .a tn 0.3305 0.3269 -1.09
n n s . a tn 0.2913 0.2873 -1.37
n n c . a tn 0.3500 0.3381 -3.40
a t e . a tn 0.2228 0.2235 0.31
Table 4.1: Results for fu ll-text experim ent : no significant difference in average precision 
between the corrected and OCR collections
prove th a t no text can be considered completely accurate. It was also found th a t apart 
from, recall and precision measures, more sophisticated docum ent ranking techniques affect 
individual queries.
A nother full-text study was with the SMART retrieval system , which is based on the 
vector space model [7]. Again a recognized version of a full-text docum ent collection and its 
corrected version were used. 68 queries were run against these te s t sets and different weight­
ing algorithm s were used to compare the relevant docum ent ranking for all the schemes. It 
was found th a t for some weighting combinations, the difference was more extrem e. This 
study indicated th a t average precision was not affected by OCR errors, though cosine nor­
m alization poses a problem  for some recognized docum ents with special features like floating 
objects a , bad text in the hardcopy or repetitive data . T he results of this study have been 
illustrated  in Table 4.1.
Now th a t it has been verified th a t high quality OCR devices have little  effect on the 
accuracy of retrieval, it remained to be seen how these errors would affect short documents. 
In [4], Croft, Taghva and Julie made an evaluation of IR  accuracy with sim ulated OCR 
ou tp u t, and one of their conclusions was th a t low quality OCR devices, used with databases 
of short docum ents, can result in significant degradation of retrieval performance. This 
thesis makes an evaluation of errors caused by a high quality OCR device on a  large database
'F loating objects are figures, tables, footnotes etc.
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comprising of short documents.
4.2 E xp erim en ta l setu p
4 .2 .1  O vei’v ie w  o f  e x p e r im e n ta l  p u rp o se
The absence of redundancy in short documents leads to  the general belief th a t  OCR errors 
would affect th e  retrieval perform ance much more than  they would in full-text retrieval. 
T he aim of this study is to  test this hypothesis and present the results.
Very few experiments were undertaken so far to  study the  effects of O C R  errors on 
short docum ents. [4] tries to  evaluate the accuracy of tex t retrieval when sim ulated OCR 
o u tp u t was used. They were prom pted to  use sim ulated O CR ou tpu t instead of actual 
O C R  o u tp u t due to  the fact th a t  it would be very expensive to  create a  large database for 
OCR experim ents. This sim ulation using d a ta  about word error rates for a  variety of OCR 
devices was also conducted a t ISRI, UNLV. This study also happens to  be the first of its 
kind where the results have some basis on actual OCR data. Four test collections were used 
th a t involved about 460 docum ents. T he results appeared to support the view th a t OCR 
errors were more effective in tex t retrieval with short docum ents. A nother view supported 
was th a t a high quality OCR device used for input to  tex t retrieval system  alm ost never 
m ade any perceptible degradation in accuracy.
T he sim ulation experiment showed th a t retrieval of short docum ents was m ore heavily 
affected by the introduction of errors. We, of course, a ttrib u te  this to the lack of redundancy 
in these docum ents. B ut some OCR text qualities th a t caused difficulty for IR  systems are 
not characteristic of abstract length collections. So, although we had run several similar 
experim ents, the differences in the properties of the collections was enough to  make the 
results of this experiment uncertain.
T e s t  C o lle c tio n
We chose a collection of 830 docum ents. The docum ents were selected from the LSS pro to­
type collection. Three databases were generated which included the titles and abstracts of
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these docum ents. The first database was created  by manually zoning and recognizing both 
the abstracts and titles using the  Scanworx OCR system (version 10) from Xerox Imaging 
Systems. The second database was built by running this first database through our post­
processing system  (PPS)[13]. T he P PS  detects and corrects OCR errors by using heuristics 
based on approxim ation m atching, knowledge of typical OCR errors (e.g. i  for 1, e for c), 
and docum ent and collection level inform ation specific to  this particu lar collection. The 
th ird  database is the corresponding m anually corrected version. T he accuracy level for this 
corrected version was quoted as approxim ately 99.8%[2].
One prom inent difference between this experim ent and our o ther OCR experim ents was 
the use of m anual zoning. In [2], it  was no ted  m anual zoning resulted in higher ou tput 
accuracy. Further, non-text d a ta  will not be present in the docum ent records, improving 
character classification and recognition]!] which in tu rn  minimizes ’’garbage strings” in the 
index. Both these differences helped alleviate some of the coxnphcations we saw in our full 
text docum ent experim ents. All th ree collections were loaded into the SMART IR  system 
for retrieval and evaluation.
4.3 E valuation
Along w ith the O C R ’ed version of our collection, we have the corrected version of the same 
database (corrected manually to  99.8%) accuracy. The SMART IR  system  was used to 
load the three versions of our database: O C R ’ed , corrected and post-processed versions. 
The SMART Retrieval System, as explained in previous chapters, is based on the vector 
space model and provides m ost of the  algorithm s and heuristics involved in information 
retrieval. The effect of various term /d o cu m en t weighting algorithm s was studied along 
with the im provem ents gained after the post-processing was applied.
4.3 .1  R a n k in g  V ar iab il i ty
The various weighting schemes th a t  could be used w ith SMART were described in length 
in C hapter 3. These weighting algorithm s are form ulated by combining the term  fre­
quency com ponent, the collection frequency com ponent, and the vector norm alization com­
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ponent. A lthough any combination of these could be applied to  weight the docum ent 
and query vectors, some combinations were seen to  be b e tte r for collections with certain 
characteristics[19].
SMART uses the  no tation  xxx.xxx to denote the combined schemes. In form ulating 
q u e ry  v e c to r s  for short docum ents, each term  contributes to  content representation of 
th a t  tex t. Therefore, enhanced query term  weights are preferred, th a t is, choose augm ented 
normalized a for the  first component. For th e  second com ponent, inverse collection fre­
quency or inverse docum ent frequency factor t is similar to  the  probabilistic term  indepen­
dence factor p  : best m ethods use t. For th e  th ird  com ponent, query norm alization does 
not affect overall perform ance as the query vectors rem ain constant for the  collection; use 
n. In form ulating d o c u m e n t  v e c to rs  for short docum ents, for technical vocabulary and 
meaningful term s, use enhanced frequency weights: first com ponent is a. For the second 
com ponent, inverse collection frequency factor t is very similar to  probabilistic frequency p 
: use t. For the  th ird  com ponent, when the collection consists of short or uniform-length 
documents there is no need of norm alization : use n. However, when the  deviation in vector 
lengths is large (as in tex t indexing), use length norm alization factor c.
Different weighting schemes were used to  evaluate the  retrieval perform ance. As m en­
tioned earlier, ap art from recall and precision , r a n k in g  proves to  be very effective measure. 
So, the results of the retrieval were evaluated using various weighting algorithm s and it 
was seen th a t the relevant docum ent ranking differed with each of these algorithm s. Also, 
more complicated schemes like atc.atn  resulted in increased ranking variability than  other 
schemes. A sample of the results has been in tabu la ted  in Table 4.2. This table lists the 
query, the docum ent id., and the ranks a ttrib u ted  by the schemes n n n .a tn  and a tc .a tn  to 
the corrected and OCR versions in response to  th a t particular query. T he scheme a tc .a tn  
was chosen to  represent the results because it was appropriate for our collection and is a 
commonly applied algorithm , n n n .a tn  is used as the base weighting scheme so th a t we 
could calculate the mean and standard  deviation for each weighting scheme.
An easily notable result th a t can be derived from this table is the greatly  improved 
ranking w ith a t c .a tn  over n n n .a tn  for the same set of queries and docum ents. For exam ­
ple, for query 14, with docum ent id. 708, the ranks a ttribu ted  by n n n .a tn  to the corrected
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nnn.atn atc.atn
query document
corrected
rank
OCR
rank
corrected
rank
OCR
rank
5 349 48 46 58 58
5 775 159 480 25 480
7 664 263 379 66 379
10 171 103 99 89 90
14 708 62 83 4 8
14 811 164 221 239 183
18 15 155 142 139 127
25 420 12 14 10 9
29 620 420 411 420 411
36 39 151 175 91 101
43 340 46 44 9 9
44 616 271 397 36 182
44 811 260 176 37 182
53 445 8 8 3 6
57 509 323 426 382 490
59 30 41 56 74 84
Table 4.2: Ranking variability between corrected and OCR collections with different weight­
ing schemes
and O C R ’ed versions are 62 and 83 respectively. However, with a tc .a tn ,  there is a signifi­
cant im provem ent in the  ranks - they are now 4 and 8 for corrected and O CR’ed versions 
respectively.
W hen the average precision is compared between the corrected and OCR collections, we 
do not see any significant difference at all. These results are tabu lated  in Table 4.2. This 
table gives the 11-pt average precision for both the collections and the  percentage difference 
between them. We can see from this table that there are instances where the  OCR version 
re tu rns b e tte r precision than  the corrected version. Upon investigating this peculiarity, it 
was found th a t this could be a ttribu ted  to  various reasons, alm ost all of them  due to  hum an 
errors
Various perm utations of the weighting schemes were used to evaluate the retrieval by 
varying each weighting element, singly to see if any of the com ponents might have a  signifi­
cant effect. Each query was closely examined for every weighting scheme. We found little 
variability between nnn and a te ,  and nnn and In c . There were eighteen relevant docum ents 
where the  ranking differed by more than  50. T he m ost common reason for ranked differ-
20
weight
applied
corrected OCR % of 
difference
P PS % of 
difference
nnn.nnn 0.1993 0.1919 -3.7 0.1926 -3.4
a tc .a tn 0.3123 0.3117 -0.2 0.3072 -1.6
lnc.ltn 0.3213 0.3223 +0.3 0.3202 -0.3
Table 4.3: Results show no significant difference in average precision between the  correct, 
OCR, and PPS  collections
ences was poor O CR-generated tex t caused by poor original hard  copy. Figure 4.1 shows 
how bad the  generated tex t can be when the scanned hard copy is unreadable by the device. 
O ther explanations for ranked differences include:
• typing errors in  corrected te x t2
• part of the  title  was om itted  from the corrected tex t
• query term s (including acronym s) were misrecognized by the device
• one ab strac t could not be completely recognized
T he average precision values and the percentage differences are tabu la ted  in Table 4.3. 
A.s can be seen from this tab le , there is little  difference in average precision for the correct 
collection when we com pare it to  the O C R ’ed versions. Note th a t, unlike our vector-space 
experim ent using full-text, cosine has no adverse affect ou ranking[7].
4 .3 .2  C o l le c t io n  S ta t i s t ic s
For more inform ation on the queries used in this experim ent, readers are referred to [15]. 
For com parison against our o ther experim ental collections, we give some statistics about the 
abstract, docum ent set in Table 4.4. Note th a t the average num ber of words per docum ent 
is only slightly higher for the two OCR collectiond. This difference m ay be a  consequence 
of space insertion, one of the m ost common OCR errors. Since no non-text zones could 
be m istakenly recognized in this experim ent, the only change from the raw version to the 
P PS  version is the replacem ent of corrections for misspellings. The num ber of unique index
JO CR docum ents were ranked higher than the corresponding corrected docum ent.
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Equations representing conservation o f  mass ami charge, partial anil local equilibrium con­
straints. and effective surface area as a function o f  reaction progress ecu hr combined with 
: a numerical integration computer routine and the rale equations proposed be Aagaard and 
: Helgeson (1977, 1982) to predict quantitatively the consequences o f irreversible reactions 
anions minerals and aqueous solutions as a function o f time and surtaee area in geochemical 
: processes, Including provision tor changing relative rates lor several minerals rear tuti: siny.il-
■ tancouslv with an aqueous solution affords a more realistic description of internhase mass
■ transfer than has-been achieved in the past. Computer experiments indicate that reunions 
; among minerals and acid aqueous Solutions in geochemical processes take place over rela- 
: lively short periods o f  time and that the. rate o f change is controlled he the pH o f  rhr 
\ aqueous phase., either directIv through formation o f  activated complexes on the surfaces
■ of the reactant minerals, or indirectly through the dependence on p ll o f the chemical at- 
-. pnities o f  the overall reactions. ,(s solution pH increases, the chemical affinities o f  the 
: hydrolysis reactions decrease dramatically. 'Is a consctptvucc. carlv inctmgnient reaction 
\ products form much more rapidly than those produced or destroyed in later stages o f  re- 
• action progress, where reaction rates become proportional to the chemical affinities o f  the 
: overall hydrolysis reactions. Under these conditions, quasistatic states may persist for long 
i periods o f  geologic time and result in spatial differences in fluid composition corresponding 
; to different degrees o f  progress toward overall equilibrium.
Calculation of Mass Transfer Among Mineral- and 
Aqueous Solutions as a Function of Time and 
Surface Area in Geochemical Processes. I. Computational Approach’ 
Ewquations reprexenting CoOgertation of it ass a’t(l eltaree, parttttl 
and
!ocal eqitilibritini C()
Straints, attd oifr’ct(t’e Sttrfo’ee ar(’a as a hinction Of reactioji
PPa numerical ittte'ralion Co’?tpt’ter rotitint’ and rite rate equation5 
pP()t,tt"-"l hi a~aard anti
Helgeson (1977, 1982) to predk’t quatttitatit't.le tile co’ts'otj" v if 
it OCtiOpty
a“tong t ’tineral" and tqut",’s sohitions OS a Jitnetton 0] tli’tc,
" j  -  I
Processes. I ’tcht’lhi&’ prf)t’iii()n for changing relatti’e rat(’c I . 
taneonsli’ edit an aqueous "ohttio’t a]j?)rds a Itiore re.’li&’tie 
5t?tt) t,n cit t ’tt,’r,’h ‘t ass
transler titan has -been achii’v ’,(l l’t the pact, CO’tlPtttCP - 
pCrhtl,’nt I,, -
atnorig ,tt iii era Is atid acid aquettits so hi tions lit 
tively yhort periods Of tiote and that the rate of ehan'e is conlr
Figure 4.1: Bad generated text
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Test Query TEJD -T3-Q 2
N a tu r a l  la n g u a g e  t r a n s la t io n :  Find documents that discuss data collected from  drill
holes on the depth o f the chemical composition of, and any changes to the groundwater 
(ground water) in  the saturated zone at Yucca M ountain.
Figure 4.2: Example query
sta tis tic correct abstracts OCR abstracts PPS  abstracts
average num ber 
of term s per 
docum ent 143 145 145
num ber of unique 
indexed term s 11690 17484 16488
term s occurring 
only once 3735 8632 7735
Table 4.4: S tatistics for abstract collection
term s increases by about 50% for the OCR’ed collections. Again, since the recognized 
tex t was m anually zoned, we know all of this increase can be a ttrib u ted  to  misrecognized 
words. Note also the decrease in the index for the post-processed database. A portion of 
the misspellings were clustered and corrected, reducing the sixe of the index by about 10% 
(correcting over 17% of the misrecognized words). In the correct ab strac t collection, terms 
occurring only once are anout 32% of th e  indexed term s, whereas for the raw OCR and the 
PPS versions, term s occurring only once are 49% and 47% respectively. We saw a similar 
increase in the full tex t collection statistics[15].
In our sim ulation experim ent, as the docum ent length increases, the introduced errors 
showed m ore im pact on precision. The only collection th a t showed significant degrada­
tion, though, was the NPL collection. The average docum ent length for NPL collection is 
quite short, averaging only 327 characters (approxim ately 50 words) per docum ent. Our 
O C R ’ed abstract collection lies between the CACM and W SJ collections in term s of average 
docum ent length.
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4 .3 .3  P o s t -p r o c e s s in g
An autom atic error detection and correction program  was used to  improve the quality of 
tex t produced by an OCR device. This system[14] consists of a retrieval system , an English 
dictionary, a domain-specific dictionary, and a collection of algorithm s and heuristics. Those 
errors th a t cannot be corrected by this system  are passed on to  a  user-level editing program . 
T he accuracy level of the corrected tex t is very high; an earlier version of this system , used 
to  process approxim ately 10,000 pages, corrected abou t 87% of the errors. This accuracy 
level has been found to  be sufficient for effective full-text retrieval[4]; 100% accurate tex t 
may not be necessary for full tex t retrieval applications. Further, even m anual verification 
and correction of OCR tex t is performed, there is always the possibility of hum an error.
In the OCR ou tpu t there m ay be numerous corrections required - the choice of the  words 
to  be corrected by the post-processing system  is a m ajor factor th a t could enhance retrieval 
effectiveness. For example, in a  docum ent, a  common word like whether could occur several 
times, bu t its role in the retrieval of relevant m aterial may be very little. So, th ere  is not 
much improvement expected by applying the corrections to all the common words. Choice 
of which erroneous words are to  be corrected has been m ade by taking into consideration 
the significant index term s used by the IR  systems. A spell-checker would trea t all the 
words in the docum ent equally, whereas, this post-processing system only concentrates on 
term s th a t affect retrieval performance.
This autom atic post-processing system consists of a set of program s th a t sim ulates the 
actions of a person m anually correcting OCR errors. C ertain heuristics are involved in the 
autom atic correction and help in pushing up the accuracy level of retrieved text. The inputs 
needed here are a list of the words th a t have been indexed along with their collection and 
docum ent frequency counts, and a domain-specific dictionary.
After our test collection was run through the au tom atic post-processing system , no 
significant changes in average precision were observed. T he ranking variabilities between 
the  post-processed and OCR collections are given in Table 4.5. An im portan t point to  be 
m ade here is the lack of garbage removal by the post-processing system (P P S ). Due to  
the  m anual zoning involved, it was guaranteed th a t no garbage (like im proper zones, any 
unnecessary writings or m arkings, say on the top of the page or in the columns) would
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nnn.atn atc.atn
query docum ent
post processed 
rank
OCR
rank
post processed 
rank
OCR
rank
5 349 46 46 55 58
5 775 480 480 480 480
7 664 381 379 381 379
10 171 102 99 98 90
14 708 83 83 5 8
14 811 221 221 172 183
18 15 145 142 136 127
25 420 14 14 9 9
29 620 412 411 412 411
36 39 178 175 101 101
43 340 44 44 10 9
44 616 398 397 398 397
44 811 177 176 169 182
53 445 8 8 6 6
57 509 312 426 454 490
59 30 41 56 65 84
Table 4.5: Ranking variability between post processed and OCR collections with different 
weighting schemes
be included in the inpu t to  OCR. Also, alm ost no non-text d a ta  was present a t all in our 
collections (except for a  few m athem atical formulae). All this indicates th a t the m ajor task 
for PPS  in this case would be to  correct misspellings.
C hapter 5
C onclu sion
For the  past several years, we have carried out a set of experim ents to evaluate the effects 
of O CR errors on retrieval. In all these experim ents, the  average precision was not affected 
across different IR  system s. M ost of the docum ents in these collections are of technical 
content with an average length of 36 pages. The experim ent reported in this paper was 
done to  evaluate th e  effects of OCR errors on ab strac t length documents. From these 
experim ents, we know average precision and recall for this docum ent length are also not 
significantly affected. The result of this experim ent together with our full text experiments 
imply th a t OCR technology can produce tex t th a t is good enough to  be used in conjunction 
with IR  for most applications. In some cases, au tom atic post-processing may be in order 
but rarely would m anual intervention be required.
25
B ib liograp hy
[1] R. G. Casey, and K. Y. Wong (1990), Image analysis applications, New York: Marcel 
Dekker.
[2] C apture Station Simulation Lessons Learned, Final R eport, for the Licensing Support 
System, 1990, Science Applications In ternational Corporation.
[3] S. Impedovo, L. O ttav iano , and S. Occhinegro, O ptical character recognition - a  survey. 
In Character & Handwriting Recognition, Expanding Frontiers, pp 1-24.
[4] W . B. Croft, S. Harding, K. Taghva, and J. Borsack (1994), An evaluation of infor­
m ation retrieval accuracy with simulated OCR o u tp u t, In Proceedings o f the Third 
A nnual Sym posium on Document Analysis and Inform ation Retrieval, Las Vegas, NV, 
pp 115-126.
[5] W . B. Croft and Howard R. Turtle (1992), Text retrieval and inference. In Paul S. 
Jacobs, editor, Text-based Intelligent System s, Lawrence Erlbaum  Associates, pp 127- 
155.
[6] G. Nagy a.nd S. Seth (1990), Optical Character Recognition, John Wiley & Sons, Inc., 
New York.
[7] Kazem Taghva, Julie Borsack, and Allen Condit (1994), Effects of OCR. Errors on 
ranking and Feedback Using the Vector Space Model. Technical R eport: Inform ation 
Science Research In stitu te , UNLV.
[8] Edw ard A. Fox (1983), C haracterization of two new experim ental collections in com­
pu ter and inform ation science containing textual and bibliographic concepts. Technical 
R eport 83-561, D epartm ent of Com puter Science, Cornell University, Ithaca, NY 14853.
[9] M athew Koll and Padm ini Srinivasan (1990), Fuzzy versus Probabilistic models for 
User Relevance Judgem ents, Journal o f the Am erican Society fo r  Inform ation Science, 
pp 264-26S
[10] Julie Borsack, C haracter recognition and inform ation retrieval (1993), M aster’s thesis, 
University of Nevada, Las Vegas.
[11] H. P. Luhn (1957), A S tatistical Approach to Mechanized Encoding and Searching of 
Literary Inform ation, IBM Journal of Research and Development, Vol. 1, No. 4, pp. 
309-317.
[12] Kazem Taghva, Julie Borsack, Allen Condit, and Srinivas Erva (1994), T he effects of 
noisy d a ta  on text retrieval, Journal o f the American Society for Inform ation Science, 
45(1), pp 50-58.
26
27
[13] Kazem  Taghva, Julie Borsack, Bryan Bullard, and Allen Condit (1994), Post-editing 
through approxim ation and global correction, In ternational Journal o f P attern Recog­
n ition  and Artificial Intelligence.
[14] Kazem  Taghva, Julie Borsack, and Allen Condit (1994), An expert system  for au to ­
m atically correcting OCR ou tpu t, In Proceedings o f the IS & T /S P IE  1994 International 
Sym posium  on Electronic Imaging Science and Technology, San Jose, CA, pp 270-278.
[15] Kazem Taghva, Julie Borsack, and Allen (1994), Results of applying probabilistic IR 
to  O CR tex t, In Proceedings o f the Seventeenth A nnua l In ternational A C M /S IG IR  
Conference on Research and Development in In form ation Retrieval, Dublin, Ireland, 
pp 202-211.
[16] R obert A. Wilson (1966), Optical Page Reading Devices, Reinhold Publishing Corpo­
ra tion , London.
[17] G erard Salton, M. J. McGill (1983), Introduction to Modern Inform ation  Retrieval, 
M cGraw-Hill Book Co., New York.
[18] G erard Salton (1971), The S M A R T  Retrieval System  - Experim ents in A utom atic Doc­
um ent Processing, Prentice-IIall, Inc., Englewood Cliffs, NJ.
[19] G erard Salton and C hristopher Buckley (1988), Term-W eighting Approaches In A uto­
m atic Text Retrieval, Inform ation Processing and M anagem ent, 24(5), pp 513-523.
[20] G. K. Zipf (1949), Hum an Behavior and the Principle of Least Effort, Addison Wesley 
Publishing, Reading, M assachusetts.
