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Zusammenfassung
In der vorliegenden Arbeit wird eine detaillierte Analyse von Dissipationselementen
und dem turbulenten/nicht-turbulenten Interface in einem skalaren Feld durchgefu¨hrt.
Hierzu werden mittels hochfrequenter Rayleighstreuung dreidimensionale Messungen
des Feldes des Mischungsburchs θ in einem Propanfreistrahl, welcher von langsam mit-
stro¨mendem CO2 umgeben ist, aufgezeichnet. Dieses Vorgehen erlaubt die Messung
von hoch aufgelo¨sten zweidimensionalen Daten bei einer auf dem Durchmesser der
Du¨se basierenden Reynoldszahl Re0 zwischen 3, 000-18, 440 und in Kombination mit
der Taylor Hypothese die Messung von dreidimensionalen skalaren Feldern bis zu einer
Reynoldszahl Re0 = 8, 600, siehe Kapitel zwei fu¨r weitere Details.
In Kapitel drei wird die Verteilung der Extrempunkte des skalaren Feldes θ und der
dazu geho¨rigen skalaren Dissipationsrate χ untersucht. Es wird gezeigt, dass der li-
neare Abstand lm zwischen Minimum und Maximum im Mittel von der Gro¨ßenordnung
der Taylorla¨nge ist, da fu¨r alle Messpositionen und -bedingungen lm/λ ≈ O(1) gilt.
Anschließend werden die experimentellen Ergebnisse fu¨r die normalisierte marginale
Wahrscheinlichkeitsdichtefunktion P˜ (l˜) der La¨nge von Dissipationselementen mit einem
theoretisch hergeleiteten Modell verglichen und eine sehr gute U¨bereinstimmung fest-
gestellt. Daru¨ber hinaus skaliert der konditionierte Mittelwert 〈Δθ | l〉 mit Kol-
mogorovs 1/3-Skalierung bereits bei einem Abstand der Extrempunkte von Ordnung
O(λ). In einem na¨chsten Schritt wird die lokale Orientierung von Dissipationsele-
menten im Freistrahl untersucht und eine bevorzugte Ausrichtung langer Elemente
senkrecht zur Strahlachse bzw. eine isotrope Ausrichtung fu¨r kurze Dissipationsele-
mente beobachtet.
Im Anschluss werden Statistiken des skalaren Inkrements Δθ konditioniert auf den
instantanen Wert der skalaren Dissipationsrate untersucht. Basierend auf den Ar-
beiten von Kholmyansky & Tsinober (2009) und Wang & Peters (2006) wird die
Wahrscheinlichkeitsdichtefunktion des skalaren Inkrements auf sogenannte ’starke dis-
sipative Events’, welche durch die Maxima des χ-Felds und deren lokale Ausdehnung
definiert sind, konditionert und man erha¨lt a¨hnliche Ergebnisse wie die obigen Au-
toren. Hieraus wird geschlossen, dass die exponentiellen Schwa¨nze der Wahrschein-
lichkeitsdichtefunktion durch Regionen des Feldes welche Diffusivita¨t und Dissipation
dominieren, bedingt sind.
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Dissipationselemente im instantanen Feld der kinetischen Energie in verschiedenen
direkten numerischen Simulationen werden in Kapitel vier analysiert. Die universelle
Gu¨ltigkeit von P˜ (l˜) wird erneut fu¨r verschiedene Reynoldszahlen und unterschiedliche
turbulente Felder besta¨tigt. Des Weiteren wird die 1. Ordnung Strukturfunktion der
Geschwindigkeit entlang von Gradiententrajektorien untersucht. Diese ist fu¨r kleine
Distanzen negativ, hat einen Nulldurchgang bei λ und steigt dann linear an. Diese
Strukturfunktion wird mit der asymptotischen Streckungsrate von Dissipationsele-
menten a∞ und der Taylorla¨nge λ skaliert, so dass ein Aufeinanderfallen der Kurven
fu¨r alle Reynoldszahlen und turbulenten Stro¨mungen erreicht wird.
In Kapitel fu¨nf werden das skalare turbulente/nicht-turbulente Interface und sein
Einfluss auf die skalare Wahrscheinlichkeitsdichtefunktion analysiert. In einem ersten
Schritt werden die Messergebnisse genutzt um das ’composite’ Modell von Effelsberg
& Peters (1983) zu validieren. Eine sehr gute U¨bereinstimmung des composite Modells
mit den experimentellen Daten kann beobachtet werden. Des Weiteren gibt es sogar
auf der Strahlachse signifikante Beitra¨ge des turbulenten/nicht-turbulenten Interfaces,
sowie einen fast konstanten Mittelwert 〈Zt〉 der Wahrscheinlichkeitsdichtefunktion im
vollturbulenten Bereich. Anschließend untersuchen wir die Skalierung der Dicke δ des
Interfaces. In U¨bereinstimmung mit den Ergebnissen von da Silva & Pereira (2008)
finden wir δ/L ∼ Re−1λ , wobei L eine integrale La¨ngenskala und Reλ die lokale Tay-
lorla¨nge ist. Diese Skalierung bedeutet, dass δ ∼ λ was zugleich die Modellierung der
sto¨chiometrischen skalaren Dissipationsrate χst als Reynoldszahlunabha¨ngige Gro¨ße
unterstu¨tzt.
Im Anschluss wird die lokale Struktur des turbulenten skalaren Feldes sowie die
skalare Wahrscheinlichkeitsdichtefunktion mittels Gradiententrajektorien untersucht.
Letztere werden durch den arithmetischen Mittelwert Zm von Minimum und Maxi-
mum sowie deren skalare Differenz ΔZ parametrisiert. Diese Parameter werden dann
genutzt um das skalare Feld in drei Bereiche zu partitionieren: einen vollturbulenten
Bereich, eine Außenstro¨mung mit Z = 0 sowie das turbulente/nicht-turbulente Inter-
face. In einem na¨chsten Schritt werden die multivariaten Wahrscheinlichkeitsverteilung
P (Zm,ΔZ) sowie deren marginale Wahrscheinlichkeitsdichtefunktionen in den ver-
schiedenen Regionen untersucht. Abschließend wird eine Methode vorgestellt mit-
tels welcher die skalare Wahrscheinlichkeitsdichtefunktion P (Z) aus der multivariaten
Wahrscheinlichkeitsverteilung P (Zm,ΔZ) der skalaren Gradiententrajektorien in den
verschiedenen Bereichen des skalaren Feldes ermittelt werden kann. Diese zeigt eine
sehr gute U¨bereinstimmung mit der gemessenen Wahrscheinlichkeitsdichtefunktion,
wobei insbesondere Pt(Z) im vollturbulenten Bereich die Form einer Gaußschen Nor-
malverteilung hat.
Summary
In the present work, a detailed experimental analysis of geometries called dissipation
elements and of the turbulent/non-turbulent interface of a scalar field is conducted. To
this end, three-dimensional measurements of the mass fraction θ of propane discharging
into coflowing CO2 from a turbulent round jet using a high-speed Rayleigh scattering
technique have been performed. This procedure allows to acquire highly resolved two-
dimensional data at nozzle based Reynolds numbers Re0 between 3, 000-18, 440 and in
combination with Taylor’s hypothesis three-dimensional data up to Re0 = 8, 600, see
chapter two for details.
In chapter three, the distribution of extremal points in the scalar fields of θ and its
scalar dissipation rate χ are examined. It is shown that the mean linear distance lm
between a maximum and a minimum is of the order of the Taylor microscale as lm/λ ≈
O(1) at all measurement positions and conditions. Afterwards, the experimental results
for the normalized marginal probability density function (pdf) P˜ (l˜) of the length of
dissipation elements are compared to a theoretical model and a good agreement is
found. Furthermore, the conditional mean 〈Δθ | l〉 already scales with Kolmogorov’s
1/3 for separation distances ofO(λ). Then, the local orientation of dissipation elements
in the jet flow is investigated and reveals a preferential alignment perpendicular to the
jet axes for long elements, while the orientation of short elements is isotropic.
In a next step, the statistics of the scalar increment Δθ conditioned on the instan-
taneous value of the scalar dissipation rate are examined. Extending the works of
Kholmyansky & Tsinober (2009) and Wang & Peters (2006), we have conditioned on
strong dissipative events based on the maximum points of the χ-field and their local
size and observe similar results as the above authors. The exponential tails observed
for the pdf of the scalar increment are thus concluded to be due to diffusivity and
dissipation dominated parts of the field.
In chapter four, dissipation elements in the instantaneous kinetic energy field of
various DNS cases are studied. The universal validity of P˜ (l˜) is confirmed, as no de-
pendence on the Reynolds number, the scalar field or the type of turbulent flow has
been observed. Furthermore, we have examined the first-order velocity structure func-
tion along gradient trajectories. The latter is negative for small separation distances,
followed by a linear increase with a zero-crossing at around λ. Scaling the first-order
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xvelocity structure function with the asymptotic strain rate of dissipation elements a∞
and the Taylor microscale λ allows to collapse the curves for all DNS cases.
In chapter five, the scalar turbulent/non-turbulent interface and its impact on the
scalar pdf are examined. Based on the experimental data, in a first step the composite
model of Effelsberg & Peters (1983) is used to construct the mixture fraction pdfs.
A very good overall agreement of the composite pdfs Pc(Z) with the experimental
data at different radial and axial location as well as at varying Reynolds numbers and
intermittency factors is obtained. Non-negligible contributions of the turbulent/non-
turbulent interface are present even on the centerline together with a close to constant
mean value 〈Zt〉 of the pdf of the fully turbulent part Pt(Z). Based on these findings,
it is concluded that the turbulent/non-turbulent interface and its contributions to the
mixture fraction pdf are of major importance in the early part of the jet where the
measurements are performed.
In addition, we analyze the scaling of the thickness δ of the scalar turbulent/non-
turbulent interface. In agreement with da Silva & Pereira (2008), δ/L ∼ Re−1λ is
observed, where L is an integral length scale and Reλ the local Taylor based Reynolds
number, meaning that δ ∼ λ. This scaling also supports the modeling of the stoichio-
metric scalar dissipation rate χst as a Reynolds number independent quantity.
Then, the local structure of the turbulent scalar field as well as the scalar pdf using
scalar gradient trajectories are investigated. The latter are calculated for every grid
point and scalar profiles along the latter are parameterized by the arithmetic mean
Zm of minimum and maximum value of the extremal points that bound the gradient
trajectory and the scalar difference ΔZ between them. Using these parameters, the
turbulent scalar field is partitioned into three regions - a fully turbulent one, the outer
flow with Z = 0 and in between a meandering scalar turbulent/non-turbulent interface.
In a next step, the joint pdf P (Zm,ΔZ) as well as P (Zm) and P (ΔZ) are investigated
in the different zones. Small fluctuations together with a large mean scalar value are
typical for the fully turbulent region, while the regularly observed large jump of the
scalar value across the interface is caught by the gradient trajectory statistics in the
scalar turbulent/non-turbulent interface. As the latter start in the outer flow at Z = 0,
it also directly follows from this large jump that the turbulent/non-turbulent interface
trajectories frequently contain the comparatively small value of stoichiometric mixture.
Finally, a method to reconstruct the overall scalar pdf P (Z) based on gradient tra-
jectory statistics using the joint pdf P (Zm,ΔZ) in the different zones of the scalar
field is presented. We observe a good agreement between the experimentally obtained
pdf with the reconstructed one, where Pt(Z) in the turbulent part has the shape of a
Gaussian-bell curve.
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1 Introduction to Turbulence and Scalar
Turbulence
1.1 Theoretical Concepts
Incompressible flows are governed by the Navier-Stokes equations
∂Ui
∂xi
= 0
∂Ui
∂t
+ Uj
∂Ui
∂xj
= −1
ρ
∂p
∂xj
+ ν
∂2Ui
∂x2j
,
(1.1)
where Ui denotes the vectorial velocity field, ρ is the fluid density, p denotes the pressure
field, ν is the kinematic viscosity and repeated indices imply summation. If these
equations are non-dimensionalized with a reference length scale lref and a reference
velocity uref , one obtains the Reynolds number
Re =
uref lref
ν
, (1.2)
which is the most important non-dimensional parameter to characterize turbulent flows.
If a certain critical value (which is different for different flow configurations) for Re is
exceeded, the flow transits from a laminar to a turbulent state, in which its nature
changes from a deterministic to a non-deterministic, unsteady three-dimensional and
rotational flow.
The assumption of homogeneity and isotropy renders the turbulent velocity field sta-
tistically invariant to a translation or a rotation of the coordinate system and thus
allows for a relatively simple statistical description. One approach to analyze such
turbulent fields is to study two-point statistics in terms of correlation or structure
functions as they capture not only local but also non-local effects inherent to turbu-
lence. Starting from the Navier-Stokes equations one can derive equations for structure
functions of all orders, cf. Hill & Boratav (2001) and Hill (2001). The most prominent
one of these is the von Ka´rma´n-Howarth equation, cf. von Ka´rma´n & Howarth (1938).
This equation is often considered as a prototype of a formulation for a well-defined
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problem that should, by its relative simplicity, provide access to more complicated
problems in turbulence. Nonetheless, one should bear in mind that it only constitutes
the first of an infinite hierarchy of moment equations, which contain all statistical in-
formation of the field in their totality, cf. Oberlack & Rosteck (2010). Due to the
nonlinearity of the convective term in the Navier-Stokes equations, the moment equa-
tions are coupled among each other, giving rise to the well known closure problem
in turbulence, when one attempts to draw information from just one equation while
neglecting the others. In the case of the von Ka´rma´n-Howarth equation the closure
problem translates into the coupling of the second and third order structure function.
Kolmogorov’s (Kolmogorov (1941a,b) also denoted as K41) contribution to the solu-
tion of the von Ka´rma´n-Howarth equation is two-fold: Firstly, he identified a narrow
region within what is called the inertial range (η  r  L, where r(= |r|) is the
separation distance between the two points at x and x + r, η = (ν3/ε)1/4 is the Kol-
mogorov scale, ε(=2ν〈sijsij〉, where sij = 1/2(∂ui/∂xj + ∂uj/∂xi) is the fluctuating
rate of strain) is the mean energy dissipation rate and L is an integral length scale),
where the third order structure function decouples from the second order. Within this
region, he derived a closed form solution for the third order structure function, known
as the four-fifth-law
〈Δu(r)3〉 = −4
5
εr, (1.3)
where u is the velocity fluctuation in direction of r at the two points and angular
brackets denote ensemble averages. This equation is asymptotically exact and today
regularly used to detect the inertial range in experimental and numerical data. Sec-
ondly, he obtained for the second order structure function the following scaling
〈Δu(r)2〉 ∝ (εr)2/3 (1.4)
applying dimensional analysis. This is stated in his first hypothesis of similarity which
reads For locally isotropic turbulence the distribution functions (of velocity increments
and therefore their moments) are uniquely determined by the quantities ν and ε - this is
known as the first K41 hypothesis. Based on eq. (1.4), the energy spectrum in isotropic
turbulent flows follows theoretically
E(k) = Cε2/3k−5/3, (1.5)
where C is a non-dimensional constant that is approximately C ≈ 1.62, cf. Sreenivasan
(1995) and Gotoh (2002), while k is the wavenumber in Fourier space.
The analysis of experimental data remains as a natural alternative to a mathematical
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treatment. The first set of data for decaying homogeneous grid turbulence has been
generated and interpreted by Stewart & Townsend (1951). In more recent studies,
cf. Zhou & Antonia (2000) and Antonia et al. (2003), second and third order structure
functions have been reported. Danaila et al. (1999) and Danaila et al. (2001) have
evaluated all terms in the von Ka´rma´n-Howarth equation from experiments. Zhou
& Antonia (2000) also converted some high Reynolds number second order structure
functions, reported by Mydlarski & Warhaft (1996), into two-point correlations. The
experimental data could confirm the theoretically obtained scaling in the viscous domi-
nated region but showed that there are substantial deviations from theK41 hypothesis.
This has been termed ’anomalous scaling’, for which a conclusive explanation is still
missing, see Frisch (1995) for an overview. The problem of detecting the Kolmogorov
inertial range scaling is further complicated in the case of finite Reynolds numbers, as
the region in which it is valid lies adjacent to the viscous region, which only at very
high Reynolds numbers becomes small enough not to contaminate the inertial range
scaling. The issue of viscosity has been addressed by Oberlack & Peters (1993) and
Lundgren (2002) for large Reynolds numbers, in order to analyze the region between
the viscous and the Kolmogorov range. A vast body of literature is found in Monin
& Yaglom (1975). One must conclude that no satisfactory explanation for the appar-
ent anomalous scaling has been found so far. While Kolmogorov’s hypotheses refers
explicitly only to the small scales, one may ask whether there exists another range of
scales beyond the Kolmogorov region that exhibits a quasi-universal behavior in the
case of homogeneous isotropic decaying turbulence. These scales would need to be
smaller than the large scales, which certainly cannot be expected to be universal, as
they highly depend on boundary conditions, which are different for every flow.
In order to increase the understanding of turbulent fields one may also study the
case of a passive scalar field θ rather than the vectorial velocity field. If the velocity of
advection U solves the Navier-Stokes equations, cf. eq. (1.1). The passive scalar field
obeys the advection-diffusion equation
∂θ
∂t
+ Ui
∂θ
∂xi
= D
∂2θ
∂x2i
. (1.6)
In eq. (1.6), the diffusion coefficient D is assumed to be constant and Ui denotes the
advection velocity component in i-direction, while repeated indices imply summation.
This equation is linear with respect to θ and has also almost always linear boundary
conditions. This linearity holds for each realization but the equation is statistically
nonlinear due to the convection term. In addition, a gradient quantity, namely the
scalar dissipation rate χ can be formed
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χ = 2D
(
∂θ
∂xi
)2
, (1.7)
whose mean 〈χ〉 determines the decay of scalar fluctuations and plays a similar role as
the energy dissipation  plays for the fluctuating velocity field.
As the statistical properties of scalar turbulence are coupled to the underlying veloc-
ity field, cf. eq. (1.6), it is believed that some - but not all - of the basic findings from
velocity statistics can be transferred to scalar fields. Sreenivasan & Antonia (1997) re-
view and compare small-scale turbulence of scalar and velocity fields, while Sreenivasan
(1991) discusses the applicability of local isotropy and universality to scalar fields. In-
spired by the results of K41, Obukhov (1949) and Corrsin (1951) extended the above
described scaling laws to a passive scalar, yielding
〈Δθ2(r)〉 ∝ r2/3ε−1/3〈χ〉, (1.8)
for the second moment of the scalar increment Δθ = θ(x + r) − θ(x), where again
r is the separation distance, while Yaglom (1949) obtained the scalar equivalent to
eq. (1.3) for the mixed moment of velocity and scalar at high Pe´clet (Pe=ReSc, with
Sc = ν/D) and Reynolds numbers assuming global homogeneity and isotropy
〈u(r)Δθ(r)2〉 = −4
3
〈χ〉r. (1.9)
Mydlarski & Warhaft (1998) and Chambers & Antonia (1984) examined this equation
experimentally and found a reasonably well agreement for Reλ > 400.
Based on eq. (1.8), the one-dimensional scalar spectrum in the inertial range is de-
scribed by
Eθ(k) = Cθε
−1/3〈χ〉k−5/3, (1.10)
where Cθ again is a non-dimensional constant that is considered to be universal and
has been estimated to be Cθ ≈ 0.68, cf. Monin & Yaglom (1975), Sreenivasan (1991)
and Mydlarski & Warhaft (1998). However, the shape of the scalar spectrum depends
strongly on the Schmidt number. In the case of Sc  1, the scalar spectrum quickly
decays from the inertial-convective range where it follows a k−5/3 power law, into an
inertial-diffusive range, where it scales with k−17/3. In contrast, when Sc  1, the
energy spectrum decays rapidly for wavenumbers larger than k > 1/η, while the scalar
spectrum remains excited in a viscous-convective range where it follows a k−1 power
law. This scaling behavior is present up to the smallest scale, which in the latter case is
the Batchelor scale ηB(=Sc
−1/2η), meaning that ηB < η for Sc > 1. Sreenivasan (1996)
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and Sreenivasan & Antonia (1997) further examine the scalar spectrum and conclude
that fully developed turbulence exists in grid turbulence already at comparatively low
Taylor-based Reynolds numbers of the order of Reλ = 150 (Reλ=urmsλ/ν, where urms
denotes the longitudinal r.m.s. velocity and λ the Taylor scale of the velocity field),
while for shear flows, the Taylor-based Reynolds number should be of the order of
Reλ ≈ 1, 000, a finding to which we will refer later.
However, the study that will be presented in the following is conducted at Sc ≈
1 as has been done by many experimentalists before, see for instance Sreenivasan
(1991) and Warhaft (2000) and references therein. The conserved scalar quantity under
investigation is the mixture fraction Z, which is defined as the mass fraction of fuel
stream in a given binary propane-CO2 mixture
Z =
mf
mf +mCO2
, (1.11)
where the subscripts ’f’ and ’air’ refer to fuel stream and air, respectively; according
to this definition, Z varies between Z = 0 and Z = 1.
Furthermore, the analysis will be performed in a turbulent jet flow rather than in
homogeneous and isotropic turbulence, which is of particular relevance as jet flows
are used to improve scalar mixing in many engineering applications such as chemical
reactions in combustion systems, see for instance Dibble et al. (1996), Warhaft (2000),
Peters (2000) and Dimotakis (2005).
1.2 Local Geometries and Coherent Structures in Turbulent Fields
To enhance the understanding of the statistics in scalar turbulence, Kraichnan (1968,
1974) developed a model for a passive scalar convected by a Gaussian random-velocity
field that is delta correlated in time, which has been studied extensively in the liter-
ature, cf. Kraichnan (1994), Chertkov et al. (1995), Chertkov & Falkovich (1996) and
Shraiman & Siggia (2000).
This surrogate Gaussian field for the fluctuating velocity component ui
〈ui(x; t)uj(y; t)〉 = |x− y|2−γδ(t− t′) (1.12)
allows for instance for γ = 2/3 to recover Richardson’s diffusion. However, since its
underlying velocity field is of artificial nature, it is not sure whether the obtained results
can be transferred to a passive scalar advected by a real turbulent flow, cf. Celani et al.
(2000, 2001).
Other model studies that use various artificial divergence free (∂ui/∂xi = 0) velocity
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fields have been conducted by Glimm et al. (1992), Avellaneda et al. (1994), Majda
& Kramer (1999) and Arous & Owhadi (2002). The latter authors note that homoge-
nization, i.e.
〈ui(x; t) ∂θ
∂xi
〉 = 〈 ∂
∂xi
(Dt
∂θ(x; t)
∂xi
)〉, (1.13)
is possible for periodic and deterministic velocity fields as well as for a homogeneous
random velocity field with scale separation. For a homogeneous random velocity field
that is delta correlated in time, the eddy diffusivity Dt could be computed while for the
special case of a shearing velocity, a complete solution for eddy diffusivity, anomalous
diffusion etc. can be calculated without any scale separation.
Another approach to gain a better understanding of turbulent fields is to study
geometrical structures using critical points of the field. Gibson (1968) analyzed the
behavior of zero gradient points and minimal gradient surfaces in turbulent scalar
fields. He argued that these points are of importance to the problem of turbulent
mixing. Wray & Hunt (1990) subdivided the flow field into four types of space-filling
regions, characterizing them by the second invariant of the velocity derivative tensor
Q and the pressure p. More examples for studies of geometrical structures in turbulent
fields can be found in Tsinober (2001), Miyauchi & Tanahashi (2001) and Jimenez &
Wray (1998). Da´vila & Vassilicos (2003) used the spatial distribution of stagnation
points in homogeneous isotropic turbulence to show that it has a fractal structure of
dimension Ds = 2. They found that the Richardson constant is an increasing function
of the number density of the stagnation points. Goto & Vassilicos (2009) relate the
energy dissipation rate coefficient to the stagnation point structure of homogeneous
isotropic turbulence to prove its non-universality. Bermejo-Moreno & Pullin (2008)
studied non-local geometries of isosurfaces in scalar turbulence. They characterize
these by a joint probability density function of different geometrical parameters to
structure them into groups with a common geometry.
Today’s theories of turbulence are typically based on two-point statistics, where the
distance between the two points is fixed arbitrarily in advance. However, Kolmogorov
(1941a) already remarked that the spatial coordinates of the two points could be ran-
dom variables. It is important to realize that fixing the spatial coordinates constricts
the evaluation of turbulence statistics to regions that are independent of the spa-
tial structure of the turbulent field, and that this is a fundamental constraint, thus
limiting, or at least substantially aggravating, the ability to predict turbulence from
first-principles. A potential means to define these statistics is to decompose the entire
turbulent field into smaller physically motivated spatial sub-units, whose end-points
are then used to represent the two points of the statistics. In order to make this
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choice meaningful, the location and geometry of the sub-units should, therefore, be
determined by the turbulent fields themselves.
Based on the extreme points of turbulent scalar fields, i.e. points of vanishing scalar
gradient, Wang & Peters (2006, 2008) developed the theory of dissipation elements.
These elements arise as natural geometries in turbulent scalar fields, which satisfy
the conditions for a Morse function, when they are analyzed by means of gradient
trajectories in fields obtained by highly resolved direct numerical simulations (DNS).
Starting from every grid point, trajectories along the ascending and descending gradient
direction can be calculated, which inevitably end at extreme points. All points that
share the same two ending points define a finite volume which is called a dissipation
element. The latter is parameterized by two values: the linear length l(= |xmax-xmin|)
between and the scalar difference Δθ(=θmax-θmin) at the extreme points. Using this
theory, space-filling elements are identified, which allow the reconstruction of statistical
properties of the field as a whole in terms of conditional statistics within the elements
- examples of such analysis can be found in Wang & Peters (2008) and Schaefer et al.
(2010b). Taking the mixture fraction as the underlying scalar field also allows the
physical interpretation of dissipation elements and gradient trajectory statistics in the
context of the flamelet approach in non-premixed combustion, see Peters (2009) and
Gampert et al. (2012d) for details.
Furthermore, dissipation elements can be understood as a sub-group of so called
Morse-Smale complexes, cf. Smale (1961a,b). The latter are defined as topological
structures that provide an abstract representation of the gradient flow behavior of a
scalar field, i.e. decompose space into monotonic regions using gradient flows with a
single minimum and maximum per complex. This relation of dissipation elements to
Morse-Smale complexes is of particular interest as the latter concept introduces mea-
sures regarding the flow topology, for instance the significance of specific extremal
points which is called persistence. Morse-Smale complexes have recently received at-
tention in relation with the numerical investigation of scalar-valued data with a focus
on topological feature extraction, see for instance Laney et al. (2007), Bremer et al.
(2007) and Pascucci et al. (2011) and references therein. In contrast, dissipation ele-
ment analysis concentrates on the extraction of inherent geometries in turbulent flows,
which allow the reconstruction of global statistics based on the conditional statistics
of sub-units. These statistics comprise probability density functions of the parameters
describing these sub-units, namely the dissipation elements, and conditional means of
quantities of interest within them.
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1.3 The Local Topology of Turbulent Scalar Fields in Free Shear
Flows
When experimental investigations are performed at the outer edge of a jet flow, the
signal varies abruptly between a turbulent and a non-turbulent character. Townsend
(1948, 1949) quantified this behavior in terms of an intermittency factor γ, defined as
the fraction of the signal that is turbulent. Corrsin & Kistler (1955) first termed the
layer separating the turbulent from the non-turbulent (T/NT) region as the ’laminar
superlayer’. Bisset et al. (2002) note that irrotational velocity fluctuations are usually
found in the non-turbulent flow outside the interface layer, which does not mark an
absence of velocity fluctuations but a change in the character of the fluctuations from
vortical to irrotational. Since vorticity is transmitted to fluid only through the action
of molecular viscosity, there must exist a shear layer there that is essentially viscous
in nature, though it may be extremely thin. Across this thin layer of turbulent fluid
all major changes between outer fluid and the fully turbulent interior fluid take place,
including those of a transported scalar.
In combination with the detection of generally termed coherent structures in various
types of turbulent flows, cf. Kline et al. (1967), Brown & Roshko (1974), Dimotakis
et al. (1983), Liepmann & Gharib (1992) and Cannon et al. (1993), the question arises
how the local topology of these flows may be described from a structural point of
view and how their impact may be described physically and quantified in terms of
turbulence statistics. Townsend (1956, 1966, 1987) was the first to bring forth the idea
of describing so called coherent eddies from two-point correlations, cf. Grant (1958).
Recently, Marusic & Adrian (2012) gave a more precise definition of these coherent
structures and the observed organized motion. Following the investigations of Perry &
Chong (1982), Nickels & Perry (1996) and Marusic & Perry (1995), Philip & Marusic
(2012) used a random collection of coherent large-scale eddies to describe first and
second order statistics in axisymmetric jets and wakes. The latter authors further
investigate the physical importance of these large-scale eddies in the local entrainment
process that describes the advancement of the T/NT interface layer into the irrotational
fluid normal to its own surface, cf. Bisset et al. (2002). While Liepmann & Gharib
(1992) and Yoda et al. (1994) discuss the impact of these large-scale eddies and the
motion of large-scale vortices (engulfment) on the entrainment process, Mathew & Basu
(2002), Westerweel et al. (2005) and Westerweel et al. (2009) suggest that small-scale
eddy motions (nibbling) acting on the T/NT interface layer are the dominant physical
mechanism.
These nibbling eddies are of major importance for the dynamics of the interface layer,
see Hunt et al. (2011) for a review of recent investigations. Detailed spatial analyses of
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this region have recently been made experimentally, cf. Westerweel et al. (2002), West-
erweel et al. (2009), Holzner et al. (2007a) and Holzner et al. (2007b), and numerically,
cf. da Silva & Pereira (2008, 2011) and da Silva & Taveira (2010), giving deeper insight
into the vorticity dynamics close to the T/NT interface. In addition, Westerweel et al.
(2011) examined the temperature field of a non-isothermal jet and observed a good
agreement of the statistics with the ones obtained from the investigation of concentra-
tion and axial momentum, see Westerweel et al. (2005), Holzner et al. (2007a), Holzner
et al. (2008), da Silva & Pereira (2008) and Westerweel et al. (2009). Furthermore, da
Silva & Pereira (2008) argue, based on scaling arguments involving the viscosity and
the rate of strain that in the presence of a mean shear, the characteristic length scale
δ associated with the thickness of the superlayer scales with the Taylor microscale λ.
In terms of combustion in a non-premixed system, the region of the T/NT interface
is also of major importance as combustion occurs in the vicinity of the stoichiometric
mixture fraction Zst. The value of the latter is about 0.06 for different hydrocarbon/air
mixtures; i.e. for a propane/air mixture Zst = 0.06095. In a jet flame, owing to the very
low values of stoichiometric mixture fraction, combustion occurs in the outer boundary
at lower mixture fraction values of the turbulent fuel jet, which is characterized by
turbulent regions (of fuel) adjacent to non-turbulent regions (of air). These two regions
are thus separated by a T/NT interface layer.
In the following, as we will only consider a scalar quantity, we will refer to the region
in which the scalar signal changes from a turbulent to a laminar character as the scalar
T/NT interface layer. Similar to the observation of a viscous layer that is part of the
T/NT interface layer in the vorticity field, this scalar T/NT interface layer contains a
diffusive scalar sublayer at the outer edge of the T/NT interface layer close to the NT
region.
1.4 Outline of the Thesis
The intention of this thesis is two-fold: In a first part, we will investigate turbulent
scalar fields using the dissipation element theory; afterwards, in the second part, the
focus will shift to the T/NT interface.
To this end, the analysis will mainly use data of a scalar field of a turbulent jet flow
that has been obtained experimentally by a method that is presented in chapter 2. More
specifically, highly resolved data in every spatial direction using a high-speed Rayleigh
scattering technique and Taylor’s hypothesis is acquired based on high frequency two-
dimensional measurements of the mass fraction θ (which for the present case of a binary
mixture is equivalent to the mixture fraction Z) of propane in a turbulent round jet
discharging into surrounding carbon dioxide. The Reynolds number (based on nozzle
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diameter and jet exit velocity) varies between 3, 000 and 18, 440.
In particular, a detailed experimental investigation of conditional statistics obtained
from dissipation elements based on this passive scalar field and its instantaneous scalar
dissipation rate χ is conducted in chapter 3. The experimental results for the local
orientation of dissipation elements and the conditional mean 〈Δθ | l〉 are analyzed and
the normalized marginal pdf P˜ (l˜) of the length of dissipation elements is examined to
validate the theoretical model derived by Wang & Peters (2008). Following an approach
proposed by Kholmyansky & Tsinober (2009), we then investigate the pdf of the scalar
increment Δθ, when regions around maximum points of the scalar dissipation rate χ
are either retained or excluded in the measurement volume. Furthermore, the mean
linear distance lm between two extreme points of a dissipation element is investigated
using experimental and numerical data. This DNS data is also used for a further
validation of the model equation for the length distribution of dissipation elements and
the conditional mean in chapter 4.
In chapter 5, the scalar T/NT interface of the flow is studied. To this end, we use in a
first step a composite model developed by Effelsberg & Peters (1983) for the pdf P (Z)
which takes into account the different contributions from the fully turbulent as well as
the interface part of the flow. Furthermore, the scaling of the thickness δ of the scalar
T/NT interface is investigated, then compared to hypotheses made in the literature and
interpreted in the context of turbulent non-premixed combustion. In a last step, the
T/NT interface is examined by scalar gradient trajectories, which are used to partition
the turbulent scalar field into a fully turbulent, a T/NT interface and an outer flow
region according to an approach developed by Mellado et al. (2009). Based on these
different regions, zonal statistics are investigated and a method to reconstruct the
overall mixture fraction pdf from the zonal gradient trajectory statistics is presented.
Finally, the work is concluded in chapter 6 by a brief summary of this thesis and an
outlook for future work is given.
2 Experimental Techniques
In the course of this section, we will present the measurement techniques, the experi-
mental arrangement as well as the data processing procedure that have been employed
in this study. Furthermore, some data validation in terms of scalar spectra, spatial
resolution, axial decay of the scalar and the velocity along the centerline and radial
self-similarity of the latter two quantities are given. Finally, the volumetric reconstruc-
tion and the gradient trajectory search algorithm are described.
2.1 Three-Dimensional Measurements of the Scalar Field in a
Turbulent Jet
In the following, a measurement technique will be presented that on the one hand
allows to obtain three-dimensional measurements of the mixture fraction field for the
investigation of dissipation elements and on the other hand enables us to measure the
scalar field in a two-dimensional plane at high Reynolds numbers for the analysis of
the scalar superlayer in a jet flow.
Previous direct numerical simulations that investigated dissipation elements revealed
that a resolution of approximately the Kolmogorov scale η is needed to obtain grid
independent statistics. This strict resolution requirement and the corrugated three-
dimensional geometry of dissipation elements makes the experimental study of the
latter very challenging. The first experimental study on dissipation elements was
performed by Schaefer et al. (2010a), who used tomographic PIV to make three-
dimensional measurements of the velocity field in the core region of a channel flow.
The study showed several interesting results on the length scale of dissipation elements.
However, many of the results were limited by the resolution and the rather low signal-
to-noise-ratio (SNR) that is characteristic of PIV techniques. Another attempt was
made by Soliman et al. (2012), who used Rayleigh imaging to topographically produce
two-dimensional images of turbulent mixing to obtain the concentration distribution of
two gases in a turbulent shear flow based on which the authors then examine dissipation
element statistics. However, as the images are recorded in a planar cut through the cen-
terline, only two-dimensional projections of these highly corrugated three-dimensional
geometries could be analyzed.
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The development of advanced laser optical techniques with a high pulse energy at
a high repetition rate has facilitated the experimental investigation of spatially three-
dimensional conserved scalar quantities. These techniques allow to gain phenomeno-
logical and statistical understanding of turbulent mixing in gas- and liquid-phase flows.
While Prasad & Sreenivasan (1989); Dahm et al. (1991); Buch & Dahm (1996) used
planar laser-induced fluorescence to study conserved scalar fields liquid flows, Everest
et al. (1996); Feikema et al. (1996); Buch & Dahm (1998); Su & Clemens (1999, 2003);
Frank & Kaiser (2010) measured scalar fields in the gas-phase based on highly resolved
Rayleigh scattering. The use of scalar imaging by Rayleigh scattering to study dissi-
pation elements therefore appears to be a more attractive option owing to its potential
to obtain relatively high SNR scalar images, see for instance Sutton et al. (2012), com-
pared to the velocity field from PIV. The large SNR of the scalar images leads to a
better resolution, which is crucial to study gradient trajectories. The challenge, how-
ever, is to obtain three-dimensional volumetric scalar field data with sufficient signal
quality that allows computing the total gradient with high precision.
A wide range of experimental investigations of scalar fields can be found in the
literature, see for instance Antonia et al. (1984) and Mydlarski & Warhaft (1998).
Three-dimensional volumetric scalar gradient measurements, however, are very lim-
ited and often involved multi-point or two-dimensional measurements in combination
with Taylor’s hypothesis. This approximation estimates the spatial derivative in the
streamwise x-direction from the local instantaneous value of the time derivative from
a single-point or planar measurement, when the required three-dimensional multipoint
measurements are impractical or unavailable. In the limit of low turbulence intensities,
the motion of gradients relative to the local mean flow can be approximated as one
of pure convection. Due to the importance of two-point statistics and spatial gradient
quantities in turbulence, it is common to use Taylor’s hypothesis to estimate spatial
derivatives, see Dahm & Southerland (1997) for a critical discussion of its accuracy.
Even in multipoint probe measurements of velocity gradients, it has been invoked to
estimate pdfs and derivatives along the mean streamwise direction, cf. Tsinober et al.
(1992) and Kholmyansky & Tsinober (2009). Among the most widespread uses of
Taylor’s hypothesis is the estimation of dissipation rates, see eq. (1.7), in turbulent
shear flows, cf. for instance Antonia & Sreenivasan (1977), Anselmet & Antonia (1985)
and Talbot et al. (2009), though the scalar dissipation can be measured directly at one
point in contrast to ε, cf. Sreenivasan et al. (1977) and Zhou & Antonia (1993).
In measurements, the three-dimensional information is often found by imaging in
parallel, spatially distinct two-dimensional planes or via a sweeping of a single two-
dimensional laser sheet in sheet normal direction, see for instance Su & Clemens (1999)
for a discussion. However, these two- and three-dimensional measurements of con-
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Table 2.1: Experimental parameters
Case 10-1 10-2 15-1 15-2 20-1 20-2 20-3 30-1 30-2
x/d 10 10 15 15 20 20 20 30 30
U0 [m/s] 1.15 2.26 1.76 3.30 1.82 3.30 4.65 3.30 7.07
UC [m/s] 0.57 1.10 0.61 1.13 0.50 0.90 1.27 0.62 1.34
r1/2 [mm] 15.31 15.31 21.31 21.31 27.31 27.31 27.31 39.31 39.31
η[mm] 0.18 0.12 0.20 0.12 0.26 0.16 0.13 0.24 0.14
λ[mm] 2.30 1.97 3.32 2.20 4.26 3.16 2.67 4.61 3.15
νCl [mm
2/s] 6.5 6.5 6.95 6.95 7.4 7.4 7.4 7.5 7.5
Re0 3,000 5,900 4,500 8,610 4,748 8,610 12,130 8,610 18,443
Reλ 61 83 72 91 71 96 114 96 141
served scalar fields in the gas-phase have often been limited in temporal resolution
so that the dynamic nature of turbulence is not resolved satisfactory. In later works,
Ganapathisubramani et al. (2007, 2008) used a cinematographic imaging technique for
velocity measurements using PIV. In this technique, high-speed 2-D imaging was per-
formed in the plane normal to the bulk flow direction; the volumetric reconstruction
of the velocity field was then performed invoking Taylor’s hypothesis. Later works of
Ganapathisubramani et al. (2011a,b) have validated this technique for obtaining the
velocity gradient tensor and for the three-dimensional reconstruction of the gradient
properties such as vorticity and dissipation. To this end, we use in the following a
volumetric reconstruction technique for a scalar field inspired by Ganapathisubramani
et al. (2007) to obtain three-dimensional data at different axial locations in the near
field of a turbulent jet issuing into a coflow
The experiments were performed in a coflowing turbulent jet facility at the Institute
for Combustion Technology at RWTH Aachen. The facility consists of a center steel
tube with an inner nozzle diameter d = 12mm. The surrounding coflow tube has
a diameter of 150mm, which is large enough to reduce the experimental setup to a
two-stream-mixing problem. Research grade propane (99.95% pure) is fed through the
center tube using a mass flow controller (OMEGA FMA-2600A) at various flow rates
to achieve the desired jet exit Reynolds number. The coflow gas is chosen as carbon
dioxide owing to its larger Rayleigh cross-section compared to air, which is necessary
to obtain an accurate determination of the mixture fraction fields. The mean velocity
of the CO2 coflow is 0.05m/s, as determined from laser Doppler anemometry (LDA)
measurements. The different experimental cases investigated are shown in table 2.1.
14 Chapter 2. Experimental Techniques
2.2 Laser Doppler Anemometry Measurements
Laser Doppler anemometry was performed to obtain the radial and axial profiles of the
flow velocity at different flow conditions. This technique is non-intrusive and commonly
used for single point measurements of the velocity using tracer particles. Furthermore,
it is characterized by a high accuracy together with a high spatial and temporal reso-
lution. The technique makes use of the Doppler effect - first, when incident laser light
impinges on a tracer particle that is moving with the flow, second, when the laser light
is scattered by this particle and received by a detector, thus recording the Doppler
shift of the incident light wave frequency. The latter is directly proportional to the
difference of the normal vectors which appear when the propagation direction of the
incident and the scattered light differ as well as to the velocity of the particle - for a
detailed discussion of the LDA technique please refer to Tropea et al. (2007).
An LDA system, i.e. a Coherent Innova 300 laser coupled to a one-component fiber
optic of Aerometrics Inc. is used for the experiments. In the present case, small glass
spheres with a diameter between 3.5− 7.0  m are used as tracer particles. Two beams,
488nm and 514nm wavelengths, are passed through a Bragg cell which results in two
more beams whose frequency is offset by 40 kHz from the input wavelengths. These
beams are focused to a spot, approximately 100  m diameter, using a biconvex lens
(f.l. = 300mm). The Doppler signals are focused by another biconvex lens (f.l. =
300mm) to the detector. The two velocity components are computed using the data-
processing software Real-Time Signal Analyzer provided by Aerometrics.
2.3 High-speed Rayleigh Scattering Measurements
High-speed (kHz-rate) two-dimensional Rayleigh scattering imaging is performed in
the y-z-plane, normal to the bulk flow direction x. Laser-Rayleigh scattering has been
used and documented in many previous studies, see for instance Dowling & Dimotakis
(1990), Su & Clemens (2003) and Talbot et al. (2009), and is therefore only described
briefly here. The technique makes use of the fact that gas molecules elastically scatter
photons, and that different molecules have different Rayleigh-scattering cross-sections.
In the present study for instance, the cross-section of propane is roughly six times
higher than the one of the surrounding CO2. The Rayleigh scattering light intensity
in the perpendicular direction to the light source from a binary gas mixture is related
in a linear manner to the concentration of the gas exiting from the jet. Hence, the
two end points of only propane and only CO2, respectively, of this linear relation are
recorded for calibration purposes, before the conversion from signal to concentration
is simply accomplished by linear interpolation, see Eckbreth (1996) and Tropea et al.
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Figure 2.1: Experimental setup for the high-speed Rayleigh scattering measurements.
(2007) and section 2.4 for further details.
The schematic of the experimental set up is shown in fig. 2.1 and a blow-up of the
nozzle region in fig. 2.2. Two frequency-doubled beams (λ = 527 nm) from a high-
frequency dual-head Nd:YLF laser (Litron Lasers LDY303HE-PIV) are made coinci-
dent, both spatially and temporally, to deliver a total energy of about 32mJ/pulse at
1 kHz (32W). To this end, the perpendicularly polarized beams are split, then the
polarization of one beam is flipped using a waveplate before the two beams are re-
combined by a prism. To account for energy fluctuations, the signal is corrected on a
shot by shot basis by a 12bit energy monitor (LaVision Online Energy Monitor). The
polarization of both of the beams is normal to the jet axis to maximize the Rayleigh
scattering signals in the imaging plane. The beams are transformed into a horizontal
collimated sheet using a combination of spherical and cylindrical lenses. The width and
the thickness (FWHM) of the resultant sheet are approximately 10mm and 0.3mm,
respectively. Images are acquired at 1 kHz using a high-speed CMOS camera (LaVision
HighSpeedStar 6, 1024×1024 pixels) fitted with a camera lens Nikon (f.l. = 85mm)
stopped at f/1.4. An extension ring is placed between the camera and the lens to min-
imize the working distance; the resulting field of view is about 60mm×60mm. The
SNR calculated from the raw images is about 20 in the pure CO2 region and that in
the pure propane region is about 40. The time interval between the successive images
is 1ms.
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Figure 2.2: Geometry of the jet, the coflow and the measuring plane.
2.4 Data Processing Procedure
The Rayleigh scattering images are corrected for background scattering, camera dark
noise and laser-sheet inhomogeneities. The resulting signal is related to the number
density and the scattering cross-section by the following expression, cf. Eckbreth (1996)
IRay = CI0nσmix, (2.1)
where C is a constant that describes the collection volume and the efficiency of the
optical setup, I0 is the incident laser intensity, n is the number density and σmix is the
mixture-averaged differential cross-section. For a flow that occurs under isothermal
and isobaric conditions, as is the case in the present experiments, the Rayleigh signal
IRay, is only a function of σmix. For a two-stream mixing process (propane issuing into
CO2), the above simplifies to
IRay = CI0n(X1σ1 + (1−X1)σ2), (2.2)
where Xi and σi are the mole-fraction and the differential cross-section of species i
respectively. Using eq. (2.2), and using the Rayleigh scattering signals of pure propane
and pure CO2, the mole-fraction of propane in the propane/CO2 mixture is given as
XC3H8 =
IRay − ICO2
IC3H8 − ICO2
. (2.3)
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For calibration purposes, measurements of pure propane (Z = 1) and CO2 (Z = 0),
respectively, are performed. Based on these, the mixture fraction is determined from
the mole-fraction according to eq. (2.4) using linear interpolation. The mixture fraction
is then computed from the mole-fraction using the relation
Z = YC3H8 =
XC3H8WC3H8
XC3H8(WC3H8 −WCO2) +WCO2
. (2.4)
In eq. (2.4), XC3H8 is the propane mole fraction andWC3H8 andWCO2 are the molecular
weights of propane and carbon dioxide, respectively.
2.5 Spatial Resolution and Low-Pass Filtering
In a next step, one-dimensional energy spectra of the individual mixture fraction fields
were computed to assess the in-plane resolution of the images in y- and z-direction, see
fig. 2.3(a). As the spectra that are obtained at x/d=20, are almost identical in y- and
z-direction due to the radial symmetry of the jet flow only the spectrum in y-direction
Eyy is shown for a better visibility. It has been computed from all data columns in
y-direction that are within a square of 128×128 pixels which is centered around the
centerline. The spectrum is relatively flat at the low spatial frequencies, which decay
close to exponentially with increasing spatial frequency due to the absence of an inertial
sub-range as the Reynolds number is relatively low and finally end with a flat region
that corresponds to the noise floor. The noise floor in the scalar spectrum for both
Eyy and Ezz begins at approximately Δy=Δz≈0.9mm as κη ≈0.3, which demonstrates
that the measurements have a spatial resolution of at least 3η.
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Figure 2.3: Scalar spectra (a) in-plane spectrum Eyy(κ) before and after filtering and (b) unfiltered
out-of-plane spectrum Exx(κ) computed from the measurements obtained at x/d=20.
The mixture fraction fields were then filtered with a finite impulse response like filter,
18 Chapter 2. Experimental Techniques
z/
d
z/
d
0.3
0
-0.3
0.3
0
-0.3
-2.5 -2 -1.5 -1 -0.5 0 0.5 -2.5 -2 -1.5 -1 -0.5 0 0.5
0.2 0.4 0.60 0.7Z0.2 0.4 0.60 0.7Z
(a) (b)
y/d y/d
Figure 2.4: Examplary raw (a) and post-processed (b) images obtained at x/d=20.
see for instance Gamba & Clemens (2011) for a similar treatment. This procedure
minimizes the influence of the experimental noise on the statistics and other derived
quantities related to gradient trajectories that are discussed in this work. This type
of filter is preferred as it allows better control of the effect that the filter has on the
energy content of the measurements. Any filtering scheme applied to the data such
as, for instance, a Gaussian filter might result in a modification of the energy and
dissipation frequency content which could eventually mask the correct dissipation-roll
off. Note that in the coflow region, the mixture fraction value fluctuates between
Z = 0 − 0.03, which is caused by the residual noise that is left after data-processing.
Fig. 2.4 shows the comparison of a sample scalar field from x/d=20 before and after
low-pass filtering, illustrating the high quality of the data.
The out-of-plane resolution was studied in streamwise direction along the centerline
using several sets of 100 successive mixture fraction fields, see fig. 2.3(b). Here, Tay-
lor’s hypothesis was invoked to convert the temporal frequency of imaging to the cor-
responding spatial frequency. Owing to differences in the largest resolvable frequency,
this spectrum does not extend to the largest spatial wavelengths of the cross-stream
spectra Eyy and Ezz. We note the absence of a noise floor at the largest frequency,
concluding that the accuracy of gradients computed in the out-of-plane direction is
not limited by the noise but by the resolution of the experiment, which is Δx≈5η as
κη ≈0.18. With respect to the out-of-plane resolution of Taylor’s hypothesis as well as
the computation of dissipation elements, we conclude that a satisfactory resolution is
obtained. As the latter geometries are of the order O(λ) this corresponds to O(12-19η)
in the present study. Though Wang (2008) showed that in particular long dissipation
elements are oriented perpendicular to the streamwise x-direction, i.e. favorable with
respect to the resolution in the present measurement approach, a conservative estimate
yields that a dissipation element on average only spans over three consecutive images
in out-of-plane direction. Thereby, it is guaranteed that the time span covered by the
recordings is small enough for Taylor’s hypothesis to be valid.
Finally, the major source of systematic uncertainty in the determination of the mix-
ture fraction is the departure from linearity of the camera response, which is within 4%
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as quoted by the manufacturer. The combined uncertainty arising from all the sources,
where in particular mode fluctuations of the laser are of importance, is estimated to
be below 5%.
2.6 Axial Decay of the Mean Velocity and Mixture Fraction
In fig. 2.5, the inverse of the mean centerline velocity Uc and the inverse of the mean
centerline mixture fraction Zc over the respective values U0(Z0) at the nozzle are plotted
along the jet axis at the downstream locations presented in table 2.1 and at a fixed jet
exit velocity of U0 = 3.3m/s, which corresponds to a jet exit Reynolds number of 8, 660.
Note that here and in the following, the subscript c denotes a quantity on the center
line, 〈·〉 indicates an ensemble average within time at a fixed radial location, U(Z) is
the mean and u′(Z ′) the fluctuating component of the velocity (mixture fraction).
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Figure 2.5: Variation with the axial distance of the mean velocity (a) and the mean mixture fraction
(b) along the centerline
Following the results discussed in the literature, the mean axial velocity and mixture
fraction follow a hyperbolic decreasing law, cf. Pope (2000). In order to determine the
slope of the curves, we have fitted the data to the following equations
Zc
Z0
= kZ
[
d
x− x0
]
(2.5)
and
Uc
U0
= ku
[
d
x− x0
]
(2.6)
in which x0 denotes the virtual origin of the jet. In the present study it is found to
be x0/d = −3.2 for the velocity, which is close to the values reported by Talbot et al.
(2009) (x0/d = −2.52) and Amielh et al. (1996) (x0/d = −2.9) and x0/d = −1.75
for the scalar, which is also well in the range of values reported by different authors,
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Lubbers et al
Figure 2.6: kZ as a function of the distance to the nozzle orifice
cf. Dibble et al. (1987), Dowling & Dimotakis (1990), Lubbers et al. (2001) and Talbot
et al. (2009). Furthermore, we find ku = 6.08 which is very close to the values of Talbot
et al. (2009) (ku = 6.2) and Amielh et al. (1996) (ku = 6.1) and kZ = 4.85 which is
slightly below the values of kZ = 5.5 and kZ = 5.3 found by Lubbers et al. (2001) and
Talbot et al. (2009), respectively.
Fig. 2.6 depicts the evolution of kZ as a function of the distance to the nozzle orifice
taken from Lubbers et al. (2001) via
kZ =
Zc
Z0
(
x− x0
d
)
. (2.7)
In addition to the DNS results of Lubbers et al. (2001), the experimental values of
Becker et al. (1967), Birch et al. (1978), Lockwood & Moneib (1980), Dowling &
Dimotakis (1990) and Talbot et al. (2009) are shown. We find a variation of kZ between
4.2 and 5.1, which is in very good agreement with the data obtained by the other
authors though these values lie at the lower end close to the ones of Lockwood &
Moneib (1980) and Dowling & Dimotakis (1990).
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2.7 Radial Profiles of Mean and R.M.S. Velocity and Mixture
Fraction
In a next step, we examine the radial profiles of the mean U,Z and r.m.s. values 〈u2〉1/2,
〈Z ′2〉1/2 of velocity and mixture fraction normalized by the respective mean value on
the jet axis as a function of the non-dimensional similarity coordinate r˜ = r/(x− x0).
Fig. 2.7 (a) depicts the radial evolution of U/Uc and we find a collapse of all the mean
quantities from x/d = 10 to 30 on a unique curve, which is fitted to
U
Uc
= exp(−Kur˜2), (2.8)
yielding a value of Ku = 77.5. This agrees excellently with the one of Talbot et al.
(2009) (Ku = 77.4) and is close to the ones obtained by Lubbers et al. (2001) (Ku =
76.1) and Panchapakesan & Lumley (1993) (Ku = 75.2). In addition, the half-width
radius r1/2 of the mean velocity is found at r˜ = 0.08.
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Figure 2.7: Radial profiles for mean value U/Uc (a) and for r.m.s. value 〈u2〉1/2/Uc (b) at x/d =
10, 15, 20 and 30
Radial r.m.s. profiles of the velocity versus r˜ are presented in fig. 2.7 (b). We observe
a good collapse of the profiles at the different measurement locations with a normalized
peak magnitude of approximately 〈u2〉1/2/Uc = 0.255 at r˜ = 0.045, which is close to
the values reported by Talbot et al. (2009) (〈u2〉1/2/Uc = 0.26 at r˜ = 0.05).
Fig. 2.8(a) depicts the radial evolution of Z and we find a collapse of all the mean
quantities from x/d = 10 to 30 on a unique curve, which in this case is fitted to
Z
Zc
= exp(−KZ r˜2). (2.9)
This fit yields a value of KZ = 59.2, which again agrees excellently with the one of
Lubbers et al. (2001) (KZ = 59.1) and is close to the one obtained by Talbot et al.
(2009) (KZ = 58.2). In addition, the half-width radius bc of the mean mixture fraction
is found at r˜ = 0.11.
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Radial r.m.s. profiles of the mixture fraction versus r˜ are presented in fig. 2.8 (b). The
solid line again indicates a fit, which in this case represents a fourth-order polynomial
〈Z ′2〉1/2
Zc
= P r˜[p0 + p1r˜ + p2r˜
2 + p3r˜
3 + p4r˜
4], (2.10)
with P = 9.41, p0 = 0.21, p1 = 0.42, p2 = 8.78, p3 = −118.19, p4 = 276.61. These
values are close to the ones reported by Talbot et al. (2009) and Richards & Pitts
(1993). Furthermore, we observe the normalized peak magnitude of approximately
〈Z2〉1/2/Zc = 0.25 at r˜ = 0.09, which is in the range of values reported by Schefer &
Dibble (1986), Richards & Pitts (1993) and Talbot et al. (2009), though both values
are slightly below those given in the literature.
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Figure 2.8: Radial profiles for mean value Z/Zc (a) and for r.m.s. value 〈Z ′2〉1/2/Zc (b) at x/d =
10, 15, 20 and 30
2.8 Volumetric Reconstruction and Gradient Trajectories
The volumetric reconstruction of the two-dimensional mixture fraction field is per-
formed using computer codes developed in house. The measured mixture fraction field
is low-pass filtered using the procedure described in section 2.5. To employ Taylor’s
hypothesis on the two-dimensional mixture fraction fields for the volumetric recon-
struction, the radial profile of the mean axial velocity U(r), cf. section 2.7, is extended
to two-dimensions assuming radial symmetry. The instantaneous mixture fraction field
at the given instance, t0+Δt, is displaced from the previous realization at t = t0, using
the local mean velocity. The following equation relates the out-of-plane displacement
of the scalar field at time t = t0 +Δt, with respect to the field at t = t0:
Z(x, y, z |t=t0+Δt) = Z(x(t) + U(y, z)Δt, y, z). (2.11)
Based on such a three-dimensional scalar field, the scalar dissipation rate can be
computed. However, for the calculation of χ, a mixed spatio-temporal scalar dissipation
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Figure 2.9: Exemplary illustration of fully post-processed images of (a) the mixture fraction field
Z, (b) the spatial derivative in streamwise direction ∂Z/∂x, (c) the spatial derivative in y-direction
∂Z/∂y, (d) the spatial derivative in z-direction ∂Z/∂z, (e) the scalar dissipation rate χ in linear scale
and (f) the scalar dissipation rate χ in logarithmic scale obtained from case 20− 1.
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approximation has to be formed by combining the available spatial derivatives with the
time derivative, yielding
χ = 2D
[(
1
U
∂Z
∂t
)2
+
(
∂Z
∂y
)2
+
(
∂Z
∂z
)2]
, (2.12)
as in the present case time series measurements within a plane are performed, so that a
direct evaluation is only possible for the cross-stream spatial derivative components in
y- and z-direction. Based on eq. (2.12), the scalar dissipation rate is computed for the
experimental mass fraction field using a central differences scheme with a five-point
stencil to ensure an accurate calculation of the gradients, cf. Hearst et al. (2012) -
see fig. 2.9 for an illustration of (a) the filtered mixture fraction field together with
the in-plane derivatives (b-c) and the out-of-plane derivative (d) in x-direction that
is calculated using Taylor’s hypothesis. Finally, a planar cut through the field of the
scalar dissipation rate is depicted in linear (e) and logarithmic (f) scale that has been
calculated according to eq. (2.12).
The numerical algorithm for the dissipation element analysis (the results of the latter
will be presented in the next chapter) traces gradient trajectories until their extrema
is reached and groups these trajectories to dissipation elements, which share the same
local minimum and maximum point. Therefore, the algorithm first reads the scalar field
discretized on a uniform grid into the main memory. It loops over all grid points and
starts for each a single gradient trajectory tracing the path through the computational
domain. Following the derivatives of the scalar field in descending and ascending
direction, the local extremal points for each gradient trajectory are found and assigned
to the associated grid point.
The algorithm traces the trajectory path by taking small numerical steps iteratively
in direction of the interpolated derivative. The step size depends on the local gradient
of the scalar field and has a maximum size of two percent of the grid spacing. The
interpolation scheme has to be sophisticated for high accuracy and insensible to numer-
ical errors. Here, a linear interpolation of 1st order derivatives on a staggered grid is
used instead of interpolating the scalar value directly. It satisfies the requirement that
it works well in 2D and 3D space, the interpolated values at grid points are consistent
with the known values and the derivatives are continuous and ensure smooth advancing
of trajectories through the whole field. The original and staggered grids are located at
alternating equally spaced points. Derivatives at staggered points are calculated from
the difference of the scalar values at two adjacent original grid points. This results
in first order accuracy for derivatives, but a second order accuracy for scalar values.
By numerical approximation of the scalar fields, curvature at points with zero scalar
gradient a local minimum, maximum and saddle point are distinguished.
3 Dissipation Element Analysis in the Jet
Flow
In the course of this section, an introduction to dissipation element theory is given,
we then analyze the experimental data with respect to the distribution of extremal
points in the measured scalar fields and the scaling of their distance. Then we perform
a dissipation element analysis seeking detailed experimental validation of the theory
and investigate the orientation of dissipation elements in the jet flow. Finally, some
conditional statistics of the scalar increment are examined. All analyses in this section
are based on three independent datasets each comprising 5,400 consecutive 2-D images
at the various experimental conditions given in table 2.1. Furthermore, only the data
for which r˜ < 0.1, see chapter two, is used for the analysis of the experimental results.
The entrainment region in which external intermittency plays a fundamental role is
essentially excluded.
3.1 Introduction to Dissipation Elements
As described in the introduction, dissipation elements are defined as the ensemble of
points, whose gradient trajectories reach the same two extreme points in a frozen scalar
field. Furthermore, they are parameterized by two quantities, namely the Euclidean
distance l (=| xmax−xmin |, where xmax and xmin denote the coordinate of the extreme
points) between maximum and minimum point as well as by their scalar difference Δθ
(= θmax − θmin), see fig. 3.1 for a schematic illustration in a 2D scalar field.
From this definition it follows that the temporal evolution of dissipation elements in
turbulent fields is inherently connected to the evolution of their ending points. While
strain and diffusion lead to a continuous distortion of an element as a whole, the creation
or annihilation of extreme points leads to their abrupt formation or disappearance.
Dimensional analysis using the viscosity and the strain rate suggest that the mean
linear distance lm should be of the order of the Taylor microscale λ, see Wang & Peters
(2006).
From a statistical point of view, the joint probability density function (jpdf) P (l,Δθ)
is expected to contain most of the information needed for the description of the turbu-
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Figure 3.1: Schematic sketch of a 2D scalar field including isolines of the scalar field and a trajectory
from an initial point to the minimum and maximum point (Figure taken fromWang and Peters (2006)).
lent scalar field. This jpdf can be decomposed into two parts based on Bayes’ theorem
P (l,Δθ) = P (l)P (Δθ | l), (3.1)
where P(l) is the marginal pdf of the length l of dissipation elements and P (Δθ | l) is
the pdf of the scalar difference conditioned on l.
The marginal pdf P (l) of the linear length is defined by
P (l) =
∫ ∞
0
P (Δθ, l)dΔθ. (3.2)
For this pdf in its normalized form P˜ (l˜), with P˜ (l˜) = lm P (l/lm) and l˜ = l/lm, the
following model equation has been derived by Wang & Peters (2008),
∂P˜ (l˜, t˜)
∂t˜
+
∂
∂l˜
(
P˜ (l˜, t˜)[v˜D(l˜) + a˜(l˜)l˜]
)
= Λs
∫ ∞
l˜
P˜ (z˜, t˜)dz˜ − Λal˜P˜ (l˜, t˜). (3.3)
In this equation, a˜ represents the normalized conditional mean strain rate of the ele-
ments of length l
a˜ =
a
a∞
, a =
〈Δun | l〉
l
, (3.4)
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Figure 3.2: An example of splitting of a dissipation element from the passive scalar field into two
pieces obtained by DNS of homogeneous shear turbulence (Figure taken fromWang and Peters (2008)).
where a∞ is its asymptotic value, which is approached for l → ∞. In addition, v˜D,
with
v˜D =
vD
(lm a∞)
= −De
l˜
[1− cl˜ exp(−l˜)], (3.5)
denotes the normalized drift velocity due to molecular diffusion in eq. (3.3) and is
responsible for the linear decrease of P˜ (l˜, t) for l˜ → 0. The constant c in eq. (3.5)
is determined from the condition that the total length of the array must not change,
cf. Wang & Peters (2008), and De is an effective non-dimensional diffusion coefficient.
In addition, in eq. (3.3) the two non-dimensional numbers Λs and Λa appear. These de-
scribe the splitting (respectively reconnection) of larger (smaller) elements into smaller
(larger) ones, see fig. 3.2 for an illustration from DNS, and thus indirectly correspond
to the life time of extreme points, cf. Schaefer et al. (2009) and Schaefer et al. (2011).
They are determined from the normalization and the first moment of the equation as
eigenvalues of the problem. In this normalized form, P˜ (l˜) is considered to be indepen-
dent of both, the Reynolds number and the type of turbulent flow.
Specifically, following eq. (3.4), the strain rate a is defined as the difference of the
velocity at the ending points divided by their linear distance, projected in direction
of the connecting line between the two extreme points. Wang (2009) showed that
there is a linear scaling of the mean absolute value of the velocity difference with the
curvilinear distance s along gradient trajectories for large elements. Starting from the
governing equation for the passive scalar, a decorrelation assumption for the product
of two-point scalar gradients and the velocity difference in the triple correlation term
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is used to derive a positive linear scaling of the velocity difference with curvilinear
separation distance along the trajectory s and the inverse of the integral time scale
τ . However, using the proposed τ scaling does not result in a universal scaling of the
velocity difference with the separation distance.
Aldudak & Oberlack (2012) investigated dissipation elements using DNS of a turbu-
lent channel flow as well as known symmetries of the Navier-Stokes equations. They
observed that the pdf of the length distribution exhibits an invariant functional form,
i.e. self-similar behavior with respect to the wall distance. In addition, they notice
that the appropriately normalized pdf is invariant with respect to both, the Reynolds
number and the underlying scalar field. A very remarkable degree of isotropy is ob-
served even in regions of high shear. Furthermore, the authors stress that dissipation
elements reveal this isotropy also for low Reynolds numbers while Kolmogorov’s scaling
behavior is often only visible for very large Reynolds numbers, cf. Lundgren (2002).
The concept of field analysis by trajectories in DNS has also been extended to other
applications. Mellado et al. (2009) studied a temporally evolving shear layer using
gradient trajectories to analyze the pdfs of the scalar and the scalar dissipation rate in
the presence of external intermittency. Wang (2010) examined properties of turbulence
along streamlines based on so-called streamline segments. Schaefer et al. (2012) and
Schaefer et al. (2013a) further examined the scaling of the velocity difference along
these segments. The latter authors noticed that similar to the conditioning on gradient
trajectories, conditioning on streamlines also allows for an inertial scaling. They were in
addition able to interpret their findings in terms of a newly identified isosurface. The
latter closely relates the dynamics of dissipation elements and streamline segments
based on the fact that the isosurface defined by the ending points of all streamline
segments in space also contains all local extreme points of the turbulent kinetic energy
field k, which are connected by gradient trajectories and constitute the ending points
of dissipation elements when k is used as the underlying scalar field.
3.2 Experimental Investigation of Extreme Points in Scalar Fields
In chapter 1.1 it has been noted that dissipation elements are defined by the spatial re-
gion containing all points from which gradient trajectories reach the same two extrema
as ending points. In a first step, we therefore examine the distribution of maxima
and minima (red and blue points respectively) in the measurement volume. Fig. 3.3
(top) depicts these points in part of the box to facilitate visibility of the structure.
In this region, we observe approximately an equal number of maximum and minimum
points. For each dissipation element the two ending points have been connected by a
straight green line. In addition, we show a zoom into a small fraction of the box in
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Figure 3.3: (top) Distribution of extremal points in a section of the box. Blue points are minima
and red points are maxima, which are connected by straight green lines for each dissipation element.
(bottom) Illustration of secondary splitting.
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Figure 3.4: Example of the splitting of a scalar extreme point extracted from the simulation of a
steady forced two-dimensional turbulent flow field (Figure taken from Schaefer et al. (2011)).
fig. 3.3 (bottom), where we observe strings of minimum points indicated by the con-
necting line to their mutual maximum point. Gibson (1968) analyzed the behavior at
the smallest scales of turbulent scalar fields in terms of the properties of zero gradient
points and minimal gradient surfaces. Among other findings, he identified two physical
mechanisms which lead to the creation of new zero gradient points. While initially zero
gradient points must be created from regions of uniform scalar gradient, he concludes
that the majority of such points results from the combined action of strain and diffusion
on existing zero gradient points. This leads to their splitting into new extreme points,
a process which he called secondary splitting. Wang & Peters (2006) already reported
this effect in regions of large strain rates using DNS of homogeneous shear turbulence
and attributed it to the physical effect of secondary splitting. This multiplication of
extremal points due to secondary splitting may also be responsible for the elongated
shape (in the mean) of many dissipation elements. A detailed analysis regarding the
splitting of extreme points and the relation to dissipation elements can be found in
Schaefer et al. (2011). Fig. 3.4 has been adopted from the latter publication for illus-
tration purposes. The authors conclude that the splitting of a scalar extreme point
is the result of the combined action of convection and diffusion. Furthermore, they
derive an implicit analytical expression for the splitting time where it turns out that
this splitting time in non-dimensional form depends on a local Pe´clet number based on
the characteristic size of the extreme point as well as measures of the rate of change of
the local strain in the respective direction.
Wang & Peters (2006, 2008) and Gampert et al. (2011) investigated the scaling of the
mean linear distance lm between two extreme points using DNS of various turbulent
flows and scalar fields. The authors conclude that the mean linear separation distance
of extreme points is of the order of the Taylor scale. Based on their analysis, it can also
be deduced that only extreme points with a large separation length are subject to sec-
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Figure 3.5: The ratio between the mean linear distance to the Taylor microscale lm/λ for the mass
fraction field denoted by θ and the scalar dissipation field denoted by χ as a function of Taylor based
Reynolds number Reλ.
ondary splitting. For small separations on the other hand, diffusive processes become
dominant, which leads to a mutual annihilation of the extreme points. For the gen-
eral case of arbitrary Schmidt numbers, Gibson (1968) concluded that the separation
distance between extreme points scales as
lm ∝
(
D
γ
) 1
2
, (3.6)
where γ denotes the r.m.s. rate of strain, a scaling which coincides with the proportion-
ality to the Taylor length found by Wang & Peters (2008) for unity Schmidt numbers.
Figure 3.5 shows the ratio of the mean linear distance lm to the Taylor microscale λ
over the Taylor based Reynolds number for the different measurements and the fields
of θ and χ. As afore discussed, the mean linear distance between the extremal points
is of the order of the Taylor scale in the range of Reynolds number investigated. This
order of magnitude is confirmed in our experimental results as lm/λ ≈ 1 for the field θ
is independent of the Reynolds number. The same observation is valid for the χ field,
where the constant value of the ratio lies at around lm/λ ≈ 0.6. This lower value is no
surprise due to the larger number of extremal points found in the χ-field as compared
to the θ-field. This complies with the well-known highly intermittent structure of the
χ-field, see for instance Sreenivasan & Antonia (1997), Mydlarski & Warhaft (1998)
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Figure 3.6: Joint pdf of the normalized curvilinear (s/λ) and linear (l/λ) distance between the
extreme points of dissipation elements from case 30− 1
and Vedula et al. (2001). Note, that no general conclusion regarding a possible scaling
behavior of the mean linear length is intended to be made here since the experimental
data are in a comparatively limited range of Reynolds numbers.
3.3 Dissipation Element Analysis
One motivation for dissipation element analysis is the reconstruction of the entire scalar
field by means of an adequate parameterization of the geometric and scalar properties
of the elements. Figure 3.6 shows the jpdf of the curvilinear length s calculated from
all trajectories between the extreme points of an element over its linear length l of the
corresponding dissipation element, normalized by λ for the measurements of case 30−1.
Naturally, the curvilinear length is always larger than the linear length. For very small
elements (s/λ ≤ 0.25) it can be observed that the curvilinear length follows closely
the linear distance. For larger elements an increasing spread between the curvilinear
length of the trajectories of an element and its linear length can be observed with an
average s ∼ 1.5l. From this, one can deduce that the linear length parameterizes well
the distance between the two extreme points of an element even along the arclength
of gradient trajectories. As the linear length is uniquely defined and a more easily
accessible parameter than an appropriate average of the curvilinear length, it has been
chosen along with Δθ, the scalar difference between the extremal points, as the two
statistical parameters to describe dissipation elements.
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Figure 3.7: Examples of dissipation elements calculated from the concentration field θ. The scalar
value increases from the minimum (blue) to the maximum (red) point.
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Figure 3.8: Examples of dissipation elements calculated from the concentration field χ. The scalar
value increases from the minimum (blue) to the maximum (red) point.
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Figure 3.9: Example of seven dissipation elements based on the concentration field θ sharing the
same maximum. The scalar value increases from the minimum points (blue) to the maximum (red).
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Figure 3.10: Example of seven dissipation elements based on the concentration field χ sharing the
same minimum. The scalar value increases from the minimum points (blue) to the maximum (red).
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Figure 3.11: Pdf of the number of connections per extremum, maximum and minimum calculated
from case 15− 1.
Different examples for the elements obtained from various measurements of the θ-
and the χ-fields are displayed in figs. 3.7 and 3.8 respectively. One can observe that
experimentally obtained dissipation elements have the same convoluted, irregular and
corrugated shape already known from DNS cf. Wang & Peters (2006, 2008). As has
been discussed in the introduction, the elements are space-filling so that neighboring
ones are strongly intertwisted and make a clearly defined parameterization necessary.
This intertwisted nature of dissipation elements is further illustrated in figs. 3.9 and
3.10, where all dissipation elements which share one maximum or minimum are shown.
As one can observe, there are in both cases seven elements, which are space-filling,
strongly vary in shape and are connected via the same extreme point. This number
of connections however, is not constant but rather follows a distribution. The latter
is shown in fig. 3.11 for all minimum and maximum points as well as all extrema
obtained from case 15 − 1. We find that the number of connections with minimum
points is smaller than the one with maximum points. The maximum of the former
is at five connected maxima per minimum point with on average 6.31 connections,
while it is located for the latter at six connections with an average of 8.41. Overall
however, we find 7.32 connections per extreme point with a maximum probability of
five connections. These values vary only negligibly between the different cases.
The joint probability density function P (l,Δθ) is expected to contain most of the
information needed for a statistical reconstruction. Based on a trajectory search al-
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Figure 3.12: Joint probability density function P (l,Δθ) for dissipation elements in the θ-field from
measurements from case 30− 1
gorithm, cf. section 2.8, the field of the propane mass fraction has been analyzed for
the different measurements and the resulting jpdf for case 30− 1 is shown in fig. 3.12.
In this figure, different physical effects can be identified. Besides a distinct maximum,
one observes a decrease at the origin, corresponding to the annihilation of small ele-
ments due to molecular diffusion, which results in diffusive drift in phase and in length
space. The region in the upper left hand of the jpdf, corresponding to small elements
with a large scalar difference, corresponds to the well-known ’cliffs’ in scalar fields, see
Holzer & Siggia (1994). These structures are characterized by regions of high gradients
followed by a slow descent.
Ramp-cliff structures have been recorded in time series of temperature measurements
in the atmosphere and in the laboratory, see for instance Gibson et al. (1977) and An-
tonia & Sreenivasan (1977), in a wind tunnel by Mestayer et al. (1976), by aircraft
measurements on the upper troposphere, cf. Wroblewski et al. (2007), in the near sur-
face mixing layer of Loch Ness, see Thorpe & Hall (1980), as well as in low temperature
helium flows by Moisy et al. (2001). A schematic view of the topology of the flow rela-
tive to an observer traveling with the front was given by Antonia et al. (1986) in terms
of a separatrix formed by vortices of opposite signs, thereby generating compressive
strain normal to the temperature front. Such cliffs also show up in numerical simula-
tions, even in 2D with a synthetic Gaussian velocity field, cf. Holzer & Siggia (1994),
and in the 3D simulations of Pumir (1994) and Watanabe & Gotoh (2004). Holzer &
Siggia (1994) confirmed the hypothesis of Antonia et al. (1986) that compressive strain
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is the cause of steep scalar gradients showing up as cliffs. Experimental studies in de-
caying grid turbulence with an imposed linear temperature profile by Tong & Warhaft
(1994) show that the temperature derivative skewness in direction of the mean gradient
is of order unity and positive independent from the Reynolds number. This had also
been reported for a number of shear flows including atmospheric data by Sreenivasan
(1991). A positive skewness indicates the existence of sharp temperature increases
in the front and a slow ramp-like decrease behind. In flow direction the skewness is
always less than 0.1 indicating a quasi-symmetric pdf of the temperature derivative.
Tong & Warhaft (1994) note that the mean width of the cliffs scales with the Taylor
length scale while the ramps scale with the integral length scale. Typically, a cliff is
formed by a convergence of the large scale flow and its fine structure is correlated with
the small scale velocity field. Inhomogeneities formed by the small scale velocity are
rapidly mixed into the uniform ramp regions which separate the cliffs. The cliffs them-
selves typically get advected by the large scales into the mixing regions, where they
become homogenized, while new cliffs are being formed by new convergences, cf. Holzer
& Siggia (1994). The latter authors had also found that the scalar gradients scale with
Pe1/2, while the heights of the cliffs where insensitive to Pe. Since Pe = ReSc, the
width of the cliffs would therefore increase with Sc1/2. On the other hand, Moisy et al.
(2001) argued that the steepest part of the cliffs scales with the Kolmogorov scale η.
The presence of ramp-cliff structures also raises some important issues about scalar
turbulence and its intermittency properties, see for instance Celani et al. (2000, 2001)
for details. Finally, we observe a region on the right hand side of figure 3.12 that is
dominated by the physical mechanisms of splitting and reconnection.
Figures 3.13 and 3.14 show the results for the normalized pdf of the length distribution
P˜ (l˜), cf. eq. (3.3) obtained for the fields of θ and χ at the different downstream positions.
In general, one observes a better agreement for the higher Reynolds number cases of
the shape of the experimental results with the solution of the theoretically derived
model. This is solved using De = 0.6 for θ as this has been determined to be the
optimal value for passive scalar fields, cf. Wang & Peters (2008). However, for χ an
optimal agreement is obtained using De = 1.5. Slight differences can be identified for
case 20− 1 and 30− 1, where the model marginally overpredicts the maximal value of
the pdf. The linear increase at the origin as well as the exponential tail follow closely
the predicted solution, see especially the semilogarithmic insets. For the measurements
from case 10− 1 and 15− 1, the location of the maximum of the pdf is tilted slightly
to the left, resulting in a small deviation from the model, though the branches left
and right from the maximum qualitatively agree nicely. Deviations in the exponential
tails (see the slopes of the pdf in the insets) of the pdf are probably due to the limited
number of sample points for large elements.
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Figure 3.13: Marginal pdf P˜ (l˜) of the length of dissipation elements over the normalized length l˜
in the θ-field from measurements of case a) 10− 1, b) 15− 1, c) 20− 1 and d) 30− 1 compared to the
model curve obtained with De = 0.6.
In a next step, we will analyze the mean of the scalar difference Δθ conditioned on
the length of dissipation elements, defined by
〈Δθ | l〉 =
∫ ∞
0
ΔθP (Δθ | l) dΔθ, (3.7)
where
P (Δθ | l) = P (l,Δθ)
P (l)
. (3.8)
In Cartesian two-point statistics the first moment is equal to zero. For statistics
based on gradient trajectories, however, this is not the case, as the scalar value in-
creases monotonically along a trajectory from the minimum to the maximum point.
Consequently, we will study the conditional first order moment to examine its scaling.
Wang & Peters (2006, 2008) and Schaefer et al. (2010b) investigated this conditional
difference based on various scalar fields from DNS - for instance, a passive scalar or
the instantaneous dissipation, which were found to scale with Kolmogorov’s 1/3 power
law. For the different measurement conditions, the results for 〈Δθ | l〉 are shown in
fig. 3.15 in compensated form.
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Figure 3.14: Marginal pdf P˜ (l˜) of the length of dissipation elements over the normalized length l˜
in the χ-field from measurements of case a) 10− 1, b) 15− 1, c) 20− 1 and d) 30− 1 compared to the
model curve obtained with De = 1.5.
The data obtained at the different measurement locations included in fig. 3.15, shows
for small lengths a viscous scaling, followed by a scaling of 〈Δθ | l〉 with 1/3 as indi-
cated by the solid line, which is more or less accurate for the different data. The best
agreement and widest scaling region of almost one decade is obtained with increasing
Reynolds number. Referring to Sreenivasan (1991, 1996), we want to stress the fact
that a scaling following the one suggested by Kolmogorov is more or less accurate for
all of the shown data even at Taylor-based Reynolds numbers around sixty. A similar
observation has been reported by Schumacher et al. (2007), who investigated the ve-
locity field of DNS of low-Reynolds number flows. They concluded that the asymptotic
state of turbulence is attained for the velocity gradients at far lower Reynolds numbers
than those required for the identification of the inertial range.
Furthermore, we examine the local orientation of dissipation elements in the jet flow.
In the context of dissipation elements it is of interest to study possible orientation
preferences, as they would result in an anisotropy of the overall statistical behavior.
To this end, we will study the orientation in polar coordinates, i.e. the angles between
the connecting line l of the extreme points and the streamwise x- and the cross-stream
y/z-directions, respectively, based on the fields of θ and χ.
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Figure 3.15: Conditional mean 〈Δθ | l〉 for case 10− 1, 15− 1, 20− 1 and 30− 1.
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Figure 3.16: Illustration of the orientation of a dissipation element, where l is the elements length,
φ denotes the azimuth angle indicating the radial orientation in the y-z-plane and ψ is the polar angle
between a fixed l and the streamwise direction x.
The resulting angles are depicted in figure 3.16, where l is the elements length, φ
denotes the azimuth angle indicating the radial orientation in the y-z-plane and ψ is
the polar angle between a fixed l and the streamwise direction x that are related by
l
| l | =
⎛
⎜⎝xmin − xmaxymin − ymax
zmin − zmax
⎞
⎟⎠
| l | =
⎛
⎜⎝ cosψcosφ sinψ
sinφ sinψ
⎞
⎟⎠ . (3.9)
For the azimuth angle, we have obtained - as expected - a flat plateau spanning the
whole range from zero to 360◦ due to the radial symmetry of the jet flow , meaning
that the orientation of dissipation elements is isotropic independent of their length
in the direction normal to the bulk flow. For the polar angle, however, preferential
orientations are observed.
Figures 3.17 and 3.18 show the pdfs P(ψθ) and P(ψχ), respectively, where the sub-
script denotes the scalar field based on which the dissipation elements have been com-
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Figure 3.17: Pdf P(ψθ) of the polar angle for dissipation elements computed from the scalar field
θ.
puted. This polar angle has been calculated from cos(ψ) = lx/ | l |, see eq. 3.9, where
lx is the length of the connecting line projected in x−direction, see figure 3.16. In a
first step, it has been calculated for all dissipation elements, shown by the solid lines in
figures 3.17 and 3.18, but also for two length classes, namely those dissipation elements
which are shorter than 0.5lm and those that are longer than 2lm and ranges from 0
◦
(meaning that the element is aligned with the streamwise direction) to 180◦ (meaning
that the element is oriented opposite to the streamwise direction).
For P(ψθ) and P(ψχ) from all elements, we observe pdfs that are symmetric and have
a distinct maximum at 90◦. From this value, the pdfs decrease smoothly towards 0◦
and 180◦. Based on these results, we can thus conclude that dissipation elements tend
to be on average perpendicular to the streamwise direction, while their orientation
in the cross-stream directions seems to be isotropic. However, as indicated by the
conditioned pdfs a strong dependence on the specific length class seems to exist. For
both fields θ and χ, the pdfs P(ψθ | l < 0.5lm) and P(ψχ | l < 0.5lm) show wide plateaus
without a distinct maximum value. This behavior is more pronounced for the scalar
field as compared to the one of the scalar dissipation rate, however, for both fields the
orientation of short dissipation elements seems to be close to isotropic. In contrast,
P(ψθ | l > 2lm) and P(ψχ | l > 2lm) are less symmetric than the former ones and only
span a range between approximately 40◦ and 140◦ with a strongly pronounced plateau
at 90◦. Consequently, they are far from isotropic but rather preferentially aligned
perpendicular to the flow direction. This is not surprising as the scalar value also
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Figure 3.18: Pdf P(ψχ) of the polar angle for dissipation elements computed from the scalar dissi-
pation rate field χ.
decreases in this direction meaning that long dissipation elements seem to be aligned
with the scalar gradient.
In summary, we conclude that while the orientation of short dissipation elements
calculated from the fields of θ and χ is close to isotropic, long elements tend to be
preferentially aligned with the scalar gradient, meaning that they are orientated per-
pendicular to the streamwise direction so that their behavior has to be considered as
being highly anisotropic.
3.4 Conditional Statistics of the Scalar Increment
After we have investigated dissipation elements in the previous section, we will now
focus on the normalized scalar increment Δθ(r) in streamwise direction. Inspired by
the results of K41, Obukhov (1949) and Corrsin (1951) derived the scaling law for a
passive scalar increment that is related to the separation distance r, the mean energy
dissipation rate ε and the mean scalar dissipation rate 〈χ〉 via
Δθ(r) ∝ r1/3ε−1/6〈χ〉1/2, (3.10)
in the limit of infinite Reynolds number and a Schmidt (Prandtl) number of order unity,
see Korchashkin (1970), Van Atta (1971), Antonia & Van Atta (1975), Meneveau et al.
(1990), Stolovitzky et al. (1995) and Zhou et al. (1995) for further discussions. Detailed
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Figure 3.19: Normalized pdf of the scalar increment for separation distances r = 2mη with m = 0−8
obtained from case 30− 1.
discussions of scalar and velocity increment, as well as scalar and energy dissipation
rates, for instance, based on single-wire probes in wind tunnels have been reported by
Mydlarski & Warhaft (1998) and by Watanabe & Gotoh (2004) using DNS of forced
turbulence. Figure 3.19 shows the pdf of the scalar increment normalized with its
standard deviation σΔθ for different separation distances r = 2
mη with m = 0 − 8
obtained from case 30−1. In addition, the dashed line in fig. 3.19 indicates a Gaussian
bell-shaped curve, for comparison with the different pdfs. Evidently, the tails of the
pdfs become longer for small separation distances r, while for large r the curves tend
towards the Gaussian distribution. In addition, P (Δθ, r) is almost symmetric and
shows hardly any variation after m = 5 which corresponds to r = 32η.
Kholmyansky & Tsinober (2009) have experimentally investigated the influence of
what they call strong dissipative events on the pdf of the velocity increment and struc-
ture functions in the context of anomalous scaling, see for instance Frisch (1995) for
a detailed discussion as well as Warhaft (2000) and Shraiman & Siggia (2000) for a
focus on anomalous scaling of scalar structure functions. They condition Δu(r) on the
instantaneous value of the energy dissipation rate using multiples of the mean value
as threshold. A velocity increment Δu = [u(x + r) − u(x)] is removed from the pdf
calculation, if the instantaneous dissipation at one of the two points (x and/or x + r)
exceeds the threshold. They observe significantly narrower tails of the pdf as well as
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Figure 3.20: Normalized pdfs of the scalar increment with r = 40η corresponding to the full data
and the one where strong dissipative events with χ > q〈χ〉) with various thresholds q = 3, 12 were
removed obtained from case 30− 1.
contributions to its core. This finding directly translates to the scaling exponent of the
n-th order structure functions 〈(Δu)n〉, for which Kolmogorov postulated in his K41
theory Kolmogorov (1941a,b) a scaling with 〈(Δu)n〉 ∝ rζn , where ζn = n/3. However,
experimental and numerical results revealed that ζn is not a linear function of n, see
for instance L’vov et al. (1997), Dhruva et al. (1997), He et al. (1998), Van de Water &
Herweijer (1999), Nelkin (1999), Kurien & Sreenivasan (2001), Shen & Warhaft (2002)
and Chen et al. (2005). However, after conditioning and excluding strong dissipative
events, the authors observe that the scaling exponent ζn approaches the Kolmogorov
n/3 scaling and conclude that the anomalous scaling as exhibited by the behavior of
higher-order structure functions is to a large extent due to significant contribution of
viscosity/dissipation in the inertial range, cf. Kholmyansky & Tsinober (2009).
Inspired by these results, we will in the following investigate the pdf of the scalar
increment using the results presented in the previous section.
In a first step, we investigate the pdfs of Δθ conditioned on the instantaneous value
of the scalar dissipation rate. To this end, we define a threshold χt = q〈χ〉 based on
which an increment is removed from the statistics, if χ > χt at x or x + r. Note that
as the scalar increment scales not only with the scalar dissipation rate but also with
the energy dissipation, cf. eq. (3.10), one would have to define a threshold combining
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Figure 3.21: Normalized pdfs of the scalar increment with r = 120η corresponding to the full data
and the one where strong dissipative events with χ > q〈χ〉) with various thresholds q = 3, 12 were
removed obtained from case 30− 1.
both of them. As in the present work only θ and χ are available, we only investigate
the relation of the latter and leave the introduction of the energy dissipation into
the analysis for future work. Figures 3.20 and 3.21 depict the pdfs at r = 40η and
r = 120η as well as the conditioned ones, where q = 3 and 12. One observes that
while the conditioned pdfs agree completely with the unconditioned data in the pdfs
core region, large deviations occur with respect to the tails. Here, a distinct decrease
towards a Gaussian bell-shaped curve can be identified with decreasing prefactor q.
While at q = 12 only slight deviations are present, the tails for the pdf with q = 3 are
significantly narrower as compared to the unconditioned data.
Figure 3.22 and 3.23 show a comparison of the histograms for Δθ at r = 40η and
r = 120η conditioned on and excluding strong dissipative events, respectively. As afore
described, the contributions stemming from regions with strong dissipative events not
only influence the tails of the pdfs but also contribute significantly to its core. Based
on these findings we can agree with the previously stated major role of viscosity and
dissipation in the inertial range with respect to the pdf of the scalar increment and
consequently most probably higher-order structure functions.
A similar observation regarding the influence of regions dominated by diffusivity on
higher order statistics was made by Wang & Peters (2006). The latter authors studied
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Figure 3.22: Histograms of the scalar increment Δθ for the threshold q = 3 with r = 40η obtained
from case 30− 1.
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Figure 3.23: Histograms of the scalar increment Δθ for the threshold q = 3 with r = 120η obtained
from case 30− 1.
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Figure 3.24: Comparison of the standard second order structure function and the one conditioned
on the regions around extreme points.
the square root of the second order structure function of a passive scalar conditioned
on different regions. By centering either on an element’s middle point or on the ex-
tremal points of the passive scalar field, they obtained different scalings of the structure
function. They found that in the vicinity of extreme points the scalar field is closer
correlated. Due to the different scaling of the unconditioned structure function and
the one centered around extreme points, they concluded that classical structure func-
tion analysis for comparatively low Reynolds numbers is considerably contaminated by
diffusivity.
The results of a similar analysis using the extreme points of the concentration field
to condition the scalar structure functions are displayed in fig. 3.24. Here, we compare
the scaling of the conditional mean 〈Δθ | l〉 as shown in fig. 3.15 to the square root of
the standard second order structure function Bθθ(r)
1/2 = 〈(Δθ(r)2)1/2〉 with the same
one centered around extreme points. One observes a very good agreement between
the two structure functions in the inertial range. However, in the diffusive region, the
conventional structure function has a scaling exponent around unity, while the one
centered around extremal points is close to two. Based on Wang & Peters (2006), we
expand the square root of the second order structure function in the diffusive region
for small values of r, yielding up to O(r3)
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Figure 3.25: Illustration of the width of a maximum in a 1-D χ profile in y-direction.
(Bθθ(r))
1/2 = 〈[(θ(x+ r)− θ(x))2]1/2〉
= 〈[((θ(x) + r ∂θ
∂x
+
r2
2
∂2θ
∂x2
+O(r3))− θ(x))2]1/2〉.
(3.11)
Different from conventional structure functions, where the leading order term is pro-
portional to r and the first order derivative, here we obtain a proportionality to r2
and the second derivative because the first derivative vanishes at the extremal point,
yielding
Bθθ(r)
1/2 ∝ r2〈| ∂
2θ
∂x2
|〉. (3.12)
These scaling exponents appear in fig. 3.24. The conditional mean 〈Δθ | l〉 in fig. 3.24
(note that the conditional mean has been multiplied with 10−1) may also be compared
to the square root of the second order structure function. It shows Kolmogorov’s 1/3
scaling already at very small separation distances of r ≈O(λ) well before the structure
functions do as discussed earlier and extends towards much larger values of r.
Combining these results with the previously discussed conditioned pdfs of the scalar
increment, we propose to study it conditioned on strong dissipative events identified
by maxima of the scalar dissipation rate.
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In the following, we will define strong dissipative events using two criteria, namely the
maximum points of the scalar dissipation rate field as well as their respective size. The
extremal points of χ have already been identified in the course of dissipation element
analysis, so that only the size of a maximum has to be defined. Based on a Taylor-
expansion up to second order at the maximum, one can define a local half-width δxi of
the extremal point in xi-direction, yielding
δxi =
(
2χ0
| ∂2χ/∂x2i |
)1/2
max
, (3.13)
where χ0 denotes the value at the maximum. Therefore, we estimate locally the size
of the maximum using eq. (3.13). However, there are inaccuracies associated with the
calculation of second-order partial derivatives of the field of the scalar dissipation, which
itself has been calculated using the square of the derivative of the measured θ field so
that the results of this analysis have to be treated with caution. To avoid excluding
vast regions of the flow caused by numerical inaccuracies and very flat extrema, we
have limited the absolute size of a maximum to a radial extension of 5η. Nevertheless,
the above analysis has been examined thoroughly and revealed that a slight variation of
the introduced threshold does not alter the results in a significant way, see fig. 3.25 for
an illustration of a 1-D profile of χ in cross-stream y-direction and the approximated
Gaussian bell-shaped curve. As shown, the agreement of the estimated size of the
maximum using eq. (3.13) yielding δyy = 0.27mm as indicated by the arrow at the
corresponding maximum point with the local structure of the χ-field is satisfactory. In
the present 1-D example, for instance, the maximum as well as six of its surrounding
points would be excluded from the analysis. Consequently, we define strong dissipative
events in the following as those regions of the turbulent scalar field, where we find a
maximum of χ or which are located within the spatial extension of the latter.
Figures 3.26 and 3.27 depict the results of the pdf of Δθ(r) for r = 40η and r = 120η.
One observes, that while the truncated pdfs with the excluded strong dissipative events
agree with the unconditioned data in the center region, large deviations occur at the
tails. Here, a distinct decrease towards a Gaussian bell-shaped curve can be identified.
Furthermore, we show the corresponding histograms of the full data as well as the ones
excluding strong events and using only strong events respectively in figures 3.28 and
3.29. Overall, one observes a similar behavior of these histograms as the ones shown
by Kholmyansky & Tsinober (2009). However, two differences can be identified. First,
the data illustrating the scalar increment where strong events are excluded show much
narrower tails resulting in a faster approach to a bell-shape. Second, the contribution
in the center region of the histograms of the data using only strong events, i.e. the
diffusivity dominated regions around maxima, is higher than observed by the other au-
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Figure 3.26: Normalized pdfs of the scalar increment with r = 40η corresponding to the full data
and the one where strong dissipative events identified by maxima of χ were removed from case 30− 1.
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Figure 3.27: Normalized pdfs of the scalar increment with r = 120η corresponding to the full data
and the one where strong dissipative events identified by maxima of χ were removed from case 30−1.
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Figure 3.28: Histograms of the scalar increment Δθ conditioned on the maxima of χ with r = 40η
obtained from case 30− 1.
thors. Though the complete histogram of this region is dominated by scalar increments
without a strong event, the contribution of the identified strong events has increased.
Using the criterion of extremal points and their vicinity, we have thus removed more
points from the statistics than Kholmyansky & Tsinober (2009). For the present data
for instance, approximately 15% of the volume has been identified to be diffusivity
dominated.
In summary, let us remark that the stretched exponential tails, which are observable
in the pdf of the scalar increment are to a large extend due to regions dominated by
dissipation and diffusivity. These can easily be identified as they lie within the vicinity
of maximum points of the scalar dissipation rate rather than by the absolute value of
the latter.
As afore discussed, Kholmyansky & Tsinober (2009) related these results to the
anomalous scaling of higher order structure functions. Our criterion can further be in-
terpreted in terms of the intermittency related discussion of anomalous scaling, which
has already led Kolmogorov (1962) and Obukhov (1962) to refine the similarity hy-
pothesis stated in K41. As intermittent eruptions in the field of the scalar dissipation
rate can be closely related to the distribution of local maximum points and their dy-
namics, this indirectly introduces a conditioning on intermittent regions. Naturally,
not every maximum has to correspond to a region of high intermittency, as there also
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Figure 3.29: Histograms of the scalar increment Δθ conditioned on the maxima of χ with r = 120η
obtained from case 30− 1.
exist maximum points of large extension. However, the proposed criterion comprises
intermittent regions at least to some extent. Furthermore, it also includes parts of the
afore mentioned ramp-cliff structures. As the latter are characterized by a saw-tooth
appearance, scalar plateaus are separated by sharp cliffs, cf. Gibson et al. (1977) and
Mestayer (1982), thus creating regions of high scalar gradient and consequently high
scalar dissipation. Though these fronts will only form some extreme points, they will
preferentially be located in such regions of the scalar field as compared to the ramps
with low gradient. The implication of these structures and consequently their exclusion
for the statistics, on the normalized odd moments of the scalar increment are discussed
by Shraiman & Siggia (2000), who note that the former tend to zero slower than pre-
dicted by K41 theory or possibly not at all, cf. Mestayer (1982), Sreenivasan (1991)
and Mydlarski et al. (1998). Based on the present results one may therefore conclude
that the occurrence of stretched exponential tails in the pdf of the scalar increment
(and consequently anomalous scaling of scalar structure functions) is at least to some
extent due to intermittency as well as due to ramp-cliff structures in turbulent scalar
fields.

4 Strain along Gradient Trajectories
The intention of this section is to examine in a first step, the validity of the model
for the pdf of the linear element length, cf. eq. (3.3), for various types of turbulent
flows and another scalar quantity, namely the instantaneous kinetic energy k and in
a second step, to validate the universality of the two-point velocity difference 〈Δun〉,
i.e. the first order structure function along gradient trajectories. Differently from the
previous analyses, data stemming from DNS will be employed in this chapter as for
these investigations the field of the velocity is needed. Furthermore, all gradient tra-
jectory and dissipation element analyses presented here are based on the field of the
instantaneous kinetic energy k in contrast to the work presented in chapter 3. This ap-
pears reasonable as it allows a direct interaction between the underlying velocity field
and the examined scalar field. In addition, the field of the kinetic energy can easily be
evaluated from investigations of the three-dimensional velocity field and consequently
simplifies an experimental verification of the theoretical results, see for instance Schae-
fer et al. (2010a). As numerical test cases, DNS of various turbulent flows have been
performed which will be used in the following to investigate the kinetic energy field as
well as the velocity difference along gradient trajectories.
4.1 Direct Numerical Simulation
Direct numerical simulations of six different types of turbulent flows, namely of ho-
mogeneous shear turbulence (case 1 and 2), homogeneous isotropic forced turbulence
(case 3), homogeneous isotropic decaying turbulence (case 4), a channel flow (case 5)
as well as a Kolmogorov flow (case 6) were performed on the JUGENE Supercomputer
of the Research Center Ju¨lich using up to 16,384 CPU’s for the calculations. In all
cases, the Kolmogorov length η was resolved and Taylor based Reynolds numbers Reλ
between 65 and 295 have been investigated.
For the DNS of case 1 − 4 and 6 the incompressible Navier-Stokes equations were
solved in a cubic box of size 2π with periodic boundary conditions employing pseudo-
spectral methods. The DNS code was parallelized to run on supercomputers using
a highly efficient MPI-parallelized 2d-decompositioning and a 3d-FFT library from
Pekurovsky (2008) as the kernel of the code. This enables high accuracy fast Fourier
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Table 4.1: Parameters of the different DNS cases. Values for case 5 originate from the core region,
while for case 6 all y-dependent quantities have been averaged over the inhomogeneous direction.
Case 1 2 3 4 5 6
Flow type Shear Shear Forced Decaying Channel Kolmogorov
No. of grid cells 20483 10243 10243 10243 512×512×385 10243
Reλ 295 139 144 71 65 188
Viscosity ν 9·10−4 2·10−3 2.8·10−3 5 · 10−4 - 2.5 · 10−4
Kinetic energy k 3.510 1.925 3.210 0.049 1.651 0.115
Dissipation ε 1.160 0.640 1.190 0.001 - 0.010
Kolmogorov scale η 0.005 0.011 0.017 0.010 0.010 0.006
Taylor length λ 0.165 0.245 0.275 0.135 0.118 0.170
Resolution Δx/η 0.610 0.558 0.361 0.610 0.989 0.970
Mean distance lm 0.198 0.356 0.422 0.281 0.233 0.245
lm/λ 1.200 1.453 1.536 2.081 1.979 1.441
lm/(ηλ)
1/2 6.8935 6.8576 6.1719 7.6479 6.7829 7.6712
transformations used for spatial discretization. Aliasing errors were removed by isotropic
truncation applying the 2/3 rule.
In detail, homogeneous shear turbulence has been performed for case 1 and 2 with a
mean velocity gradient of S = 1.5 on a grid with 20483 and 10243 grid points. The tem-
poral advancement is performed by a third-order Runge-Kutta method. The convective
term of the Navier-Stokes equations is formulated in the skew-symmetric form in order
to reduce aliasing errors and to improve numerical stability and accuracy, cf. Feiereisen
& Ferziger (1981). Periodic boundary conditions, which are required for the application
of spectral methods, cannot be satisfied when a mean gradient is present. To overcome
this problem a coordinate transformation of all dependent variables to a moving frame
attached to the mean flow is performed, cf. Rogallo (1981). Since the computational
frame gets distorted with advancing time, a remeshing procedure is applied to keep
the distortion in an appropriate range. The total amount of CPU time needed for one
integral time step was 3,795,626 CPU hours for case 1 and 216, 177 CPU hours for
case 2.
A direct numerical simulation of a homogeneous isotropic forced turbulence has been
performed for case 3 on 10243 grid points. A pseudo-spectral method developed and
implemented by Ruetsch & Maxey (1991) is applied. The non-linear terms are solved
using an explicit Adams-Bashforth method, while the linear terms are solved by an
implicit Crank-Nicholson method, both of which are of second order. The forcing is
implemented using a method developed by Eswaran & Pope (1988). The total amount
of CPU time needed for one integral time step was 42,513 CPU hours for case 3.
The algorithm of case 3, but without forcing, was also used for the DNS of a homoge-
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Figure 4.1: Kolmogorov flow in a periodic box of volume (2π)3
neous isotropic decaying turbulence (case 4) on 10243 grid points. It employed 327,840
CPU hours for the whole calculation. The initial velocity field is random and isotropic
and is generated such that it satisfies a prescribed energy spectrum. The initial energy
spectrum is taken from Mansour & Wray (1993) and has the form
E(κ) =
3
2A
κσ
κσ+1p
exp
(
−σ
2
(
κ
κp
)2)
, (4.1)
where
A =
∫ ∞
0
κσ exp(−σκ2/2)dκ . (4.2)
The constant κp is the wave number at which E(κ) has its maximum and is set to
κp = 10. We use σ = 4 in eq. (4.1). After an initial development where the dissipa-
tion increases, the decay of the kinetic energy and the dissipation follows a power-law
decay k/k0 ∝ (t/t0)−n and ε/ε0 ∝ (t/t0)−n−1, respectively. The decay exponent is
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found to be n = 1.4 and thus lies well in the range of values reported in the litera-
ture, cf. de Bruyn Kops & Riley (1998), Wray (1998), Antonia & Orlandi (2004) and
Burattini et al. (2006). The Reynolds number at which the flow field is evaluated is
Reλ = 71.
For case 6 a turbulent Kolmogorov flow was calculated on 10243 grid points taking
36,113 CPU hours for one integral time. In contrast to cases 1 and 2, this flow ex-
hibits regions of strong shear as well as regions with weak shear. In order to obtain
a statistically steady solution, the value of the first mode of the velocity component
in x-direction is kept at a constant value in Fourier space, which leads to a sinusoidal
mean velocity profile, see fig. 4.1. As this imposed profile introduces a single charac-
teristic length scale to the turbulent flow, it naturally bounds the size of the largest
energy containing eddies and thus in contrast to homogeneous shear turbulence allows
for a statistically steady flow.
The code for the DNS of a turbulent channel flow (case 5) solving the three-dimensional
time-dependent and incompressible Navier-Stokes equations was developed inhouse. It
adopts a spectral method with Fourier discretization in streamwise and spanwise di-
rection and discretization with Chebyshev polynomial series in wall normal direction
similar to the one used by Kim et al. (1987). The time integration is performed using
a low-storage third-order Runge-Kutta for nonlinear terms and a Crank-Nicolson for
the viscous terms. The numerical accuracy was examined computing the evolution of
small-amplitude waves initialized with the numerical solution of the Orr-Sommerfeld
equation and compared to the results of Moser et al. (1998). The Reynolds number in
the channel flow DNS is Reτ = 590 on a 512×512×385 mesh at a minimum streamwise
grid resolution Δx of O(η).
An overview of the numerical parameters and selected mean quantities is given in
table 4.1. Note, that the values for case 5 originate from the channels core region,
while for case 6 all y-dependent quantities have been averaged over the inhomogeneous
direction.
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4.2 Dissipation Element Analysis
As described before, the marginal pdf in its normalized form P˜ (l˜), can be described by
the model equation given by eq. (3.3). In this equation, a˜ represents the conditional
mean strain rate a of the elements of length l normalized by its asymptotic value a∞,
which is approached for l → ∞. In eq. (3.4), Δul denotes the velocity difference
between an element’s maximum and minimum projected in direction of their linear
connecting line
Δul = u+ ·l − u− ·l, (4.3)
with
l =
| xmax − xmin |
l
. (4.4)
The results for a(l) have been calculated for all DNS cases and its conditional mean is
compared to the model proposed by Wang & Peters (2008),
a = a∞
(
1− 0.4
l˜ + 0.1
)
, (4.5)
where the value of a∞ was also obtained from the DNS.
Fig. 4.3 depicts the comparison of eq. (4.5) with DNS data. One observes a qualita-
tively similar shape for all DNS cases, as well as a good agreement between DNS data
and the model equation. The value of a∞ ranges from 0.68 for the Kolmogorov flow to
4.10 for the shear turbulence.
Furthermore, the results for the normalized pdf of the length distribution obtained
from the different DNS cases are shown. As shown in the previous section for the ex-
perimental results, one observes a very good agreement with the model solution. Slight
differences can be identified in cases 4 and 6, where the model marginally underpredicts
the maximal value of the pdf. However, the linear increase at the origin as well as the
exponential tail, see especially the semi-logarithmic insets, follow more or less closely
the predicted solution.
For cases 1 and 5, the location and the overall shape of the pdf are tilted slightly to
the left, resulting in a small deviation from the model, though the branches left and
right from the maximum qualitatively agree nicely. (Note again that all data presented
for case 5 here and in the following just stems from an evaluation in the core region
of the channel.) However, deviations in the exponential tails (see the slopes of the pdf
in the insets) of the pdf are hard to interpret due to the limited number of sample
points. Nevertheless, fig. 4.4 illustrates that the equation for P˜ (l˜) does not seem to be
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Figure 4.3: Comparison of conditional strain rate a(l˜) from model equation and DNS.
a function of the Reynolds number as the values of Reλ vary from 65 for the case of
decaying turbulence to 295 for the shear turbulence. Overall, no conclusive influences
due to the Reynolds number or based on the type of turbulent flow can be identified,
so that the shape of the non-dimensional marginal pdf P˜ (l˜) and its model equation
may be considered independent of inhomogeneities and anisotropies, a finding which is
illustrated in particular by the good agreement between the model and the Kolmogorov
flow.
4.3 Scaling of the Velocity Difference Along Gradient Trajectories
Further, we will study the velocity difference at two points along gradient trajecto-
ries, motivated by the findings shown in fig. 4.3. Conditioning on dissipation elements
and more specifically on points along one trajectory, introduces major differences as
compared to standard statistics in Cartesian correlation space. Due to the limitation
4.3. Scaling of the Velocity Difference Along Gradient Trajectories 63
0 1 2 3 4 50
0.2
0.4
0.6
0.8
1
P˜ (˜l)
l˜
 
 
Shear turbulence
Model
0 1 2 3 4 5
10−3
10−2
10−1
100
 
 
0 1 2 3 4 50
0.2
0.4
0.6
0.8
1
 
 
Shear Turbulence
Model
0 1 2 3 4 5
10−3
10−2
10−1
100
 
 
l˜
P˜ (˜l)
0 1 2 3 4 50
0.2
0.4
0.6
0.8
1
P˜ (˜l)
l˜
 
 
Forced turbulence
Model
0 1 2 3 4 5
10−3
10−2
10−1
100
 
 
0 1 2 3 4 50
0.2
0.4
0.6
0.8
1
P˜ (˜l)
l˜
 
 
Decaying turbulence
Model
0 1 2 3 4 5
10−3
10−2
10−1
100
 
 
0 1 2 3 4 50
0.2
0.4
0.6
0.8
1
P˜ (˜l)
l˜
 
 
Channel flow
Model
0 1 2 3 4 5
10−3
10−2
10−1
100
 
 
0 1 2 3 4 50
0.2
0.4
0.6
0.8
1
P˜ (˜l)
l˜
 
 
Kolmogorov flow
Model
0 1 2 3 4 5
10−3
10−2
10−1
100
 
 
Figure 4.4: Comparison of normalized marginal pdf P˜ (l˜) from model equation and DNS.
of the two-point statistics on points on the same trajectory, only the correlation of
specific points is studied. The conditional statistics along gradient trajectories also
introduces differences with respect to the correlation coordinate. In contrast to statis-
tics in correlation space of a Cartesian grid, where the correlation coordinate usually
denotes the linear distance between the two points under consideration, the correla-
tion coordinate s is defined as the curvilinear distance of the two points along their
trajectory. This obviously further introduces a flow dependent restriction to the length
of the new correlation coordinate, as the maximal distance of two points is the one
between a maximum and a minimum point, whose mean is of the order of the Taylor
scale, as already discussed in the previous chapter in the context of the dissipation
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Figure 4.5: Non-dimensional first order velocity structure function 〈Δun〉τ/λ along a gradient
trajectory for DNS cases 1− 6.
element length and its pdf.
Compared to statistics in Cartesian coordinates, caution is necessary when the con-
cepts of isotropy and homogeneity are used. In homogeneous turbulence, the mean of
the fluctuating component of the instantaneous velocity is by definition equal to zero.
The velocity along trajectories un, however, is projected in trajectory direction n with
n =
∂k
∂xi
| ∂k
∂xi
| , (4.6)
and therefore time and space dependent, yielding un = u ·n. The result of this product
is a scalar, whose mean value is not by definition equal to zero. This difference also
arises, when the first conditional moment is studied, which is of particular interest for
the current work in trajectory coordinates, while it is equal to zero in the Cartesian
system.
In the following, we will study the scaling of the conditioned mean velocity increment
〈Δun〉 along gradient trajectories. Based on the governing equation for a passive scalar
in gradient coordinates, a relation for the inertial range was derived by Wang (2009).
Neglecting the viscous term and assuming a decorrelation of the velocity difference
from the two-point correlation of the scalar gradient, it is concluded that
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trajectory for DNS cases 1− 6.
〈Δun〉 ∝ s
τ
, (4.7)
where the integral time scale is defined as τ = k/ε. As this proportionality has only
been investigated by Wang (2009) and Wang & Peters (2011) for homogeneous shear
turbulence, we will examine its validity in the following for other flows.
In fig. 4.5, the non-dimensional product 〈Δun〉(τ/λ) is shown as a function of s/λ. In
this figure the Taylor scale is used for the normalization rather than the Kolmogorov
or an integral scale, as it is assumed to be the representative length scale for gradient
trajectories. One observes that both, the normalized velocity difference and the slope
for all DNS cases is negative up to roughly 0.5λ, while the zero-crossing is always close
to s/λ = 1. One furthermore finds a distinct quasi-linear increase with the separation
arclength for all DNS cases beyond the minimum. The slope however, varies for the
different flows. The deviations from the linear scaling for large separation distances
s > 3.5λ may be attributed to the small number of gradient trajectories of such a
length, an obstacle which is overcome in the DNS of shear turbulence, which employs
20483 grid points, as in this case the increase is linear up to s ≈ 8λ. As illustrated
in fig. 4.4 for the length distribution of dissipation elements, the majority of elements
has a linear length of order λ. The probability to find an element longer than s > 3.5λ
is consequently very small. Summarizing, it can be concluded that while the linear
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increase of 〈Δun〉 with s/λ in the inertial range can be considered as well established,
the proportionality constant depends on the flow.
This is not surprising since 〈Δun〉 is normalized in fig. 4.5 with the integral time scale
of the respective DNS case. On the other hand large dissipation elements are strained
by a∞ such that the projected velocity difference Δun at the extreme points of an
element in direction of the linear connecting line is proportional to la∞. Therefore, one
may expect that the strain rate of individual trajectories within an element, especially
for large separation distances s, will be exposed to the extensive strain a∞.
To normalize the slope of the profile of 〈Δun〉 for large s, we therefore propose to
non-dimensionalize it by using the strain a∞, cf. table 4.2, rather than the integral time
scale τ . This is shown in fig. 4.6. Compared with fig. 4.5, the new scaling 〈Δun〉/(a∞λ)
naturally retains the zero-crossing at approximately s = λ, but in addition better
collapses the profiles so that the results of the different DNS cases now lie close to each
other with a slope of approximately 0.5.
This normalization of 〈Δun〉 using the strain rate a∞ connects the two-point corre-
lation along gradient trajectories with the concept of dissipation elements. Though all
gradient trajectories connecting the same two extreme points are only described by the
parameters of their dissipation element, this generalized three-dimensional information
is still valid when returning to a one-dimensional trajectory.
In a next step, we investigate the different influences stemming from regions of com-
pressive and extensive strain, by conditioning the statistics of 〈Δun〉 as well as the
length distribution of dissipation elements P (l) on the sign of the velocity difference.
These are of particular interest, as the velocity difference 〈Δun | l〉 can be written as
〈Δun | l〉 = h(l
+)〈Δun | l+〉+ h(l−)〈Δun | l−〉
h(l+) + h(l−)
, (4.8)
which is a simple decomposition into the contributions stemming from elements instan-
taneously exposed to an extensive or a compressive velocity difference, i.e. extensive
and compressive strain, cf. Gampert et al. (2012c). In eq. (4.8), h(l+) (h(l−)) denotes
the histogram of the length of dissipation elements with Δun > 0 (< 0). 〈Δun | l+〉
Table 4.2: τ and a∞ for all DNS cases.
Case 1 2 3 4 5 6
Flow type Shear Shear Forced Decaying Channel Kolmogorov
Reλ 295 139 144 71 65 188
τ 3.07 3.01 2.70 3.88 120.40 11.50
1/a∞ 0.244 0.40 0.35 1.43 40.0 1.47
τa∞ 12.58 7.53 7.82 2.71 3.01 7.82
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Figure 4.7: Positive, negative and global first order structure function 〈Δun | l〉 together with the
corresponding histograms from eq. (4.8) obtained from case 4. Note that the values of the histograms
have been scaled down by a factor of 104 for better visibility.
(〈Δun | l−〉) are the corresponding velocity differences conditioned on the respective
length. Introducing the pdfs P (l+) and P (l−), together with the respective overall
absolute number of positive and negative elements N+ and N−, we can write
〈Δun | l〉 = N
+P (l+)〈Δun | l+〉+N−P (l−)〈Δun | l−〉
N+P (l+) +N−P (l−)
. (4.9)
The resulting quantities as exemplary obtained from DNS of homogeneous isotropic
decaying turbulence (case 4) are shown in fig. 4.7. One clearly observes in the two
histograms that more dissipation elements are subject to extensive strain as compared
to the ones exposed to compressive effects, an observation which seems to be valid for
all different types of turbulent flows and Reynolds numbers due to their space-filling
character. Furthermore, we find the expected linear scaling of 〈Δun | l〉, cf. fig. 4.7.
However, the two branches of the conditional velocity differences 〈Δun | l+〉 and 〈Δun |
l−〉 show an unexpected scaling behavior. In a first step, we notice that to a first
approximation 〈Δun | l+〉 ≈ −〈Δun | l−〉, meaning that eq. (4.9) simplifies to
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〈Δun | l〉 = 〈Δun | l+〉 N
+P (l+)−N−P (l−)
N+P (l+) +N−P (l−)︸ ︷︷ ︸
F2(l)
. (4.10)
As we know that the l.h.s. of eq. (4.9) scales with l for large lenghts, we can now
discern the scalings of the two factors on the r.h.s. (where we will refer to the second
one as F2(l) in the following) to investigate how their scaling exponents add up to the
linear scaling of 〈Δun | l〉. As is obvious from fig. 4.7, the two conditioned velocity
differences scale neither with Kolmogorov’s 1/3 nor linearly, but rather with 〈Δun |
l+〉 ≈| 〈Δun | l−〉 |∝ l2/3. For a better illustration, fig. 4.8 shows some quantities
in compensated form, namely 〈Δun | l+〉/l2/3, 〈Δun | l〉/l and F2(l)/l1/3. We clearly
observe the region, in which 〈Δun | l〉 scales linearly starting at approximately l = λ.
The latter seems to coincide with the region in which F2(l) is proportional to l
1/3.
〈Δun | l+〉 however, exhibits a much wider scaling behavior with l2/3, which starts
already at 0.5λ and gives a plateau in compensated form up to separation distances
larger than 5λ. This finding is of particular interest, as it not only is in contrast to
K41 theory but also as a similar scaling behavior has been found in the context of
streamline segments together with first theoretical indications for a scaling value larger
than the expected 1/3, cf. Schaefer et al. (2013a).
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Figure 4.9: Dimensional pdfs of the elements length P (l) obtained from case 4.
Fig. 4.9 shows the dimensional conditioned pdfs of the length distributions P (l+)
and P (l−) calculated from the histograms in fig. 4.7 together with the overall pdf P (l).
Qualitatively all curves show again the linear rise at the origin and the exponential tail.
When approaching the maximum value, the positive and the negative curves deviate
considerably from each other, as here the strain becomes important and thus the effect
of positive segments getting stretched and negative ones getting compressed yields a
considerably lower maximum value of the pdf of positive segments as compared to the
negative one. The maxima of the different curves occur at almost the same location
though a slight shift from approximately l = λ to l = 1.5λ can be observed. Due to
the normalization condition, the exponential slope of the positive segments in the tail
of the pdf is lower than the negative one. This means, that while qualitatively the
curves agree, the mean length of positive segments is larger than the one of negative
ones, while the mean length of all segments is naturally embedded within the two.
However, when properly normalized with the respective mean lengths (lm, l
+
m, l
−
m),
i.e. P˜ (l˜) = lmP (l) and l˜ = l/lm, all pdfs collapse, see fig. 4.10. It shows a very good
agreement with both, the overall as well as the conditional pdfs in all parts: the linear
diffusion controlled increase at the origin is reproduced, value and location of the pdf’s
maximum agree well between DNS and model and the exponential decrease behind the
maximum fits well between all curves.
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Figure 4.10: Comparison of normalized marginal pdfs P˜ (l˜) from case 4 and model equation.
4.4 Scaling of the Mean Length of Dissipation Elements in
Various Turbulent Flows
The scaling of lm may be inferred from eqs. (3.3)-(3.5). Since only the diffusion D
and the strain rate a∞ appear as dimensional parameters in these equations and since
Sc = 1 (i.e. ν = D) in the simulations, we obtain
lm ∝
√
ν
a∞
. (4.11)
On the other hand the Taylor scale λ is proportional to
λ ∝ √ντ , (4.12)
leading to
lm
λ
∝ 1√
τa∞
, (4.13)
as displayed in fig. 4.11. This result, together with the above analysis that revealed the
different behavior of the first order velocity structure function along gradient trajecto-
ries (τ vs. a∞), implies a scaling behavior of lm that differs from the assumed lm ∝ λ.
The latter relation is shown in fig. 4.12, where lm/λ seems to scale with Re
−1/4
λ rather
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Figure 4.11: Relation 4.13 in a double logarithmic plot.
than being Reynolds number independent. Consequently, another quantity has to be
found for a proper normalization of lm.
To this end, we will apply an approach presented by Schaefer et al. (2013b) in the
context of streamline segments for the scaling of the mean length of the latter. This
seems reasonable as streamline segments are based on the absolute value of the velocity
| u | which is the square root of the kinetic energy. Furthermore, the scaling of the
mean length of streamline segments is closely related to the mean length of dissipation
elements as the ending points of both, i.e. the extrema along streamlines as well as the
extreme points of the kinetic energy field lie in an isosurface that is defined by us ≡ 0,
where us = ti∂|u|/∂xi and ti denotes the unit tangent vector attached locally to the
streamline.
Following Schaefer et al. (2013b), we examine in a first step the life-time ta of an
extreme point in the kinetic energy field, whose vicinity is mainly diffusion controlled,
cf. chapter 3.4. Thus, the characteristic life-time can be estimated as
ta ∝ l
2
a
ν
, (4.14)
where la is the characteristic size of the extremum. Using the same Taylor expansion
up to second order presented in chapter 3.4, we obtain
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Taylor based Reynolds number Reλ.
l2a ∝
k0
| ∂2k/∂x2i |
, (4.15)
where k0 is the value at the extremum and | ∂2k/∂x2i | is a suitable measure for the
length of the eigenvalues that we scale as | ∂2k/∂x2i |∝| ∂2k/∂x2 |
l2a ∝
k0
| ∂2k/∂x2 | . (4.16)
Assuming statistical independence of the numerator and the denominator, which cor-
responds to the independence of large and small scales, we average over all extrema,
yielding
〈la〉 ∝ 〈k〉
1/2
〈(∂2k/∂x2)2〉1/4 . (4.17)
At this point we follow Kolmogorov (1941a,b) hypothesizing that the r.m.s. of ∂2k/∂x2
being a small scale quantity only scales with the mean energy dissipation ε, its mean
scalar dissipation 〈χ〉 and the viscosity
〈
(
∂2k
∂x2
)2
〉1/2 ∝ ν−5/4ε1/4χ1/2. (4.18)
Based on eqs. (4.17) and (4.18), we obtain for the mean size of extreme points in the
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kinetic energy field
〈la〉 ∝ (kν5/4ε−1/4χ−1/2)1/2 ∝ λkRe−1/4λ ∝ (λkη)1/2 ∝ Sc−1/4(λη)1/2, (4.19)
meaning that la is proportional to the geometric mean of the Kolmogorov scale η
and the scalar Taylor microscale λk. Based on Peters (2000)(p.31), the scalar Taylor
microscale λk ∝ (Dτk)1/2 and the velocity Taylor microscale λ ∝ (ντ)1/2 scale as
λk/λ ∝ Sc−1/2, where τk = krms/χ is proportional to τ = k/ε with a Reynolds number
independent constant of order unity.
In a last step, it has to be shown that the mean size of the extrema scales with the
mean length of dissipation elements. Following Schaefer et al. (2013b), we find for the
present case where Sc = 1 and based on eq. (3.3)
t−1a ∝ ν
∂P
∂l
|l→0∝ ν
l2m
∂P˜
∂l˜
|l˜→0∝
ν
l2m
, (4.20)
where the slope of the normalized marginal pdf in the origin is a universal constant.
Finally, we obtain based on eqs. (4.14) and (4.20)
〈la〉 ∝ lm ∝ λRe−1/4λ ∝ (λη)1/2, (4.21)
the validity of which is well illustrated in the double logarithmic plot in fig. 4.12, where
we observe a scatter of all markers around a mean value of seven.

5 The Scalar Turbulent/Non-Turbulent
Interface Layer in a Jet Flow
This chapter focuses on the scalar T/NT interface layer that is present in free shear
flows between fully turbulent and outer flow. To this end, first an introduction is given,
we then examine a composite model for the mixture fraction pdf and investigate the
scaling of the interface thickness. Afterwards, the jet flow is analyzed using gradient
trajectories to determine the different zones in the flow topology, before the mixture
fraction pdf is reconstructed from the zonal gradient trajectory statistics and compared
to the results of the composite model.
5.1 Introduction to the Scalar Turbulent/Non-Turbulent Interface
Layer
In general, turbulence tends to be created locally where the flow is most unstable, which
can be observed for instance in jet flows, wakes and boundary layers. In these examples
turbulent regions are located adjacent to non-turbulent (NT) ones, where no turbulence
is generated. Such intermittent regions are also reported for thermal convection, where
locally regions of high turbulence intensity are next to ones with much lower intensity,
cf. Monin & Yaglom (1975) and Townsend (1956). As most of these intermittent zones
have very similar characteristics, they will be discussed exemplary using a schematic
illustration taken from Bisset et al. (2002) of the T/NT interface layer extracted from
the vorticity field, cf. fig. 5.1. Though the latter work investigates the interface layer
bounding a far wake, the general physical mechanisms also apply in the context of the
present jet flow study based on the field of a passive scalar.
In chapter one it has already been discussed that at the T/NT interface layer irrota-
tional velocity fluctuations are usually found in the outer NT flow and that the velocity
fluctuations change their character across the T/NT interface layer from vortical (ω is
non-zero, where ω = ∇× u is the vorticity) to irrotational (ω is negligible), see Bisset
et al. (2002). In fig. 5.1, we observe the fully turbulent region in the lower part of
the sketch whose integral scale is denoted by Lx and the outer fluid in the upper one.
Furthermore, the intermittent zone of the flow is shown. The latter is intersected by
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Figure 5.1: Sketch of the intermittent region and the turbulent/non-turbulent interface layer (Fig-
ure taken from Bisset et al. (2002)).
a thin, more or less continuous and randomly moving interface layer that is displaced
by yI from the centerline and whose surface is of fractal dimension, cf. Sreenivasan &
Meneveau (1986). The displacement of this interface layer is given by the length scale
LI that is of the same order of magnitude as the turbulent integral scale Lx. The conti-
nuity of the interface layer is only disturbed by the separation of turbulent eddies from
the main flow. These occasional patches are disconnected from the main jet body, due
to the breaking away of vortical eddies - a physical process that is called detrainment
and can also be observed in the following in the experimental data. However, for free
shear flows detrainment is a small effect, as such patches are usually re-entrained within
a few eddy time scales, cf. Hussain & Clark (1981). If a scalar field is considered in the
presence of a mean scalar gradient, there is usually a large increase of the scalar value
observed across the T/NT interface layer, see for instance Westerweel et al. (2009) and
Alexopoulos & Keffer (1971).
Phillips (1955) noted that random irrotational velocity fluctuations are introduced
on the NT side due to the irregular shape of the interface layer and the vorticity on the
turbulent side, while Carruthers & Hunt (1986) describe how the absence of vortical
fluctuations on the upper NT region affects the velocity fluctuations in the turbulent
part below the interface layer. In addition, the two different physical mechanisms acting
on the interface layer are depicted: While nibbling is due to small-scale eddy motions,
large-scale eddies and vortices are responsible for the engulfment of non-turbulent outer
fluid in the interface region thus creating entrainment. Analyses regarding the average
displacement velocity with which the interface layer moves in direction of the NT
region have for instance been performed by Turner (1986). However, instantaneously
the physics can be different as examined recently by Philip & Marusic (2012) from
where the sketch shown in fig. 5.2 has been adopted.
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Figure 5.2: Sketch of a turbulent jet and the entrainment process (Figure taken from Philip and
Marusic (2012)).
In this illustration, the instantaneous turbulent core of a jet located around the
centerline is shown in shaded gray followed by the inner and outer boundary of the
interface layer when moving outwards in radial direction. An averaged boundary is
indicated by the red line together with an averaged velocity profile with an exaggerated
radial velocity (see r.h.s. of fig. 5.2). As described afore, the fluid is pushed in direction
of the outer flow by an inwards motion at the boundary. Furthermore, an instantaneous
approximation of a flow induced towards the boundary of the jet together with fluid that
is engulfed into the core due to large-scale eddies is shown (see two vertical blue lines
and blue arrows in the upper part of the figure). In addition, small-scale eddies nibble
the NT fluid, as indicated by the small black circular arrows. Philip & Marusic (2012)
conclude that the overall entrainment process at the T/NT interface layer of a jet flow
is triggered by NT fluid that is induced by large-scale eddies to the boundary together
with some engulfed fluid. There, the fluid is nibbled and made turbulent by the small
scales - a process that may also take place caused only by small eddies. In summary, the
authors interpret entrainment as a process consisting of three contributions stemming
from the small scales (nibbling) and the large scales (engulfment and induced flow) as
indicated by the budget depicted below the sketch in fig. 5.2.
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So far, the focus has been in particular on the physical mechanisms in the vicinity of
the T/NT interface layer based on the vorticity field. However, in the present work the
interaction between T/NT regions of a scalar field will be investigated so that in the
following, we will refer to this region as the scalar T/NT interface layer to emphasize
that all analyses is conducted in a scalar field. Nevertheless, based on the results of
Westerweel et al. (2011), the findings presented in the following are considered to apply
also to the fields of velocity and vorticity.
Mixture fraction fields were obtained experimentally at different Reynolds numbers
and downstream locations, as shown in table 2.1. Fig. 5.3 shows the instantaneous
mixture fraction fields after filtering obtained from case 10−2 (fig. 5.3(a)) and case 20−
2 (fig. 5.3(c)), respectively. As seen from fig. 5.3(a), the peak value of mixture fraction
is typically about 0.9; the corresponding peak mixture fraction for case 20 − 2 is 0.6.
Further observation of fig. 5.3 shows that the interface layer is diffuse at x/d = 20,
whereas it is quite sharp between the turbulent propane jet and the ambient CO2
at x/d = 10. This is because of the increased mixing of the two streams with axial
distance resulting in smaller gradients.
Fig. 5.3(a) shows a representative mixture fraction field obtained from case 10−2 and
the corresponding radial profile along z/d = 0 (fig. 5.3(b)). One clearly observes three
different regions in the figures: the fully turbulent part of the flow (A), the scalar T/NT
interface layer (B), where the value of the mixture fraction drops from the turbulent to
the outer flow value (Z = 0), and the coflow (C), which, by definition, corresponds to
Z = 0. Furthermore, the thickness δ of the scalar T/NT interface layer is introduced,
indicating that this region of the flow can be described by a characteristic length scale.
The boundary of the interface layer is determined based on the procedure developed by
Prasad & Sreenivasan (1989) and will be explained in detail in section 5.4. Note that
in the coflow region (C), the measured mixture fraction value fluctuates between Z =
0−0.03, which is caused by the residual noise that is left after data-processing. Relating
this result to turbulent non-premixed combustion, we notice that the stoichiometric
mixture fraction of a propane-air mixture Zst = 0.06 is clearly located in the scalar
T/NT interface (fig. 5.3(b)). In many of the instantaneous realizations, we observed
the presence of multiple interfaces due to the separation of the turbulent eddies from
the main flow, as illustrated in fig. 5.3(c). In this work, we consider only the interface
associated with the main turbulent flow for computing the statistics discussed in the
following, cf. Westerweel et al. (2009) for a similar treatment.
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Figure 5.3: Sample instantaneous mixture fraction fields, illustrating the different regions of the
flow field - inner turbulent flow(A), T/NT interface layer(B) and outer coflow(C): (a) Instantaneous
mixture fraction field with a single interface layer obtained from case 10− 2, (b) Centerline variation
of the mixture fraction corresponding to fig. (a), and (c) Instantaneous mixture fraction field with
multiple interface layers obtained from case 20− 2.
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5.2 The Composite PDF Model
The above described fundamentally different parts of the flow are of major importance
to the modeling of combustion processes, as they manifest themselves in the observed
bimodal structure of the scalar pdf in the intermittent region, see Bilger (1980) for a
discussion of the expected shapes of conserved scalar pdfs for various flow configura-
tions.
Several models have been developed to describe the scalar mixing in non-reacting
flows which could be extended to reacting flows with relative ease. For instance, in
combustion application density weighted (Favre) averages are used and believed to
account for the density changes induced by heat release, cf. Peters (2000). In the
majority of the studies, the mixture fraction was chosen as the model parameter. In
a turbulent flow, the mixture fraction is a randomly fluctuating quantity. A classical
approach to model its distribution is the use of pdfs. With this approach, the mean
value 〈Z〉 and its variance 〈Z ′2〉 can be expressed as a function of the mixture fraction
pdf P (Z)
〈Z〉 =
∫ 1
0
ZP (Z)dZ, (5.1)
〈Z ′2〉 =
∫ 1
0
(Z − 〈Z〉)2P (Z)dZ, (5.2)
(5.3)
cf. Lin & O’Brien (1974) and Bilger (1976). Different modeling approaches, cf. Kollman
& Janicka (1982) and Broadwell & Breidenthal (1982), have been taken to understand
the properties of the pdf of the mixture fraction. The most widely used approach to
obtain an approximation for P (Z) is the presumed shape pdf approach, in which a
distribution function is chosen to represent the mixture fraction pdf in advance. For
fully developed turbulence and a binary mixing process, P (Z) is often modeled as a
beta-function Pβ(Z), cf. Pitsch (1996) and Fox (2003) and references therein, with
Pβ(Z) =
Γ(γ)
Γ(α)Γ(β)
Zα−1(1− Z)β−1, (5.4)
where Γ is the gamma function and
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α = γ〈Z〉, (5.5)
β = γ(1− 〈Z〉), (5.6)
γ =
[〈Z〉(1− 〈Z〉)]
〈Z ′2〉 − 1, (5.7)
are its parameters, which are calculated from the mean mixture fraction 〈Z〉 and its
variance 〈Z ′2〉. It can be shown that in the limit of small variance the β-pdf approaches
a Gaussian distribution. The choice of a β-pdf is mainly motivated by the observation
that many experimentally observed mixture fraction pdfs are well approximated by
a β-pdf. However, this functional form cannot approximate cases when the shape of
P (Z) exhibits more than two peaks or a singularity at Z = 0 or Z = 1 together with
an intermediate local maximum in the range 0 < Z < 1. For highly intermittent flow
regions such as at the outer edge of turbulent jets, one finds such bimodal pdfs, where
an accurate physical description leading to a better modeling is therefore necessary.
Mixture fraction formulations in such highly intermittent regions assume additional
importance for turbulent reacting flows because the non-premixed combustion of pure
hydrocarbon fuels typically occurs in this region. One of the approaches undertaken for
predictions in intermittent flow regions is to presume a bi-variate or multi-variate beta
distribution (see Girimaji (1991) and for instance Goldin & Menon (1998) for a discus-
sion and comparison of various scalar pdf models in non-premixed combustion), which
show a better prediction compared to β-pdf models. It should be emphasized that,
similar to the β-pdf, the bi-variate and multi-variate distributions were also developed
to approximate the experimentally determined pdfs P (Z).
The idea that the T/NT interface layer might represent more than just a thin diffusive
layer at the edge of a turbulent flow and that it might have an effect on the statistics well
within the turbulent region was already elaborated by Effelsberg & Peters (1983). They
considered the scalar T/NT interface layer to have a particular topological structure
different from the ones inside the fully turbulent region and the coflow (defined by
Z = 0). Parameterizing the scalar profile within the interface layer by an algebraic
decay exponent, they formulated a model for a composite pdf for a conserved scalar,
which takes the separate contributions from the fully turbulent and the interface layer
region into account and relates the four parameters of the model to the first four
moments of the scalar pdf.
This model is of particular relevance for the flamelet model, see Peters (1983, 1984):
In the latter, all reactive scalars are a function of the mixture fraction Z and the
scalar dissipation rate χ at the stoichiometric mixture fraction. As mentioned afore,
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this region lies often within the scalar T/NT interface layer. Furthermore, a detailed
knowledge of the pdf of the mixture fraction P (Z) is essential as it is one of the
components in the flamelet approach.
Effelsberg & Peters (1983) showed that the mixture fraction pdf in intermittent
regions can be physically explained by considering separate contributions from the fully
turbulent flow, the scalar T/NT interface layer and the outer coflow. We take the same
approach to construct the composite model pdf. First, we compute the intermittency
factor γ as defined by Townsend (1948, 1949), and the pdf P (Z) in the propane-CO2
jet at the various axial locations given in table 2.1. Using the computed γ and P (Z),
we then calculate a composite model pdf Pc(Z) as
Pc(Z) = (1− γ)δ(Z) + γ[(1− s)Pt(Z) + sPs(Z)], (5.8)
where s is the fraction of the signal from the scalar T/NT interface layer within the
turbulent part of the flow, Pt is the contribution to the pdf from the fully turbulent
part, Ps is the contribution from the scalar T/NT interface layer. As the mixture
fraction in the coflow is Z = 0 by definition, the contribution of the coflow to the
composite pdf is a delta function δ(Z).
To obtain the pdfs for the fully turbulent part Pt(Z) and the interface layer part
Ps(Z), we compute the model parameters (s, k, αt and γt) from the first four moments
of the measured pdf of Z using the following relations, see Effelsberg & Peters (1983):
Z1 = γ
αt
γt
(
1− s
2− k
)
(5.9)
Z2 = γ
αt(αt + 1)
γt(γt + 1)
(
1− 2s
3− k
)
(5.10)
Z3 = γ
αt(αt + 1)(αt + 2)
γt(γt + 1)(γt + 2)
(
1− 3s
4− k
)
(5.11)
Z4 = γ
αt(αt + 1)(αt + 2)(αt + 3)
γt(γt + 1)(γt + 2)(γt + 3)
(
1− 4s
5− k
)
(5.12)
We use the parameters αt, βt and γt to construct a beta function (see eq. (5.4)), which
we hypothesize to model the pdf contribution from the fully turbulent part
Pt(Zt) =
Γ(γt)
Γ(αt)Γ(βt)
Zαt−1t (1− Zt)βt−1. (5.13)
Note that αt, βt and γt, in the above equation, are related as γt = αt + βt. To obtain
the pdf contribution from the interface layer, we obtain the mixture fraction profile
across the scalar T/NT interface as follows
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Z = Zt
[y
δ
]1/(1−k)
, (5.14)
where Zt is a random variable whose distribution is given by eq. (5.13), which corre-
sponds to the mixture fraction at the edge of the turbulent region and k is one of the
model parameters that is obtained from eqs. (5.9)-(5.12). Note that in the limit k → 0,
this approach yields a linear mixture fraction profile in the scalar T/NT interface layer.
Using these parameters, the pdf contribution from the scalar T/NT interface layer is
calculated as:
Ps(Z) =
1− k
Zk
∫ 1
Z
Zk−1t Pt(Zt)dZt. (5.15)
For a detailed description of the derivation please refer to Effelsberg & Peters (1983).
5.3 Experimental Investigation of the Composite PDF Model
Representative results for the different mixture fraction pdfs are shown in figs. 5.4-5.11
and the corresponding model parameters are given in table 5.1. In fig. 5.4, the pdf
on the centerline is approximately Gaussian and has a negligible contribution from
the T/NT interface layer (s = 0.017). This changes in fig. 5.5 (x/d = 10, r˜ = 0.105,
s = 0.102), where the contribution from the interface is already noticeable. Note
that the intermittency factor γ is still close to unity. In fig. 5.6 (x/d = 10, r˜ = 0.120,
s = 0.125), the interface contributes even more to the pdf and reflects the larger increase
in the values of P (Z) as Z approaches zero. The increase in the interface contribution
continues with radial distance and eventually, at larger radial distances, the T/NT
interface layer contributions dominate P (Z), as shown in fig. 5.7 (x/d = 10, r˜ = 0.155,
s = 0.726). The shape of P (Z) is now bimodal with two maxima: One at Z = 0 and
the other at Z = 0.22. The same trend is present at other axial downstream locations,
Table 5.1: Properties of the pdfs in figs. 5.5-5.11
Figure Case Reλ r˜ γ s k αt βt
5.4 10-2 83 0 1.0 0.017 0 6.01 10.44
5.5 10-2 83 0.105 0.996 0.102 0.009 5.86 10.08
5.6 10-2 83 0.120 0.987 0.125 0.022 3.65 9.58
5.7 10-2 83 0.155 0.850 0.726 0.278 8.51 22.51
5.8 15-2 91 0.110 0.992 0.113 0.016 3.62 9.81
5.9 15-2 91 0.135 0.982 0.178 0.036 3.80 10.84
5.10 15-2 91 0.185 0.698 0.846 0.513 13.91 58.71
5.11 20-2 96 0.195 0.796 0.778 0.366 4.03 21.91
84 Chapter 5. The Scalar Turbulent/Non-Turbulent Interface Layer in a Jet Flow
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
 
 
Measured pdf
Composite pdf
Turbulent part
T/NT Interface
Beta pdf
Z
p
d
f
Figure 5.4: Comparison between measured and approximated pdfs for case 10 − 2 at x/d = 10,
r˜ = 0 and Reλ = 83.
where the pdf transitions from Gaussian to a bimodal shape, as shown in figs. 5.8-
5.10 corresponding to x/d = 15. The corresponding value of s at x/d = 15 increases
monotonically from 0.113 at r˜ = 0.110, to s = 0.178 at r˜ = 0.135 and s = 0.846
at r˜ = 0.185. The last location (x/d = 15, r˜ = 0.185) is strongly intermittent with
γ = 0.698. Another example for a pdf in this intermittent flow regime at an even
larger downstream location is shown in fig. 5.11, corresponding to x/d = 20, r˜ = 0.175,
γ = 0.796, and s = 0.778. Overall, we observe a very good agreement between the
measured and the composite model pdf. Figs. 5.10 and 5.11 clearly show that the
composite model is well suited to reproduce P (Z) even in the intermittent region of
the flow, which is of major interest for modeling of non-premixed combustion. It is also
noteworthy that we find considerable contributions from the interface even at highly
turbulent regions of the flow (γ close to unity).
Since the classical model for the mixture fraction pdf is a β-pdf Pβ(Z), cf. eq. (5.4),
we compare our results with the β-pdf. We compute the β-pdfs based on the first two
moments of the mixture fraction (mean and r.m.s. of Z) for the different cases as is
shown in figs. 5.4-5.11. The calculated β-pdfs exhibit varying degrees of agreement
to the measured mixture fraction pdf, depending on the location. In figs. 5.4-5.6
and figs. 5.8-5.9, the β-pdf models are essentially Gaussian with Pβ(Z = 0) = 0
and compare very well with the measured mixture fraction pdf. In the intermittent
region, characterized by γ < 0.9 and s > 0.2, large discrepancies can be observed
between the β-pdf and the measured pdf, as shown in figs. 5.7, 5.10 and 5.11. Here,
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Figure 5.5: Comparison between measured and approximated pdfs for case 10 − 2 at x/d = 10,
r˜ = 0.105 and Reλ = 83.
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Figure 5.6: Comparison between measured and approximated pdfs for case 10 − 2 at x/d = 10,
r˜ = 0.120 and Reλ = 83.
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Figure 5.7: Comparison between measured and approximated pdfs for case 10 − 2 at x/d = 10,
r˜ = 0.155 and Reλ = 83.
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Figure 5.9: Comparison between measured and approximated pdfs for case 15 − 2 at x/d = 15,
r˜ = 0.135 and Reλ = 91.
the β-pdf tends towards infinity at Z = 0, which strongly deviates from the observed
finite values in the measured pdf. In contrast, owing to the T/NT interface layer
contribution, the composite pdf takes a value close to the measured one, resulting in
a very good overall agreement. It is necessary to note that the β-pdf can assume only
the values of zero or infinity at Z = 0; this is a clear deficiency in the cases shown
in figs. 5.4-5.11. For the highly intermittent cases shown in figs. 5.10-5.11, one may
argue that the β-pdf’s flexibility of generating a singularity at Z = 0 is favorable
because it reproduces the effect of the T/NT interface layer with reasonable accuracy,
although the overall shape is quite different from the measured pdf. Such an argument,
however, ignores the fact that the physics of the fully turbulent region and the interface
are quite different. Whereas the physics of the fully turbulent region are determined
by stochastic fluctuations, the T/NT interface layer is strongly influenced by molecular
transport and thus rather of deterministic nature.
However, any interpretation of the above results has to take into account that the
composite pdf employs four model parameters in contrast to the two input param-
eters used for the β-pdf. Relating the latter to the widely used RANS simulations,
it is important to note that the modeling of the first two moments 〈Z〉 and 〈Z ′2〉 is
consistent with the moments needed in the β-pdf. The standard models for 〈Z〉 and
〈Z ′2〉, however, are only valid in the limit of infinitely large Reynolds numbers and do
not account for molecular transport in the interface. Thus, the T/NT interface layer
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r˜ = 0.185 and Reλ = 91.
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Figure 5.11: Comparison between measured and approximated pdfs for case 20 − 2 at x/d = 20,
r˜ = 0.195 and Reλ = 96.
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physics are not included in such a simulation and cannot be captured even if the RANS
equations were extended to higher order moments. Consequently, one would have to
derive model equations for the parameters s, k, αt and γt as well as the intermittency
factor γ, if the interface physics inherent to free shear flows were to be predicted by a
RANS code or, similarly, by LES.
In addition, we note that the Reynolds number range discussed in the present work
spans from 3,000 to 18,400 so that some of the cases under investigation may not
be considered fully turbulent. However, referring to the results shown by Dimotakis
(2000) (see Fig. 6) for gaseous jets, there is almost no Reynolds number dependence for
the scalar (mixture fraction) variance, where a rapid homogenization due to molecular
diffusion is achieved.
An accurate prediction of P (Z = Zst) is extremely critical in non-premixed combus-
tion modeling. Bilger (1976) showed that, in the limit of fast chemistry, the mean fuel
consumption rate may be expressed as
ω¯F = −1
2
ρ¯
YF,1
1− Zst χ˜stP˜ (Zst), (5.16)
where ω¯F is the mean turbulent reaction rate, ρ¯ is the mean density, YF,1 denotes the
fuel mass fraction in the stream and χ˜st is the Favre scalar dissipation rate conditioned
at the stoichiometric value Z = Zst. Thus, an error in the predicted value of P (Z = Zst)
would directly reflect in the chemical source term ω¯F . Hence, the predicted value of
P (Z = Zst) is one of the important metrics to assess the pdf model. Assuming a typical
value of Zst = 0.06, which corresponds to many pure hydrocarbon fuels, we calculate
the P (Zst) predicted by the composite and the β-pdf models at different locations and
compare them with the measured values. We find that the accuracy of the two models
differs with the intermittency γ and the scalar T/NT interface layer contribution s
at the measurement location. At locations with γ > 0.9 and s < 0.05, the value
of P (Zst), which is almost zero, is reproduced very well by both composite and β-pdf
(e.g. fig. 5.4). At locations with γ < 0.9 and s > 0.1, the predicted values of P (Z = Zst)
differ significantly between the models. For instance, in fig. 5.5, in which the composite
model pdf predicts Pc(Zst) = 0.41, whereas the β-pdf predicts Pβ(Zst) = 0.27. Note
that the measured value of P (Zst) = 0.46 is very close to the composite model pdf
prediction; the corresponding error of the β-pdf is about 40%. It should be mentioned
that an error of similar magnitude in Pβ(Zst) is also present in figs. 5.7, 5.9 and 5.10.
In contrast, Pc(Zst) shows much better agreement with the measured values. Another
interesting observation is a very good agreement with Pβ(Zst) and the measured pdf
in figs. 5.6, 5.8 and 5.11, though the overall shape of the pdf is quite different.
An important parameter of interest in turbulent flows is the mean mixture fraction of
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distance x/d and the intermittency factor γ.
the fully turbulent region 〈Zt〉, which is computed from the pdf of the fully turbulent
part. It is shown in fig. 5.12 that 〈Zt〉 at a given axial location (x/d) is nearly constant
across r˜ and γ, and decreases with increasing x/d. This observation can be explained
by viewing the turbulent core of the jet as an entity that is randomly meandering back
and forth in radial direction without changing its mean property, characterized by the
mean mixture fraction. The intermittency factor measured at a fixed radial location
then represents the probability of finding the turbulent core at that location. This
type of pdf, characterized by a constant mean across the radial direction, was termed
non-marching by Karasso & Mungal (1996). Finally, it should be emphasized that
although the pdf of the mixture fraction is different in reacting and non-reacting flows
owing to the heat release, our argument based on the meandering nature of the fully
turbulent core of the jet causing the non-marching pdf is valid for reacting flows as
well. Furthermore, in the reacting flows, the reaction zone will be embedded in the
scalar T/NT interface layer, whose physics remain the same in both non-reacting and
reacting flows. Hence, the insights gained in this study can be extended, largely, to
reacting flows.
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5.4 Scaling of the Thickness of the T/NT Interface Layer
Considering the importance of the scalar T/NT interface layer on the mixture frac-
tion pdf, its topological features, namely, the spatial distribution and the scaling of its
thickness δ was explored. These insights are of high value to turbulence/combustion
models and experiments that explore the interface. For instance, the thickness of the
T/NT interface layer would determine the grid resolution requirements in modeling
frameworks such as LES and the spatial resolution requirements in experimental inves-
tigations. Furthermore, the scaling of the scalar T/NT interface layer thickness would
also elucidate the associated physics that govern the interface characteristics. As men-
tioned above, we followed a threshold procedure described by Prasad & Sreenivasan
(1989) to identify the location of the interface by detecting the envelope, cf. Wester-
weel et al. (2005) embedded within it: the threshold value at which the envelope is
located is determined if the histogram of the mixture fraction within one planar image
is bimodal, as the local minimum value. In those cases, however, where the histogram
is not bimodal, the average mixture fraction over the entire image is calculated as a
function of the threshold using only those values that exceed this threshold. Then, the
latter is simply calculated numerically by finding the inflection point of the threshold
average mixture fraction curve.
First, we validate this procedure by calculating the pdf of the location of the T/NT
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interface layer in radial direction ri normalized by the scalar half-width radius bc, see
fig. 2.8(a), to be consistent with previous works, see Westerweel et al. (2009). The
latter is shown in fig. 5.13 for case 30 − 1 together with a Gaussian distribution. A
comparison between the measured data with the normal distribution indicates a slight
skewness towards the outer jet region in agreement with Westerweel et al. (2009).
The mean radial location of the T/NT interface layer is at r˜ = 1.54bc, and its most
probable position is at r˜ = 1.49bc, with the standard deviation σ of the pdf being
σ = 0.31bc. These values are in good agreement with those of Westerweel et al.
(2009) for a turbulent round submerged liquid jet taken at Re0 = 2, 000 (note that
bc = 0.73r1/2, where r1/2 denotes the velocity half-width radius as obtained from LDA
measurements). Furthermore, we investigate the profile of the mean mixture fraction
〈Z〉 normalized by its centerline value in radial direction across the interface, shown
in fig. 5.14. A steep rise at (ri − r)/bc = 0 across the interface can be observed
from fig. 5.14, in agreement with Westerweel et al. (2009) and Alexopoulos & Keffer
(1971). This is followed by a small plateau, though not as pronounced as in Westerweel
et al. (2009), followed by a nearly linear increase with respect to the distance from the
interface into the turbulent flow region.
Combining the findings presented in Figs. 5.13 and 5.14, we can reconstruct the
mean scalar profile normalized by its centerline value in radial direction, see Fig. 2.8
(a). To this end, we compute the convolution of the conditional mean mixture fraction
across the T/NT interface with the pdf of its location
〈Z〉/〈Zc〉(r˜) =
∫ ∞
−∞
〈Z〉/〈Zc〉(r˜ − r˜i)P (r˜i)dr˜i, (5.17)
where r˜i=ri/bc. The resulting profile as shown in Fig. 2.8 (a) is usually approximated
using an exponential function, see for instance Talbot et al. (2009). As the pdf of the
interface location is very close to a Gaussian bell-shape curve, this allows conclusions
with respect to the scalar profile across the T/NT interface. If it were for instance
approximated simply by a Heaviside function, that would give a good agreement with
the experimental data over a wide range apart from the region 0 < (ri − r)/bc < 1.4,
the convolution given, cf. eq. 5.17, would yield an error function as the solution for
the radial profile, see for instance Lau et al. (1979) for the use of an error function to fit
mean radial profiles. However, based on our results we conclude that such an approach
is not valid and deviations seem to stem in particular from the close to linear increase
with respect to the distance from the interface into the turbulent flow region.
The thickness of the T/NT interface layer is calculated using the following procedure.
The projection of the interface thickness δproj in the measurement plane is determined
from the boundaries of the interface for each instantaneous mixture fraction field.
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Figure 5.14: Profile of the conditional mean mixture fraction across the turbulent/non-turbulent
interface from case 30− 1.
While the outer boundary is simply located at Z = 0, the inner one is obtained using
eq. (5.14). This mixture fraction value Zt at the edge of the fully turbulent part addi-
tionally follows a pdf that obeys eq. (5.13). The actual thickness is then obtained by
correcting the projection of the thickness for the orientation of the interface. The ori-
entation of the latter is obtained by computing the local in-plane displacement between
successive (two-dimensional) interfaces that are separated temporally. We consider the
boundary corresponding to the interface for the calculations and an example of the
successive scalar T/NT interface layer boundaries is shown in fig. 5.16.
To calculate the local in-plane displacement, we interrogate two consecutive instan-
taneous interface boundaries in 32× 32-pixel domains with 16-pixel spacing and cross-
correlate the two fields to find the average displacement of the interface in the interro-
gation window using cross-correlation routines. This procedure is very similar to that
used in the particle image velocimetry technique. The position of the cross-correlation
peak corresponds to the displacement in y and z direction between the two images.
Using this displacement, we determine the local orientation φ
tan(φ) =
Δr
Δx
=
(Δy2 +Δz2)1/2
Δx
, (5.18)
where Δx denotes the out-of-plane displacement between two fields, which is calculated
via Δx = U/f , where U(x, r) is the local mean velocity and f(= 1 kHz) denotes the
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Figure 5.15: Pdf P (φ) of the angle at which the interface is recorded in the planar cuts as obtained
from case 30− 1.
recording frequency. Finally, the actual thickness of the interface was obtained locally
via
δ = δproj cos(φ). (5.19)
One of the important requirements for adopting this procedure to compute the ori-
entation is to make sure that the out-of-plane resolution (Δx) is much smaller than
the downstream length scale of the T/NT interface layer, which is on the order of the
integral scales, cf. Bisset et al. (2002). In the present experiments, the out-of-plane
resolution of about 1mm (depending on the experimental configuration) is at the least
five times smaller than the integral scales. Furthermore, the interface is assumed to
be, in a first approximation, only subject to radial displacement and to be transported
in downstream direction by the local mean velocity U(x, r). One of the limitations of
this procedure is the averaging within the interrogation window, which leads to large
errors, if large differences in the local orientations are present within the interrogation
window. We acknowledge the presence of this error in our calculations, since we are
limited by the minimum interrogation window size that we could employ. Finally, for
the realizations with multiple interfaces, we chose to employ the one corresponding to
the fully turbulent flow for the computations, cf. Westerweel et al. (2009) for a similar
treatment.
The pdf P (φ) as obtained from case 30 − 1 is shown in fig. 5.15. We observe a
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Figure 5.16: Location of the T/NT interface layer identified in two consecutive images from
case 15 − 1. The solid line corresponds to the interface at t = t0, while the dashed line marks
the location at t = t0 +Δt.
pdf of the orientation of the scalar T/NT interface layer with a mean value of almost
45◦. This result is in agreement with the observations discussed in the context of
local isotropy in turbulent shear flows, cf. Sreenivasan (1991). The author relates this
finding to the principal axis for a two-dimensional strain field, which is also at 45◦.
Based on the interface location, we investigate the profile of the mixture fraction in
the interface-normal direction to analyze its spatial extent.
The scalar T/NT interface thickness δ, normalized with a local integral scale L, where
L = 0.7r1/2, cf. Wygnanski & Fiedler (1969), are shown in Fig. 5.17 as a function of
the local Taylor based Reynolds number Reλ; note that any definition of the integral
scale would work just fine for the scaling. As mentioned in the introduction, da Silva
& Taveira (2010) hypothesized, based on dimensional scaling arguments for so called
large vortical structures that the thickness of the T/NT interface in the presence of
a mean shear scales as δ/L ∼ Re−1/2L , where the Reynolds number is based on the
integral scale L. This translates, in terms of the Taylor based Reynolds number, into
δ/L ∼ Re−1λ . Note, however, that no conclusive experimental evidence is present so far
to investigate the scaling systematically. Our experimental results confirm this relation
as all data points clearly scatter around the included line with a slope of minus one.
Since λ/L ∼ Re−1λ , where λ is the Taylor scale, δ ∼ λ, meaning that the T/NT interface
scales with the Taylor length scale λ. For comparison, we have in addition included a
line with a slope of -3/2, as η/L ∼ Re−3/2λ . However, there are large deviations between
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Figure 5.17: Scaling of the non-dimensional thickness of the scalar T/NT interface layer δ/L as a
function of the Taylor-based Reynolds number Reλ
this trend and the experimental results.
However, due to measurement noise and the uncertainty stemming from the calcu-
lation of δ (in particular from the computation of φ) as well as most importantly due
to the different physical mechanisms (nibbling vs. engulfment, see Philip & Marusic
(2012) for a recent discussion) acting on the scalar T/NT interface layer locally (and
the different length scales involved), the experimentally obtained thickness is described
by a pdf P (δ) (the first moment of which is shown by the markers in fig. 5.17) rather
than only one fixed value. To give an indication of the impact of these effects, error
bars have been incorporated in fig. 5.17, indicating the standard deviation of P (δ).
Note that this standard deviation is slightly larger for the cases 10-2, 15-2, 20-2/3 and
30-2 as compared to 10-1, 15-1, 20-1 and 30-1 as for these cases, at a fixed axial location
in particular the out-of-plane resolution in streamwise direction decreases from 1.5η to
6η with increasing Reynolds number.
Finally, we provide a further illustration of an application of the results obtained
here in non-premixed combustion modeling. From eq. (5.16), the chemical source term
scales with the stoichiometric scalar dissipation rate χst defined by
χst = 2D
(
∂Z
∂xi
)2
st
. (5.20)
Since the relevant contributions to the scalar gradients occur normal to the interface,
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we may estimate the gradient ∂Z/∂xi by (Zt − Zouter)/λ, where λ2 ∼ ντ and τ is the
integral time scale. In addition, Zt is the mixture fraction value in the fully turbulent
part of the jet, while Zouter denotes the value in the outer flow which in our case is
Z = 0. The mean of χst is thus
〈χst〉 ∼ D 〈Z
2
t 〉
λ2
∼ 〈Z
2
t 〉
τ
. (5.21)
Assuming a constant Schmidt number, it follows that the mean stoichiometric dissipa-
tion rate is independent of molecular effects. It can be shown from fig. 5.12 that 〈Zt〉
follows the hyperbolic decay law for Reynolds number independent round jets which
along the centerline decreases as x−1. This scaling supports the assumption often made
in flamelet modeling that 〈χst〉 may be modeled as a Reynolds number independent
quantity Peters (1984).
Regarding turbulent flames, we expect the T/NT interface layer to separate the fuel
jet from the oxidizer with the hot reaction zone embedded within it. Gas expansion
may have an impact on the local spatial structure of the interface but will not remove
it. Therefore, it will remain an important feature of the mixing process in jet flames
as well.
5.5 Zonal Analysis of the Jet Flow Topology Using Gradient
Trajectories
The region of the scalar T/NT interface layer was recently further analyzed by Mellado
et al. (2009). In this work, the latter authors investigate the DNS of a temporally
evolving shear layer using gradient trajectories. Mellado et al. (2009) applied this
analysis to partition the scalar field into a fully turbulent zone, a zone containing
the T/NT interface layer and the outer laminar flow. Based on the different regions,
they examined the probability of these three zones at different locations in the shear
layer and investigated the scalar probability density function and the conditional scalar
dissipation rate in the zones in the presence of external intermittency.
To this end scalar gradient trajectories are calculated from each grid point in as-
cending and descending direction until a local extremum is reached at which the scalar
gradient vanishes and the Hessian is either positive-definite (minimum) or negative-
definite (maximum). We define the local direction n of a gradient trajectory as
n =
∂Z
∂xi
| ∂Z
∂xi
| , (5.22)
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Figure 5.18: Flow partition based on gradient trajectories: A, trajectory from minimum to maxi-
mum, fully turbulent zone; B, from outer stream to a maximum, turbulent/non-turbulent interface;
C, outer flow.
which is followed in ascending and descending scalar direction until the trajectory hits
an extreme point.
Peters (2009) related such a gradient trajectory formulation in the mixture fraction
field to the flamelet theory, see Peters (1984), in non-premixed combustion. As de-
scribed before, the latter is a detailed multiscale approach in combustion modeling,
which employs a non-equilibrium formulation in a thin layer in the vicinity of stoi-
chiometric mixture Zst as a microscale model. Such flamelets often exist in the scalar
T/NT interface layer as the stoichiometric mixture is also frequently located here.
Though the mixture fraction is a conserved scalar that represents the element mass
fraction, Peters (2009) shows that it may also be interpreted as a scaled coordinate
along gradient trajectories
∂Z
∂n
=
(χZ
2D
)1/2
, (5.23)
where ∂/∂n = ∇n∂/∂xi and χZ is the instantaneous, fluctuating scalar dissipation
rate that is evaluated at a mixture fraction isoline. Based on this ansatz, Peters &
Wang (2007) derived a balance equation for the instantaneous scalar dissipation rate
as a function of the mixture fraction.
In the following, we will examine the mixture fraction fields based on the procedure
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developed by Mellado et al. (2009) using gradient trajectories. As described above,
the flow is partitioned into three different regions using the statistics of scalar gradient
trajectories. In the following, gradient trajectories together with scalar minimum and
maximum points are used to detect the different regions of the scalar field, see fig. 5.18
for an illustration: If a gradient trajectory associated with one specific grid point
connects one minimum and one maximum point, this point is considered to be inside
the fully turbulent zone. On the contrary, if the trajectory connects a maximum with
the outer stream, where the mixture fraction is Z = 0 that point belongs to the
scalar T/NT interface zone. In addition, the trajectory might theoretically proceed
through the studied flow region without any intermediate extreme point, thus defining
a so-called quasi-laminar diffusion layer. However, this effect is not observed in the
present study. Finally, all points whose trajectories do not reach an extreme point are
considered to be in the outer flow.
Let us note that this partition is based on non-local information, as the grid points at
a given radial distance from the centerline with a scalar value between the free-stream
and the centerline value, might belong to the scalar T/NT interface layer, and the
distinction is only possible by following the corresponding trajectory. Mellado et al.
(2009) showed that this non-local approach allows to detect engulfed regions, which
is not possible if the interface definition is based on a single-valued envelope surface.
However, an outer limit to the interface is also set by a threshold in the magnitude of
the scalar gradient, below which the scalar is approximately a homogeneous field with
the outer flow value Z = 0. This second criterion defines the conventional intermittency
function and separates the NT zones from the interface.
This differentiation between the outer NT zones and the T/NT interface layer has
been introduced for several reasons. First, it is needed from the numerical point of view
because the gradient approaches zero as one moves towards the outer homogeneous
region so that below a threshold there is only noise, and the gradient direction is
numerically undetermined. Second, this distinction is the conventional one used to
define the intermittency factor and can be used to compare with traditional results
using only this quantity. Finally, it is also useful to simplify possible models, since the
pdf of the scalar field in these NT regions is just a delta function at the outer flow value
Z = 0 and the scalar dissipation can be approximated by zero. In summary, a point
at a given distance r from the centerline can be part of the NT outer flow, belong to
the scalar T/NT interface layer or be located within a turbulent region.
In a first step, we calculate the extreme points in the experimentally obtained three-
dimensional mixture fraction field as well as the corresponding gradient trajectories
using the same numerical procedures already applied in the previous chapter so that
we can subsequently define the different regions in the scalar field.
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Figure 5.19: Profiles of the zonal probability of the three different regions shown over a non-
dimensional radial coordinate r˜ = r/(x− x0) obtained from case 15− 1.
A probability to be part of each of these zones can be calculated by the area fraction
that each zone covers in the measured mixture fraction fields. These probabilities
depend on the radial distance to the centerline and are depicted in fig. 5.19 in terms
of the self-similar variable r˜(= r/[x− x0]), cf. Gampert et al. (2012a).
The behavior of the outer flow regions is as expected, increasing from zero to a
probability of one as we move further outside in radial direction r˜ - it starts to be present
in the scalar field at approximately r˜=0.10 and is the dominating part of the field after
r˜=0.17. The scalar T/NT interface peaks at about r˜=0.13 and drops asymmetrically
to zero as the outer flow is approached. This may be compared to the statistics of the
location of the T/NT interface, cf. Westerweel et al. (2009) and Gampert et al. (2012b),
where typically a close to Gaussian distribution around a mean value of approximately
two half-width radii of the velocity field is observed. Here, we note a slight difference
for the T/NT interface location from gradient trajectory statistics. As mentioned afore
the pdf of the location of the T/NT interface has a maximum at around r˜=0.13 with
a mean location of r˜=0.12 this corresponds to r=1.5r1/2, where r1/2 is the velocity
half-width radius as discussed in the previous section.
This slight deviation has several reasons: First, in the present study we investigate
the mean location of the scalar T/NT interface. Instead of only looking at the one-
dimensional T/NT interface, we thus investigate a structure with a spatial extension.
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Figure 5.20: Profiles of the zonal probability of the three different regions shown over a non-
dimensional radial coordinate r˜ = r/(x− x0) obtained from case 30− 1.
Second, we note that the method to detect the envelope, cf. Westerweel et al. (2009),
as suggested by Prasad & Sreenivasan (1989) is in contrast to the gradient trajectory
approach only based on a threshold value, though the latter is rather invariant due
to the large jump of the scalar profile across the T/NT interface, when shown over a
properly normalized coordinate. Finally, we conclude based on the above analysis that
the envelope is not embedded in the center of the scalar T/NT interface but rather
in the outer part, resulting in a mean location at a larger radial distance to the jet’s
centerline.
Fig. 5.20 shows the results of the above analysis as obtained at x/d=30. In contrast to
the case of x/d=15, this data can only be evaluated up to r˜=0.15 due to the spreading
of the jet flow and the fixed field of view. Only small differences are found at the origin,
where the interface is found less frequently and around the maximum probability of
the T/NT interface which at x/d=30 is rather a plateau with a zonal probability of
approximately 0.6. However, in general we observe the same tendencies as described
afore for x/d=15.
A parameterization of the scalar field along a gradient trajectory is necessary for
a statistical investigation. To this end, Peters & Trouillet (2002) propose to use the
arithmetic mean Zm of the minimum and maximum value of the extremal points that
bound the gradient trajectory
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Figure 5.21: Isocontour lines of the jpdf P (Zm,ΔZ) for the whole domain within r˜ < 0.1 obtained
from case 15− 1.
Zm =
Zmax + Zmin
2
(5.24)
as well as the scalar difference ΔZ where
ΔZ = Zmax − Zmin. (5.25)
Based on these quantities, the latter authors study the role of quasi-one-dimensional
dissipation layers (Q1DLs) in turbulent scalar mixing. To this end, they replace the
mixture fraction by Zm and ΔZ as independent variables based on which they on the
one hand try to reconstruct the profiles of a scalar and its dissipation rate along gradient
trajectories, and on the other hand formulate an equation for the jpdf P (Zm,ΔZ)
following the findings of O’Brien (1980) who considered the pdf of a reactive-diffusive
scalar. Computing the corresponding gradient trajectories for each grid point in the
experimentally obtained mixture fraction field within r˜ < 0.1, we can, in a first step,
calculate P (Zm,ΔZ) for the overall domain, cf. Gampert et al. (2012e). As is shown
in fig. 5.21, we obtain a triangular shaped jpdf, which has a distinct maximum at
around Zm = 0.30, ΔZ = 0.15. The theoretical boundaries of this jpdf are given by
Zm = ΔZ/2 and Zm+ΔZ/2 = 0.6, as Z = 0.6 is the maximum mixture fraction value.
Based on the method described above, we distinguish for this jpdf the scalar T/NT
interface Ps(Zm,ΔZ) and the fully turbulent region Pt(Zm,ΔZ). The resulting jpdfs
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Figure 5.22: Isocontour lines of the jpdfs (a) Ps(Zm,ΔZ) for the scalar T/NT interface layer and
(b) Pt(Zm,ΔZ) for the fully turbulent part of the domain within r˜ < 0.1 obtained from case 15− 1.
are shown in fig. 5.22(a) for the interface and in (b) for the turbulent region. We
observe in fig. 5.22(a) that all values of this jpdf are concentrated around Zm = ΔZ/2,
as the criterion for the interface detection is that the trajectory connects the outer
flow (Z = 0) with a maximum point so that Zm = (Zmax + Zmin)/2 = Zmax/2 and
ΔZ = Zmax − Zmin = Zmax. However, though the jpdf in the interface should only
be represented by a line defined by Zm = ΔZ/2, it has a thin distinct width which is
limited by the above mentioned residual noise level after post-processing. Furthermore,
it has a maximal probability at Zm = 0.16 and ΔZ = 0.32 from which we find a
decreasing probability towards the origin and the longest trajectories for which Zm =
0.29 and ΔZ = 0.58. From fig. 5.22(b) which shows the jpdf Pt(Zm,ΔZ) in the fully
turbulent region, it is obvious that the rest of the total jpdf, cf. fig 5.21, corresponds
to the turbulent part. As the total jpdf, it has a triangular shape with a maximum at
around Zm = 0.1 − 0.2, ΔZ = 0.30 with a cropped off lower edge due to the missing
T/NT interface layer contributions. Naturally, the jpdf in the outer flow has a peak at
Zm = ΔZ = 0.
In fig. 5.23, the marginal pdfs for (a) Zm and (b) ΔZ are shown. For Pt(Zm) in
the turbulent zone, we find an almost Gaussian bell-shaped pdf with a mean of ap-
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Figure 5.23: Marginal pdfs (a) P (Zm) and (b) P (ΔZ) for the fully turbulent part and the scalar
T/NT interface layer obtained from case 15− 1.
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proximately Zm = 0.25, where also the maximum of the pdf is located. Furthermore,
Pt(Zm) ranges from Zm = 0 to Zm = 0.5 in contrast to Ps(Zm) in the scalar T/NT
interface layer. The latter marginal pdf is zero for mixture fraction values larger than
Zm = 0.28, a finding that is expected as in this region of the field the mixture fraction
decreases from its turbulent to the outer flow value so that even theoretically only a
maximal value of Zm = 0.5 is possible.
We observe in fig. 5.23(b) that while the turbulent pdf Pt(ΔZ) starts at ΔZt = 0
and ranges up to ΔZt = 0.31, the pdf conditioned on the interface region has its lowest
value at ΔZs = 0.06 and ranges up to ΔZs = 0.56. This finding translates directly to
the observed jump of the scalar value across the T/NT interface layer, cf. Westerweel
et al. (2009) and Gampert et al. (2012b). In addition, it is evident from fig. 5.23(b)
that the region of stoichiometric mixture is frequently located within the scalar T/NT
interface layer as in this zone the trajectory starts at Z = 0 and the pdf of its scalar
difference usually exceeds a value of ΔZ = 0.1 - a finding that is in good qualitative
agreement with the results of Mellado et al. (2009); quantitative differences of the
actual values of P (ΔZ) and the range of Z-values originate in the different flow setup
that is considered by the latter authors.
As the interface starts in the outer flow with Z = 0 and ranges up to Z = ΔZs = 0.56,
the value of stoichiometric mixture for propane and air, Zst = 0.06095, is always located
along such a gradient trajectory. Furthermore, we notice that the shape of Ps(ΔZ) in
the interface qualitatively strongly resembles P (Zm), which is due to the definition of
the interface region based on trajectories. The latter start in the outer flow at Z = 0,
we obtain ΔZ = Zmax and Zm = Zmax/2 so that we find the same shape for the
pdfs of ΔZ and Zm, which for Zm is just shifted to smaller values and rescaled to an
area of unity. In contrast, the scalar difference between the extreme points of gradient
trajectories in the fully turbulent zone is much smaller with a mean of 〈ΔZ〉 = 0.10,
so that this region is characterized by many small fluctuations in the scalar field.
5.6 Reconstruction of the Mixture Fraction PDF Based on
Gradient Trajectory Statistics
Based on the jpdf of the arithmetic mean and the scalar difference, cf. figs. 5.21 and
5.22, we will in the following investigate the scalar pdf P (Z) in the different regions
of the field and show that it can be reproduced from P (Zm,ΔZ) obtained by gradient
trajectory statistics. In a first step, we therefore write the overall pdf in terms of
its different contributions, cf. Effelsberg & Peters (1983), Mellado et al. (2009) and
Gampert et al. (2012b)
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Figure 5.24: Comparison of the model ansatz from eq. (5.28) for the scalar profile along a gradient
trajectory together with the experimental data obtained from case 15− 1.
P (Z) = γ[(1− s)Pt(Z) + sPs(Z)] + (1− γ)Po(Z), (5.26)
where γ is again the intermittency factor defined as the fraction of the signal that is
not due to the outer flow and s is the T/NT interface layer contribution, given by the
fraction of the interface within the remaining part (i.e. interface and fully turbulent
region). Furthermore, Pt(Z) is the scalar pdf in the fully turbulent zone, Ps(Z) denotes
the pdf stemming from the T/NT interface region and Po(Z) is the scalar pdf in the
outer flow, which by definition is a delta peak at zero. Each of these pdfs as well as the
overall one can be calculated purely from the jpdf of the introduced gradient trajectory
parameters by Peters & Trouillet (2002)
Pi(Z) =
∫ 1
0
∫ ΔZmax
0
Pl(Z;Zm,ΔZ)Pi(Zm,ΔZ)dΔZdZm. (5.27)
In eq. (5.27), Pi(Zm,ΔZ) is the zonal jpdf of Zm and ΔZ, while Pl(Z) is the local
distribution function of Z within the gradient trajectory of length l. However, as
the latter is unknown, we follow the approximation of Peters & Trouillet (2002), who
assume a sine function for the monotonic profile of Z, yielding
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Z = Zm +
ΔZ
2
sin(πs˜− π/2), (5.28)
where s˜ = s/l is a normalized coordinate along the trajectory which increases linearly
from zero to one. This ansatz for the scalar profile (solid line) together with the ex-
perimental data averaged over all trajectories (diamond markers) are exemplary shown
for case 15− 1 over the normalized coordinate s˜ in fig. 5.24. In this figure, we observe
a very good agreement of the model curve with the experimental data with only slight
deviations around the inflection point.
Using such a scalar profile, we obtain, cf. Papoulis (1991)
Pl(Z;Zm,ΔZ) =
P (s)
| ∂Z/∂s | (5.29)
that can be computed for each combination (Zm,ΔZ) following Peters & Trouillet
(2002)
Pl(Z;Zm,ΔZ) =
π−1
| (Z − Zm +ΔZ/2)1/2(Zm +ΔZ/2− Z)1/2 | . (5.30)
Introducing eq. (5.29) in eq. (5.27) together with the jpdfs shown in figs. 5.21 and 5.22
allows us to reconstruct the scalar pdfs within the different zones of the scalar field,
see fig. 5.25. We observe for the experimentally obtained pdf (open circles) a bimodal
shape with a maximum at Z = 0.23, a non-zero value at the origin of P (Z = 0) close to
unity and an intermittency factor of γ = 0.995. In addition, the scalar pdfs computed
separately for the turbulent and the T/NT interface parts are shown weighted by their
respective prefactors according to eq. (5.26) together with the reconstructed overall pdf,
which is also calculated according to eq. (5.26) (note that the pdf of the outer flow region
Po is not shown in fig. 5.25 as it is only a delta peak at the origin). Nevertheless, it is
included in the total pdf to which it only has a very small contribution (1−γ = 0.005).
We observe a very good qualitative and quantitative agreement of the reconstructed
pdf with the measured one, further validating that the ansatz (eq. (5.28)) is in close
agreement with the real scalar profile along the trajectories.
Furthermore, we can attribute specific parts of the measured pdf to different flow
regions. In the fully turbulent part, the pdf is close to a Gaussian bell-shape with a
value of P (Z = 0) = 0 at the origin and a maximum at Z = 0.23, the location of which
coincides with the one of the total pdf. In contrast, the pdf of the T/NT interface
region recovers the non-zero value of the measured pdf at the origin, which is not only
due to contributions from the outer flow. In addition, it has a non-zero value over
the whole range of mixture fraction values with a small maximum at approximately
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Figure 5.25: Comparison of the measured pdf P (Z) obtained from case 15− 1 with the one calcu-
lated from eq. (5.26). In addition, the weighted zonal pdfs of the fully turbulent γ[(1− s)Pt(Z)] and
of the interface region γ[sPs(Z)] are shown.
Z = 0.33. This may be explained by the fact that the T/NT interface region contains
not only the interface itself but also the adjacent regions up to the first maximum point.
Finally its contribution s calculated from the fraction of the interface zone within the
non-outer flow part is s = 0.107.
The same trends described for fig. 5.25 can also be observed in fig. 5.26, where the
scalar pdfs within the different zones of the scalar field are shown, which are computed
from the data obtained from case 30 − 1. For the experimental pdf, again a bimodal
shape is found that seems to stem from the interface contributions to the total pdf
(see dashed line) which has a maximum at Z = 0.17, a non-zero value at the origin
of P (Z = 0) and extends up to Z = 0.46. Further, we find γ = 0.984 and s = 0.140
and observe again a very good agreement between reconstructed and measured pdf. In
addition, the pdf of the fully turbulent part has the shape of a Gaussian bell-curve as
in fig. 5.25 with a value of P (Z = 0) = 0 at the origin and a maximum, whose location
again coincides with the one of the total pdf.
As discussed afore, Effelsberg & Peters (1983) showed that the mixture fraction pdf in
intermittent regions can be physically explained by considering separate contributions
from the fully turbulent flow, the scalar T/NT interface layer and the outer coflow. We
compute the composite model, cf. section 6.2, and its zonal contributions according to
Effelsberg & Peters (1983) for the experimentally obtained pdf (case 15 − 1), so that
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Figure 5.26: Comparison of the measured pdf P (Z) obtained from case 30− 1 with the one calcu-
lated from eq. (5.26). In addition, the weighted zonal pdfs of the fully turbulent γ[(1− s)Pt(Z)] and
of the scalar T/NT interface layer γ[sPs(Z)] are shown.
the results can be compared with the gradient trajectory statistics. To this end, we
first calculate the intermittency factor γ for the measured pdf P (Z) in the propane-
CO2 jet. Based on γ and P (Z), we then calculate the composite model pdf Pc(Z)
following eq. (5.26). The resulting composite pdf and the weighted zonal pdfs of the
fully turbulent and of the T/NT interface region are together shown in fig. 5.27. In
addition, a β-pdf is included for comparison and illustration of the above already
discussed deficiencies.
Overall, we observe a very good agreement for the composite model as compared to
the measured pdf. For the calculation of the model pdf, we have solved the equations
relating the first four moments of the measured pdf to the model parameters for which
we have obtained s = 0.088, k = 0.009, αt = 5.243 and βt = 14.033. Both, the location
and the value of the maximum lie almost on top of each other. The same is valid for
the tail of the pdf, where the composite model only slightly overpredicts the values for
P (Z). The composite model also reproduces the bimodal shape of the pdf, though it
underpredicts the region close to the origin, where it does not recover the quite steep
rise that is present in the pdf that is computed from the experiment.
Regarding the contributions to the composite pdf in fig. 5.27 associated with the
fully turbulent part, we observe a very similar shape as for the zonal pdf shown in
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Figure 5.27: Comparison of the measured pdf P (Z) obtained from case 15− 1 with the model pdf
for conserved scalar quantities of Effelsberg and Peters (1983). Furthermore, the weighted zonal pdfs
of the fully turbulent γ[(1 − s)Pt(Z)] and of the interface region γ[sPs(Z)] as calculated from the
composite model are shown.
fig. 5.25. The location and the value of the maximum are in good agreement, however,
behind the latter, the model pdf decreases slower to zero than the zonal pdf obtained
from gradient trajectory statistics. Nevertheless, the intersection with the x−axis is
for both pdfs at around Z = 0.62. Another difference between model and experiment is
present at the origin. While the measured pdf starts at Z = 0 and already contributed
significantly to the overall pdf in the region ranging up to Z = 0.10, the modeled pdf
only starts at Z = 0.03 and is smaller than the T/NT interface layer contributions up
to Z = 0.08.
The same findings as for the fully turbulent zone are valid for the pdf of the scalar
T/NT interface layer. Qualitatively, we observe a good agreement of the model pdf
with the one calculated from gradient trajectories. However, while the latter starts
at almost at the same value as the modeled pdf, it decreases faster to small values of
P (Z) but contributes to the overall pdf in the whole range of Z-values up to Z = 0.62.
In contrast, the model pdf for the interface zone has a significant contribution to the
composite pdf up to Z = 0.30 but is already zero for values larger than Z = 0.41. In
addition, it decreases monotonically to zero. It is evident that the way the interface pdf
is modeled by the composite pdf model enables a reproduction of the bimodal shape of
the overall pdf. In addition, we note that the model predicts a value of s = 0.088 that is
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slightly smaller than the actual value of s = 0.107. This difference can be explained by
comparing the different shapes of the mixture fraction along a gradient trajectory and
in the composite model, cf. eqs. (5.28) and (5.14). While along a gradient trajectory
the mixture fraction is assumed to follow a sine profile, it is modeled linearly in the
limit of k approaching zero in the composite pdf. Thus, the volume fraction occupied
by the scalar T/NT interface layer can be expected to be larger for the analysis based
on gradient trajectories, which will result in larger values for s.
In summary, we find a very good overall agreement of the composite model with that
of the zonal analysis and with the pdf that is computed from the measurements. In
addition, the zonal mixture fraction pdf calculated from gradient trajectory statistics
and the model are qualitatively close to each other though slight quantitative differences
are present. These findings further highlight on the one hand, the impact of the scalar
T/NT interface on the mixture fraction pdf in the early part and particularly at the edge
of a turbulent jet flow, and on the other hand give indications on how to develop and
optimize existing models that are currently employed in the computation of turbulent
non-premixed combustion.
6 Summary and Conclusion
In the present work, a detailed experimental analysis of geometries called dissipation
elements and of the T/NT interface of a scalar field has been conducted. To this end,
we have performed three-dimensional measurements of the mass fraction θ (which for
the present case of a binary mixture is equivalent to the mixture fraction Z) of propane
discharging into coflowing CO2 from a turbulent round jet using a high-speed Rayleigh
scattering technique. This procedure allows to acquire highly resolved two-dimensional
data at nozzle based Reynolds numbers Re0 between 3, 000-18, 440 and in combination
with Taylor’s hypothesis three-dimensional data up to Re0 = 8, 600.
In a first step, we have examined the distribution of extremal points in the scalar
fields of θ and its corresponding scalar dissipation rate χ and have shown that the mean
linear distance lm between a maximum and a minimum is of the order of the Taylor
microscale as lm/λ ≈ O(1) at all measurement positions and conditions. However,
due to the limited Reynolds number range, no satisfactory scaling behavior could be
observed for lm. Afterwards, we have shown that the experimental results for the
normalized marginal pdf P˜ (l˜) of the length of dissipation elements follows closely the
theoretical model. Furthermore, the conditional mean 〈Δθ | l〉 already scales with
Kolmogorov’s 1/3 for separation distances of O(λ) though Reλ ≈O(100). Then, we
have investigated the local orientation of dissipation elements in the jet flow and reveal
a preferential alignment perpendicular to the jet axes for long elements, while the
orientation of short elements seems to be isotropic.
In a next step, we have examined the statistics of the scalar increment Δθ conditioned
on the instantaneous value of the scalar dissipation rate. Extending the works of
Kholmyansky & Tsinober (2009) and Wang & Peters (2006), we have conditioned on
strong dissipative events based on the maximum points of the χ-field and their local
size. We observed similar results as the above authors, when these regions are excluded
from the analysis. The exponential tails observed for the pdf of the scalar increment
are thus concluded to be due to diffusivity and dissipation dominated parts of the field.
Afterwards, we have studied dissipation elements in the instantaneous kinetic energy
field of various DNS cases. We could confirm the universal validity of P˜ (l˜), as no de-
pendence on the Reynolds number, the scalar field or the type of turbulent flow has
been observed. Furthermore, we have examined the first-order velocity structure func-
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tion along gradient trajectories. The latter is negative for small separation distances,
followed by a linear increase with a zero-crossing at around λ. Using the original scal-
ing of Wang (2009) with τ/λ a varying slope is found, however, scaling the first-order
velocity structure function with the asymptotic strain rate of dissipation elements a∞
and λ allows to collapse the curves for all DNS cases.
Based on these results, we have conditioned P˜ (l˜) and the first-order structure function
along gradient trajectories on the sign of the velocity difference between maximum and
minimum. In this case, we still observe a good collapse for all pdfs of the linear
distance, while the conditional velocity difference, i.e. dissipation elements exposed to
compressive and extensive strain, are, in contrast to K41 proportional to l2/3.
In a last step, an approach presented by Schaefer et al. (2013b) for the scaling of the
mean length of so called streamline segments has been used to derive a scaling of the
mean linear length of dissipation elements. We obtain lm ∝ (ηλ)1/2, a relation that
could be confirmed for the limited Reynolds number range of the DNS cases used in
this chapter.
Then, the scalar T/NT interface and its impact on the scalar pdf have been exam-
ined. Based on the experimental data, we used in a first step the composite model of
Effelsberg & Peters (1983) to construct the mixture fraction pdfs. We found a very
good overall agreement of the composite pdfs Pc(Z) with the experimental data at
different radial and axial location as well as at varying Reynolds numbers and inter-
mittency factors. Further, we have compared the performance of the composite model
with the widely used β-pdf and observed a more accurate agreement between compos-
ite and measured pdf. Particularly, since by construction, the β pdf fails to reproduce
finite values of the measured pdf at Z = 0. We observed a non-negligible contribution
of the T/NT interface even on the centerline and a close to constant mean value 〈Zt〉
of the pdf of the fully turbulent part Pt(Z). Based on these findings, we conclude
that the T/NT interface and its contributions to the mixture fraction pdf are of major
importance in the early part of the jet where the measurements have been performed.
Therefore, model equations for the parameters s and k, that model the interface and
the intermittency factor γ, are needed for a predictive model to be derived in future
work.
In addition, we analyzed the scaling of the thickness δ of the scalar T/NT interface.
In agreement with da Silva & Pereira (2008), we observed δ/L ∼ Re−1λ , where L is an
integral length scale and Reλ the local Taylor based Reynolds number, meaning that
δ ∼ λ. This scaling also supports the modeling of the stoichiometric scalar dissipation
rate χst as a Reynolds number independent quantity.
Then, we have investigated the local structure of the turbulent scalar field as well as
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the scalar pdf using scalar gradient trajectories. The latter have been calculated for
every grid point and scalar profiles along the latter are parameterized by the arithmetic
mean Zm of minimum and maximum value of the extremal points that bound the gra-
dient trajectory and the scalar difference ΔZ between them. Using these parameters,
we have partitioned the turbulent scalar field into three regions - a fully turbulent one,
where each trajectory connects a minimum and a maximum point, the outer flow with
Z = 0 and in between a meandering scalar T/NT interface, where a maximum point
is connected with the outer flow via a gradient trajectory.
In a next step, we have investigated the jpdf P (Zm,ΔZ) as well as the marginal pdfs
P (Zm) and P (ΔZ) in the different zones and observe distinct characteristics for each
of them. Small fluctuations together with a large mean scalar value are typical for
the fully turbulent region, while the regularly observed large jump of the scalar value
across the interface is caught by the gradient trajectory statistics in the scalar T/NT
interface. As the latter start in the outer flow at Z = 0, it also directly follows from this
large jump that the T/NT interface trajectories frequently contain the comparatively
small value of stoichiometric mixture Zst.
Then, we have presented a method to reconstruct the overall scalar pdf P (Z) based
on gradient trajectory statistics using the jpdf P (Zm,ΔZ) in the different zones of
the scalar field. We observe a good agreement between the experimentally obtained
pdf with the reconstructed one, where Pt(Z) in the turbulent part has the shape of a
Gaussian-bell curve.
Finally, we discuss the impact of the former results on modeling approaches for pdfs
of conserved scalar quantities. To this end, we compare the measured pdf with the one
obtained from the composite model of Effelsberg & Peters (1983). We observe again
a very good agreement of the composite model with the experimentally obtained pdf.
The fully turbulent pdfs agree in shape and value for P (Z), while the zonal mixture
fraction pdfs calculated from gradient trajectory statistics and the composite model
are qualitatively close to each other but exhibit slight quantitative deviations.
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