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A virtual reality experiment for improving the 
navigational recall: What can we learn from eye 
movements of high- and low-performing        
individuals? 
Ismini E. Lokka, Arzu Çöltekin 
Department of Geography, University of Zurich – (ismini-eleni.lokka,    
arzu.coltekin)@geo.uzh.ch 
Abstract. In its broader scope, this paper is concerned about understand-
ing how (visualization) designs of virtual environments (VE) interact with 
navigational memory. We optimized the design of a VE for route learning 
following specific visualization guidelines that we derived from previous 
literature, and tested it with a typical navigational recall task with 42 partic-
ipants. Recall accuracies of our participants widely vary. We hypothesize 
that by analyzing the eye movements of high- and low-performing partici-
pants in a comparative manner, we can better understand this variability, 
and identify if these two groups rely on different visual strategies. Such ef-
forts inform the visualization designs, and in turn, these designs can better 
assist people. Those who perform poorly in navigational tasks for reasons 
such as lack of training or differences in visuospatial abilities might espe-
cially benefit from such assistance. In this paper, we present our concept for 
a work-in-progress study and provide the relevant background. 
Keywords. navigation, virtual environments, visual strategies 
1. Introduction 
Navigation has long been of interest to diverse scientific communities. 
Whether it is from a psychological perspective (e.g., tackling cognitive as-
pects of how people navigate), or from a more applied perspective (e.g., 
developing and testing tools to help people navigate); such scientific efforts 
are geared towards understanding and improving people’s navigation expe-
rience. Improving the navigation experience is beneficial to many people 
considering the difficulty of navigation. Even though it might appear effort-
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less in some situations, there are occasions in which people experience fear 
and stress while trying to find their way. In a navigation context, one needs 
to absorb, process, and remember a large amount of information, which 
might lead to what is known as ‘cognitive overload’ (Sweller, 1988). The 
visual information from the world --such as the visual patterns surrounding 
us, and the structural spatial network-- demand cognitive resources, and 
with increasing information, the navigational tasks might get more difficult.  
To improve the navigation experience, we believe the cognitive overload 
should be reduced. This can be partly done by altering the appearance of 
the visualizations used for route learning (e.g., maps, map-like displays, 
virtual environments) in a way that facilitates retaining the information 
relevant to learning the route of interest. Specifically, we work with VEs and 
hypothesize that the visual design of the VE has an impact on navigational 
recall (memorizing relevant features), and overall route learning. 
To respond to our hypothesis, we first examine the previous work and iden-
tify optimum landmark locations (e.g., at the decision points) and visuo-
spatial features (e.g., structural network) that are important in navigational 
situations (Richter & Winter, 2014; Röser et al., 2012). Furthermore, previ-
ous work informs on balancing the levels of realism; that is, it is document-
ed that too much realism can impair memory performance (Çöltekin et al., 
2017; Smallman & John, 2005). Applying this knowledge, we create our 
own VE: A fictitious urban space where the most important information 
(landmark locations in decision points, and structural network) are selec-
tively highlighted with photo-textures to facilitate better recall while navi-
gating. We deliberately suppress the less-relevant visual information by 
showing the rest of the scene using non-photorealistic rendering (based on 
shading) to make the textured features even more prominent, with the in-
tention to facilitate an easier-to-remember route (Borkin et al., 2013; 
Christou & Bülthoff, 1999; Meijer, Geudeke, & van den Broek, 2009). 
We expect that our propose VE (a VE that emphasizes the relevant features 
for path learning at the relevant locations) we will guide viewers’ attention 
in a way that facilitates better recall, and eventually better route learning. 
This paper conceptually explores if the attention guiding properties of the 
proposed VE can be established through eye tracking.  
2. Participants’ recall accuracies and eye tracking 
2.1. Importance of individual differences 
In a comprehensive controlled experiment (Lokka & Çöltekin, 2017) on the 
memorability of our proposed VE (“MixedVE”) compared to a non-
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photorealistic rendering (“AbstractVE”) and a fully photo-realistic one 
(“RealisticVE”); we confirmed the Mixed VE provides benefits in route 
memorization to its users (Figure 1). Because of these earlier findings, we 
contend that carefully designed virtual environments are good candidates 
to become training devices for route learning. Furthermore, we believe that 
such learning could be transferred to real world tasks, based on previous 
navigation studies conducted in VEs (Richardson, Montello, & Hegarty, 
1999). 
 
 
Figure 1. Participants’ recall accuracy with the three VEs. Our proposed MixedVE leads to 
higher success than both the Abstract and Realistic VEs. The differences are statistically 
significant. Error bars show ±SEM, ** p<.01, * p<.05. (For a more detailed analysis, please 
see Lokka & Çöltekin, 2017). 
For our proposed design (the MixedVE) to become a consistent memory-
training device for route learning, we need to be sure that it assists every-
one. This argument immediately points at the importance of individual and 
group differences. One way to group participants to study such differences 
is to group them based on their task success and analyze how and why the 
high-performers differ from the low-performers. If one can better under-
stand why they differ, it may be possible to learn from the strategies of the 
high-performers, or compensate for the issues the low-performers face. 
Thus, among our 42 participants (age 20-30 y.o.), we identified the high- 
and low- performers in a complex recall task. After grouping them, we first 
study who are in each group. For example, we analyze if the difference is 
explained by their spatial abilities (as measured by the mental rotation task 
(MRT), (Vandenberg & Kuse, 1978)), or memory capacity (as measured by 
the visuospatial memory task (VSM), (Ekstrom, French, Harman, & 
Dermen, 1976)). Importantly, we analyze lower level cognitive processes 
through their eye movements; when they take the path, how do the visual 
scanning patterns vary between the high- and low-performers? Can we 
identify e.g., what important elements do the low-performing participants 
not see? If so, one can rethink the design to specifically help them. 
ET4S 2018
30
????? ???????????????????????????????????????????????
As we examine the eye movements of these two groups, we expect to find 
differences in how they visually process the MixedVE. For this work-in-
progress paper, we plan to examine the eye movements of the top 10 vs. 
bottom 10 performers, similarly as in (Çöltekin, Fabrikant, & Lacayo, 2010). 
We will follow previous approaches to distinguishing the ambient and focal 
visual search patterns (e.g., Castner & Eastman, 1984; 1985; Krejtz et al., 
2017). Furthermore, we plan on and top-down and bottom-up area-of-
interest (AOI) analysis to detect the two main information processing 
modes that would yield global vs. local visual scanning patterns (Figure 2). 
We expect that the local visual scanning patterns would concentrate in spe-
cific AOIs, which, we believe should be the highlighted (photo-textured) 
locations on the MixedVE.  The global visual scanning pattern, however, 
would be scattered around the entire visual scene. We hypothesize that we 
should see more local visual scanning patterns with the high-performers, as 
the restricting the ‘learning’ to a specific and relevant part should be help-
ful, and the opposite behavior could suggest that the viewer is distracted. 
We believe one reason the low-performers ‘fail’ might be because they are 
not spending enough time looking at the task-relevant areas, that is, they 
might be scanning the scene more globally than the high-performers.  
 
 
Figure 2. Example of the performed eye tracking analysis on the Mixed VE. (a) the Mixed 
VE environment with the photo-textured highlighted building on the left and (b) the same 
example with the global and local environmental grouping. 
 
Alternatively, the low-performers might be even more focused to the high-
lighted areas (or even some details on the highlighted areas), which might 
mean they narrow the attention too much and do not pick up on some im-
portant cues, which the others might. At this point, we favor the first hy-
pothesis based on the cognitive overload theory (that the high-performers 
should display a more localized visual search pattern than the low-
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performers). The eye movement analyses are currently underway, and the 
results will be reported in a follow-up paper.  
3. Conclusion and outlook 
What are the differences between the people who have high and low recall 
accuracy scores in navigational tasks (such as route learning) in terms of 
visual behavior? This paper is a step towards linking attention to memory in 
the scope of our experiment. By examining the visual scanning patterns of 
high- and low-performing participants in a VE designed to improve the 
navigational recall, we might be able to deduce if the low-performers need 
additional consideration in specific points. Knowing where low-performers 
had a different strategy (or if they lack a strategy) can give us new insights 
in terms of possible visualization adjustments. Therefore, with a more in-
formed design, we can offer help specifically to those who need it the most. 
Naturally, what might benefit the low-performers might also benefit the 
high-performers, although these remain to be tested in future studies.  
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