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This paper brings together Dana Scott’s measure-based semantics for the propositional
modal logic S4, and recent work in Dynamic Topological Logic. In a series of recent talks,
Scott showed that the language of S4 can be interpreted in the Lebesgue measure algebra,
M, or algebra of Borel subsets of the real interval, [0,1], modulo sets of measure zero.
Conjunctions, disjunctions and negations are interpreted via the Boolean structure of the
algebra, and we add an interior operator on M that interprets the -modality. In this
paper we show how to extend this measure-based semantics to the bimodal logic S4C .
S4C is interpreted in ‘dynamic topological systems,’ or topological spaces together with a
continuous function acting on the space. We extend Scott’s measure based semantics to
this bimodal logic by deﬁning a class of operators on the algebra M, which we call O-
operators and which take the place of continuous functions in the topological semantics
for S4C . The main result of the paper is that S4C is complete for the Lebesgue measure
algebra. A strengthening of this result, also proved here, is that there is a single measure-
based model in which all non-theorems of S4C are refuted.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Kripke models for normal modal logics, consisting of a set of possible worlds together with a binary accessibility relation,
are, by now, widely familiar. But long before Kripke semantics became standard, Tarski showed that the propositional modal
logic S4 can be interpreted in topological spaces. In the topological semantics for S4, a topological space is ﬁxed, and
each propositional variable, p, is assigned an arbitrary subset of the space: the set of points where p is true. Conjunctions,
disjunctions and negations are interpreted as set-theoretic intersections, unions and complements (thus, e.g., φ ∧ ψ is true
at all points in the intersection of the set of points where φ is true and the set of points where ψ is true). The -modality
of S4 is interpreted via the topological interior: φ is true at any point in the topological interior of the set of points at
which φ is true.
In this semantics, the logic S4 can be seen as describing topological spaces. Indeed, with the topological semantics
it became possible to ask not just whether S4 is complete for the set of topological validities—formulas valid in every
topological space—but also whether S4 is complete for any given topological space. The culmination of Tarski’s work in this
area was a very strong completeness result. In 1944, Tarski and McKinsey proved that S4 is complete for any dense-in-
itself metric space. One particularly important case was the real line, R, and as the topological semantics received renewed
interest in recent years, more streamlined proofs of Tarski’s result for this special case emerged in, e.g., [1,3,9].
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of view. Here, the probability measure we have in mind is the usual Lebesgue measure on the reals. In the last several years
Dana Scott introduced a new probabilistic or measure-based semantics for S4 that is built around Lebesgue measure on the
reals and is in some ways closely related to Tarski’s older topological semantics. (See [12].)
Scott’s semantics is essentially algebraic: formulas are interpreted in the Lebesgue measure algebra, or the σ -algebra of
Borel subsets of the real interval [0,1], modulo sets of measure zero (henceforth, “null sets”). We denote this algebra by M.
Thus elements of M are equivalence classes of Borel sets. In Scott’s semantics, each propositional variable is assigned to
some element of M. Conjunctions, disjunctions and negations are assigned to meets, joins and complements in the algebra,
respectively. In order to interpret the S4 -modality, we add to the algebra an “interior” operator (deﬁned below), which
we construct from the collection of open elements in the algebra, or elements that have an open representative. Unlike the
Kripke or topological semantics, there is no notion here of truth at a point (or at a “world”). In [5] and [8] it was shown that
S4 is complete for the Lebesgue measure algebra.
The introduction of a measure-based semantics for S4 raises a host of questions that are, at this point, entirely unex-
plored. Among them: What about natural extensions of S4? Can we give a measure-based semantics not just for S4 but for
some of its extensions that have well-known topological interpretations?
This paper focuses on a family of logics called dynamic topological logics. These logics were investigated over the last
ﬁfteen years, in an attempt to describe “dynamic topological systems” by means of modal logic. A dynamic topological
system is a pair 〈X, f 〉, where X is a topological space and f is a continuous function on X . We can think of f as moving
points in X in discrete units of time. Thus in the ﬁrst moment, x is mapped to f (x), then to f ( f (x)), etc. The most basic
dynamic topological logic is S4C . In addition to the S4 -modality, it has a temporal modality, which we denote by ©.
Intuitively, we understand the formula ©p as saying that at the “next moment in time,” p will be true. Thus we put:
x ∈ V (©p) iff f (x) ∈ V (p). In [7] and [13] it was shown that S4C is incomplete for the real line, R. However, in [14] it was
shown that S4C is complete for Euclidean spaces of arbitrarily large ﬁnite dimension, and in [4] it was shown that S4C is
complete for R2.
The aim of this paper is to give a measure-based semantics for the logic S4C , along the lines of Scott’s semantics for
S4. Again, formulas will be assigned to some element of the Lebesgue measure algebra, M. But what about the dynamical
aspect—i.e., the interpretation of the ©-modality? We show that there is a very natural way of interpreting the ©-modality
via operators on the algebra M that take the place of continuous functions in the topological semantics. These operators
can be viewed as transforming the algebra in discrete units of time. Thus one element is sent to another in the ﬁrst instance,
then to another in the second instance, and so on. The operators we use to interpret S4C are O-operators: ones that take
“open” elements in the algebra to open elements (deﬁned below). But there are obvious extensions of this idea: for example,
to interpret the logic of homeomorphisms on topological spaces, one need only look at automorphisms of the algebra M.
Adopting a measure-based semantics for S4C brings with it certain advantages. Not only do we reap the probabilistic
features that come with Scott’s semantics for S4, but the curious dimensional asymmetry that appears in the topological
semantics (where S4C is incomplete for R but complete for R2) disappears in the measure-based semantics. Our main
result is that the logic S4C is complete for the Lebesgue-measure algebra. A strengthening of this result, also proved here, is
that S4C is complete for a single model of the Lebesgue measure algebra. Due to well-known results by Oxtoby, this algebra
is isomorphic to the algebra generated by Euclidean space of arbitrary dimension. In other words, S4C is complete for the
reduced measure algebra generated by any Euclidean space.
2. Topological semantics for S4C
Let the language L,© consist of a countable set, P V = {pn | n ∈ N}, of propositional variables, and be closed under the
binary connectives ∧,∨,→,↔, unary operators, ¬,,
, and a unary modal operator © (thus, L,© is the language of
propositional S4 enriched with a new modality, ©).
Deﬁnition 2.1. A dynamic topological space is a pair 〈X, f 〉, where X is a topological space and f : X → X is a continuous
function on X . A dynamic topological model is a triple, 〈X, f , V 〉, where X is a topological space, f : X → X is a continuous
function, and V : P V →P(X) is a valuation assigning to each propositional variable a subset of X . We say that 〈X, f , V 〉 is
a model over X .
We extend V to the set of all formulas in L,© by means of the following recursive clauses:
V (φ ∨ ψ) = V (φ) ∪ V (ψ)
V (¬φ) = X − V (φ)
V (φ) = Int(V (φ))
V (©φ) = f −1(V (φ))
where ‘Int’ denotes the topological interior.
T. Lando / Annals of Pure and Applied Logic 163 (2012) 1719–1737 1721Let N = 〈X, f , V 〉 be a dynamic topological model. We say that a formula φ is satisﬁed at a point x ∈ X if x ∈ V (φ), and
we write N, x | φ. We say φ is true in N (N | φ) if N, x | φ for each x ∈ X . We say φ is valid in X (|X φ), if for any
model N over X , we have N | φ. Finally, we say φ is topologically valid if it is valid in every topological space.
Deﬁnition 2.2. The logic S4C in the language L,© is given by the following axioms:
– the classical tautologies;
– S4 axioms for .
(A1) ©(φ ∨ ψ) ↔ (©φ ∨©ψ);
(A2) (©¬φ) ↔ (¬©φ);
(A3) ©φ →©φ (the axiom of continuity),
and the rules of modus ponens and necessitation for both  and ©. Following [7], we use S4C both for this axiomatization
and for the set of all formulas derivable from the axioms by the inference rules.
We close this section by listing the known completeness results for S4C in the topological semantics.
Theorem 2.3 (Completeness). For any formula φ ∈ L,© , the following are equivalent:
(i) S4C  φ;
(ii) φ is topologically valid;
(iii) φ is true in any ﬁnite topological space;
(iv) φ is valid in Rn for n 2.
Proof. The equivalence of (i)–(iii) was proved by Artemov et al. in [2]. The equivalence of (i) and (iv) was proved by Duque
in [4]. This was a strengthening of a result proved by Slavnov in [14]. 
Theorem 2.4 (Incompleteness for R). There exists φ ∈ L,© such that φ is valid in R, but φ is not topologically valid.
Proof. See [7] and [13]. 
3. Kripke semantics for S4C
In this section we show that the logic S4C can also be interpreted in the more familiar setting of Kripke frames. It
is well known that the logic S4 (which does not include the ‘temporal’ modality, ©) is interpreted in transitive, reﬂexive
Kripke frames, and that such frames just are topological spaces of a certain kind. It follows that the Kripke semantics for
S4 is just a special case of the topological semantics for S4. In this section, we show that the logic S4C can be interpreted
in transitive, reﬂexive Kripke frames with some additional ‘dynamic’ structure, and, again, that Kripke semantics for S4C
is a special case of the more general topological semantics for S4C . Henceforth, we assume that Kripke frames are both
transitive and reﬂexive.
Deﬁnition 3.1. A dynamic Kripke frame is a triple 〈W , R,G〉 where W is a set, R is a reﬂexive, transitive relation on W ,
and G : W → W is a function that is R-monotone in the following sense: for any u, v ∈ W , if uRv , then G(u)RG(v).
Deﬁnition 3.2. A dynamic Kripke model is a pair 〈F , V 〉 where F = 〈W , R,G〉 is a dynamic Kripke frame and V : P V →
P(W ) is a valuation assigning to each propositional variable an arbitrary subset of W . We extend V to the set of all
formulas in L,© by the following recursive clauses:
V (φ ∨ ψ) = V (φ) ∪ V (ψ)
V (¬φ) = W − V (φ)
V (©φ) = G−1(V (φ))
V (φ) = {w ∈ W ∣∣ v ∈ V (φ) for all v ∈ W such that wRv}
Given a dynamic Kripke frame K = 〈W , R,G〉, we can impose a topology on W via the accessibility relation R . We deﬁne
the open subsets of W as those subsets that are upward closed under R:
(∗) O ⊆ W is open iff x ∈ O and xRy implies y ∈ O .
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can verify that the collection of open subsets of W includes the entire space, the empty set, and is closed under arbitrary
intersections and unions. Hence, viewing 〈W , R〉 as a topological space, the space is Alexandroff.
Going in the other direction, if X is an Alexandroff topology, we can deﬁne a relation R on X by:
(@) xRy iff x is a point of closure of {y}.
(Equivalently, y belongs to every open set containing x.) Clearly R is reﬂexive. To see that R is transitive, suppose that
xRy and yRz. Let O be an open set containing x. Then since x is a point of closure for {y}, y ∈ O . But since y is a point
of closure for {z}, z ∈ O . So x is a point of closure for {z} and xRz. So far, we have shown that static Kripke frames, 〈W , R〉
correspond to Alexandroff topologies. But what about the dynamical aspect? Here we invite the reader to verify that R-
monotonicity of the function G is equivalent to continuity of G in the topological setting. It follows that dynamic Kripke
frames are just dynamic Alexandroff topologies.
In view of the fact that every ﬁnite topology is Alexandroff (if X is ﬁnite, then there are only ﬁnitely many open subsets
of X ), we have shown that ﬁnite topologies are just ﬁnite Kripke frames. This result, together with Theorem 2.3(iii), gives
the following completeness theorem for Kripke semantics:
Lemma 3.3. For any formula φ ∈ L,© , the following are equivalent:
(i) S4C  φ;
(ii) φ is true in any ﬁnite Kripke frame (= ﬁnite topological space).
In what follows, it will be useful to consider not just arbitrary ﬁnite Kripke frames, but frames that carry some additional
structure. The notion we are after is that of a stratiﬁed dynamic Kripke frame, introduced by Slavnov in [14]. We recall his
deﬁnitions below.
Deﬁnition 3.4. Let K = 〈W , R,G〉 be a dynamic Kripke frame. A cone in K is any set Uv = {w ∈ W | vRw} for some v ∈ W .
We say that v is a root of Uv .
Note in particular that any cone, Uv , in K is an open subset of W—indeed, the smallest open subset containing v .
Deﬁnition 3.5. Let K = 〈U , R,G〉 be a ﬁnite dynamic Kripke frame. We say that K is stratiﬁed if there is a sequence
〈U1, . . . ,Un〉 of pairwise disjoint cones in K with roots u1, . . . ,un respectively, such that U = ⋃k Uk; G(uk) = uk+1 for
k < n, and G is injective. We say the stratiﬁed Kripke frame has depth n and (with slight abuse of notation) we call u1 the
root of the stratiﬁed frame.
Note that it follows from R-monotonicity of G that G(Uk) ⊆ Uk+1, for k < n.
Deﬁnition 3.6. Deﬁne the function CD (“circle depth”) on the set of all formulas in L,© inductively, as follows:
CD(p) = 0 for any propositional variable p
CD(φ ∨ ψ) =max{CD(φ),CD(ψ)}
CD(¬φ) = CD(φ)
CD(φ) = CD(φ)
CD(©φ) = 1+ CD(φ)
We also refer to CD(φ) as the ©-depth of φ.
Lemma 3.7. Suppose the formula φ is not a theorem of S4C, and CD(φ) = n. Then there is a stratiﬁed ﬁnite dynamic Kripke frame K
with depth n+ 1 such that φ is refuted at the root of K .
Proof. The proof is by Lemma 3.3 and by a method of ‘disjointizing’ ﬁnite Kripke frames. For the details, see [14]. 
4. Algebraic semantics for S4C
We saw that the topological semantics for S4C is a generalization of the Kripke semantics. Can we generalize further?
Just as classical propositional logic is interpreted in Boolean algebras, we would like to interpret modal logics algebraically.
Tarski and McKinsey showed that this can be done for the logic S4, interpreting the -modality as an interior operator on
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O-operators on a Boolean algebra.
We denote the top and bottom elements of a Boolean algebra by 1 and 0, respectively.
Deﬁnition 4.1. A topological Boolean algebra is a Boolean algebra, A, together with an interior operator I on A that
satisﬁes:
(I1) I1= 1;
(I2) Ia a;
(I3) I Ia = Ia;
(I4) I(a∧ b) = Ia∧ Ib.
Example 4.2. The set of all subsets P(X) of a topological space X with set-theoretic meets, joins and complements and
where the operator I is just the topological interior operator (for A ⊆ X , I(A) = Int(A)) is a topological Boolean algebra.
More generally, any collection of subsets of X that is closed under ﬁnite intersections, unions, complements and topological
interiors is a topological Boolean algebra. We call any such algebra a topological ﬁeld of sets.
Suppose A is a topological Boolean algebra with interior operator I . We deﬁne the open elements in A as those elements
for which
Ia = a (1)
Deﬁnition 4.3. Let A1 and A2 be topological Boolean algebras. We say h : A1 → A2 is a Boolean homomorphism if h
preserves Boolean operations. We say h is a Boolean embedding if h is an injective Boolean homomorphism. We say h is a
homomorphism if h preserves Boolean operations and the interior operator. We say h is an embedding if h is an injective
homomorphism. Finally, we say A1 and A2 are isomorphic if there is an embedding from A1 onto A2.
Deﬁnition 4.4. Let A1 and A2 be topological Boolean algebras, and let h : A1 → A2. We say h is an O-map if
(i) h is a Boolean homomorphism;
(ii) For any c open in A1, h(c) is open in A2.
An O-operator is an O-map from a topological Boolean algebra to itself.
Lemma 4.5. Let A1 and A2 be topological Boolean algebras, with interior operators I1 and I2 respectively. Suppose that h : A1 → A2
is a Boolean homomorphism. Then h is an O-map iff for every a ∈ A1 ,
h(I1a) I2
(
h(a)
)
(2)
Proof. We let G1 and G2 denote the collection of open elements in A1 and A2 respectively. (⇒) Suppose h is an O-map.
Then h(I1a) ∈ G2 by Deﬁnition 4.4(ii). Also, I1a a, so h(I1a) h(a) (h is a Boolean homomorphism, hence preserves order).
Taking interiors on both sides, we have h(I1a) = I2(h(I1a)) I2(ha). (⇐) Suppose that for every a ∈ A1, h(I1a) I2(h(a)).
Let c ∈ G1. Then c = I1c, so h(c) = h(I1c) I2(h(c)). But also, I2(h(c)) h(c). So h(c) = I2(h(c)) and h(c) ∈ G2. 
We are now in a position to state the algebraic semantics for the language L,© .
Deﬁnition 4.6. A dynamic algebra is a pair 〈A,h〉, where A is a topological Boolean algebra and h is an O-operator on A.
A dynamic algebraic model is an ordered triple, 〈A,h, V 〉, where A is a topological Boolean algebra, h is an O-operator
on A, and V : P V → A is a valuation, assigning to each propositional variable p ∈ P V an element of A. We say 〈A,h, V 〉 is
a model over A. We can extend V to the set of all formulas in L,© by the following recursive clauses:
V (φ ∨ ψ) = V (φ) ∨ V (ψ)
V (¬φ) = −V (φ)
V (φ) = I V (φ)
V (©φ) = hV (φ)
(The remaining binary connectives, → and ↔, and unary operator, , are deﬁned in terms of the above in the usual way.)
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V (φ) = 1. Otherwise, we say φ is refuted in N . We say φ is valid in A (|A φ) if for any algebraic model N over A, N | φ.
Finally, we let DMLA = {φ ||A φ} (i.e., the set of validities in A). In our terminology, soundness of S4C for A is the claim:
S4C ⊆ DMLA . Completeness of S4C for A is the claim: DMLA ⊆ S4C .
Proposition 4.7 (Soundness). Let A be a topological Boolean algebra. Then S4C ⊆ DMLA .
Proof. We have to show that the S4C axioms are valid in A and that the rules of inference preserve truth. To see that (A1)
is valid, note that:
V
(©(φ ∨ ψ))= h(V (φ) ∨ V (ψ))
= h(V (φ))∨ h(V (ψ)) (h a Boolean homomorphism)
= V (©φ ∨ ©ψ)
Thus V (©(φ ∨ ψ) ↔ (©φ ∨ ©ψ)) = 1. Validity of (A2) is proved similarly. For (A3), note that:
V (©φ) = h(I V (φ))
 Ih
(
V (φ)
)
(by Lemma 4.5)
= V (©φ)
So V (©φ)  V (©φ) and V (©φ → ©φ) = 1. This takes care of the special ©-modality axioms. The remaining
axioms are valid by soundness of S4 for any topological Boolean algebra—see e.g., [11]. To see that necessitation for ©
preserves validity, suppose that φ is valid in A (i.e., for every algebraic model N = 〈A,h, V 〉, we have V (φ) = 1). Then
V (©φ) = h(V (φ)) = h(1) = 1, and ©φ is valid in A. 
5. Reduced measure algebras
We would like to interpret S4C not just in arbitrary topological Boolean algebras, but in algebras carrying a probability
measure—or ‘measure algebras.’ In this section we show how to construct such algebras from separable metric spaces
together with a σ -ﬁnite Borel measure (deﬁned below).
Deﬁnition 5.1. Let A be a Boolean σ -algebra, and let μ be a non-negative function on A. We say μ is a measure on A if
for any countable collection {an} of disjoint elements in A, μ(∨n an) =∑n μ(an).
If μ is a measure on A, we say μ is positive if 0 is the only element at which μ takes the value 0. We say μ is σ -ﬁnite
if 1 is the countable join of elements in A with ﬁnite measure.1 Finally, we say μ is normalized if μ(1) = 1.
Deﬁnition 5.2. A measure algebra is a Boolean σ -algebra A together with a positive, σ -ﬁnite measure μ on A.
Lemma 5.3. Let A be a Boolean σ -algebra and let μ be a σ -ﬁnite measure on A. Then there is a normalized measure ν on A such that
for all a ∈ A, μ(a) = 0 iff ν(a) = 0.
Proof. Since μ is σ -ﬁnite, there exists a countable collection {sn | n 1} ⊆ A such that ∨n1 sn = 1 and μ(sn) < ∞ for each
n 1. WLOG we can assume the sn ’s are pairwise disjoint (i.e., sn ∧ sm = 0 for m = n). For any a ∈ A, let
ν(a) =
∑
n1
2−n μ(a∧ sn)
μ(sn)
The reader can verify that ν has the desired properties. 
In what follows, we show how to construct measure algebras from a topological space, X , together with a Borel measure
on X . The relevant deﬁnition is given below.
Deﬁnition 5.4. Let X be a topological space. We say that μ is a Borel measure on X if μ is a measure deﬁned on the
σ -algebra of Borel subsets of X .2
1 I.e., there is a countable collection of elements An in A such that
∨
n An = 1 and μ(An) < ∞ for each n ∈N.
2 I.e., on the smallest σ -algebra containing all open subsets of X .
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subsets of X and let Nullμ denote the collection of measure-zero Borel sets in X . Then Borel(X) is a Boolean σ -algebra, and
Nullμ is a σ -ideal in Borel(X). We form the quotient algebra
MμX = Borel(X)/Nullμ
(Equivalently, we can deﬁne the equivalence relation ∼ on Borel sets in X by A ∼ B iff μ(A  B) = 0, where  denotes
symmetric difference. Then MμX is the algebra of equivalence classes under ∼.) Boolean operations in MμX are deﬁned in
the usual way in terms of underlying sets:
|A| ∨ |B| = |A ∪ B|
|A| ∧ |B| = |A ∩ B|
−|A| = |X − A|
Lemma 5.5. There is a unique measure ν on MμX such that ν|A| = μ(A) for all A in Borel(X). Moreover, the measure ν is σ -ﬁnite
and positive.
Proof. See [6], p. 79. 
It follows from Lemma 5.5 that MμX is a measure algebra. We follow Halmos [6] in referring to any algebra of the form
MμX as a reduced measure algebra.3
Lemma 5.6. Let X be a topological space and let μ be a σ -ﬁnite Borel measure on X. Then for any |A|, |B| ∈ MμX , |A|  |B| iff
A ⊆ B ∪ N for some N ∈ Nullμ .
Proof. (⇒) If |A| |B|, then |A| ∧ |B| = |A|, or equivalently |A ∩ B| = |A|. This means that (A ∩ B) A ∈ Nullμ , so A − B ∈
Nullμ . But A ⊆ B ∪ (A − B). (⇐) Suppose A ⊆ B ∪ N for some N ∈ Nullμ . Then A ∩ (B ∪ N) = A, and |A| ∧ |B ∪ N| = |A|. But
|B ∪ N| = |B|, so |A| ∧ |B| = |A|, and |A| |B|. 
For the remainder of this section, let X be a separable metric space, and let μ be a σ -ﬁnite Borel measure on X . Where
the intended measure is obvious, we will drop superscripts, writing MX for MμX .
So far we have seen only that MμX is a Boolean algebra. In order to interpret the -modality of S4C in MμX , we need
to construct an interior operator on this algebra (thus transforming MμX into a topological Boolean algebra). We do this via
the topological structure of the underlying space, X . Let us say that an element a ∈MμX is open if a = |U | for some open
set U ⊆ X . We denote the collection of open elements in MμX by GμX (or, dropping superscripts, GX ).
Proposition 5.7. GμX is closed under (i) ﬁnite meets and (ii) arbitrary joins.
Proof. (i) This follows from the fact that open sets in X are closed under ﬁnite intersections. (ii) Let {ai | i ∈ I} be a collection
of elements in GμX . We need to show that sup{ai | i ∈ I} exists and is equal to some element in GμX . Since X is separable,
there exists a countable dense set D in X . Let B be the collection of open balls in X centered at points in D with rational
radius. Then any open set in X can be written as a union of elements in B. Let S be the collection of elements B ∈ B such
that |B| ai for some i ∈ I . We claim that
sup{ai | i ∈ I} =
∣∣∣⋃ S∣∣∣
First, we need to show that |⋃ S| is an upper bound on {ai | i ∈ I}. For each i ∈ I , ai = |Ui | for some open set Ui ⊆ X .
Since Ui is open, it can be written as a union of elements in B. Moreover, each of these elements is a member of S (if
B ∈ B and B ⊆ Ui , then |B| |Ui | = ai). So Ui ⊆⋃ S and ai = |Ui | |⋃ S|.
For the reverse inequality () we need to show that if m is an upper bound on {ai | i ∈ I}, then |⋃ S|m. Let m = |M|.
Note that S is countable (since S ⊆ B and B is countable). We can write S = {Bn | n ∈N}. Then for each n ∈N, there exists
i ∈ I such that |Bn|  ai m. By Lemma 5.5, Bn ⊆ M ∪ Nn for some Nn ∈ Nullμ . Taking unions, ⋃n Bn ⊆ M ∪⋃n Nn , and⋃
n Nn ∈ Nullμ . By Lemma 5.5, |S| = |
⋃
n Bn|m. 
3 In fact, Halmos allows as ‘measure algebras’ only algebras with a normalized measure. We relax this constraint here, in order to allow for the ‘reduced
measure algebra’ generated by the entire real line together with the usual Lebesgue measure. This algebra is, of course, isomorphic to MμX , where X is the
real interval [0,1], and μ is the usual Lebesgue measure on X . This amendment was suggested by the anonymous referee.
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IμX a = sup
{
c ∈ GμX
∣∣ c  a}
Lemma 5.8. IμX is an interior operator.
Proof. For simplicity of notation, we let I denote IμX and let G denote GμX . Then (I1) follows from the fact that 1 ∈ G .
(I2) follows from the fact that a is an upper bound on {c ∈ G | c  a}. For (I3) note that by (I2), we have I Ia Ia. Moreover,
if c ∈ G with c  a, then c  Ia (since Ia is supremum of all such c). Thus ∨{c ∈ G | c  a}∨{c ∈ G | c  Ia}, and Ia I Ia.
For (I4) note that since a ∧ b  a, we have I(a ∧ b)  Ia. Similarly, I(a ∧ b)  Ib, so I(a ∧ b)  Ia ∧ Ib. For the reverse
inequality, note that Ia∧ Ib  a (since Ia a), and similarly Ia∧ Ib  b. So Ia ∧ Ib  a∧ b. Moreover, Ia∧ Ib ∈ G . It follows
that Ia∧ Ib  I(a∧ b). 
Remark 5.9. Is the interior operator IμX non-trivial? (That is, does there exist a ∈MμX such that Ia = a?) This depends on
the space, X , and the measure, μ. If we let X be the real interval, [0,1], and let μ be the Lebesgue measure on Borel
subsets of X , then the interior operator is non-trivial. For the proof, see [8]. But suppose μ is a non-standard measure on
the real interval, [0,1], deﬁned by:
μ(A) =
{
1 if 12 ∈ A
0 otherwise
Then Borel([0,1])/Nullμ is the algebra 2, and both elements of this algebra are ‘open.’ So Ia = a for each element a in the
algebra.
Remark 5.10. The operator IμX does not coincide with taking topological interiors on underlying sets. More precisely, it is in
general not the case that for A ⊆ X , IμX (|A|) = | Int(A)|, where ‘Int(A)’ denotes the topological interior of A. Let X be the real
interval [0,1] with the usual topology, and let μ be Lebesgue measure restricted to measurable subsets of X . Consider the
set X−Q and note that |X−Q| = |X | (Q is countable, hence has measure zero). We have: IμX (|X−Q|) = IμX (|X |) = IμX (1) = 1.
However, | Int(X −Q)| = |∅| = 0.
Remark 5.11. Note that an element a ∈MμX is open just in case IμX a = a. Indeed, if a is open, then a ∈ {c ∈ GμX | c  a}. So
a = sup{c ∈ GμX | c  a} = IμX a. Also, if IμX a = a, then a is the join of a collection of elements in GμX , and so a ∈ GμX . This
shows that the deﬁnition of ‘open’ elements given above ﬁts with the deﬁnition in (1).
In what follows, it will sometimes be convenient to express the interior operator IμX in terms of underlying open sets, as
in the following lemma:
Lemma 5.12. Let A ⊆ X. Then IμX (|A|) = |
⋃{O open | |O | |A|}|.
Proof. By deﬁnition of IμX , I
μ
X (|A|) = sup{c ∈ GμX | c  |A|}. Let B and D be as in the proof of Proposition 5.7, and let S
be the collection of elements B ∈ B such that |B|  |A|. Then by the proof of Proposition 5.7, IμX (|A|) = |
⋃
S|. But now⋃
S =⋃{O open | |O | |A|}. (This follows from the fact that any open set O ⊆ X can be written as a union of elements
in B.) Thus, IμX (|A|) = |
⋃
S| = |⋃{O open | |O | |A|}|. 
We have shown that MμX together with the operator IμX is a topological Boolean algebra. Of course, for purposes of our
semantics, we are interested in O-operators on MμX . How do such maps arise? Unsurprisingly, a rich source of examples
comes from continuous functions on the underlying topological space X . Let us spell this out more carefully.
Deﬁnition 5.13. Let X and Y be topological spaces and let μ and ν be Borel measures on X and Y respectively. We say
f : X → Y is measure-zero preserving (MZP) if for any A ⊆ Y , ν(A) = 0 implies μ( f −1(A)) = 0.
Lemma 5.14. Let X and Y be separable metric spaces, and let μ and ν be σ -ﬁnite Borel measures on X and Y respectively. Suppose B
is a Borel subset of X with μ(B) = μ(X), and f : B → Y is measure-zero preserving and continuous. Deﬁne h|·|f :MνY →MμX by
h|·|f
(|A|)= ∣∣ f −1(A)∣∣
Then h|·| is an O-map. In particular, if X = Y , then h|·| is an O-operator.f f
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4 Indeed, if |A| = |B|, then ν(A B) = 0. And since f is MZP,
μ( f −1(A) f −1(B)) = μ( f −1(A B)) = 0. So f −1(A) ∼ f −1(B). This shows that h|·|f |A| is independent of the choice of
representative, A. Furthermore, it is clear that h|·|f is a Boolean homomorphism. To see that it is an O-map, we need only
show that if c ∈ GνY , h|·|f (c) ∈ GμX . But if c ∈ GνY then c = |U | for some open set U ⊆ Y . By continuity of f , f −1(U ) is open in
B . So f −1(U ) = O ∩ B for some O open in X . So h|·|f (c) = | f −1(U )| = |O | ∈ GμX . 
By the results of the previous section, we can now interpret the language of S4C in reduced measure algebras. In
particular, we say an algebraic model 〈A,h, V 〉 is a dynamic measure model if A =MμX for some separable metric space X
and a σ -ﬁnite Borel measure μ on X .
We are particularly interested in the reduced measure algebra generated by the real interval, [0,1], together with the
usual Lebesgue measure.
Deﬁnition 5.15 (Lebesgue Measure Algebra). Let I be the real interval [0,1] and let λ denote Lebesgue measure restricted to
the Borel subsets of I . The Lebesgue measure algebra is the algebra MλI .
Because of it’s central importance, we denote the Lebesgue measure algebra without subscripts or superscripts, by M.
Furthermore, we denote the collection of open elements in M by G and the interior operator on M by I .
As in Deﬁnition 4.6, we let DMLM = {φ ||M φ} (i.e., the set of validities in M). In our terminology, soundness of S4C
for M is the claim: S4C ⊆ DMLM . Completeness of S4C for M is the claim: DMLM ⊆ S4C .
Proposition 5.16 (Soundness). S4C ⊆ DMLM .
Proof. Immediate from Proposition 4.7. 
Remark 5.17. The algebra M is isomorphic to the algebra Leb([0,1])/Nullμ where Leb([0,1]) is the σ -algebra of Lebesgue-
measurable subsets of the real interval [0,1], and Nullμ is the σ -ideal of Lebesgue measure-zero sets. This follows from the
fact that every Lebesgue-measure able set in [0,1] differs from some Borel set by a set of measure zero.
6. Isomorphism between reduced measure algebras
In this section we use a well-known result of Oxtoby’s to show that any reduced measure algebra generated by a
separable metric space with a σ -ﬁnite, nonatomic Borel measure is isomorphic to M. By Oxtoby’s result, we can think of
M as the canonical separable measure algebra.
In the remainder of this section, let J denote the space [0,1] −Q (with the usual metric topology), and let δ denote
Lebesgue measure restricted to the Borel subsets of J .
Deﬁnition 6.1. A topological space X is topologically complete if X is homeomorphic to a complete metric space.
Deﬁnition 6.2. Let X be a topological space. A Borel measure μ on X is nonatomic if μ({x}) = 0 for each x ∈ X .
Theorem 6.3 (Oxtoby, 1970). Let X be a topologically complete, separable metric space, and let μ be a normalized, nonatomic Borel
measure on X. Then there exists a Borel set B ⊆ X and a function f : B → J such that μ(X − B) = 0 and f is a measure-preserving
homeomorphism (where the measure on J is δ).
Proof. See [10]. 
Lemma 6.4.5 Suppose X and Y are separable metric spaces, and μ and ν are normalized Borel measures on X and Y respectively. If
f : X → Y is a measure preserving homoemorphism, thenMμX is isomorphic toMνY .
Proof. For simplicity of notation, we drop superscripts, writing simply MX , GX , and I X , etc. Let h|·|f :MY →MX be de-
ﬁned by h|·|f (|A|) = | f −1(A)|. This function is well-deﬁned because f is MZP and continuous. (The ﬁrst property ensures
4 Note that by continuity of f , f −1(A) is a Borel set in B , hence also a Borel set in X .
5 We can relax the conditions of the lemma, so that instead of requiring that f is measure-preserving, we require only that ν( f (S)) = 0 iff μ(A) = 0. In
fact, we can further relax these conditions so that f : B → C , where B ⊆ X , C ⊆ Y , μ(B X) = 0, and ν(C  Y ) = 0. We prove the lemma as stated because
only this weaker claim is needed for the proof of Corollary 6.5.
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morphism. We can deﬁne the mapping h|·|
f −1 :MX →MY by h
|·|
f −1 (|A|) = | f (A)|. Then h
|·|
f and h
|·|
f −1 are inverses, so h
|·|
f is
bijective. We need to show that h|·|f preserves interiors—i.e., h
|·|
f (IY a) = I Xh|·|f (a). The inequality () follows from the fact
that h|·|f is an O-map (see Lemma 5.14). For the reverse inequality, we need to see that h
|·|
f (IY a) is an upper bound on
{c ∈ GX | c  h|·|f (a)}. If c ∈ GX , then h|·|f −1 (c) ∈ GY and if c  h
|·|
f (a), then h
|·|
f −1 (c) h
|·|
f −1 (h
|·|
f (a)) = a. Thus h|·|f −1 (c) IY a, and
c = h|·|f (h|·|f −1 (c)) h
|·|
f (IY a). 
Corollary 6.5. Let X be a separable metric space, and let μ be a nonatomic σ -ﬁnite Borel measure on X with μ(X) > 0. Then,
MμX ∼=M
Proof. By Lemma 5.3, we can assume that μ is normalized.6 Let Xcomp be the completion of the metric space X . Clearly
Xcomp is separable. We can extend the Borel measure μ on X to a Borel measure μ∗ on Xcomp by letting μ∗(S) = μ(S ∩ X)
for any Borel set S in Xcomp . The reader can convince himself that μ∗ is a normalized, nonatomic, σ -ﬁnite Borel measure on
Xcomp , and that Mμ
∗
Xcomp
∼=MμX . By Theorem 6.3, there exists a set B ⊆ Xcomp and a function f : B →J such that μ∗(B) = 1
and f is a measure-preserving homeomorphism. By Lemma 6.4, MJ ∼=MB . We have:
M∼=MJ ∼=MB ∼= Mμ
∗
Xcomp
∼=MμX 
7. Invariance maps
At this point, we have at our disposal two key results: completeness of S4C for ﬁnite stratiﬁed Kripke frames, and the
isomorphism between MμX and M for any separable metric space X and σ -ﬁnite, nonatomic Borel measure μ. Our aim in
what follows will be to transfer completeness from ﬁnite stratiﬁed Kripke frames to the Lebesgue measure algebra, M. But
how to do this?
We can view any topological space as a topological Boolean algebra—indeed, as the topological ﬁeld of all subsets of the
space (see Example 4.2). Viewing the ﬁnite stratiﬁed Kripke frames in this way, what we need is ‘truth-preserving’ maps
between the algebras generated by Kripke frames and MμX , for appropriately chosen X and μ. The key notion here is that
of a “dynamic embedding” (deﬁned below) of one dynamic algebra into another. Although our speciﬁc aim is to transfer
truth from Kripke algebras to reduced measure algebras, the results we present here are more general and concern truth
preserving maps between arbitrary dynamic algebras.
Recall that a dynamic algebra is a pair 〈A,h〉, where A is a topological Boolean algebra, and h is an O-operator on A.
Deﬁnition 7.1. Let M1 = 〈A1,h1〉 and M2 = 〈A2,h2〉 be two dynamic algebras. We say a function h : M1 → M2 is a dynamic
embedding if
(i) h is an embedding of A1 into A2;
(ii) h ◦ h1 = h2 ◦ h.
Lemma 7.2. Let M1 = 〈A1,h1, V1〉 and M2 = 〈A2,h2, V2〉 be two dynamic algebraic models. Suppose that h : 〈A1,h1〉 → 〈A2,h2〉 is
a dynamic embedding, and for every propositional variable p,
V2(p) = h ◦ V1(p)
Then for any φ ∈ L,© ,
V2(φ) = h ◦ V1(φ)
Proof. By induction on the complexity of φ. 
Corollary 7.3. Let M1 = 〈A1,h1, V1〉 and M2 = 〈A2,h2, V2〉 be two dynamic algebraic models. Suppose that h : 〈A1,h1〉 → 〈A2,h2〉
is a dynamic embedding, and for every propositional variable p,
V2(p) = h ◦ V1(p)
6 More explicitly: If μ is σ -ﬁnite, then by Lemma 5.3 there is a normalized Borel measure μ∗ on X such that μ∗(S) = 0 iff μ(S) = 0 for each S ⊆ X . It
follows that MμX ∼=Mμ
∗
X (where the isomorphism is not, in general, measure-preserving).
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M1 | φ iff M2 | φ
Proof.
M2 | φ iff V2(φ) = 1
iff h ◦ V1(φ) = 1 (by Lemma 7.2)
iff V1 = 1 (since h is an embedding) 
Let 〈X, F 〉 be a dynamic topological space and let AX be the topological ﬁeld of all subsets of X (see Example 4.2). We
deﬁne the function hF on AX by
hF (S) = F−1(S)
It is not diﬃcult to see that hF is an O-operator. We say that 〈AX ,hF 〉 is the dynamic algebra generated by (or corresponding
to) to the dynamic topological space 〈X, F 〉.
Our goal is to embed the dynamic algebras generated by ﬁnite dynamic Kripke frames into a dynamic measure algebra,
〈MμX ,h〉, where X is some appropriately chosen separable metric space and μ is a nonatomic, σ -ﬁnite Borel measure on X .
In view of Corollary 7.3 and completeness for ﬁnite dynamic Kripke frames, this will give us completeness for the measure
semantics. The basic idea is to construct such embeddings via ‘nice’ maps on the underlying topological spaces. To this end,
we introduce the following new deﬁnition:
Deﬁnition 7.4. Suppose X and Y are a topological spaces, and μ is a Borel measure on X . Let γ : X → Y . We say γ has the
M-property with respect to μ if for any subset S ⊆ Y :
(i) γ −1(S) is Borel;
(ii) for any open set O ⊆ X , if γ −1(S) ∩ O = ∅ then μ(γ −1(S) ∩ O ) > 0.
Lemma 7.5. Suppose 〈X, F 〉 is a dynamic topological space, where X is a separable metric space, F is measure-zero preserving, and let
μ be a σ -ﬁnite Borel measure on X with μ(X) > 0. Suppose 〈Y ,G〉 is a dynamic topological space, and 〈AY ,hG〉 is the corresponding
dynamic algebra. Let B be a subset of X with μ(B) = μ(X), and suppose we have a map γ : B → Y that satisﬁes:
(i) γ is continuous, open and surjective;
(ii) γ ◦ F = G ◦ γ ;
(iii) γ has the M-property with respect to μ.
Then the map Φ : 〈AY ,hG〉 → 〈MμX ,h|·|F 〉 deﬁned by
Φ(S) = ∣∣γ −1(S)∣∣
is a dynamic embedding.
Proof. By the fact that MμX is isomorphic to MμB , we can view Φ as a map from 〈AY ,hG〉 into 〈MμB ,h|·|F 〉, where hμF is
viewed as an operator on MμB . Note that Φ is well-deﬁned by the fact that γ satisﬁes clause (i) of the M-property. We
need to show that (i) Φ is an embedding of 〈AY ,hG〉 into 〈MμB ,h|·|F 〉, and (ii) Φ ◦ hG = h|·|F ◦ Φ .
(i) Clearly Φ is a Boolean homomorphism. We prove that Φ is injective and preserves interiors.
• (Injectivity) Suppose Φ(S1) = Φ(S2) and S1 = S2. Then γ −1(S1) ∼ γ −1(S2), and S1  S2 = ∅. Let y ∈ S1  S2. By
surjectivity of γ , we have γ −1(y) = ∅. Moreover, μ(γ −1(y)) > 0 (since γ has the M-property w.r.t. μ, and the entire
space B is open). So μ(γ −1(S1)γ −1(S2)) = μ(γ −1(S1  S2))μ(γ −1(y)) > 0. And γ −1(S1) γ −1(S2). ⊥.
• (Preservation of Interiors) For clarity, we will denote the topological interior in the spaces Y and B by IntY and IntB
respectively, and the interior operator on MμB by I . Let S ⊆ Y . It follows from continuity and openness of γ : B → Y ,
that
γ −1
(
IntY (S)
)= IntB(γ −1(S))
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(
IntY (S)
)= ∣∣γ −1(IntY (S))∣∣
= ∣∣IntB(γ −1(S))∣∣
= ∣∣⋃{O open in B ∣∣ O ⊆ γ −1(S)}∣∣∣
– I
(
Φ(S)
)= I∣∣γ −1(S)∣∣
=
∣∣∣⋃{O open in B ∣∣ |O | ∣∣γ −1(S)∣∣}∣∣∣ (by Lemma 5.12)
Thus it is suﬃcient to show that for any open set O ⊆ B ,
O ⊆ γ −1(S) iff |O | ∣∣γ −1(S)∣∣
The left-to-right direction is obvious. For the right-to-left direction, suppose (toward contradiction) that |O | 
|γ −1(S)| but that O  γ −1(S). Then O ⊆ γ −1(S) ∪ N for some N ⊆ B with μ(N) = 0. Moreover, since O  γ −1(S),
there exists x ∈ O such that x /∈ γ −1(S). Let y = γ (x). Then γ −1(y) ∩ O = ∅. Since γ has the M-property with
respect to μ, it follows that μ(γ −1(y) ∩ O ) > 0. But γ −1(y) ∩ O ⊆ N (since γ −1(y) ∩ O ⊆ O ⊆ γ −1(S) ∪ N , and
γ −1(y) ∩ γ −1(S) = ∅).
We’ve shown that Φ is an embedding of 〈AY ,hG〉 into 〈MμB ,h|·|F 〉. In view of the isomorphism between MμX and MμB ,
we have shown that Φ is an embedding of 〈AY ,hG〉 into MμX .
(ii) We know that γ ◦ F = G ◦ γ . Taking inverses, we have F−1 ◦ γ −1 = γ −1 ◦ G−1. Now let S ⊆ Y . Then:
Φ ◦ hG(S) =
∣∣γ −1(G−1(S))∣∣
= ∣∣F−1(γ −1(S))∣∣
= h|·|F ◦ Φ(S) 
8. Completeness of S4C for the Lebesgue measure algebra
In this section we prove the main result of the paper: Completeness of S4C for the Lebesgue measure algebra, M.
Recall that completeness is the claim that DMLM ⊆ S4C . In fact, we prove the contrapositive: For any formula φ ∈ L,© ,
if φ /∈ S4C , then φ /∈ DMLM . Our strategy is as follows. If φ is a non-theorem of S4C , then by Lemma 3.7, φ is refuted in
some ﬁnite stratiﬁed Kripke frame K = 〈W , R,G〉. Viewing the frame algebraically (i.e., as a topological ﬁeld of sets), we
must construct a dynamic embedding Φ : 〈AW ,hG〉 → 〈M,h〉, where 〈AW ,hG〉 is the dynamic Kripke algebra generated
by the dynamic Kripke frame K , and h is some O-operator on M. In view of the isomorphism between M and MμX for
any separable metric space, X , and nonatomic, σ -ﬁnite Borel measure μ on X with μ(X) > 0, it is enough to construct a
dynamic embedding of the Kripke algebra into MμX , for appropriately chosen X and μ.
The constructions in this section are a modiﬁcation of the constructions introduced in [14], where it is proved that S4C
is complete for topological models in Euclidean spaces of arbitrarily large ﬁnite dimension. The modiﬁcations we make are
measure-theoretic, and are needed to accommodate the new ‘probabilistic’ setting. We are very much indebted to Slavnov
for his pioneering work in [14].7
8.1. Outline of the proof
Let us spell out the plan for the proof a little more carefully. The needed ingredients are all set out in Lemma 7.5.
Our ﬁrst step will be to construct the dynamic topological space 〈X, F 〉, where X is a separable metric space, and F is a
measure-zero preserving, continuous function on X . We must also construct a measure μ on the Borel sets of X that is
nonatomic and σ -ﬁnite, such that μ(X) > 0. We want to embed the Kripke algebra 〈AW ,hG〉 into 〈MμX ,h|·|F 〉, and to do
this, we must construct a topological map γ : B → W , where B ⊆ X and μ(B) = 1, and γ satisﬁes the requirements of
Lemma 7.5. In particular, we must ensure that (i) γ is open, continuous and surjective, (ii) γ ◦ F = G ◦ γ and (iii) γ has the
M-property with respect to μ.
In Section 8.2, we show how to construct the dynamic space 〈X, F 〉, and the Borel measure μ on X . In Section 8.3, we
construct the map γ : X → W , and show that it has the desired properties.
8.2. The topological carrier of the countermodel
Let
Xn = I1 unionsq · · · unionsq In
7 Where possible, we have preserved Slavnov’s original notation in [14].
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respectively.
where Ik is the k-th dimensional unit cube and unionsq denotes disjoint union. We would like Xn to be a metric space, so we
think of the cubes Ik as embedded in the space Rn , and as lying at a certain ﬁxed distance from one another. For simplicity
of notation, we denote points in Ik by (x1, . . . , xk), and do not worry about how exactly these points are positioned in Rn .
For each k < n, deﬁne the map Fk : Ik → Ik+1 by (x1, . . . , xk) → (x1, . . . , xk, 12 ). We let
F (x) =
{
Fk(x) if x ∈ Ik, k < n
x if x ∈ In
Clearly F is injective. For each k 2 we choose a privileged “midsection” Dk = [0,1]k−1 × { 12 } of Ik . Thus, f (Ik) = Dk+1 for
k < n.
The space Xn will be the carrier of our countermodels (we will choose n according to the ©-depth of the formula which
we are refuting, as explained in the next section). We deﬁne a non-standard measure, μ, on Xn . This somewhat unusual
measure will allow us to transfer countermodels on Kripke frames back to the measure algebra, MμXn .
Let μ on I1 be Lebesgue measure on R restricted to Borel subsets of I1. Suppose we have deﬁned μ on I1, . . . , Ik . For
any Borel set B in Ik+1, let B1 = B ∩ Dk+1, and B2 = B \ Dk+1. Then B = B1 unionsq B2. We deﬁne
μ(B) = μ(F−1(B1))+ λ(B2)
where λ is the usual Lebesgue measure in Rk+1. Finally, for any Borel set B ⊆ Xn , we let μ(B) =∑nk=1 μ(B ∩ Ik)
Note that μ(I1) = 1, and in general μ(Ik+1) = μ(Ik) + 1. Thus μ(Xn) = μ(I1 unionsq · · · unionsq In) =∑n1 k = 12 (n2 + n).
Lemma 8.1. μ is a nonatomic, σ -ﬁnite Borel measure on Xn.
Proof. Clearly μ is nonatomic. Moreover, since μ(Xn) < ∞, μ is σ -ﬁnite. The only thing left to show is that μ is countably
additive. Suppose that {Bm}m∈N is a collection of pairwise disjoint subsets of Xn .
Claim 8.2. For any k n,
μ
(⋃
m
(
Bm ∩ Ik
))=∑
m
μ
(
Bm ∩ Ik
)
(Proof of Claim: By induction on k.8) But now we have:
8 The base case is by countable additivity of Lebesgue measure on the unit interval, [0,1]. For the induction step, suppose the claim is true for k − 1.
Then we have:
μ
(⋃
m
(
Bm ∩ Ik
))= μ
[
F−1
(⋃
m
(
Bm ∩ Ik ∩ Dk
))]+ λ
[⋃
m
(
Bm ∩ Ik
) \ Dk
]
(by deﬁnition of μ)
= μ
[⋃
m
F−1
(
Bm ∩ Ik ∩ Dk
)]+∑
m
λ
((
Bm ∩ Ik
) \ Dk) (by countable additivity of λ)
=
∑
m
μ
[
F−1
(
Bm ∩ Ik ∩ Dk
)]+∑
m
λ
((
Bm ∩ Ik
) \ Dk) (by induction hypothesis)
=
∑
m
μ
[
F−1
(
Bm ∩ Ik ∩ Dk
)]+ λ((Bm ∩ Ik) \ Dk)
=
∑
m
(
Bm ∩ Ik
)
(by deﬁnition of μ)
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(⋃
m
Bm
)
=
∑
k
μ
[(⋃
m
Bm
)
∩ Ik
]
(by deﬁnition of μ)
=
∑
k
μ
[⋃
m
(
Bm ∩ Ik
)]
=
∑
k
∑
m
μ
(
Bm ∩ Ik
)
(by Claim 8.2)
=
∑
m
∑
k
μ
(
Bm ∩ Ik
)
=
∑
m
μ(Bm) (by deﬁnition of μ) 
Lemma 8.3. X is a separable metric space and F : Xn → Xn is measure-preserving and continuous.
Proof. The set of rational points in Ik is dense in k (k n), so Xn is separable. Continuity of F follows from the fact that F
is a translation in Rn; F is measure-preserving by the construction of μ. 
8.3. Completeness
Assume we are given a formula φ ∈ L,© such that φ is not a theorem of S4C and let n = CD(φ) + 1. By Lemma 3.7,
there is a ﬁnite stratiﬁed, dynamic Kripke model K = 〈W , R,G, V1〉 of depth n such that φ is refuted at the root of K .
In other words, there is a collection of pairwise disjoint cones W1, . . . ,Wn with roots w10, . . . ,w
n
0 respectively, such that
W =⋃kn Wk; G is injective; and G(wk) = wk+1 for each k < n; and K ,w10 | φ. Let the space X = Xn = I1 unionsq · · · unionsq In and
the measure μ be as deﬁned in the previous section. We construct a map γ˜ : X → W in a countable number of stages. To
do this we will make crucial use of the notion of 
-nets, deﬁned below:
Deﬁnition 8.4. Given a metric space S and 
 > 0, a subset Ω of S is an 
-net for S if for any y ∈ S , there exists x ∈ Ω such
that d(x, y) < 
 (where d denotes the distance function in S).
Observe that if S is compact, then for any 
 > 0 there is a ﬁnite 
-net for S .
Basic construction. Let w1root = w10, and let w1, . . . ,wr1 be the R-successors of w1root. At the ﬁrst stage, we select r1
pairwise disjoint closed cubes T1, . . . , Tr1 in I
1, making sure that their total measure adds up to no more than ( 12 )
0+2—
that is,
∑
kr1 μ(Tk) <
1
4 . For each x in the interior of Tk we let γ˜ (x) = wk (k  r1). With slight abuse of notation we put
γ˜ (Tk) = wk . We refer to T1, . . . , Tr1 as terminal cubes, and we let I11 = I1 −
⋃r1
k=1 Int(Tk).
At any subsequent stage, we assume we are given a set I1i that is equal to I
1 with a ﬁnite number of open cubes removed
from it. Thus I1i is a compact set. We ﬁnd a
1
2i
-net Ωi for I1i and for each point y ∈ Ωi , we choose r1 pairwise disjoint
closed cubes, T y1 , . . . , T
y
r1 in the
1
2i
-neighborhood of y, putting γ˜ (T yk ) = wk (for k  r1, with the same meaning as above).
Again, we refer to the Tk ’s as terminal cubes. Since Ωi is ﬁnite, we create only a ﬁnite number of new terminal cubes at
this stage, and we make sure to do this in such a way as to remove a total measure of no more than ( 12 )
i+2. We let I1i+1 be
the set I1i minus the interiors of the new terminal cubes.
After doing this countably many times, we are left with some points in I1 that do not belong to the interior of any ter-
minal cube. We call such points exceptional points and we put γ˜ (x) = w1root for each exceptional point x ∈ I1. This completes
the deﬁnition of γ˜ on I1.
Now assume that we have already deﬁned γ˜ on I j . We let w j+1root = w j+10 and let w1, . . . ,wr j+1 be the R-successors
of w j+1root . We deﬁne γ˜ on I j+1 as follows. At ﬁrst we choose r j+1 closed cubes T1, . . . , Tr j+1 in I j+1, putting γ˜ (Tk) = wk
(for k  r j+1). In choosing T1, . . . , Tr j+1 , we make sure that these cubes are not only pairwise disjoint (as before) but also
disjoint from the midsection D j+1. Again, we also make sure to remove a total measure of no more than ( 12 )
0+2μ(I j+1).
We let I j+11 = I j+1 −
⋃r j+1
k=1 Int(Tk).
At stage i, we assume we are given a set I j+1i equal to I
j+1 minus the interiors of a ﬁnite number of closed cubes.
Thus I j+1i is compact, and we choose a ﬁnite
1
2i
-net Ωi for I
j+1
i . For each y ∈ Ωi we choose r j+1 closed terminal cubes
T1, . . . , Tr j+1 in the
1
2i
-neighborhood of y. We make sure that these cubes are not only pairwise disjoint, but disjoint from
the midsection D j+1. Since Ωi is ﬁnite, we add only ﬁnitely many new terminal cubes in this way. It follows that there is
an 
-neighborhood of D j+1 that is disjoint from all the terminal cubes added up to this stage. Moreover, for each terminal
cube T of I j deﬁned at the ith stage, F (T ) ⊆ D j+1, and we let T ′ be some closed cube in I j+1 containing F (T ) and of
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 . To ensure that the equality γ˜ ◦ F (x) = G ◦ γ˜ (x) holds for all points x belonging to the interior of terminal
cubes of I j , we put:
γ˜
(
T ′
)= G ◦ γ˜ (T )
Finally, we have added only ﬁnitely many terminal cubes at this stage, and we do so in such a way as to make sure that
the total measure of these cubes is no more than ( 12 )
i+2μ(I j+1). We let I j+1i+1 be the set I
j+1
i minus the new terminal cubes
added at this stage.
We iterate this process countably many times, removing a countable number of terminal cubes from I j+1. For all ex-
ceptional points x in I j+1 (i.e., points that do not belong to the interior of any terminal cube deﬁned at any stage) we put
γ˜ (x) = w j+1root . Noting that exceptional points of I j are pushed forward under F to exceptional points in I j+1, we see that
the equality γ˜ ◦ F (x) = G ◦ γ˜ (x) holds for exceptional points as well.
This completes the construction of γ˜ on X . We pause now to prove two facts about the map γ˜ that will be of crucial
importance in what follows.
Lemma 8.5. Let E(I j) be the collection of all exceptional points in I j for some j  n. Then μ(E(I j)) 12μ(I j).
Proof. At stage i of construction of γ˜ on I j , we remove from I j terminal cubes of total measure no more than ( 12 )
i+2μ(I j).
Thus over countably many stages we remove a total measure of no more than μ(I j)
∑
i0(
1
2 )
i+2 = 12μ(I j). The remaining
points in I j are all exceptional, so μ(E(I j))μ(I j) − 12μ(I j) = 12μ(I j). 
Lemma 8.6. Let x ∈ I j be an exceptional point for some j  n. Then γ˜ (x) = w j0 , and for any 
 > 0 and any wk ∈ W j there is a
terminal cube T contained in the 
-neighborhood of x with γ˜ (T ) = wk.
Proof. Since x ∈ I j is exceptional, it belongs to I ji for each i ∈N. We can pick i large enough so that 12i < 
2 . But then in the
notations above, there exists a point y ∈ Ωi such that d(x, y) < 
2 . The statement now follows from the Basic Construction,
since for each wk ∈ W j there is a terminal cube Tk in the 12i -neighborhood of y (and so also in the 
2 -neighborhood of y)
with γ˜ (Tk) = wk . 
Construction of the maps, γl . In the basic construction we deﬁned a map γ˜ : X → W that we will use in order to
construct a sequence of ‘approximation’ maps, γ1, γ2, γ3, . . . , where γ1 = γ˜ . In the end, we will construct the needed map,
γ , as the limit (appropriately deﬁned) of these approximation maps. We begin by putting γ1 = γ˜ . The terminal cubes of γ1
and the exceptional points of γ1 are the terminal cubes and exceptional points of the Basic Construction. Note that each of
I1, . . . , In contains countably many terminal cubes of γ1 together with exceptional points that don’t belong to any terminal
cube.
Assume that γl is deﬁned and that for each terminal cube T of γl , all points in the interior of T are mapped by γl to a
single element in W , which we denote by γl(T ). Moreover, assume that:
(i) γl ◦ F = G ◦ γl;
(ii) for any terminal cube T of γl in I j , F maps T into some terminal cube T ′ of γl in I j+1, for j < n,
where F is again the embedding (x1, . . . , x j) → (x1, . . . , x j, 12 ).
We now deﬁne γl+1 on the interiors of the terminal cubes of γl . In particular, for any terminal cube T of γl in I1, let
T 1 = T and let T j+1 be the terminal cube of I j+1 containing F (T j), for j < n. Then we have a system T 1, . . . , Tn exactly
like the system I1, . . . , In in the Basic Construction. We deﬁne γl+1 on the interiors of T 1, . . . , Tn in the same way as we
deﬁned γ˜ on I1, . . . , In , letting w jroot = γl(T j) and letting w1, . . . ,wr j be the R-successors of w jroot. The only modiﬁcation
we need to make is a measure-theoretic one. In particular, in each of the terminal cubes T j , we want to end up with a
set of exceptional points that carries non-zero measure (this will be important for proving that the limit map we deﬁne,
γ , has the M-property with respect to μ). To do this, assume γl+1 has been deﬁned on T 1, . . . , T j , and that for k  j,
μ(E(T k)) 12μ(T k), where E(T k) is the set of exceptional points in T k . When we deﬁne γl+1 on T j+1, we make sure that
at the ﬁrst stage we remove terminal cubes with a total measure of no more than 12
0+2
μ(T j+1). At stage i where we
are given T j+1i we remove terminal cubes with a total measure of no more than (
1
2 )
i+2μ(T j+1). Again, this can be done
because at each stage i we remove only a ﬁnite number of terminal cubes, so we can make the size of these cubes small
enough to ensure we do not exceed the allocated measure. Thus, over countably many stages we remove from T j+1 a total
measure of no more than μ(T j+1)
∑
i0(
1
2 )
i+2 = 12μ(T j+1). Letting E(T j+1) be the set of exceptional points in T j+1, we
have μ(E(T j+1)) 12μ(T j+1).
We do this for each terminal cube T of γl in I1. Next we do the same for all the remaining terminal cubes T of γl in
I2 (i.e. those terminal cubes in I2 that are disjoint from D2), and again, for all the remaining terminal cubes T of γl in I3
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of each terminal cube of γl . For any point x ∈ X that does not belong to the interior of any terminal cube of γl , we put
γl+1(x) = γl(x). The terminal cubes of γl+1 are the terminal cubes of the Basic Construction applied to each of the terminal
cubes of γl . The points in the interior of terminal cubes of γl that do not belong to the interior of any terminal cube of γl+1
are the exceptional points of γl+1.
In view of the measure-theoretic modiﬁcations we made above, we have the following analog of Lemma 8.5:
Lemma 8.7. Let l ∈N and let T be any terminal cube of γl and E(T ) be the set of exceptional points of γl+1 in T . Then
μ
(
E(T )
)
 1
2
μ(T )
Furthermore, the reader can convince himself that we have the following analog of Lemma 8.6 for the maps γl:
Lemma 8.8. Let x be an exceptional point of γl and let γl(x) = w. Then for any 
 > 0 and any v such that wRv, there is a terminal
cube T of γl contained in the 
-neighborhood of x with γl(T ) = v.
Finally, note that if x is an exceptional point of γl for some l, then γl(x) = γl+k(x) for any k ∈N. We let B denote the set
of points that are exceptional for some γl , and deﬁne the map γ : B → W as follows:
γ (x) = lim
l→∞
γl(x)
Lemma 8.9. μ(B) = μ(X).
Proof. Let Tl be the set of all points that belong to some terminal cube of γl . Note that Tl ⊇ Tl+1 for l ∈ N, and μ(T1) is
ﬁnite. Thus μ(
⋂
l Tl) = liml→∞ μ(Tl) = 0. (The limit value follows from Lemma 8.7.) Finally, note that B = X −
⋂
l Tl . So B
is Borel, and μ(B) = μ(X) −μ(⋂l Tl) = μ(X). 
We have constructed a map γ : B → W where μ(B) = μ(X). Moreover, by the Basic Construction, we have γl ◦ F (x) =
G ◦ γl(x) for each l ∈N. It follows that γ ◦ F (x) = G ◦ γ (x) for x ∈ B . All that is left to show is that (i) γ is continuous, open,
and surjective; and (ii) γ has the M-property with respect to μ.
Lemma 8.10. γ has the M-property with respect to μ.
Proof. We show that for any subset S ⊆ W , (i) γ −1(S) is Borel; and (ii) for any open set O ⊆ X , if γ −1(S) ∩ O = ∅ then
μ(γ −1(S) ∩ O ) = 0. Note that since W is ﬁnite, it is suﬃcient to prove this for the case where S = {w} for some w ∈ W .
(i) Note that x ∈ γ −1(w) iff x is exceptional for some γl and x belongs to some terminal cube T of γl−1, with γl−1(T ) = w .
There are only countably many such cubes, and the set of exceptional points in each such cube is closed. So γ −1(w) is
a countable union of closed sets, hence Borel.
(ii) Suppose that O is open in X with γ −1(w) ∩ O = ∅. Let x ∈ γ −1(w) ∩ O . Again, x is exceptional for some γl . Pick 
 > 0
such that the 
-neighborhood of x is contained in O . By Lemma 8.8, there is a terminal cube T of γl contained in the

-neighborhood of x such that γl(T ) = w (since wRw). Letting E(T ) be the set of exceptional points of γl+1 in T , we
know that E(T ) ⊆ γ −1(w). But by Lemma 8.7, μ(E(T )) 12μ(T ) > 0. So E(T ) is a subset of γ −1(w) ∩ O of non-zero
measure, and μ(γ −1(w) ∩ O ) > 0. 
In what follows, for any w ∈ W , let Uw = {v ∈ W | wRv} (i.e., Uw is the smallest open set in W containing w).
Lemma 8.11. γ is continuous.
Proof. Let U be an open set in W and suppose that x ∈ γ −1(U ). Let γ (x) = w ∈ U . Then x is exceptional for some γl . So x
belongs to an (open) terminal cube T of γl−1 with γl−1(T ) = w . By R-monotonicity of 〈γl(y)〉 for all y ∈ B , we know that
for any y ∈ T , γ (y) ∈ Uw—i.e., T ⊆ γ −1(Uw). Moreover, since w ∈ U and U is open, we have Uw ⊆ U . Thus x ∈ T ⊆ γ −1(U ).
This shows that γ −1(U ) is open in X . 
Lemma 8.12. γ is open.
Proof. Let O be open in B and let w ∈ γ (O ). We show that Uw ⊆ γ (O ). We know that there exists x ∈ O such that
γ (x) = w . Moreover, x is exceptional for some γl . Pick 
 > 0 small enough so that the 
-neighborhood of x is contained
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-neighborhood of x such that
γl(Tv ) = v . But then for any exceptional point yv of γl+1 that lies in Tv , we have γ (yv ) = γl+1(yv) = v , and yv ∈ O . We
have shown that for all v ∈ Uw , v ∈ γ (O ). It follows that γ (O ) is open. 
Lemma 8.13. γ is surjective.
Proof. This follows immediately from the fact that γ ‘hits’ each of the roots, w10, . . . ,w
n+1
0 , of K and γ is open. 
Corollary 8.14. φ is refuted inM.
Proof. We stipulated that φ is refuted in the dynamic Kripke model K = 〈W , R,G, V1〉. Equivalently, letting M1 =
〈AK ,hG , V1〉 be the dynamic algebraic model corresponding to K , φ is refuted in M1. By Lemma 8.11, Lemma 8.12,
Lemma 8.13, and Lemma 8.10, we showed that γ : X → W is (i) continuous, open and surjective; (ii) γ ◦ f = G ◦ γ ;
and (iii) γ has the M-property with respect to μ. Thus by Lemma 7.5, the map Φ : 〈AK ,hG〉 → 〈MμX ,h|·|F 〉 deﬁned by
Φ(S) = ∣∣γ −1(S)∣∣
is a dynamic embedding. We now deﬁne the valuation V2 : P V →MμX by:
V2(p) = Φ ◦ V1(p)
and we let M2 = 〈MμX ,h|·|F , V2〉. By Corollary 7.3, M2 | φ. In view of the isomorphism MμX ∼=M, we have shown that φ is
refuted in M. 
We have shown that for any formula φ /∈ S4C , φ is refuted in M. We conclude the section by stating this completeness
result more formally as follows:
Theorem 8.15. DMLM ⊆ S4C.
9. Completeness for a single measure model
In this section we prove a strengthening of the completeness result of the previous section, showing that there is a single
dynamic measure model 〈M,h, V 〉 in which every non-theorem of S4C is refuted.
Deﬁnition 9.1. Denote by Mω the product M×M×M . . . . This is a Boolean algebra, where Boolean operations are deﬁned
component-wise:
(a1,a2,a3, . . .) ∨ (b1,b2,b3, . . .) = (a1 ∨ b1,a2 ∨ b2,a3 ∨ b3, . . .)
(a1,a2,a3, . . .) ∧ (b1,b2,b3, . . .) = (a1 ∧ b1,a2 ∧ b2,a3 ∧ b3, . . .)
−(a1,a2,a3, . . .) = (−a1,−a2,−a3, . . .)
Deﬁnition 9.2. We say (a1,a2,a3, . . .) is an open element in Mω if ak is open in M for each k ∈N.
The collection of open elements in Mω is closed under ﬁnite meets, arbitrary joins and contains the top and bottom
element (since operations in Mω are componentwise). We deﬁne the operator Iω on Mω by:
Iω(a1,a2,a3, . . .) = (Ia1, Ia2, Ia3, . . .)
Then Iω is an interior operator on Mω (the proof is the same as the proof of Lemma 5.8). So the algebra Mω together
with the interior operator Iω is a topological Boolean algebra.
Lemma 9.3. There is a dynamic algebraic model M = 〈Mω,h, V 〉 such that for any formula φ ∈ L,© , the following are equivalent:
(i) S4C  φ;
(ii) M | φ .
Proof. Let 〈φk〉 be an enumeration of all non-theorems of S4C (there are only countably many formulas, so only countably
many non-theorems). By completeness of S4C for M, for each k ∈N, there is a model Mk = 〈M,hk, Vk〉 such that Mk | φk .
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for any propositional variable p:
h
(
(a1,a2,a2, . . .)
)= 〈hk(ak)〉k∈N
V (p) = 〈Vk(p)〉k∈N
(The fact that h is an O-operator follows from the fact that h is computed componentwise according to the hk ’s, and each
hk is an O-operator.)
We can now prove the lemma. The direction (i) ⇒ (ii) follows from Proposition 4.7. We show (ii) ⇒ (i), by proving the
contrapositive. Suppose that S4C | φ. Then φ = φk for some k ∈N. We claim that
πkV (φ) = Vk(φ)
where πk is the projection onto the kth coordinate. (Proof: By induction on complexity of φ, and the fact that πk is a
topological homomorphism.) In particular, πkV (φk) = Vk(φk) = 1. So V (φk) = 1, and M | φk . 
Lemma 9.4.Mω is isomorphic toM.
Proof. We need to construct an isomorphism from Mω onto M. Let (a1,a2,a3, . . .) be an arbitrary element in Mω . Then
for each k ∈N, we can choose a set Ak ⊆ [0,1] such that ak = |Ak| and 1 /∈ Ak . We deﬁne a sequence of points sk in the real
interval [0,1] as follows:
s0 = 0
s1 = 1/2
s2 = 3/4
In general, sk = 2k−12k (k 1). We now deﬁne a sequence of intervals Ik having the ak ’s as endpoints:
I0 =
[
0,
1
2
)
I1 =
[
1
2
,
3
4
)
I2 =
[
3
4
,
7
8
)
and in general Ik = [sk, sk+1). Our idea is to map each set Ak into the interval Ik . We do this by letting Bk = lk Ak + sk where
lk is the length of Ik . Clearly Bk ⊆ Ik and Bk ∩ B j = ∅ for all k = j. We can now deﬁne the map h :Mω →M by:
h(a1,a2,a3, . . .) =
∣∣∣∣
⋃
k∈N
Bk
∣∣∣∣
where Bk is deﬁned as above. The reader can now verify that h is an isomorphism. 
Corollary 9.5. There is a dynamic measure model M = 〈M,h, V 〉 such that for any formula φ ∈ L,© , the following are equivalent:
(i) S4C  φ;
(ii) M | φ .
Proof. Immediate from Lemma 9.3 and Lemma 9.4. 
Acknowledgements
I would like to thank Grigori Mints and Dana Scott for valuable comments, and Sergei Slavnov for his pioneering work
in this area.
T. Lando / Annals of Pure and Applied Logic 163 (2012) 1719–1737 1737References
[1] M. Aiello, J. Van Benthem, G. Bezhanishvili, Reasoning about space: the modal way, Journal of Logic and Computation 136 (2003) 889–920.
[2] S. Artemov, J. Davoren, A. Narode, Modal logics and topological semantics for hybrid systems, Technical Report MSI 97-05, Cornell University, 1997.
[3] G. Bezhanishvili, M. Gehrke, Completeness of S4 with respect to the real line, Revisited, Annals of Pure and Applied Logic 131 (1–3) (2005) 287–301.
[4] D. Fernandez-Duque, Dynamic topological completeness for R2, Logic Journal of IGPL 15 (2005) 77–107.
[5] D. Fernandez-Duque, Absolute completeness of S4u for its measure-theoretic semantics, Advances in Modal Logic 8 (2010).
[6] P. Halmos, Boolean Algebras, Stevens & Co, New York, 1959.
[7] P. Kremer, G. Mints, Dynamic topological logic, Annals of Pure and Applied Logic 131 (1–3) (2005) 133–158.
[8] T. Lando, Completeness of S4 for the Lebesgue measure algebra, Journal of Philosophical Logic (2010).
[9] G. Mints, T. Zhang, A proof of topological completeness of S4 in (0,1), Annals of Pure and Applied Logic 133 (1–3) (2005) 231–235.
[10] J.C. Oxtoby, Homeomorphic measures in metric spaces, Proceedings of the American Mathematical Society 24 (3) (1970) 419–423.
[11] H. Rasiowa, R. Sikorski, The Mathematics of Metamathematics, Panstwowe Wydawnictowo Naukowe, Warsaw, Poland, 1963.
[12] D. Scott, Mixing modality and probability, Lecture notes, 2009.
[13] S. Slavnov, Two counterexamples in the logic of dynamic topological systems, Technical Report TR-2003015, Cornell University, 2003.
[14] S. Slavnov, On completeness of dynamic topological logic, Moscow Mathematical Journal 5 (2005) 477–492.
