Abstract. We present a new pattern matching problem, the partial information query problem, which includes as special cases two problems that have important applications to bioinformatics: the alignment query problem and the weighted topology-free query problem. In both problems we have a pattern P and a graph H, and we need to find a subgraph of H that resembles P . An alignment query requires knowing the topology of P , while a weighted topology-free query ignores it. We provide a solution to users that have partial information regarding the topology of P . We present a fixed-parameter algorithm for this problem when P is a set of trees, and improve the best known time complexities of the alignment query problem when P is a path, of the alignment query problem when P is a tree and of the weighted topology-free query problem.
Introduction
Performing topology-free and alignment queries is an important problem in the analysis of biological networks. Given a pattern P and a graph H, we need to find a subgraph of H that resembles P . Such queries provide means to study the function and evolution of biological networks. In comparison, similar queries for sequences have been studied and used extensively for the past 30 years. Today, with the increasing amount of information we have regarding biological networks, they are relevant to them as well.
A topology-free query does not assume we know the topology of P and thus requires only the connectivity of the solution, while an alignment query requires resemblance between the topology of P and the solution. Furthermore, a weighted topology-free query considers the sum of the weights of the edges of the solution, while an alignment query considers the similarity between the nodes of P and the solution.
A user that has partial information regarding the topology of P can either try to run an alignment query for each possible option to complete it or run a weighted topology-free query. The first method is inefficient, while the second method may provide undesirable results that contradict the partial information of the user. We present a new method: partial information queries.
Throughout this paper we use O * to hide factors polynomial in the input size. Given a graph G, V (G) and E(G) denote its node set and edge set respectively. Given U ⊆ V (G), G[U ] denotes the subgraph of G induced by U . We denote the label of a node v by l(v), its neighbor set by N (v) and the weight of an edge e by w(e). Given a set of tuples A, an integer i and an element e, A[(i, e)] denotes the set that includes all the tuples in A s.t. e appears in their i th position. In the partial information query problem we are given:
1. L -A set of labels. 2. P -A set of labeled graphs P 1 , P 2 , ..., P t . 3. H -An edge-weighted labeled graph. 4 . ∆ : L × L → R -A label-to-label similarity score.
W ∈ R.
We need to decide if there is a connected subgraph S of H whose nodes can be partitioned into sets S 1 , S 2 , ..., S t s.t. there is an isomorphism M i between S[S i ] and P i for all 1 ≤ i ≤ t, S does not have a cycle that includes nodes from different sets S i and S j , and 1≤i≤t v∈Si ∆(l(v), l(M i (v))) + e∈E(S) w(e) ≥ W .
We denote V (P ) = ∪ 1≤i≤t V (P i ) and k = |V (P )|. We note that there can be isomorphic graphs in P .
The alignment query problem is a special case of this problem when t = 1 and w(e) = 0 for all e ∈ E(H), and the weighted topology-free query problem is a special case of this problem when t = k and ∆(l, l ) ∈ {−∞, 0} for all l, l ∈ L.
Subgraph isomorphism is the basis for matching topologies by alignment queries. It is NP-hard even if P 1 is a simple path and H is a general graph [6] .
Pinter et al. [12] give an O(|V (P 1 )||V (H)|(|V (P 1 )| + log |V (H)|)) time algorithm for the alignment query problem when P 1 and H are trees. This algorithm was adapted to multisource trees and used to perform inter-species and intraspecies alignments of metabolic pathways [13] . It was used in a pathway evolution study [11] , and was recently extended to a certain family of DAGs [14] .
Another approach, based on color coding [1] , enables H to be a general graph, and provides fixed-parameter algorithms with parameter k. It is used in QPath [16] to perform path queries in O * (5.437 k ) time. QNet [15] improves QPath, allowing P 1 to be a graph whose treewidth tw is bounded. Its time complexity is O * (8.155 k |V (H)| tw+1 ). PADA1 [3] is an alternative to QNet that bounds the size f of the feedback vertex set of P 1 instead of its treewidth. Its time complexity is O * (8.155 k |V (H)| f ). Huffner et al. [8] reduce the time complexity of QPath to O * (4.314 k ). The topology-free query problem was introduced by Lacroix et al. [10] , and its weighted generalization was introduced by Bruckner et al. [4] . Lacroix et al. [10] prove that the topology-free query problem is NP-hard even if H is a tree.
On the positive side, the topology-free query problem is fixed-parameter tractable with parameter k. See Table 1 for a summary of known fixed-parameter algorithms for the weighted generalization of this problem.
Our first algorithm enables H to be a general graph and P to be a set of one tree. It runs in O * (6.75 k ) time, which improves QNet and PADA1 when P 1 is a tree. If P 1 is a path, it runs in O * (4 k ) time, which further improves QPath. It uses the randomized divide and conquer method [5] . It randomly divides the problem into smaller subproblems that it recursively solves and then combines 
Algorithm 1: Alignment Queries
We start by presenting an algorithm for the special case where P is a set of one tree (i.e. t = 1 and P 1 is a tree). First we give an informal overview of our algorithm, which we illustrate in Fig. 1 . Each recursive stage concerns a rooted subtree R of P 1 , U ⊆ V (H) and a set Solved of rooted subtrees of R. The subgraph R of R induced by the nodes in R that are not in any tree in Solved and the roots of the trees in Solved is a tree. Each tree in Solved has several pairs. Each pair is a node h of H and a score s, and it concerns an isomorphism between the tree and a subtree of H that maps the root of the tree to h and whose score is s. These pairs and isomorphisms between R and subtrees of H that map the nodes of R (excluding its root) to nodes in U help finding scores of isomorphisms between R and subtrees of H.
In the base cases of the recursion R has at most two nodes. Otherwise we divide R into two subtrees that have a common node, and randomly divide U into two subsets. We use the first subset to map one subtree, and then use the resulting answer and the second subset to map the other subtree.
Next we present the details of our algorithm. Each definition is preceded by an explanation of its relevance to the algorithm, and is illustrated in Fig. 1 .
We add elements to the input in order to avoid a special treatment of the first call of the recursive procedure Recurs1, which is the main part of Algorithm 1. We choose p 3 ∈ V (P 1 ) and add to P 1 new nodes p 1 and p 2 and the edges {p 1 , p 2 } and {p 2 , p 3 }. We add a new node h * to H and connect it to all the nodes of H using edges whose weights are 0.
We root P 1 at p 1 and use a preorder to denote its nodes as p 1 , p 2 , ..., p |V (P1)| . For nodes p and n p ∈ N (p), T (p, n p ) is the subtree induced by p, its children whose indexes are greater than that of n p and the descendants of these children. Solved has three trees: the squares, triangles and hexagons trees. R is the subtree induced by the bold nodes. Each tree in Solved has information concerning several isomorphisms, which are represented by pairs (e.g. the pairs of the squares tree: (c, 2) and (e, 2)). We divide the problem of Part A into the subproblems of Parts B and C. We solve the problem of Part B and use its answer (i.e. the isomorphism of the hexagons tree in Part C) to solve the problem of Part C. Examples of the definitions of Section 2 (see Part A): T (p3, p2) = R, Solved = {(p3, p4), (p6, p5), (p5, p8)} is a (p3, p2)-subtree set, P S = {(p3, p4, c, 2), (p3, p4, e, 2), (p6, p5, i, 2), (p5, p8, i, 3), (p5, p8, h, 3)} is a (p3, p2, U )-set, T (P S) = R and mid(P S) = {(p3, p2, 4, 0), (p3, p4, 0, 4), (p3, p11, 0, 4), (p4, p3, 3, 1), (p4, p5, 0, 4), (p5, p4, 2, 2), (p5, p6, 1, 3), (p5, p8, 0, 4), (p5, p9, 0, 4), (p6, p5, 0, 4), (p6, p7, 0, 4), (p8, p5, 0, 4)}.
Each stage of Recurs1 concerns a subtree of P 1 of the form T (r, n r ) for a node r and n r ∈ N (r), a set U ⊆ V (H) and a set Solved of disjoint subtrees of T (r, n r ). The trees in Solved are of the form T (p, n p ) and thus represented by pairs (p, n p ). Definition 1 concerns this set of trees.
and n r ∈ N (r), we say that Solved is a (r, n r )-subtree set if its trees are disjoint subtrees of T (r, n r ) and one of them is rooted at r (i.e. Solved[(1, r)] = ∅).
Each tree T (p, n p ) in Solved has several scores, where each score corresponds to its mapping to a subtree T of H. We only know the root of T , and it belongs to U iff p = r. Moreover, no tree has different scores for isomorphisms that map its root to the same node of H. We use a tuple (p, n p , h, s) to represent a mapping of T (p, n p ) to a subtree of H that maps p to h and whose score is s. Definition 2 concerns these tuples. We note that P S stands for Partial Solutions.
Suppose we have a (r, n r , U )-set P S. We find the best options (corresponding to different mappings of r) to map the roots of the subtrees of T (r, n r ) in P S and the nodes in T (r, n r ) which do not belong to these subtrees to subtrees whose nodes (excluding the mappings of r) are in U . Thus we map all T (r, n r ) and use only nodes in U and nodes that we have used for computing P S. Definition 3 concerns this set of nodes of T (r, n r ) which we want to map.
We divide our problem into two smaller subproblems. We achieve this by finding a node m ∈ V (T (P S)) and a neighbor n m ∈ N (m) that divide T (P S) into two smaller subtrees:
Definition 4. Given a (r, n r , U )-set P S, we define:
We are interested in a tuple (m, n m , size L , size R ) ∈ mid(P S) that minimizes max{size L , size R }. Then, as the following lemma (whose proof appears in the Appendix) implies, both of our new subproblems are small.
The input of the procedure Recurs1(r, n r , U, P S) is r ∈ V (P 1 ), n r ∈ N (r), U ⊆ V (H) and ∅ or a (r, n r , U )-set P S.
The output is ∅ or a (r, n r , U )-set SOL s.t. SOL[(1, r), (2, n r )] = SOL (i.e. the tuples in SOL represent mappings of T (r, n r )).
Given (P, H, ∆, W ), Algorithm 1 adds elements to the input as we have explained in this section, and then computes:
Next is the pseudocode of Recurs1. Each part is followed by explanations.
Recurs1(r, n r , U, P S):
We handle two base cases. P S = ∅ implies that we could not map some subtree of T (r, n r ) in previous computations and thus we return ∅.
If |V (T (P S))| = 2:
(a) Denote by v the node in V (T (P S)) which is not r.
We handle the remaining two base cases. They correspond to whether or not v is a root of a tree in P S. In both, for each mapping of r, we find the best legal mapping of v to a node h in U .
SOL ⇐ ∅.
SOL will hold tuples that represent the best mappings we find for T (r, n r ).
We find the best nodes m and n m to divide our problem of mapping T (P S) into the two smaller subproblems of mapping V (T (P S)) ∩ V (T (m, n m )) and of
We randomly partition U into two sets, U L and U R , which we use in the first and second subproblems respectively: the nodes in (V (T (P S)) ∩ V (T (m, n m ))) \ {m} are mapped to nodes in U L , and then the other nodes in V (T (P S)) \ {r} are mapped to nodes in U R . The probability prob L of a node to be in U L and the number of executions of Step 6 guarantee that with good probability the solutions to our subproblems help solving our problem of mapping T (P S).
SOL L and SOL R will hold the solutions we find to our subproblems.
P S L holds the tuples of P S that are relevant to mapping T (m, n m ). If it does not have a tree rooted at m, we add all the options of mapping the tree that includes only m to a node from U R (if U R = ∅, we skip the iteration). If we lost the tuples representing all the mappings in P S of a tree that is relevant to P S L , we skip the iteration.
We solve our first subproblem.
P S R holds SOL L and the tuples of P S that are relevant to our second subproblem. If SOL L = ∅ or we lost the tuples representing all the mappings in P S of a tree that is relevant to our second subproblem, we skip the iteration.
We solve our second subproblem. Then we update SOL to hold the tuples representing the best mapping of T (r, n r ) we have found so far.
The proof of the following theorem appears in the Appendix. 
Algorithm 2: Partial Information Queries
In Algorithm 2, P is a set of trees (i.e. P i is a tree for all 1 ≤ i ≤ t). First we give an informal overview of our algorithm, which we illustrate in Fig. 2 that appears in the Appendix.
As in Algorithm 1, each recursive stage concerns a rooted subtree R of a tree in P , U ⊆ V (H) and a set Solved of rooted trees, but also size ∈ N. Each tree in Solved has several triples (Algorithm 1 only needs pairs), where each is a set of treesP ⊆ P , a node h of H and a score s. Such a triple concerns a subtree S of H whose nodes can be partitioned into sets S 1 , S 2 , ..., S |P | s.t. there is an isomorphism M 1 between the tree from Solved and S[S 1 ] that maps the root of the tree to h, there is an isomorphism M i between S[S i ] and a different tree of P for all 2 ≤ i ≤ |P |, and 1≤i≤t v∈Si ∆(l(v), l(M i (v))) + e∈E(S) w(e) = s. We refer the reader to the definition of the partial information query problem in order to see that such a triple concerns a "partial solution".
We use these triples when mapping sets of size nodes to subtrees of H. We map each node in such a set (excluding the root of R) to a node in U , and if two nodes are neighbors, then we map them to neighbors. Each such set includes the nodes of R , which is, as in Algorithm 1, the subtree of R induced by its nodes that are not in any tree in Solved and the roots of the trees in Solved that belong to R. Moreover, each such set must help us "complete" mapping the trees in P that have subtrees in Solved, excluding the one that contains R. Thus it includes all their nodes excluding those that appear in trees in Solved and are not their roots. Note that the nodes that each such set must include may be less than size, and thus we map several sets of size nodes (we add nodes of trees in P that do not have subtrees in Solved).
In the base cases of the recursion size ≤ 2. Next suppose 3 ≤ size. We need to divide our problem into two subproblems. A set of size nodes we try to map may contain nodes of different trees in P and we do not know in advance how we need to "connect" them or even if it is possible (we need to "connect" them and get a tree that we will map to a subtree of H). Thus we try several options of dividing the set of nodes we must map into two sets (this requires to divide Solved) to be used in the first and second subproblems. Such a division may not imply the number of nodes we should map in each subproblem (since the nodes we must map may be less than size), and thus we also try several options to choose these numbers. As in Algorithm 1, we randomly divide U into two subsets. We use the first subset to solve our first subproblem, and then use the resulting answer and the second subset to solve our second subproblem.
Next we present the details of our algorithm. Each definition is preceded by an explanation of its relevance to the algorithm, and is illustrated in Fig. 2 that appears in the Appendix.
As in Algorithm 1, we add elements to the input. We choose p 2 ∈ V (P 1 ), add to P 1 a new node p 1 and the edge {p 1 , p 2 } whose weight is 0, and define ∀l ∈ L : ∆(l(p 1 ), l) = −∞. We also add a new node h * to H and connect it to all the nodes of H using edges whose weights are 0.
Since we do not know a topology of a solution (we only know that the solutions are trees), we cannot choose a root for it as in Algorithm 1, have a preorder on its nodes and use the form T (p, n p ). ∀p ∈ V (P ), we order its neighbors arbitrarily as nei 1 
is the tree in P that includes p, and T (p, nei i (p), nei j (p)) is the subtree induced by the nodes reachable from p in P (p)[V (P (p)) \ (N (p) \ N (p, nei i (p), nei j (p) ))]. We call p the root of T (p, nei i (p), nei j (p)). In Algorithm 2, T (p, nei i (p), nei j (p)) is the form of the trees that we have at each recursive stage. Definition 5 concerns these trees. Now we define the information of each tree in Solved. It is similar to Definition 2, but now each tree also has information regarding a setP of trees of P that are connected to it and each of its scores also corresponds to their mappings.
Next we define the set of nodes that a given (r, n 1 r , n 2 r , U )-set P S implies we must map. This is a modification of Definition 3.
We do not use a definition similar to Definition 4 since we may not know a topology of V (P S) in a solution and thus cannot determine how each node divides it. We consider every node in V (P S) as a possible divisor of our problem and try several possibilities for the sizes of the resulting two smaller subproblems.
The next definition is used for the sake of clarity of the pseudocode. Given (r, n 1 r , n 2 r , U )-sets P S and P S , we define a calculation that uses P S to update P S to hold the information of both sets that corresponds to the best scores. Definition 8. Given (r, n 1 r , n 2 r , U )-sets P S and P S , P S
The input of the procedure Recurs2(r, n
Given (P, H, ∆, W ), Algorithm 2 adds elements to the input as we have explained in this section, and then computes:
Next is the pseudocode of Recurs2. Each part is followed by explanations.
Recurs2(r, n r , U, P S):
Step 1 concerns two base cases that we handle as in Recurs1. SOL, as in Recurs1, will hold tuples that represent the best mappings we find.
If size = 2:
(a) If |V (P S)| = 2: Denote by v the node in V (P S) which is not r.
If size = 2, we have four base cases since for each of the two base cases corresponding to whether or not P S[(1, v)] = ∅ (these are the base cases of Recurs1) we need two base cases that correspond to whether or not v and r belong to the same tree (note that if they do, then they are neighbors).
We try all the options to choose m, n 1 m and n 2 m that may divide our problem of mapping a set of size nodes (which is a superset of V (P S)) into two smaller subproblems. Since we do not know the entire set of nodes we need to map in each of the resulting subproblems, we try several options to choose their sizes. We try only options in which both are at most + 1 (if size = 3 then at most 2) to get the time complexity stated in Theorem 2. This still allows us to find a solution (see Lemma 1 for intuition). For the same reason, we try all the partitions of the set roots of trees of P S into two sets, P L and P R , to be used in the first and second subproblems respectively. We require that m / ∈ P R since in our second subproblem we will only be interested in the mappings of m that were found in our first subproblem (as in Recurs1).
(a) size
ii. ForEach h ∈ U : With probability prob L move h from U R to U L .
As in Recurs1, we try several partitions of U into U L and U R , and SOL L and SOL R hold the solutions we find to our first and second subproblems.
As in Recurs1, P S L holds the tuples of P S that are relevant to our first subproblem, and if it does not have a tree rooted at m, we add all the options of mapping the tree that includes only m to a node from U R . We remove from P S L tuples that do not correspond to m and yet map all its tree. If P L has a node that is not a root of a tree in P S L , or P S L is not a (m, n 1 m , n 2 m , U )-set, or P S L requires mapping too many nodes, we skip the iteration.
Next iteration P S R holds the solutions of the first subproblem and the tuples of P S that are relevant to our second subproblem. We remove from P S R tuples that do not correspond to a node p ∈ P R ∪ {m} and yet map all its tree. If the resulting P S R is illegal (we perform a check similar to the check of P S L in Step 4(b)vi), we skip the iteration.
We solve our second subproblem and update SOL. The proof of the following theorem appears in the Appendix. 
Appendix
4.1 Fig. 2 See the following page.
The Proof of Lemma 1
First we prove the correctness of Lemma 1. Suppose, by way of contradiction, that (v i , v j ) / ∈ U 1 . Since |V i,j | ≥ 2, we can denote by v l the child of v i with the smallest index that is greater than 
Lemma 2
Lemma 2. In every call of the recursive procedures Recurs1(r, n r , U, P S) and Recurs2(r, n 1 r , n 2 r , U, size, P S), |{p ∈ V (P ) : P S[(1, p)] = ∅}| = O(log k). Proof. Both algorithms call their recursive procedures with a set P S s.t. |{p ∈ V (P ) : P S[(1, p)] = ∅}| = 1. Lemma 1 and the pseudocode imply that the recursive depth of each of the procedures is O(log k). Moreover, by the pseudocode, each call Recurs1(r , n r , U , P S ) (resp. Recurs2(r , n 1 r , n 2 r , U , size , P S )) that is executed by a call Recurs1(r, n r , U, P S) (resp. Recurs2(r, n 1 r , n 2 r , U, size, P S)) satisfies |{p ∈ V (P ) : P S [(1, p)] = ∅}| ≤ |{p ∈ V (P ) : P S[(1, p)] = ∅}| + 1, and thus we conclude the lemma.
The Proof of Theorem 1
First we prove the correctness of Algorithm 1. We denote |V (T (∅))| = 0
Suppose we have r ∈ V (P 1 ), n r ∈ N (r), U ⊆ V (H) and a (r, n r , U )-set P S. ∀h ∈ V (H), we denote by ISO(r, n r , U, P S) h the set of every isomorphism M between T (P S) and a subtree of H s.t. M (r) = h and ∀p ∈ V (T (P S)):
Assume that all the nodes (in P and H) excluding p 1 have the same label x, and (x,x)=1. Assume that all the edges in H have weight 0. Assume that the order between the neighbors of a node in P is the same as the order between their indexes (e.g. nei 1 (p 3 )=p 2 and nei 2 (p 3 )=p 4 ). T (p2, p3, p1) = R, Solved = {(p2, p6, p1), (p4, p3, p3), (p14, p15, p13)} is a (p2, p3, p1)-subtree set, P S = {(p2, p6, p1, {}, a, 4), (p4, p3, p3, {P4}, e, 3), (p4, p3, p3, {P5, P6}, e, 3), (p4, p3, p3, {P5, P6}, i, 3), (p14, p15, p13, {}, o, 2)} is a (p2, p3, p1, U )-set and V (P S) is the set of nodes we must map.
The probability that we choose a partition (U
Step 6 is prob L size L prob R size R . Now consider an iteration in which such a partition is chosen. We do not skip before Step 6(g). By the induction hypothesis, with probability at least 1−1/e, SOL L we compute in Step 6(g) includes (m, n m , M (m), s(ISO(m, n m , U L , P S L ) M (m) )). Then we do not skip in Step 6(i) and by the induction hypothesis, with probability at least 1−1/e, SOL R we compute in Step 6(j) includes (r, n r , h * , s(ISO(r, n r , U R , P S R ) h * )). Note that P S[(1, p), (2, n p )] = ∅ → (P S L ∪ P S R )[(1, p), (2, n p )] = ∅, and P S L ∪ (P S R \ SOL L ) ⊆ P S to which we add ( np∈N (m) s.t. V (T (m,np) )={m},h∈U R {(m, n p , h, ∆(l(m), l(h)))}) iff P S[(1, m)] = ∅. We get that s(ISO(r, n r , U R , P S R ) h * ) = s(ISO(r, n r , U, P S) h * ).
We get that the probability that there is an iteration in which we get to Step 6(j) and the set SOL R we compute includes (r, n r , h * , s(ISO(r, n r , U, P S) h * )) is at least
2 prob L size L prob R size R )
Now we analyze the time complexity of Algorithm 1. Let (P, H, ∆, W ) be an instance of the original problem (i.e. before we add elements to the input). We assume WLOG that |V (H)| ≤ |E(H)|. Let T (l) be the running time of Recurs1(r, n r , U, P S) s.t. l = |V (T (P S))|. The pseudocode and Lemma 1 imply the following recurrence relation for some constants a and b (note that if l ≥ 4, then 2 ≤ 
-Else: Denote S L = {h ∈ U : ∃p ∈ V (T (v i , v j )) s.t. M V (p) = h} \ {M V (m)} and S R = {h ∈ U : ∃p ∈ V (P S) \ (V (T (v i , v j )) \ {m}) s.t. M V (p) = h} \ {M V (r)}.
The probability of choosing a partition (U L , U R ) s.t. S L ⊆ U L and S R ⊆ U R in a given iteration of Step 4(b) is prob L size L prob R size R . Consider an iteration in
