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STRINGS OF SPECIAL PRIMES IN ARITHMETIC PROGRESSIONS
KEENAN MONKS, SARAH PELUSE, AND LYNNELLE YE
Abstract. The Green-Tao Theorem, one of the most celebrated theorems in modern number
theory, states that there exist arbitrarily long arithmetic progressions of prime numbers. In
a related but different direction, a recent theorem of Shiu proves that there exist arbitrarily
long strings of consecutive primes that lie in any arithmetic progression that contains infinitely
many primes. Using the techniques of Shiu and Maier, this paper generalizes Shiu’s Theorem
to certain subsets of the primes such as primes of the form ⌊pin⌋ and some of arithmetic density
zero such as primes of the form ⌊n log logn⌋.
1. Introduction and statement of results
In 1837, Dirichlet famously proved that every arithmetic progression of the form {a+ qn}n∈N
where (q, a) = 1 contains infinitely many primes. This was the first major accomplishment in
the direction of relating the primes to arithmetic progressions, a problem that has generated
interest for hundreds of years. As early as 1770, Waring and Lagrange investigated the size
of common differences in arithmetic progressions of primes, and in 1939 van der Corput [15]
proved that there are infinitely many arithmetic progressions of length three in the primes.
More recently, Gowers [5] used harmonic analysis to reprove Szemere´di’s Theorem regarding
arithmetic progressions in subsets of the integers. Green and Tao [4] then generalized his
methods (see also the expository article by Kra [8]) to prove that there are arbitrarily long
arithmetic progressions within the primes; i.e. for any positive integer k, there exist a, q so that
{a + q, a+ 2q, . . . , a+ kq}
are all prime.
Here we consider another natural question: are there arbitrarily long strings of consecutive
primes all of which lie in the same arithmetic progression? That is, given a positive integer k
and a, q with (q, a) = 1, if pn is the nth prime, can we find n so that
pn+1 ≡ pn+2 ≡ · · · ≡ pn+k ≡ a (mod q)?
In a remarkable paper of Shiu [13], the question is answered. By adapting the work of
Maier1(see [10], [3]), Shiu is able to obtain a favorable distribution of primes in any arithmetic
progression among the rows of a “Maier matrix,” whose rows are relatively small intervals of
integers. Using this, he obtains a lower bound on the length of the longest such string of primes
within some row of the matrix, a bound which approaches infinity as the matrix grows.
In this paper, we exploit Shiu’s novel method to prove analogous results about well-distributed
subsets of the primes. In particular, we prove the following:
The authors are grateful to the NSF’s support of the REU at Emory University.
1This was generalized by Thorne to function fields in his Ph.D thesis [14].
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Theorem 1.1. If the set of primes A is well-distributed (see Section 2 for the definition,)
then there exist arbitrarily long strings of consecutive primes in A all of which lie in any given
progression {a+ qn} with (q, a) = 1.
For an example of what Theorem 1.1 implies, consider the set of π-Beatty primes
Bπ = {p prime : p = ⌊π⌋ , ⌊2π⌋ , ⌊3π⌋ , . . . }
= {3, 31, 37, 43, 47, 53, 59, 97, · · ·}.
Write Bπ = {pBπ(1) < pBπ(2) < · · · }, where pBπ(n) is the nth smallest prime in Bπ. Then for
any length k, modulus q and remainder a where (q, a) = 1, we can find some n for which
pBπ(n+ 1) ≡ pBπ(n + 2) ≡ · · · ≡ pBπ(n+ k) ≡ a (mod q).
For example, the first string of six consecutive primes in Bπ all congruent to 5 (mod 7) are
26402437, 26402507, 26402591, 26402843, 26402899, 26402927.
We can generalize this result as follows for irrational numbers of finite type. An irrational
number α is of finite type if
sup{r ∈ R : lim inf
n∈N
nr‖nα‖ = 0}
is finite where ‖r‖ = minn∈Z |r−n|. Almost every real number is of finite type ([7]), in particular
all of the irrational real algebraic numbers ([11],[12]).
Corollary 1.2. For any irrational α > 0 of finite type, there exist arbitrarily long strings of
consecutive primes in Bα = {⌊α⌋ , ⌊2α⌋ , ⌊3α⌋ , · · · } all of which lie in any progression {a+ qn}
with (q, a) = 1.
It does not come as a surprise that the set Bα satisfies the conditions of being well-distributed,
since these have positive density in the natural numbers and are very uniform. However, we can
improve upon this and use the work of Leitmann [9] to obtain sets of primes with arithmetic
density zero in the primes that satisfy our distribution conditions. Leitmann considers general
sets of the form Pf = {⌊f(n)⌋}n∈N for nice functions f (the set of such functions is denoted F ),
and proves the following analogue of the Prime Number Theorem for arithmetic progressions:
ϕ(X)
φ(q) logX
≪ πPf (X ; q, a)≪
ϕ(X)
φ(q) logX
,
where ϕ(x) = f−1(x). We define G as a certain nice subset of functions g(x) such that
xg(x) ∈ F . Using this, we can prove that these sets also contain strings of primes in arithmetic
progressions. This is summarized in the following theorem.
Theorem 1.3. Let f(x) = xg(x) where g ∈ G . Then there exist arbitrarily long strings of
consecutive primes in Pf all of which lie in any given progression {a + qn} with (q, a) = 1.
Example. The function f(x) = x log log x works since log log x ∈ G . That is, suppose we order
the set {p prime : p = ⌊n log logn⌋ , n = 1, 2, . . . } in the form pf(1) < pf (2) < · · · . Then for
any length k, modulus q and remainder a where (q, a) = 1, we can find some n for which
pf (n+ 1) ≡ pf(n+ 2) ≡ · · · ≡ pf(n+ k) ≡ a (mod q).
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The proofs of these results, and in particular Theorem 1.1, generalize Shiu’s work in [13].
Moreover, we, like Shiu, produce in Theorem 3.1 a rigorous upper bound for when a string of
length k must appear. Theorem 1.1 is simply a consequence of the more precise Theorem 3.1.
To find a long string of primes in one of our well-distributed sets, we study the object known
as the Maier matrix. In general, the matrix is of the form
M =


Q+ 1 Q+ 2 · · · Q + yz
2Q + 1 2Q+ 2 · · · 2Q+ yz
...
...
. . .
...
QD + 1 QD + 2 · · · QD + yz

 ,
where Q is a carefully chosen product of primes and yz is another nicely chosen quantity much
less than Q. The rows of M are intervals of integers, and it is in one of these intervals that we
seek to find our string of k consecutive primes congruent to a (mod q). Similarly, the columns
of M are arithmetic progressions with common difference Q. Here the length of the rows, yz,
is extremely small with respect to Q, so we are unable to use standard distribution results like
the Prime Number Theorem to get a long enough string. Our method of proof is to show that
there are a large number of primes equivalent to a (mod q) versus those that are not equivalent
to a (mod q) in M. Then, using a combinatorial argument, we use this to derive a lower bound
on the length of a string of consecutive primes equivalent to a (mod q) in the rows of M and
show that this bound goes to infinity.
To count the number of primes congruent to a (mod q) versus those that are not congruent
to a (mod q) in M, we utilize the fact that our set of primes is well-distributed. This gives
us the existence of a Prime Number Theorem for arithmetic progressions, which lets us count
primes via the columns. The only columns which can possibly contain primes are those with
first term Q + i where (Q, i) = 1, so these will be the only columns that concern us. We pick
Q such that q|Q, which means that we can tell whether a number is equivalent to a (mod q)
based on which column it lies in. To be precise, n ≡ a (mod q) and n ∈ M if and only if
n lies in a column with first term Q + i where i ≡ a (mod q). Define “good columns” to be
the columns of M containing primes whose elements are equivalent to a (mod q), and similarly
define “bad columns” to be the columns containing primes whose elements are not equivalent
to a (mod q). We have for our set A ,
1
φ(Q)
E(X)≪ πA (X ;Q, l)≪ 1
φ(Q)
E(X)
for some function E(X) whenever (q, l) = 1. What is important here is that we can use the
above asymptotic on the columns ofM to reduce the problem of estimating the number of good
primes versus bad in M to estimating the number of good columns versus bad. We can rig our
choice of Q such that #S is much larger than #T, so the result follows.
In Section 2, we will provide the definitions and technical lemmas necessary to proceed with
the proofs of the main theorems. In Section 3, we prove the main result (Theorem 1.1) and
Corollary 1.2. Finally, we adapt the work of Leitmann in Section 4 to show that our main result
applies to the class of sequences discussed in Theorem 1.3.
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2. Preliminaries
Throughout this paper, φ will be Euler’s totient function and f(X) ≪ g(X) will mean
f(X) = O(g(X)). Given A a subset of the primes and (q, a) = 1, write
πA (X ; q, a) = #{p ∈ A : p ≤ X, p ≡ a (mod q)}
and pA (n) for the n
th smallest prime in A , so that
A = {pA (1) < pA (2) < . . . }.(2.1)
A string of k consecutive primes in A refers to a set of the form {pA (n), pA (n+1), . . . , pA (n+
k − 1)} where n ∈ N.
Given that the theory of Dirichlet L-functions is integral to the study of primes in arithmetic
progressions, it follows that they should be involved somehow in the proof of Theorem 3.1 and
its corollaries. However, we will not work with L-functions directly in this paper, though we
use several results whose proofs are dependent on their properties. For the remainder of this
paper, C will refer to some fixed constant whose existence comes from Lemma 1 of Shiu [13]. C
is such that, for all q ∈ N and large enough X, there exists a y and prime p0 ≫ log y such that
none of the L-functions modulo q
∏
p≤y,p 6=p0 p have a zero in the region defined by Equation 2.2
below.
Definition 2.1. We say that a modulus q is exceptional if there is an L-function induced by a
character modulo q with a zero in the region
1 ≥ R(s) > 1− C
log(q(|I (s)|+ 1)) .(2.2)
Definition 2.2. We say that a subset of the primes A is well-distributed if there exists a
function D(X) satisfying
logD(X) = o
(
log logX log log log logX
log log logX
)
(2.3)
such that for all q not exceptional and X ≥ qD(X), the estimate
πA (X ; q, a) ≍ 1
φ(q)
E(X)(2.4)
holds uniformly for (a, q) = 1 for some function E(X) with
log
(
X
logXE(X)
)
= o
(
log logX log log log logX
log log logX
)
.(2.5)
Note that if A is taken to be the set of all primes as in Shiu’s theorem, we have that
E(X) = X
logX
, and in general we want A to be large enough that X
logXE(X)
grows slowly. The
upper bound on D(X) is to ensure that we are able to choose q not too much smaller than X ,
as we will need to do. Shiu’s theorem, for example, takes D(X) to be constant.
Adopting the notation of Shiu [13], we make the following definition.
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Definition 2.3. Given q ∈ N, q ≥ 2, define
A+ = {a ∈ N : p|q ⇒ a ≡ 1 (mod p)},
A− = {a ∈ N : p|q ⇒ a ≡ −1 (mod p)},
and A± = A+ ∪ A−.
Though the existence of arbitrarily long strings of primes congruent to a (mod q) in well-
distributed subsets of the primes does not depend on the choice of a as long as (q, a) = 1, we
are able to get better bounds on when these strings must appear in the case that a ∈ A±. For
a ∈ N, we write
log(y, t) =
{
log y if a ∈ A±
log t if a /∈ A±
.(2.6)
Finally, we record two lemmas that will be useful later.
Definition 2.4. For any q, let Sq(z) denote the set of positive integers n ≤ z with n a product
of primes congruent to 1 (mod q). Where this is not ambiguous, we will simply write S (z).
Lemma 2.5 (Shiu [13]). We have
#Sq(z) ≍ z(log z)
1/φ(q)
log z
(2.7)
where the implied constant may depend on q.
The following classical theorem estimates the distribution of t-smooth numbers, or integers
whose prime divisors are all less than t.
Lemma 2.6 (De Bruijn [2]). Let Ψ(x, t) denote the number of positive integers n ≤ x which
are products of primes less than t, where t ≤ x and t→∞ as x→∞. Then if u = log x/ log t,
we have
Ψ(x, t) ≤ x(log t)2 exp(−u log u− u log log u+O(u)).(2.8)
3. Main Result
We now prove our main result, Theorem 1.1, restated below as Theorem 3.1. Here we give
the precise bounds on the length of a string of consecutive primes in the set A which are in an
arithmetic progression, and it is clear that these go to infinity.
Theorem 3.1. Let A be a well-distributed subset of the primes, (q, a) = 1, and set F (X) =
X
E(X) logX
. Then there exists a string of length k of consecutive primes in A all congruent to
a mod q, all of which are less than X, and where, if a ∈ A±,
k ≫
(
log logX
log(max{D(X), F (X)})
)1/φ(Q)
and otherwise,
k ≫
(
log logX log log log logX
log log logX log(max{D(X), F (X)})
)1/φ(Q)
.
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3.1. Proof of Theorem 3.1. The proof of this theorem has the same general structure of
Shiu’s beautiful proof in [13] of the existence of arbitrarily long strings of consecutive primes
lying in any arithmetic progression that can contain primes.
First we construct a number Q which gives the Maier matrix the desired distribution prop-
erties. Given y ∈ N and p0 some prime, we will write Pq(y, p0) = q
∏
p0 6=p≤y p. By Lemma 1 in
[13], we can choose y ≫ logX
D(X)
and a prime p0 ≫ log y such that
X
1
3D(X) ≤ Pq(y, p0)≪ X
1
3D(X)
(
logX
D(X)
)2
and Pq(y, p0) is not exceptional. Now, define
Pq,a =


{p ≤ y : p 6≡ 1 (mod q)} \ {p : p = p0 or p|q} if a ∈ A±
{p ≤ y : p 6≡ 1, a (mod q)}
∪{t ≤ p ≤ y : p ≡ 1 (mod q)}
∪{p ≤ yz
t
: p ≡ a (mod q)} \ {p : p = p0 or p|q} otherwise,
(3.1)
where z = max
{(
X
logXE(X)
)3
, D(X)3
}
, t = exp
(
1
4
log y log log log y
log log y
)
, and
Qq(y, p0) = q
∏
p∈Pq,a
p.
Note that Qq(y, p0)|Pq(y, p0), so Qq(y, p0) is also not exceptional. For the remainder of this
proof, we will use the shorthand Q for Qq(y, p0).
Since XD(X)
logXE(X)
= o(z) and
log z = o
(
log logX log log log logX
log log logX
)
by our choice of z, log z = o(log(y, t)). In addition, z < y, t ≤ √y ≤ √yz, so t ≤ yz
t
. Suppose
that a /∈ A±. Then Pq,a contains the set
{p ≤ t : p ≡ a (mod q)} ∪ {t ≤ p ≤ y : p ≡ 1 (mod q)}.
Hence, the Prime Number Theorem for arithmetic progressions yields∑
p<y,p|Q
log p =
(
1− 1
φ(q)
)∑
p<y
log p+ o(y).
Because 1
φ(q)
≤ 1
2
whenever q > 2, we have logQ > 1
3
logPq(y, p0). Hence, Q is on the order of
X1/D(X). Since we assumed that A is well-distributed, this implies, for any l, that
πA (X ;Q, l) ≍ 1
φ(Q)
E(X).
As was outlined in the introduction, this sort of estimate will be necessary to count the number
of primes in our Maier matrix equivalent to a (mod q).
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Now, in order to construct our Maier matrix, we make the following definition. First, pick
natural numbers m and n such that m,n ≡ 0 (mod p) for all p|Q
q
and m ≡ a − 1 (mod q),
n ≡ a+ 1 (mod q). Then set
I =


{m+ 1, m+ 2, . . . , m+ yz} if a ∈ A+
{n− yz + 1, n− yz + 2, . . . , n} if a ∈ A−
{1, 2, . . . , yz} if a /∈ A±
.(3.2)
Write I = {i1 < i2 < · · · < iyz}. We define the Maier matrix M to be

Q+ i1 Q + i2 . . . Q + iyz
2Q+ i1 2Q+ i2 . . . 2Q+ iyz
...
...
. . .
...
QD + i1 Q
D + i2 . . . Q
D + iyz

 .(3.3)
Note that M is a matrix with QD−1 rows and yz columns, whose columns form arithmetic
progressions with common difference Q and whose rows are intervals of integers. In one of
these intervals, we will be guaranteed to find a string of length k.
In order to show this, we will show that there are so many primes equivalent to a (mod q)
in M in relation to those that are not that some row is forced to have a string of length k. In
this vein, we make the following definitions related to M. Define
S = {i ∈ I : (i, Q) = 1, i ≡ a (mod q)}(3.4)
and
T = {i ∈ I : (i, Q) = 1, i 6≡ a (mod q)}.(3.5)
These sets consist of elements of the first row of M with Q subtracted off of each term.
Hence, S and T taken together represent all of the first terms of arithmetic progressions in the
columns of M that could possibly contain primes. S represents columns of elements that are
equivalent to a (mod q) which could contain primes and T represents columns of elements that
are not equivalent to a (mod q) which could contain primes.
Our goal is to count the number of elements in S versus T and combine this with our
asymptotic expression for πA (X ;Q, l) on the columns of M to bound the number of primes
congruent to a (mod q) in M ∩A . We define the sets
P1 = {p ∈M ∩A : p ≡ a (mod q)}(3.6)
and
P2 = {p ∈M ∩A : p 6≡ a (mod q)}.(3.7)
For the sake of brevity, we will refer to primes in P1 as good primes and primes in P2 as bad
primes. Finally, write M ′ to mean the rows of M which contain bad primes.
There are two cases for the distribution of good primes versus bad in M. Either there is a
large ratio of good primes to bad primes in some row in M ′ or there is a large number of good
primes in M \M ′. Precisely, either there exists an interval R0 ∈M ′ such that
#(R0 ∩ P1) ≥ #P1
2#P2
#(R0 ∩ P2)
8 KEENAN MONKS, SARAH PELUSE, AND LYNNELLE YE
or
#(P1 ∩ (M \M ′)) ≥ 1
2
#P1.
To see this, suppose to the contrary that neither of the above hold. Then we would have
#P1 = #(P1 ∩M ′) + #(P1 ∩ (M \M ′))
=
∑
R∈M ′
#(P1 ∩ R) + #(P1 ∩ (M \M ′))
<
#P1
2#(P2)
∑
R∈M ′
#(P2 ∩ R) + #P1
2
=
#P1
2#P2
#P2 +
#P1
2
= #P1,
which is clearly a contradiction.
We now break down the rest of the proof into these two cases.
Case I. Suppose that there exists a row R0 ∈M ′ containing #P12#P2 times as many good primes
as bad. By the Pigeonhole Principle, this row must contain a string of k consecutive good
primes with k ≫ #P1
#P2
. Furthermore, since we know
πA (X ;Q, l) ≍ 1
φ(Q)
E(X),
we can write
#P1 ≫ #S 1
φ(Q)
E(X) and #P2 ≪ #T 1
φ(Q)
E(X).
This implies that k ≫ #S
#T
.
Case II. Suppose that #(P1 ∩ (M \M ′)) ≥ 12#P1. Note that the total number of rows in
M is QD(X)−1 = Q
D(X)
Q
≪ X
Q
. So, clearly the number of rows in M \M ′ is ≪ X
Q
. In the worst
case, the primes in P1 are distributed evenly amongst intervals in M \M ′. Hence, since there
are no bad primes in M \M ′, one of the rows in M \M ′ contains a string of length k ≫ Q#P1
X
consecutive good primes.
Recall that we have
#P1 ≫ #S 1
φ(Q)
E(X),
so that
k ≫ #S Q
Xφ(Q)
E(X).
We can estimate 1
φ(Q)
, using the multiplicativity of φ. We have
Q
φ(Q)
=
q
φ(q)
∏
p∈Pq,a
(
1− 1
p
)−1
,
and by a generalization of Mertens’ Theorem (Theorem 429 in [6]), this yields
Q
φ(Q)
≫ log y
(log(y, t))1/φ(q)
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and hence
k ≫ #S log yE(X)
(log(y, t))1/φ(q)X
.
Notice that in both Case I and Case II we have completely eliminated any mention of P1 and
P2 from our bounds on k. We will proceed by bounding #S and #T , and from there we can
conclude the theorem. We proceed separately for a ∈ A± and a 6∈ A±.
Case when a ∈ A±. Recall that i ∈ S if and only if (i, Q) = 1 and i ≡ a (mod q). If i ∈ S
and a ∈ A+, then since m ≡ a− 1 (mod q), we have i−m ≡ 1 (mod q); and as m is divisible
by every factor of Q except q and q does not divide i−m, we have (i−m,Q) = 1. Conversely, if
indeed i−m ≡ 1 (mod q) and (i−m,Q) = 1, we can see by the same reasoning that (i, Q) = 1
and i ≡ a (mod q), so that i ∈ S. That is, setting j = i−m, we have
#S = #{j ∈ [1, yz] : (j, Q) = 1, j ≡ 1 (mod q)},
and, similarly,
#T = #{j ∈ [1, yz] : (j, Q) = 1, j 6≡ 1 (mod q)}.
By similar reasoning but setting j = n− i, we have the same bijection for #S and #T in the
case of A−. For convenience, we will refer to these sets also by S and T .
Notice that any element of [1, yz] which is a product of primes that are 1 (mod q) lies in S,
since such an element is 1 (mod q) and none of its prime factors divide Q. Thus, by Lemma 2.5,
#S ≥ #Sq(yz)≫ yz(log y)
1/φ(q)
log y
.
To bound #T from above, we just need to count those elements of [1, yz] which are relatively
prime to Q and not 1 (mod q). But Q is divisible by every prime no greater than y and not 1
(mod q) except for p0; therefore, if j is relatively prime to Q, j must be a product of primes
that are either greater than y, equivalent to 1 (mod q), or equal to p0. Furthermore, j can
only be divisible by one prime larger than y since j ≤ yz < y2, and j cannot consist entirely of
prime factors that are 1 (mod q), or it would itself be 1 (mod q).
We thus narrow j down to the following two sets: numbers pn where p is a prime larger than
y and n consists entirely of prime factors that are 1 (mod q), and multiples of p0. The second
set is of size yz/p0 = O(yz/ log y), since p0 ≫ log y.
For the first set, we count the elements pn where p belongs to each of [y + 1, 2y], [2y +
1, 4y], [4y + 1, 8y], . . . , [2⌈log z⌉−1y + 1, 2⌈log z⌉y] separately. Now if p > 2l−1y then n < z/2l−1
(since pn ≤ yz), so n ∈ Sq(z/2l−1). Using Lemma 2.5 to estimate Sq(z/2l−1), we may compute
#{pn} ≪
∑
l≤log z
∑
2l−1y<p≤2ly
∑
n∈Sq(z/2l−1)
1
≪
∑
l≤log z
∑
2l−1y<p≤2ly
(z/2l−1)(log z)1/φ(q)
log z
≪
∑
l≤log z
2l−1y
log y
(z/2l−1)(log z)1/φ(q)
log z
≪ yz(log z)
1/φ(q)
log y
,
10 KEENAN MONKS, SARAH PELUSE, AND LYNNELLE YE
since the number of primes in [2l−1y+1, 2ly] is O(2l−1y/ log y) by the Prime Number Theorem.
Hence, we obtain
#T ≪ yz(log z)
1/φ(q)
log y
.
Case when a /∈ A±. Recall from Equation 3.1 that Q is the product of the primes in the set
{p ≤ y | p 6= p0, p 6≡ 1, a (mod q)} ∪ {t ≤ p ≤ y | p 6= p0, p ≡ 1 (mod q)}
∪ {p ≤ yz/t | p 6= p0, p ≡ a (mod q)}.
To bound #S from below, we note that an element of [1, yz] of the form pn where p > yz/t,
p ≡ a (mod q) and n is a product of primes which are 1 (mod q) must belong to S. Now we
use the same strategy as we did for #T above and count such pn where p belongs to each of
[yz/t+1, 2yz/t], [2yz/t+1, 4yz/t], . . . , [2⌊log t⌋−1yz/t+1, 2⌊log t⌋yz/t] separately. If p > 2l−1yz/t
it may be multiplied by any n ∈ Sq(t/2l). Therefore we compute
#S ≫
∑
l≤log t
∑
2l−1yz/t<p≤2lyz/t
∑
n∈S (t/2l)
1
≫
∑
l≤log t
∑
2l−1yz/t<p≤2lyz/t
(t/2l)(log t)1/φ(q)
log t
≫
∑
l≤log t
2l−1yz/t
log(yz/t)
(t/2l)(log t)1/φ(q)
log t
≫ yz(log t)
1/φ(q)
log y
.
To bound #T from above, we consider as before any j ∈ T . Suppose j is not a multiple of p0.
Since all primes below
√
yz ≤ yz/t which are a (mod q) divide Q, j is not divisible by two a
(mod q)-primes below y, nor can it be divisible by both a prime above y and an a (mod q)-
prime below y. Now if j is divisible by no prime above y, since it is not a (mod q), it also
cannot be the product of one a (mod q)-prime and any number of 1 (mod q)-primes—that is,
it must be entirely a product of 1 (mod q)-primes less than t. Similarly, if j = pn for some
p > y, then n must be a product of 1 (mod q)-primes less than z.
Hence, we narrow j down to the following three sets: products of 1 (mod q)-primes less than
t, numbers pn where p is a prime larger than y and n ∈ Sq(z), and multiples of p0. The last
two can be bounded with the same calculations as in the case a ∈ A±. The first set is trivially
contained in all products of primes less than t, so can be bounded by Ψ(yz, t). We compute
log(yz)
log t
≥ log y
log t
=
4 log y log log y
log y log log log y
=
4 log log y
log log log y
and applying Lemma 2.6, we find
Ψ(yz, t) ≤ yz(log t)2 exp(−4 log log y + o(log log y))≪ yz(log t)
2
(log y)4
≪ yz
log y
so that we can again conclude #T ≪ yz(log z)1/φ(q)
log y
.
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In summary, we have
#S ≫ yz(log(y, t))
1/φ(q)
log y
and #T ≪ yz(log z)
1/φ(q)
log y
.
We can now conclude the main result. In Case I, we have
k ≫ #S
#T
≫
(
log(y, t)
log z
)1/φ(q)
.
Since log z = o(log(y, t)) as shown earlier, this quantity becomes arbitrarily large.
In Case II, we have
k ≫ #S log yE(X)
(log(y, t))1/φ(q)X
≫ yzE(X)
X
.
Thus, since y ≫ logX
D(X)
,
k ≫ zE(X) logX
XD(X)
.
Since we chose XD(X)
E(X) logX
= o(z), this quantity becomes arbitrarily large as well. Plugging in
the expressions for y, z, and t given earlier in the proof yields the bound for k in the theorem
statement, so we are done. 
3.2. Proof of Corollary 1.2. Consider the set
Bα = {⌊αn⌋ : n ∈ N}
where α ∈ R is irrational. In Theorem 5.4 of [1], Banks and Shparlinksi prove that if α is
positive, irrational, and of finite type, then there is a positive constant κ > 0 such that if
(q, a) = 1 and 1 < q ≤ Xκ non-exceptional, then∑
n≤X,⌊αn⌋≡a mod q
Λ(⌊αn⌋) = 1
α
∑
n≤⌊αX⌋,n≡a mod q
Λ(n) +O(X1−κ)
where Λ is the von Mangoldt function defined as usual by
Λ(m) =
{
log p if m = pi
0 otherwise.
This implies that if α > 0 is irrational and of finite type, then
πA (X ; q, a) ≍ X
φ(q) logX
(the implied constant depending on α) where A = {p ∈ Bα : p is prime}. Taking E(X) = XlogX
and D(X) to be the constant 1/κ, we see that A is well-distributed, so we can apply Theorem
1.1 and obtain the desired result.
Remark. Almost every real number is of finite type, in particular all of the irrational algebraic
numbers. Hence, for example, if (a, q) = 1, then B√2 contains arbitrarily long strings of
consecutive primes all equivalent to a mod q.
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4. Leitmann Primes
Leitmann showed in [9] that for a certain class of functions f growing at a rate roughly
between X and X
12
11
−ε, the primes of the form ⌊f(n)⌋n∈N are distributed between arithmetic
progressions in accordance to a generalization of the Prime Number Theorem. We wish to apply
Theorem 3.1 to these primes. One problem that arises is that a growth rate of X
12
11
−ε is too
large, for the primes in the sequence
⌊
n
12
11
−ε
⌋
n∈N
are too sparse for us to apply the Maier matrix
method. However, we can still apply Leitmann’s work if we assume a few further restrictions
on f . We will specify these restrictions in Section 4.1.
4.1. Definitions and Theorem Statement. We will consider functions of the form f(x) =
xg(x) where g is in the set G , to be defined below. Functions in G grow much slower than any
power of x. For example, g(x) = (log log x)B lies in G for any B > 0.
Definition 4.1. Let G be the set of all functions g from [c,∞)→ [2,∞) where c ≥ 1 such that
g satisfies
xg(i)(x) = g(i−1)(x)(αi − i+ o(1))
for i ∈ {1, 2, 3}, where α1 > 0, α2 ≥ 0, α1 6= α2, α3 6= 3α1, and 2α1 + α3 6= 3α2. We also
require that g is increasing, unbounded, and satisfying the inequalities 2g′(x) + xg′′(x) > 0 and
log g(x) = o
(
log log x log log log log x
log log log x
)
.
Definition 4.2. We define Pf = {⌊f(n)⌋ : n ∈ N}.
Our goal in this section is to prove that if g ∈ G and f(x) = xg(x), then the set of primes in
Pf is well-distributed. To achieve this, we simply apply Leitmann’s results on the distribution
of primes in Pf in arithmetic progressions. We restate Theorem 1.3 here as Theorem 4.3.
Theorem 4.3. Let g ∈ G and f(x) = xg(x). Then for all q and a with (q, a) = 1, there exist
arbitrarily long strings of consecutive primes in Pf that are all congruent to a (mod q).
4.2. Deduction of Theorem 4.3 from Theorem 3.1 and Leitmann’s result.
First, we will show that we can indeed apply the results of Leitmann to functions in G by
showing that if g ∈ G and f(x) = xg(x), then f ∈ F in the notation of [9].
Lemma 4.4. If g ∈ G , then f(x) = xg(x) ∈ F .
Proof. Notice that
f (i)(x) = ig(i−1)(x) + xg(i)(x),
and substituting into xg(i)(x) = g(i−1)(x)(αi − i+ o(1)) shows that
xf (i)(x) = f (i−1)(x)(αi + o(1)).
Since g, g′ > 0, we have f ′(x) > 0, and since 2g′(x) + xg′′(x) > 0, we have f ′′(x) > 0.
Since 1 = o(g(x)), we have x = o(f(x)), and since g(x) ≪ x1/11−ǫ, we have f(x) ≪ x12/11−ǫ.
Therefore, f(x) satisfies the conditions on functions in F in [9]. 
Letting ϕ = f−1, we have the following lower bound on ϕ.
Lemma 4.5. Let g ∈ G , f(x) = xg(x) and ϕ = f−1. Then ϕ(x)≫ x
g(x)
.
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Proof. Note that f(ϕ(x)) = x and f(ϕ(x)) = ϕ(x)g(ϕ(x)), so ϕ(x)g(ϕ(x)) = x. For large
enough x, since x = o(f(x)), ϕ(x) < x. Hence, since g is eventually increasing, g(ϕ(x)) < g(x)
for large enough x. This implies that ϕ(x) = x
g(ϕ(x))
≫ x
g(x)
. 
For the remainder of this proof we will write πf (X ; q, a) in place of πPf (X ; q, a) and rf(X ; q, a)
for the remainder quantity
πf (X ; q, a)− 1
φ(q)
∫ X
f(c)
ϕ′(t)
log t
dt.
Proof of Theorem 4.3. Since
∫ X
f(c)
ϕ′(t)
log t
dt can be approximated by ϕ(X)
logX
by Lemma 3.5 of [9], we
want to show
πf (X ; q, a) ≍ 1
φ(q)
ϕ(X)
logX
whenever qD(X) ≤ X for someD. This would imply that Pf is well-distributed and Theorem 3.1
would then imply the desired result. It suffices to show that rf(X ; q, a) = o
(
ϕ(X)
φ(q) logX
)
for
q ≤ X1/D(X). We define
r(y; q, a) = π(y; q, a)− 1
φ(q)
∫ y
2
dt
log t
.
By Theorem 1.2 of [9], we have
rf(X ; q, a)≪ϕ(X) logX
φ(q) log z
(
1
M
+ δ
)
+
z
φ(q)
+ 1
+ logX max
z≤y≤X
ϕ′(y)|r(y; q, a)|+ q
3/2M5/4ϕ(X)(logX)9/4
δzǫ3
.
We can choose z =
√
X, δ−1 = M = exp(d
√
logX) for some positive constant d. Now, since
q is a good modulus (as given by a fixed zero-free region), we have by the computation in
Lemma 2 of [10] that |r(y; q, a)| ≪ y
φ(q)
exp(−c2D) whenever q ≤ y1/D, where c2 depends
only on the same zero-free region. We choose D(y) = 2+ǫ
c2
log log y for some positive ǫ, giving
|r(y; q, a)| ≪ y
φ(q)(log y)2+ǫ
. In addition, by Lemma 3.5 of [9], we have ϕ′(y)≪ ϕ(y)
y
.
We now compute that for q ≤ X1/D(X),
logX max
z≤y≤X
ϕ′(y)|r(y; q, a)| ≪ logX
φ(q)
max
z≤y≤X
ϕ(y)
1
(log y)2+ǫ
=
logX
φ(q)
ϕ(X)
(logX)2+ǫ
=
1
φ(q)
ϕ(X)
(logX)1+ǫ
= o
(
ϕ(X)
φ(q) logX
)
.
The other terms are o
(
ϕ(X)
φ(q) logX
)
as well, so we have
#{p ∈ A |p ≤ X, p ≡ a mod q} ≍ 1
φ(q)
E(X)
for non-exceptional q ≤ X1/D(X).
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Now we just need to check that our choices D(X) = 2+ǫ
c
log logX , E(X) = ϕ(X)
logX
satisfy our
growth conditions. But we have
logD(X)≪ log log logX = o
(
log logX log log log logX
log log logX
)
and, by Lemma 4.5,
log
(
X
logXE(X)
)
= log
(
X
ϕ(X)
)
≪ log g(X) = o
(
log logX log log log logX
log log logX
)
by the definition of g. This completes the proof. 
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