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時間内における座標の平均値を求める．この平均値を３セット求め（３秒分のデータ）各々の差を検出し，
その差がしきい値以下となった場合に，注視したと断定することとした．また，そのときの注視点座標は，
先に求めた３つアイマーク座標の平均値より重心を求めることで得ることとした．
3.4実験環境と作成したモデル
本実験では，注釈を表示するオブジェクトとして，棚，カラーポックス(2種類)，テレビ，机，パソコ
ンを対象とした．これらを配した実験環境の模式図を図４に示す．実験環境は約３，２である．矢印で示し
た視点ｌ～３において観測できるシーンも同図に示している．また，図中の計測フィールドとは，後述す
る３次元トラッカの計測域を示している．本来であれば、実験環境すべてを抱合する計測フィールドが理
想的であるが，３次元トラッカの性能からこのような範囲で実験を行うことにした
モデルの作成は，各々の物体の大きさと実験環境中での配置位置を計測し，ＯｐｅｎＧＬを使用して作成し
た．図５に仮想空間上に作成したモデルを示す．また，モデルの描画時の大きさは，６４０×４８０である．
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図４:想定した実験環境
3.5視野映像とモデルのキヤリブレーション
ＥＭＲ－８の計測座標は，視野映像のピクセル座標６４０×４８０の座標系で計測されるため，モデルの描画ウイ
ンドウサイズも６４０×480の大きさで作成した．さらに，仮想空間上の物体には，カメラの画角(EMR-8
の視野カメラの画角44度に合わせる)及び，スクリーンのアスベクト比（縦横比）を使用して透視投影変
換を行う．よって，図６のように視野映像のピクセル座標系とモデルを表示するウインドウのデバイス座
標が一致することになる．
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(B)テクスチヤマッピングによる表示(A)ソリッドモデルによる表示
図５：作成したモデル
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図６：座標系の一致
視野映像とモデルのキヤリブレーシヨンのため，３次元トラッカ(POLHEMUS社製３SPACEISOTRAK
II)のレシーバをＥＭＲ－８のヘッドユニットに装着する．この３次元トラッカは，３次元位置座標値(X,Ｙ，
Z)，及び姿勢角(azimuth,elevation,roll）を計測することができる．３次元トラッカから計測される３次元
位置座標値(X,Ｙ,Ｚ)より，観察者の実環境における視点位置，そして，姿勢角(azimuth,elevation,roll）
により視野の方向を取得できる．ここでroll角の変化は特殊な場合と考えられるゆえ（頭部を左右にかし
げた状態），簡単化のためにroll角は考慮しないものとした．
3.6視点によるオブジェクト選択
視点によるオブジェクトの選択は，マウス操作（マウスカーソルの移動とマウスポタンのクリック）を
視点の移動と注視という眼球運動によりエミュレーションすることで実現する．まず，マウスカーソルの
移動であるが，ＥＭＲ－８から計測されるアイマーク座標を作成したモデルのウインドウ画面が表示されてい
るＰＣのマウスポインタに与える．3.5節より，ピクセル座標系とデバイス座標系が一致しているゆえ，マ
ウス・ポインタの位置とEMR-8から計測きれる視点の位置は一致する．よって，視野映像(視野カメラの
映像)のアイマーク座標がＰＣ上のマウスポインタの座標となる．これによりモデル内の単一オブジェク
ト上にマウスカーソルを移動させることが可能となる．マウスポタンのクリックは，３秒間注視すること
でマウスポタンのクリックイベントを発生きせ実現する．つまり，観察者は注釈を提示させたいオブジェ
クトを３秒間注視するだけでこれらの操作を行うことができる．具体的には，注視によりクリックイベン
トが発生した時点でのマウスカーソルの座標を取得し，その後，ＯｐｅｎＧＬのセレクションメカニズムを使
用してオブジェクトの特定を行う．各オブジェクトにはラベルが付されており，オブジェクト選択の結果
として，このラベルが得られる．ラベルは注釈情報へのタグであり，注釈はこのラベルから選択される．
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図７：構築したシステムの構成
４実験と考察
4.1構築したシステムの構成
図７にシステム構成を示す．観察者はＨＭＤ（左眼）とＥＭＲ－８を装着（右眼）し，実験環境中に位置
するものとする．また３次元トラッカのレシーバは，ＥＭＲ－８の視野カメラ付近に設置する．３次元トラッ
カとＥＭＲ－８のコントローラはRS-232CでＰＣと接続され，随時３次元トラッカからは視野カメラの実
験環境中での３次元座標と姿勢角を，ＥＭＲ－８からはアイマーク座標を取得する．ＰＣ(EPSONDIRECT
製,ＣＰＵ：Pentium733ＭHz,ＯＳ:WindowsMe)には事前に実験環境のモデルが構築してあり，３次元ト
ラッカからの計測データをもとに，リアルタイムでモデルの描画を行う．それと同時にＥＭＲ－８からのアイ
マーク座標をモデルに反映させ，注視と判断された場合にオブジェクトの選択を行う．オブジェクトの選
択が発生した場合には，ネットワークを介して接続されたＨＭＤ(ザイブナー社製,VGA)に選択されたオ
ブジェクトのラベルを伝達し，ＨＭＤはそのラベルに対応する注釈情報を表示する．なおＨＭＤは，ウェ
アラブルコンピュータMobileAssistantlV(ザイブナー社製,CPUMMXPentium233MHz)を使用した．
このＨＭＤは，単体で他のＰＣと組み合わせて使用できないため，コンピュータシステムー式を注釈表示
用に使用した．
4.2実験結果と検討
実験空間内を観察者が移動し，任意の物体を注視することで注釈提示対象を選択し情報を提示する実験
を行った．まず図８に実験中の視野映像とそれに対応したモデルの描画結果を示す．図中，円で示した部
分が各々の映像における注視点を示している．図９に同様の環境において，注釈提示を提示した結果を示
す．図は観察者が実験フィールド内で“テレビ，,を観察した場合の視野映像，モデル画像，注釈画像の各々
を示している．
空間的整合'性については，モデルの描画，および，注視点の位置のずれが生じているものの，視線で物
体を選択することができた．現実世界の物体とモデルの間で，誤差が生じた原因として，３次元トラッカ
の計測誤差と，モデルの透視投影変換による誤差が考えられる．
３次元トラッカより計測きれる値は変動し一定の値が計測できない．よって，計測された値を物体に与
えるとモデルと現実世界の物体の間で誤差が生じてしまう．また，３次元トラッカの誤差を大きくする要
因として，ＨＭＤなどの機器から発生する電磁波などによる影響や計測フィールドにおける金属の影響が
挙げられる．本実験で使用した３次元トラッカは，トランスミッタにより生成される磁場をそのフィール
ド中に存在するレシーバが感知し位置座標と姿勢角を出力する．そのため、電子機器などから発せられる
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(B)モデルの描画結果(Ａ)視野映像
(Ｄ)モデルの描画結果(ｃ)視野映像
(F)モデルの描画結果(E)視野映像
図８：実空間とモデルの位置合せ結果
電磁波やフィールド近辺に存在する金属物に影響されやすく，これらが原因となって誤差が発生したもの
と考えられる．これらの原因により生じた誤差は，仮想空間上に作成したモデルの視点を変化きせ補正を
行った．しかし，３次元位置センサの値が変動してしまうため完全な補正を行うことができなかった．モ
デルの透視投影変換による誤差に関しては，モデルの視点を変えることにより補正を行っている．しかし，
３次元位置センサの計測値が変動してしまうため，変動した値に対して随時補正を行わなければならなく，
完全な補正を行うことができなかった
このように，誤差が生じたにもかかわらず物体を選択できた理由として，本研究では，対象とした物体
が，本棚，ＰＣ，机といった比較的大きな物体を対象としたことがあげられる．このように大きな物体を対
象としたため，モデルと物体の問で誤差により完全に位置ずれを起こすことはなかったそのため，一致
している部分に関しては物体を注視することにより，選択を行うことができた．また，この誤差は，観察
者が物体に近づくにつれて，視野カメラ中の物体の大きさが大きくなり，それに伴いモデルも画面に対し
て大きくなるため，物体に近づけば近づくほど誤差が小さくなり物体を選択することが容易である結果が
得られた．３次元トラッカの値を理想値でシミュレーションを行った実験では，確実に物体を選ぶことが
できた．そのため，３次元位置センサの計測誤差を改善することができれば物体を確実に選択することが
できると考えられる．
時間的整合`性に関しては，本実験での位置合せの処理が比較的簡単なことからビデオレートとまでは行
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(Ａ)実験風景 (B)視野映像
(c)モデルの描画結果 (D)注釈映像
図９：注釈提示結果
かないまでも視点移動に充分追従して再描画でき，かつ注視点を求めることが確認できた．
５むすび
本稿は，モデルを位置合せに用いた実環境に対する注釈提示システムと注視点による物体選択について
述べたものであり，構築したシステムにより物体選択・注釈提示実験を行い，その結果を示した．空間的
ずれの解消にはまだ不完全さが残るものの，実環境中の単一オブジェクトを注視点で選択可能であり，か
つ，すべての処理がリアルタイムに動作可能なことが確認できた．
本手法は，モデルを使用して物体を特定しているため，物体の位置が変わらない限りどの方向から物体
を見ても物体を特定する処理には影響を及ぼさず高速に処理できるという特徴を有している．反面，モデ
ルに基づくため移動体やオブジェクトの移動には対応できない，モデルの作成に対する負荷が高いなどの
欠点も存在する．今後は，空間的位置ずれを改善するためにロバストな視点位置の決定方法を考慮せねば
ならない．
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