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BAS DU SPECTRE ET DELTA-HYPERBOLICITE´ EN
GE´OME´TRIE DE HILBERT PLANE.
BRUNO COLBOIS ET CONSTANTIN VERNICOS
Re´sume´. On montre l’e´quivalence entre l’hyperbolicite´ au sens de
Gromov de la ge´ome´trie de Hilbert d’un domaine convexe du plan
et la non nullite´ du bas du spectre de ce domaine.
Abstract. (Bottom of the spectrum and delta hyperbolicity in
Hilbert Plane geometry) We prove that the Hilbert geometry of a
convex domain in the plane is Gromov hyperbolic, if, and only if,
the bottom of its spectrum is not zero.
Introduction
Le but de cet article est de montrer l’e´quivalence entre l’hyperbolicite´
au sens de Gromov de la ge´ome´trie de Hilbert d’un domaine convexe
C du plan et la non nullite´ du bas du spectre λ1(C) de ce domaine.
En ge´ome´trie riemannienne, il existe des relations tre`s fortes entre le
bas du spectre du laplacien d’une varie´te´ comple`te de volume infini et
la ge´ome´trie de cette varie´te´. Par exemple, on sait que le bas du spectre
d’une varie´te´ de Cartan-Hadamard a` courbure sectionnelle K ≤ C < 0
est strictement positif. Re´cemment, J. Cao [Cao00] a e´tudie´ le cas des
varie´te´s riemanniennes hyperboliques au sens de Gromov posse´dant un
quasi-poˆle, et montre´ que leur constante de Cheeger (donc le bas de
leur spectre) e´tait strictement positif. Dans cet article, nous abordons
ce type de questions dans le contexte des ge´ome´tries de Hilbert.
Avant d’e´noncer les re´sultats pre´cis, rappelons qu’une ge´ome´trie de
Hilbert (C, dC) est la donne´e d’un ouvert convexe et borne´ C de R
n
muni de la distance de Hilbert dC de´finie de la manie`re suivante : pour
toute paire de points distincts p et q dans C, la droite passant par p et
q rencontre le bord ∂C de C en deux points distincts a et b tels que la
droite passe par a, p, q et b dans cet ordre.
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Fig. 1 – Distance de Hilbert
On de´finit alors
dC(p, q) =
1
2
ln[a, p, q, b]
ou` [a, p, q, b] est le birapport de (a, p, q, b) :
[a, p, q, b] =
‖q − a‖e
‖p− a‖e
×
‖p− b‖e
‖q − b‖e
ou` ‖.‖e de´signe la norme euclidienne. On pose e´galement dC(p, p) = 0.
Sur C, on peut mettre une norme de Finsler C0, note´e ‖ · ‖C, en
proce´dant comme suit : si p ∈ C et up ∈ TpC = R
n, la droite passant
par p et dirige´e par up coupe ∂C en deux points p
+ et p−. On pose alors
‖up‖C =
1
2
‖up‖e
(
1
‖p− p+‖e
+
1
‖p− p−‖e
)
ou` ‖up‖e de´signe la norme euclidienne de up.
Notons que la distance de longueur induite sur C par la norme ‖.‖C
co¨ıncide avec dC, mais nous n’utiliserons pas ce fait dans la suite.
A cette norme de Finsler est associe´e une norme duale : si lp est une
forme line´aire sur TpC, on pose
‖lp‖
∗
C = sup{lp(up) : up ∈ TpC, ‖up‖C = 1}.
Graˆce a` la norme de Finsler, on construit une forme volume et une
mesure sur C (qui correspond en fait a` la mesure de Hausdorff, voir
[BBI01] exemple 5.5.13).
Soient p ∈ C et
TBC(p) = {up ∈ TpC = R
n : ‖up‖C < 1}
λ1 ET δ-HYPERBOLICITE´ EN GE´OME´TRIE DE HILBERT 3
la boule unite´ de TpC. Soit ωn le volume de la boule unite´ de l’es-
pace euclidien Rn et conside´rons la fonction h : C −→ R donne´e par
h(p) = ωn/vole
(
BC(p)
)
ou` vole est le volume euclidien usuel.
Alors la mesure µC (que nous nommerons mesure de Hilbert de C, elle
est e´galement connue sous le nom de mesure de Busemann) associe´e a`
‖ · ‖C est de´finie ainsi : si A ⊂ C est un bore´lien, on pose
µC(A) =
∫
A
h(p)dvole(p)
ou` dvole(p) est la mesure de Lebesgue.
Enfin, si Ω est un domaine avec Ω ⊂ C, l’inte´grale sur Ω par rapport
a` µC d’une fonction f de´finie sur Ω sera note´e
∫
Ω
f dµC.
Remarque. Les re´sultats de cet article restent inchange´s si on con-
side`re une mesure e´quivalente. En particulier, la mesure dite de Holmes-
Thompson, qui est e´quivalente par les ine´galite´s de Santalo et Bourgain-
Milman a` la mesure de Hilbert, donne les les meˆmes re´sultats.
Lorsque C est une ellipse, (C, dC) est le mode`le projectif (ou mode`le de
Klein) de la ge´ome´trie hyperbolique, et on peut penser aux ge´ome´tries
de Hilbert (C, dC) comme a` une ge´ne´ralisation naturelle de l’espace
hyperbolique. Une question communes a` de nombreux travaux re´cents
(voir [SM02],[SM04], [Ben03], [CV04], [CVV], [KN02] et leurs re´fe´rences)
est de de´terminer les proprie´te´s de l’espace hyperbolique dont ces ge´ome´tries
he´ritent et de trouver des caracte´risations de l’espace hyperbolique
parmi les ge´ome´tries de Hilbert. En particulier, dans [Ben03], Y. Benoist
obtient en toute dimension une caracte´risation des convexes dont la
ge´ome´trie de Hilbert associe´e est hyperbolique au sens de Gromov (voir
[BH99] pour une discussion de ce concept). Cette caracte´risation est
donne´e en fonction de la re´gularite´ du bord des convexes conside´re´s.
Dans cet article, on va caracte´riser en dimension deux l’hyperbol-
icite´ au sens de Gromov d’un point de vue spectral : on va montrer
qu’en dimension deux avoir un bas du spectre strictement positif est
e´quivalent a` eˆtre hyperbolique au sens de Gromov.
On de´finit le bas du spectre de C, que l’on note λ1(C), par analogie
avec ce qui se fait dans le cas des varie´te´s riemanniennes de volume
infini. On pose
(1) λ1(C) = inf
∫
C
‖dfp‖
∗
C
2 dµC(p)∫
C
f 2(p)dµC(p)
ou` l’infimum est pris sur toutes les fonctions lipschitziennes, non nulles,
a` support compact dans C et ou` µC est la mesure de Hilbert associe´e a`
C. L’expression ci-dessus est appele´e le quotient de Rayleigh de f .
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Le bas du spectre λ1(C) est un nombre re´el positif ou nul. On sait
que lorsque C est une ellipse, c’est-a`-dire que l’on se trouve dans le
mode`le hyperbolique, il vaut 1/4. On verra un peu plus loin que dans
le cas ou` C est un triangle, le bas du spectre est nul.
Notre re´sultat principal est :
The´ore`me 1. Soit (C, dC) un convexe du plan muni de sa me´trique
de Hilbert. Alors son bas du spectre est non nul, i.e., λ1(C) 6= 0, si et
seulement s’il existe δ > 0 tel que (C, dC) est δ-hyperbolique.
Cela se ge´ne´ralise en dimension n comme suit :
The´ore`me 2. Soit (C, dC) un convexe de Rn muni de sa me´trique
de Hilbert. Alors il existe un re´el strictement positif λ minorant le bas
du spectre de toute section planaire, i.e. pour tout H plan affine de Rn
tel que C ∩H 6= ∅ on a
λ1(C ∩H) ≥ λ,
si et seulement s’il existe δ > 0 tel que (C, dC) est δ-hyperbolique.
Pour un domaine ouvert, borne´ (relativement a` dC) Ω a` bord lips-
chitzien de C, on appellera bas du spectre de Dirichlet le nombre
(2) λC1(Ω) = inf
∫
Ω
‖dfp‖
∗
C
2 dµC(p)∫
Ω
f 2(p)dµC(p)
,
ou` l’infimum est pris sur toutes les fonctions lipschitziennes, non nulles,
a` support dans Ω.
Il est clair que λC1(Ω) ≥ λ1(C) et que λ
C
1 est une fonction de´croissante
suivant l’inclusion des ensembles : en effet, si Ω1 ⊂ Ω2, toute fonction a`
support dans Ω1 s’e´tend naturellement par 0 en une fonction a` support
dans Ω2.
L’ide´e de la preuve du the´ore`me 1 est la suivante. A` la section 1, on
montrera que la non nullite´ du bas du spectre entraˆıne l’hyperbolicite´
au sens de Gromov en nous appuyant principalement sur un re´sultat de
Y. Benoist qui donne une condition suffisante pour qu’une famille de
convexes munis de leur me´trique de Hilbert soit δ-hyperbolique (propo-
sition 4 ci-dessous). On montrera que tous les convexes dont le bas du
spectre est supe´rieur ou e´gal a` une constante positive λ donne´e sont
δ-hyperboliques, δ de´pendant de λ.
A` la section 2, on montrera la re´ciproque en utilisant une ine´galite´
isope´rime´trique que ve´rifie les espaces δ-hyperboliques et sur une esti-
mation du volume des boules, inte´ressante pour elle-meˆme, valable en
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toute dimension, donne´e a` la section 2.1. En particulier, le volume d’une
boule de rayon fixe´ est uniforme´ment majore´ sur toutes les ge´ome´tries
de Hilbert de dimension n. Dans le cas riemannien cela est implique´ par
la donne´e d’un minorant sur la courbure de Ricci, mais on sait qu’une
hypothe`se de ce type n’est pas ve´rifie´e par les ge´ome´tries de Hilbert
qui ne sont pas, en ge´ne´ral, des espaces d’Alexandroff. Pour conclure,
nous aurons besoin d’une ine´galite´ du type Cheeger reliant les con-
stantes isope´rime´triques et le bas du spectre. Pour l’essentiel, on peut
adapter ce qui se fait dans la cas riemannien en faisant un de´tour par
le cas finsle´rien, mais cela pose quelques proble`mes techniques. D’une
part, les convexes que l’on conside`re posse`dent une me´trique de Finsler
seulement C0, ce qui ne permet pas sans autre d’adapter l’ine´galite´ de
Cheeger riemannienne, d’autre part, il y a diffe´rentes fac¸ons d’induire
une mesure sur les hypersurfaces selon que l’on s’inte´resse a` l’ine´galite´
isope´rime´trique ou a` la formule de la co-aire (comme souvent ces no-
tions co¨ıncident de`s que l’on se trouve dans un contexte riemannien).
Aussi avons nous traite´ ce proble`me d’un point du vue ge´ne´ral des
varie´te´s de Finsler aux sections 3 (pour la formule de la co-aire) et 4
(pour l’ine´galite´ de Cheeger). Ces deux sections sont inte´ressantes pour
elles-meˆmes, mais peuvent e´galement eˆtre admises pour la preuve du
the´ore`me 1
1. La non nullite´ du bas du spectre implique la
δ-hyperbolicite´
The´ore`me 3. Un convexe (C, dC) du plan, muni de sa me´trique de
Hilbert et dont le bas du spectre est non nul est Gromov hyperbolique.
Plus pre´cise´ment :
∀λ > 0, ∃δ > 0 tel que ∀C, λ1(C) ≥ λ⇒ (C, dC) est δ-hyperbolique.
Soit Gn := PGL(R
n+1), Pn := P(Rn+1) l’espace projectif de Rn+1.
Une partie proprement convexe C de Pn est une partie convexe dont
l’adhe´rence est incluse dans le comple´mentaire d’un hyperplan projec-
tif. Ainsi on peut lui associer un convexe borne´ de Rn et, inversement,
a` un convexe borne´ de Rn on peut associer une partie proprement con-
vexe de Pn. Dans la suite, on de´signera par Xn l’ensemble des ouverts
proprement convexes et par Xδn l’ensemble des ouverts proprement con-
vexes et δ-hyperboliques de Pn, munis de leur me´trique de Hilbert.
Nous munissons Xn de la distance de Hausdorff entre les ensembles,
comme de´finie dans [Ben03], p. 2.
On peut alors e´noncer :
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Proposition 4 ([Ben03] proposition 2.11). Soit F un sous ensemble
ferme´ de Xn, Gn-invariant, dont tous les e´le´ments sont strictement
convexes (c’est a` dire que l’inte´rieur du segment reliant deux points du
bord de C est dans C). Alors il existe un nombre re´el δ > 0 tel que
F ⊂ Xδn.
En sorte que le the´ore`me 3 se de´duit aise´ment de la proposition 4
graˆce a` la proposition suivante.
Proposition 5. Soit λ > 0 et Fλ ⊂ Xn l’ensemble des convexes de
Xn dont le bas du spectre est supe´rieur ou e´gal a` λ. Alors Fλ est une
partie ferme´e et Gn-invariante de Xn, et si n = 2, tous ses e´le´ments
sont strictement convexes.
L’ide´e de la preuve de cette proposition est la suivante :
– La Gn-invariance est imme´diate, car pour tout g ∈ Gn et C ∈ Xn,
C et gC sont des espaces me´triques isome´triques, et ils ont donc le
meˆme bas du spectre.
– La difficulte´ principale re´sidera dans la fermeture. Supposons qu’il
existe une suite (Ci) dans Fλ telle que Ci converge vers C au sens
de Hausdorff dans Xn et λ1(C) < λ. Alors, pour tout ε > 0, on va
montrer qu’il existe un domaine Ω tel que Ω ⊂ C avec λC1(Ω) ≤
λ1(C) + ε. Par ailleurs, pour i assez grand, on aura Ω ⊂ Ci. On en
de´duira que λ1(Ci) < λ, ce qui est une contradiction.
– Le fait que la limite C est strictement convexe de´coulera alors di-
rectement.
On formalise cette ide´e intuitive a` l’aide des deux lemmes suivants.
Lemme 6. Soit C ⊂ Rn un domaine convexe. Alors, pour tout
ε > 0, il existe un domaine Ω non vide avec Ω ⊂ C tel que
λC1(Ω) ≤ λ1(C) + ε.
De´monstration. Fixons un point origine P0 ∈ C.
Par de´finition de λ1(C), il existe une fonction f a` support dans C de
quotient de Rayleigh infe´rieur a` λ1(C) + ε.
La distance euclidienne entre le support de f et le bord ∂C de C e´tant
strictement positif, il existe α < 1 tel que f est encore a` support dans
un homothe´tique αC de C par rapport au point P0.
On choisit alors Ω = αC, et, toujours par de´finition, le bas du spectre
de Ω (comme domaine de C) est majore´ par le quotient de Rayleigh de
f , donc par λ1(C) + ε. 
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Notation : Soit C un domaine convexe et P0 ∈ C. Pour ρ > 0, on va
conside´rer les convexes (1+ ρ)C et (1− ρ)C qui sont les homothe´tiques
de C par une homothe´tie de centre P0 et de rapport (1 + ρ) et (1− ρ)
respectivement.
Lemme 7. Soit C un domaine convexe et Ω un domaine tel que
Ω ⊂ C. Soit ε > 0. Alors, il existe 0 < ρ < 1 tel que Ω ⊂ (1 − ρ)C et
tel que pour tout convexe Γ ve´rifiant (1− ρ)C ⊂ Γ ⊂ (1 + ρ)C, on ait
(1− ε)λC1(Ω) ≤ λ
Γ
1 (Ω) ≤ (1 + ε)λ
C
1(Ω).
De´monstration. Comme au lemme pre´ce´dent, on montre qu’il existe
ρ0 > 0 avec
Ω ⊂ (1− 2ρ0)C ⊂ (1− ρ0)C.
Ainsi, pour tout 0 < ρ < ρ0, la distance euclidienne entre Ω et ∂
(
(1−
ρ)C
)
est uniforme´ment minore´e par une constante strictement positive.
De`s maintenant, on suppose ρ < ρ0 et (1− ρ)C ⊂ Γ ⊂ (1 + ρ)C.
Soit p ∈ Ω et up ∈ TpC, un vecteur non nul. Comme conse´quence
directe de la de´finition de la norme de Finsler associe´e a` la distance de
Hilbert, on a
(3) ‖up‖(1+ρ)C ≤ ‖up‖Γ ≤ ‖up‖(1−ρ)C .
On en de´duit d’une part l’ine´galite´ suivante, par dualite´, pour une
forme line´aire non nulle lp sur TpC :
‖lp‖
∗
(1−ρ)C ≤ ‖lp‖
∗
Γ ≤ ‖lp‖
∗
(1+ρ)C ,
d’autre part la relation d’inclusion ve´rifie´e par les boules unite´s de
l’espace tangent en p :
TB(1−ρ)C(p) ⊂ TBΓ(p) ⊂ TB(1+ρ)C(p).
Ce qui implique que les densite´s de volume associe´es ve´rifient
(4)
ωn
vole
(
B(1+ρ)C(p)
) ≤ ωn
vole
(
BΓ(p)
) ≤ ωn
vole
(
B(1−ρ)C(p)
) .
De plus, par compacite´ de Ω et par continuite´, les rapports
‖up‖(1+ρ)C
‖up‖(1−ρ)C
,
‖lp‖
∗
(1−ρ)C
‖lp‖∗(1+ρ)C
et
vole(B(1+ρ)C(p))
vole(B(1−ρ)C(p))
(5)
sont uniforme´ment controˆle´s en fonction de ρ par des fonctions tendant
vers 1 lorsque ρ → 0. Cela e´tant inde´pendant du choix de Γ, on peut
comparer deux convexes quelconques du type de Γ, soit ici Γ et C, et on
obtient l’existence d’une fonction h = h(ρ) telle que h(ρ) → 0 lorsque
ρ→ 0 et telle que pour une fonction f de classe C∞ a` support dans Ω,
on ait (
1− h(ρ)
)
λC1(Ω) ≤ λ
Γ
1 (Ω) ≤
(
1 + h(ρ)
)
λC1(Ω).
Il suffit donc de choisir ρ assez proche de 0 pour conclure. 
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De´monstration de la proposition 5. Pour voir que Fλ est ferme´, on con-
side`re une suite (Ci)i∈N dans Fλ qui converge vers un convexe C au sens
de Hausdorff. Supposons que C 6∈ Fλ, c’est-a`-dire qu’il existe ε > 0
avec λ1(C) ≤ λ− ε. Alors, par le premier lemme, il existe un domaine
Ω avec Ω ⊂ C et
λC1(Ω) ≤ (λ− ε) + ε/3 = λ− 2ε/3.
Le deuxie`me lemme implique l’existence de ρ > 0 tel que pour tout
convexe Γ avec (1− ρ)C ⊂ Γ ⊂ (1 + ρ)C, on ait
λΓ1 (Ω) ≤ (1 + ε/2)λ
C
1(Ω) ≤ (1− ε/6)λ < λ.
Cela est en particulier vrai pour les e´le´ments Ci de la suite lorsque i
est assez grand et contredit le fait que Ci ∈ Fλ.
Il reste alors a` montrer que tous les convexes de Fλ sont stricte-
ment convexes en dimension deux. Cependant si un convexe n’est pas
strictement convexe, il admet un triangle dans l’adhe´rence de son or-
bite (voir [Ben03] corollaire 2.9, duˆ a` Benze´cri [Ben60]), et on obtient
une contradiction comme dans la premie`re partie, car le bas du spectre
d’un triangle est nul. On montre ce dernier point par un calcul direct,
a` cause de la simplicite´ de la ge´ome´trie de Hilbert du triangle. Si on
conside`re une boule BR de rayon R, on voit que son aire est de l’ordre
de R2 et la longueur de son bord de l’ordre de R lorsque R → ∞. On
construit alors une fonction test valant 1 sur BR, 0 hors de BR+1, et
valant 1−d(p, BR) pour p ∈ BR+1−BR. Le quotient de Rayleigh d’une
telle fonction est de l’ordre de 1/R lorsque R→∞. 
Remarque 8. En ce qui concerne les triangles, une autre manie`re
de voir que le bas du spectre est nul, est d’utiliser le the´ore`me 5 dans
[Ver04], qui ge´ne´ralise l’ine´galite´ de Faber-Krahn aux espaces vectoriels
norme´s de dimension finie. Celui-ci permet de dire que le λ1 d’une boule
de rayon R est de l’ordre de 1/R2, puisque la ge´ome´trie du triangle est
isome´trique a` celle du plan muni de la norme dont la boule unite´ est
un hexagone re´gulier (voir [dlH93]).
En fait, la proposition 5 implique le the´ore`me suivant, valable en
toute dimension.
The´ore`me 9. Soit (C, dC) un convexe de Rn muni de sa me´trique
de Hilbert tel qu’il existe un re´el strictement positif λ minorant la
premie`re valeur propre de toute section planaire, i.e. pour tout H plan
affine de Rn tel que C ∩H 6= ∅ on a
λ1(C ∩H) ≥ λ.
Alors il existe δ(λ) > 0 tel que (C, dC) est δ-hyperbolique.
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De´monstration. L’ensemble des sections planaires de C est un sous-
ensemble de l’espace Fλ de la proposition 5. Ainsi toute section planaire
de C est δ-hyperbolique pour un meˆme δ suivant la proposition 4 ap-
plique´e a` Fλ. Tout triangle e´tant dans une section planaire, cela termine
la de´monstration. 
2. De la δ-hyperbolicite´ a` la non nullite´ du bas du
spectre
Le but de cette section est la de´monstration du the´ore`me suivant :
The´ore`me 10. Pour tout re´el δ > 0, il existe λ > 0 tel que, pour
tout (C, dh) convexe de R
n muni de sa me´trique de Hilbert on a : Si
(C, dh) est δ-hyperbolique, alors pour tout H , plan affine de R
n tel que
H ∩ C 6= ∅, on a
λ1(C ∩H) ≥ λ.
En dimension deux cela se traduit par :
Corollaire 11. Un convexe du plan C qui, muni de sa me´trique de
Hilbert dC est Gromov-hyperbolique, a son bas du spectre strictement
positif. Plus pre´cise´ment : pour tout δ > 0, il existe λ > 0 tel que, pour
tout convexe du plan C :
(C, dC) est δ-hyperbolique⇒ λ1(C) ≥ λ.
Un point essentiel de la preuve est de controˆler le volume des boules
de (C, dC), et nous traitons ce point pour lui-meˆme.
2.1. Volume des boules. On se propose ici de montrer qu’en ge´ome´-
trie de Hilbert, le volume des boules est controˆle´ par leur rayon, et cela
inde´pendemment de la ge´ome´trie du convexe conside´re´.
Notation : Dans la suite, puisqu’il n’y aura plus d’ambigu¨ıte´ sur le
convexe que l’on conside`re, on indicera plus les boules par le convexe
C dans lequel elles se trouvent, mais par leur rayon.
The´ore`me 12. Il existe deux constantes positives C1(R, n), C2(R, n)
telles que si C est un ouvert convexe borne´ de Rn muni de sa distance
de Hilbert usuelle dC et de sa mesure finsle´rienne associe´e µC, alors,
pour toute boule BR de rayon R dans (C, dC), on a
ωn
4e2nR
( e2R − 1
e2(R+1) − 1
)n
︸ ︷︷ ︸
C1(R,n)
≤ µC(BR) ≤
(
e4R − 1
2
)n
ωn︸ ︷︷ ︸
C2(R,n)
.
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On constate en particulier que lorsque R→ 0, le volume d’une boule
de rayon R dans C est de l’ordre de Rn, a` des constantes multiplicatives
pre`s ne de´pendant que de la dimension. En particulier, le volume d’une
boule de rayon fixe´ est controˆle´ inde´pendamment de la position de son
centre et de C.
La premie`re e´tape de la preuve consiste a` comparer le volume eu-
clidien d’une boule de rayon R dans C centre´e en x et que l’on note
BR(x) et le volume euclidien de la boule de rayon R tangente au point
x (pour la me´trique d Finsler FC de classe C
0) qui sera note´e TBR(x).
Proposition 13. Il existe deux constantes positives c1(R, n), c2(R, n)
(inde´pendantes de C et de x) telles que(
e2R − 1
2Re2R
)n
︸ ︷︷ ︸
c1(R,n)
≤
voleBR(x)
voleTBR(x)
≤
(
e2R − 1
2R
)n
︸ ︷︷ ︸
c2(R,n)
ou` vole de´signe le volume euclidien.
De´monstration de la proposition 13. On regarde se qui se passe dans
une direction donne´e, le long d’une droite. Pour alle´ger les notations
et simplifier les calculs, on va travailler en dimension 1 et supprimer
autant que possible les normes intervenant dans l’expression de la
me´trique de Finsler.
a
b
x
y
v
∂C
Fig. 2 – Comparaison de ‖v‖e et y − x
On se trouve sur une droite avec trois points ordonne´s a, x, b. Un
point y > x tel que dC(x, y) = R est tel que
(6)
1
2
ln(
y − a
x− a
b− x
b− y
) = R
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et un vecteur v ∈ TxC pointant vers b et de norme de Finsler ‖v‖C = R
sera tel que
(7)
1
2
‖v‖e(
1
b− x
+
1
x− a
) = R.
On cherche a` comparer ‖v‖e et y − x.
Commenc¸ons par e´tudier y − x.
Puisque dC(x, y) = R, en prenant l’exponentielle de l’e´quation (6) on
obtient
y − a
x− a
b− x
b− y
= e2R,
puis en isolant y
y =
a(b− x) + e2Rb(x− a)
(b− x) + e2R(x− a)
,
on en de´duit alors une expression de y − x en fonction de a,b,x et R :
y − x =
(x− a)(b− x)(e2R − 1)
(b− x) + e2R(x− a)
.
On exprime finalement y−x en fonction des nouvelles variables α = x− a,
β = b− x et γ = b− a :
(8) y − x =
αβ(e2R − 1)
β + e2Rα
=
αβ(e2R − 1)
γ + (e2R − 1)α
.
En ce qui concerne ‖v‖e, en combinant l’expression de la norme de
Finsler (7) et le fait que ‖v‖C = R, on obtient en fonction de α,β,γ et
R :
(9) ‖v‖e =
2R(x− a)(b− x)
b− a
=
2Rαβ
γ
.
On utilise a` pre´sent les expressions (9) de ‖v‖e et (8) de y − x pour
obtenir une e´quation de leur rapport en fonction de α,β,γ et R :
(10)
‖v‖e
y − x
=
2Rαβ
γ
γ + (e2R − 1)α
αβ(e2R − 1)
=
2R
(e2R − 1)
γ + (e2R − 1)α
γ
.
On remarque alors qu’on a l’ine´galite´
1 ≤
γ + (e2R − 1)α
γ
≤ e2R,
et on l’applique a` l’e´quation (10) pour trouver
2R
(e2R − 1)
≤
‖v‖e
y − x
≤
2Re2R
(e2R − 1)
.
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Cette dernie`re ine´galite´ induit les inclusions suivantes
2R
(e2R − 1)
BR(x) ⊂ TBR(x) ⊂
2Re2R
(e2R − 1)
BR(x).
Les volumes euclidiens respectifs de BR(x) et TBR(x) sont donc
controˆle´s par les constantes annonce´es dans l’e´nonce´ de la proposition,
et qui ne de´pendent que de R et de n. 
Corollaire 14. Comme la boule TBR(x) est homothe´tique de rap-
port R avec la boule TB1(x), on de´duit l’existence de deux constantes
positives c′1(R, n) et c
′
2(R, n) telles que(
e2R − 1
2e2R
)n
︸ ︷︷ ︸
c′
1
(R,n)
≤
voleBR(x)
voleTB1(x)
≤
(
e2R − 1
2
)n
︸ ︷︷ ︸
c′
2
(R,n)
.
De´monstration du the´ore`me 12. On cherche a` controˆler le volume de
la boule BR(x). On sait qu’il est de´fini par
(11) µC
(
BR(x)
)
=
∫
BR(x)
wn
voleTB1(y)
dy
ou` dy de´signe la mesure de Lebesgue et ωn le volume euclidien de la
boule unite´.
On sait par ailleurs que pour tout y ∈ BR(x), on a BR(x) ⊂ B2R(y).
En combinant ceci avec le corollaire 14, on obtient d’abord
1
voleTB1(y)
≤ c′2(2R, n)
1
voleB2R(y)
≤ c′2(2R, n)
1
voleBR(x)
,
et puis, par inte´gration,
µC
(
BR(x)
)
≤ ωnc
′
2(n,R) = C2(R, n).
On a e´galement voleTBR+1(x) = (R+1)
nvoleTB1(x). Comme B1(y) ⊂
BR+1(x), suivant le corollaire 14, on a d’une part
1
voleTB1(y)
≥
(
e2 − 1
2e2
)n
1
voleB1(y)
≥
1
4
1
voleBR+1(x)
,
et d’autre part
1
voleBR+1(x)
≥
( 2
e2(R+1) − 1
)n 1
voleTB1(x)
≥
( 2
e2(R+1) − 1
)n(e2R − 1
2e2R
)n
1
voleBR(x)
.
On obtient alors par inte´gration :
µC
(
BR(x)
)
≥
ωn
4e2nR
( e2R − 1
e2(R+1) − 1
)n
= C1(R, n).

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2.2. Constante de Cheeger et bas du spectre. Dans la suite, on
va e´tudier la constante de Cheeger des sections planaires d’un convexe
C muni de sa me´trique de Hilbert. Si C est un domaine convexe de R2,
la constante de Cheeger de (C, dC) est de´finie par
I∞(C) = inf
Ω⊂C
νC(∂Ω)
µC(Ω)
ou` Ω est un domaine dont l’adhe´rence (prise dans R2) ve´rifie Ω ⊂ C et
dont le bord ∂Ω est une courbe rectifiable de longueur νC(∂Ω).
On va d’abord montrer que la constante de Cheeger des sections
planaires d’un convexe (C, dC) hyperbolique au sens de Gromov est
strictement positive.
Proposition 15. Soit (C, dh) un convexe de Rn muni de sa me´trique
de Hilbert qui est δ-hyperbolique. Alors il existe une constante I(δ) > 0,
de´pendant de δ, telle que pour tout plan affine H de Rn avec C∩H 6= ∅,
on a I∞(C ∩H) ≥ I(δ).
En dimension deux, on a
Corollaire 16. Soit (C, dh) un convexe du plan muni de sa me´trique
de Hilbert qui est δ-hyperbolique. Alors il existe une constante I(δ) > 0,
de´pendant de δ, telle que I∞(C) ≥ I(δ).
Pour montrer cela on utilise un re´sultat de´crit par M. Bridson et
A. Haefliger (cf. Chapitre III.H section 2, de´finition 2.1 et proposition
2.7 de [BH99]) :
Proposition 17 ([BH99]). Soit X un espace ge´ode´sique. Si X est
δ-hyperbolique, alors il existe deux constantes A et B et ε > 0 telles
que pour toute courbe rectifiable c : S1 → X on ait
Aireε(c) ≤ AνC(∂Ω) +B
ou` Aireε(c) = min{|Φ| | Φ est un ε− remplissage de c}.
De´monstration de la proposition 15. Sans limiter la ge´ne´ralite´, on se
rame`ne a` la dimension 2. Pour un domaine Ω de C de bord rectifiable,
on cherche a` minorer le quotient νC(∂Ω)/µC(Ω). On peut d’une part
supposer que Ω est connexe, mais e´galement qu’il est simplement con-
nexe. En effet, comme Ω est borne´ dans C, son comple´mentaire dans C
compte exactement une composante connexe non borne´e, du fait que C
est home´omorphe a` R2. En conside´rant le comple´mentaire de cette com-
posante connexe, on obtient un nouveau domaine borne´ et simplement
connexe Ω′ contenant Ω, donc ve´rifiant µC(Ω
′) ≥ µC(Ω), et dont le bord
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∂Ω′ est contenu dans le bord de Ω et ve´rifie donc νC(∂Ω
′) ≤ νC(∂Ω).
Ainsi, on a
νC(∂Ω
′)
µC(Ω′)
≤
νC(∂Ω)
µC(Ω)
.
Il suffit donc de faire la preuve pour les domaines simplement con-
nexes.
Soit donc Ω un domaine simplement connexe dont le bord ∂Ω est
une courbe rectifiable c : S1 → C.
Alors, puisque nous sommes en dimension deux, chaque partie du ε-
remplissage peut eˆtre recouvert par une boule de rayon ε. Pour pre´ciser
cela, rappelons qu’un ε-remplissage est la donne´e d’une triangulation
P du disque D2 et d’une application (non ne´cessairement continue) Φ
de D2 dans Ω, qui applique le bord S1 de D2 sur le bord ∂Ω de Ω,
et telle que l’image de chaque face ferme´e de la triangulation P a un
diame`tre au plus ε. Comme ici Ω est un disque topologique de R2,
l’image des sommets de la triangulation doit eˆtre ε-dense dans Ω. En
effet, on peut e´tendre affinement la restriction de Φ aux sommets de
la triangulation en une application continue Φ˜ du disque dans Ω dont
la restriction au bord est e´gal a` l’application c. Supposons que l’image
des sommets de la triangulation ne soit pas ε-dense. Alors, il existe un
point Q de Ω qui n’est pas dans l’image de Φ˜. Cela provient du fait
que l’image par Φ˜ d’une face est le triangle de´termine´ par l’image des
sommets de la face conside´re´e, qui est, par construction, de diame`tre au
plus ε. L’application Φ˜ ne serait alors pas surjective, ce qui permettrait
de re´tracter le disque continuˆment sur son bord.
Cela permet de recouvrir Ω par un nombre de boules de rayon ε e´gal
au nombre de faces de P .
On en de´duit donc que
µC(Ω) ≤ Aireε(c)C2(ε, n) ≤ A
′νC(∂Ω) +B
′
et ainsi
νC(∂Ω)
µC(Ω)
≥
1
A′
−
B′
µC(Ω)
.
Ceci nous donne une minoration de I∞(Ω) pour les domaines Ω de
volume µC(Ω) ≥ 2A
′B′. Pour les domaines tels µC(Ω) ≤ 2A
′B′, on
remarque que leur longueur est au moins e´gale a` deux fois leur diame`tre
et que le volume d’une boule de rayon le diame`tre, contenant le domaine
est plus grand que celui du domaine. Le the´ore`me 12 permet de conclure
que I∞(C ∩ H) > 0. Remarquons que la minoration de I∞(C ∩ H) ne
de´pend que de A et B. Ainsi dans un convexe de Rn dont la ge´ome´trie
de Hilbert est δ-hyperbolique, la constante de Cheeger de toute section
planaire est minore´e par une meˆme constante. 
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Il reste donc a` en de´duire des informations pour le bas du spectre
λ1(C∩H). Classiquement, dans le cas des varie´te´s riemanniennes, cela se
fait via l’ine´galite´ de Cheeger qui relie le bas du spectre et la constante
de Cheeger. Cependant, dans le contexte des espaces me´triques, il n’est
pas clair qu’une telle relation existe en toute ge´ne´ralite´. Aussi allons
nous nous ramener dans un cadre ou` on sait qu’une telle ine´galite´ ex-
iste : celui des ge´ome´tries de Finsler. On sait que la distance de Hilbert
de´rive d’une me´trique de Finsler, mais cette dernie`re a la re´gularite´ du
bord du convexe conside´re´ C. Le but est de de´montrer le the´ore`me 18
ci-dessous, en se ramenant a` une ine´galite´ de Cheeger classique dans
un cadre finsle´rien qui sera e´nonce´e au the´ore`me 22 et de´montre´e dans
la section 4.
The´ore`me 18. Soit (C, dC) un convexe du plan muni de sa me´trique
de Hilbert. Alors il existe une constante C > 0, ne de´pendant pas de
C, telle que
λ1(C) ≥ CI
2
∞(C).
On en de´duit le corollaire imme´diat suivant :
Corollaire 19. Soit (C, dC) un convexe du plan muni de sa me´trique
de Hilbert. Si λ1(C) = 0, alors I∞(C) = 0.
Cela implique e´galement le corollaire suivant, de´ja` de´montre´ par
A. Karlsson et G.A. Noskov [KN02] et par Y. Benoist [Ben03] (voir
Lemme 2.12 et corollaire 2.13).
Corollaire 20. Soit (C, dC) un convexe du plan muni de sa me´trique
de Hilbert qui est δ-hyperbolique. Alors son bord est C1 et strictement
convexe.
De´monstration. Dans le cas contraire, on utilise a` nouveau le re´sultat
de Benze´cri (voir [Ben03] corollaire 2.9, duˆ a` Benze´cri [Ben60]), le con-
vexe C admet un triangle dans son adhe´rence, sous l’action de G2. On
a vu que cela impliquait le fait que λ1(C) = 0 (voir de´monstration de
la proposition 5).
Le corollaire pre´ce´dent implique que la constante de Cheeger I∞(C)
est e´galement nulle. Ceci est en contradiction avec la proposition 15.

Remarquons enfin que l’on obtient e´galement le the´ore`me suivant en
dimension deux.
Corollaire 21. Soit (C, dC) un convexe du plan muni de sa me´trique
de Hilbert. Alors sa constante de Cheeger I∞(C) est non nulle si et
seulement s’il est Gromov-hyperbolique.
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Ce corollaire est a` comparer au re´sultat de Cao [Cao00] dans le cas
riemannien.
L’ide´e de la preuve du the´ore`me 18 est de remplacer l’e´tude de la
relation entre le bas du spectre de C, λ1(C), et la constante de Cheeger
de C, I∞(C), par l’e´tude des meˆmes objets pour des domaines ouverts Ω
tels que Ω ⊂ C. Cela permettra de se ramener a` une ine´galite´ classique
du type Cheeger dans le cas finsle´rien, puis de conclure par passage a`
la limite.
Le premier point est donc de de´finir la constante de Cheeger d’un
domaine ouvert Ω de C avec Ω ⊂ C : on pose
IC∞(Ω) = inf
U⊂Ω
νC(∂U)
µC(U)
ou` U est un domaine dont l’adhe´rence (prise dans R2) ve´rifie U ⊂ Ω et
dont le bord ∂U est une courbe rectifiable de longueur νC(∂U).
Le point de´cisif de la preuve a` venir sera l’ine´galite´ de Cheeger qui
est valable pour des me´triques de Finsler suffisamment re´gulie`res. On
utilise le re´sultat suivant, qui est une application dans notre cadre du
the´ore`me plus ge´ne´ral de´montre´ dans la section 4.
The´ore`me 22. Soit (C, dC) un convexe du plan muni de sa me´trique
de Hilbert. Si le bord de C est C1 et strictement convexe, il existe une
constante C > 0 telle que pour tout ouvert Ω on a :
(12) λC1(Ω) ≥ C
(
IC∞
)2
(Ω).
En particulier cela implique que
λ1(C) ≥ CI
2
∞(C).
Remarquons que la constante C est universelle ; elle ne de´pend en
fait que de la dimension, comme on le verra au the´ore`me 30.
De´monstration du the´ore`me 18 a` l’aide du the´ore`me 22. La seule diffi-
culte´, pour passer du the´ore`me 22 au the´ore`me 18 est que dans ce
dernier, le bord du convexe C n’est pas ne´cessairement de classe C1 : il
faut donc se ramener a` cette situation.
Soit Ω un domaine du plan tel que Ω ⊂ C. Comme dans les deux
lemmes 6 et 7, il existe des homothe´tiques (1 + ρ)C et (1 − ρ)C de C
tels que Ω ⊂ (1− 2ρ)C, et tels que pour tout convexe Γ ve´rifiant
(1− ρ)C ⊂ Γ ⊂ (1 + ρ)C
on ait
lim
ρ→0
λΓ1 (Ω) = λ
C
1(Ω).
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Mais la preuve des lemmes 6 et 7 montre que la meˆme chose est vraie
pour la constante de Cheeger, c’est-a`-dire que pour tout domaine Γ
ve´rifiant
(1− ρ)C ⊂ Γ ⊂ (1 + ρ)C
on a
lim
ρ→0
IΓ∞(Ω) = I
C
∞(Ω).
On fait alors tendre ρ vers 0 tout en choisissant une famille Γρ
d’ensembles convexes de classe C1, strictement convexes, tels que
(1− ρ)C ⊂ Γρ ⊂ (1 + ρ)C.
Pour montrer qu’une telle famille existe, on remplace dans un premier
temps le convexe C par un polygone convexe C′ approximant C de sorte
a` ve´rifier
(1−
ρ
2
)C ⊂ C′ ⊂ (1 +
ρ
2
)C,
puis on remplace chaque segment de C′ par un arc strictement convexe,
de fac¸on a` avoir un recollement de classe C1 en chaque sommet. Cela
peut se faire en approximant C′ d’aussi preˆt que l’on veut, a` condition
de faire l’approximation avec des fonctions polynomiales de degre´ e´leve´.
De`s lors, on peut appliquer l’ine´galite´ (12)
λ
Γρ
1 (Ω) ≥ C
(
IΓρ∞
)2
(Ω)
et, en passant a` la limite, on obtient
λC1(Ω) ≥ C
(
IC∞
)2
(Ω).
Pour conclure, il suffit donc de passer a` la limite sur les Ω ; si l’ine´galite´
ci-dessus n’e´tait pas vraie pour C a` la place de Ω, il existerait un do-
maine Ω pour lequel elle ne serait pas valide non plus, puisque la con-
stante de Cheeger et le bas du spectre de C sont approximables d’aussi
preˆt que l’on veut par la constante de Cheeger et le bas du spectre des
domaines d’adhe´rence compacte dans C, voir lemme 6. 
Remarque. Dans notre preuve nous approchons par une famille
de convexes dont le bord est de classe C1 et strictement convexe, ce
qui ne´cessite l’adaptation a` ce cadre de l’ine´galite´ (12). Un re´sultat de
L. Ho¨rmander [Ho¨r94], pre´cise´ment le lemme 2.3.2, permet d’obtenir
une famille d’ensemble de classe C2, dont le bord admet un hessien
strictement positif en tout point. Dans ce cadre l’ine´galite´ (12) est
classique, voir par exemple Z. Shen [She01].
Le the´ore`me 10 est a` pre´sent un corollaire du the´ore`me 18 qui controˆle
le bas du spectre λ1(C) par la constante de Cheeger I∞(C) et de la
proposition 15 qui controˆle la constante de Cheeger des sections planaires
en fonction du δ de la δ-hyperbolicite´.
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3. Formule de la co-aire
Afin de de´montrer une version tre`s ge´ne´rale du the´ore`me 22, on a be-
soin d’une formule de la co-aire. Ce qui suit apporte les outils et notions
ne´cessaires a` sa de´monstration et son expression : dans une varie´te´ de
Finsler (M,F ) munie d’une mesure µ, il s’agit d’une part de de´finir une
mesure naturellement associe´e a` µ sur les hypersurfaces de M (sous-
section 3.1), puis de pre´ciser la notion de gradient (sous-section 3.2). A
la section 4, on appliquera cela pour la mesure de Hausdorff associe´e a`
la me´trique de Finsler de la varie´te´.
Cette section combine des ide´es contenues dans les livres de A. Thomp-
son [Tho96] chapitre 3 et chapitre 5 et Z. Shen [She01] chapitres 3 et
4.
3.1. Mesure sur les hypersurfaces. Soit (V, F ) un espace vectoriel
de dimension finie muni d’une norme F , dont la sphe`re unite´ SF (0, 1)
centre´e en 0 est C1 et strictement convexe.
De´finition 23. On dira que x est normal a` y, ce que l’on notera
x ⊣ y, si et seulement si, pour tout α ∈ R on a
F (x+ αy) ≥ F (x)
Remarque 24. Cette relation n’est ge´ne´ralement pas syme´trique.
Soit y un vecteur non nul. On lui associe l’hyperplan
Wy := {w ∈ V | y ⊣ w} .
Conside´rons une base {bi}i=2,...,n de Wy et b1 = y. Ainsi {bi}
n
i=1 est
une base de V .
De´finissons alors
Bn(b1, . . . , bn) :=
{
(yi)ni=1 ∈ R
n, F
( n∑
i=1
yibi
)
< 1
}
et
Bn−1y (b2, . . . , bn) :=
{
(yj)nj=2 ∈ R
n−1, F
( n∑
j=2
yjbj
)
< 1
}
.
Les deux domaines Bn etBn−1y de´pendent du choix de la base {bj}
n
j=2.
On de´finit la fonction
ζ(y) :=
vole(B
n)
vole(Bn−1)
·
vole
(
Bn−1y (b2, . . . , bn)
)
F (y)vole
(
Bn(b1, . . . , bn)
)
Remarquons, que si F est euclidienne, alors ζ(y) = 1.
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De plus, dans tous les cas, puisque pour tout re´el positif λ > 0,
F (λy) = λF (y),
vole
(
Bn(λy, b2, . . . , bn)
)
= vole
(
Bn(y, b2/λ, . . . , bn/λ)
)
λn et
vole
(
Bn−1(b2, . . . , bn)
)
= vole
(
Bn−1(b2/λ, . . . , bn/λ)
)
λn−1
on a la proprie´te´ suivante :
ζ(λy) = ζ(y), λ > 0, y 6= 0.
Proprie´te´ 25. Soit (V, F ) un espace vectoriel norme´ et
cn := vole(B
n)/vole(B
n−1).
Alors pour y non nul on a
2−ncn ≤ ζ(y) ≤ 2
ncn.
De´monstration. Soit y =
∑n
i=1 y
ibi un vecteur norme´ de (V, F ) et con-
side´rons la boule Bn−1y . Alors pour tout t ∈ [0, 1] et (v
j)nj=2 ∈ B
n−1
y ,
par l’ine´galite´ triangulaire, on a
F (ty +
n∑
j=2
vjbj) ≤ tF (y) + F (
n∑
j=2
vjbj) ≤ 2
donc [0, 1]×Bn−1y ⊂ 2B
n. De ceci on de´duit que
volen−1(B
n−1
y ) ≤ 2
nvole(B
n).
Soit a` pre´sent (t, (vj)nj=2) ∈ B
n. Autrement dit F (ty +
∑n
j=2 v
jbj) ≤ 1
et
∑n
j=2 v
jbj ∈ Wy, soit y ⊣
∑n
j=2 v
jbj . La normalite´ donne (t 6= 0)
|t| = F (ty) = F (|t|y) ≤ F
(
|t|y + (|t|/t) ·
n∑
j=2
vjbj
)
≤ 1
et, graˆce a` l’ine´galite´ triangulaire, on obtient
F (
n∑
j=2
vjbj) ≤ F (ty +
n∑
j=2
vjbj) + F (−ty) ≤ 2
ceci implique que Bn ⊂ [−1, 1]× 2[Bn−1y ], et donc
vole(B
n) ≤ 2nvolen−1(B
n−1
y )

On peut maintenant de´finir une mesure ade´quate sur une hypersur-
face N d’une varie´te´ de Finsler (M,F ). Sur M , on peut conside´rer la
mesure de Hausdorff associe´e a` F , que l’on note µF . Pour de´finir une
mesure sur N , on conside`re la restriction de F a` N qui muni N d’une
me´trique de Finsler dont la mesure de Hausdorff associe´e est note´e ν¯F .
Cette dernie`re est en apparence le candidat naturel a` eˆtre la mesure
associe´e a` µF sur N . C’est d’ailleurs la mesure que l’on a conside´re´e a` la
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sous-section 2.2 pour de´finir la constante de Cheeger I∞(C) en dimen-
sion 2. Cependant, la suite de ce paragraphe, notamment la preuve de
la formule de la co-aire, montre qu’un choix un peu diffe´rent peut eˆtre
plus ade´quat. On introduit un champ de vecteurs normaux unite´s n sur
N . Cela signifie que pour tout point p ∈ N , l’hyperplan TpN tangent
a` N au point p est normal a` n(p) au sens de´fini ci-dessus, c’est-a`-dire
TpN := {w ∈ TpM | n(p) ⊣ w} .
On choisit alors d’associer a` µF la mesure
νF = ζ(n)ν¯F .
Ainsi, en ge´ne´ral, la mesure νF ne co¨ıncide pas avec ν¯F , mais c’est
le cas lorsque la me´trique est riemannienne. Remarquons que, par la
proprie´te´ 25, ces deux mesures ν¯F et νF sont dans un rapport borne´,
uniforme´ment controˆle´, ce qui sera crucial a` la section 4, puisque l’on
utilisera ν¯F pour de´finir la constante de Cheeger et νF pour la formule
de la co-aire.
Cette de´finition, pour le cas particulier de la mesure de Hausdorff,
se ge´ne´ralise comme suit :
De´finition 26. Soit N une hypersurface dans un espace de Finsler
(M,F ). Si µ est une mesure sur M absolument continue par rapport
a` la mesure de Hausdorff µF , i.e. on peut e´crire µ(p) = φ(p)µF (p) en
tout point p de M , on associe a` µ la mesure ν sur l’hypersurface N
de´finie par
ν(p) = φ(p)νF (p)
pour tout p ∈ N .
Remarquons que l’on doit introduire la ponde´ration par la fonction
ζ lorsqu’on cherche a` obtenir la proprie´te´ naturelle suivante.
Proprie´te´ 27. Si VF est le volume de Hausdorff induit par F sur
M , alors
AF
(
S(x, ρ)
)
= lim
ε→0
VF
(
B(x, ρ+ ε)
)
− VF
(
B(x, ρ)
)
ε
3.2. Gradient d’une fonction par rapport a` une norme stricte-
ment convexe. A la diffe´rentielle dfx d’une fonction en x ∈ M
n, on
voudrait associer un vecteur X dans l’espace tangent TxM tel que
F ∗(dfx) = F (X)
Pour ceci, on prend le point X ∈ SF
(
0, F ∗(dfx)
)
, sur la sphe`re de centre
0 et de rayon F ∗(dfx), tel que
ker dfx =
{
v | X ⊣ v
}
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et dfx(X) > 0 (l’hyperplan X + ker dfx est l’hyperplan d’appui de
S
(
0, F ∗(dfx)
)
en X).
On remarquera qu’en raison de la stricte convexite´
dfx(X) = F
∗(dfx)F (X) = F
∗(dfx)
2.
On dira que X est le gradient de f en x et on le notera ∇f(x).
Remarquons que pour une fonction C1 la fonction x 7→ ∇f(x) est
continue et que pour une fonction au moins C2 elle est C1, puisque la
sphe`re S(0, 1) est C1.
Lemme 28 (Lemme de Gauss Finsle´rien). Soit f une fonction C2
sur un ouvert U tel que df 6= 0. Soit Nt = f
−1(t). Alors le vecteur
n = ∇fNt/F (∇f) est normal a`Nt. Autrement dit le gradient est normal
aux lignes de niveaux.
De´monstration. Puisque f est constante sur la ligne de niveau Nt, on
a que
df(w) = 0, ∀w ∈ TNt
et donc par de´finition de ∇f , ∇f ⊣ w, ∀w ∈ TNt. 
3.3. De´monstration de la formule de la Co-aire. Dans cette sec-
tion on de´montre le the´ore`me suivant.
The´ore`me 29. Soit (Mn, F, µ) une varie´te´ finsle´rienne mesure´e,
telle qu’en tout point x ∈ M la boule unite´ de la norme F est C1
et strictement convexe. Soit f une fonction C1 par morceaux sur M
tel que pour tout t, l’ensemble f−1(t) est compact. Alors pour toute
fonction continue ϕ sur M on a la formule de la co-aire suivante
(13)
∫
M
ϕF ∗(df)dµ =
∫ +∞
−∞
∫
f−1(t)
ϕdν,
ou` ν de´signe la mesure associe´e a` µ sur l’hypersurface f−1(t) selon la
de´finition 26.
On va faire une de´monstration partielle de ce re´sultat classique, en
ge´ome´trie riemannienne, dans le cas ou` les lignes de niveau {f−1(t)}
sont des sous-varie´te´s, cela pour montrer comment la mesure ν que
l’on a introduit sur les hypersurfaces entre naturellement en jeu. Par le
the´ore`me de Sard, on sait qu’il existe un ensemble de mesure nulle de
points t pour lesquels {f−1(t)} n’est pas une sous-varie´te´. On s’inspire
de la de´monstration de [She01].
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De´monstration. On va faire la preuve dans une carte U . Pour simplifier,
on supposera que df 6= 0 sur U et que f est C2. Fixons un nombre t0
tel que f−1(t0)∩U 6= 0 et soit X le champ de vecteurs de´fini sur U par
X =
∇f
F ∗(df)2
.
On commence par relever le flot. Pour un point x ∈ f−1(t0)∩U , soit
c(t) la courbe inte´grale de X telle que c(t0) = x (on peut parler de
« la» courbe car X est C1 sur U). Alors
d
dt
[
f ◦ c(t)
]
= df(X) =
df(∇f)
F ∗(df)2
= 1
par construction de ∇f et par conse´quent
f ◦ c(t) = t.
Les courbes inte´grales de X donnent naissance a` un syste`me de co-
ordonne´es ψ = (x1, . . . , xn) : U → ]−ε, ε[× Bn−1 tel que
f ◦ ψ−1(x1, (xi)ni=2) = x
1.
De´finissons l’ensemble Nt par
f−1(t) ∩ U = ψ−1
(
t× Bn−1
)
.
Suivant le lemme de Gauss finsle´rien, le champ de vecteurs
n =
∇f
F ∗(df)
est normal a` Nt. Conside´rons donc une base locale {bi}i=1,...,n de TM
avec b1 = n et bi =
∂
∂xi
pour i = 2, . . . , n. Soit (θi)i=1,...,n la base duale
sur T ∗M . On a alors :
θ1 = λdx1 = λdf, θi = dxi, (i = 2, . . . , n).
Remarquons e´galement que
1 = θ1(n) = λdf
(
∇f
F ∗(df)
)
= λF ∗(df),
ce qui de´termine λ, i.e.
θ1 =
1
F ∗(df)
dx1.
A pre´sent, si dµ = σ(x)θ1 ∧ · · · ∧ θn, alors par construction
dν = σ(x)θˆ2 ∧ · · · ∧ θˆn,
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ou` les θˆi sont les tire´s en arrie`re des θi sur Nt. Autrement dit
dµ =
σ(x)
F ∗(df)
dx1 ∧ · · · ∧ dxn;(14)
dν = σ(x)dx2 ∧ · · · ∧ dxn.(15)
Remarque. Si dµ est la mesure de finsler n-dimensionnelle, alors
on voit ici apparaˆıtre naturellement la fonction ζ puisque dν est ex-
actement ζ fois la mesure de finsler n− 1 dimensionnelle.
Il reste a` inte´grer sur U :
∫
U
ϕF ∗(df)dµ =
∫
]−ε,ε[×Bn−1
fσ(x) dx1 . . . dxn;
=
∫ ε
−ε
(∫
Bn−1
fσ(x)dx2 . . . dxn
)
dx1;
=
∫ ε
−ε
(∫
Nt∩U
fdν
)
dt.

4. Ine´galite´ de Cheeger Finsle´rienne
Dans cette section, on va de´montrer une version n-dimensionelle du
the´ore`me 22 :
The´ore`me 30. Soit (C, dC) un domaine convexe de Rn muni de sa
me´trique de Hilbert. Si le bord de C est C1 et strictement convexe, il
existe une constante C = C(n) > 0 telle que pour tout ouvert Ω on a :
(16) λC1(Ω) ≥ C
(
IC∞
)2
(Ω).
En particulier cela implique que
λ1(C) ≥ CI
2
∞(C).
Ce the´ore`me sera une conse´quence imme´diate de l’ine´galite´ de Cheeger
en ge´ome´trie de Finsler. Si (M,F ) est une varie´te´ de Finsler de classe
C1 de dimension n, µF la mesure de Hausdorff associe´e a` F , on de´signe
par λ1(M,F ) le bas du spectre de (M,F ) de´fini par
λ1(M,F ) = inf
f
∫
M
F ∗(df)2dµF∫
Ω
|f |2dµF
,
ou` f est une fonction lipschitzienne a` support compact dans M . On
de´signe I∞(M,F ) la constante de Cheeger de (M,F ) de´finie par
I∞(M,F ) = inf
U
ν¯F (∂U)
µF (U)
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ou` U de´crit les ouverts deM d’adhe´rence compacte et dont le bord ∂U
est une sous-varie´te´ de dimension n− 1. On rappelle que ν¯F de´signe la
mesure de Hausdorff des hypersurfaces associe´e a` la restriction de F .
Alors, dans ces conditions
The´ore`me 31 (Ine´galite´ de Cheeger finslerienne). Il existe une con-
stante C = C(n) > 0 telle que
λ1(M,F ) ≥ CI
2
∞(M,F ).
De manie`re ge´ne´rale, soit (Mn, F, µ) une varie´te´ finsle´rienne mesure´e,
et ν la mesure induite sur les hypersurfaces au sens de la de´finition 26.
Conside´rons un domaine Ω de M d’adhe´rence compacte. On de´finit
la constante de Sobolev S∞(Ω) de Ω par :
S∞(Ω) = inf
f
∫
Ω
F ∗(df)dµ∫
Ω
|f |dµ
pour f une fonction lipschitzienne a` support compact dans Ω. On
de´finit de manie`re similaire S∞(M) par
S∞(M) = inf
f
∫
M
F ∗(df)dµ∫
M
|f |dµ
pour f une fonction lipschitzienne a` support compact dans M .
Aux mesures µ et ν, on peut associer une constante de Cheeger sur
Ω et sur M de´finie par
IM,µ∞ (Ω) = inf
U
ν(∂U)
µ(U)(
resp. Iµ∞(M) = inf
U
ν(∂U)
µ(U)
)
.
ou` U est un domaine tel que U ⊂ Ω (resp. U ⊂M) et dont le bord ∂U
est une sous-varie´te´ de dimension n− 1.
Comme on l’a dit, lorsque µ = µF , la mesure de Hausdorff associe´e
a` F , on a IµF∞ (M) 6= I∞(M,F ) puisque νF 6= ν¯F .
L’ine´galite´ de Cheeger est une conse´quence de
The´ore`me 32. On a les e´galite´s IM,µ∞ (Ω) = S∞(Ω) et I
µ
∞(M) =
S∞(M).
En effet, en conside´rant f = h2 et en appliquant l’ine´galite´ de Cauchy-
Schwarz, on a(
IµF∞
)2
(M) ≤ 4 inf
h
∫
M
F ∗(dh)2dµF∫
M
|h|2dµF
= λ1(M,F ).
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Il reste alors a` comparer IµF∞ (M) a` la constante de Cheeger I∞(M,F )
que l’on conside`re dans la premie`re partie. Cela vient de l’ine´galite´ (25)
qui nous permet d’obtenir l’ine´galite´
(17) I∞(M)c1(n) ≤ I
µF
∞ (M) ≤ I∞(M)c2(n).
De´monstration du the´ore`me 32. On suit la de´monstration du the´ore`me
6.2 dans [Cha93] page 266–269.
On va de´montrer Iµ∞(M) = S∞(M). La de´monstration consiste a`
de´montrer deux ine´galite´s.
Premie`re e´tape : On montre S∞(M) ≤ I
µ
∞(M). Soit donc U un
domaine ouvert de M d’adhe´rence compacte et bord lisse. Pour tout ε
suffisamment petit on conside`re la fonction
fε(x) =


1 x ∈ U
1/εd(x, ∂U) x ∈M\U, d(x, ∂U) < ε
0 x ∈M\U, d(x, ∂U) ≥ ε
.
en sorte que fε est lipschitzienne. Donc
S∞(M) ≤
∫
M
F ∗(dfε)dµ∫
M
|fε|dµ
.
Par construction, on obtient
lim
ε→0
∫
M
|fε|dµ = µ(U).
De plus, on a
F ∗(dfε) =
{
1/ε x ∈ M\U, d(x, ∂U) ≤ ε,
0 sinon.
ce qui implique (voir section 3.1)
lim
ε→0
∫
M
F ∗(dfε)dµ = lim
ε→0
µ
(
{x 6∈ U d(x, ∂U) ≤ ε}
)
ε
= ν(∂U),
et par conse´quent, on en de´duit que pour tout U
Sν(M) ≤
ν(∂U)
µ(U)
ce qui permet de conclure cette premie`re e´tape en prenant l’infimum
sur les U .
Seconde e´tape : On montre Iµ∞(M) ≤ S∞(M). Soit f une fonction
lisse a` support compact dans M . On pose
U(t) =
{
x |f |(x) > t
}
, µ(t) = µ
(
U(t)
)
, ν(t) = ν
(
∂U(t)
)
.
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pour les t atteints par f . Alors la formule de la co-aire (13) implique∫
M
F ∗(df)dµ =
∫ +∞
0
ν(t)dt ≥ Iµ∞(M)
∫ +∞
0
µ(t)dt.
(ou` l’on a utilise´ le fait que F ∗(df) = F ∗(d|f |) presque partout sur M).
On remarque e´galement que l’on a l’e´galite´∫
M
|f |dµ =
∫
M
∫ |f |
0
dtdµ =
∫ +∞
0
∫
U(t)
dµdt =
∫ +∞
0
µ(t)dt,
qui permet d’arriver a` l’ine´galite´
Iµ∞(M) ≤
∫
M
F ∗(df)dµ∫
M
|f |dµ
et un passage a` l’infimum sur toute les fonctions lisses a` support com-
pact f permet de conclure. 
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