Let n be the order of a Hadamard design, and G any finite group. Then there exists many non-isomorphic Hadamard designs of order 2 12|G|+13 n with automorphism group isomorphic to G.
Introduction
One of the fundamental questions concerning any class of combinatorial objects is: given any finite group G, can one find a member of the class whose full automorphism group is isomorphic to G? A survey of such results can be found in [1] . More recently, [7] showed that, for any finite group G, and any q ≥ 3, for all sufficiently large d there exists a symmetric design with the parameters of PG(d, q) and with full automorphism group isomorphic to G. This paper establishes a stronger version of this when q = 2: The paper is structured as follows: the first 2 sections give basic definitions and notation, as well as structural properties of a "doubling" construction for Hadamard designs. Much of this was covered in [12] , where complete proofs can be found.
Section 4 deals with designs obtained from tensor products. It is well known that the tensor (or Kronecker) product of two Hadamard matrices is a Hadamard matrix.
Properties of the corresponding product of designs appear not to have been studied. The section concludes with Theorem 4.14, essentially a strong "Krull-Schmidt" theorem which shows that, under suitable conditions, a "tensor factorization" must be unique. This uniqueness provides explicit information about the automorphism group of such a design in terms of the "factor" sub-designs.
Central to the proof of Theorem 1.1 is the construction of rigid Hadamard designs, that is, designs with no non-trivial automorphisms. An infinite family of such designs was previously constructed in [13] . Those designs are of order 2n, where 4n − 1 is a prime power, and are constructed by doubling the Paley designs of [15] . Crucial to that construction is the fact that the full automorphism groups of the Paley designs was given in [6] . Section 5 shows that given any n that is the order of a Hadamard design, there exists a rigid Hadamard design of order 8n.
Section 6 surveys known results on GMW designs. These designs have particularly nice automorphism groups, as well as useful structural properties. This combination allows us to construct Hadamard designs with classical parameters having full automorphism group isomorphic to any specified group in Section 7, which concludes with a proof of Theorem 1.1.
Notation and definitions
This material is discussed at greater length in [12] .
Let D = (P, B, ∈) be a 2 − (4n − We will denote by B * C the third block on the coline with B and C, if such a block exists. Dually, 3 distinct points p, q, r form a line of a Hadamard design if all blocks on both p and q are also on r = p * q.
A block B is good if, for any other block C, B An incident point/block pair p ∈ B is called a flag; if p and B are both good, we will call this a good flag. A non-incident good point/block pair will be called a good anti-flag.
Doubling Hadamard designs
In this section we define the "doubling" construction first described in [18] , and subsequently used by many authors (cf., e.g. [4, 7, 10, 11, 13] ). We will then focus on the lines and colines that arise with this construction.
Let
Hadamard design, and A 2 = (P 2 , B 2 ) a Hadamard 3 − (4n, 2n, n − 1) design. Then A 2 has 4n − 1 = |B 1 | parallel classes of blocks. Let σ be any bijection from the parallel classes of A 2 to B 1 . Denote by B 2 the parallel class containing B 2 . Then we define the 2 − (8n − 1, 4n − 1, 2n − 1) Hadamard design D 1 σ A 2 as follows:
We first characterize the good blocks that can arise from this construction. A block B of a Hadamard 2-design is good if and only if, for any other block C, (B C) c is also a block. Therefore B ∞ is a good block of
. It is then easy to see that
The existence of other good blocks of D 1 σ A 2 is a function both of the constituent designs themselves, as well as σ . Given two blocks of the form B 2 σ ∪ B 2 and C 2 σ ∪ C 2 ,
Thus, B 2 σ ∪ B 2 is good if and only if the following 2 conditions are met:
1. Both B 2 and B 2 σ are good, so that the sets
are blocks of B 1 and B 2 , respectively, for all blocks C 2 . 
The resulting design Dσ 0 D + is well-known, and can also be constructed by taking the Hadamard matrix associated with D (the ±1 incidence matrix with an additional row and column of all 1s) and using its Kronecker product with the matrix
See Section 4 for more details of that construction.
The existence of good points in these designs was studied in previous work. We mention the two salient facts [12, Much of this paper is dedicated to understanding properties of designs resulting from the "doubling" procedure. Since any such design has at least one good block B ∞ , a good point of such a design automatically implies the existence of a good flag or a good anti-flag. For that reason, the above facts are used throughout the paper. Another application was given in [12 Proof: ⇒ Since B ∞ is the unique good block, B g ∞ = B ∞ . Therefore, g induces an automorphism g 1 ∈ G 1 acting on B ∞ , and a g 2 ∈ G 2 acting off B ∞ . Then, for any other block:
which implies
, an arbitrary pre-image of g 2 . We then define an automorphism g acting as g 1 on B ∞ and as g 2 off B ∞ as follows:
Which is a block of D 1 σ A 2 , proving that g induces an automorphism. 
The tensor product
If D 1 = (P 1 , B 1 ) and D 2 = (P 2 , B 2 ) are Hadamard designs, we denote by D 1 ⊗ D 2 the Hadamard design on P 1 ∪ P 2 ∪ (P 1 × P 2 ), with blocks of the following form.
We will need the line structure of the design (colines are described similarly). 
Two special cases are worth mentioning. First, the trivial case of an "empty" Hadamard design E with no points or blocks. Clearly, D ⊗ E = D (just as taking a Kronecker product with the matrix [1] leaves the original matrix unchanged) and this case shall hereafter be ignored. More interesting is the tensor product with the Springer design consisting of one point and block which are non-incident. As mentioned in Section 3 above, this corresponds to the doubling construction of Dσ 0 D + .
Corollary 4.5. If
D ∼ = D 1 ⊗ D 2 ,
then every point of D is on at least one line of size 3.
Proof: Lines of the form { p 1 , p 2 , ( p 1 , p 2 )} cover all points.
For any Hadamard design D and point p, define:
and for any X ⊆ P:
, and let ⊥ 1 denote the perp structure of
Proof: Lines of type i give p Of course, we can similarly characterize p
Proof: p
⊥ as lines of type iii will exist whenever the corresponding line exists in Proof: For any p 1 ∈ P 1 and p 2 ∈ P 2 , there exists an automorphism g ∈ Aut( 
and only if the point set and the block set of D can be partitioned as
) satisfying the following:
1. The incidence structures (P i , B i ) are both induced 2-designs of D. 5 2. For all p 1 ∈ P 1 and B 2 ∈ B 2 we have p 1 ∈ B 2 , and for all p 2 ∈ P 2 and B 1 ∈ B 1 we have
Proof: The forward implication is immediate, by the definition of D 1 ⊗ D 2 . For the converse, first note that if such sub-designs of D exist, they must themselves be symmetric designs. The existence of the partitions shows:
Combined with Fisher's Inequality: v i ≤ b i for any 2-design gives v i = b i , implying that both induced sub-designs are symmetric. To see that both designs are Hadamard, consider any block
Thus, since D is Hadamard, we have:
Which gives:
which shows that D 1 is Hadamard. Similarly, so is D 2 .
5 By conventional abuse of notation, (P i , B i ) is the design consisting of the point set P i and blocks being the intersection of B i with the point set. Note that (P i , B i ) may be empty or tirvial, as indicated above. 
Proof: The design on the left has point-set:
and blocks similarly. The subdesigns (P 1 , B 1 ) and ( 
where Proof: It suffices to show that
; D 2 will decompose similarly. We have:
as a partition of P 1 . We first show that this partition satisfies Property 3 of Theorem 4.11. Let p 1 = ( p 1 , p 2 ), so p 1 = p 1 * p 2 . We need to show that p 1 , p 2 ∈ P 1 . By Lemmas 4.6 and 4.7, we have:
Thus, P 2 ⊆ p ⊥ 1 , so p 1 ⊥ ∈ P 1 by Corollary 4.9. Clearly, the same argument shows that p 2 ∈ P 1 , so we have verified Property 3 for the points of P 1 . For the dual condition, suppose B 1 = (B 1 , B 2 ) ∈ B 1 . We need to show B * 1 , B * 2 ∈ B 1 . It suffices to show that P 2 ⊂ B * 1 as the blocks of B 1 are the only blocks which contain all points of P 2 , and we already have P 2 ⊂ B * 1 = (B 1 , B 2 ). Let q 2 ∈ P 2 , and we consider the following 3 cases: 6 Note that the D i ∩ D j may be trivial, or even empty.
. By the argument above, this means q 1 ,
The same argument shows B 2 ∈ B 1 , completing the proof of Property 3. Property 2 of Theorem 4.11 is immediate, as any point of P 1 ∩ P 1 is contained in every block of B 1 ∩ B 2 simply by the incidence relations in
For Property 1 of Theorem 4.11, first note D 1 is a 2-design. Any two points p, q ∈ P 1 ∩ P 1 lie on λ 1 blocks of B 1 . But, B 1 = (B 1 ∩ B 1 ) ∪ (B 1 ∩ B 2 ) ∪ (B 1 ∩ (B 1 × B 2 ) ). Suppose p and q lie on λ pq blocks of B 1 ∩ B 1 . Then they lie on every block of B 1 ∩ B 2 by Property 2 (say this set has size β), and Property 3 gives us that the blocks of B 1 ∩ (B 1 × B 2 ) are on unique colines with a block from each of the first two sets, so p and q must lie on λ pq β blocks of that type. Therefore:
Since λ 1 and β are both independent of the choice of p and q, λ pq must be too. In other words, (P 1 ∩ P 1 , B 1 ∩ B 1 ) is an induced 2-design of D 1 . The same argument gives (P 1 ∩ P 2 , B 1 ∩ B 2 ) a 2-design, completing the proof.
In the above theorem, "no good points" can be replaced with the hypothesis "no good blocks" by duality.
If
we say D is tensor-indecomposable. The following corollary demonstrates that, in the absence of good points, a design decomposes into unique tensor factors. This is in contrast to the classical case of PG(d, 2), which can be decomposed into complementary subspaces in many ways. 
Proof:
We have:
If D 1 = D 1 , we are done by induction. Otherwise, Theorem 4.13 gives:
Another application of Theorem 4.13 yields:
By induction, this decomposition is unique, so m − 1 = n − 1, and for some i, we
Similarly, determining a factorization determines the automorphism group in terms of the automorphism groups of the factors involved.
Corollary 4.15. Let D have no good points and
Proof: Any automorphism of D maps a decomposition to a decomposition, but Theorem 4.14 ensures that this decomposition is unique. Thus, the above group is the only possibility. 
Constructing rigid designs
In this section we construct Hadamard designs with no non-trivial automorphisms. First, we mention a well-known fact regarding automorphisms of Hadamard designs. 
Proof:
We'll show p ∞ behaves as stated: if g ∈ Aut(D 2 ) fixes p ∞ , we will show g = 1.
By Corollary 3.10, g induces a g 1 ∈ G 1 and a g 2 ∈ Aut(D + ) which induces a g 2 ∈ G 1 on parallel classes (G 1 and G 1 as in Property 2.3 above), with g 1 = g 2 τ . Since g fixes p ∞ , so does g 2 . Thus, g 2 fixes (as a set) the blocks on p ∞ , and restricted to those blocks g 2 induces an automorphism g * 2 of (D
Since one member of each parallel class contains p ∞ , the action of g * 2 on those blocks can be deduced from the action of g 2 on parallel classes. In fact, since σ 0 associates to each parallel class of D + 1 the member of the parallel class containing p ∞ , we see g * 2 = g 2 σ 0 in its representation on blocks of D 1 .
t , we have:
−1 is at most twice the size of the support of t. However, both of the automorphisms (g *
)
−1 and g 1 (g *
−1 must fix B. Thus,B
Thus, g 1 (g *
−1 fixes at least 4n + 1 blocks, implying g 1 (g * 1 is the identity on parallel classes, meaning g 2 is the identity, or a translation. Since g 2 fixes p ∞ , it must be the identity (recall that translations are fixed point free). Thus, any g ∈ Aut(D 2 ) which fixes the point p ∞ must be the identity. Since D 2 has a point not fixed by any non-trivial automorphism, D * 2 has a block with that property, call this blockB. Also, D 2 has a unique good block we'll call C 2 (again, so as not to confuse it with the new B ∞ in the following construction) which induces the unique good parallel class 2 ). By Lemma 3.9: g 1 = g 2 γ , and since C γ =B, g 1 must fixB, implying that g 1 is the identity (becauseB was chosen to be the block moved by any non-trivial automorphism). Thus, g 2 is the identity on parallel classes of blocks. Since D + 2 does not admit translations (again by Lemma 2.1 and the fact D 2 has no good points, by 2.2 and 2.3), g 2 must be the identity. Thus, g fixes all blocks of D 3 , so must be the identity. 
GMW designs
GMW designs are symmetric designs arising from certain difference sets, and have the same parameters as projective spaces. For a definition and basic properties, see [2, Section VI, 17] . Additionally, [8, Theorem 1] gives the full automorphism group of such designs, as well as determining when they are isomorphic. This is also proven in [3, Theorem 1.2], without the use of the classification of finite simple groups. We will not need the full generality of the theorems in those papers, but use the following: The field size 8 here is entirely arbitrary, any power of 2 greater than 4 will do. Note that while the designs in question have the same parameters as a projective space of dimension 3N − 1 over F 2 , they are not isomorphic to projective spaces, as their automorphism groups are too small. Other differences are also apparent. Note that this proof can also be done by simply citing [16, Theorem 1.1], which classifies all affine designs admitting a 2-transitive action on points. However, the above proof is included for completeness, and does not require the classification of finite simple groups.
Isolating given finite groups
In light of Theorem 3.10, we now show that any group is isomorphic to the intersection of two conjugate copies of L(N , 8) within the symmetric group S 8 N −1 for suitably chosen N . The lemma below is adapted from [8] . A similar argument can be found in [7, Lemma 10.3] .
Lemma 7.1. Let G be a finite group, with N
Proof: Throughout, we will be considering the action of the groups
, so notation involving span and direct sum will always be assumed to have the zero vector removed. Let K = F 8 2 and set
where Y is some set of more than 2|G| linearly independent vectors. G acts on F Now, set π to be the product of 2 disjoint cycles π 1 and π 2 , both pointwise fixing K x 1 and K u, with π 1 a 6-cycle permuting all but 1 non-zero vector of a 1-space of K x 1 ⊕ K u, and π 2 a (8 4 − 2(8 2 ) − 5)-cycle acting on the remaining non-zero vectors of K x 1 ⊕ K u. Set π to be the product of 2 disjoint cycles π 1 and π 2 , both pointwise fixing K x 1 and K y 0 , with π 1 a 6-cycle permuting all but 1 non-zero vector of a 1-space of K x 1 ⊕ K y 0 and π 2 a (8 4 − 2(8 2 ) − 6)-cycle on K x 1 ⊕ K y 0 , whose support contains the remaining non-zero vector of the 1-space spanned by the support of π 1 . Set π * to be the product of 2 disjoint cycles π 1 * and π 2 * , both pointwise fixing K u and Y , where π 1 * is a 6-cycle on all but 1 non-zero vector of a 1-space, and π 2 * a (8 2+|Y | − 8 |Y | − 8 2 − 5)-cycle on the remaining non-zero vectors of K u ⊕ Y . Whenever 1 = g ∈ G let π g denote the product of 2 disjoint cycles, both pointwise fixing K x 1 ⊕ x g and K x 1 ⊕ Y 0 , π 1g is a 6-cycle permuting all but 1 non-zero vector of a 1-space, and π 2g a cycle of length greater than 8 2+|Y 0 | whose support spans exactly K x 1 ⊕ x g ⊕ Y 0 . Furthermore, choose π 2g in such a way that the length of the cycle differs for distinct g. This is possible, as |G| < 8
and
σ , as all elements of G commute with σ ; we are going to prove equality here. , π 2 * is a longer cycle than any of the π 2g , and hence is the longest cycle of σ . Thus, α must stabilize the support of π 2 * . Also, α permutes the 6-cycles of σ , hence must permute the 1-spaces they determine. Thus, α must fix the single vector in the intersection of those 1-spaces and the support of π 2 * . Since α fixes this vector and commutes with π 2 * , it must fix all vectors in the support of π 2 * . This set contains a basis for K u ⊕ Y , so α must be the identity on this subspace. In particular, α is linear.
If (K x 1 ⊕ K u) α = K x h ⊕ K u then we may replace α with αh −1 and assume K x 1 ⊕ K u is left invariant by α. This means that α commutes with π , hence must stabilize the support of π 2 . Again, this support intersects the 1-spaces determined by all the 6-cycles of σ in a single vector, implying that α pointwise fixes the support of π 2 . Again, this set contains a basis of K x 1 ⊕ K u, so α induces the identity on K x 1 ⊕ K u. Note that if |G| = 1 we are finished, as in that case F N 8 = K x 1 ⊕ K u ⊕ Y , so we have shown that α is the identity. Therefore, we may assume |G| > 1.
α must permute the cycles of length 8 4 − 2(8 2 ) − 5, as well as the cycles of length 8 4 − 2(8 2 ) − 6. Thus, for all h ∈ G, there exists h
, since K u and K y 0 are fixed by α. Thus, the "basic" subspaces K x h are permuted by α.
Let g = 1. Then the cycles π 2g are of distinct length for different g. α must permute these cycles, so for each h there is some h such that
Then K x h * ⊕ x gh α ⊂ K x h ⊕ x gh ⊕ Y 0 so that h = h * , since K x h is the only "basic" subspace of K x h ⊕ x gh ⊕ Y 0 . This in turn implies that x gh α = x gh . Since x gh α ⊂ (K x gh ) α = K x (gh) * , it follows that (gh) * = gh = gh * for all g = 1 and h. Since 1 * is already known to be 1, setting h = 1, we see g * = g, so that α stabilizes each K x g . Thus, (K x g ⊕ K u) α = K x g ⊕ K u, since α = 1 on K u. As before, this means that α must centralize π h 2 , and fix the vector it has in common with the 1-spaces determined by the 6-cycles, so α must pointwise fix the support of π 
