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Abstract
There has been increasing interest in statistical analysis of 
data lying in manifolds. This paper generalizes a smooth-
ing spline fitting method to Riemannian manifold data 
based on the technique of unrolling, unwrapping and wrap-
ping originally proposed by Jupp and Kent for spherical 
data. In particular, we develop such a fitting procedure 
for shapes of configurations in general m-dimensional 
Euclidean space, extending our previous work for two-
dimensional shapes. We show that parallel transport along 
a geodesic on Kendall shape space is linked to the solution 
of a homogeneous first-order differential equation, some 
of whose coefficients are implicitly defined functions. This 
finding enables us to approximate the procedure of unroll-
ing and unwrapping by simultaneously solving such equa-
tions numerically, and so to find numerical solutions for 
smoothing splines fitted to higher dimensional shape data. 
This fitting method is applied to the analysis of some dy-
namic 3D peptide data.
K E Y W O R D S
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1 |  INTRODUCTION
Analysis of temporal shape data has become increasingly important for applications in many fields, 
and a common definition is that the shape of an object is what is left after removing the effects of 
rotation, translation and re-scaling (Kendall, 1984). For an introduction to the statistical analysis of 
shape, see Dryden and Mardia (2016); Kendall et al. (1999); Patrangenaru and Ellingson (2016) and 
Srivastava and Klassen (2016). An important focus is on the shapes of landmark data, where each 
object consists of k > m points in ℝm. After removing translation, scale and rotation, the data lie in 
Kendall's shape space, denoted as Σk
m
 (Kendall, 1984).
Suppose that we are given a time series of landmark shape data which are measurements of a 
moving object. One may wish to find the overall trend or be interested in the behaviour of the object 
at unobserved times, including an explanation of how the shapes change between successive times. 
For example, in the field of molecular biology, the study of dynamic proteins is of interest. However, 
currently, there is very limited methodology available for fitting models for m = 3 dimensional shape 
data which exhibit a large amount of variability.
The main difficulty in applying classical statistical approaches directly to landmark shape data lies 
in the fact that shape spaces are curved manifolds and have singularities if m = 3, so that standard 
multivariate linear methods are not appropriate. In particular, if we wish to fit a smoothing spline 
through points on a curved manifold, as pointed out by Jupp and Kent (1987), one cannot simply use 
a spline defined by linear combinations of manifold valued basis functions. Such linear operations are 
not available in general on a manifold. Jupp and Kent (1987)'s novel approach to the problem for spline 
fitting on a sphere was to unroll a base path onto a plane; unwrap the data onto the plane with respect 
to the base path; fit a smoothing spline to the unwrapped data in this plane; and finally wrap the fitted 
spline values back to the sphere. Their method was applied to fitting a smoothing spline to an apparent 
polar wander path on earth from positions of the palaeomagnetic north pole taken over time.
A generalization of Jupp and Kent (1987)'s method was considered by Kume et al. (2007) for shape 
data in m = 2 dimensions and by Pauley (2011) for data on general Lie groups (called ‘JK-cubics’). 
Pauley (2011) also considered ‘Riemannian cubics’ which involve solving the Euler–Lagrange equa-
tion. All these situations benefit from the manifolds being homogeneous (where local geometrical 
properties are identical over the manifold). However, so far it has not been possible to apply the tech-
nique to non-homogenous manifolds. In this paper, we generalize Jupp and Kent (1987)'s method to 
general Riemannian manifolds, and in particular provide methods and applications for the important 
practical case of temporal sequences of 3D shape data.
If the shape changes of interest are small then an alternative way to make progress is to carry 
out classical techniques on the projection of the data onto the Procrustes tangent space (Kent & 
Mardia, 2001) at an estimate of the mean of the data, as carried out by Kent et al. (2001) and Morris 
et al. (1999). However, if the variability is large then the tangent space projection can be a poor 
approximation to the manifold, leading to inappropriate inference. If the data approximately follow 
a geodesic path then geodesic-based fitting approaches would be appropriate, such as given by Le 
and Kume (2000), Fletcher et al. (2004) and Fletcher (2013). A more general method of principal 
geodesic analysis based on intrinsic methods of fitting geodesics to data on Riemannian manifolds 
was developed in Huckemann and Ziezold (2006) and Huckemann et  al. (2010). These methods 
are more widely applicable than the principal geodesic analysis proposed in Fletcher et al. (2004) 
and Fletcher (2013), and provide an alternative definition of a mean. However, these geodesic ap-
proaches will be limited when the data follow more complicated paths. Other relevant work includes 
regression on Riemannian symmetric spaces (Cornea et al., 2017), intrinsic polynomial regression 
(Hinkle et al., 2014), extrinsic local regression (Lin et al., 2017), global and local Fréchet regression 
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(Petersen & Müller, 2019), intrinsic and varying coefficient regression models for diffusion tensors 
(Yuan et al., 2013; Zhu et al., 2009). Su et al. (2012) discussed smoothing splines using a Palais 
metric-based gradient method and, as for Pauley (2011)'s Riemannian cubics, this approach requires 
explicit knowledge of the complete geometrical structure of the manifold, which is often difficult to 
calculate. None of these methods can be used for fitting general curves to 3D shape data, which is 
the main motivation for this paper.
In Section 2, we first provide an introduction to the basic geometrical ideas and then generalize 
Jupp and Kent (1987)'s method to Riemannian manifolds. In Section 3, we investigate how to use the 
result in Le (2003) to analyse three or more dimensional shape data from a more practical point of 
view. An important contribution in this paper is that we give an explicit method for computing parallel 
transport for landmark shapes in at least three dimensions. Le (2003) discussed parallel transport in 
quotient spaces in general, and in particular her Theorem 1 gives three mathematical conditions which 
need to be satisfied for parallel transport in shape space. For landmarks shapes in m=2 dimensions, 
explicit expressions are available which satisfy the conditions, and were utilized by Kume et al. (2007) 
for fitting smoothing splines. In contrast, Le (2003)'s three conditions involve the unknown parallel 
transport vector V(s) and some unknown skew-symmetric matrices A(s), but no quantitative method 
for how to find such matrices and construct parallel transport in the general case. Although there was 
some discussion in special cases, no general method was given to construct a solution. In our paper, 
we give Proposition 2, with a proof, which enables us to find the A(s) and compute the parallel trans-
port V(s) by numerically solving a system of homogeneous first-order ordinary differential equations 
(ODEs), some of whose coefficients are implicitly defined functions. So, for the first time, we are now 
able to compute the parallel transport for 3D landmark shapes.
In addition, we implement the generalization of Jupp and Kent (1987)'s smoothing splines using 
unrolling, unwrapping and wrapping to 3D shape space, and an overview of an algorithm is given 
in Section 3.1. By solving the ODEs numerically, we can approximate the procedure of unrolling 
and unwrapping, and hence obtain numerical solutions for smoothing splines fitted to 3D shape 
data. This is the first time that the unrolling and unwrapping procedure has been implemented for 
a non-homogenous quotient space as far as we are aware. Hence, our methodology has provided a 
significant increase in generality to the very important practical case of analysing 3D shape data. 
In Section 4, we apply the methodology to the analysis of 3D molecular dynamics data. Molecular 
dynamics data have been used in a wide variety of important applications, for example in the study 
of protein folding and enzyme catalysis (Karplus & Kuriyan, 2005). A key component is the study 
of the 3D shape of a molecule as it changes over time. Finally, in Section 5, we conclude the paper 
with a brief discussion.
2 |  SMOOTHING SPLINES ON MANIFOLDS
2.1 | Unrolling, unwrapping and wrapping
Recall that three of the main ingredients of the spline fitting technique used in Jupp and Kent (1987) 
and Kume et al. (2007) are, respectively, (i) unrolling a curve, or path, in the relevant space to the 
tangent space at its starting point; (ii) unwrapping points in the space at known times, with respect to a 
path, onto the tangent space at the starting point of the path; and (iii) wrapping points onto a manifold, 
which is the reverse of unwrapping. The path, with respect to which the unwrapping is carried out, 
is usually called the ‘base path’. To generalize the spline fitting of Jupp and Kent (1987) to general 
manifolds, we reformulate these three procedures in a more general manifold setting.
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We briefly provide an introduction to some relevant aspects of differential geometry, and for fur-
ther details there are many texts, including Bär (2010), Boothby (1986) and Dryden and Mardia (2016 
section 3.1). Informally a Riemannian manifold M is a manifold that has a positive-definite inner prod-
uct (Riemannian metric tensor g) defined on the tangent space at each x ∈ M, which varies smoothly 
with x. The Riemannian metric tensor allows one to define geometrical properties of the manifold, 
including measuring distance along a shortest path (minimal geodesic) between two points on the 
manifold. Write τx(M) for the tangent space of M which touches the manifold at x. The exponential 
map is a map from the tangent space to the manifold M and the definition is given below. Its inverse 
is called the inverse exponential map. The left plot of Figure 1 shows the case of a sphere for M, geo-
desic γ, tangent space τx(M), distance d and the inverse exponential map projection from the manifold 
x � ∈ M to a point q in the tangent space. The Euclidean distance d between the pole x and q in the 
tangent space is the same length as the induced Riemannian distance d(x,x′) between x and x′ along 
the geodesic γ, and this is a particular property of the exponential map for a Riemannian manifold.
In more detail, let M be a complete and connected Riemannian manifold with induced Riemannian 
distance d and denote by τx(M) the tangent space to M at x  ∈  M. The exponential map on M at x can 
be expressed by
where γ is the geodesic such that γ(0) = x and ̇ (0) = v∕ ‖v‖. Since ‖ ̇ (0) ‖ = 1, γ is usually referred 
to as a unit-speed geodesic. Thus, when there is a unique shortest unit-speed geodesic γ from x to x′, the 
inverse of the exponential map can be expressed as
where d(x,x′) is the induced Riemannian distance between x and x′.
Intuitive descriptions of the unrolling, unwrapping and wrapping procedures can be found in Jupp 
and Kent (1987) for spherical data and Kume et al. (2007) for planar shape data. The basic idea can 
be understood by considering the manifold M as a sphere with a base path  ( t) ∈ [ t0, tn ] marked in 
wet ink on the sphere, and a base tangent plane which touches the sphere at the start point of the base 
path  ( t0 ). The unrolling of the path γ(t)
† is the trace that the wet ink leaves on the tangent plane after 
expx: x (M ) ↦ M ; expx (v) =  ( ‖v‖ ) ,
exp−1
x
(x � ) = d(x, x � ) ̇ (0) = q ∈ x (M) ,
F I G U R E  1  (left) A diagrammatic view of M in the case of a sphere, with tangent space τx(M) which touches the 
manifold at x; the minimal geodesic γ from x to x′ which has the same length as the Euclidean distance d in the tangent 
space from x to q; and the inverse exponential map projection from the manifold x′ ∈ M to q in the tangent space 
(adapted from Severn et al., 2019). (right) An illustration of parallel transport. The vector in the tangent space at A is 












   | 5KIM et al.
rolling the tangent plane along the base path on the sphere without slipping or twisting so that at time 
t the tangent plane touches the sphere at γ(t). The unwrapping of a point on the sphere with respect to 
γ is then a projection into the base tangent space that preserves direction and distance. The wrapping 
from the base tangent space to the manifold is the reverse of the unwrapping procedure. The unrolling, 
unwrapping and wrapping ideas are also appropriate when M is a Riemannian manifold, although their 
construction is in general more complicated.
In Figure 2, we provide a diagrammatic view of the unrolling, unwrapping and wrapping in the 
special case where γ(t) is a continuous piecewise geodesic curve in a Riemannian manifold M. The 
piecewise geodesics in M, the piecewise linear paths in tangent space and the angles are displayed. 
In particular, the unrolling of a geodesic in M on to the tangent space at its initial point is a straight-
line segment, starting from the origin. This linear segment is determined by the tangent vector to the 
geodesic at its initial point and has the same length as the geodesic. The unrolling of a continuous 
piecewise geodesic on to the tangent space at its initial point is a piecewise linear path, starting from 
the origin. The first segment of this piecewise linear path has the same length as the first geodesic 
segment and its direction is determined by the tangent vector to the first piece of the geodesic at its 
initial point. The lengths of the remaining segments of this piecewise linear path are the same as the 
corresponding parts of the piecewise geodesic and the angles through which they turn are the same as 
those of the corresponding parts of the piecewise geodesic. Moreover, the unwrapping at time t, with 
respect to such a piecewise geodesic γ of a point x is the point x† ∈  ( t0 ) (M) determined as follows: 
the length of x† − γ(t)† is the same as that of the geodesic from γ(t) to x and the angle that x† − γ(t)† 
makes with γ† is the same as the angle that the geodesic from γ(t) to x makes with γ. Finally, the wrap-
ping at time t is the reverse of the unwrapping, and maps x† on  ( t0 ) (M ) to x  ∈  M.
Formally, unrolling, unwrapping and wrapping are closely linked to the concept of parallel transport 
along a curve. The latter is a method of transporting tangent vectors along smooth curves in a manifold 
and, in some sense, provides a method of isometrically moving the local geometry of a manifold along 
curves. The Riemannian metric tensor g defines a unique affine connection called the Levi-Civita con-
nection ∇, or covariant derivative, which enables us to say how vectors in tangent spaces change as we 
move along a curve from one point to another without slipping or twisting. Let γ(t) be a curve on M and 
we want to move from  ( t0 ) to γ(s) and see how the vector v( ( t0 ) ) ∈  ( t0 ) (M ) is transformed to in 
the new tangent space τγ(s)(M). The parallel transport of v along γ is a vector field v(s) which satisfies a 
system of differential equations in (1) which in general is solved numerically, although for some mani-
folds the solution is analytic. The right plot of Figure 1 illustrates the parallel transport of a vector along 
F I G U R E  2  A diagrammatic view of unrolling, unwrapping and wrapping (adapted from Kume et al., 2007).
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a continuous piecewise geodesic path. The vector in the tangent space at A is parallel transported along 
the geodesic to B, then along the geodesic to C and then finally along the geodesic to D.
More precisely, suppose that γ(t), 0  ≤  t ≤ t* is a smooth curve in M and that v0 ∈  ( 0 ) (M ), where 
t* > 0 is a fixed constant. Then, the parallel transport of v0 along γ is the extension of v0 to a vector 
field v on γ such that
This provides linear isomorphisms between the tangent spaces at points along the curve γ:




 ( t )
 ( s )
)−1
= P
 ( s )
 ( t )
.
Definition 1  In terms of the parallel transport P ( t )
 ( s )
 for a smooth curve γ in M:
• the unrolling of γ onto τγ(0)(M) is the curve γ
† on τγ(0)(M) such that γ
†(0) = 0 and
• the unwrapping at t ∈ [0, t∗ ], with respect to γ, of a point x ∈ M into τγ(0)(M) is the tangent vector at 
γ(0) obtained as follows: first map x to τγ(t)(M) using exp−1 ( t ) to give exp
−1
 ( t )
(x); then parallel translate 
it along γ(t) back to τγ(0) to give the tangent vector P
 ( t )
 ( 0 )
(exp−1
 ( t )
(x) ) at γ(0); finally, the unwrap-
ping at t of x ∈ M into τγ(0)(M) is the (Euclidean parallel) translation, within τγ(0)(M), of the tangent 
vector P ( t )
 ( 0 )
(
exp−1
 ( t )
(x)
)
 to γ†(t). In other words, the unwrapping at t of x  ∈  M into τγ(0)(M) is 
the sum of the two tangent vectors in τγ(0)(M):  γ
†(t) and the parallel transport of the tangent vector 
exp−1
 ( t )
(x) ∈  ( t ) (M) along γ to τγ(0)(M), that is the unwrapping at t of x, with respect to γ, is
• the wrapping at t, with respect to γ, of a tangent vector v ∈  ( 0 ) (M) back into M is the reverse of 
the unwrapping procedure.
In particular, if γ is a geodesic, then γ† is the linear segment of the same length as γ and in the same 
direction as the initial tangent vector of γ, that is, it is the linear segment from the origin of τγ(0)(M) to 
exp−1
 ( 0 )
( ( t∗ ) ).
2.2 | Smoothing spline fitting on manifolds
The goal in our work is to fit a smooth path to a data set of points on a manifold that are recorded at 
times t0, t1, …, tn. The procedure involves a trade-off between fitting the observed data well and the 
curve being smooth. The fitted smooth path is called a smoothing spline and is useful for prediction, 
(1)∇ ̇ ( t ) v( ( t) ) = 0, v( (0) ) = v0.
P
 ( t )
 ( s )
:  ( t ) (M ) →  ( s ) (M) .
d † ( t)
dt
= P
 ( t )
 ( 0 )
( ̇ ( t) ) , 0 ≤ t ≤ t∗ ;
 † ( t ) + P ( t )
 ( 0 )
(
exp−1
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for example providing a smooth estimate of the trend in the presence of noisy data and for interpolat-
ing on the manifold at times between observed data points.
At first, let us recall information about smoothing splines in Euclidean space, for example see 
Green and Silverman (1994). For v0, v1, …, vn ∈ ℝd observed at times, t0, t1, …, tn, respectively, the 
cubic smoothing spline estimation for this data set in ℝd seeks the function, or path, ̂f†

: T → ℝd that 
minimizes
among all 2-functions, where T = [t0,tn] and λ > 0 denotes a smoothing parameter (Green & Silverman, 
1994). The integrated squared norm of second derivative of the function is a measure of the roughness of 
the curve. Since the objective function is additive over each component of f†

, this minimization problem 
can be solved on each component f†(j) of f† separately to reduce the d-dimensional minimization problem 
to d one-dimensional ones, so that
for j = 1, …, d. The solution to such a minimization problem is a cubic spline with knots at the unique val-
ues of vi, while the smoothing parameter λ controls the trade-off of the model complexity. When λ tends 
to zero, ̂f†

 becomes an interpolating cubic spline. On the other hand, ̂f†

 becomes a classical simple linear 
regression line when λ tends to infinity.
Penalties with other functional forms could also be used and the knots do not need to coincide 
with the data points. Using p ≥ 1 order derivatives in the penalty leads to a spline of order 2p − 1 
(Schoenberg, 1964). The integrated squared second derivative penalty function (p = 2) used above 
leads to the cubic smoothing spline which often works well in practice. We also consider the p = 1 
case
for j = 1, …, d. The solution is a linear spline for each component, which consists of a continuous piece-
wise linear function with possible jumps in the slope at each knot.
Turning to smoothing splines on manifolds, in a similar fashion to that in Jupp and Kent (1987) 
and Kume et al. (2007), we use the concept of unrolling and unwrapping to define M-valued smooth 
splines as follows.
Definition 2 For a given data set  = {xj: 0 ≤ j ≤ n} in M, where xj is observed at time tj, and 
smoothing parameter λ, we define theM-valued smoothing spline fitted to  with parameter λ to be 
the 2-function
such that its unrolling f† onto  f ( t0, ) (M) is the cubic smoothing spline fitted to the data † obtained by 
unwrapping  at times tj, with respect to f(·, λ), into  f ( t0, ) (M).
n�
i= 0


























































f( ⋅ , ) : [ t
0
, tn ] → M
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Similar to spherical case in Jupp and Kent (1987), f(·, λ) is the smoothing spline with parameter λ 
for  if, except at the data times, its unrolling f† satisfies the equation that d4f†(t)/dt4 = 0, that is f† is 
the Euclidean smoothing cubic spline with parameter λ for †.
Note also that, when λ tends to infinity, f(·, λ) becomes the geodesic segment obtained using the 
principal geodesic analysis developed in Huckemann and Ziezold (2006) and Huckemann et al. (2010).
To find the smoothing spline fitted to a given data set , the iterative scheme for approximation 
given in Jupp and Kent (1987) can be applied to general manifolds: take the piecewise geodesic pass-
ing through the data points as the initial curve f0; at each step ℓ ⩾ 0, unwrap  with respect to fℓ to 
get †

 in  f

( t0 )




 in  f

( t0 )
(M); then the curve fℓ+1 is 
defined to be the wrapped path, with respect to fℓ, of f
†
+1
 in M. The iterative procedure stops when fℓ 
and fℓ+1 are sufficiently close.
In such an iterative scheme, smooth curves are approximated by piecewise geodesics. Thus, for the 
implementation in practice, it is sufficient to restrict ourselves to the procedures of unrolling a piece-
wise geodesic and of unwrapping and wrapping with respect to a piecewise geodesic.
Proposition 1 For a given curve γ(t), t0 ≤ t ≤ tn, on M, which is a geodesic between ti and ti+1, where 
t0 < t1 < ⋯ < tn, the above unrolling, unwrapping and wrapping procedures along γ can be 
formulated as follows.
• The unrolling of γ onto  ( t0 ) (M ) is the piecewise linear segment in the tangent space  ( t0 ) (M ) 
joining the following successive points:
Note that
• The unwrapping at time t of x  ∈  M, with respect to γ, into  ( t0 ) (M ) is the tangent vector 
x
†
t ∈  ( t0 ) (M) given by
as long as there is a unique geodesic between x and γ(t).
• The wrapping at time t ∈ [ t0, tn ], along γ, of a tangent vector v ∈  ( t0 ) (M) back into M is the point 
xt ∈ M given by
where vt is the tangent vector in τγ(t)(M) specified by
 ( ti )
† =
{
0 i = 0
 ( ti−1 )
† + P
 ( t1 )
 ( t0 )
◦P
 ( t2 )
 ( t1 )
◦…◦P
 ( ti − 1 )
 ( ti − 2 )
(
exp−1
 ( ti − 1 )
( ( ti ) )
)
1 ≤ i ≤ n.





𝛾 ( tj+1 )
† − 𝛾 ( tj )
†
}






𝛾 ( t0 )
(x) if t = t0
𝛾 ( t ) † + P
𝛾 ( t1 )
𝛾 ( t0 )
◦P
𝛾 ( t2 )
𝛾 ( t1 )
◦⋯◦P
𝛾 ( tj )
𝛾 ( tj − 1 )
◦P
𝛾 ( t )
𝛾 ( tj )
�
exp−1
𝛾 ( t )
(x)
�
if tj < t ≤ tj+1,
xt = exp ( t ) (vt ) ,
vt =
{
v if t = t0
P
𝛾 ( tj )
𝛾 ( t )
◦P
𝛾 ( tj − 1 )
𝛾 ( tj )
◦⋯◦P
𝛾 ( t0 )
𝛾 ( t1 )
(
v − 𝛾 ( t) †
)
if tj < t ≤ tj+1.
   | 9KIM et al.
It is clear that, to be able to carry out the unrolling, unwrapping and wrapping procedures in prac-
tice, the crucial steps are to find the expressions for the exponential map, as well as its inverse, and for 
the parallel transport along a geodesic.
Example  The expressions for unrolling, unwrapping and wrapping are known in the case of the 
unit sphere Sd:
• a unit speed geodesic starting from x ∈ Sd takes the form
where v ∈ ℝd+1 such that ‖v‖ = 1 and 〈x, v〉=0;
• the exponential map at x has the expression
for any v ∈ ℝd+1� {0} such that 〈x, v〉=0;
• the inverse exponential at x is given by
for all x � ∈ Sd� { −x};
• the parallel transport of the tangent vector w ∈  ( t0 ) (S
d ) along the geodesic γ defined by (4) is the 
vector field w(t) along γ(t) given by
where v = ̇ (0), as w( t) ∈  ( t ) (Sd ) and as the covariant derivative of w(t) along γ is 
∇ ̇ ( t ) w ( t ) = ẇ ( t) − ⟨ ẇ ( t ) ,  ( t) ⟩ ( t ).
See Figure 1 for illustrations of these concepts for S2.
3 |  SMOOTHING SPLINES IN SHAPE SPACE
The method in the previous section provides a general framework for fitting smoothing splines on 
manifolds, and we now investigate the particular case of fitting smoothing splines in shape space. 
Recall that, for a configuration in ℝm with k(> m) labelled landmarks, its pre-shape is what is left after 
the effects of translation and scaling are removed and that this pre-shape can be represented by an 
m × (k − 1) matrix X with ‖X‖2 = tr(XX⊤) = 1 (Kendall, 1984; Kendall et al., 1999). The space k
m
 of 
such pre-shapes is known as the pre-shape space of configurations of k labelled landmarks in ℝm and 
is the unit sphere of dimension m(k − 1)− 1, that is k
m
= Sm ( k−1 ) −1. The Kendall shape space Σk
m
 of 
configurations with k labelled landmarks in ℝm is then the quotient space of k
m
 by the rotation group 
SO(m) acting on the left (Kendall et al., 1999). We shall use [X] to denote the shape of the pre-shape X.
(4) ( t ) = x cos( t) + v sin( t) ,
(5)expx (v) = x cos( ‖v‖ ) + v‖v‖ sin( ‖v‖ )
exp−1
x
(x � ) =
x � − ⟨x, x � ⟩x
‖x � − ⟨x, x � ⟩x‖ arccos( ⟨x, x
� ⟩ )
w ( t) = w − ⟨w, v⟩ (v − ̇ ( t ) ) ,
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Unfortunately, due to their non-trivial geometric structure, the direct implementation on the 
Kendall shape spaces for configurations in ℝm (m ⩾ 3) of the exponential map and, in particular, 
of the parallel transport turns out to be challenging (Kendall et al., 1999). This in turn makes the 
practical implementation of the spline fitting idea proposed in the previous section difficult. One 
possible way to overcome this difficulty is to explore the fact that Kendall shape spaces are the quo-
tient spaces of Euclidean spheres and to use the much simpler structure of spheres, as has previously 
been done by many in various different statistical investigations in shape analysis. For example, Le 
(2003) obtained an equivalent, qualitative description of the parallel transport on shape spaces via 
the pre-shape sphere. In the case of shapes of configurations in ℝ2, this description leads success-
fully to a closed expression for such an equivalent notion on the pre-shape sphere, which has then 
been used for statistical analysis of shape in Kume et al. (2007). Unfortunately, as pointed out in Le 
(2003), such a closed expression is generally unavailable on the shape space of configurations in 
ℝm for m ⩾ 3.
In Section 3.1, we will first provide an overview of the shape spline fitting algorithm. The full 
technical details of the algorithm require further developments, and in Section 3.2, first we summa-
rize facts about the tangent space and geodesics on the shape space of labelled configurations in ℝm
. Then in Section 3.3, we extend Le (2003)'s result which allows us to carry out parallel transport for 
such shape spaces, and hence enables us to implement the shape smoothing splines. We conclude the 
section with some results for size-and-shape space.
3.1 | Shape spline fitting algorithm
We aim to construct an algorithm to calculate the shape-space spline, or simply the shape spline, for 
a given set of configurations in ℝm, m ≥ 3. The basic idea of the spline fitting algorithm is similar to 
that outlined by Jupp and Kent (1987) for a sphere and Kume et al. (2007) for planar shape space. We 
start with a base path consisting of a piecewise geodesic path through the objects on the manifold. We 
then unroll and unwrap the data with respect to the base path to the tangent space at the start point of 
the base path. We fit a smoothing spline in that tangent space and then wrap the spline interpolated 
points back to the manifold, which are used as the new piecewise geodesic base path in the next itera-
tion. The procedure is repeated until there is little difference between the new and old base paths. An 
overview of the shape spline fitting algorithm is given here:
Algorithm 1 
1. For a time series of n  +  1 configurations carry out registration of successive pre-shapes 
using ordinary Procrustes analysis to remove relative rotation information.
2. Construct G time points between each pair of observed times, which will be used for interpolation.
3. Take the piecewise horizontal geodesic path through the pre-shapes as an initial base path.
4. Unroll and unwrap the data with respect to the base path to the horizontal tangent space at the start 
point of the base path.
5. Fit a cubic smoothing spline to the data in that horizontal tangent space, with smoothing parameter 
λ.
6. Wrap the interpolated data back to the pre-shape sphere (consisting of (G + 1)n + 1 interpolated 
objects).
7. Register the interpolated objects using Procrustes analysis. The piecewise geodesic through these 
objects is the new base path.
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8. If the maximum distance between the interpolated objects on the old and new base bath is greater 
than a threshold ɛ > 0, then register the original objects using Procrustes analysis and go to 4. 
Otherwise stop.
We provide a more detailed and technical description of the algorithm in the Appendix, which 
requires the technical developments in Sections 3.2 and 3.3.
The linear spline is fitted to the data using the same iterative algorithm except that in step 5 we fit 
a linear spline rather than the cubic smoothing spline (2). Also, for the single geodesic case (λ → ∞) 
again, the same iterative algorithm is used.
Note that for m ⩾ 3 and k ⩾ m + 1, while Kendall shape space Σk
m
 is a complete metric space, as a 
Riemannian manifold it has a singular subset comprising the shapes whose pre-shape matrices have 
ranks at most m − 2. Thus, if some data points are close to the singularity set, some extra care may 
be required in the above step 6 to check whether the ranks of any of the data matrices at any stage are 
less than, or equal to, m − 2. If this happens, the proposed algorithm fails. Nevertheless, the singu-
larity set has a high co-dimension and so is ‘tiny’. Hence, the possibility for this to happen is small in 
applications.
Our data analyses have been implemented in R (R Development Core Team, 2020) and routines are 
available in the Supplementary Material. The function smooth.spline is used for fitting the cubic 
smoothing splines; the function elspline in the package lspline (Bojanowski, 2017) is used for 
fitting linear splines; and the package shapes is used for the Procrustes analysis and the relevant 
shape functions (Dryden, 2019).
The choice of the smoothing parameter λ, adapted to the data, can be determined by applying the 
(Euclidean) leave-one-out cross-validation method (Efron and Tibshirani (1993), Chapter 17) to the 
unrolled shape spline and the unwrapped shape data. That is, we chose the optimal λ which minimizes
where ̂f†
,− i
 is the unrolling of f̂,− i to the tangent space at its starting point, f̂,− i is the shape smoothing 
spline with the ith observation excluded and vi is the unwrapped ith observed shape data with respect to 
f̂,− i. In several examples that we have considered, the spline fitting algorithm converges for the λ chosen 
by cross-validation. However, the algorithm may not converge on some occasions, particularly if an inap-
propriate choice of λ is made, and so setting an upper limit on the number of iterations (e.g. 20) is helpful 
in practice.
3.2 | Shape space, tangent space and shape geodesics
Writing M(m, k − 1) for the space of m × (k − 1) real matrices, then the tangent space to the pre-shape 
sphere k
m
 at X ∈ k
m
 is
The horizontal subspace, which is the same as the Procrustean tangent space, of X (km ), with respect to 
the quotient map from k
m
 to the shape space Σk
m






‖vi − ̂f†,− i ( ti ) ‖2,
𝜏X (km ) = {V ∈ M (m, k − 1): tr (XV⊤ ) = 0} .
X (km ) = {V ∈ M(m, k − 1): tr (XV⊤ ) = 0, XV⊤is symmetric} .
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The horizontal subspace X (km ) is isometric to the tangent space  [ X ] (Σkm ) to Σkm at the shape [X] of X, 
and this gives a useful isometric representation of the tangent space of Σk
m
 at [X] for the statistical analysis 
of shapes (Kendall et al., 1999). Note that the shape of a configuration becomes singular when the rank of 
the configuration matrix is less than m − 1. To apply the results and methodology of the previous section, 
we have in fact implicitly restricted ourselves to situations where shapes are non-singular as is the case for 
most applications. We shall continue to make this restriction. Since the set of singular shapes has a high 
co-dimension and geodesics between any two non-singular shapes never pass through singular shapes, 
this restriction is relatively mild.
A unit-speed geodesic γ in the shape space starting from [X] can be isometrically represented by a 
so-called horizontal geodesic in k
m
 of the form
where V ∈X (km ) and ‖V‖ = 1. The path γ is usually referred to as the horizontal lift of γ. To obtain a 
representation of a shortest geodesic between two shapes [X1 ] and [X2], we take the two pre-shapes X1 
and X2 of [X1 ] and [X2], respectively, such that X1X⊤2  is symmetric and all its eigenvalues are non-nega-
tive except possibly for λm, the smallest one, where sign(𝜆m ) = sign(det(X1X⊤2 ) ). Then, a unit-speed 
shortest geodesic from [X1 ] to [X2] can be isometrically represented by the horizontal geodesic from 
X1 to X2:
where
and s0 =  ( [X1 ] , [X2 ] ) is the Riemannian shape distance between [X1 ] and [X2]. Note that ‖VX1,X2 ‖ = 1
.
Thus, it follows from the expression (6) for the horizontal geodesic from X1 to X2 that, if there is 
a unique geodesic between [X1 ] and [X2], the inverse exponential map exp−1[ X1 ] ( [X2 ] ) on the shape 
space Σk
m
 can be isometrically represented by its horizontal lift on k
m
 given by
3.3 | Parallel transport
Turning to parallel transport, it is shown in Le (2003) that, along a horizontal geodesic γ(s) in k
m
, 
a vector field V(s) is horizontal and its projection to  [  ( s ) ] (Σkm ) is the parallel transport, along the 
shape geodesic [γ(s)], of the projection of V(0) to  [  ( 0 ) ] (Σkm ) if and only if V(s) satisfies the follow-
ing three conditions:
 (s ) = Xcos s + Vsin s, s ∈ [0,∕2) ,




{X2 − X1cos s0 } ∈X1
(7)exp−1X1 (X2 ) = s0 VX1,X2 .
(8)tr (V (s )𝛾 (s )⊤ ) = 0
(9)V (s )𝛾 (s )⊤ = 𝛾 (s )V (s )⊤
(10)V̇ (s ) − tr (𝛾 (s ) V̇ (s )⊤ )𝛾 (s) = A(s )𝛾 (s ) for some A (s ) such that A (s) = −A (s )⊤.
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Thus, the solution V(s) to (8), (9) and (10) provides an isometric representation, on k
m
, of the parallel 
transport P [  ( 0 ) ]
[  ( s0 ) ]
 along [γ(s)], 0 ≤ s ≤ s0:
The usefulness of this result for practical implementation lies crucially in obtaining a more quantitative 
description of the skew-symmetric matrix A(s) in Equation (10), which we derive with the following 
result.
Proposition 2 Let γ(s), 0 ≤ s ≤ s0, be a given horizontal 1-curve in km and V be a given horizontal 
tangent vector in  ( 0 ) (km ). Assume that the rank of γ(s) is at least m−1, except for at most 
finitely many s. Then, the vector field V(s) along γ(s) is horizontal and the projection of V(s) 
to  [  ( s ) ] (Σkm ) is the parallel transport, along the shape curve [γ(s)], of the projection of V to 
 [  ( 0 ) ] (Σ
k
m
) if and only if V(s) is the solution of
where A(s) is skew-symmetric and is the unique solution to
Proof  Note first that V ∈ ( 0 ) (km ) implies that tr(Vγ(0)⊤)=0 and Vγ(0)⊤ is a symmetric matrix.
Assume that V(s) satisfies (8), (9) and (10). Since tr(V(0) γ(0)⊤) = 0, condition (8) holds for all 
s ∈ [0, s0 ] if and only if
Thus, under conditions (8) and (10), V(s) satisfies (12) for some skew-symmetric matrix A(s). Since 
V(0) γ(0)⊤=γ(0) V(0)⊤, condition (9) holds if and only if
which is equivalent to
Hence, if (10) holds for some A(s) such that A(s) = −A(s)⊤, A(s) must satisfy
Thus, conditions (9) and (10) together imply that A(s) must satisfy (13).
The uniqueness of the solution to Equation (13) follows from the fact that, for a given m × m 
symmetric non-negative definite matrix S = RΛR⊤ of rank at least m − 1, where R   ∈   O(m) and 
Λ =  diag{λ1, …, λm}, and a given skew-symmetric matrix B, there is a unique skew-symmetric matrix A 
satisfying the equation AS + SA = B. To see the latter, write Ã = ( ãij ) = R⊤AR and B̃ = ( b̃ij ) = R⊤BR. 
(11)Ψ ( 0 )
 ( s0 )
: V (0) ↦ V (s0 ) .
(12)V̇ (s) = − tr ( ?̇? (s )V(s )
⊤ )𝛾 (s ) + A (s ) 𝛾 (s ) , s ∈ [0, s0 ] ,
V (0) = V,
(13)A(s )𝛾 (s )𝛾 (s )⊤ + 𝛾 (s )𝛾 (s )⊤A(s ) = ?̇? (s ) V (s )⊤ − V (s ) ?̇? (s )⊤.
(14)tr ( V̇ (s ) 𝛾 (s )⊤ ) + tr (V(s ) ?̇? (s)⊤ ) = 0, s ∈ [0, s0 ] .
V̇ (s)𝛾 (s )⊤ + V (s) ?̇? (s )⊤ = ?̇? (s )V(s )⊤ + 𝛾 (s ) V̇ (s )⊤,
(15)V̇ (s)𝛾 (s )⊤ − 𝛾 (s ) V̇ (s )⊤ = ?̇? (s )V(s )⊤ − V (s) ?̇? (s )⊤.
V̇ (s )𝛾 (s )⊤ − 𝛾 (s ) V̇(s )⊤ = A(s )𝛾 (s )𝛾 (s )⊤ + 𝛾 (s )𝛾 (s )⊤A (s) .
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Then, AS+SA=B if and only if ÃΛ + Λ Ã = B̃, which is if and only if i ãij + j ãij = b̃ij for i < j, i.e. 
if and only if ãij = b̃ij∕ (i + j ).
On the other hand, if V(s) is the solution to Equation (12) with A(s) being determined by Equation 
(13), then V(s) satisfies (15) and so Equation (9) holds. However, tr(A(s) γ(s) γ(s)⊤) = tr(γ(s) γ(s)⊤A(s)), 
so that condition (13) implies that we must have
This, together with Equation (15), shows that V(s) also satisfies (14). Hence, both Equations (8) and (10) 
hold.
Note that V(s) given in Proposition 2 is generally not the parallel transport of V along γ(s) in k
m
. 
The reason for this is that, in terms of the covariant derivative ∇ on k
m
, one requires ∇ ̇ ( s ) V (s ) = 0 
for V(s) to be the parallel transport of V(0) along γ in k
m
, while one only needs ∇ ̇ ( s ) V (s ) to be or-
thogonal to the horizontal subspace  ( s ) (km ), as explained in Le (2003), for the projection of V(s) 
to be the parallel transport along [γ(s)] of the projection of V(0). The latter is the one that we require.
To apply the above results to the parallel transport of the projection of V(s0) along [γ(s)], 0 ≤ s ≤ s0, 
back to  [  ( 0 ) ] (Σkm ) that we require for the unrolling and unwrapping procedures, we re-parametrize 
the curve γ(s) and the vector field V(s) to ̃ (s) =  (s0 − s ) and Ṽ (s ) = V(s0 − s ), say, respectively. 
With this modification in mind, the result of Proposition 2, in particular (12), may appear to provide 
a numerical method to approximate Ψ ( s0 )
 ( 0 )
 in the usual way: with step size δ = s0/ℓ, V
*(ℓδ) = V(s0),
where A(iδ) is updated at each step using Equation (13). However, V*((i − 1)δ) obtained in this way is 
generally neither tangent to k
m
 nor horizontal. Hence, the use of Equation (16) requires finding, at each 
step, the re-normalized horizontal component of V*((i−1)δ). That is, at each step, we need to project 
V*((i − 1)δ) to  ( ( i−1 )  ) (km ) and then to the horizontal subtangent space of 
k
m
 at γ((i − 1)δ), followed 
by normalizing it so that its length remains equal to that of V(s0).
Now, if X is a pre-shape matrix with rank(X) ⩾ m − 1, the projection of V  ∈  M(m, k − 1) onto the 
tangent space X (km ) is given by
To obtain the projection of Vt ∈ X (km ) onto X (km ), we note that the orthogonal complementary sub-
space to X (km ) in X (km ) is X = {AX: A = −A⊤ }. Since {Aij: 1 ≤ i < j ≤ m} forms an orthonormal basis 
for the space of m × m skew-symmetric matrices where Aij =
1√
2
{Eij − Eji } and Eij is the m × m square 
matrix with all its elements zero except for the (i, j)th element which is one, {AijX/‖AijX‖: 1 ≤ i < j ≤ m} 
forms an orthonormal basis for X. Thus, the projection of Vt ∈ X (km ) onto X (km ) is given by
Combining Equations (16), (17) and (18), we have an approximation to Ψ ( (−1 )  )
 ( s0 )
(V(s0 ) ) of 
(11) along the horizontal geodesic γ(s), after the first δ-step, as
tr
(
A(s ) 𝛾 (s) 𝛾 (s)⊤
)
= 0.
(16)V∗ ( ( i − 1)𝛿 ) = V∗ ( i𝛿 ) − tr ( ?̇? ( i𝛿 )V∗ ( i𝛿 )⊤ ) 𝛾 ( i𝛿 )𝛿 + A ( i𝛿 )𝛾 ( i𝛿 ) 𝛿,
(17)Vt = V − tr (VX⊤ ) X.












 ( s0 )
 ( (−1 )  )
(V(s0 ) ) ≈ ‖V (s0 ) ‖ W‖W‖ = V ( ( − 1) ) ,
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where W is obtained using Equation (18) with Vt there replaced by
and with X there replaced by γ((ℓ − 1)δ), and where V*((ℓ − 1)δ) in Equation (20) is obtained using (16). 
Note that (20) is the projection of V*((ℓ − 1)δ) to  ( ( − 1 )  ) (km ) as given by Equation (17). Recall that 
s0 = ℓδ. Then, since
application of Equation (19) with ℓ replaced by ℓ−1 again gives us an approximation to Ψ ( s0 )
 ( (−2 )  )
(V(s0 ) )
. Finally, repeating this backward induction on ℓ will result in an approximation to Ψ ( s0 )
 ( 0 )
(V(s0 ) ). A sim-
ilar procedure forward on ℓ will give an approximation to Ψ ( 0 )
 ( s0 )
(V(0) ).
3.4 | Size-and-shape splines
All the results for shape spaces have analogues in the size-and-shape setting, where we do not have in-
variance under scaling. For example, for a configuration in ℝm with k(> m) labelled landmarks, its pre-
size-and-shape is what is left after the effects of translation are removed. This pre-size-and-shape can 
be represented by an m × (k − 1) matrix X̃ ∈ M (m, k − 1) and the space of the pre-size-and-shapes, 
k
m
, is identical with M(m, k − 1). For X̃ ≠ 0, the tangent space  X̃ (km ) is then also M(m, k − 1) 
and the horizontal subspace of  X̃ (km ), with respect to the quotient map from km to the Kendall 
size-and-shape space SΣk
m
, is given by
Horizontal geodesics in k
m
 starting from X̃ take the form
where V ∈ X̃ (km ). For two given size-and-shapes [ X̃1 ] and [ X̃2 ], let X̃1 and X̃2 be the pre-size-
and-shapes of [ X̃1 ] and [ X̃2 ], respectively, such that X̃1 X̃
⊤
2
 is symmetric and all its eigenvalues are 
non-negative except possibly for λm, the smallest one, where sign(𝜆m ) = sign(det( X̃1 X̃
⊤
2





∈ X̃ (km ) and a shortest geodesic from [ X̃1 ] to [ X̃2 ] can be represented by the horizontal 
geodesic that connects X̃1 and X̃2:
Thus, the inverse exponential map exp−1
[ X̃1 ]
( [ X̃2 ] ) on the size-and-shape space SΣkm, using its horizontal 
lift on k
m
, is isometrically represented by
as long as the geodesic between [ X̃1 ] and [ X̃2 ] is unique.
(20)V∗ ( ( − 1)𝛿 ) − tr (V∗ ( ( − 1)𝛿 ) 𝛾 ( ( − 1)𝛿 )⊤ ) 𝛾 ( ( − 1)𝛿 )
Ψ
 ( s0 )
 ( (𝓁−2 )  )
(V(s0 ) ) = Ψ
 ( (𝓁−1 )  )
 ( (𝓁−2 )  )
◦Ψ
 ( s0 )
 ( (𝓁−1 )  )
(V (s0 ) )
≈ Ψ
 ( (𝓁−1 )  )
 ( (𝓁−2 )  )
(V ( (𝓁 − 1) ) ) ,
 X̃ (km ) = {V ∈ M (m, k − 1) ∣ X̃V⊤is symmetric} .
̃ (s ) = X̃ + s V,
(21)∼ (s ) =
∼




X1 ) , s ∈ [0, 1] .
exp−1
X̃1
( X̃2 ) = X̃2 − X̃1,
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Moreover, a modification of the argument given in Le (2003) shows that, along a horizontal size-
and-shape geodesic ̃ (s) in k
m
, the vector field V(s) is horizontal and its projection to  [ ̃ ( s ) ] (SΣkm ) 
is the parallel translation, along the size-and-shape geodesic [ ̃ (s ) ], of the projection of V(0) onto 
 [ ̃ ( 0 ) ] (SΣ
k
m
) if and only if V(s) satisfies the conditions (9) and
Thus, it follows from the proof for Proposition 2 that the result of Proposition 2 can also be generalized 
to size-and-shape space.
Corollary 1 Let ̃ (s), 0 ≤ s ;≤ s0, be a given horizontal 1-curve in km and V be a given hori-
zontal tangent vector in  ̃ ( 0 ) (km ). Assume that rank( ̃ (s ) ) ⩾ m − 1, except for at most 
finitely many s. Then, the vector field V(s) along ̃ (s) is horizontal and the projection of V(s) to 
 [ ̃ ( s ) ] (SΣ
k
m
) is the parallel transport, along the size-and-shape curve [ ̃ (s ) ], of the projec-
tion of V onto  [ ̃ ( 0 ) ] (SΣkm ) if and only if V(s) is the solution of
where A(s) is skew-symmetric and is the unique solution to (13) with γ being replaced by ̃.
A practical alternative to working directly in size-and-shape space is to work with independent 
splines in the product of the univariate centroid size space (ℝ+) and shape space (Σk
m
). In many practi-
cal applications, it can be helpful to separate size and shape in this manner, so that size does not overly 
dominate the statistical analysis.
4 |  APPLICATION
4.1 | Peptide data
In the biomedical sciences, it is of great interest to study the changes in shape of a protein, as shape is 
an important component of a protein's function and hence its role in the cell. Broad aims in the study 
of protein dynamics are to investigate how proteins fold into a 3D functional shape and to estimate the 
full range of such functional shapes for a given protein (e.g. see Karplus & Kuriyan, 2005; Karplus & 
McCammon, 1983). Protein folding is very sensitive to external processes and protein misfolding is a 
key component of various diseases.
Molecular dynamics simulations are often used to study the possible configurations of molecules 
under various scenarios, and these are computationally intensive deterministic simulations which use 
Newtonian mechanics to model the movement of a molecule in a box surrounded by water molecules 
(e.g. Salomon-Ferrer et al., 2013). We consider a data set of in the study of the alanine pentapeptide 
(Ala5) which is a small protein (peptide) that consists of k = 29 atoms in ℝ3. The data were provided 
by Professor Charles Laughton, School of Pharmacy, University of Nottingham, and further detail on 
this particular peptide is given by Margulis et al. (2002) and Dryden et al. (2019). It is of interest to 
examine if there are preferred states, that is clusters of shapes which are more commonly formed by 
the dynamic peptide. Also, low-dimensional representations and the patterns of temporal transitions 
between states are of interest.
V̇ (s ) = A (s) ?̃? (s) for some A(s ) such that A (s ) = −A(s )⊤.
V̇ (s) = A (s ) ̃ (s ) , s ∈ [0, s0 ] ,
V(0) = V,
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For this application, a small temporal subsequence of 30 peptide configurations equally spaced in 
time is taken, spanning a 10 nanosecond (10−8s) period, and we consider several different models for 
predicting molecular shapes in between the observed peptides. Planar projections of these configura-
tions are presented in Figures 3 and 4 as rainbow coloured dots, where red and violet points indicate 
the first and last landmarks, respectively. The peptide configuration at the start of this sequence is very 
irregular in all three dimensions at t = 1, then it gradually straightens over time so that we see a more 
smoothly curved form at t = 30. Their shapes vary substantially with largest pairwise Riemannian 
shape distance 1.028 (where the maximum possible value is π/2) and this motivates us to consider 
analysis based on unrolling and unwrapping to a base tangent space, rather than the more straightfor-
ward analysis based on a single tangent space projection.
4.2 | Cubic shape smoothing spline fitting
In Figures 3 and 4, the fitted configurations using the cubic shape smoothing spline to the moving 
configurations are indicated by ‘×’ with connecting solid lines. We used G = 2 interpolation points 
between each pair of data points in the base path and we chose ɛ = 10−3 for the convergence in the 
fitting algorithm. The candidates for λ in the cross-validation were taken from the set {10−9, 10−7, 
10−6, 10−5, 10−4, 10−3, 10−1}, and for the peptide data the chosen smoothing parameter is λ = 10−4.
F I G U R E  3  Configurations of a dynamic short peptide. In each subfigure, rainbow coloured dots indicate 29 
landmarks and the connected points ‘×’ are the fitted configurations. One particular view is given in (a)–(l)
(a) t = 1 (b) t = 3 (c) t = 5 (d) t = 9
(e) t = 13 (f) t = 15 (g) t = 17 (h) t = 19
(i) t = 22 (j) t = 25 (k) t = 28 (l) t = 30
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Although the two-dimensional projections of some peptides in Figure 3 look close to collinear-
ity, their actual three-dimensional figures are not close to collinearity as seen in Figure 4. Hence, 
their shapes are not close to the singularity set. For example, the first principal axis of the final 
peptide explains 90.5% of the variability, and while this is fairly high it is quite far from being 
collinear (∼100%).
We can see that the shape spline has indeed smoothed the path of configurations. In some in-
stances, the cubic smoothing spline fit is close to the data (e.g. t = 19) and in other cases it is further 
away (e.g. t = 15).
4.3 | Shape PCA
For a lower dimensional view of the peptide shapes and the shape spline we can carry out principal 
components analysis of shape in the horizontal tangent space to pre-shape space (Dryden & Mardia, 
2016, Chapter 7), which is implemented in R in the shapes package (Dryden, 2019). Figure 5 shows 
the first three shape principal component scores of the 30 peptide configurations in the tangent space 
F I G U R E  4  Configurations of a dynamic short peptide. In each subfigure, rainbow coloured dots indicate 29 
landmarks and the connected points ‘×’ are the fitted configurations. Orthogonal views to those of Figure 3 are given 
in (a)–(l)
(a) t = 1 (b) t = 3 (c) t = 5 (d) t = 9
(e) t = 13 (f) t = 15 (g) t = 17 (h) t = 19
(i) t = 22 (j) t = 25 (k) t = 28 (l) t = 30
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at their mean shape. Principal component (PC) scores 1, 2, 3 explain 43.1%, 22.0% and 12.3% of the 
shape variability, respectively, and so this plot includes the most important aspects of shape variabil-
ity. The connected dots indicate the PC scores of the data points and the red lines, on the other hand, 
are the PC scores of the fitted paths, where their approximate starting points are indicated by ‘S’ in all 
panels. The cubic shape smoothing spline is shown in Figure 5(a) and we can see that the smoothing 
spline path is a good fit to the data.
4.4 | Geodesic and linear spline fitting
We also compare some alternative models including a single geodesic model and linear splines in 
the base tangent space with 3, 4, 5, 6, 7 equally spaced knots. We assume an independent Gaussian 
model for errors in the base tangent space with variance 2
i
 in the ith tangent space dimensions, 
i = 1, …, M = 87 − 7 = 80. The total number of parameters p in each model is given in Table 1, 
although for the cubic spline we use the sum of the effective degrees of freedom plus the number of 








F I G U R E  5  Principal component scores demonstrating (a) the cubic shape smoothing spline fit, (b) single 
geodesic and (c),(d) linear smoothing spline fits with 3, 4 knots. Dots are at PC scores of data points and the solid red 
thick lines are at PC scores of the fitted values. (‘S’ is located near to the starting point.)
Smoothing cubic spline model One geodesic model
Linear spline 3 knots model Linear spline 4 knots model
(a) (b)
(c) (d)
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where KIC = 2 for the Akaike information criterion (AIC) and KIC =  log  n for the Bayesian information 
criterion (BIC), and preferred models have smaller ICs. Here the sample size n is not large compared to p 
and so we use these criteria as informal guides rather than for formal model choice.
From Table 1, it can be seen that the linear spline with 4 knots and the cubic spline are favoured 
using BIC and AIC, respectively, and with BIC there is little to choose between the linear 4 knots 
model and the cubic spline model. Some of the alternative model fits can also be seen in Figure 
5(b)–(d) using the PC scores. The PC score fitted paths in (c) and (d) are curved as expected as the 
mean shape of these peptides does not lie in either of these fitted geodesic segments. As shown in 
(b) and (c), the geodesic and linear spline 3 knots models do not explain the data points well. On 
the other hand, the (a) cubic spline model and (d) linear spline 4 knots model are more reason-
able. Both (a) and (d) provide a fit to each of four distinct shapes in the data with transition paths 
in between. Four preferred states have been observed in this data set in earlier studies (Dryden 
et al., 2019), and further evidence from this analysis that there are four distinct states is valuable 
confirmation.
If we had used the Procrustes tangent space at the outset for spline fitting there would have been dis-
tortions in the distances between neighbouring configurations, particularly near the end of the sequence, 
leading to inaccurate predictions. In particular, the Procrustes tangent space distance between neighbour-
ing pairs of configurations is around 20–75% larger than the Riemannian distance at times 24, 25, 26, 28, 
whereas it is within 10% for the rest of the sequence. In the most extreme case between t = 26 to t = 27 
the Procrustes tangent distance is 0.648 whereas the Riemannian distance is 0.374, and we can see extra 
curvature in the fitted spline near the end of the sequence in the PC scores plot in Figure 5(a).
4.5 | Interpolation between states
An attractive feature of the spline fit is that smooth paths between different states can be explored, to 
investigate how a peptide transitions in shape from one state to another. For the smooth prediction, 
we have used the data at all the integer times but have predicted at G = 2 equally spaced time points 
between integer times. In Figure 6 we display the predicted shape change in the transition to a state in 
a later part of the simulation using the cubic spline, at times t = 22 to t = 25 at equally spaced intervals. 







) p AIC BIC
Geodesic −259.5 240 −7305 −6969
Linear spline 3 knots −270.5 320 −7476 −7028
Linear spline 4 knots −297.7 400 −8130 −7570
Linear spline 5 knots −297.9 480 −7977 −7304
Linear spline 6 knots −311.8 560 −8235 −7450
Linear spline 7 knots −321.3 640 −8360 −7463
Cubic spline 31 knots −349.4 871.7a −8739 −7518
The bold entries in the final two columns are the smallest values of AIC and BIC.
aUsing effective degrees of freedom plus number of variance parameters.
   | 21KIM et al.
We can see that the smooth path predicts the shape change between data points well, and that the 
straightening of the peptide is seen in the smoothed predicted path in shape space.
5 |  DISCUSSION
An important problem in general in the analysis of molecular dynamics data is the prediction of 
molecule shape at different parts of the 3D shape space which have not been visited by molecular 
dynamics simulations (e.g. Laughton et al., 2009). Hence, interpolation between visited states (as in 
our application) is of wide practical interest.
We have chosen to remove size for the peptides and concentrate on shape information alone. The 
centroid size of the peptide is given in Figure 7 and we see that the final part of the sequence is a little 
larger according to this measure. If scale is important to retain than a reasonable approach could be to 
consider a product of a univariate cubic/linear spline on the scalar centroid size with our spline on the 
shape space. Alternatively the results of Section 3.4 for size-and-shape space could be used.
A further application of shape smoothing spline fitting for some widely varying simulated shape 
data is given in the Supporting Information.
Note finally that there are many other applications of smoothing splines on Riemannian manifolds 
(e.g. see Su et al., 2012). The main advantage of the unrolling, unwrapping and wrapping method 
F I G U R E  6  Configurations of a moving short peptide and predictions for part of the sequence using the cubic 
spline. The rainbow coloured dots indicate 29 landmarks and the connected points ‘×’ are the fitted configurations. 
Every integer time point has been used for the spline fitting, and the predictions are shown inbetween (at non-integer 
time points)
(a) t = 22 (b) t = 22.33 (c) t = 22.67 (d) t = 23
(e) t = 23.33 (f) t = 23.67 (g) t = 24 (h) t = 24.33
(i) t = 24.67 (j) t = 25
22 |   KIM et al.
over a simple tangent space method is that much larger variations in data can be handled, such as are 
present in the peptide application. Since it is possible to bypass the need for the knowledge of the 
curvature tensor in the unrolling technique, our implementation of spline fitting on manifolds does 
not involve the curvature tensor explicitly, which is often difficult to calculate. Hence, the range of 
potential applications is very broad indeed.
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APPENDIX 
Algorithm 2 Consider configurations observed at times t0,  …,  tn, with pre-shapes denoted by 
X0, …, Xn. Let δ and ɛ be two given small positive numbers.
1. Rotate the successive pre-shapes, Xi+1, such that the resulting Xi+1 is the Procrustes fit of the 
original one onto Xi. That is, rotate the successive pre-shapes Xi+1 to satisfy the conditions 
that XiX⊤i+1 is symmetric and that all its eigenvalues are non-negative except possibly for 






. Denote the set of the 
resulting pre-shapes by  = {Xi: 0 ≤ i ≤ n} and let  be the initial piecewise horizontal 
geodesic path of  such that 

( ti ) = Xi.
2. Construct G grid points between successive two times such that
which gives tij, i = 0, 1, …, n, j = 0, 1, …, G for i ≤ n − 1 and j = 0 for i = n. where the difference between 
successive tij is less than or equal to δ.
3. Set the base path 
1
 to be the piecewise horizontal geodesic passing through 1 = { ( tij ) : ∀ i, j}
.
4. Using the unrolling and unwrapping procedures described in Section 2, with the parallel transport 
P there replaced by Ψ defined by (11), using the expression (7) for the inverse exponential, and 






) with respect to the base path 
1
 which gives
t0 = t00 < t01 < t02 <… < t0G < t1 = t10 <… < tij <… < tn = tn0
𝒟
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5. Fit the cubic smoothing spline (2) to  † and find fitted values at the times of the grid points given 
in Step 2, giving
6. Using the wrapping procedure described in Section 2 with the parallel transport P there replaced by 
Ψ defined by (11), using (5) for the exponential map on the sphere k
m
, and using the approximation 
procedure for Ψ described at the end of Section 3.3, wrap  †
2
 back into the pre-shape sphere with 
respect to the base path 
1
, giving 2 : = {Zij: i, j} ⊂ km.
7. Successively rotate Zij in 2 such that the resulting Zi j+1 is the Procrustes fit of the original one 
onto Zij, and obtain the piecewise horizontal geodesic 2 passing through the resulting Zij. Then, 

2
 becomes the base path in the next iteration.
8. If max {d( [
2
( tij ) ] , [1 ( tij ) ] ) : i, j} ⩾ , replace 1 by 2 (where d is the shape distance); 
successively rotate Xi in  such that the resulting Xi is the Procrustes fit of the original one onto 






= �f† ( tij, �𝜆 ) : i, j} ⊂ℋ𝛾
𝒟1
( t0 )
(𝒮k
m
) .
