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Essentially non-perturbative and peculiar polarization effects in planar QED with
strong coupling
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The essentially non-perturbative polarization effects are considered for a planar supercritical
Dirac-Coulomb system with strong coupling (similar to graphene and graphene-based heterostruc-
tures) in terms of induced charge density ρV P (~r). The main attention is paid to the renormalization,
convergence of the partial expansion and the behavior of ρV P (~r) and the integral induced charge
QV P in the overcritical region. The dependence of the induced density on the screening of the
Coulomb asymptotics of the external source is also explored in detail. Some peculiar effects in the
discrete spectrum with the lowest rotational numbers mj = ±1/2 ,±3/2 in the screened case are
detected and their possible role in the transition through corresponding Zcr is also discussed.
PACS numbers: 12.20.Ds, 31.30.J-, 31.30.jf, 81.05.ue
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1. INTRODUCTION
There is now a lot of interest to the study of various
2+1 QED-effects in graphene-based planar heterostruc-
tures. It is known that the charge carriers in graphene
are described as massless (or massive on a substrate)
relativistic fermions, what leads to an intriguing anal-
ogy between the physics of graphene and that of QED.
Moreover, the effective fine-structure constant αg ∼ 1 in
graphene turns out to be much larger than in the “nor-
mal” 3+1 QED [1],[2]. Due to such a large value of αg it is
much easier to observe many non-trivial QED-effects ex-
perimentally. In particular, the critical charges of atomic
collapse in graphene are subject of condition Zαg > 1/2
[3],[4], the observation of the Klein paradox requires elec-
tric fields ∼ 105 V/cm (eleven orders of magnitude less
than the fields necessary for the observation of the Klein
paradox for elementary particles) [5], the quantum Hall
effect can be observed for much higher temperatures and
lower magnetic fields than in the conventional semicon-
ductors [6–8]. Some effects turn out to be strong enough
to affect the transport properties of graphene. For in-
stance, highly charged impurities in graphene exhibit
resonances which should manifest themselves via vari-
ous transport properties, such as the transport scattering
cross-section [3]. The Klein paradox plays an important
role in transport properties of different graphene systems
[5]: graphene p-n-p junctions [3],[9], twisted graphene bi-
layer [10]. The Dirac-like dynamics of graphene results
also in an unconventional form of the Hall quantization
[6]. The main feature inherent in all these effects is that
they are essentially non-perturbative due to the large
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value of αg and therefore cannot be described within the
perturbation theory (PT).
In this work we explore another essentially non-
perturbative effect in the two-dimensional strongly cou-
pled QED with application to graphene-like planar sys-
tems, namely, the vacuum polarization, caused by diving
of discrete levels into the lower continuum in the super-
critical static or adiabatically slowly varying Coulomb
fields, which are created by localized extended sources
with Z > Zcr. Such effects have attracted a consider-
able amount of theoretical and experimental activity in
3+1 D heavy ions collisions, where for Z > Zcr,1 ≃ 170
a non-perturbative reconstruction of the vacuum state is
predicted, which should be accompanied by a number of
nontrivial effects including the vacuum positron emission
([11–15] and refs. therein).
Similar phenomena could occur in graphene with the
charge impurities acting as atomic nuclei, while the
graphene itself – as the QED vacuum and its electrons
and holes — as the relativistic virtual particles which
populate the vacuum. A remarkable circumstance here
is that due to the large value of the effective fine-structure
constant these effects should take place for relatively
small impurity charges Z ≃ 1 − 10. Since for these ef-
fects the charge carriers in graphene play the role of the
virtual QED-particles, the induced charge density can
be measured directly. In Ref. [16], the five-dimer cluster
consisting of Ca-atoms was used as a charge impurity and
the induced density was measured via STM. Polarization
effects in graphene, caused by charged impurities, have
also been considered by many authors ([17–23] and refs.
therein). Here it should be noted that in most cases the
impurity is modeled as a point-like charge, what causes
some problems in the supercritical case. Our work is
aimed mainly at the study of vacuum polarization effects,
caused by extended supercritical Coulomb sources with
non-zero size R0, which provide a physically clear and
unambiguous problem statement like in Refs. [4, 24, 25],
where the charge is assumed to be displaced away or
2smeared over a finite region of the graphene plane.
The external Coulomb field Aext0 (~r) is chosen in the
form of a projection onto a plane of the potential of the
uniformly charged sphere with the radius R0 and a cutoff
of the Coulomb asymptotics at some R1 > R0
Aext0 (~r) = Z|e|
[
1
R0
θ (R0 − r) + 1
r
θ (R0 ≤ r ≤ R1)
]
,
(1)
what leads to the potential energy
V (r) = −Zα
[
1
R0
θ (R0 − r) + 1
r
θ (R0 ≤ r ≤ R1)
]
. (2)
The radius of the source is taken as R0 = a, where
a ≃ 1.42A is the approximate C-C distance in the
graphene lattice. Such cutoff of the Coulomb potential
at small distances has been used in [26]. The cutoffs
R0 = a/2 and R0 = 2a are also considered. The screen-
ing of the Coulomb asymptotics is taken in the form the
simplest shielding via vertical wall for r > R1 > R0 ,
which allows to perform the most part of calculations in
the analytical form. However, even such type of screen-
ing reveals some peculiar features, which are quite differ-
ent from the unscreened one and are absent in the similar
one- or three-dimensional DC systems. The external cut-
off R1 will be taken as R1 = 2R0 , 5R0 , 10R0 ,∞ for the
study of screening effects and to establish a smooth tran-
sition into the unscreened case, which will be considered
at first.
The effective fine-structure constant is defined as
α = e2/(~vF εeff ) , εeff = (ε+ 1)/2 , (3)
with ε being the substrate dielectric constant and vF =
3ta/2~ – the Fermi velocity in graphene. In its turn, t is
the hopping amplitude, while λc = ~/mvF is the effec-
tive Compton length [27]. Here m denotes the effective
fermion mass, which is related to the local energy mis-
match in the tight-binding formulation through the rela-
tion ∆ = 2mv2F . These definitions lead to the relation
λc/a ≃ 3t/∆. In this work we consider α = 0.4 (which
corresponds to graphene on the SiC substrate [26]) and
α = 0.8 (graphene on the h-BN substrate [27, 28]).
Henceforth the system of units in which ~ = vF = m =
1 is used, and so the distances are measured in units of
λc, while the energy — in units of mv
2
F . For α = 0.4 the
local energy mismatch is ∆ = 0.26 eV and therefore for
R0 = a/2, a, 2a one obtains R0 = 1/60, 1/30, 1/15 in the
units chosen, while for α = 0.8 one has ∆ = 0.056 eV
and so R0 = 1/350, 1/175, 2/175.
2. THE PERTURBATIVE APPROACH TO 2+1
QED FOR AN EXTENDED COULOMB SOURCE
WITH UNSCREENED ASYMPTOTICS
In 2+1 QED the induced charge density to the lowest
order of PT is determined from the vacuum polarization
(Uehling) potential
ρ
(1)
V P (~r) = −
1
4π
∆2A
(1)
V P,0(~r) , (4)
where ∆2 is the two-dimensional Laplace operator. In its
turn, the Uehling potential A
(1)
V P,0 is expressed in terms of
the renormalized polarization function ΠR(−~q 2) and the
Coulomb potential of external source in the momentum
space A˜0(~q) [14]
A
(1)
V P,0(~r) =
1
(2π)2
∫
d2q ei~q~rΠR(−q2)A˜0(~q),
A˜0(~q) =
∫
d2r′ e−i~q~r
′
Aext0 (~r
′), q = |~q| ,
(5)
where
ΠR(−q2) = α
2q
[
2
q
+
(
1− 4
q2
)
arctan
(q
2
)]
, (6)
and the two-dimensional representation of the Dirac ma-
trices has been used (for the choice of the Dirac matrices
see below in Section 3).
From (5), (6) for the external source (1) one obtains
the following expression for the Uehling potential
A
(1)
V P,0(r) =
Zα|e|
4
∞∫
0
dq
J0(qr)
q
[
2
q
+
(
1− 4
q2
)
×
× arctan
(q
2
)]
× (2 [1 + J1(qR0)− qR0J0(qR0)] +
+πqR0 [J0(qR0)H1(qR0)− J1(qR0)H0(qR0)]) (7)
with Jν(z) and Hν(z) being the Bessel and Struve func-
tions, correspondingly. From (4) and (7) the first-order
perturbative induced density ρ
(1)
V P can be calculated. In
order to figure out whether it is possible to insert the
Laplace operator under the integral over dq in (7) let us
consider the asymptotical behavior of the integrand for
large q. The leading term of the integrand asymptotics
in (7) equals to
sin(q(r +R0)) + cos(q(r −R0))√
rR
3/2
0 q
3
, q →∞ . (8)
Applying the Laplace operator to (8), to the leading order
one obtains
− sin(q(r +R0)) + cos(q(r −R0))√
rR
3/2
0 q
+O(1/q2) . (9)
Therefore, at r = R0 the possibility of inserting the
Laplace operator under the sign of the integral in (7)
is absent, since in this case the integral over dq in (7)
diverges logarithmically.
So the vacuum density, obtained from (4)
ρ
(1)
V P (r) =
Zα|e|
16π
∞∫
0
dq qJ0(qr)
[
2
q
+
(
1− 4
q2
)
×
× arctan
(q
2
)]
× (2 [1 + J1(qR0)− qR0J0(qR0)] +
+πqR0 [J0(qR0)H1(qR0)− J1(qR0)H0(qR0)]) , (10)
3is finite for all r 6= R0 with the logarithmic singularity at
r → R0.
By means of the QED-renormalization condition
Π˜R(q
2) ∼ q2 for q → 0 it is easy to verify that within
PT to the leading order the total induced charge van-
ishes exactly ∫
d2r ρ
(1)
V P (r) = 0 (11)
(for more details see [29], App.B). The relation (11) con-
firms the assumption that for the external background
like (1) in the subcritical region with Z < Zcr,1 the
correctly renormalized total induced charge should van-
ish, while the polarization effects could only distort its
spatial density [14, 30]. However, it is not a theo-
rem, but just a plausible statement, which in any con-
crete case should be verified via direct calculations. In
the case under consideration the direct check confirms
(see [29], App.B) that upon renormalization the induced
charge turns out to be non-vanishing only for Z > Zcr,1
due to non-perturbative effects, caused by diving of dis-
crete levels into the lower continuum in accordance with
Refs. [11, 12, 14, 15]. This circumstance significantly af-
fects the behavior of the Casimir energy in the overcriti-
cal region, which has been recently shown for a toy 2+1
D model in [31], and will be considered for DC system
with current parameters in a separate work.
3. THE WICHMANN-KROLL METHOD FOR
THE INDUCED DENSITY IN THE
UNSCREENED COULOMB BACKGROUND
The most effective non-perturbative approach to cal-
culation of the induced density ρV P (~r) is based on the
Wichmann-Kroll (WK) method [32]. The starting point
of the WK method is the following expression for the
induced density
ρV P (~r) = −|e|
2
 ∑
ǫn<ǫF
ψn(~r)
†ψn(~r)−
∑
ǫn>ǫF
ψn(~r)
†ψn(~r)
 ,
(12)
with ǫF being the Fermi level, which in such problems
with the external background like (1) should be chosen
at the threshold of the lower continuum (ǫF = −1), while
ǫn and ψn(~r) are the eigenvalues and the eigenfunctions
of corresponding Dirac-Coulomb (DC) spectral problem.
The essence of the WK method is that the induced
density (12) is expressed via integration of the trace of
the Green function for DC spectral problem along the
special contours in the complex energy plane. The Green
function is defined as(
−i ~α ~∇+ V (r) + β − ǫ
)
G(~r, ~r ′; ǫ) = δ(~r − ~r ′). (13)
Here it should be mentioned that in 2+1 QED the Dirac
matrices can be chosen either in two- or four-dimensional
representations. In the first case there are two inequiva-
lent possible choices of the matrix signature [33], while
FIG. 1: Special contours in the complex energy plane, used
for representation of the vacuum charge density via contour
integrals. The direction of contour integration is chosen in
correspondence with (14).
in the latter the DC spectral problem for the external
source (1) splits into two independent subsystems, which
are related by mj → −mj. Therefore the degeneracy
factor of the energy eigenstates with the fixed mj equals
to 2 and in what follows this factor will be shown explic-
itly in all the expressions for ρV P (~r) and EV P , while the
DC spectral problem without any loss of generality can
be considered in the two-dimensional representation with
αi = σi, β = σ3.
The formal solution of (13) is written as
G(~r, ~r ′; ǫ) =
∑
n
ψn(~r)ψn(~r
′)†
ǫn − ǫ . (14)
Following [32], the induced density is expressed via the
integrals along the contours P (R) and E(R) on the first
sheet of the Riemann energy surface (Fig.1)
ρV P (~r) = −|e|
2
lim
R→∞
 1
2πi
∫
P (R)
dǫTrG(~r, ~r; ǫ)+
+
1
2πi
∫
E(R)
dǫTrG(~r, ~r; ǫ)
 . (15)
Since the DC spectral problem in the external field (1)
divides into radial and angular parts via substitution
ψ(~r) =
1√
2π
(
iψ1(r)e
i(mj−1/2)ϕ
ψ2(r)e
i(mj+1/2)ϕ
)
, (16)
4for the trace of the Green function (14) one obtains
TrG(~r, ~r; ǫ) =
1
2π
TrG(r, r; ǫ) =
1
2π
2 ∑
mj=±1/2,±3/2,..
TrGmj (r, r; ǫ)
 ,
TrGmj (r, r; ǫ) =
1
Jmj (ǫ)
ψinmj (r)
Tψoutmj (r) ,
(17)
where ψinmj (r) and ψ
out
mj (r) are the solutions of the radial
DC problem for the given mj , which are regular at r = 0
and r = +∞ correspondingly, with Jmj (ǫ) being their
Wronskian
Jmj (ǫ) = [ψ
in
mj , ψ
out
mj ] . (18)
In (18) and in what follows we use the following denota-
tion
[f, g]a = a (f2(a)g1(a)− f1(a)g2(a)) .
Such definition of TrGmj provides its correct normaliza-
tion. It should be noted that the zeros of Jmj (ǫ), lying
on the first sheet, are real-valued and correspond to the
discrete spectrum, while those on the second sheet be-
come complex conjugate pairs and define the positions of
elastic resonances.
Proceeding further, let us construct TrGmj for the ex-
ternal potential (1). For the given mj the radial DC
problem takes the following form
d
dr
ψ1(r) +
1/2−mj
r
ψ1(r) = (ǫ − V (r) + 1)ψ2(r) ,
d
dr
ψ2(r) +
1/2 +mj
r
ψ2(r) = −(ǫ− V (r) − 1)ψ1(r) .
(19)
For 0 6 r 6 R0 the linearly independent solutions of (19)
are chosen in the form
for ψ1(r) : I1(r) = ξI|mj−1/2|(ξr) ,
K1(r) = −ξK|mj−1/2|(ξr) ;
for ψ2(r) : I2(r) = (1− ǫ− V0) I|mj+1/2|(ξr) ,
K2(r) = (1− ǫ− V0)K|mj+1/2|(ξr) .
(20)
In (20) Iν(z) andKν(z) are the modified Bessel functions
of the first and second kind, respectively,
V0 = Zα/R0, ξ =
√
1− (ǫ + V0)2, Re ξ > 0 . (21)
For r > R0 the fundamental pair of solutions for the
system (19) is taken as
for ψ1(r) :
M1(r) = 1 + ǫ
r
[
(κ − ν)Mν−1/2,κ(2γr)+
+
(
mj +
Q
γ
)
Mν+1/2,κ(2γr)
]
,
W1(r) = 1 + ǫ
r
[(
mj − Q
γ
)
Wν−1/2,κ(2γr)−
−Wν+1/2,κ(2γr)
]
;
for ψ2(r) :
M2(r) = γ
r
[
(κ − ν)Mν−1/2,κ(2γr)−
−
(
mj +
Q
γ
)
Mν+1/2,κ(2γr)
]
,
W2(r) = γ
r
[(
mj − Q
γ
)
Wν−1/2,κ(2γr)+
+Wν+1/2,κ(2γr)
]
, (22)
where Mb,c(z) and Wb,c(z) are the Whittaker functions
[34],
Q = Zα , κ =
√
m2j −Q2 , ν =
ǫQ
γ
,
γ =
√
1− ǫ2 , Re γ > 0 .
(23)
Proceeding further, ψinmj (r) and ψ
out
mj (r) are chosen as
such linear combinations of the solutions (20) and (22),
which are regular at r = 0 and r = +∞, correspondingly.
As a result, the expression for TrGmj takes the form
TrGmj (r, r; ǫ) =
1
[I,K]
(
I1K1 + I2K2 −
[K,W ]R0
[I,W ]R0
(I21 + I22)
)
θ (R0 − r) +
+
1
[M,W ]
(
M1W1 +M2W2 −
[I,M]R0
[I,W ]R0
(W21 +W22)
)
×
× θ (r −R0) , (24)
where
[M,W ] = −4(1+ ǫ)γ2Γ(2κ + 1)
Γ(κ − ν) , [I,K] = ǫ+V0− 1 ,
(25)
while the Wronskian (18), which enters into the expres-
sion for TrGmj (17), equals to
Jmj (ǫ) = [I,W ]R0 . (26)
In the next step one finds the asymptotics of TrGmj on
the arcs of the large circle in the upper half-plane (Fig.1)
C1(R) and C2(R), where |ǫ| → ∞, 0 < Arg ǫ < π:
TrGmj (r, r; ǫ)→
→ i
r
+
i
2rǫ2
(
m2j
r2
+ 1
)
− i
r2ǫ3
(
m2j
r
V0 +
mj
2r
+ rV0
)
+
+O
(|ǫ|−4) , r < R0 ,
→ i
r
+
i
2rǫ2
(
m2j
r2
+ 1
)
− i
r2ǫ3
(
m2j
r
Q
r
+
mj
2r
+Q
)
+
+O
(|ǫ|−4) , r > R0 , (27)
and on the arcs of the large circle in the lower half-plane
5C3(R) and C4(R), where |ǫ| → ∞, −π < Arg ǫ < 0:
TrGmj (r, r; ǫ)→
→ − i
r
− i
2rǫ2
(
m2j
r2
+ 1
)
+
i
r2ǫ3
(
m2j
r
V0 +
mj
2r
+ rV0
)
+
+O
(|ǫ|−4) , r < R0,
→ − i
r
− i
2rǫ2
(
m2j
r2
+ 1
)
+
i
r2ǫ3
(
m2j
r
Q
r
+
mj
2r
+Q
)
+
+O
(|ǫ|−4) , r > R0 . (28)
There follows from (27) and (28) that the integration
along the contours P (R) and E(R) in (15) can be re-
duced to the imaginary axis, whence one finds the final
expression for the induced density
ρV P (r) = 2
∑
mj=1/2, 3/2,..
ρV P,|mj|(r) , (29)
where
ρV P,|mj |(r) =
|e|
(2π)2
∞∫
−∞
dyTrG|mj |(r, r; iy) ,
TrG|mj |(r, r; iy) = TrGmj (r, r; iy) + TrG−mj (r, r; iy) .
(30)
In presence of negative discrete levels with −1 6 ǫn < 0
ρV P,|mj |(r) =
|e|
2π
 ∑
mj=±|mj|
∑
−16ǫn<0
ψn,mj (r)
†ψn,mj (r)+
+
1
2π
+∞∫
−∞
dyTrG|mj |(r, r; iy)
 . (31)
Proceeding further, let us mention the general property
of TrGmj under the change of the sign of external field
(Q→ −Q) and complex conjugation
TrG−mj (Q; r, r; ǫ) = −TrGmj (−Q; r, r;−ǫ) ,
TrGmj (Q; r, r; ǫ)
∗ = TrGmj (Q; r, r; ǫ
∗) ,
(32)
and the direct consequence of these two properties
TrGmj (Q; r, r; iy)
∗ = −TrG−mj (−Q; r, r; iy) , (33)
whence it follows that ρV P,|mj |(r) can be expressed in
terms of ReTrG|mj |(Q; r, r; iy) and is definitely a real
function being odd in Q (in the full agreement with the
Furry theorem). In the purely perturbative region the
representation of ρV P (r) as an odd series in powers of
external field (1) is given by the Born seriesGmj = G
(0)
mj+
G
(0)
mj (−V )G(0)mj +G(0)mj (−V )G(0)mj (−V )G(0)mj + . . . , whence
ReTrGmj (r, r; iy) =
=
∑
k=0
ReTr
[
G(0)mj
(
−V G(0)mj
)2k+1
(r, r; iy)
]
,
(34)
where G
(0)
mj is the free Green function of the correspond-
ing radial Dirac equation. At the same time, in presence
of negative discrete levels and especially in the overcriti-
cal region with Z > Zcr,1 ρV P (r) is still an odd function
in Q [35], but now the dependence on the external field
cannot be described by the series (34) any more, since
there appear in ρV P (r) essentially nonperturbative and
so non-analytic in Q components.
The expression for the induced density (29)-(31) re-
quires renormalization, since there follows from the
asymptotics of TrGmj
TrGmj (r, r; iy)→
iy√
1 + y2
1
r
+
Q
(1 + y2)
3/2
1
r2
+O
(
1
r3
)
,
r →∞ , (35)
that the non-renormalized ρV P (r) decreases for r → ∞
as 1/r2, and so the total induced charge diverges loga-
rithmically.
The general result, obtained in [35] via expression of
ρV P (r) in powers of Q, which is valid for any number of
spatial dimensions in the external fields like (1), is that
all the divergences of ρV P (r) originate from the fermionic
loop with two external lines, while the next-to-leading
orders of expansion are finite. So for calculation of the
renormalized induced density ρrenV P the linear in Q terms
should be extracted from TrGmj (24) and replaced by
ρ
(1)
V P (10), which is nonzero only for |mj| = 1/2. For these
purposes one finds first the component of the induced
density ρ
(3+)
V P,|mj|
(r), defined as
ρ
(3+)
V P,|mj|
(r) =
|e|
2π
 ∑
mj=±|mj|
∑
−16ǫn<0
ψn,mj (r)
†ψn,mj (r) +
1
π
∞∫
0
dyRe
(
TrG|mj |(r, r; iy)− 2TrG(1)mj (r; iy)
) , (36)
where G
(1)
mj = Q ∂Gmj/∂Q
∣∣
Q=0
and can be found through the first Born approximation G0(−V )G0, which for r 6 R0
6gives
TrG(1)mj (r; iy) =
Q
(iy − 1)2
(γ˜2K2|mj−1/2|(γ˜r) + (1 − iy)2K2|mj+1/2|(γ˜r))
r∫
0
dr′
r′
R0
(
γ˜2I2|mj−1/2|(γ˜r
′)+
+(1− iy)2I2|mj+1/2|(γ˜r′)
)
+
(
γ˜2I2|mj−1/2|(γ˜r) + (1 − iy)2I2|mj+1/2|(γ˜r)
)
×
×

R0∫
r
dr′
r′
R0
(
γ˜2K2|mj−1/2|(γ˜r
′) + (1− iy)2K2|mj+1/2|(γ˜r′)
)
+
+
∞∫
R0
dr′
(
γ˜2K2|mj−1/2|(γ˜r
′) + (1− iy)2K2|mj+1/2|(γ˜r′)
)
 ,
(37)
and for r > R0
TrG(1)mj (r; iy) =
Q
(iy − 1)2
(γ˜2K2|mj−1/2|(γ˜r) + (1 − iy)2K2|mj+1/2|(γ˜r))

R0∫
0
dr′
r′
R0
(
γ˜2I2|mj−1/2|(γ˜r
′)+
+(1− iy)2I2|mj+1/2|(γ˜r′)
)
+
r∫
R0
dr′
(
γ˜2I2|mj−1/2|(γ˜r
′) + (1− iy)2I2|mj+1/2|(γ˜r′)
)+
+
(
γ˜2I2|mj−1/2|(γ˜r) + (1− iy)2I2|mj+1/2|(γ˜r)
) ∞∫
r
dr′
(
γ˜2K2|mj−1/2|(γ˜r
′)+
+(1− iy)2K2|mj+1/2|(γ˜r′)
)]
,
(38)
where γ˜ =
√
1 + y2. The integrals, containing in the
expressions for TrG
(1)
mj (37) and (38), are not given ex-
plicitly due to their cumbersome form.
So the expression for renormalized induced density
takes the form
ρrenV P (r) = 2
ρ(1)V P (r) + ∑
mj=1/2, 3/2,..
ρ
(3+)
V P,|mj |
(r)
 , (39)
where ρ
(1)
V P (r) is the perturbative induced density (10),
evaluated by means of the polarization function (6) in the
first order of PT. Such expression for ρrenV P (r) guarantees
the vanishing total induced charge QrenV P =
∫
d2r ρrenV P (r)
for Z < Zcr,1, since Q
(1)
V P is zero by construction, while
the subsequent direct calculation confirms that the con-
tribution of ρ
(3+)
V P,|mj|
(r) to QrenV P for Z < Zcr,1 vanishes
too. Unlike 1+1 D, in 2+1 D such a check cannot be
performed in the purely analytical form any more due
to complexity of expressions, containing in ρ
(3+)
V P,|mj|
(r).
Nevertheless, it could be quite reliably performed via
special combination of analytical and numerical meth-
ods ([29], App.B). Moreover, it suffices to verify the dis-
appearance of the total charge QrenV P not for the entire
subcritical region, but only in absence of negative dis-
crete levels. In presence of the latter, the vanishing total
charge for Z < Zcr,1 follows from model-independent ar-
guments, which are based on the starting expression for
the induced density (12). Namely, there follows from (12)
that the change of the integral induced charge is possible
for Z > Zcr,1 only, when the discrete levels attain the
lower continuum. Moreover, upon diving into the lower
continuum each doubly degenerate energy level yields the
change of the integral charge exactly by (−2|e|). One
of the possible correct ways to prove this statement is
given in Ref. [36]. Let us specially mention that this
effect is essentially non-perturbative and completely in-
cluded in ρ
(3+)
V P , while ρ
(1)
V P does not participate in it and
still makes an exactly vanishing contribution to the to-
tal charge. Thus, the behavior of the renormalized by
means of (39) induced density in the non-perturbative
region turns out to be indeed such that should be ex-
pected from the general assumptions about the structure
of the electron-positron (or electron-hole in our context)
vacuum for Z > Zcr [11, 12, 14, 15].
A more detailed picture of these changes in ρrenV P (r) is
quite similar to that considered in [11, 12, 14, 15] for 3+1
QED by means of U.Fano approach [37]. The main result
is that any discrete level ψn,mj (r), dived into the lower
continuum, yields the change of the induced density by
∆ρV P (r) = −2|e|ψn,mj(r)†ψn,mj (r)
∣∣
ǫn=−1
. (40)
The next point is that the renormalized induced den-
sity (39) is represented by an infinite sum over mj . So
7the convergence of this sum should be explored in de-
tail. For these purposes let us consider the asymptotics
of ρ
(3+)
V P,|mj|
(r) (36) for large |mj |. The asymptotics of
TrGmj (r, r; iy) (24) for |mj | → ∞ takes the form
TrGmj (r, r; iy)→
→ iy + V0|mj | +
sgn(mj)
2m2j
+O
(|mj |−3) , r 6 R0,
→ iy +Q/r|mj | +
sgn(mj)
2m2j
+O
(|mj |−3) , r > R0 ,
(41)
whereas the corresponding asymptotics of TrG
(1)
mj (r; iy)
reads
TrG(1)mj (r; iy)→

V0
1
|mj | +O
(|mj |−3) , r 6 R0,
Q
r
1
|mj | +O
(|mj |−3) , r > R0 .
(42)
Taking into account the definition of TrG|mj |(r, r; iy)
(30), from (97) and (42) one obtains
Re
[
TrG|mj |(r, r; iy)− 2TrG(1)mj (r; iy)
]
= O
(|mj |−3) ,
|mj | → ∞ . (43)
Proceeding further, let us note that the discrete levels
should rise up with increasing |mj |. Therefore for any
given Q the additional contribution from negative dis-
crete levels to ρV P (r) disappears in the expressions (31)
and (36) for |mj| → ∞. Since the integral over dy in
(36) converges uniformly (see [29], App.C), there fol-
lows from (97) that ρ
(3+)
V P,|mj |
(r) for |mj | → ∞ behaves
as O(|mj |−3). So the partial series in mj converges and
the renormalized induced density ρrenV P (r) (39) is finite ev-
erywhere up to logarithmic singularities at r = R0 due
to the contribution from ρ
(1)
V P (r).
Fig.2(a) shows the renormalized induced density
ρrenV P (r) (39) for the unscreened (R1 → ∞) external po-
tential (1) in the case α = 0.4, R0 = 1/15, first in the
purely perturbative regime for Z = 0.5, thereupon for
Z = 2.37, when the first Zcr,1 ≃ 2.373 isn’t reached yet,
for Z = 2.38, when the first discrete level has just dived
into the lower continuum, thereon for Z = 3.05, when
the second Zcr,2 ≃ 3.056 is not reached yet, and, finally,
for Z = 3.06, i.e. just after diving of the second discrete
level into the lower continuum. The critical charges are
found from the transcendental equation, which is the con-
sequence of matching conditions for ψinmj (r) and ψ
out
mj (r)
at r = R0 for ǫ = −1:
I|mj−1/2|
(√
1− (V0 − 1)2R0
) [
K2i|κ|−1
(√
8QR0
)
+K2i|κ|+1
(√
8QR0
)
+
+
√
2
QR0
mjK2i|κ|
(√
8QR0
)]
+
√
2(2− V0) I|mj+1/2|
(√
1− (V0 − 1)2R0
)
K2i|κ|
(√
8QR0
)
= 0 ,
(44)
In (44) Kp(z) is the MacDonald function, which appears
in the solutions of the system (19) in the limit ǫ → −1,
while |κ| =
√
Q2 −m2j .
The direct numerical integration confirms that the to-
tal induced charge for Z = 0.5, 2.37 equals to zero,
for Z = 2.38, 3.05 equals to (−2|e|), while for Z =
3.06 equals to (−4|e|). Fig.2(b) displays the logarith-
mic singularity in ρrenV P (r) at r = R0, which origi-
nates from ρ
(1)
V P (r). On the contrary, the induced den-
sity ρ
(3+)
V P (r) =
∑
mj
ρ
(3+)
V P,|mj |
(r) is a continuous func-
tion, which is shown in Fig.2(c). Fig.2(d) displays the
weighted sign-alternating density r × ρ(3+)V P (r) on a suffi-
ciently large interval of variation of the radial variable for
Z = 2.37, which confirms that the total induced charge
in the subcritical region should vanish. Note also that in
the overcritical region the changes of ρrenV P (r) with increas-
ing Z proceed not only in a step-like manner due to the
formation of vacuum shells from the discrete levels div-
ing into the lower continuum according to (40) (which
is sometimes called a ”real” polarization), but also via
permanent deformations in the density of states in both
continua and evolution of the discrete levels with increas-
ing Z (known as a ”virtual” one). For other values of α
and R0 similar graphs don’t change qualitatively.
Thus, the correct approach to calculation of ρrenV P (r)
for all the regions for Z should be based on the expres-
sions (36) and (39) with subsequent verification of the
expected integer value of the total induced charge via
direct integration of ρrenV P (r).
4. INDUCED CHARGE DENSITY FOR THE
SCREENED COULOMB ASYMPTOTICS
The changes start already in PT directly from the
Uehling potential. Namely, the expression (7) for
8ΡVP
ren
HZ=0.5 L
ΡVP
ren
HZ=2.37 L
ΡVP
ren
HZ=2.38 L
ΡVP
ren
HZ=3.05 L
ΡVP
ren
HZ=3.06 L
0.00 0.05 0.10 0.15 0.20 0.25 0.30
-10
0
10
20
30
r Hunits of Λ
c
L
Ρ
V
P
re
n
R0
(a)
ΡVP
H1L
HZ=0.5 L
ΡVP
H1L
HZ=2.37 L
ΡVP
H1L
HZ=2.38 L
ΡVP
H1L
HZ=3.05 L
ΡVP
H1L
HZ=3.06 L
0.00 0.05 0.10 0.15 0.20 0.25 0.30
0
5
10
15
20
r Hunits of Λ
c
L
Ρ
V
P
H1
L
R0
(b)
ΡVP
H3+L
HZ=0.5 L
ΡVP
H3+L
HZ=2.37 L
ΡVP
H3+L
HZ=2.38 L
ΡVP
H3+L
HZ=3.05 L
ΡVP
H3+L
HZ=3.06 L
0.00 0.05 0.10 0.15 0.20 0.25 0.30
-10
-8
-6
-4
-2
0
r Hunits of Λ
c
L
Ρ
V
P
H3
+
L
(c)
0.0 0.5 1.0 1.5 2.0 2.5 3.0
-0.03
-0.02
-0.01
0.00
r Hunits of Λ
c
L
r
´
Ρ
V
P
H3
+
L
(d)
FIG. 2: (Color online) (a) ρrenV P (r), (b) ρ
(1)
V P (r), (c) ρ
(3+)
V P (r), α = 0.4 , R0 = 1/15 and Z = 0.5 , 2.37 , 2.38 , 3.05 , 3.06, (d)
r × ρ
(3+)
V P (r) on a more large interval of variation of the radial variable for Z = 2.37.
A
(1)
V P,0(r) acquires the following additive term
∆A
(1)
V P,0(r) =
Zα|e|
4
∞∫
0
dq
J0(qr)
q
[
2
q
+
(
1− 4
q2
)
×
× arctan
(q
2
)]
× (2 [qR1J0(qR1)− 1]−
−πqR1 [J0(qR1)H1(qR1)− J1(qR1)H0(qR1)]) , (45)
which yields the corresponding contribution to the in-
duced density
∆ρ
(1)
V P (r) = −
Zα|e|
16π
∆2
( ∞∫
0
dq
J0(qr)
q
[
2
q
+
(
1− 4
q2
)
×
× arctan
(q
2
)]
× (2 [qR1J0(qR1)− 1]−
−πqR1 [J0(qR1)H1(qR1)− J1(qR1)H0(qR1)])
)
.
(46)
Now in (46) it is not allowed to exchange the integration
over dq and the Laplace operator, since in contrast to the
unscreened case the leading term of the integrand in (46)
behaves for q →∞ as
− cos(q(r +R1)) + sin(q(r −R1))√
rR1 q2
, (47)
which after the action of ∆2 gives
cos(q(r +R1)) + sin(q(r −R1))√
rR1
+O(1/q) . (48)
Such behavior of the asymptotics of the integrand for
∆ρ
(1)
V P (r) means that the induced density should reveal
an even more strong singularity for r → R1, than for
r → R0, namely
∆ρ
(1)
V P (r)→ −
Zα|e|
8π
(
1
2R1 (r −R1)+
+
1
4R21
ln |R1 − r|+O(1)
)
, r→ R1 . (49)
Actually, the difference between the logarithmic singu-
larity at r = R0 and the power-like at r = R1 in the
induced density reflects the difference in behavior of the
9external potential (1) at these points. A more detailed
analysis of the structure of singularities in ∆ρ
(1)
V P (r) at
r = R1 is presented in [38].
It should be pointed out that for a slightly modified
cutoff, which preserves the continuity of the potential at
r = R1, the singularity in ρ
(1)
V P (r) at r = R1 remains a
logarithmic one, as for r = R0. However, for the induced
charge and density the discontinuity in the external po-
tential (1) at r = R1 doesn’t pose any principal problems,
in particular, Q
(1)
V P remains zero. So we’ll deal here with
this type of screening, since (1) looks more physical and
transparent. At the same time, the perturbative one-loop
vacuum polarization energy turns out to be divergent due
to this discontinuity, and so calculation of the Casimir
(vacuum) energy in this case requires to consider a more
soft type of screening (see, e.g., refs.[38, 39]).
Screening (1) yields the next changes in the structure
of solutions of the radial DC problem (19). For r 6 R0
the fundamental pair of solutions (20) remains the same,
the fundamental pair (22) is now valid on the interval
R0 < r < R1, while for the remaining part of the half-
axis r > R1 the independent solutions of (19) should be
chosen as
for ψ1(r) : I01 (r) = γI|mj−1/2|(γr) ,
K01(r) = −γK|mj−1/2|(γr) ;
(50)
for ψ2(r) : I02 (r) = (1− ǫ) I|mj+1/2|(γr) ,
K02(r) = (1− ǫ)K|mj+1/2|(γr) ,
(51)
where γ =
√
1− ǫ2.
As a result, the expression for TrGmj in the screened
case takes the form
TrGmj (r, r; ǫ) =
1
[I,K]
(
I1K1 + I2K2 +
[K0,M]
R1
[W ,K]R0 +
[W ,K0]
R1
[M,K]R0
[K0,M]R1 [I,W ]R0 + [W ,K0]R1 [I,M]R0
(I21 + I22)
)
, r 6 R0 ,
1
[M,W ]
([K0,M]
R1
[W , I]R0 +
[W ,K0]
R1
[I,M]R0
[K0,M]R1 [W , I]R0 − [W ,K0]R1 [I,M]R0
(M1W1 +M2W2)+[K0,M]
R1
[I,M]R0
(W21 +W22)+ [W ,K0]R1 [W , I]R0 (M21 +M22)
[K0,M]R1 [W , I]R0 − [W ,K0]R1 [I,M]R0
)
, R0 < r < R1 ,
1
[I0,K0]
(
I01K01 + I02K02 +
[I0,W]
R1
[I,M]R0 +
[I0,M]
R1
[W , I]R0
[W ,K0]R1 [I,M]R0 + [M,K0]R1 [W , I]R0
(
(K01)2 + (K02)2
))
, r > R1 ,
(52)
where in addition to (25) one has
[I0,K0] = ǫ − 1 , (53)
while the Wronskian (18), which enters into the expres-
sion for TrGmj (17), equals now to
Jmj (ǫ) =
[K0,M]
R1
[I,W ]R0 +
[W ,K0]
R1
[I,M]R0
[M,W ] .
(54)
The asymptotics of TrGmj (r, r; ǫ) on the arcs of large
circle (Fig.1) for r 6 R0 and R0 < r < R1 coincide with
those in the problem without screening (27) and (28),
since the terms in TrGmj , depending on R1, give only an
exponentially decreasing contribution. For r > R1 the
asymptotics of TrGmj (r, r; ǫ) takes the form:
on the arcs C1(R) and C2(R) in the upper half-plane,
where |ǫ| → ∞ , 0 < Arg ǫ < π ,
TrGmj (r, r; ǫ)→
i
r
+
i
2rǫ2
(
m2j
r2
+ 1
)
− imj
2r3ǫ3
+O
(|ǫ|−4) , r > R1 ;
(55)
on the arcs of large circle in the lower half-plane C3(R)
and C4(R), where |ǫ| → ∞, −π < Arg ǫ < 0 ,
TrGmj (r, r; ǫ)→
− i
r
− i
2rǫ2
(
m2j
r2
+ 1
)
+
imj
2r3ǫ3
+O
(|ǫ|−4) , r > R1 .
(56)
Again, there follows from the asymptotics of
TrGmj (r, r; ǫ) on the arcs of the large circle that the in-
tegration along the contours P (R) and E(R) in (15) can
be reduced to the imaginary axis, whence one finds the
same final expression for the vacuum density as in the
10
unscreened case (29)-(31) with the same properties (32)-
(34).
However, the asymptotics of TrGmj (r, r; ǫ) for r →∞
undergoes significant changes, caused by the different
structure (50),(51) of solutions of the system (19) for
r > R1, namely
TrGmj (r, r; iy)→
iy√
1 + y2
1
r
+
mj (1− imjy)
2 (1 + y2)3/2
1
r3
+O
(
1
r5
)
, r →∞ .
(57)
There follows from (57) that in the case of finite R1
for any mj the total induced charge is finite from the
outset. Nevertheless, the induced density requires renor-
malization, since the non-renormalized total induced
charge doesn’t vanish in the subcritical region. For these
purposes we define once more the component ρ
(3+)
V P,|mj |
(r)
by the same expression (36), where TrG
(1)
mj (r; iy) should
now be replaced by:
for r 6 R0
TrG(1)mj (r; iy) =
Q
(iy − 1)2
(γ˜2K2|mj−1/2|(γ˜r) + (1 − iy)2K2|mj+1/2|(γ˜r))
r∫
0
dr′
r′
R0
(
γ˜2I2|mj−1/2|(γ˜r
′)+
+(1− iy)2I2|mj+1/2|(γ˜r′)
)
+
(
γ˜2I2|mj−1/2|(γ˜r) + (1 − iy)2I2|mj+1/2|(γ˜r)
)
×
×

R0∫
r
dr′
r′
R0
(
γ˜2K2|mj−1/2|(γ˜r
′) + (1− iy)2K2|mj+1/2|(γ˜r′)
)
+
+
R1∫
R0
dr′
(
γ˜2K2|mj−1/2|(γ˜r
′) + (1− iy)2K2|mj+1/2|(γ˜r′)
)
 ,
(58)
for R0 < r < R1
TrG(1)mj (r; iy) =
Q
(iy − 1)2
(γ˜2K2|mj−1/2|(γ˜r) + (1 − iy)2K2|mj+1/2|(γ˜r))

R0∫
0
dr′
r′
R0
(
γ˜2I2|mj−1/2|(γ˜r
′)+
+(1− iy)2I2|mj+1/2|(γ˜r′)
)
+
r∫
R0
dr′
(
γ˜2I2|mj−1/2|(γ˜r
′) + (1− iy)2I2|mj+1/2|(γ˜r′)
)+
+
(
γ˜2I2|mj−1/2|(γ˜r) + (1− iy)2I2|mj+1/2|(γ˜r)
) R1∫
r
dr′
(
γ˜2K2|mj−1/2|(γ˜r
′)+
+(1− iy)2K2|mj+1/2|(γ˜r′)
)]
,
(59)
for r > R1
TrG(1)mj (r; iy) =
Q
(iy − 1)2
(γ˜2K2|mj−1/2|(γ˜r) + (1 − iy)2K2|mj+1/2|(γ˜r))

R0∫
0
dr′
r′
R0
(
γ˜2I2|mj−1/2|(γ˜r
′)+
+(1− iy)2I2|mj+1/2|(γ˜r′)
)
+
R1∫
R0
dr′
(
γ˜2I2|mj−1/2|(γ˜r
′) + (1− iy)2I2|mj+1/2|(γ˜r′)
)
 ,
(60)
where γ˜ =
√
1 + y2, and introduce the renormalized ρrenV P (r) via expression
ρrenV P (r) = 2
ρ(1)V P (r) + ∆ρ(1)V P (r) + ∑
mj=1/2, 3/2,..
ρ
(3+)
V P,|mj |
(r)
 , (61)
with ρ
(1)
V P (r) being the perturbative induced density (10) for the unscreened case, while ∆ρ
(1)
V P (r) is the additional
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contribution (46), caused by finite R1.
Qualitatively, the behavior of the renormalized induced
density (61) looks like in the unscreened case (R1 →∞):
for Z < Zcr,1 the total induced charge vanishes exactly,
each discrete level ψn,mj (r) by diving into the lower con-
tinuum yields the change in the induced density described
by (40), while the total induced charge loses an amount
equal to (−2|e|). To demonstrate the correspondence be-
tween the screened and unscreened cases, in Figs.3a-d
there are shown the components of the induced density
ρ
(3+)
V P,|mj |
(r) for the case α = 0.4, R0 = 1/15, |mj | = 3/2
and R1 = ∞ , 10R0 , 5R0 , 2R0, correspondingly. Each
plot contains the induced density before and just after
diving of the first discrete level into the lower contin-
uum. Moreover, from Figs.3a-d it is clearly seen that
for decreasing R1 the components of the induced density
ρ
(3+)
V P,|mj |
(r) localize in the region r ∼ R0 due to contrac-
tion of the Coulomb well.
5. PECULIAR EFFECTS IN THE SCREENED
TWO-DIMENSIONAL CASE
In the screened two-dimensional case the behavior of
levels at thresholds of both continua reveals some pe-
culiar features, which are quite different from the un-
screened one and absent in one- or three-dimensional DC
systems. As in the previous Section, we’ll consider them
here for the screened potential (1).
It would be instructive to start directly with the DC
spectral problem (19) at the lower threshold. For ǫ = −1
the system (19) takes the from
d
dr
ψ1(r) +
1/2−mj
r
ψ1(r) = −V (r)ψ2(r) ,
d
dr
ψ2(r) +
1/2 +mj
r
ψ2(r) = (2 + V (r))ψ1(r) .
(62)
For r ≤ R0 the solutions of (62) can be represented as
ψ1(r) =
√
V0 I|mj−1/2|
(√
V0(2 − V0) r
)
,
ψ2(r) =
√
2− V0 I|mj+1/2|
(√
V0(2 − V0) r
)
,
(63)
while for R0 < r < R1 they should be written as follows
ψ1(r) =
√
2Q
r
(
λK2i|κ|
(√
8Qr
)
+ I2i|κ|
(√
8Qr
))
,
ψ2(r) = 2I1+2i|κ|
(√
8Qr
)
+
+ (i|κ| −mj)
√
2
Qr
I2i|κ|
(√
8Qr
)
−
− λ
(
2K1+2i|κ|
(√
8Qr
)
−
− (i|κ| −mj)
√
2
Qr
K2i|κ|
(√
8Qr
))
.
(64)
The coefficient λ is determined by matching the solutions
(63) and (64) at r = R0.
The new circumstance, which is specific to the screened
two-dimensional case, is that for r ≥ R1 the solutions of
(62) turn out to be the power-like ones, which degree
separates the channels with |mj | = 1/2, mj = −3/2 and
the others into two essentially different groups. Namely,
for mj ≥ 3/2 and mj ≤ −5/2 the solutions of (62) in the
region r ≥ R1 up to a common normalization factor take
the form
mj ≥ 3/2 : ψ1(r) = 0, ψ2(r) = r−(mj+1/2),
mj ≤ −5/2 : ψ1(r) = rmj−1/2, ψ2(r) = r
mj+1/2
mj + 1/2
,
(65)
which leads to normalizable discrete levels at ǫ = −1.
For these channels the corresponding critical charges are
found via matching at r = R1, what gives
W−1,mj = 0 (66)
for mj ≥ 3/2 and
W−2,|mj | = 0 , (67)
for mj ≤ −5/2, where (mj > 0)
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FIG. 3: (Color online) ρ
(3+)
V P,3/2(r) for α = 0.4 , R0 = 1/15 and (a) R1 →∞, (b) R1 = 10R0, (c) R1 = 5R0, (d) R1 = 2R0.
W∓1,mj =K2i|κ|
(√
±8QR1
)
×
×
(
Imj−1/2(
√
±V0(2∓ V0)R0)
(
2I1+2i|κ|(
√
±8QR0)± (i|κ| −mj)
√
2
±QR0 I2i|κ|
(√
±8QR0
))
−
−
√
2 (2∓ V0) Imj+1/2
(√
±V0(2∓ V0)R0
)
I2i|κ|
(√
±8QR0
))
+
+ I2i|κ|
(√
±8QR1
)
×
×
(
Imj−1/2(
√
±V0(2∓ V0)R0)
(
2K1+2i|κ|(
√
±8QR0)∓ (i|κ| −mj)
√
2
±QR0 K2i|κ|
(√
±8QR0
))
+
+
√
2 (2∓ V0) Imj+1/2
(√
±V0(2∓ V0)R0
)
K2i|κ|
(√
±8QR0
))
,
(68)
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W∓2,mj =
(√
±2QK2i|κ|
(√
±8QR1
)
− mj − 1/2√
R1
(
2K1+2i|κ|(
√
±8QR1)∓ (i|κ|+mj)
√
2
±QR1K2i|κ|
(√
±8QR1
)))
×
×
(
Imj+1/2(
√
±V0(2 ∓ V0)R0)
(
2I1+2i|κ|(
√
±8QR0)± (i|κ|+mj)
√
2
±QR0 I2i|κ|
(√
±8QR0
))
−
−
√
2 (2∓ V0)Imj−1/2
(√
±V0(2∓ V0)R0
)
I2i|κ|
(√
±8QR0
))
+
+
(√
±2QI2i|κ|
(√
±8QR1
)
+
mj − 1/2√
R1
(
2I1+2i|κ|(
√
±8QR1)± (i|κ|+mj)
√
2
±QR1 I2i|κ|
(√
±8QR0
)))
×
×
(
Imj+1/2(
√
±V0(2 ∓ V0)R0)
(
2K1+2i|κ|(
√
±8QR0)∓ (i|κ|+mj)
√
2
±QR0K2i|κ|
(√
±8QR0
))
+
+
√
2 (2∓ V0) Imj−1/2
(√
±V0(2∓ V0)R0
)
K2i|κ|
(√
±8QR0
))
.
(69)
At the same time, for |mj | = 1/2 and mj = −3/2 the
system (62) doesn’t possess normalizable solutions at the
lower threshold, since for r ≥ R1 one finds
mj = 1/2 : ψ1(r) = 0 , ψ2(r) = A/r ,
mj = −1/2 : ψ1(r) = 0 , ψ2(r) = B ,
mj = −3/2 : ψ1(r) = C/r2 , ψ2(r) = −C/r .
(70)
Moreover, the solutions (70) cannot be interpreted
as the scattering states at the lower threshold too,
since in the latter case both components of the WF
should demonstrate the behavior typical for the cylin-
drical waves, namely ∼ 1/√r. Remarkably enough, such
form of solutions (70) for r > R1 is a specific feature of
two spatial dimensions. In the one-dimensional case the
corresponding solutions at both thresholds are the scat-
tering states with vanishing wavenumber. In 3 spatial
dimensions, on the contrary, at the lower threshold the
electronic WF for any orbital number l contains only one
non-vanishing component, which behaves like O(r−(l+2))
and so all the states belong to the discrete spectrum,
whereas at the upper threshold the s-wave is the scatter-
ing state, while the others again belong to the discrete
spectrum.
In Figs.4a,b there are shown the components ψ1(r)
and ψ2(r) of the electronic WF, corresponding to lev-
els with mj = ±1/2, lying very close to the thresh-
old, namely ǫ = −0.99999999999999999999762 (Z =
3.808194785685109813175) for mj = 1/2 and ǫ =
−0.99999999999999999999773 (Z = 5.57)) for mj =
−1/2. Figs.4c,d represent ψ1(r) and ψ2(r) of levels with
mj = ±3/2 for ǫ = −0.999999113 (Z = 6.2059331) and
ǫ = −0.999999118 (Z = 6.38159669)), respectively.
Although in this case we deal with non-normalizable
solutions, the equations for the corresponding critical
charges can be also found via matching the solutions
(64) and (70) at r = R1, what gives:
for mj = 1/2
Im
[(
Q
√
1− 2
V0
J−2i|κ|(−2
√
−2QR0)J1(
√
V0(V0 − 2)R0)+
+
(√
−2QR0 J1−2i|κ|(−2
√
−2QR0)− (1/2 + i|κ|)J−2i|κ|(−2
√
−2QR0)
)
J0(
√
V0(V0 − 2)R0)
)
×
× J2i|κ|(2
√
−2QR1)
]
= 0 , (71)
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FIG. 4: (Color online) ψ1(r) and ψ2(r) for α = 0.4, R0 = 1/15, R1 = 2R0 and (a) mj = 1/2, Z = 3.808194785685109813175,
(b) mj = −1/2, Z = 5.57, (c) mj = 3/2, Z = 6.2059331, (d) mj = −3/2, Z = 6.38159669.
for mj = −1/2
Im
[(
Q
√
1− 2
V0
J−2i|κ|(−2
√
−2QR0)J1(
√
V0(V0 − 2)R0)−
−
(√
−2QR0 J1−2i|κ|(−2
√
−2QR0) + (1/2− i|κ|)J−2i|κ|(−2
√
−2QR0)
)
J1(
√
V0(V0 − 2)R0)
)
×
× J2i|κ|(2
√
−2QR1)
]
= 0 , (72)
and for mj = −3/2
Im
[(
Q
√
1− 2
V0
J−2i|κ|(−2
√
−2QR0)J1(
√
V0(V0 − 2)R0)−
−
(√
−2QR0 J1−2i|κ|(−2
√
−2QR0) + (3/2− i|κ|)J−2i|κ|(−2
√
−2QR0)
)
J2(
√
V0(V0 − 2)R0)
)
×
×
(
(QR1 + 3/2 + i|κ|)J2i|κ|(2
√
−2QR1)−
√
−2QR1 J1+2i|κ|(2
√
−2QR1)
)]
= 0 . (73)
The validity of these equations can be easily verified by taking the limit ǫ → −1 in the equations for discrete levels
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with −1 < ǫ < 1 and |mj | < Q for the screened potential (1)
Im
[(
Kmj+1/2(γR1) ((mj +Q/γ)Φ(b, c, 2γR1) + bΦ(b+ 1, c, 2γR1)) +
Kmj−1/2(γR1) (−(mj +Q/γ)Φ(b, c, 2γR1) + bΦ(b+ 1, c, 2γR1))
)
×
(√
(ǫ + V0 + 1)(1− ǫ)Jmj−1/2(ζR0) (−(Q/γ +mj)Φ∗(b, c, 2γR0) + b∗ Φ∗(b + 1, c, 2γR0))
+
√
(ǫ+ V0 − 1)(1 + ǫ)Jmj+1/2(ζR0) ((Q/γ +mj)Φ∗(b, c, 2γR0) + b∗Φ∗(b + 1, c, 2γR0))
)]
= 0 . (74)
The mirror-symmetrical situation takes place now at
the threshold of the upper continuum, since in the
screened case the condensation of levels at ǫ → 1 dis-
appears and the total number of discrete levels becomes
finite. The whole difference is the change in signs of mj .
Namely, for ǫ = 1 the system (19) takes the form
d
dr
ψ1(r) +
1/2−mj
r
ψ1(r) = (2− V (r))ψ2(r) ,
d
dr
ψ2(r) +
1/2 +mj
r
ψ2(r) = V (r)ψ1(r) .
(75)
For r ≤ R0 the solutions of (75) are chosen as
ψ1(r) =
√
V0 + 2 I|mj−1/2|
(√
−V0(2 + V0) r
)
,
ψ2(r) =
√
V0 I|mj+1/2|
(√
−V0(2 + V0) r
)
,
(76)
while for R0 < r < R1 they should be written as follows
ψ1(r) = 2I1+2i|κ|
(√
−8Qr
)
+
+ (i|κ| −mj)
√
2
−Qr I2i|κ|
(√
−8Qr
)
−
− λ
(
2K1+2i|κ|
(√
−8Qr
)
−
− (i|κ| −mj)
√
2
−Qr K2i|κ|
(√
−8Qr
))
,
ψ2(r) =
√
−2Q
r
(
λK2i|κ|
(√
−8Qr
)
+ I2i|κ|
(√
−8Qr
))
,
(77)
where the coefficient λ quite similar to the lower thresh-
old is found via matching of solutions (76) and (77) at
the point r = R0.
Again, for r ≥ R1 the solutions of (75) turn out to
be the power-like ones, whose degree separates now the
channels with |mj | = 1/2, mj = 3/2 and the others into
two essentially different groups. Namely, for mj ≥ 5/2
and mj ≤ −3/2 for the solutions of (75) in the region
r ≥ R1 up to a common normalization factor one finds
mj ≥ 5/2 : ψ1(r) = r
1/2−mj
1/2−mj , ψ2(r) = r
−mj−1/2 ,
mj ≤ −3/2 : ψ1(r) = rmj−1/2, ψ2(r) = 0 .
(78)
These solutions give rise to normalizable discrete levels
at ǫ = 1. The corresponding “upper critical” charges,
when the virtual levels, descending to the threshold of
the upper continuum from above, transform into the real
ones, can be found from equations, which are derived
by matching the solutions of (75) at the point r = R1,
namely
W+2,mj = 0 (79)
for mj ≥ 5/2 and
W+1,|mj | = 0 (80)
for mj ≤ −3/2.
For |mj | = 1/2 and mj = 3/2 the system (75) doesn’t
possess normalizable solutions at the upper threshold,
which could be classified either as discrete levels or as
the scattering states, since for r ≥ R1 the latter take the
form
mj = 1/2 : ψ1(r) = B , ψ2(r) = 0 ,
mj = −1/2 : ψ1(r) = A/r , ψ2(r) = 0 ,
mj = 3/2 : ψ1(r) = −C/r , ψ2(r) = C/r2 .
(81)
The corresponding equations, defining the upper critical
charges, are found now by the same procedure as for the
lower ones and read:
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for mj = 1/2
Im
[(
Q
√
1 +
2
V0
J−2i|κ|(2
√
2QR0)J0(
√
V0(V0 + 2)R0)+
+
(√
2QR0 J1−2i|κ|(2
√
2QR0)− (1/2− i|κ|)J−2i|κ|(2
√
2QR0)
)
J1(
√
V0(V0 + 2)R0)
)
J2i|κ|(2
√
2QR1)
]
= 0 ,
(82)
for mj = −1/2
Im
[(
−Q
√
1 +
2
V0
J−2i|κ|(2
√
2QR0)J1(
√
V0(V0 + 2)R0)+
+
(√
2QR0 J1−2i|κ|(2
√
2QR0) + (1/2 + i|κ|)J−2i|κ|(2
√
2QR0)
)
J0(
√
V0(V0 + 2)R0)
)
J2i|κ|(2
√
2QR1)
]
= 0 ,
(83)
while for mj = 3/2
Im
[(
Q
√
1 +
2
V0
J−2i|κ|(2
√
2QR0)J1(
√
V0(V0 + 2)R0)+
+
(√
2QR0 J1−2i|κ|(2
√
2QR0)− (3/2− i|κ|)J−2i|κ|(2
√
2QR0)
)
J2(
√
V0(V0 + 2)R0)
)
×
×
(
(QR1 − 3/2− i|κ|)J2i|κ|(2
√
2QR1) +
√
2QR1 J1+2i|κ|(2
√
2QR1)
)]
= 0 . (84)
The peculiar feature of the channel |mj | = 1/2 is a
substantial difference in behavior of discrete levels in
this channel by approaching both thresholds, not only
between this channel and the others, but also between
mj = 1/2 and mj = −1/2. Moreover, the last difference
turns out to be the most impressive. Figs.5a,b represent
the evolution of existing discrete levels on the interval
0 < Z < 10 by growing Z for α = 0.4, R0 = 1/15,
R1 = 2R0 and |mj | = 1/2 , 3/2. The vertical dashed
lines denote the positions of the lower critical charges,
when the levels approach the lower threshold, while the
dotted ones — the upper ones, i.e. the moments of trans-
formation of virtual levels into the real ones at the up-
per threshold. Fig.5a corresponds to |mj | = 1/2, while
Fig.5b to |mj | = 3/2.
Such impressive difference in behavior of levels with
mj = ±1/2 near the thresholds can be well understood
with account of expansion of corresponding equations for
discrete levels with −1 < ǫ < 1 and |mj| < Q (74) for
ǫ→ ±1. Namely, for ǫ→ −1 the expansion of the corre-
sponding equation for the levels with mj = 1/2 gives
A0
(
Q/γ2 +mj/γ
)
+ C0 ln γ +D0 = 0, (85)
with γ =
√
1− ǫ2, while the coefficients A0 , B0 , C0 , D0
are determined by the following expressions
A0(Q,R1) =
√
8V0
R1
Im
[
B0(Q)J−2i|κ|(−2
√
−2QR1)
]
,
(86)
B0(Q) = Q
√
1− 2
V0
J2i|κ|(2
√
−2QR0)J1(R0
√
(V0 − 2)V0)−
− (
√
−2QR0 J1+2i|κ|(2
√
−2QR0) + (1/2− i|κ|)J2i|κ|(2
√
−2QR0))J0(R0
√
(V0 − 2)V0) , (87)
C0(Q,R1) = Im
[
B0(Q)
(
QR1J−2i|κ|(−2
√
−2QR1)−
− (
√
−2QR1 J1−2i|κ|(−2
√
−2QR1)− (1/2 + i|κ|)J−2i|κ|(−2
√
−2QR1)
)]
, (88)
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FIG. 5: (Color online) The evolution of discrete levels by growing Z for α = 0.4, R0 = 1/15, R1 = 2R0 and (a) |mj | = 1/2 ,
(b) |mj | = 3/2. The vertical dashed lines denote the positions of the lower critical charges, when the levels approach the lower
threshold, while the dotted ones — the moments of transformation of virtual levels into the real ones at the upper threshold.
D0(Q,R1) = − 1√
2QR1
1
6R1
Im
[
1
2
√
−2QR1J−2iκ(−2
√
−2QR1)×
×
{[
2
(
3 + 7Q2 + 2iκ(3 + 4Q2)
)
J1+2iκ(2
√
−2QR0)−
−
(
6− 4Q2 + 3(1/2− iκ)V0 + 4QR0(1 + 3V0)
)√
−2QR0J2iκ(2
√
−2QR0)
]
J0(R0
√
V0(V0 − 2))+
+
[
4
(
6 + 2QR0 − 4Q2(V0 − 1)− 3V0
)
J1+2iκ(2
√
−2QR0)−
−
(
2 + 2V0 − 3V 20 + 4iκ(2V0 − 1)
)√
−2QR0J2iκ(2
√
−2QR0)
]QJ1(R0√V0(V0 − 2))√
V0(V0 − 2)
}
+
+ i
√
2V0B0(Q)
(
2R1(3 + 4Q
2 − 2QR1)J1−2iκ(−2
√
−2QR1)−
− (3Q(1 +R21) + 2R1(iκ − 1))
√
−2QR1J−2iκ(−2
√
−2QR1)
)]
+ C0(Q,R1) (γE + ln(R1/2)) , (89)
with γE being the EulerGamma.
The critical charges in this case coincide with zeros of the
function A0(Q,R1), since at the lower threshold γ → 0
and so the equation (85), multiplied by γ2, takes the form
QA0 +mjA0γ +C0γ
2 ln γ +D0γ
2 = 0, whence it follows
that A0(Q,R1) should vanish. In its turn, the equation
A0(Q,R1) = 0 is completely equivalent to the equation
(71) for the corresponding lower critical charges (up to
the complex conjugation).
To the contrary, for levels with mj = −1/2 the ex-
pansion of the corresponding equation (74) for ǫ → −1
by keeping the leading terms containing γ−1 ln γ and γ−1
and omitting the next-to-leading ones, starting from ln γ,
yields an equation, which allows for a simple analytic so-
lution of the form
ǫ = −
√
1− C2(Q,R1) , (90)
with the function C(Q,R1) being determined by the fol-
lowing expression
C(Q,R1) =
2
R1
exp
(
Im
[
B(Q)(
√−2QR1 J1−2i|κ|(−2
√−2QR1) + (mj − i|κ|)J−2i|κ|(−2
√−2QR1))
]
2QR1Im
[
B(Q)J−2i|κ| (−2
√−2QR1)
] − γE
)
, (91)
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B(Q) = Q
√
1− 2
V0
J2i|κ|(2
√
−2QR0)J0(R0
√
(V0 − 2)V0)+
+ (
√
−2QR0 J1+2i|κ|(2
√
−2QR0)− (1/2 + i|κ|)J2i|κ|(2
√
−2QR0))J1(R0
√
(V0 − 2)V0) . (92)
In this case the lower critical charges correspond to the
zeros of the denominator in the exponent in the expres-
sion for C(Q,R1) (91). Again, the latter precisely coin-
cides with the equation for critical charges in this channel
(72) (up to the complex conjugation).
The origin of such apparent difference in behavior of
levels with mj = ±1/2 by approaching the thresholds of
continua, which is clearly seen in Fig.5a, lyes in the dif-
ferent structure of approximate equations (85) and (90)
and hence, of their solutions. Namely, the r.h.s. of (90)
contains an exponent in the function C(Q,R1), which de-
creases very rapidly, when Z approaches the correspond-
ing Zcr. As a consequence, for R1 = 2R0 in the vicinity
of the first Zcr = 5.7757028739... in the channel with
mj = −1/2 the level very quickly takes on values close
to ǫ = −1. In particular, for Z = Zcr − 1/10 one obtains
1 + ǫ ≃ 10−45, for Z = Zcr − 1/100 the level lyes much
closer 1 + ǫ ≃ 10−474, while for Z = Zcr − 1/1000 the
difference should be already estimated as 1+ǫ ≃ 10−4757.
To the contrary, for mj = 1/2 with the same screening
in the vicinity of the first Zcr = 3.8081947856... in the
channel for Z = Zcr − 1/100 the position of the level is
estimated as 1 + ǫ ≃ 10−2, while for Z = Zcr − 1/1000
one finds only 1 + ǫ ≃ 10−3. This is the reason, why the
slopes of curves for levels with mj = ±1/2 by approach-
ing the thresholds turn out to be substantially different.
Indeed here, in these estimates, the benefit of approxi-
mate equations (85) and (90) is manifested most clearly,
since they allow to monitor the position of the levels even
in the case when the latter are located extremely close,
e.g., ≃ −1 + 10−4757, to the threshold.
It is worth to note that such exponentially slow ap-
proach of levels in the channel with mj = −1/2 to
the lower threshold and with mj = 1/2 to the upper
one reflects in fact the well-known feature of the two-
dimensional non-relativistic quantum-mechanical well, in
which at least one exponentially shallow discrete level
ǫ0,1/2 exists for arbitrary small well parameters in the
partial channel with mj = 1/2 (the only condition is the
convergence of the integral
∫
dr rU(r)) [40]. In our DC
problem the position of such a level for small Z near the
upper threshold is defined by the relation, quite similar
to (90)-(91)
ǫ0,1/2 =
√
1− C˜2(Q,R1), (93)
where
C˜(Q,R1) =
2
R1
exp
[
F (−κ, R1)B˜(−κ)− F (κ, R1)B˜(κ)
2QR1(J2κ(2
√
2QR1)B˜(−κ) − J−2κ(2
√
2QR1)B˜(κ))
− γE
]
, (94)
F (κ, R1) =
√
2QR1J1−2κ(2
√
2QR1)− (1/2− κ)J−2κ(2
√
2QR1) , (95)
B˜(κ) = Q
√
1 +
2
V0
J2κ(2
√
2QR0)J0(R0
√
(V0 + 2)V0)+
+ (
√
2QR0J1+2κ(2
√
2QR0)− (1/2 + κ)J2κ(2
√
2QR0))J1(R0
√
(V0 + 2)V0) . (96)
For R0 = 1/15, R1 = 2R0, α = 0.4 the behavior of this
level on the interval 0 < Zα < mj is shown in Fig.6a,
while in Fig.6b its dependence on the cutoff R1 on the
interval R0 < R1 < 500R0 is given for Z = 1/10. For
R1 →∞ it transforms into the lowest discrete level in this
partial channel for the unscreened case with the limiting
value ǫ0,1/2 ≃ 0.996828726314219 . . . . From Figs.6a,b
there follows that for Z very close to zero there exists al-
ways one discrete level ǫ0,1/2 with mj = 1/2, which with
decreasing Z tends very rapidly to 1. In particular, for
our standard set of parameters R0 = 1/15, R1 = 2R0,
α = 0.4 and Z = 1/10 one has ǫ0,1/2 ≃ 1 − 10−107,
whereas for Z = 1/100 it lyes already at ≃ 1 − 10−1084.
Indeed such behavior is demonstrated by other levels
with mj = 1/2 just after creation at the upper threshold
and with mj = −1/2 by approaching the lower one for
Q > |mj |.
Another peculiar feature of the channels with |mj | =
1/2 and |mj | = 3/2 is the behavior of the induced density
by crossing the lower Zcr, since in this case the Fano rule
in the form (40) for ∆ρV P (r) doesn’t work. Nevertheless,
the jump in the density by crossing the lower threshold
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FIG. 6: (a): The behavior of the first discrete level ǫ0,1/2 as a function of the source charge Z for α = 0.4, R0 = 1/15,
R1 = 2R0; (b): the dependence of the level ǫ0,1/2 on the cutoff R1 for α = 0.4, R0 = 1/15 and Z = 1/10.
can be well understood by taking into account that the
non-normalizable solutions (70) and (81) appear as the
limiting behavior of corresponding discrete levels for ǫ→
−1, and so instead of (40) we get
∆ρV P (r) = −2|e| lim
ǫn→−1
ψn,mj(r)
†ψn,mj (r) . (97)
In particular, the jump in the induced density distribu-
tion by diving of the corresponding level with |mj | = 1/2
and mj = −3/2 into the lower continuum turns out to be
the (improper) limit of normalizable distributions spread
over the whole half-axis 0 6 r 6 ∞, which carries with
an amount (−2|e|) of the total induced charge. The lat-
ter result is well verified via direct numerical calcula-
tion. The behavior of the jumps in the induced density
depending on ∆Z by crossing the lower threshold are
shown in Figs.7a,c,e for mj = 1/2 and in Fig.7b,d,f for
mj = −3/2. In these figures the difference between in-
duced densities taken at Zcr−∆Z/2 and Zcr+∆Z/2 for
decreasing ∆Z is presented. As it was already stated in
Section 3, the jumps in the induced density by levels div-
ing into the lower continuum represent themselves the
essentially non-perturbative effect, completely included
in ρ
(3+)
V P , while ρ
(1)
V P does not participate in it and still
makes an exactly vanishing contribution to the total in-
duced charge. To demonstrate the effect of spreading
of jumps in the induced density at the threshold more
clearly, in Figs.7c,d and in Figs.7e,f the weighted densi-
ties r × ρ(3+)V P,mj (r) and r2 × ρ
(3+)
V P,mj
(r) are used. From
Figs.7 it should be clear that the less is ∆Z by crossing
the threshold, the more spread is the jump in the induced
density distribution, but the loss of amount (−2|e|) of the
total induced charge remains unchanged.
6. CONCLUSION
Thus, in this work the vacuum polarization effects in
the 2+1-dimensional strongly-coupled QED, caused by
diving of levels into the lower continuum, have been
considered in terms of the renormalized vacuum density
ρrenV P (~r). The 2+1-dimensional case differs significantly
from the one-dimensional one first of all in that ρrenV P (~r)
is represented now by an infinite series in the rotational
quantum number mj , and so there appears an additional
problem of its convergence. As it was shown in [29], this
problem can be successfully solved by renormalization of
the vacuum density within PT, i.e. via regularization
of the solely divergent fermionic loop with two exter-
nal lines. Simultaneously, the integral vacuum charge
vanishes automatically in the subcritical region, and is
changed by (−2|e|) upon diving of each subsequent dou-
bly degenerate discrete level into the lower continuum.
Such behavior of ρrenV P (~r) in the overcritical region con-
firms once more the assumption of the neutral vacuum
transmutation into the charged one under such conditions
([11–15] and refs. therein).
It should be noted also that in the most of works cited
above [4, 17–25] the impurity potentials are considered
without any kind of screening at large distances from
the Coulomb source. However, in fact in such systems
there should definitely exist a finite R1 > R0, beyond
which the influence of the impurity charge will be neg-
ligibly small. And although the concrete form of the
screened potential could be more smooth (e.g., an expo-
nential one), already the considered peculiar effects by
screening in the form of the simplest shielding via verti-
cal wall for the lowest partial channels |mj | = 1/2 , 3/2
deserve special interest, since indeed the levels with such
rotational numbers should first dive into the lower contin-
uum. The most intriguing circumstance here is that the
jump in the induced density by crossing the correspond-
ing Zcr can be very weakly expressed, since the change in
the induced density distribution should be evenly spread
over the entire surface of the sample. This effect should
be especially remarkable for the levels with mj = −1/2,
since in this case such spreading of density will take place
for a whole interval ∆Z ∼ 1 before reaching the corre-
sponding Zcr (see Fig.5a). Therefore, recording such a
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FIG. 7: (Color online) The jumps in the induced density depending on ∆Z by crossing the lower threshold for α = 0.4,
R0 = 1/15, R1 = 2R0 (a), (c), (e): for mj = 1/2 and (b), (d), (f): for mj = −3/2.
change in the induced density can be significantly ham-
pered, and the only reliable way of confirming the ef-
fect is to measure directly the corresponding change in
the total induced charge. Such measurement, however,
poses additional problems. Moreover, even for the first
normalizable discrete levels at the lower threshold with
mj = 3/2 ,±5/2 , . . . that provide just the required de-
gree of decrease of the electronic WF at the radial infin-
ity, the jump in the induced density in the screened case
will also be significantly smeared over the surface of the
sample. So in the screened case the study of such criti-
cal effects in terms of the induced density could run into
serious difficulties.
This circumstance, however, doesn’t mean that the
critical effects cannot be observed in the screened case
at all, rather it indicates the need to study the Casimir
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effects. Although the most of works cited above treats the
induced charge density ρV P (~r) as the main polarization
observable, the Casimir (vacuum) energy EV P turns out
to be not less informative and in many respects comple-
mentary to ρV P (~r). Moreover, compared to ρV P (~r), the
main non-perturbative effects, which appear in the vac-
uum polarization for Z > Zcr,1 due to levels diving into
the lower continuum, show up in the behavior of EV P
even more clear, demonstrating explicitly their possible
role in the overcritical region [31, 36, 41, 42]. Namely,
with growing Z in the overcritical region ErenV P (Z) falls
into the region of large negative values with a rate that
depends on the total number of discrete levels, dived into
the lower continuum. In 2+1 D the growth rate of this
number turns out to be sufficiently higher than in 1+1 D
due to the contributions from different partial channels.
The estimate, obtained in [29], shows that this growth
rate should be not less than ∼ Z2.17. As a result, in the
2+1 D toy models considered in [31, 38], ErenV P (Z) turns
out to be negative estimated as ∼ −Z3/R0 . Such de-
crease of EV P could significantly affect the basic proper-
ties of the considered graphene-like DC system upon dop-
ing by charged impurities with Z > Z∗ ∼ O(10), leading
to a special type of affinity between the impurities and
the graphene plane. However, a rigorous evaluation of
this effect requires for a substantial amount of additional
calculations and numerical tools and will be reported in
a separate paper.
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