Abstract Automated textual analysis of firm-related documents has become an important decision support tool for stock market investors. Previous studies tended to adopt either dictionary-based or machine learning approach. Nevertheless, little is known about their concurrent use. Here we use the combination of financial indicators, readability, sentiment categories, and bag-of-words (BoW) to increase prediction accuracy. This paper aims to extract both sentiment and BoW information from the annual reports of US firms. The sentiment analysis is based on two commonly used dictionaries, namely a general dictionary Diction 7.0 and a finance-specific dictionary proposed by Loughran and McDonald (J Finance 66:35-65, 2011. doi:10.1111/j.1540-6261.2010.01625.x). The BoW are selected according to their tf-idf. We combine these features with financial indicators to predict abnormal stock returns using a multilayer perceptron neural network with dropout regularization and rectified linear units. We show that this method performs similarly as naïve Bayes and outperforms other machine learning algorithms (support vector machine, C4.5 decision tree, and k-nearest neighbour classifier) in predicting positive/negative abnormal stock returns in terms of ROC. We also show that the quality of the prediction significantly increased when using the correlation-based feature selection of BoW. This prediction performance is robust to industry categorization and event window.
Introduction
The past decade has seen the rapid development of textual analysis of many financial problems, such as the modelling of abnormal stock returns [2] [3] [4] , volatility modelling [1, 5, 6] , liquidity [7] , market-to-book ratio [8] , fraud detection [1, 9] , and financial distress prediction [10] [11] [12] . The findings of these studies have shown that the automated textual analysis of firm-related documents leads to more accurate financial predictions. It is therefore becoming increasingly difficult to ignore the contribution textual analysis may have in finance. In fact, textual sources such as news stories and corporate annual reports carry complementary qualitative information about the firm's current and future prospects. This information is reflected in the expectations of market participants [13] .
In recent literature reviews [14] [15] [16] , two general approaches have been used to analyse firm-related text: (1) dictionary-based and (2) machine learning. The former approach calculates overall word category (positive, negative, certainty, etc.) based on the frequency of words chosen by financial experts, thus addressing the contextspecific nature of financial vocabulary better than using general dictionaries such as Harvard IV-4 [1] . Machine learning approaches such as naïve Bayes [17] or support vector machines (SVMs) [13] , on the other hand, automatically construct word lists and their weights based on a classification of texts (for example, positive vs. negative texts). This approach may provide more accurate predictions, but it is problem-specific and difficult to interpret.
Both approaches have shown promising results in predicting the reactions of financial markets.
For the example of annual reports as textual sources, Li [18] demonstrated that changes in sentiment about risk (uncertainty) in annual reports significantly affect future earnings and stock returns. Li [19] found some evidence that managers may hide adverse information from investors by using harder-to-read language in annual reports. Feldman et al. [20] also reported that market reactions (2 days after the US Securities and Exchange Commission filing date) are significantly associated with the tone (net positive) of the Management Discussion and Analysis (MD&A) section of the annual report. Davis and TamaSweet [21] examined language used in two types of managerial disclosures, namely earnings press releases and MD&A. Their results suggest that MD&A provides information incremental to that in the corresponding earnings press release. Specifically, negative association was found between the level of pessimistic language in the MD&A and future firm performance.
Machine learning approaches to the textual classification of annual reports have also been reported in the literature. For example, Balakrishnan and Srinivasan [22] found that significantly positive, size-adjusted returns can be achieved by using the predictions of a machine learning model. More specifically, textual information was reported to affect investors' use of price momentum, which then became a key determinant of these excess returns. Butler and Keselj [23] converted annual reports to character ngram profiles and combined this approach with readability scores in a SVM classification model.
In this study, we use a hybrid textual analysis combining dictionary-based and machine learning approaches. Here, the dictionary-based approach is based on two commonly used complementary dictionaries: a general Diction 7.0 [24] and a finance-specific dictionary developed by [1] . Diction 7.0 uses a series of 35 dictionaries to calculate five general semantic features, namely activity, optimism, certainty, realism, and commonality. Diction 7.0 has become a useful tool in strategic management research to examine both language usage in organizations and possible linkages between management's narratives and organizational performance [25] . However, the use of finance-specific dictionaries has shown significantly higher prediction accuracy compared to the use of general dictionaries [1, 4, 26] . Moreover, Loughran and McDonald [16] reported that general dictionaries were especially inappropriate for sentiment analysis of financial disclosures, causing a high percentage of sentiment misclassification. The dictionary by [1] has become particularly dominant in the literature for finance-related analysis. Loughran and McDonald [1] reported that event period excess returns are positively affected by a frequent use of litigious terms (but only in cases of proportional weights of terms), whereas other financial dictionaries (negative, positive, uncertainty, weak modal, and strong modal) have negative effects for both proportional and tf-idf (term frequency-inverse document frequency) weights of terms. Negative, uncertainty, weak modal, and strong modal word lists displayed statistically significant effects for both weighting schemes.
The aim of this paper is to predict abnormal stock returns using the analysis of text in the annual reports of US firms. Most studies in the field tended to focus on either dictionary-based or machine learning approach, paying little attention to their synergistic effects. Here we use the combination of financial indicators, word categories, and bag-of-words (BoW) to increase prediction accuracy. First, adopting the approach of prior studies, we employ predefined dictionaries to show the effect of sentiment (tone) on abnormal stock returns. We show that the chosen word categories displayed in the annual reports negatively affect abnormal stock returns, with the exception of sentiment tone. Second, we use a BoW representation to detect the most relevant terms in the annual reports. We examine the effect of n-grams (word combinations) to capture the more complex underlying semantics of annual reports [13] . To perform the prediction of abnormal stock returns, we employ a neural network (NN) with dropout regularization and rectified linear units [27] and compare it with four machine learning approaches commonly used in text classification [28] , namely naïve Bayes, SVM, C4.5 decision tree, and k-nearest neighbour (k-NN) classifier. We demonstrate that the NN performs best using the combination of financial indicators and BoW approach. This paper is a significantly extended version of [29] . The previous version was limited to banking industry, whereas here we use a more recent dataset for a wide range of industries. The extension further includes an in-depth literature review and an experimental analysis of the combined effects of (1) general and finance-specific dictionaries, (2) BoW and dictionary-based features, and (3) financial indicators and linguistic features. We also examine the effect of three dimensionality reduction methods on the accuracy of abnormal stock returns' predictions. Finally, this paper compares the results with two state-of-the-art text classification methods and studies the robustness of the proposed approach to industry categorization and event window.
The remainder of this paper is organized in the following way. Section 2 outlines finance-specific aspects of textual analysis and provides a review of the relevant literature investigating the relationship between textual analysis and stock return prediction. Section 3 presents the corpus of documents and the results of its pre-processing. The prediction of abnormal stock returns is performed in Sect. 4 . In addition to textual information in annual reports, the financial indicators of firms are used for analysis, in line with previous literature. Section 5 discusses the obtained results and concludes the paper.
2 Textual analysis in stock return prediction:
literature review Kearney and Liu [14] classified the sources of textual information in the financial domain into three categories: corporation-expressed, media-expressed, and Internet-expressed. Corporation-expressed information is usually extracted from annual reports [1, 18] or from earnings press releases and conference calls [2] . MD&A sections of annual reports are widely considered to be the most important source of insider information, because they provide management's perspective on past performance, current financial positions, and future prospects [20] . These sections may therefore be particularly important for the prediction of firm performance and stock prices.
Researchers have shown increasing interest in the analysis of firm-related narratives partly due to the requirements of the US Securities and Exchange Commission (SEC) for electronic filings. 10-K filings (forms) provide both audited financial statements and a comprehensive overview of the firm's business and financial condition. Therefore, they are the most widely used source of data. However, the information provided by management may be rather subjective and not entirely true, making analysis difficult. Moreover, simultaneously released informative signals may affect the impact of managerial textual content [30] . Li [31] examined the MD&A sections of 10-K (and 10-Q) filings using a naïve Bayes method, demonstrating that a positive tone in the documents indicates positive future earnings. General dictionaries, on the other hand, failed to predict future financial performance. Demers and Vega [32] examined the impact on future earnings of net optimism and uncertainty of managerial communications regarding a firm's quarterly earnings results, suggesting that net optimism is positively associated with future earnings, whereas uncertainty indicates a decrease in future earnings. Similarly, Doran et al. [4] found that the tone of quarterly conference call dialogue has significantly explanatory power for abnormal stock returns. This tone may result in immediate stock price reaction and twoquarter delayed reaction, respectively [33] . Davis et al. [34] calculated net optimism in earnings press releases, finding that this measure (1) is positively associated with future return on assets and (2) generates a significant market response in a short window of time around the date of the earnings announcement. Moreover, sentiment obtained from MD&A is reported to provide information incremental to that extracted from the corresponding earnings press releases [21] .
In contrast to the above-mentioned studies, which used a general dictionary, Loughran and McDonald [1] developed a finance-specific dictionary to measure the sentiment in company-related textual documents. They reported that general dictionaries misclassified many negative words, such as ''taxes'' or ''liabilities'', thus adding noise to prediction models. Moreover, other industry-specific words (''oil'', ''cancer'') do not carry the generally negative connotation they do in general language. In addition to negative words, Loughran and McDonald [1] considered other effects by using five other word classifications (positive, uncertain, litigious, strong modal, and weak modal). Taken together, higher sentiment (across all word categories) in annual reports significantly and negatively affected future abnormal returns, whereas it significantly and positively impacted both abnormal volume and return volatility. In general, context-specific dictionaries seem to be more powerful than general dictionaries [26, 35] .
Meanwhile, media-expressed information is the information of outsiders contained in news stories and analyst reports [6] . Tetlock et al. [3] studied the effect of news stories on future earnings and stock returns, demonstrating that the fraction of negative words in firm-related news stories predicts both low earnings and low stock returns. Li et al. [36] demonstrated that news stories can be utilized to improve the accuracy of prediction on stock returns in intra-day trading. Schumaker and Chen [37] examined a SVM approach for financial news articles analysis using several textual representations: BoW, noun phrases, and named entities. Hagenau et al. [13] and Geva and Zahavi [38] use similar approaches and improve the performance of prediction models using feature selection procedures. Engelberg et al. [39] showed that there is a significant increase in short selling after news events, providing an information advantage to informed traders. Garcia [40] found that news content helps predict stock returns only during recessions. Moreover, the impact of media may also vary according to firm characteristics and article content [41] . The majority of the sources used are major news websites such as the Wall Street Journal [5] and Yahoo! Finance [42] .
Internet-expressed sentiment is used to extract the information from small investors [5] . For example, in their stock price prediction model, Li et al. [43] combined news information with the information obtained from online financial discussion boards. Similarly, Yu et al. [44] have investigated content from the social media, including blogs, forums, and Twitter. Their findings suggest that social media has a stronger impact on firm stock performance than conventional media.
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Finally, several researchers have investigated a variety of firm-related textual documents. For example, Kothari et al. [45] examined corporate reports, analyst disclosures and briefings, and disclosures made in the general business press. Their results showed that favourable disclosures have a significantly negative effect on firm's perceived risk (as proxied by the cost of capital, stock return volatility, and analyst forecast dispersion) ( Table 1) .
Data and research methodology
Our study encompasses 1402 US firms listed on the New York Stock Exchange (NYSE) or Nasdaq and with a reported stock price of at least 3 USD before the 10-K filing date (usually within 90 days after the end of the firm's fiscal year). This limit was chosen to reduce the contribution of bid/ask bounce in reaction to 10-K filing [1] . We also required market capitalization of at least 100 million USD to reduce the effect of risk factors for stocks [51] . We downloaded all 10-Ks for such firms from the EDGAR system for the period 2013. To control for variables that have shown significant impacts on abnormal stock returns in prior literature [2, 26] , we collected corresponding data from the MarketWatch database for the following variables: (1) liquidity ratio (daily trading volume/shares outstanding), (2) beta (dependence of the behaviour of the share price on the stock indices), (3) log of the market capitalization (lnMC), (4) price-earnings ratio (P/E), (5) price to book value (P/B), (6) return on equity (ROE), (7) total debt to total assets (TD/TA), and (8) a dummy variable for NYSE versus Nasdaq listing. e-SVR (support vector regression) was used for the imputation of missing values (with average RMSE = 5.21). All attributes except the missing one were used to estimate the missing value. The completed data on financial indicators were used afterwards to predict abnormal stock returns.
Following previous studies [2] , abnormal returns were calculated as accumulated returns in excess of the return on the CRSP (Center for Research in Security Prices) equalweighted market portfolio. Consistent with related studies, we also adopted a 3-day event window, from day t -1 to t ? 1, where t represents the 10-K filing day. The US firms were categorized into two classes, with positive (762 firms) and negative abnormal returns (618 firms), indicating an imbalanced dataset. Table 2 shows basic descriptive statistics of the sample. NYSE listings predominated in the data at 59.84% of considered firms.
In accordance with prior studies [31] , we extracted only the most important textual section from the downloaded 10-Ks, namely Item 7: Management's Discussion and Analysis of Financial Condition and Results of Operations (MD&A). This section provides managements' perspective on their firms' past, current, and future financial performance [14] .
To obtain their tone, we compared the extracted documents with two complementary word categorizations: (1) a general Diction 7.0 [24] and (2) a finance-specific developed by [1] . A series of 35 Diction 7.0 word categories were used to calculate five general semantic features as follows:
Loughran and McDonald [1] have addressed two major drawbacks of previous finance-specific word lists [2] , namely (1) the limited number of words contained in each category and (2) ignoring other important word categories besides positive and negative. As a result, extensive word lists of 354 positive and 2329 negative words were included by [1] . In addition, word categories for uncertainty (291 words), litigious (871 words), and modal (19 modal strong ? 27 modal weak words) were created as part of their work.
The use of negative words seems unambiguous, whereas the use of positive words in a negative statement has been one of the main challenges addressed in the literature on sentiment analysis [16] . To handle the problem of negations, we followed the approach proposed by [1] , performing a collocation analysis with positive words to detect one of the six negation words (no, not, none, neither, never, and nobody) occurring within three words preceding a positive word. The frequency of net positive words was [1, 6] . Following previous studies [4, 30, 39, 40] , we used the raw term frequency of word categories. This is words in each category were regarded as synonyms. To consider the length of documents, we normalized the word category counts by the length of the MD&A. In addition to the above-mentioned word categories, we also calculated the overall tone, defined as the count of positive words minus the count of negative words, divided by the sum of both positive and negative word counts [2] . Table 3 shows that firms with a stronger negative sentiment (and overall negative tone) performed worse. In other words, the overall tone was higher for the firms with positive abnormal return. In addition, realism and certainty in managerial sentiment were also taken positively by investors. This study also controls for the readability of the documents. We used the Gunning fog index as the most commonly applied [53] showed that the readability of analysts' reports increase trading volume reactions. The Gunning fog index can be calculated as follows:
Gunning fog index = 0:4 Â words per sentence ð þ percent of complex wordsÞ;
where complex words are words with three syllables or more.
To match the data from the EDGAR system and MarketWatch database, we used the ticker symbols of the firms (see Table 4 for a data sample).
To identify a set of useful n-grams, we first removed stop words, performed stemming using the Snowball stemmer, and converted all word tokens to lower case letters. Finally, all unigrams, bigrams and trigrams were identified in the training data and ranked according to their weights. Therefore, one central issue to be addressed is the choice of an appropriate term-weighting scheme to evaluate how important a word is within a document in a corpus [15, 54] . Using raw term frequency, all terms are considered equally important. However, this scheme assigns higher weights to terms that occur frequently in the text and it does not consider, moreover, the length of the document. Therefore, we used the smooth version of the most common term-weighting scheme, tf-idf, in which weights w ij are defined as follows:
where N represents the total number of documents in the corpus, df i denotes the number of documents with at least one occurrence of the ith term, and tf ij is the frequency of the ith term in the jth document.
For our experiments, we used the top 200, 500, 1000, and 2000 n-grams in a BoW fashion. The most relevant 2000 words were reported to be enough to classify document classes [55] . Moreover, previous studies indicated overlaps and potential value provided by bigrams [13] and trigrams (e.g. flow, cash flow, future cash flow) [29] .
Using top n-grams may also be considered as a feature selection method in text categorization problems. In fact, the high dimensionality of the feature space is another major issue to be addressed. It is therefore desirable to reduce the original feature space in order to enable more effective operation of classification algorithms and thus improve their accuracy [56] [57] [58] . It was reported that feature selection can effectively remove more than 90% of the terms without sacrificing the classification accuracy [59, 60] . Therefore, to reduce the original feature space of 2000 n-grams we further used two dimensionality reduction methods, namely a correlation-based feature selection (CBFS) [61] , latent semantic analysis (LSA) [62] , and LSA combined with cosine similarity (LSA ? cosine) [63] . In the correlation-based feature selection, the optimality of a feature subset is based on Pearson's correlation coefficient. Thus, irrelevant features are removed due to low correlations with the class, and redundant features are removed owing to high correlations with one or more of the other features. In this study, particle swarm optimization (PSO) (with 20 particles in the swarm, mutation probability of 0.01, individual weight of 0.34, inertia weight of 0.33, and social weight of 0.33) was used as a search procedure in the correlation-based feature selection. The feature selection was performed separately on 10 training datasets (tenfold cross-validation was used to avoid overfitting) to alleviate feature selection bias. On average, 30.3 features were selected for unigrams, 18.7 for bigrams, and 24.6 for trigrams.
The LSA was performed using singular value decomposition in order to transform the original feature space to a low-dimensional semantic space, in which documents with the same semantic concepts can be detected [62] . The number of concepts (26 for unigrams, 27 for bigrams, and 28 for trigrams) to retain was based on a proportion of total singular values to account for (set to 0.99). The LSA ? cosine method combined the results obtained from the LSA with cosine similarity to documents separately for positive and negative class. Our research methodology is presented in Fig. 1 .
Experimental results
The survey on text mining for stock market prediction [15] concludes that SVM and naïve Bayes are heavily favoured by researchers, whereas NNs are significantly underresearched in the field of stock market predictive text mining at this stage, despite that NNs have shown promising potentials for textual classification and sentiment analysis. NNs equipped with advanced techniques such as rectified linear units, AdaGrad, and dropout regularization have been reported to be particularly effective compared with state-of-the-art approaches to text classification [64] .
In our experiments, we examined multilayer perceptron NN with dropout regularization and rectified linear units (Fig. 2) . Dropout regularization [27, 65] was utilized because fully connected NNs are prone to overfitting. This regularization randomly sets a given proportion of the activations to the fully connected layers to zero during training. Thus, hidden units that activate the same output are decoupled. This largely improves generalization ability and prevents overfitting [66] . However, note that this effect is still not clear in deep NNs, for example in convolutional and pooling layers [67] .
Rectified linear units have attracted increased attention because traditional sigmoidal units suffer from the vanishing gradient problem, which may cause slow optimization convergence to a poor local minimum [68] . The synergistic effects of combining rectified linear units with dropout regularization have been demonstrated by [69] .
We trained this multilayer perceptron NN using stochastic gradient descent algorithm with the following parameters: input layer dropout rate = 0.2, hidden layer dropout rate = 0.5, number of hidden layers = {1, 2}, number of units in the hidden layer = {10, 20, 50, 100, 200}, learning rate = {0.05, 0.10}, size of each mini-batch used in computing gradients = 100, and the number of iterations = 1000. The structure and parameters of the NN learning were found using grid search procedure. The large number of neurons in the hidden layer was examined due to the high number of input features (more than 2000). However, adding too many neurons was not necessary because it would lead to modelling the noise in the training data, eventually causing poor generalization performance.
To demonstrate the effectiveness of this NN, we compared the results with four methods commonly used in text classification tasks, namely naïve Bayes, SVM, C4.5 decision tree, and k-NN classifier. Further, we used the SVMs trained using stochastic gradient descent algorithm (SGD). This algorithm was reported to outperform traditional sequential minimal optimization (SMO) in related document categorization tasks [10] . Since SVMs are robust to high dimensionality, they are well suited for text classification because of the sparse high-dimensional nature of the text. We examined the SGD for the number of epochs = 500 and learning rate = {0.01, 0.05}.
Error-based pruning algorithm was used to train the C4.5 decision tree. This algorithm uses single-attribute splits at each node. The feature with the highest information gain is used for the purpose of the split. For this algorithm, confidence factor is used when pruning the tree. The following parameters of C4.5 were examined to obtain the best classification performance: confidence factor = {0.1, 0.25, 0.4}, minimum number of instances per leaf = {1,2,…,5}, and number of folds = 3.
Linear nearest neighbour search algorithm with Euclidean distance function was used for the k-NN classifier. The number of neighbours was set to 3. The main idea is that documents belonging to the same class are likely to be close to one another based on a similarity measure.
It was reported that the use of common classification performance criteria such as accuracy may yield misleading conclusion in the case of class imbalance [70] . More accurate measures such as ROC (receiver operating characteristic) curve have been predominantly used for imbalanced datasets. Therefore, we measured the quality of abnormal return prediction using the area under the ROC curve. To demonstrate the classification accuracy on each class, we also report true positive (TP) and true negative (TN) rates. To avoid overfitting, all experiments were performed using tenfold cross-validation.
In the first set of experiments, we used the financial, sentiment, and BoW features separately. Table 5 shows the classification performance on the abnormal bank stock returns dataset. We report the average ± SD values of ROC from the tenfold cross-validation. The best performance of the algorithm is marked in bold. In addition, we report average TP and TN rates in Table 6 .
SVM and k-NN algorithms performed generally better on the lower-dimensional datasets (BoW with 200 and 500 features), whereas NB, C4.5 and NN performed best for the BoW with 2000 features. In case of the NB, this suggests a high variance in the data. Moreover, the quality of the prediction increased when using bigrams and trigrams. However, the best classification performance for the NB and k-NN methods was achieved using only unigrams and bigrams, respectively.
We employed Student's paired t test at p = 0.05 to test the differences in ROC. The results show that the NB and NN models performed particularly well on the BoW datasets.
In the second set of experiments, we examined the effect of the three dimensionality reduction methods, CBFS, LSA, and LSA ? cosine, on the accuracy of abnormal stock returns' predictions. As given in Table 7 , ROC classification performance increased for all methods when using the CBFS method for dimensionality reduction (compared with the original feature space used in Table 5 ). Again, the performance was superior for BoW features selected from bigrams and trigrams, respectively. In contrast, dimensionality reduction using the LSA method did not improve the classification performance in terms of ROC. The LSA ? cosine method performed better for NB and C4.5, while worse for the other classifiers. These results suggest that the classification performance of the algorithms was mainly deteriorated due to the presence of irrelevant and redundant features. This was particularly true for the majority class (positive abnormal return); see Table 8 . Therefore, we used only the BoW features selected by the CBFS in subsequent analyses. Again, NB and NN performed best across all datasets according to the Student's paired t test.
In the third set of experiments, we combined the categories of features to demonstrate the synergistic effect of financial, sentiment, and BoW information. Specifically, we examined the following combinations: (1) BoW features (unigrams ? bigrams ? trigrams), (2) financial, sentiment, and readability, (3) financial and BoW, (4) sentiment, readability, and BoW, and (5) financial, sentiment, readability, and BoW features. Table 9 shows that the classification performance of all algorithms (except C4.5) increased compared with both single approaches (Table 5 ) and dimensionality reduction methods (Table 7) . For SVM, C4.5, and NN, the performance was best when the financial, sentiment, and readability indicators were * ROC significantly lower at p = 0.05, the best performance of the algorithm is marked in bold Table 10 shows that the TN rates (i.e. for the minor class) particularly increased compared with dimensionality reduction methods (Table 8 ). In contrast, the financial, sentiment, and readability indicators were not important predictors for the NB classifier. In terms of ROC, the NN and NB methods significantly outperformed the remaining methods in all four sets of experiments. Using the predictions of the best performing models for each method, we were able to calculate the average stock return on testing data. When comparing the results with the average stock market return (0.30%) and a trivial majority classifier [13] (0.70%) as benchmarks, the average stock return for the portfolio selected by the used classifiers (i.e. the portfolio of firms classified as positive abnormal return) was as follows: NB (0.85%), SVM (0.97%), C4.5 (0.82%), k-NN (0.72%), and NN (1.01%).
To compare the performance of the NN (model with Fin. ? Sentim. ? Readab. ? CBFS_uni ? bi ? tri) with other state-of-the-art methods, we selected multinomial inverse regression (MNIR) [71, 72] and sparse matrix factorization (SMF) [73, 74] . The MNIR uses multinomial regression to map from BoW to the class space via relevant variables. Here, we applied the MNIR to 2000 n-grams identified using phrase counts weighting scheme. Specifically, we regressed the weights of the n-grams onto 3-day stock returns and market returns. Thus, two-dimensional sufficient reduction statistics were obtained for each document. Logistic regression was then used to predict abnormal stock return. In the SMF, abnormal stock price returns are correlated with features extracted from corporate annual reports. In agreement with related studies [73, 74] , we used 2000 unigrams to build a latent factor model. A sparse group lasso regularization term was included to eliminate irrelevant unigrams. Table 11 shows that the MNIR performed similar to the NN in terms of ROC. In contrast, the SMF was significantly outperformed. These differences can be partly explained by the use of bigrams and trigrams in the NN and MNIR models, respectively. Another possible explanation for this is that sentiment and readability features were not included in the SMF and MNIR models.
To test for the robustness of the NN results, we first examined the NN performance across industries. Manufacturing and finance firms predominated in the dataset (Table 12 ). The results presented in Table 12 demonstrate that the NN performed well for all SIC (standard industrial classification) categories of industries. It is also important to note that several related studies have used different event windows, ranging from three [1, 3] to ninety trading days [75] . We therefore examined different event windows. Specifically, the abnormal stock returns was predicted by using a 7-day (and an 11-day) event window; this is from day t -3 to t ? 3 (and from t -5 to t ? 5), again centred on the date of the 10-K filing day. Table 13 shows that the NN performed best for the 3-day event window. However, the performance did not deteriorate with increasing event window. When examining the results in terms of TP and TN rates, it is obvious that the overall performance is largely dependent on the class ratio rather than event window. Indeed, positive class predominated in the 3-day dataset in contrast to the 11-day event window (Table 13 ). The overall performance of the NN was good for all periods. The average stock return for the portfolio selected by the NN was 0.99 and 2.20% for the 7-day and 11-day event window, respectively. Again, average stock market return (0.51 and 0.96%) and the trivial majority classifier (0.50 and 0.00%) were significantly outperformed by the proposed model.
Conclusion
A strong relationship between textual information extracted from annual reports and abnormal stock return has been reported in the literature. This study set out with the aim of assessing the synergistic effects of sentiment analysis and machine learning approach in predicting abnormal stock returns. The results of this study indicate that machine learning approaches using BoW provide more accurate predictions than the aggregate indicators of sentiment categories. However, the elimination of irrelevant and redundant features seems to be critical in the BoW approach. Moreover, the combination of sentiment analysis and machine learning approach showed increase in ROC accuracy compared with the pure machine learning approach. On the one hand, this increase was not significant, suggesting that BoW sufficiently incorporate sentiment-related terms. On the other hand, we demonstrated that this combination outperformed the SMF model that ignores the evaluation of sentiment.
It is plausible that a number of limitations may have influenced the results obtained. Similarly to most previous studies, the sample used in this study was limited to major US stock exchanges. Although the sample can be considered representative of the North America region and similar to Europe region, recent empirical evidence suggests that other regions' stock markets exhibit specific behaviour, such as Japan [76] . Moreover, this study has only investigated a limited time period. In the year 2013, major US stock exchanges returned to growth, including a more optimistic investor sentiment compared with previous years. This trend has remained to the present day, suggesting that the proposed model may perform well for a longer period of time. However, caution must be applied, as managers begin to be aware of the importance of their comments on investors' behaviour. Substantially more experiments should therefore be conducted to generalize our findings.
Another important finding was that NN with dropout regularization and rectified linear units performed particularly well on this prediction task, suggesting that this method may be well suited for text classification tasks working with sparse high-dimensional data. Therefore, [77] . Furthermore, a future study investigating the syntactic structure and additional semantic features of firm-related text documents would be interesting. In fact, alternative NN structures such as convolutional NNs have recently been proposed to model sentimentspecific word embedding [78, 79] . Moreover, further research might explore the role of tone dispersion within managerial comments as this has been identified as an important indicator of current and future corporate financial performance [80] . Finally, the current study was limited by the use of financial fundamental indicators. Future research should therefore concentrate on the investigation of technical analysis [81] in conjunction with the linguistic features of firm-related documents.
The experiments in this study were carried out in R 2.12.0, Statistica 12, and Weka 3.7.13 using the MS Windows 7 operation system.
