San Jose State University

SJSU ScholarWorks
Faculty Research, Scholarly, and Creative Activity
2-18-2021

Prediction of elastic stresses in porous materials using fully
convolutional networks
Özgür Keleṣ
San Jose State University, ozgur.keles@sjsu.edu

Yinchuan He
San Jose State University

Birsen Sirkeci-Mergen
San Jose State University, birsen.sirkeci@sjsu.edu

Follow this and additional works at: https://scholarworks.sjsu.edu/faculty_rsca
Part of the Artificial Intelligence and Robotics Commons, Structural Engineering Commons, and the
Systems and Communications Commons

Recommended Citation
Özgür Keleṣ, Yinchuan He, and Birsen Sirkeci-Mergen. "Prediction of elastic stresses in porous materials
using fully convolutional networks" Scripta Materialia (2021). https://doi.org/https://doi.org/10.1016/
j.scriptamat.2021.113805

This Article is brought to you for free and open access by SJSU ScholarWorks. It has been accepted for inclusion in
Faculty Research, Scholarly, and Creative Activity by an authorized administrator of SJSU ScholarWorks. For more
information, please contact scholarworks@sjsu.edu.

Scripta Materialia 197 (2021) 113805

Contents lists available at ScienceDirect

Scripta Materialia
journal homepage: www.elsevier.com/locate/scriptamat

Prediction of elastic stresses in porous materials using fully
convolutional networks
Özgür Keles. a,∗, Yinchuan He b, Birsen Sirkeci-Mergen b
a
b

Chemical and Materials Engineering Department, San Jose State University, San Jose, CA 95192 USA
Electrical Engineering Department, San Jose State University, San Jose, CA 95192 USA

a r t i c l e

i n f o

Article history:
Received 3 October 2020
Revised 8 January 2021
Accepted 7 February 2021
Available online 18 February 2021
Keywords:
Fracture strength
Porosity
Materials informatics
Artiﬁcial Intelligence
AI optimization

a b s t r a c t
Machine learning (ML) models enable exploration of vast structural space faster than the traditional
methods, such as ﬁnite element method (FEM). This makes ML models suitable for stochastic fracture
problems in brittle porous materials. In this work, fully convolutional networks (FCNs) were trained to
predict stress and stress concentration factor distributions in two-dimensional isotropic elastic materials with uniform porosity. We show that even with downsampled data, FCN models predict the stress
distributions for a given porous structure. FCN predicted stress concentration factors 10,0 0 0 times faster
than the FEM simulations. The FCN-predicted stresses combined with fracture mechanics captured the
effect of porosity on the strength of porous glass. Increasing variations in pore size increased the variations in fracture strength. Furthermore, the FCN model predicts the pore conﬁgurations with the lowest
and highest stresses from a set of structures, enabling ML optimization of porous microstructures for
increased reliability.
© 2021 The Authors. Published by Elsevier Ltd on behalf of Acta Materialia Inc.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

Brittle fracture in porous materials depends on the local microstructure. In the presence of a far ﬁeld stress, local stresses are
distributed according to this local structure. Therefore, the stress
distributions acting on crack faces change through the structure.
These changes cause variations in fracture strength in brittle materials, i.e., cause stochastic fracture in ceramics and glasses [1,2].
The extremely-large structure space limits an experimental exploration of stochastic fracture. FEM simulations have been used to
perform virtual mechanical tests to overcome the limited number
of experiments [3], but FEM is still computationally expensive and
time-consuming, prohibiting high-ﬁdelity investigations of stochastic fracture. ML approaches, on the other hand, allow us to quickly
predict stress-structure relationships [4]. The knowledge of local
stresses in a microstructure is key for understanding stochastic
fracture and design for high reliability. Accordingly, we developed
deep learning (DL) models to predict stress and stress concentration factor (Kt ) distributions in two-dimensional isotropic elastic
porous materials.
ML has been used to predict fracture behavior and stress distributions in brittle materials, biological materials, polycrystalline
metals, and composites [5–15]. Low relative errors 1-3 % between
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the ML predicted stresses and FEM simulated stresses have been
reported for structures where the local stresses do not change
drastically [10,14]. In other words, if the variation of initial stresses
in a given structure is low, the relative error in ML predicted
stresses will be low due to the slightly more deterministic nature
of the problem. This is not the case for heterogenous materials,
such as porous materials. For example, ML strain predictions in
two-phase microstructures can reach a mean absolute relative error of ∼ 10% [9]. Increasing prediction errors with increasing elastic modulus difference between two phases was also reported [9].
Reports also showed an increase in relative error with increasing
complexity of a microstructure [5]. For porous media with cracks
around pores, fracture strength predictions using artiﬁcial neural
networks and random forest resulted in relative errors from 3% for
systems with 5 pores (porosity of ∼ 1%) to 20% for systems with
40 pores (porosity of 30 vol.%) [5].
Despite the current efforts, there is no DL approach that can
predict stress distributions in porous microstructures representing
porous ceramics and glasses [1,2]. Here, we focus on the relationship between an elastic porous structure and Kt . This way, we
avoid numerical errors due to the use of large stress values in the
MPa range. In addition, these Kt distributions can be used to calculate stress distributions by assuming a far ﬁeld stress. We trained
FCNs using > 10 0 0 FEM simulations with two different downsampling routines to speed up the training process. The trained
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Fig. 1. Fully convolutional network (FCN) model architecture showing the input image, layers, and output stress distribution.

FCN models established relationships between the Kt distributions
and porous microstructure. This FCN model quickly revealed the
highest and lowest Kt pore conﬁgurations from a set of 80,0 0 0 microstructures.
We worked with two-different datasets: low-sampling-rate and
high-sampling-rate. The low-sampling-rate dataset had 1550 instances of sample microstructure images with the properties: (i)
the image size was 10 0 0 × 10 0 0 pixels; (ii) the pore radii (R) were
40 or 60 pixels; (iii) the number of pores (NP ) were 1, 3, 5, 10,
15, and 20, representing a porosity (P ) from ∼ 1 to 10 vol.% for
40 pixel pores and 1 to 23 vol.% for 60 pixel pores. The highsampling-rate dataset had A)1100 instances of sample images with
properties: (i) the image size was 300 × 300 pixels; (ii) R = 30 pixels; (iii) NP = 1, 2, 3, 4, 5 and 6, representing P = 3–19 vol.%; and
B) 1800 instances for: (i) image size was 400 × 400 pixels; (ii) R
ranged between 89–91, 74–105, and 65–115 pixels; (iii) NP = 2, 4,
and 6, representing P = 8–24 vol.%. The distance between the pore
centers (t) satisﬁes the condition t > 4 + 2R. The pores’ distance to
the boundary was limited to a maximum of 70 pixels. For all the
systems, one pixel is equal to one μm .
Computer generated images were fed to OOF2 [3], which generated the stress matrix under a uniaxial force applied in the ydirection. A linear isotropic material with 70 GPa of elastic modulus and Poisson’s ratio of 0.2 were used in the simulations.
Meshes were generated with > 104 triangular quadratic elements
for low-sampling-rate and > 20 0 0 elements for high-samplingrate microstructures. Bottom boundary was ﬁxed, top boundary
was displaced to induce ∼ 0.1% strain. Left and right boundaries
were free. The output stress images were normalized with the
average top-stress values to obtain the Kt values. We used Kt =
σyy /σyy, top boundary for the FCN model development, because σyy are
the highest stresses–affecting fracture behavior. The microstructure
images and related output Kt distributions were down-sampled to
100 × 100 pixels for neural network training. The naming convention for the datasets of high-sampling-rate and low-sampling-rate
is a result of the downsampling process.

Convolutional neural networks (CNNs) are the state-of-art in
object detection and image classiﬁcation since the AlexNet won
the ImageNet challenge in 2012 [12]. An FCN is an extension of a
CNN to inputs of arbitrary size and outputs of the same size [16].
FCNs are formed of convolution, pooling, upsampling, and downsampling layers. The downsampling and pooling layers capture the
most important features for prediction. The upsampling layer constructs the Kt matrix using these features. FCNs are known to
be successful in more complex tasks such as image segmentation
compared with object detection and image-classiﬁcation [17]. In
image segmentation, the goal is to classify the object class for each
pixel within an image. Hence, FCNs are appropriate for stress or Kt
predictions, which can be represented as an image for a 2D structure under load.
Our FCN architecture is given in Fig. 1. The model contains
34 layers with 1,486,209 trainable parameters. We used 7 + 7 + 7
convolutional and max-pooling layer structure to identify features
from input data, followed by 3 + 3 convolutional layers with upsampling layers to predict Kt distributions. All convolutional layers
had 3 × 3 kernel size, the same padding methodology, and RELU
as the activation function. We used concatenate layers with upsampling layers to provide the connection skip feature. Thus, the
upsampling layers have more microstructural information for the
prediction. The same FCN model was trained using both the lowsampling-rate and high-sampling-rate training datasets. The inputs
to the FCN were microstructure images. The input did not contain additional information about the number of pores, location of
pores, and other geometrical relationships. A computer with CPU
Ryzen 3 3700x, RAM 32 GB, and GPU GTX1070 was used for training. The training time for low-sampling-rate dataset was 70 min.;
for high-sampling-rate dataset was 40 min. (160 batch-size and
600 epochs).
The developed FCN models eﬃciently predicted the distributions of Kt in elastic porous media. These Kt distributions can
be changed to σyy stress distributions by multiplying with a top
boundary stress value assuming no fracture. One such example is
2
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Fig. 2. Comparisons between the FEM calculated and FCN predicted σyy distributions for a–c) low-sampling-rate and d–f) high-sampling-rate microstructures. The stresses
along the white lines were compared in (c) for a-b and in (f) for d-e; FEM stresses are shown as blue lines with  and FCN stresses as red lines with ◦.

given in Fig. 2, where the Kt values were converted to σyy with
a top stress of 10 MPa. The FCN-predicted stresses (Fig. 2b and
d,e) matched the FEM-calculated stresses (Fig. 2a and d) in all regions of the microstructure, except for the highest stresses near
the pores. This observation is valid for all the microstructures.
In Fig. 2c and f, we display samples of the FEM-calculated and
FCN-predicted σyy along the x-axis, on which the actual maximum
stress lies. Note that, we present the results for 5-pore systems in
Fig. 2 that had relatively lower prediction performance compared
to other microstructures.
There are various approaches to quantify the prediction performance of our FCN models. The direct stress prediction shows near
perfect prediction except for the highest stresses near the pores
Fig. 2c and f. To quantify the overall prediction capability of the
FCNs, we used the performance metric: R2m = 1 − TRSS
SS , where resid
ual sum of squares RSS = nk=1 (Sk − Sˆk )2 and total sum of squares

T SS = nk=1 (Sk − Savg )2 . Sk is the kth stress concentration factor
matrix, Sˆk is the kth predicted stress concentration factor matrix,
Savg is the average of all the Kt matrices in the training set. Note
that R2m is a 100 × 100 matrix since the division in TRSS
SS is elementwise. Accordingly, we used the mean of 104 elements in the R2m
matrix as the performance metric for both the training and test
sets.
The average of the R2m (R2m ) for sets of microstructures is given
in Fig. 3. Higher prediction capabilities were observed for the highsampling-rate microstructures with R2m  greater than 0.94. The
lower prediction performance of the FCN for low-sampling-rate
is related to the increased complexity of the stress distributions
with increasing number of pores up to 20 pores. Note that the
same model was used for microstructures with any pore number
and pore orientation. In addition, the structure space is larger in
low-sampling-rate microstructures, i.e., the size of the microstruc-

ture was 10 0 0 × 10 0 0 pixels for the same number of pores relative
to the high-sampling-rate microstructures of 300 × 300 pixels. In
Fig. 3a and b, we display the maximum Kt prediction performance
using max-pooling. This performance has a U-shaped behavior: decreasing up to 5-pore and then increasing up to 20-pores. This Ushaped behavior was also observed in Weibull moduli (variation
in fracture strength) of porous ceramics/glasses with increasing
porosity [2,18]. The similarity in performance metric and Weibull
moduli behavior is because of the increasing stress-interactions between pores. For low porosity, probability of pore-to-pore stress
interactions is low. For high porosity, probability of pore-to-pore
stress interactions is high. That is, for low and high porosity, the
variation of stress distributions are low. For in-between porosity
(∼ 2–8 vol.%), we have both highly-interacting pores (pores close
to each other) and non-interaction pores (pores away from each
other); hence, a larger variation in stress distributions that is challenging for FCN to predict with the current data size. These prediction performances are manifested as a slightly lower Kt predictions compared to FEM calculations. The variations in Kt predictions for example systems are shown in Fig. 3e–h. The main reason
for the lower FCN-predicted Kt is due to downsampling. Note that
our FCN models were optimized over the entire datasets (highsampling and low-sampling) since we want to use it for any structure without the knowledge of the pore conﬁgurations.
We checked the effect of the data size on overall prediction performance by keeping the test set the same and changing the number of training samples (Fig. 3c and d). The FCN training was repeated for datasets sampled with mean-pooling and max-pooling.
As expected, the performance of the FCN models increased with
increasing data size. The performance of max-pooling sampling is
slightly lower than the mean-pooling sampling. Since the performance in Fig. 3c and d is the average performance of all locations
3
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Fig. 3. Change in maximum σyy prediction performance (R2m ) with number of pores for (a) high-sampling-rate and (b) low-sampling-rate ( represents the pore radius of
30 pixels,  40 pixels, and  60 pixels). Change in overall σyy prediction performance (R2m ) with the number of training microstructures for (c) high-sampling-rate and
(d) low-sampling-rate. Distributions of the FEM-calculated Kt in yellow and FCN-predicted Kt in blue for example systems with (e) 2 pore, R = 30 μm , P = 6.3%, (f) 6 pore,
R = 30 μm , P = 18.9%, (g) 5 pore, R = 40 μm , P = 2.5%, and (f) 10 pore, R = 60 μm , P = 11.3%.

in a microstructure, it is expected that mean-pooling performs better. However, with mean-pooling, the FCN model cannot predict
the maximum stresses in a given structure, R2m  < 0.35. This issue is resolved, if down-sampling is done using max-pooling with
R2m  > 0.94. Therefore, it is vital to use max-pooling to capture the
potential crack initiation sites in brittle systems.
Using the low-sampling-rate-trained FCN model, we identiﬁed
the high strength microstructures that have low Kt . For a single microstructure, FCN predicted Kt distributions in ∼ 0.01 s;
whereas, the FEM calculations took ∼ 2–15 min (including mesh
generation). This speed increase allowed brute-force search for
high- and low-Kt pore conﬁgurations from 20,0 0 0 microstructures
for a given number of pores–a total of 80,0 0 0 structures. The microstructures we used were 1-to-5 pore conﬁgurations with R =
60 μm . The samples of the highest and lowest Kt conﬁgurations
are given in Fig. 4. Note that microstructures with 2 and 4 pores
did not have representative samples in the training set. The following observations were made: (i) the highest Kt conﬁgurations tend
to horizontally arrange the pores; (ii) the lowest Kt conﬁgurations
tend to vertically arrange the pores. This observation conﬁrms the
predictive capability of FCNs for linear elastic stress distributions
in porous microstructures. Although we used σyy to train/test the
FCN models, stress-structure relationships for other stress components, strain energy, and stress intensity factors can be established
using the proposed FCN architecture.
Moreover, we explored the effect of porosity distribution on the
fracture strength of porous glass. An experimental set of porous
glass strengths with pore size 74–105 μm were compared to FEMcalculated and FCN-predicted strengths [19]. In these set of simulations, a crack size of 11 μm was assumed at the maximum σyy

positions around the pores. Previous studies showed that an experimental crack size distribution in porous glass initiates fracture
with a crack size of 11.0 ± 0.4 μm near the maximum σyy positions [1,2,20]. The FCN-predicted stress distributions were used
to calculate the geometric factors for all the pore-crack combinations in a given microstructure, which, in turn, used to ﬁnd the
fracture strength following previous approaches [1,2]. The FEMcalculated and FCN-predicted fracture strength matched the experimental behavior (Fig. 5). The increase in pore size and porosity
variation from 89–91 μm to 65–115 μm increased the strength variations. Variations in FEM-predicted strengths were slightly lower
than FCN-predicted strengths (Fig. 5a vs. b) Fracture strength’s relative standard deviation increased from 12.5% to 15.5% for P
16 vol.% and 11.3% to 13.8% for P 24 vol.%. The variations in
strength above P 10 vol.% are large and the effects of poresize-distributions are minimal for the simulated systems in this
work.
The main contributions of this paper are: (i) study of a new
FCN model to predict stress concentration factor (Kt ) distributions
for a given 2D isotropic elastic material with uniform and distributed pore sizes; (ii) study of down-sampling of the input data
on the FCN models to speed up the training; (iii) demonstration of
the FCN model by ﬁnding the highest and lowest Kt microstructures from a pool of 80,0 0 0 images; and (iv) prediction of fracture
strength of porous glass using FCN predicted stresses. Increasing
pore size variations increased the variations in fracture strength.
FCN predicted Kt distributions 10,0 0 0 times faster than the FEM
simulations. Moreover, we showed that the max-pooling is a must
for brittle fracture problems to ensure prediction of Kt hot-spots in
porous structures.
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Fig. 4. FCN predicted microstructures with the lowest stress concentration factor (Kt ) and highest Kt out of 20,0 0 0 random porous microstructure sets generated with (a) 2,
(b) 3, (c) 4, and (d) 5 pores. Black and white images were the FCN inputs. The FCN predicted distributions of Kt are shown in color maps.

Supplementary materials
Supplementary material associated with this article can be
found, in the online version, at doi:10.1016/j.scriptamat.2021.
113805.
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Fig. 5. Change in fracture stress with porosity shown for experimental porous glass
with pore size 74–105 μm (black ◦) vs. (a) FEM and (b) FCN calculated strength in
colored markers. Red, green, and blue represent pore size distributions 89–91, 74–
105, and 65–115 μm , respectively. Simulations with two, four, and six pores are
represented by , +, and , respectively. Error bars show the standard deviation.
Insets show the slight increase in variations with increasing pore size range. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred
to the web version of this article.)

The proposed FCN model can be extended to include other
microstructural features, such as grains, with the addition of
anisotropic mechanical, thermal, and piezoelectric behavior. One
can also use the FCN predictions as pre-conditioners for FEM simulations to speed up the calculations and reduce convergence problems. In addition, FCN predictions can be seen as reduced order
models that further speeds up numerical simulations [21]. Overall,
ML approaches together with active learning approaches [22] enable fast artiﬁcially intelligent optimization of three-dimensional
microstructures, devices, and systems.
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