This paper addresses the problem of multiclass classification with an extremely large number of classes, where the class predictor is learned jointly with the data representation, as is the case in language modeling problems. The predictor admits a hierarchical structure, which allows for efficient handling of settings that deal with a very large number of labels. The predictive power of the model however can heavily depend on the structure of the tree. We address this problem with an algorithm for tree construction and training that is based on a new objective function which favors balanced and easilyseparable node partitions. We describe theoretical properties of this objective function and show that it gives rise to a boosting algorithm for which we provide a bound on classification error, i.e. we show that if the objective is weakly optimized in the internal nodes of the tree, then our algorithm will amplify this weak advantage to build a tree achieving any desired level of accuracy. We apply the algorithm to the task of language modeling by re-framing conditional density estimation as a variant of the hierarchical classification problem. We empirically demonstrate on text data that the proposed approach leads to high-quality trees in terms of perplexity and computational running time compared to its non-hierarchical counterpart.
Introduction
Several machine learning settings are concerned with performing predictions in a very large discrete label 1 Yann LeCun: and Facebook AI Research space. From extreme multi-class classification to language modeling, one commonly used approach to this problem reduces it to a series of choices in a treestructured model, where the leaves typically correspond to labels. While this allows for faster prediction, and is in many cases necessary to make the models tractable, the performance of the system can depend significantly on the structure of the tree used, e.g. [MH09] .
Instead of relying on possibly costly heuristics [MH09], extrinsic hierarchies [MB05] which can badly generalize across different data sets, or purely random trees, we provide an efficient data-dependent algorithm for tree construction and training. Inspired by the LOM tree algorithm [CL15] for binary trees, we present an objective function which favors high-quality node splits, i.e. balanced and easily separable. In contrast to previous work, our objective applies to trees of arbitrary width and leads to guarantees on model accuracy. Furthermore, we show how to successfully optimize it in the setting when the data representation needs to be learned simultaneously with the classification tree.
Finally, the multi-class classification problem is closely related to that of conditional density estimation [RG11, Bis06] since both need to consider all labels (at least implicitly) during learning and at prediction time. Both problems present similar difficulties when dealing with very large label spaces, and the techniques that we present in this work can be applied indiscriminately to either. Indeed, we show how to adapt our algorithm to efficiently solve the conditional density estimation problem of learning a treestructured language model. This paper is organized as follows: Section 2 discusses related work, Section 3 outlines the necessary background and defines the flat and tree-structured objectives for multi-class classification and density estimation, Section 4 presents the objective and the optimization algorithm, Section 5 contains theoretical results, Section 6 adapts the algorithm to the problem of language modeling, Section 7 reports empirical re-sults on the Penn TreeBank and Gutenberg corpora, and finally Section 8 concludes the paper. Supplementary material contains additional material and proofs of theoretical statements of the paper. We also release the implementation of our algorithm, which is done in Torch [CKF11].
Related Work
The multi-class classification problem has been ad- The recently proposed LOM tree algorithm [CL15] differs significantly from other similar hierarchical approaches, like for example Filter Trees [BLR09] or random trees [Bre01] , in that it addresses the problem of learning good-quality binary node partitions. The method results in low-entropy trees and instead of using an inefficient enumerate-and-test approach, see e.g: [BFOS84] , to find a good partition or expensive brute-force optimization [AGPV13] , it searches the space of all possible partitions with SGD [Bot98] . Another work [DKLM16] uses a binary tree to map an example to a small subset of candidate labels and makes a final prediction via a more tractable one-againstall classifier, where this subset is identified with the proposed Recall Tree. Some other notable approaches based on decision trees include FastXML [PV14] (and its slower and less accurate at prediction predecessor [AGPV13] ). The approach is based on optimizing the rank-sensitive loss function and shows an advantage over some other ranking and NLP-based techniques in the context of multi-label classification. Other related approaches include the SLEEC classifier [BJK + 15] for extreme multi-label classification that learns embeddings which preserve pairwise distances between only the nearest label vectors and ranking approaches based on negative sampling [WBU11] . Another tree approach [KFCB15] shows no computational speed up but leads to significant improvements in prediction accuracy.
Conditional density estimation can also be challenging in settings where the label search is large, and one such case is that of language modeling. The task of language modeling consists in learning a probability density function over word sequences. Language models learn word representations that are useful in a number of practical settings such as named entity [BDVJ03a] simultaneously learn a distributed representation for words and the probability function for word sequences, expressed in terms of these representations.
The major drawback of these models is that they can be slow to train, as they grow linearly with the vocabulary size (anywhere between 10,000 and 1M words), which can make them difficult to apply . One algorithm which endeavors to learn a binary tree structure along with the representation is presented in [MH09]. They iteratively learn word representations given a fixed tree structure, and use a criterion that trades off between making a balanced tree and clustering the words based on their current embedding. The application we present in the second part of our paper is most closely related to the latter work, and uses a similar embedding of the context. However, where their setting is limited to binary trees, we work with arbitrary width, and provide a tree building objective which is both less computationally costly and comes with theoretical guarantees.
Background
In this section, we define the classification and loglikelihood objectives we wish to maximize. Let X be an input space, and V a label space. Let P be a joint distribution over samples in (X , V), and let f Θ : X → R dr be a function mapping every input x ∈ X to a representation r ∈ R dr , and parametrized by Θ (e.g. as a neural network).
We consider two objectives. Let g be a function that takes an input representation r ∈ R dr , and predicts for it a label g(r) ∈ V. The classification objective is defined as the expected proportion of correctly classified examples:
Now, let p θ (·|r) define a conditional probability distribution (parametrized by θ) over V for any r ∈ R dr . The density estimation task consists in maximizing the expected log-likelihood of samples from (X , V):
Tree-Structured Classification and Density Estimation Let us now show how to express the objectives in Equations 1 and 2 when using tree-structured prediction functions (with fixed structure) as illustrated in Figure 1 .
3 "e" "f" "g" "h" "i"
Figure 1: Hierarchical predictor: in order to predict label "i", the system needs to choose the third child of node 1, then the third child of node 4.
Consider a tree T of depth D and arity M with K = |V| leaf nodes and N internal nodes. Each leaf l corresponds to a label, and can be identified with the path c l from the root to the leaf. In the rest of the paper, we will use the following notations:
where c is next in the path. In that case, our classification and density estimation problems are reduced to choosing the right child of a node or defining a probability distribution over children given x ∈ X respectively. We then need to replace g and p θ with node decision functions (g n ) N n=1 and conditional probability distributions (p θn ) N n=1 respectively. Given such a tree and representation function, our objective functions then become:
The tree structured objectives defined above in Equations 4 and 5 can be optimized in the space of parameters of the representation and node functions using standard gradient ascent methods. However, they also implicitly depend on the tree structure T . In the rest of the paper, we provide a surrogate objective function which determines the structure of the tree and, as we show theoretically (Section 5), maximizes the criterion in Equation 4 and, as we show empirically (Sections 6 and 7), maximizes the criterion in Equation 5.
Learning Tree-Structured Objectives
In this section, we introduce a per-node objective J n which leads to good quality trees when maximized, and provide an algorithm to optimize it.
Objective function
We define the node objective J n for node n as:
where q
denotes the proportion of nodes reaching node n that are of class i, p (n) j|i is the probability that an example of class i reaching n will be sent to its j th child, and p (n) j is the probability that an example of any class reaching n will be sent to its j th child. Note that with this notation, we have:
The objective in Equation 6 reduces to the LOM tree objective in the case of M = 2.
At a high level, maximizing the objective encourages the conditional distribution for each class to be as different as possible from the global one; so the node j|i on a simple example with K = 4 classes and binary tree (M = 2). n is an exemplary node, e.g. root. σ denotes sigmoid function. Color circles denote data points. decision function needs to be able to discriminate between examples of the different classes. The objective thus favors balanced and pure node splits. To wit, we call a split at node n perfectly balanced when the global distribution p (n) · is uniform, and perfectly pure when each p (n) ·|i takes value either 0 or 1, as all data points from the same class reaching node n are sent to the same child.
In Section 5 we discuss the theoretical properties of this objective in details. We show that maximizing it leads to perfectly balanced and perfectly pure splits. We also derive the boosting theorem that shows the number of internal nodes that the tree needs to have to reduce the classification error below any arbitrary threshold, under the assumption that the objective is "weakly" optimized in each node of the tree. Remark 1. In the rest of the paper, we use node functions g n which take as input a data representation r ∈ R dr and output a distribution over children of n (for example using a soft-max function). When used in the classification setting, g n sends the data point to the child with the highest predicted probability. With this notation, and representation function f Θ , we can write: p
and p
One could define p
as the ratio of the number of examples that reach node n and are sent to its j th child to the total the number of examples that reach node n and p (n) j|i as the ratio of the number of examples that reach node n, correspond to label i, and are sent to the j th child of node n to the total the number of examples that reach node n and correspond to label i. We instead look at the continuous counter-parts of these discrete definitions as given by Equations 8 and 9 and illustrated in Figure 2 (note that continuous definitions have elegant geometric interpretation based on margins), which simplifies the optimization problem.
Algorithm 1 Tree Learning Algorithm
1: procedure InitializeNodeStats()
2:
for n = 1 to N do 3:
SumProbas n,i ← 0
5:
Counts n,i ← 0 6: procedure NodeCompute(w, n, i, target)
SumProbas n,i ← SumProbas n,i + p
9:
Counts n,i ← Counts n,i + 1
10:
// Gradient step in the node parameters 11: // AssignLabels() re-builds the tree based on the current statistics Set node id and target: (n, j) ← c i d
22:
∆w ← ∆w + NodeCompute(w, n, j)
23:
// Gradient step in the parameters of f 24: 
is given in Equation 10
21:
full ← full ∪ {j * }
27:
for j = 1 to M do
28:
AssignLabels(assigned j , child n,j , d + 1)
29:
return assigned
Algorithm
In this section we present an algorithm for simultaneously building the classification tree and learning the data representation. We aim at maximizing the accuracy of the tree as defined in Equation 4 by maximizing the objective J n of Equation 6 at each node of the tree (the boosting theorem that will be presented in Section 5 shows the connection between the two).
Let us now show how we can efficiently optimize the J n . The gradient of J n with respect to the conditional probability distributions is (see proof of Lemma 1 in the supplement):
Then, according to Equation 10, increasing the likelihood of sending label i to any child j of n such that p
increases the objective J n . Note that we only need to consider the labels i for which q (n) i > 0, that is, labels i which reach node n in the current tree.
We also want to make sure that each leaf of the tree is only assigned one label. Since a node at depth d has at most M D−d+1 descendant leaves, we want to ensure that for a given child j of node n we only increase the value of p
Algorithm 2 provides such an assignment by greedily choosing the label-child pair (i, j) such that j still has room for labels with the highest value of
The global procedure, described in Algorithm 1, is then the following.
• At the start of each batch, re-assign targets for each node prediction function, starting from the root and going down the tree. At each node, each label is more likely to be re-assigned to the child it has had most affinity with in the past (Algorithm 2). This can be seen as a form of hierarchical on-line clustering.
• Every example now has a unique path depending on its label. For each sample, we then take a gradient step at each node along the assigned path (Algorithm 1, lines 22 and 24).
Lemma 1. Algorithm 2 finds the assignment of nodes to children for a fixed depth tree which most increases J n . Additionally, for any node n of depth d, if n is currently assigned fewer than
2 labels, then Algorithm 1 performs a gradient ascent on J n . Remark 2. Lemma 1 tells us that as long as the tree is deep enough (i.e.
is greater than the number of labels that reach any node of depth d), the gradient steps in Algorithm 1 are guaranteed to increase the value of J n . However, it is sometimes practical to have trees of small depth (e.g. for ease of parallelization on GPUs). While we can loose the theoretical guarantee of Lemma 1 if the tree is too shallow, notice that in that case the gradient step will act to make all p
for the assigned children (i.e. children receiving examples of class i), after which the objective starts increasing again, according to Equation 10. Remark 3. Another interesting feature of the algorithm, is that since the representation of examples from different classes are learned together, there is intuitively less of a risk of getting stuck in a specific tree configuration. More specifically, if two similar classes are initially assigned to different children of a node, the algorithm is less likely to keep this initial decision since the representations for examples of both classes will be pulled together in other nodes.
Next, we provide a theoretical analysis of the objective introduced in Equation 6. Proofs are deferred to the Supplementary material.
Theoretical Results
In this section, we first analyze theoretical properties of the objective J n as regards node quality, then prove a boosting statement for the global tree accuracy.
Properties of the objective function
We start by showing that maximizing J n in every node of the tree leads to high-quality nodes, i.e. perfectly balanced and perfectly pure node splits. Let us first introduce some formal definitions.
Definition 1 (Balancedness factor). The split in node n of the tree is β (n) -balanced if
where
is a balancedness factor. A split is perfectly balanced if and only if β (n) = 1 M . Definition 2 (Purity factor). The split in node n of the tree is α (n) -pure if
is a purity factor. A split is perfectly pure if and only if α (n) = 0.
The following lemmas characterize the range of the objective J n and link it to the notions of balancedness and purity of the split.
Lemma 2. The objective function J n lies in the interval 0,
Let J * denotes the highest possible value of J n , i.e.
The objective function J n admits the highest value, i.e. J n = J * , if and only if the split in node n is perfectly balanced, i.e. β (n) = 1 M , and perfectly pure, i.e. α (n) = 0.
We next show Lemmas 4 and 5 which analyze balancedness and purity of a node split in isolation, i.e. we analyze resp. balancedness and purity of a node split when resp. purity and balancedness is fixed and perfect. We show that in such isolated setting increasing J n leads to a more balanced and more pure split.
Lemma 4. If a split in node n is perfectly pure, then
Lemma 5. If a split in node n is perfectly balanced, then
Next we provide a bound on the classification error for the tree. In particular, we show that if the objective is "weakly" optimized in each node of the tree, where this weak advantage is captured in a form of the Weak Hypothesis Assumption, then our algorithm will amplify this weak advantage to build a tree achieving any desired level of accuracy.
Error bound
Denote y(x) to be a fixed target function with domain X , which assigns the data point x to its label, and let P be a fixed target distribution over X . Together y and P induce a distribution on labeled pairs (x, y(x)). Let t(x) be the label assigned to data point x by the tree. We denote as (T ) the error of
(1 − (T ) refers to the accuracy as given by Equation 4). Then the following theorem holds Theorem 1. The Weak Hypothesis Assumption says that for any distribution P over the data, at each node n of the tree T there exists a partition such that J n ≥ γ, where γ ∈ The above theorem shows the number of splits that suffice to reduce the multi-class classification error of the tree below an arbitrary threshold κ. As shown in the proof of the above theorem in the Supplement, the Weak Hypothesis Assumption implies that all p j s satisfy:
]. Below we show a tighter version of this bound when assuming that each node induces balanced split. Corollary 1. The Weak Hypothesis Assumption says that for any distribution P over the data, at each node n of the tree T there exists a partition such that J n ≥ γ, where γ ∈ R + .
Under the Weak Hypothesis Assumption and when all nodes make perfectly balanced splits, for any κ ∈ [0, 1], to obtain (T ) ≤ κ it suffices to have a tree with
log 2 eM 2 γ 2 ln K internal nodes.
Application to Language Modeling
We now show how to adapt the algorithm presented in Section 4 for conditional density estimation, more specifically how to apply it to language modeling.
Hierarchical Log Bi-Linear Language Model (HLBL)
We take the same approach to language modeling as [MH09]. First, using the chain rule and an order T Markov assumption we model the probability of a sentence w = (w 1 , w 2 , . . . , w n ) as:
p(w t |w t−T,...,t−1 )
Similarly to their work, we also use a low dimensional representation of the context (w t−T,...,t−1 ). In this setting, each word w in the vocabulary V has an embedding U w ∈ R dr . A given context x = (w t−T , . . . , w t−1 ) corresponding to position t is then represented by a context embedding vector r x such that
where U ∈ R |V|×dr is the embedding matrix, and R k ∈ R dr×dr is the transition matrix associated with the k th context word.
The most straight-forward way to define a probability function is then to define the distribution over the next word given the context representation as a soft-max, as done in [MH07]. That is:
, where b w is the bias for word w. However, the complexity of computing this probability distribution in this setting is O(|V | × d r ), which can be prohibitive for large corpora and vocabularies.
Instead, [MH09] takes a hierarchical approach to the problem. They construct a binary tree, where each word w ∈ V corresponds to some leaf of the tree, and can thus be identified with the path from the root to the corresponding leaf by making a sequence of choices of going left versus right. This corresponds to the treestructured log-likelihood objective presented in Equation 5 for the case where M = 2, and f Θ (x) = r x . More precisely, if c i is the path to word i as defined in Expression 3, then:
In this binary case, σ is the sigmoid function, and for all non-leaf nodes n ∈ {1, 2, . . . , N }, we have U n ∈ R dr and b n ∈ R dr . The cost of computing the likelihood of word w is then reduced to O(log(|V|) × d r ). In their work, the authors start the training procedure by using a random tree, then alternate parameter learning with using a clustering-based heuristic to rebuild their hierarchy. We expand upon their method by providing an algorithm which allows for using hierarchies of arbitrary width, and jointly learns the tree structure and the model parameters.
Using our Algorithm We may use Algorithm 1 as is to learn a good tree structure for classification: that is, a model that often predicts w t to be the most likely word after seeing the context (w t−T , . . . , w t−1 ). However, while this could certainly learn interesting representations and tree structure, there is no guarantee that such a model would achieve a good average loglikelihood. Intuitively, there are often several valid possibilities for a word given its immediate left context, which a classification objective does not necessarily take into account. Yet another option would be to learn a tree structure that maximizes the classification objective, then fine-tune the model parameters using the log-likelihood objective. We tried this method, but initial tests of this approach did not do much better than the use of random trees. Instead, we present here a small modification of Algorithm 1 which is equivalent to log-likelihood training when restricted to the fixed tree setting, and can be shown to increase the value of the node objectives J n . In lines 11 and 12 of Algorithm 1, as well as in line 21 of Algorithm 2, we can re-place the gradients with respect to p target by these with respect to log p target . Then, for a given tree structure, the algorithm takes a gradient step with respect to the log-likelihood of the samples:
Lemma 1 extends to the new version of the algorithm.
Experiments
We ran language modeling experiments on two text data sets: Penn TreeBank (PTB), which consists of about 1M tokens, with a vocabulary of 10,000 words, and the Gutenberg novel corpus, which has about 50M tokens and a vocabulary of 250,000 words. We used a 12GB NVIDIA GeForce GTX TITAN GPU. All experiments use trees of depth 3 (25-ary for PTB, 75-ary for Gutenberg). Comparison of a flat soft-max to a depth 3 hierarchical soft-max (learned and random tree). Table 1 presents perplexity results on two language modeling tasks. On PTB, we don't quite reach the perplexity of the non-hierarchical (flat) soft-max, but there is a definite advantage to learning the tree over using a random structure (for which we provide the best of 5 initializations). On Gutenberg, the learned tree model is twice as fast as the flat objective without losing any points of perplexity. We compare the running time of our implementation of depth 3 trees to the standard Torch implementation of the flat soft-max.
While we manage to obtain a significant speed-up, it is our belief that a specific purpose GPU implementation would lead to even greater acceleration and empirically realize the advantage of having a O(log M (|V|)×M ×d r ) instead of O(|V| × d r ) computational complexity. We use Algorithm 2 to re-build the tree twenty times per epoch, thus the effect of it on the run time is negligible. Figure 3 shows the evolution of the test perplexity for a few epochs. We explored two settings on PTB: either learn the tree for 1 epoch and fine tune the parameters for 3, or learn the tree for 3 epochs and fine tune for 1. We compare to a random tree and flat soft-max trained for 4 epochs. While the second setting performs slightly better, it appears that most of the relevant tree structure can be learned in one epoch. On Gutenberg, after one epoch of learning the tree with our algorithm, the hierarchical soft-max performs similarly to the flat one. Table 2 : Example of leaf nodes for the tree learned on PTB. We can identify a leaf for 3rd person verbs, one for past participates, one for plural nouns, and one (loosely) for places. Figure 4 shows a sub-set of the tree learned on the Gutenberg dataset, while Table 2 presents some leaves of the PTB learned tree. Both show that the algorithm learns a coherent tree structure.
Conclusion
In this paper, we introduced a provably accurate algorithm for jointly learning tree structure and parameters for hierarchical prediction. We applied it to the problem of language modeling, and showed a substantial speed up over a non-hierarchical approach without sacrificing performance.
This work gives rise to a number of interesting further questions, including looking for ways to take advantage of the tree building method to handle polysemous labels and studying the convergence properties of our algorithm (empirically observed). [BWG10] S. Bengio, J. Weston, and D. Grangier. Label embedding trees for large multi-class tasks. In NIPS, 2010.
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And:
By assigning each label j to a specific child i under the constraint that no child has more than L labels, we take a step in the direction ∂E ∈ {0, 1} M ×K , where:
If there exists such an assignment for which 13 is positive, then the greedy method proposed in 2 finds it. Indeed, suppose that Algorithm 2 assigns label i to child j and i to j . Suppose now that another assignment ∂E sends i to j and i to j . Then:
Since the algorithm assigns children by descending order of ∂Jn ∂p
until a child j is full, we have:
Hence:
Thus, the greedy algorithm finds the assignment that most increases J n most under the children size constraints.
Now, consider the case where L ≥ K 2 . This means that at least K 2 labels are assigned to a child such that p
In the standard version of the algorithm, the absolute value of ∂Jn ∂p (n) j|i is the same for all values of j, hence the labels with positive contributions to the gradient are the one with the highest value, and:
Proof of Lemma 2. Both J n and J T are defined as the sum of non-negative values which gives the lower-bound. We next derive the upper-bound on J n . Recall:
j|l . The objective J n is maximized on the extremes of the [0, 1] interval. Thus, define the following two sets of indices:
and Z j = {i : i ∈ {1, 2, . . . , K}, p
We omit indexing these sets with n for the ease of notation. We continue as follows j|i is either 0 or 1. Also, at maximum it cannot be that for any given j, all p j|i 's are 1. The function J(h) is differentiable in these extremes. Next, define three sets of indices:
j|i } and B j = {i :
j|i } and C j = {i :
We omit indexing these sets with n for the ease of notation. Objective J n can then be re-written as
We next compute the derivatives of J n with respect to p (n)
j|z , where z = {1, 2, . . . , K}, everywhere where the function is differentiable and obtain
Note that in the extremes of the interval [0, 1] where J n is maximized, it cannot be that i∈Cj q (n) i = 1 or i∈Bj q
(n) i = 1 thus the gradient is non-zero. This fact and the fact that J n is convex imply that J n can only be maximized at the extremes of the [0, 1] interval. Thus if J n admits the highest value, then the node split is perfectly pure. We still need to show that if J n admits the highest value, then the node split is also perfectly balanced. We give a proof by contradiction, thus we assume that at least for one value of j, p 
Consider again the Shannon entropy G(T ) of the leaves of tree T that is defined as
Let i l = arg max i={1,2,...,K} q (l)
i . Note that
