We study various generalizations of the secretary problem with submodular objective functions. Generally, a set of requests is revealed step-by-step to an algorithm in random order. For each request, one option has to be selected so as to maximize a monotone submodular function while ensuring feasibility. For our results, we assume that we are given an offline algorithm computing an α-approximation for the respective problem. This way, we separate computational limitations from the ones due to the online nature. When only focusing on the online aspect, we can assume α = 1.
Introduction
In the classic secretary problem, one is presented a sequence of items with different scores online in random order. Upon arrival of an item, one has to decide immediately and irrevocably whether to accept or to reject the current item. The objective is to accept the best of these items. Recently, combinatorial generalizations of this problem have attracted attention. In these settings, feasibility of solutions are stated in terms of matroid or linear constraints. In most cases, these combinatorial generalizations consider linear objective functions. This way, the profit gained by the decision in one step is independent of the other steps.
In this paper, we consider general monotone submodular functions 1 . For example, the submodular secretary problem, independently introduced by Bateni et al. [4] and Gupta et al. [13] , is an online variant of monotone submodular maximization subject to cardinality constraints. In this problem, we are allowed to select up to k items from a set of n items. The value of a set is represented by a monotone, submodular function. Now, stated as an online problem, items arrive one after the other and every item can only be selected right at the moment when it arrives. The values of the submodular function are only known on subsets of the items that have already arrived. The objective function is designed by an adversary, but the order of the items is uniformly at random.
We call an algorithm c-competitive if for any objective function v chosen by the adversary, the set of selected items ALG satisfies E [v(ALG)] ≥ (c − o(1)) · v(OPT), where OPT is a feasible (offline) solution that maximizes v and the o(1)-term is asymptotical with respect to the length of the sequence n. Note that any algorithm can pretend n to be larger by adding dummy elements at random positions. Therefore, it is safe to assume that n is large compared to k.
Previous algorithms for submodular secretary problems were designed by modifying offline approximation algorithms for submodular objectives so that they could be used in the online environment [4, 9, 23] . In this paper, we take a different approach. Our algorithms are inspired by algorithms for linear objective functions [14, 15] . We repeatedly solve the respective offline optimization problem and use this outcome as a guide to make decisions in the current round. Generally, it is enough to only compute approximate solutions to these offline problems. Our results nicely separate the loss due to the online nature and due to limited computational power. Using polynomial-time computations and existing offline algorithms, we significantly outperform existing online algorithms. Certain submodular functions or kinds of constraints allow better approximations, which immediately transfer to even better competitive ratios. This is, for example, true for submodular maximization subject to a cardinality constraint if the number of allowed items is constant. Also, if computational complexity is no concern like in classical competitive analysis, our competitive ratios become even better.
Our Contribution
Given an α-approximate algorithm for monotone submodular maximization subject to a cardinality constraint, we present an
-competitive algorithm for the submodular secretary problem. That is, we achieve a competitive ratio of at least 0.31α for any k ≥ 2. Asymptotically for large k, we reach α /e.
Our algorithm follows the following natural paradigm. We reject the first n /e items. Afterwards, for each arriving item, we solve the offline optimization problem of the instance that we have seen so far. If the current item is included in this solution and we have not yet accepted too many items, we accept it. Otherwise, we reject it. For the analysis, we bound the expected value obtained 1 A function f : 2 U → R for given ground set U is called submodular if for all S ⊆ T ⊆ U and every x ∈ U \T holds f (S ∪ {x}) − f (S) ≥ f (T ∪ {x}) − f (T ).
by the algorithm recursively. It then remains to solve the recursion and to bound the resulting term. Generally, the recursive approach can be used for any secretary problems with cardinality constraints. It could be of independent interest, especially because it allows to obtain very good bounds also for rather small values of k.
One option for the black-box offline algorithm is the standard greedy algorithm by Nemhauser and Wolsey [25] . It always picks the item of maximum marginal increase until it has picked k items. Generally, this algorithm is 1 − 1 e -approximate. However, it is known that if one compares to the best solution with only k ′ ≤ k items the approximation factor improves to 1 − exp − k k ′ . We exploit this fact to give a better analysis of our online algorithm when using the greedy algorithm in each step. We show that the algorithm is 0.238-competitive for any k and asymptotically for large k it is 0.275-competitive.
Additionally, we consider the submodular secretary matching problem. In this problem, one side of a bipartite graphs arrives online in random order. Upon arrival, vertices are either matched to a free vertex on the offline side or rejected. The objective is a submodular function on the set of matched pairs or edges. It is easy to see that the submodular secretary problem is a special case of this more general problem. Fortunately, similar algorithmic ideas work here as well. Again, we combine a sampling phase with a black box for the offline problem and get an α /4-competitive algorithm. Notably, the analysis turns out to be much simpler compared to the submodular secretary algorithm.
Finally, we show how our new analysis technique can be used to generalize previous results on linear packing programs towards submodular maximization with packing constraints. Here, we use a typical continuous extension towards the expectation on the submodular objective. We parameterize our results in d, the column sparsity of the constraint matrix, and B, the minimal capacity of the constraints. We achieve a competitive ratio of Ω(αd 
Related Work
Although the secretary itself dates back to the 1960s, combinatorial generalizations only gained considerable interest within the last 10 years. One of the earliest combinatorial generalizations and probably the most famous one is the matroid secretary problem, introduced by Babaioff et al. [3] . Here, one has to pick a set of items from a randomly ordered sequence that is an independent set of a matroid. The objective is to maximize the sum of weights of all items picked. It is still believed that there is an Ω(1)-competitive algorithm for this problem; the currently best known algorithms achieve a competitive ratio of Ω( 1 /log log(ρ)) for matroids of rank ρ [11, 21] . Additionally, there are constant competitive algorithms known for many special cases, e.g., for transversal matroids there is an 1 /e-competitive algorithm [14] and for k-uniform matroids there is an
competitive algorithm [16] . Both are known to be optimal. Other examples include graphical matroids, for which there is a 1 /2e-competitive algorithm [18] , and laminar matroids, for which a 1 /9.6-competitive algorithm is known [23] . Further well-studied generalizations feature linear constraints. This includes online packing LPs [7, 24, 2, 15] and online edge-weighted matching [14, 18] , for which optimal algorithms are known. Also the online variant of the generalized assignment problem [15] has been studied. All these secretary problems have in common that the objective function is linear. Compared to other objective functions this has the clear advantage that the gain due to a choice in one round is independent of choices in other rounds. Interdependencies between the rounds only arise due to the constraints. Bateni et al. [4] and Gupta et al. [13] independently started work on submodular objective functions in the secretary setting. To this point, the best known results are a e−1 e 2 +e ≈ 0.170-competitive algorithm for k-uniform matroids [9] and a 1 95 -competitive algorithm for submodular secretary matching [23] . In case there are m linear packing constraints, the best known algorithm is O(m)-competitive [4] . For matroid constraints, Feldman and Zenklusen [12] give a reduction, turning a c-competitive algorithm for linear objective functions to an Ω(c 2 )-competitive one for linear objective functions. Furthermore, they give the first Ω( 1 /log log ρ)-competitive algorithm for the submodular matroid secretary problem. Feldman and Izsak [8] consider more general objective functions, which are not necessarily submodular. They give competitive algorithms for cardinality constraint secretary problems that are parameterized in the supermodular degree of the objective function.
Agrawal and Devanur [1] study concave constraints and concave objective functions. These results, however, do not generalize submodular objectives because they require the dimension of the vector space to be low. Representing an arbitrary submodular function would require the dimension to be as large as n. Another related problem is submodular welfare maximization. In this case, even the greedy algorithm is known to be 1 /2-competitive in adversarial order but at least 0.505-competitive in random order [17] .
In the offline setting, submodular function maximization is computationally hard if the function is given through a value oracle. There are efficient algorithms that approximate a monotone, submodular function over a matroid or under a knapsack-constraint with a factor of (1− 1 /e) [6, 27] . As a special case the generalized assignment problem can also be efficiently approximated up to a factor of (1 − 1 /e) [6] . For a constant number of linear constraints, there is also a (1 − ǫ)(1 − 1 /e)-approximation algorithm [20] . In the non-monotone domain, there is an algorithm for cardinality constraint submodular maximization with an approximation factor in the range [ 1 /e + 0.004, 1 /2] depending on the cardinality [5] .
Submodular Secretary Problem
Let us first turn to the submodular secretary problem. Here, a set of items from a universe U , |U | = n, is presented to the algorithm in random order. For each arriving j ∈ U , the algorithm has to decide whether to accept or to reject it, being allowed to accept up to k items in total. The objective is to maximize a monotone submodular function v : 2 U → R ≥0 . This function is defined by an adversary and known to the algorithm only restricted to the subsets of items that have already arrived. This problem extends the secretary problem for k-uniform matroids with linear objective functions, which was solved by Kleinberg [16] . The previously best known competitive factor is e−1 e 2 +e ≈ 0.170 [9] .
Depending on the kind of the submodular function and its representation, the corresponding offline optimization problem (monotone submodular maximization with cardinality constraint) can be computationally hard. In order to be able to focus on the online nature of the problem, we assume that we are given an offline algorithm A that for any L ⊆ U returns an α-approximation of the best solution within L. Formally, v(A(L)) ≥ α max T ⊆L,|T |≤k v(T ). Note that A is allowed to exploit any additional structure of the function v. For different L and L ′ , A(L) and A(L ′ ) do not have to be consistent, but the output A(L) must be identical, irrespective of the arrival order on L.
Our online algorithm, Algorithm 1, uses algorithm A as a subroutine as follows. It starts by rejecting the first pn items. For every following item j, it runs A(L), where L is the set of items that have arrived up to this point. If j ∈ A(L) we call j tentatively selected. Furthermore if the set of accepted items S contains less than k items and j is tentatively selected, then the algorithm adds j to S. Otherwise, it rejects j.
Algorithm 1: Submodular k-secretary
Drop the first ⌈pn⌉ − 1 items; for item j arriving in round ℓ ≥ ⌈pn⌉ do // online steps ℓ = ⌈pn⌉ to n Set U ≤ℓ : 
-competitive with sample size pn = n e .
Analysis Technique
Before proving Theorem 1, let us shed some light on the way we lower-bound the value of the submodular objective function. To this end, we consider the expected value of the set of all tentatively selected items T . In other words, we pretend all selections our algorithm tries to make are actually feasible. It seems natural to bound the expected value of T by adding up the marginal gains round-by-round given the tentative selections in earlier rounds. Unfortunately, this introduces complicated dependencies on the order of arrival of previous items. Therefore, we take a different approach and bound the respective marginal gains with respect of tentative selections in future rounds. The important insight is that this keeps the dependencies manageable. Proof. Let T ≥ℓ denote the set of tentatively selected items that arrive in or after round ℓ. Formally, we have T ≥ℓ = {j} ∪ T ≥ℓ+1 if j ∈ A(U ≤ℓ ) and T ≥ℓ = T ≥ℓ+1 otherwise.
Proposition 2. The set of all items T that are tentatively selected by Algorithm 1 has an expected value of E [v(T )] ≥
We consider a different random process to define the T ≥ℓ random variables, which results in the same distribution. First, we draw one item from U uniformly to come last. This determines the value of T ≥n . Then we continue by drawing on item out of the remaining ones to come second to last, determining T ≥n−1 . Generally, this means that conditioning on U ≤ℓ and the values of T ≥ℓ ′ , for ℓ ′ > ℓ, the item j is drawn uniformly at random from U ≤ℓ and the respective outcome determines T ≥ℓ .
We bound the expected tentative value collected in rounds ℓ to n conditioned on the items that arrived before round ℓ and conditioned on all items that are tentatively selected afterwards
We take the expectation over the remaining randomization and get a simple recursion
Observe that OPT ∩ U ≤ℓ is fully contained in U ≤ℓ and has size at most k. Therefore, the ap-
In combination, this gives us
Now we solve the recursion
We have
This yields
With ℓ = pn and sample size pn = n e , we get
The probability of a tentative selection in round ℓ is k ℓ . This means, in expectation, we make n ℓ= n e k ℓ ≈ k tentative selections. Therefore, for large values of k, it is likely that most tentative selections are feasible. This way, we could already derive guarantee for large k. However, for small k, the derived bound would be far to pessimistic. This is due to the fact that we bound the marginal gain of an item based on all tentative future ones. If some of them are indeed not feasible, we underestimate the contribution of earlier items. Therefore, Theorem 1 requires a more involved recursion that is based on the idea from this section, but also incorporates the probability that an item is feasible directly.
Proof of Theorem 1
To prove the theorem, we will derive a lower bound on the value collected by the algorithm starting from an arbitrary round ℓ ∈ [n] with an arbitrary remaining capacity r ∈ {0, 1, . . . , k}. The random variables ALG ≥ℓ r ⊆ U represent the set of first r items that a hypothetical run of the algorithm would collect if it started the for loop of Algorithm 1 in round ℓ. Formally, we define them recursively as follows. We set ALG In Lemma 3, we show a recursive lower bound on the value of these sets. In this part, the precise definition of ALG ≥ℓ r will be crucial to avoid complex dependencies. Afterwards, in Lemma 4, we solve this recursion. Given this solution, we can finally prove Theorem 1.
Lemma 3. For all ℓ ∈ [n]
and r ∈ {0, 1, . . . , k}, we have
Proof. Like explained in Section 2.1, we first draw one item from U uniformly at random to be the item that arrives in round n. This defines the values of ALG ≥n r for all r. Then we draw another item to be the second to last one and so on. In this way, we can condition on U ≤ℓ and the values of ALG ≥ℓ ′ r , for ℓ ′ > ℓ and all r. In round ℓ, the item j is drawn uniformly at random from U ≤ℓ and the respective outcome determines ALG ≥ℓ r for all r. This allows us to write for r > 0
By submodularity, we have
and hence
This gives us
Furthermore, by applying the monotonicity of v and the facts that |A(U ≤ℓ )| ≤ k and ALG
Taking the expectation over all remaining randomization yields
The next step is to solve the recursion.
Proof. As a first step, we eliminate the recursive reference from ALG ≥ℓ r to ALG ≥ℓ+1 r . To this end, we count the rounds until the next item is accepted. Repeatedly inserting the bound for ALG 
With Equation (1) in Section 2.1 we have
To shown that (2) provides a lower bound on the functions defined by this recursion, we perform an induction on r. Note that Equation (2) trivially holds for r = 0. In order to prove it holds for a given r > 0, we assume that it is fulfilled for r − 1 for all ℓ ∈ [n]. From this, we will conclude that Equation (2) also holds for r for all ℓ ∈ [n]. To show that (3) is solved by (2), we use the induction hypothesis and plug in the bound for E v(ALG ≥j+1 r−1 ) . This gives us
In the negative terms, we bound
Finally in the last sum, we bound
ℓn .
We approximate both sums over j through integrals by using
We perform an index shift in the inner sum and propagate the shift to the outer sum
Now we solve the brackets and use the term split off in the index shift to simplify the expression.
We get
At this point, we only have to show that the following inequality holds
We bound the inner sum with the corresponding exponential function
This term is independent of r ′ . We eliminate the sum over r ′ and get
Proof of Theorem 1. To complete the proof of the theorem, we apply Lemma 4 for ℓ = pn and r = k. This gives us
) and thus 
By definition of the exponential function e x = ∞ i=0 x i i! . For x > 0, all terms of the infinite sum are positive. This yields e x ≥ k−1 i=0
(k+1)! and thus by setting x = k − 1 we get
This implies
It only remains to apply the Stirling approximation (k − 1)! ≥ 2π(k − 1)
to get
Improved Analysis for the Greedy Algorithm
One possible choice for the algorithm A is the greedy algorithm by Nemhauser and Wolsey [25] . It repeatedly picks the item with the highest marginal increase compared to the items chosen so far until k items have been picked. As pointed out in [19] , the approximation guarantee would improve further when picking more items according to the greedy rule. In other words, if we let our algorithm pick k elements but compare the outcome to the optimal solution of only k ′ items, the approximation factor improves to 1 − exp (− k /k ′ ). We can exploit this fact in the analysis of the online algorithm that uses the greedy algorithm as A in Algorithm 1. The reason is that in early rounds only some items of the optimal solution have arrived. Our algorithm, however, always chooses a set of size k for S (ℓ) = A(U ≤ℓ ). In the generic analysis, we show that E v(A(U ≤ℓ )) ≥ α ℓ n v(OPT). In case of A being the greedy algorithm, we can improve this bound as follows.
Lemma 5. E v(A(U
Proof. Consider the offline optimum OPT and OPT ∩ U ≤ℓ , its restriction to the items that arrive by round ℓ. Let Z = |OPT ∩ U ≤ℓ | be the number of OPT items that arrive by round ℓ.
Condition on any value of Z. Observe that by symmetry the probability of every OPT item to have arrived by round ℓ is
Letting the greedy algorithm pick k elements, it achieves value at least 1 − exp − k Z v(OPT ∩ U ≤ℓ ). In combination, this gives us
We now use the fact that exp
It remains to take the expectation over Z. We have
This implies
Given this lemma, we can follow similar steps as in the proof of Theorem 1 to show an improved guarantee of this particular algorithm. In more detail, we get competitive ratios of at least 0.177 for any k ≥ 2. Asymptotically for large k we reach 0.275. 
Theorem 6. Algorithm 1 using the greedy algorithm for A is
-competitive with sample size pn = n e . To prove Theorem 6, we combine Lemmas 3 and 5, which give us a recursive formula for ALG ≥ℓ r . This time, the recursion is more complex. Therefore, our proof strategy is to first write v(ALG ≥ℓ r ) as the following kind of linear combination (Claim 7)
Then we show that the occurring coefficients t ℓ,j are non-increasing (Claim 8) for fixed ℓ. As both t ℓ,j ≥ t ℓ,j+1 and α j ≥ α j+1 , this then allows to apply Chebyshev's sum inequality to get
This means that we get the same kind of bound as in Section 2.2 but α is effectively replaced by the average of the involved α j , rather than their minimum.
Claim 7. Lemma 3 implies
Proof. We perform an induction on ℓ. Assume that the claim has been shown for all r for ℓ + 1. In Lemma 3, we have shown
Now we use the induction hypothesis
We perform an index shift, use
i for all i ≥ ℓ and therefore we can merge the factor for the current round into the product. In a sense, the k−1 ℓ factor stands for choosing an item in the current round, and it gets worse if we chose one in a future round instead. Additionally we use a ℓ+1,j−1 ≥ a ℓ,j−1 and omit the second large sum entirely.
For the final equality, we use the fact that
Claim 8. Let
For fixed ℓ, the sequence t ℓ,j is non-increasing in j.
Proof. We will show that t ℓ,j+1 ≤ β j t ℓ,j for some β j ≤ 1. To this end, we consider the definition of t ℓ,j+1 and split of a double sum that contains all terms where j ∈ M . In those terms, we know that j is selected and therefore the factor k−1 j always exists in the product. We get
Both double sums are nearly identical. We fill up the missing terms in the smaller one and bound by the following expression. Finally, we replace the remaining double sum with the definition of t ℓ,j
As we have
Proof of Theorem 6. Now we can proceed to the proof of Theorem 6. So far, we have shown that
ek . As both t ℓ,j and α j are non-increasing in j, we can use Chebyshev's sum inequality to get
It now remains to bound these two terms.
First we show that the sum 
Let now
We combine the two inner sums and then pull out the earliest element m ∈ M ⊆ {ℓ, . . . , j} recursively. We move the corresponding factor out of the product and get
At this point, we change the order of summation such that we sum over m first. We can keep the constant part in place, since both sums
amount the same. Now the inner part matches the recursion given above
From this point on, we follow the proof of Lemma 4 and get the following lemma.
Lemma 9. Given a recursion of the form
Consequently, following the calculations in the proof of Theorem 1
ek , we can bound the last term by
For large k, we have an asymptotic competitive ratio of 
Submodular Matching
Next, we consider the online submodular bipartite matching problem. In the offline version, we are given a bipartite graph G = (L ∪ R, E) and a monotone, submodular, non-decreasing objective function v : 2 E → R ≥0 . The objective is to find a matching M ⊆ E that maximizes v(M ). In the online version, the set L arrives online. Once a vertex in L arrives, we get to know its incident edges. At any point in time, we know the values of the objective function only restricted to subsets of the edges incident to the vertices that have already arrived. This problem also generalizes the submodular matroid secretary problem with transversal matroids. We present an α 4 -competitive algorithm, where α could be 1 3 for a simple greedy algorithm [26] . The best known approximation algorithms are local search algorithms that give a 1 2+ǫ -approximation on bipartite matchings [22, 10] . The previously best known online algorithm is the simulated greedy algorithm with a competitive ratio of 1 /95 [23] .
Algorithm 2 first samples a 1 /2-fraction of the input sequence. Then, whenever a new candidate arrives, it α-approximates the optimal matching on the known part of the graph with respect to the submodular objective function. If the current online vertex is matched in this matching and if its matching partner is still available, then we add the pair to the output allocation. This design paradigm has been successfully applied to linear objective functions before [14] . However, in the submodular case, the individual contribution on an edge to the eventual objective function value depends on what other edges are selected. Using an approach similar to the one in the previous section, we keep dependencies manageable. 
Theorem 10. Algorithm 2 is an

Algorithm 2: Submodular Bipartite Online Matching
Drop the first ⌈
// black box α-approximation Let e (ℓ) := (u, r) be the edge assigned to u in M (ℓ) ; // tentative edge if Accepted ∪ e (ℓ) is a matching then // feasibility test Add e (ℓ) to Accepted; // online allocation
We denote the set of matching edges allocated by the algorithm in rounds ℓ to n with ALG ≥ℓ and the set of tentative edges over the same period with T ≥ℓ . Furthermore letê (ℓ) be a set containing the tentative edge of round ℓ if this edge was actually assigned and empty otherwise. That is, e (ℓ) = {e (ℓ) } if e (ℓ) is allocated andê (ℓ) = ∅ otherwise. Please note that e (ℓ) might be empty. For S, S ′ ⊆ E, we denote the contribution of the subset S to
The proof follows the natural approach described in Section 2.1. First we bound the tentative value collected in every round against the future rounds, then we bound the probability that a tentative allocation is feasible.
Lemma 11.
In every round ℓ fix the tentative edges that will be selected in the future rounds ℓ+1, . . . , n. Then the marginal contribution of the tentative edge e (ℓ) selected by the online algorithm
This lemma is shown in a way similar to Proposition 2. To avoid complex dependencies, we will use that v e (ℓ) ALG ≥ℓ+1 ≥ v e (ℓ) T ≥ℓ+1 because of submodularity of v and since
Proof. With L ≤ℓ fixed, the algorithm's output A(L ≤ℓ ) is determined as well. The online vertex in round ℓ is as drawn uniformly at random from all vertices in L ≤ℓ . This gives us
Lemma 12. The probability that a tentative edge e (ℓ) is feasible given all vertices that arrived earlier L ≤ℓ and all future tentative edges
This was already shown in [14] . For completeness, we provide a proof here.
Proof. First, we consider the probability, that a tentatively selected edge e (ℓ) makes it to the final matching. The probability that a tentative edge e (ℓ) is feasible is at least
ℓ−1 . Since in the previous local matchings M (j) for pn ≤ j < ℓ at most one vertex i is matched to the partner of ℓ in M ℓ . Vertices arrive in random order, we interpret this as drawing one vertex uniformly at random from all vertices that arrived. Therefore i is drawn uniformly at random from L ≤j , thus the probability that i is the current online vertex is 1 j . Formally, we have
Proof of Theorem 10. Combining Lemmas 11 and 12, we get that in every round ℓ for a fixed set L ≤ℓ and T ≥ℓ+1 we have
and therefore
Using Lemma 12 another time, we also have
, we use that the optimal solution on the subgraph induced by L ≤ℓ ∪ R is at least as good as the optimal solution restricted to the edges in this subgraph. As every edge appears with probability
As ALG ≥ℓ =ê (ℓ) ∪ ALG ≥ℓ+1 , we get the following recursion
Now we solve the tail recursion
The expected value of the online algorithm E v(ALG ≥pn ) is maximized for p = 1 /2
Submodular Function subject to Linear Packing Constraints
We now generalize the setting to feature arbitrary linear packing constraints. That is, each item j is associated a variable y j and there are m constraints of the form j∈U a i,j y j ≤ b i with a i,j ≥ 0. The coefficients a i,j are chosen by an adversary and are revealed to the online algorithm once the respective item arrives. Immediately and irrevocably, we have to either accept or reject the item, which corresponds to setting y j to 0 or 1. The best previous result is a constant competitive algorithm for a single constraint and Ω( 1 /m)-competitive for multiple constraints, where m is the number of constraints [4] . Our algorithms extend the ones presented in [15] from linear to submodular objective functions. Again, they rely on a suitable algorithm solving the offline optimization problem. In this case, we need a fractional allocation x ∈ [0, 1] U , which we evaluate in terms of the multilinear extension
. In more detail, we assume that for any packing polytope P ⊆ [0, 1] U , F (A F (P )) ≥ α sup x∈P F (x). For example, the continuous greedy process by Calinescu et al. [6] provides a (1 − 1 /e)-approximation in polynomial time. As the set P , we use P( ℓ n , S), which is defined to be the set of vectors x ≥ 0, for which Ax ≤ ℓ n b and x i = 0 if i ∈ S. This is the polytope of the solution space with scaled down constraints and restricted on the variables that arrived so far.
Our bounds are parameterized in the capacity ratio B and the column sparsity d. The capacity ratio B is defined by B = min i∈ [m] 
. The column sparsity d is the maximal number of none-zero entries in a column of the constraint matrix A. We consider two variants of this problem, where either the B and d are known to the algorithm or not.
Theorem 13.
There is an Ω αd Note that, although the algorithm A returns fractional solutions, the output of our online algorithms is integral. The competitive ratio is between the integral solution of the online algorithm and the optimal fractional allocation with respect to the multilinear extension. We start with the proof of Theorem 13. The proof for Theorem 14 is very similar and we mainly point out the differences.
Again we denote with f (x |x) = f (x ∪x) − f (x) the contribution of x tox. Here, (x ∪x) j = max{x j , x ′ j } is the component-wise maximum of x andx. Now, let x ≥ℓ be the allocation by the online algorithm in rounds ℓ to n. Analogously, we denote the tentative allocation over the same period byx ≥ℓ .
In contrast to the Section 3, we need a Chernoff bound to lower bound the probability that the tentative allocation is feasible. This was also shown in [15] .
Proof. Let E be any outcome forx (ℓ+1) , . . . ,x (n) . We have for all i ∈ [m]
At this point, we apply a Chernoff-bound and get
Please note here that thex (ℓ) are not independent. As discussed in [15] , we can still apply the bound since the randomization up to round ℓ is unbiased even conditioned on the outcomes of previous rounds. With b i ≥ 2, we have 1 + δ ≥ 2eψ and therefore 
Since d is the column sparsity, a union bound gives that the tentative assignmentx ℓ ′ is carried out with probability at least 
Proof (of Theorem 13). Let us define
We use the technique from Lemma 11 and bound
(4) Now we express the expected value collected by the algorithm recursively
Using Lemma 15 once again, we have E F (x ≥ℓ+1 ) ≥ 1 2 E F (x ≥ℓ+1 ) . Furthermore, we have E F (x (ℓ) ) ≥ α ℓ 2 n 2 F (OPT) because the optimal solution in P( ℓ n , S) has expected value at least ℓ 2 n 2 F (OPT). This is due to the fact that every variable from OPT is included with probability ℓ n and constraints are scaled by another factor ℓ n . The vectorx (ℓ) is an α-approximation of this solution. In combination, we get
Solving the recursion yields the desired result ∈ Ω αd
Proof (of Theorem 14)
. This time we define
Analogous to Lemma 15, we bound the probability that the tentative allocation is feasible with a Chernoff bound. Here we use the column sparsity in a union bound and get the desired success probability. Just like in the previous proof for Theorem 13, we use Equation (4)
and get the same recursion like in Equation (5)
We get the same recursion E F (x ≥ℓ ) ≥ E 1 2ℓ F (x (ℓ) ) − F (x ≥ℓ+1 ) + F (x ≥ℓ+1 ) , but this time we sum over a different set of ℓ. With E F (x (ℓ) ) ≥ α 
