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A better understanding of the performance in precision of physical
parameterizations in NWP models is necessary for improving forecasts of tornadic
outbreaks. For this study, WRF simulations of tornadic outbreaks were run using
configurations of three microphysics, three convective physics, and two PBL physics
schemes. Each configuration was subjected to ten iterations of SKEBS. The means of the
ten perturbation members of each parameterization configuration were bootstrapped for
SB CAPE, SB CIN, and 0-3km SRH to find 95% confidence interval widths at each grid
point. Maps of these spreads provided a spatial analysis of the uncertainty. Analyses on
correlations and clusters were performed to determine how the configurations related
spatially and in magnitude. These uncertainties were further bootstrapped to compare the
mean of each configuration in boxplots. The effect on the uncertainty produced by each
configuration varied according to the diagnostic variable being analyzed.
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CHAPTER I
INTRODUCTION
Severe weather outbreaks threaten the lives and security of countless individuals
and their property every year. The worst tornadic outbreaks can cause billions of dollars
in damage, kill hundreds of people, and injure many more (Brooks 2004). Although the
potential of such events occurring is generally well-forecasted, their extent and
magnitude cannot be easily predicted (Shafer and Doswell, 2010). One way in which the
accuracy of forecasting these events can be improved is through high-resolution models,
such as the Weather Research and Forecasting (WRF) model.
Some atmospheric phenomena are able to be well-represented by numerical
models, such as synoptic-scale flow and patterns and diurnal temperature patterns. Other
processes are not as easily measured or simulated by numerical weather prediction
models, such as radiation, surface layer fluxes, turbulence, convection, and cloud
microphysics. For these processes, physical parameterizations are used to best
approximate the physical phenomena which are unable to be represented, due to physical,
temporal, and financial costs, as well as computational limitations. These
parameterizations utilize different combinations of variables to simulate microscale and
thermodynamic processes, depending upon the type of physics each parameterization
reflects. Options are given for each of these process types in order to provide the user
with a plethora of choices for configuring the model physics, each of which could each
1

yield vastly different results – a result that has been found in numerous studies on model
sensitivities to physical parameterization schemes (Shrivastava 2014). Combinations of
parameterization schemes, each simulating different types of physical processes, are
necessary for numerical models to simulate atmospheric conditions and weather events.
Due to the complexity of atmospheric processes, especially at small scales,
parameterization schemes representing different types of physics can affect varying
degrees of interactions between the different types, leading to sensitivities of these
schemes to changes in schemes of another physics type (Jankov 2005; Jankov 2007).
This study utilizes three types of physical parameterization schemes:
microphysics, convective physics, and planetary boundary layer (PBL) physics to
simulate tornado outbreaks. Because each parameterization scheme is composed of its
own unique assumptions and calculations of variables and processes, they all perform
differently from one another, each with its own unique strengths, weaknesses, and biases.
Additionally, these biases change depending on the type of weather being simulated. It
has been shown that varying physical parameterization scheme configurations produce
considerably different forecasts (Jankov 2005; Jankov 2007).
The goal of this research is to identify the sensitivity of different model physics
parameterization configurations in simulations of tornado outbreaks when subjected to
stochastic perturbations in the input data, which could represent errors in the input data or
poorly-initialized measurements. Those parameterizations which are more sensitive to
these stochastic perturbations would be more useful in ensemble modeling, in which the
forecaster would require a range of forecast results to produce a measure of confidence in
the forecast. Those parameterizations which are less sensitive to these perturbations
2

would be useful to forecasters aiming for accurate forecasts by adjusting for biases in the
precise numerical forecast. It was hypothesized that there would exist distinct differences
in the performance between parameterization configurations, which would be caused by
the differences in assumptions and physics driving the schemes within each configuration
used in the numerical simulations.

3

CHAPTER II
LITERATURE REVIEW
2.1

Tornado Outbreak Studies
Tornado outbreaks have been the focus of many studies, in multitudes of forms

and contexts – from varying seasons and geographical locations, to relationships with
teleconnections, to sociological influences. In 1956, Beebe produced composite charts for
tornadic outbreaks, focusing on different locations around the United States that are
prone to having “tornado seasons” in the spring and summer months. The study analyzed
basic atmospheric variables, including sea level pressure and pressure heights,
temperature, surface dew point dew point, and standard lower and middle pressure
heights. It was found that common features exist among these outbreaks, such as veering
winds with height, geostrophic wind increasing with height, as well as a strong ridge of
moisture in the lowest levels. Following this study, Galway (1977) provided a
classification of tornado outbreaks into three main types: local, progressive, and linear.
The study defined climatological characteristics of each outbreak type.
Following the outbreak sequence of May 2003, Schneider et al. (2004) produced a
climatology of tornado outbreak sequences, which was defined as a continuous or nearcontinuous sequence of days with tornado outbreaks. The study provided three different
definitions of outbreak sequences and their effect on the climatology. A follow-up paper
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sought to define characteristics of tornado outbreaks, such as tornado counts, measures of
intensity, path length, and destruction (Schneider et al. 2004).
Doswell et al. (2006) targeted the issue that many different types of systems are
used to define and classify severe weather outbreaks. The authors develop a new ranking
system that is easy to alter and manipulate by using different variables with different
weights, with the intention of being available for use in a wide variety of purposes and
methods. It included variables such as severe weather reports, fatalities, killer tornadoes,
destruction, and surveyed tornado intensity, length, and damage. This study also sought
to determine whether the ranking system is able to distinguish tornadic from nontornadic
events. It was found that regardless of how the ranking scheme was manipulated, the
results proved to be consistent, especially for the most significant outbreaks. Another
ranking index of tornado outbreaks was produced by Fuhrmann et. al. (2014), ranking
them according to physical magnitude by integrating the intensity of tornadoes over their
path length. The results of the study agreed with previous work done on ranking
outbreaks (Doswell et al. 2006; Shafer and Doswell 2010), with the highest-ranked
outbreaks resulting in the same order. Similarly, the results also agreed with the high
degree of variance in strength among the highest-ranked outbreaks compared to the rest
of the outbreaks, as does the prior ranking scheme.
Mercer et al. (2009) statistically classified differences between tornadic and
nontornadic outbreaks, focusing on using certain meteorological variables. They found
that thermodynamic variables were unable to be used to distinguish the outbreak type, but
kinematic synoptic variables were useful. Shafer et al. (2009) then utilized the WRF
model to determine whether the model could distinguish between tornadic and
5

nontornadic outbreaks when forecasting with a lead time of one, two, and three days. It
was concluded that the model was, in fact, able to distinguish between the outbreak types
at least three days out. The most useful atmospheric variables at distinguishing outbreak
type were low-level and deep-layer shear and lifted condensation level, and
thermodynamic instability parameters were incapable of distinguishing between the
outbreak types, due to their dependence upon seasonality and convective mode. To
continue this work, Shafer et al. (2010) sought to classify these tornadic versus
nontornadic outbreaks by season. The authors compared WRF simulations of the
different outbreak types between summer and non-summer months, and found that
regardless of season, the model was able to effectively represent the outbreak type.
Thermodynamic instability features, including lifted condensation level, were found to be
unimportant due to their seasonal dependence, while more kinematic features such as
helicity and synoptic and index parameters were useful.
Shafer and Doswell (2010) continued upon the previous work of the severe
weather outbreak ranking scheme, emphasizing that the nature of severe weather
outbreaks is a hybrid of both tornadic as well as nontornadic mode, such as severe hail
and wind. Therefore, these modes were combined into one systematic ranking scheme,
and it was concluded that these outbreaks can be classified into five main groups: major
tornado, wind-dominated, hail-dominated, multi-modal, and days of considerable spatial
scattering in severe reports.
To further investigate the differences between tornadic and nontornadic
outbreaks, Mercer et al. (2012) produced composite charts of the different outbreak types.
The authors found dramatic differences between the outbreak types, particularly in the
6

wind fields. Tornadic outbreaks were found to have much higher bulk shear and stormrelative helicity. As seen in previous studies, thermodynamic instability fields were
unable to be used for distinguishing between the two. Shafer et al. (2012) analyzed the
areal extent of severe weather parameters to identify their utility in distinguishing
outbreak predictability. After analyzing the severity of events by using a ranking index
score and comparing it to the areal coverage of the Storm Prediction Center's day-1
Convective Outlook, it was concluded that areal coverage should be considered in order
to provide guidance in forecasting severe weather outbreaks, as it proved effective.
Grams et al. (2012) sought to assess tornado events and the parameters which
affect them the most. The authors classified the convective mode in which the tornadoes
occurred as well as the season and region. They also compared tornadic to nontornadic
events. The authors found that of the common diagnostic and prognostic environmental
variables, composite and kinematic parameters as well as convective mode were the most
effective at distinguishing outbreak type, and that thermodynamic parameters were
inconsequential in this cause.
2.2
2.2.1

Numerical Weather Prediction Studies
Initial Conditions
Many studies have been done to analyze the sensitivity of numerical models to the

data with which it is initialized. Mullen and Baumhefner (1989) analyzed the impact of
initial condition perturbations on large-scale explosive cyclogensis using a global, highresolution model, and concluded that the locations of initial condition perturbations have
a strong effect on the resulting synoptic patterns. Jankov et al. (2007) studied the
influence of varying physical parameters on initial conditions and how it affects the
7

quantitative precipitation forecast using the WRF. They found that different model
analyses input into the WRF model affected the results of the simulations. The sensitivity
of microphysical schemes to the analysis input data varied, and changes in
thermodynamic fields affected the sensitivity of the convective and PBL schemes. The
convective scheme was found to be the most sensitive to simulated rainfall rate with both
initialization datasets. Etherton and Santos (2008) composed a similar study, initializing
the WRF model with two different analysis input datasets. They found that short-range
forecasts of temperatures, dewpoints, winds, and sea level pressure at the surface, as well
as convection and the quantitative precipitation forecast varied with changes in input
data.
Gallus and Bresch (2006) simulated warm-season rainfall events using the WRF
and the nonhydrostatic mesoscale models to determine their sensitivity to changes in
model physics, dynamics, and initial conditions. For light rainfall, the physics package
which included the Kain-Fritsch convective and Yonsei University PBL schemes was
more sensitive to changes in dynamic core than the package which included the MellorYamada-Janjic PBL scheme, whereas for heavy rainfall, the opposite held true. The
sensitivity to initial conditions was less noticeable than changes in dynamic cores or
physics packages. Fine-scale structure was found to be more sensitive to changes in
physics packages than dynamic cores, whereas areal coverage and rain volume were
more influenced by dynamic cores than physics packages.
2.2.2

Physics Parameterizations
Various studies have been conducted comparing the performance of physical

parameterization schemes and varying configurations of them. Studies comparing
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configurations of various types of schemes have been conducted to determine the most
and least accurate parameterization configurations to utilize for numerical forecasts of
different types of weather (Kumar et al., 2010; Flaounas et al. 2011; Evans et al., 2012; Ji
et al., 2013; Que et al. 2016; Jankov et al. 2005; Jankov et al. 2007).
2.2.2.1

Microphysics
Microphysics parameterizations are required by numerical weather prediction

models because of the fine-scale nature of this phenomenon compared to the resolution of
current numerical models (Min 2015). They are able to emulate processes through which
moisture is removed from the environment and transferred into water or ice mass –
processes which are greatly tied to various thermodynamic and kinematic fields (Kaufield
2010). These types of schemes simulate cloud growth and development, precipitation
type and intensity, and certain features linked to updrafts and downdrafts as well.
Through these processes, they are able to simulate spatial and temporal transfers of
energy, momentum, and moisture among horizontal and vertical grid points within the
model (Min 2015). Much of the importance of these schemes lies in their direct influence
on the cold pool (Rajeevan 2010).
These schemes are categorized through a variety of ways. The first of which is
how the scheme classifies the hydrometeor particle size distribution, which can be
classified as either bin or bulk. The bin method explicitly calculates the particle size
distribution explicitly, commonly in 20 mass or size bins. This provides a distribution
that better reflects realistic conditions; however, it is much more computationallydemanding, so it is rarely used in current numerical models. The bulk method predicts
multiple drop size distribution characteristics, or moments. These moments include
9

features such as total mass, and therefore mixing ratio, or concentration (Straka and
Mansel 2004). These bulk schemes can be further categorized by the amount of moments
the scheme has. Single-moment schemes provide an allocated hydrometeor size for each
class of hydrometeor that contains its own distribution function, which are commonly
exponential or gamma. These are then used to predict the mixing ratio of the
hydrometeors. Multiple-moment schemes are currently most commonly found as doublemoment schemes. These perform the predictions of single-moment schemes as well as
predictions of the number concentrations of the hydrometeors, which is independent of
the mass and size of the hydrometeors. This is currently commonly done for select
hydrometeor species and not all of them. The benefit of this is to allow for more
flexibility for the size distribution while allowing the mean diameter of the hydrometeors
to evolve throughout time and space. Though more computationally expensive than
single-moment schemes and more dependent upon a greater number of processes, doublemoment schemes have been shown to be far more superior, as they produce more realistic
simulaton results (Lim 2010). It has been found that differences in using single- and
double-moment schemes has a direct effect on radiation fluxes, which in turn affect
atmospheric stability in the form of hydrologic and dynamic circulations (Lee 2011).
Rajeevan et al. (2010) investigated the sensitivity of the WRF model using
varying microphysics schemes on a mesoscale convective system that tracked over
southeastern India. The results showed that all of the schemes underestimated the size
and magnitude of the updraft cores and could not handle the downdrafts, though they
estimated surface winds well. The Thompson scheme provided the best performance at
simulating surface rainfall amounts and updraft and downdraft cores. Segele et al. (2013)
10

also investigated the sensitivity of the WRF model using varying microphysics schemes,
in this case during heavy precipitation events in the southern Great Plains. Their results
showed that the skill of the schemes was not consistent among all measures. The Lin
scheme performed best at light precipitation, but the worst at the heaviest precipitation.
The Thompson scheme performed best at higher levels, but the worst for various
reflectivity thresholds. The WRF Double-Moment schemes performed well in the lower
levels, though all WRF Single-Moment and WRF Double-Moment schemes performed
poorly in the upper levels.
2.2.2.2

Convective
Convective schemes aim to simulate convection which is generally much smaller

than the horizontal resolution of the model. These schemes provide mechanisms for
triggering convection, and follow up by controlling the vertical velocities through the
various stages of convection (Evans 2012). They also aim to simulate interactions
between the updrafts and downdrafts and their interactions with the surrounding ambient
environment through entrainment and detrainment processes (Dudhia 2011).
These schemes are classified according to what functionalities they perform
during various stages throughout the simulation in relation to vertical motions within a
column. The first action these schemes perform is searching for whether convection is
triggered at a grid point. Some start at the surface and continue to search higher levels
until a predetermined threshold of instability is found between two levels, commonly
done through evaluations of convective available potential energy (CAPE). Others seek
to readjust for imbalances in moisture throughout a column that reach a predetermined
vertical gradient threshold. Convective schemes such as this are commonly used for
11

regions where instability plays a lesser role in convection than in mid-latitude systems,
such as in the tropics.
Gilliland and Rowe (2007) compared simulations of the Kain-Fritsch, BettsMiller-Janjic, and Grell–Freitas Ensemble convective schemes when used in WRF
simulations of a warm-season convective system. They found that significant differences
resulted in the simulations between the different schemes, which maintained a strong
dependence upon the available moisture. The Betts-Miller-Janjic scheme simulated a
release of latent heat too early, which lowered vertical velocities and low-level
convergence and thus, failed to produce precipitation. The Kain-Fritsch scheme
performed well at accurately representing isolated convection cells and their
corresponding precipitation, as it was able to account for the small-scale processes of
instituting CAPE, maintaining static control of updrafts, and advecting equivalent
potential temperature from surrounding regions. An altered Grell–Freitas Ensemble
scheme produced convection which was too broad and was initiated too early, although it
was able to reproduce the general area and intensity with considerable accuracy.
2.2.2.3

PBL
Arguably one of the most challenging atmospheric phenomena to forecasters and

modelers is the PBL. Not only can the boundary layer be affected through the major
process of daily insolation cycles, but also more minor processes such as shear-driven
eddies (Cohen 2015). PBL schemes seek to represent turbulent eddy transports and their
associated mass fluxes throughout columns within the PBL (Evans 2012). PBL physics
provide the atmosphere with diurnal cycles of convective eddies above the surface that
interact with the air above them. This acts to transport further turbulent eddies further up
12

into the free atmosphere, influencing mass – and therefore heat and moisture – and
momentum flows associated with various weather systems as they influence how
thermodynamic and kinematic fields evolve over time. Physics associated with the PBL
have a direct influence on buoyancy, vertical wind shear, and precipitation processes
(Cohen 2015).
PBL schemes can be categorized in a number of ways. Firstly, they can be
classified as either local or non-local closure schemes. Local schemes allow grid points to
interact only with vertical grid points that are directly adjacent to the given point (Cohen
2015). The turbulent fluxes in these schemes are solely dependent upon the gradients at
each grid point. Their eddy diffusion coefficients are determined by prognostic turbulent
kinetic energy (TKE) predictions (Xie 2012). TKE is used to quantify the perturbation of
motion, which quantifies the magnitude of turbulence within the PBL. This, in turn,
affects wind shear, buoyancy, turbulent transport, and dampening by molecular viscosity.
In these schemes, the growth of the PBL is stunted, especially at the top of the PBL
(Cohen 2015), mostly because they are unable to represent large-scale turbulent eddies
present during convection (Mihailović and Firanj 2010). These schemes commonly
produce unrealistic shallow PBLs with larger resolutions (Angevine 2011). In nonlocal
schemes, a grid point at any vertical level can be affected by multiple other levels within
the PBL. In these schemes, PBL circulations can grow more deeply and more realistically
(Cohen 2015; Banks 2016), due in part to the entrainment at the top of the PBL from the
free atmosphere. At this level, a downward heat flux exists due to thermals and sheardriven turbulence (Angevine 2011) as well as the prognostic TKE decreasing with height
in a slower, more realistic rate and the critical TKE being more accurate (Xie 2012). It
13

has been found that local schemes produce greater mixing within the PBL than nonlocal
schemes. Another way to classify PBL schemes is according to order, which determines
what variables are calculated by prognostic equations. 1st order schemes solve prognostic
equations only for base state variables, such as temperature, moisture, and winds. For
these schemes, thermal eddy diffusivity has a specific predetermined profile shape and
magnitude, which may vary according to the simulated conditions. 2nd order schemes
solve prognostic equations for several 2nd order moments, which include both base state
variables as well as derived ones. 1.5 order schemes solve prognostic equations for 2nd
order moments for some variables, and 1st order moments for others. For these schemes,
TKE can be produced by shear or buoyancy or destroyed by buoyancy or dissipation
(Angevine 2011).
Dominantly, studies comparing PBL schemes have focused on aerosol and
pollution forecasts, as well as their effects on simulations of various weather events
(Pagowski 2002; Nolan et al. 2009; Hu et al. 2010; Shin and Hong 2011; Xie et al. 2012;
Balzarini et al. 2014; ZiQian et al. 2014; Banks et al. 2016). Cohen et al. (2015) used the
WRF model to compare the performance of eight PBL schemes during simulations of
cold season severe weather events in the southeastern United States. The authors found
that nonlocal schemes produced steeper 0-3km lapse rates than the local schemes, and
perform more accurately and less biased. These schemes also overestimate mixed-layer
CAPE, and provide smaller values of 0-3km storm-relative helicity (SRH), due to their
tendency to overestimate the vertical mixing in locations with strong winds, which causes
smoothing of the vertical wind profiles. However, differences in results of 0-3km SRH
are unsubstantial.
14

2.2.3

Physical Parameterization Configurations
The physical parameterization configurations used in this study are composed of

combinations of microphysics, convective physics, and PBL physics schemes. The
microphysics schemes were the Lin et al. (Lin et al. 1983), Thompson (Thompson et al.
2008), and WRF Double-Moment 6-class (Lim and Hong 2010) schemes. The convective
physics schemes were the Kain Fritsch (Kain 2004), Betts-Miller-Janjic (Janjic 1994),
and Grell–Freitas Ensemble (Grell and Freitas 2014) schemes. The PBL schemes were
the Yonsei University (Hong et al..2006) and Mellor–Yamada–Janjic (Janjic 1994)
schemes. The general characteristics of each scheme are outlined in Table 2.1.
Table 2.1

Physics Parameterization Schemes

Microphysics
Name
Lin et al.
Thompson
WRF DoubleMoment 6-Class
Convective
Name
Kain–Fritsch
Betts–Miller–
Janjic
Grell–Freitas
Ensemble
PBL
Name

Shorthand Name Used
Lin
WDM6
Shorthand Name Used
KF
BMJ
GFE

Shorthand Name Used

Moment
single
single (double for cloud ice)
double
Closure
CAPE
column moisture
adjustment
CAPE and
Column moisture
adjustment

Key Features
tropical
ensemble

PBL Height
Order
Determination
Yonsei
YSU
Bulk Richardson
1st
University
Number method
Mellor–
MYJ
TKE reaches
1.5
Yamada–
defined minimum
Janjic
threshold
Description of the physics parameterization schemes used in this study.
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Closure
nonlocal
local

CHAPTER III
METHODS
To analyze the sensitivity of model parameterizations to stochastic initial
conditions (SICs) within tornadic outbreaks, five of the highest-ranked tornadic outbreaks
according to the N15 ranking scheme of Shafer and Doswell (2010), updated through
2013, were used. These events included 4 May 2003, 12 March 2006, 5 February 2008,
27 April 2011, and 2 March 2012. National Center for Environmental Prediction North
American Regional Reanalysis (NARR) data from these events was used for
initialization. The NARR data were provided at three-hour increments, beginning at
00:00Z, for each day, and have a horizontal resolution of 32-km and a vertical resolution
of 29 pressure levels. Because NARR data only dates as far back as 1979, only events
which occurred after this time were considered; thus, the Super Outbreak of 3 April 1974,
which tops the ranking index of Shafer and Doswell (2010), and the Palm Sunday
Outbreak of 11 April 1965, which was ranked third, were excluded.
To produce the simulations, the WRF model, which is a nonhydrostatic,
compressible model (Skamarock et al. 2008) was used. WRF cold-start simulations were
run at 18-km grid resolution, in order to stay consistent with previous WRF tornadic
outbreak simulation studies (Mercer et al. 2009; Shafer et al. 2009; Shafer et al. 2010),
with 55 vertical levels and hourly output. The simulations were initialized at 00:00Z of
the day of each tornado outbreak and extended to 36 hours, with NARR input every three
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hours. The spatial domain of each case was subjectively chosen to capture the
surrounding synoptic environment of the tornado reports. A total of eighteen
parameterization configurations of the three microphysics, three convective, and two PBL
schemes were produced. Each of the eighteen parameterization configurations was
subjected to ten SICs. To do this, the stochastic kinetic-energy backscatter scheme
(SKEBS) (Berner, 2011) was used.
SKEBS introduces a randomized spatial and temporal perturbation to the
rotational (not divergent) u- and v-wind flow components and to the potential
temperature field into each simulation member. These perturbations have randomized
temporal and spatial dissipation rates, which do not depend on the flow rate, and are the
same for each SIC. The perturbations are initiated at different times throughout each
simulation, and they were set to occur with the same vertical structure in each simulation.
These SICs allowed for analysis of which physical parameterization schemes and
configurations perform more consistently when subjected to random perturbations in the
input data. Those parameterizations which are least sensitive to the different SICs will
show that they are less susceptible to random errors and unmeasured features in the input
data, resulting in more precise forecasts. These parameterizations would prove desirable
for numerical forecasts in which the results could be adjusted by the forecaster to account
for known biases of the schemes used in order to aim for forecasts with high confidence.
Those which are more sensitive to the perturbations would be best to use for ensemble
forecasting, yielding a probability distribution of forecast outcomes and a range in
forecast confidence levels.
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Following the completion of the simulations of each event, statistical analyses
were performed to determine the precision of each parameterization scheme
configuration when subjected to the multiple SICs. The variables which were used for
this analysis were surface-based CAPE (SB CAPE), surface-based convective inhibition
(SB CIN), and 0-3km SRH (Mercer et al. 2009). These variables were chosen because
they were output from the WRF by the default settings. Since the WRF output was
produced at 1-hour intervals, the peak outbreak time was determined using the hour at
which the most tornado reports occurred, measured by the hour time frame 30 minutes
before and after the time on the hour.
As an initial approach to diagnose uncertainty in the SIC results for a given
parameterization, 95% confidence interval widths (CIWs) were boostrapped on the
means of the 10 SIC members of each configuration at each gridpoint within the five
outbreak simulation domains for each severe weather diagnostic variable. The
bootstrapping was utilized to quantify the uncertainty owing to its non-reliance on prior
knowledge of the underlying distribution of the SIC's, which is unknown. A map of these
CIWs at each grid point was generated for each parameterization configuration for each
case at its peak outbreak time, revealing spatial trends in uncertainty of the
configurations. The median CIWs of combinations of configurations sharing the same
parameterization schemes were mapped to compare the spatial extent and magnitudes of
configuration members using different schemes of the same physics type, while sharing
the same schemes of other physics types. An example of these maps can be seen below
(Figures 3.1-3.2).
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Figure 3.1

Spatial Comparison of Two Parameterization Configurations

95% CIWs of SB CAPE of the Lin–BMJ–YSU (left) and Lin–BMJ–MYJ (right) configurations for 27 April 2011 at the
peak tornado outbreak time of 22:00Z. The red circle denotes the 750-km radius domain around the outbreak center.
This side-by-side comparison provides a spatial comparison of the uncertainty of each parameterization configuration.

Figure 3.2

Spatial Comparison of Two Parameterization Schemes of the Same Physics
Type

Median 95% CIWs of SB CAPE of all configurations with the YSU PBL scheme (left) and the MYJ PBL scheme
(right) for 27 April 2011 at the peak tornado outbreak time of 22:00Z. The red circle denotes the 750-km radius domain
around the outbreak center. This side-by-side comparison provides a spatial comparison of the uncertainty of each
parameterization scheme of the same physics type.
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The center of each outbreak was determined by calculating the median latitude
and longitude of the tornado reports within the 1-hour peak outbreak time. Uncertainty
analysis was focused on 500-km, 750-km, and 1,000-km radii around the outbreak center,
where the greatest simulation uncertainty existed in the model domain. After testing all
three possible domain radii, only the 750-km radius was used, as the 500-km radius did
not capture enough area of the simulated outbreaks, and the 1,000-km radius captured
points outside of the simulated domains and thus produced invalid results.
Hierarchical cluster analysis was used to group the 18 parameterization
permutations to identify patterns among the configurations within the 750-km radius.
These cluster analyses compared the euclidean distances of the vectors of CIWs to find
the magnitude difference between configuration members. Correlation plots were made
to display spatial trends in correlations between the configuration members.
The CIWs at each grid point were then bootstrapped to find the mean CIWs on
the bootstrapped mean of each variable for all grid points within the 750-km radius
around the outbreak center. This provided a single distribution of uncertainty for the
concentrated domain, and thereby reduced the effect of the unassociated grid points too
far from the outbreak. A boxplot was created using the 10,000 bootstrap replicates of
mean 95% CIW for each variable to reveal trends in the magnitude of uncertainty
amongst the parameterization configurations. A flow chart is included to visually
illustrate this methodology (Figure 3.3).
The above methodology was done for each case individually. Following, a cluster
analysis and correlation plot were produced for the five cases combined. The 95% CIWs
within the 750-km radius of all five cases combined were then bootstrapped to provide a
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mean 95% CIW of the mean of each diagnostic variable within the outbreak domain. The
10,000 bootstrap replicates of this mean were plotted in a boxplot to provide a view of
the overall trends of the results across the five cases together.

Figure 3.3

Methodology Flowchart

A flowchart describing the methodology used in this study for each case.
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CHAPTER IV
RESULTS
In this section, the individual case studies of the five outbreaks will be explained.
The first case will be the outbreak of 27 April 2011. A full analysis of this case will be
provided. Following, the other four cases will be explained, excluding the figures. Lastly,
the results of all five cases combined will be explained in detail.
4.1
4.1.1

27 April 2011 22:00Z
Overview
This historic “super outbreak” was the strongest in a four-day series, and

consisted of 199 tornadoes. Sixteen tornadoes were rated EF-3, nineteen were rated EF-4,
and four were rated EF-5. Eight of the tornadoes were long-track, with an average path of
the violent tornadoes being 66 miles. A total of 292 tornado reports in total reach the
Storm Prediction Center, along with 645 additional severe weather reports (Figure 4.1).
The outbreak affected states spanning from Louisiana to New York. In many ways, it is
considered to be more disastrous than the super outbreak of 4 April 1974, regardless of
the fact that it covered only a quarter of the geographical area. (Knupp 2013)
Early that morning, a quasi-linear convective system tracked into the southeastern
United States, spawning thirteen tornadoes, and destroying many power supplies and
weather radio transmitters. Later in the morning, another line of thunderstorms traversed
over northern Mississippi and Alabama, spawning supercells ahead of the line as well as
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supercells embedded within it. These brought with them additional tornadoes. As an
upper-level low tracked out of the Rocky Mountains, warm, moist Gulf air was brought
northwards by the low pressure system, supported by a strong low-level jet ahead of it
and an additional low pressure system to the north in the Great Lakes region. At the peak
time of the outbreak's tornado reports, the surface low was centered over southern
Illinois, with a cold front draping southwestward over the Mississippi River into northern
Louisiana, and a warm front pushing northward through Indiana into northern Ohio,
interfering with another low pressure system to the northeast. A dry line extended off the
cold front through Mississippi. Where the large influx of moisture from the Gulf existed,
relatively high SB CAPE peaked over Mississippi and Alabama, with values of up to
2,000J·kg-1 extending to the northern borders of these states and 3,000J·kg-1 along the
southern half of these states. A region of low values of SB CIN bordered the tongue of
SB CAPE to the north along the fronts, with values around -50J·kg-1. A maximum of 03km SRH of around 1,000m2s-2 was located over central Tennessee, covering a large
span of area east and southeast of the surface low, reaching values up to 600-700m2s-2s in
western Alabama. By this peak outbreak time, several discrete supercells were ravaging
the southeastern United States.
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Figure 4.1

Severe Weather Reports for 27 April 2011
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Figure 4.2

Median 95% CIWs of Mean SB CAPE for 27 April 2011 22:00Z

Median 95% CIWs of mean SB CAPE of all eighteen parameterization configuration
members for 27 April 2011 at the peak outbreak time of 22:00Z. The red line denotes the
750-km radius domain around the outbreak center.
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Figure 4.3

Boxplot of Mean 95% CIWs of Mean SB CAPE for 27 April 2011 22:00Z

Boxplot of the 10,000 bootstrap replicates of mean 95% CIWs of mean SB CAPE for 27
April 2011 at the peak outbreak time of 22:00Z for all grid points within the 750-km
radius domain around the outbreak center. This provides for an analysis of the magnitude
of uncertainty for each parameterization configuration.

Figure 4.4

Dendrogram of CIWs of Mean SB CAPE for 27 April 2011 22:00Z.

Clusterplot of the 95% CIWs of mean SB CAPE for 27 April 2011 at the peak outbreak
time of 22:00Z for all grid points within the 750-km radius domain around the outbreak
center. This provides for an analysis of how the parameterization configurations correlate
in magnitude.
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Figure 4.5

Correlations of 95% CIWs of Mean SB CAPE for 27 April 2011 22:00Z

Correlation matrix of the 95% CIWs of mean SB CAPE for 27 April 2011 at the peak
outbreak time of 22:00Z within the 750-km radius domain around the outbreak center.
This provides for an analysis of how the parameterization configurations correlate
spatially.
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Figure 4.6

Median 95% CIWs of Mean SB CIN for 27 April 2011 22:00Z
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Figure 4.7

Boxplot of Mean 95% CIWs of Mean SB CIN for 27 April 2011 22:00Z

Figure 4.8

Dendrogram of CIWs of Mean SB CIN for 27 April 2011 22:00Z.
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Figure 4.9

Correlations of 95% CIWs of Mean SB CIN for 27 April 2011 22:00Z
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Figure 4.10

Median 95% CIWs of Mean 0-3km SRH for 27 April 2011 22:00Z
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Figure 4.11

Boxplot of Mean 95% CIWs of Mean 0-3km SRH for 27 April 2011
22:00Z

Figure 4.12

Dendrogram of CIWs of Mean 0-3km SRH for 27 April 2011 22:00Z.
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Figure 4.13

4.1.2

Correlations of 95% CIWs of Mean SB CAPE for 27 April 2011 22:00Z

Results
Two lines of maxima of uncertainty in SB CAPE extended along the fronts, with

higher spreads along the cold front than along the warm front (Figure 4.2). This result
comes as no surprise, as CAPE values were higher at this time in the western region of
the warm sector than further east. This high uncertainty along the fronts is attributed to
various factors, such as different rates of frontal movement and differences in how the
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different parameterizations schemes adjust CAPE as the model lifts parcels and uses and
reduces the available instability. A broad region of relatively high uncertainty existed
within the warm sector, attributed to how the different schemes reduced CAPE as parcels
were lifted through convection and used the available instability. The model appeared to
poorly handle the stability near the center of the surface low, where it produced large
spreads in SB CAPE where none existed at the time. This is attributed to the timing of the
movement of the low, as well as the model potentially allowing instability to build up in
this region where forcing mechanisms may be dynamic, associated with the vertical
motion at the surface low rather than with instability. Due to convergence into the surface
low, the simulations could have also been advecting warm moist air into the center of the
surface low, producing signals of instability that otherwise would not exist in this region
Of the microphysics schemes, Lin configurations had the highest uncertainty
along the warm front, and Thompson configurations had the lowest in this region. The
GFE configurations had the highest uncertainty along the cold front of the convective
schemes, and KF configurations had the lowest. On the other hand, the KF configurations
had the highest along the warm front, and the GFE had the lowest. BMJ had the highest
spreads in the warm sector, and KF configurations had the lowest. MYJ produced higher
uncertainty than YSU along the warm front and within the warm sector. The boxplot
revealed that the BMJ configurations had the highest uncertainty, and the KF
configurations had the lowest of the convective schemes (Figure 4.3). The MYJ
configurations had higher spreads than YSU when configured with the GFE and KF
convective schemes, but lower spreads than YSU when configured with the BMJ
convective scheme.
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The clusterplot revealed clusterings according to convective scheme, with some
groupings within these convective groups according to PBL scheme, with a minor
variation for the KF configurations (Figure 4.4). For these, the KF – MYJ configurations
grouped together with the Thompson – KF – MYJ configuration. The BMJ
configurations being grouped separate from the KF and GFE configurations can be
attributed to the unique nature of the BMJ scheme in how it handles instability through
adjusting for vertical moisture imbalances rather than through CAPE. The KF and GFE
schemes correspond with one another because the KF scheme initiates vertical motion
through CAPE, and some of the members of the GFE scheme are also driven by CAPE.
The correlation matrix supports these clusterings (Figure 4.5). The members of the GFE
configurations correlate with each other the most, especially when the configurations
share the same PBL scheme. The BMJ configurations display high correlations with other
BMJ configurations with the same PBL scheme and mostly display low correlations with
members of the other convective schemes. The members of the KF – MYJ configurations
that clustered differently within the clusterplot also display low correlations with the rest
of the KF configurations, which is uncommon compared to trends seen with the other
configurations. Medial correlations can be observed between members of the KF and
GFE configurations, supporting their grouping within the clusterplot.
Very low uncertainty in SB CIN can be observed for the simulated region, which
is an unsurprising result, as CIN values were low at this time during the outbreak (Figure
4.6). A region of uncertainty extended from the surface low to the east along the warm
front, where higher values of CIN existed. This uncertainty is attributed to the timing of
the warm front and the vertical structure of the warm front supporting stability. Of the
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microphysics schemes, the WDM6 configurations displayed the highest spreads in this
area. Of the convective schemes, KF configurations had the highest spreads, and BMJ
configurations had the lowest. The MYJ configurations produced higher spreads than
those with the YSU scheme. The boxplot corresponds with these results, showing the
BMJ configurations to have the lowest values of uncertainty by far, and the KF
configurations having slightly higher spreads than the GFE configurations (Figure 4.7).
The WDM6 configurations produced the highest uncertainty when configured with the
KF and GFE convective schemes, though the Thompson configurations produced the
highest uncertainty when configured with the BMJ convective scheme. The Lin
configurations dominantly produced the lowest uncertainty, though the Thompson
configurations produced comparable results.
The BMJ configurations grouped together in the clusterplot, separated according
to PBL scheme (Figure 4.8), which is consistent with the results seen in the clusterplot
for SB CAPE. The GFE and KF configurations grouped together in various inconsistent
arrangements, with the exception of the KF – YSU configurations clustering together
with the Thompson – KF – MYJ configuration, as was also seen in the clusterplot for SB
CAPE. No other dominant patterns can be observed, implying that these other schemes
showed no consistent performance of the magnitudes of SB CIN. On the other hand, the
correlation matrix revealed members of the KF configurations most highly correlated
with one another, revealing that these schemes produced the best spatial consistency
(Figure 4.9). Relatively high correlations can also be observed for members of the GFE
convective schemes. As seen in the correlations for SB CAPE, the KF and GFE
configurations correlated relatively strongly with one another, and the BMJ
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configurations correlated the least with the members of these other two convective
schemes. The members of BMJ configurations correlated highly with other members
sharing the BMJ convective scheme and the same PBL scheme.
A broad region of uncertainty in 0-3km SRH extended from the surface low to the
northeast, south of the warm front, in the northern region of a maximum of shear (Figure
4.10). Another low pressure system existed to the northeast, potentially increasing the
variability of motions in this region, interfering with the performance in the winds and
producing these high values of uncertainty. The rate of northern movement of the warm
front as well as the eastern progression of the low can attribute to this uncertainty.
Further, it can be caused by the uncertainty associated with convection and vertical
motion of parcels along the warm front, causing further uncertainty in the horizontal
motion of winds in these regions. A spatial analysis reveals that the WDM6
configurations had the highest spreads of the microphysics schemes, and those with the
Thompson scheme had the lowest. The MYJ configurations displayed slightly higher
uncertainty than did the YSU configurations. The boxplot reveals that the WDM6
configurations produced the highest spreads. The Lin configurations dominantly
produced the lowest, with the Thompson configurations produced comparable
performance (Figure 4.11). The BMJ configurations produced slightly higher uncertainty
in 0-3km SRH than the KF and GFE configurations. The MYJ configurations produced
higher values of uncertainty when configured with the KF and BMJ convective schemes,
though showed no comparison when configured with the GFE scheme.
The clusterplot of 0-3km SRH reveals that the configurations grouped according
to convective scheme (Figure 4.12). The KF and GFE configurations clustered together,
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and as seen in the clusterplots of SB CAPE and CIN, the BMJ configurations were
isolated. The BMJ configurations separated according to PBL scheme. Within the GFE
cluster, the YSU configurations grouped together, and the MYJ configurations displayed
to trend. Within the KF cluster, no dominant trends could be observed. The correlations
reveal that the KF configuration members were most highly correlated with one another,
especially when sharing the same PBL scheme (Figure 4.13). The members of the BMJ
and GFE configurations also displayed high correlations with members with the same
convective scheme, especially with those configured with the same PBL scheme. As was
also seen in the correlation matrices of SB CAPE and CIN, the members of the KF and
GFE configurations displayed medial correlations with one another, and low correlations
with members of the BMJ configurations.
4.2
4.2.1

04 May 2003 22:00Z
Overview
This outbreak was the most violent in a series of outbreaks spanning a week that

affected the Great Plains, Midwest, and Mid-South United States. A total of 94 tornado
reports and 424 severe weather reports came in to the Storm Prediction Center (Figure
4.14). Long-track tornadoes were produced by multiple long-lived supercells. A total of
86 tornadoes touched down, with eight EF-3 tornadoes, and four EF-4 tornadoes. The
populated areas affected include Kansas City, KS and Jackson, TN.
A low pressure system propagated northeast from the central plains to the
Mississippi River Valley throughout the afternoon. Damage was reported from the
Central Plains to the Tennessee Valley throughout the day into the evening hours. At the
peak time of the outbreak, a mid-level low was located over northeastern Kansas. A deep
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upper-level trough was accentuated by a shortwave trough that propagated from east of
the Rocky Mountains into the Midwest. The cold front stretched to the west-southwest,
into the Texas and Oklahoma panhandles, and the warm front extended to the southeast
through the boot heel of Missouri, where it then hooked eastward over Tennessee and
Kentucky. A strong dry line draped southward from the cold front over central Kansas
into central Texas. Warm air, rich in moisture, was brought northward by a low-level jet.
This area was characterized by a large area of SB CAPE extending across all the Gulf
states and ending along the fronts, reaching values up to 3,000J·kg-1 as far north as
eastern Kansas. The axis of CAPE extended northwestward towards the surface low into
South Dakota. Narrow stretches of SB CIN extended along the southern end of the dry
line in central Texas and along the warm front, with two maxima over central Missouri
and central Tennessee with values around -130J·kg-1. A maximum of 0-3km SRH
extended along the warm front, with a maximum in eastern Iowa and northwestern
Illinois around 900m2s-2.
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Figure 4.14

Severe Weather Reports for 04 May 2003
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Figure 4.15

Median 95% CIWs of Mean SB CAPE for 04 May 2003 22:00Z

41

Figure 4.16

Median 95% CIWs of Mean SB CIN for 04 May 2003 22:00Z
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Figure 4.17

4.2.2

Median 95% CIWs of Mean 0-3km SRH for 04 May 2003 22:00Z

Results
The maximum regions of uncertainty in SB CAPE extended along the warm front

and dry line, indicating the uncertainty in the model associated with using instability for
convection with other forcing mechanisms available (Figure 4.15). Some higher spreads
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extended within the elongated center of the surface low that extended northwestward,
potentially due to the high values of CAPE in this region, as well as the vertical motion
within this region being driven by large-scale dynamic forcings rather than utilizing
instability. The warm sector contained some regions of considerable uncertainty as well,
indicating the variability in thermodynamics within this region. A spatial analysis reveals
that of the convective schemes, the GFE configurations had the highest uncertainty by
far. The MYJ configurations had higher uncertainty than the YSU configurations. These
trends can be visualized in the boxplot as well. Of the convective schemes, the GFE
configurations had the highest uncertainty, and the KF configurations had the lowest. The
MYJ configurations consistently produced higher spreads than those with the YSU
scheme.
For SB CAPE, the configuration members clustered according to convective
scheme, and then by PBL scheme. The KF and GFE clusters grouped together, and the
BMJ cluster was isolated. This trend displays the dominating influences of the convective
and PBL schemes and emphasizes the difference between the BMJ convective scheme
and the KF and GFE schemes. This is supported by the high correlations seen between
configuration members sharing the same convective scheme, with even higher
correlations when also sharing the same PBL scheme. Members of KF and GFE
configurations display high correlations with one another, and members of BMJ
configurations had the lowest correlations with members of the other convective
schemes. An interesting trend is medial correlations between the KF – YSU
configurations and the GFE – MYJ configurations.
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The uncertainty in SB CIN extended northwest from the northwestern portion of
the surface low to the southeast along the warm front, where the highest values of CIN
existed at this time (Figure 4.16). A spatial analysis portrays that the Thompson
microphysics scheme produced the highest uncertainty, while the Lin configurations
produced the lowest. Of the convective schemes, the GFE configurations produced the
highest spreads, and the BMJ configurations produced the lowest. The MYJ
configurations had higher uncertainty near the low than did the YSU configurations.
These results are supported by the information portrayed in the boxplot, in which the
GFE configurations having the highest uncertainty of the convective schemes, and BMJ
having the lowest. The MYJ configurations consistently produced higher spreads than the
YSU configurations. Contradictory to the spatial analysis, however, the WDM6
configurations produced the highest uncertainty of the microphysics schemes, though the
Lin configurations produced the lowest.
The configuration members grouped by convective scheme, followed by PBL
scheme as well. However, the KF and BMJ clusters grouped together, while GFE was
isolated. Correlations reveal that the greatest relationships exist between members of the
KF and GFE convective schemes and those with the same PBL schemes. Oddly, the
lowest correlations exist between members of the KF and BMJ configurations, which
indicates that these configurations produce similar magnitudes of uncertainty that differ
greatly spatially.
A region of uncertainty in 0-3km SRH extended along and northward and
eastward of the warm front, collocated with the maximum of shear that existed at this
time (Figure 4.17). The spatial analysis reveals that the Thompson configurations
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produced the lowest uncertainty of the microphysics schemes. The GFE configurations
showed the highest spreads of the convective schemes. The MYJ configurations produced
slightly higher spreads than those of the YSU scheme. Similar patterns can be seen in the
boxplot. The WDM6 configurations displayed the highest uncertainty, and Thompson
displayed the lowest of the microphysics schemes. The GFE configurations had the
highest uncertainty, and KF had the lowest of the convective schemes. For the GFE
configurations, MYJ produced much higher spreads than for the YSU configurations,
though for those of the KF and BMJ configurations, no significant trend was observed.
The MYJ – GFE configurations displayed the highest spreads by far, and the Thompson –
BMJ – MYJ configuration displayed the lowest by far.
The results of the clusterplot of 0-3km SRH do not show the more commonly
seen pattern according to convective and PBL schemes. The KF configuration members
grouped together, with the Thompson members then grouping together. Lin and WDM6
members then grouped according PBL scheme. The GFE – YSU configurations grouped
with the KF cluster. The BMJ configurations grouped with this larger cluster, then
organized according to PBL scheme. The GFE – MYJ configurations were isolated.
Correlations reveal that members sharing the same convective scheme have the highest
correlations with one another, with higher correlations between members sharing the
same PBL scheme. The GFE and KF configurations showed higher correlations with one
another than with those of the BMJ configurations.
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4.3
4.3.1

13 March 2006 04:00Z
Overview
This outbreak was the strongest in a series of outbreaks that spanned five days,

tormenting the central United States, from Kansas City, KS through Springfield, IL. A
total of 140 tornado reports and 529 severe weather reports came in to the Storm
Prediction Center that day, with 62 confirmed tornadoes (Figure 4.18). Tornadoes were
not the only threats that day, as potent downbursts were accompanied by softball-sized
hail and intense microbursts. Nine EF-3 tornadoes struck the Midwest, and an EF-4
tracked north of Columbia and St. Louis, MO. One of the longest-lived supercells ever
observed tracked from northern Oklahoma into southern Michigan, lasting 17.5 hours.
At the peak time of tornado reports, the surface low was centered over the Kansas
– Missouri border, with the cold front extending southwestward through the panhandles
of Texas and Oklahoma, and the warm front pushing northward over northern Missouri
and Illinois and southern Iowa. A strong dry line pushed eastward directly in front of the
cold front. A fast-moving low-level jet surged northward, carrying warm, moist Gulf air
into the affected region as a broad upper-level trough lay to the west of the surface low.
An axis of SB CAPE extended from the Gulf northward into the surface low, extending
from the western southeastern states into Missouri and southern Illinois, with maximum
values reaching 1,000J·kg-1. Low values of SB CIN maxed out around -25J·kg-1,
coexisting in the same region as SB CAPE. A broad region of maximum 0-3km SRH
values was located north of the surface low, extending from northern Illinois into the
Great Lakes, and reaching values over 1,000m2s-2. A small extension of shear extended to
the west and northwest of the surface low, where a weak but distinct second cold front
47

could be observed to the west of the low. The helicity extended southward, reaching
another maximum along the cold front of 800m2s-2.

Figure 4.18

Severe Weather Reports for12 March 2006
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Figure 4.19

Median 95% CIWs of Mean SB CAPE for 13 March 2006 04:00Z
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Figure 4.20

Median 95% CIWs of Mean SB CIN for 13 March 2006 04:00Z
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Figure 4.21

4.3.2

Median 95% CIWs of Mean 0-3km SRH for 13 March 2006 04:00Z

Results
A region of low values of uncertainty in SB CAPE existed near the low, with a

region that extended southward along the cold front and one that extended eastward along
the warm front (Figure 4.19). A region of even lower uncertainty can also be observed
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within the warm sector. These low values are attributed to the low values in CAPE that
existed for the sampled time. When analyzed spatially, the BMJ configurations produced
the highest values of uncertainty along the fronts of the convective schemes, and the KF
configurations produced the lowest in these regions. The YSU configurations produced
slightly higher spreads than the MYJ configurations along the fronts, though the opposite
is true within the warm sector, likely attributable to the differences in how local and
nonlocal PBL schemes handle regions of stability compared to how they handle regions
of instability. In the boxplot, the BMJ – YSU configurations can be seen to have
produced the highest magnitudes of uncertainty by far, as did the WDM6 – KF – MYJ
configuration.
The clusterplot reveals that for SB CAPE, the configurations group according to
convective scheme, and then according to PBL scheme. The GFE and BMJ groupings are
clustered together, though their distances from one another are large, and the KF cluster
remains isolated. The distances between the members of opposing PBL scheme within
the different convective groups vary greatly, with those within the BMJ grouping being
the largest by far, and those within the KF being the smallest by far. These distances are
supported in the correlations when comparing configuration members sharing the same
convective scheme but differing PBL scheme. Of these, The KF configurations display
the highest correlations, and the BMJ configurations display the lowest. These results
imply that for this instance, the individual convective – PBL configurations produce
results with high precision in both magnitude and spatial features. However, different
configurations with the same convective scheme but different PBL scheme produce
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results with similar magnitudes, but vary throughout time, especially for the BMJ scheme
and, to a lesser extent, the GFE scheme.
A region of low uncertainty in SB CIN extended along the fronts, around the
perimeter of where low values of CIN existed at this time. This positioning in the
uncertainty is likely due to the dynamics associated with frontal convection (Figure 4.20).
A spatial analysis portrays that of the convective schemes, the KF configurations had the
highest uncertainty along the warm front, and the GFE configurations had the highest
along the cold front. The BMJ configurations had the lowest uncertainty in both these
regions, likely caused by the low values of CAPE that existed at this time and this
scheme's difference in initiating convection through column moisture adjustment rather
than through CAPE. The MYJ configurations had slightly higher uncertainty than those
of the YSU configurations. It can be seen in the boxlot that, of the microphysics schemes,
the WDM6 configurations had the highest and the Thompson configurations mostly had
the lowest spreads. It also supports the findings that the GFE configurations produced the
highest uncertainty of the convective schemes, and the BMJ configurations produced the
lowest. The MYJ configurations had higher uncertainty than the YSU configurations.
The uncertainty in 0-3km SRH extended north of the low, with the maxima in
uncertainty corresponding with the maxima in shear observed at the valid time. However,
relatively low values of uncertainty exist along the cold front, where an additional
maximum extends in front of the cold front. This interestingly shows that along the cold
front, the model handled the high shear values with greater relative precision than near
the maxima north of the low that consisted of a greater magnitude of shear (Figure 4.21).
A spatial analysis reveals that of the microphysics schemes, the Thompson configurations
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displayed the highest uncertainty than the others. The KF configurations produced the
highest spreads of the convective schemes, and the BMJ configurations produced the
lowest. The MYJ configurations had higher spreads than the YSU configurations. An
analysis of the boxplot exhibits that the BMJ – MYJ configurations had the lowest
spreads by far, and the WDM6 – KF – MYJ configuration had the highest spreads by far.
With the exception of this individual configuration, the WDM6 configurations produced
the lowest spreads of the microphysics schemes. The Thompson configurations trended
towards producing the highest spreads of the microphysics schemes, though for the GFE
configurations, the differences in performance between the Lin and Thompson
configurations are indistinguishable.
For SB CIN and 0-3km SRH, the clusterplots reveal groupings according to
convective scheme and then according to PBL scheme, with the KF and GFE clusters
connected and the BMJ cluster isolated. These trends can be observed in the correlations,
in which configuration members sharing the same convective scheme showed highest
correlations, especially when sharing the same PBL scheme. Correlations between
configuration members with different convective schemes were low, although members
of the KF and GFE configurations were more highly correlated with one another than
with those of the BMJ configurations.
4.4
4.4.1

06 February 2008 01:00Z
Overview
Over the Super Tuesday Outbreak, 131 tornado reports and 393 additional severe

weather reports reached SPC (Figure 4.22). A total of 87 tornadoes touched down, with
five EF-4 tornadoes, including one that hit Arkansas with a 122-mile path. An additional
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five EF-3 tornadoes occurred as well. Highly populated areas such as Jackson, Memphis,
and Nashville, TN were affected. This system brought many threats to the eastern portion
of the Unites States, including softball-sized hail, flooding, freezing rain, and heavy
snow. Following the outbreak, a squall line tracked into the outbreak region.
As a high-pressure system tracked eastward out of the United States, a low
pressure system developed as it tracked eastward of the Rocky Mountains. A coupling of
these two pressure systems drove superfluous amounts of warm, moist air from the Gulf
of Mexico into the central United States. Anomalously warm and humid air brought
unseasonably warm conditions to the region for a couple of days prior to the outbreak. At
the peak time of the tornado outbreak, an elongated surface low, oriented southwestnortheast, was centered over northern Arkansas, with the cold front dipping
southwestward through the corner of Arkansas, Louisiana, and Texas, extending over the
southeastern Texas coast. The warm front extended to the northeast, through southeast
Missouri, southern Illinois, Indiana, and Ohio. As the upper-level low aided the
persistence of the surface system, a strong low-level jet persistently brought warm, moist
air into the area. At this time, SB CAPE was virtually nonexistent with nearly negligible
values of around 250J·kg-1 in southern Louisiana and Mississippi. SB CIN extended
northward from the western Gulf states to the east of the surface low into western
Kentucky and Tennessee with pockets reaching values around -100J·kg-1. Two maxima
of 0-3km SRH surrounded the surface low – one on the northeastern end of the low in
front of the warm front, centered over Illinois and Indiana with values maxing out around
700m2s-2, and another on the eastern side of the low in the central region of the warm
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sector with values around 600m2s-2, centered over western Tennessee and extending in
front of the cold front.

Figure 4.22

Severe Weather Reports for 05 February 2008
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Figure 4.23

Median 95% CIWs of Mean SB CAPE for 06 February 2008 01:00Z
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Figure 4.24

Median 95% CIWs of Mean SB CIN for 06 February 2008 01:00Z
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Figure 4.25

4.4.2

Median 95% CIWs of Mean 0-3km SRH for 06 February 2008 01:00Z

Results
A region of very low uncertainty in SB CAPE extended southwestward along the

cold front, with two maxima, separated along the middle of the front, with the high values
along the southern portion caused by higher values of CAPE existing in the region of
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eastern Texas (Figure 4.23). These low values in uncertainty are attributable to the low
values of CAPE that existed at this time. A spatial analysis reveals that the KF
configurations had the highest uncertainty of the convective schemes near the low, and
the BMJ configurations had the lowest in this region. However, the BMJ configurations
had the highest within the warm sector. The MYJ configurations produced slightly higher
values of uncertainty than the YSU configurations near the low. The boxplot shows the
Thompson configurations mostly having the highest spreads of the microphysics
configurations, though they had the lowest spreads when configured with KF – MYJ and
GFE – YSU. Otherwise, the WDM6 configurations dominantly produced the lowest
spreads. The BMJ configurations had the highest spreads of the convective schemes, and
the KF configurations had the lowest. When configured with the BMJ convective
scheme, the YSU configurations had higher spreads than those configured with the MYJ
scheme, though the opposite is true when configured with the GFE and KF schemes.
The clusterplot of SB CAPE displays members of the KF and GFE configurations
being mixed together and those of the BMJ configurations being isolated and grouped
according to PBL scheme. The Thompson – KF configurations grouped together, which
are grouped together with the KF – MYJ configurations. The GFE configurations
grouped with the KF – YSU configurations. The correlations reveal that the highest
correlations exist between configuration members of sharing the same convective
schemes. Members of the KF and GFE configurations were highly correlated with one
another, and these members had low correlations with members of the BMJ
configurations.
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The maximum uncertainty in SB CIN were located on the northeastern side of the
warm sector, on the eastern edge of where the dominant region of CIN existed at this
time, and some very low spreads existed along the warm front (Figure 4.24). The spatial
analysis portrays that the GFE configurations had the highest spreads along the warm
front and on the eastern side of the warm sector of the convective schemes, and the BMJ
configurations had the lowest in these regions. The MYJ configurations had slightly
higher uncertainty than the YSU configurations on the eastern side of the warm sector.
The boxplot shows that the BMJ configurations had the lowest spreads, and the KF
configurations had the highest of the convective schemes. Contradicting to the spatial
analysis, the YSU configurations had slightly higher values of uncertainty than the MYJ
configurations. For this scenario, the microphysics schemes appear to display sensitivity
to the choice in convective scheme: for the KF configurations, the Thompson
configurations produced the highest spreads, and the Lin configurations produced the
lowest; for the BMJ configurations, the WDM6 configurations produce the highest, and
the Thompson configurations produce the lowest; and for the GFE configurations, the
WDM6 configurations produce the highest, and the Lin configurations produce the
lowest.
For SB CIN, the BMJ configurations clustered together, isolated from members of
the KF and GFE configurations. Within this cluster, the Thompson configurations
grouped together within this cluster, and the rest of the members grouped according to
PBL scheme. The other convective schemes grouped together in a similar fashion. The
GFE configurations clustered together, grouped according to the Thompson configuration
members then by the remaining configurations by PBL scheme. The KF – MYJ
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configurations grouped with the GFE configuration cluster. The rest of the KF
configurations grouped by PBL and were placed with this larger cluster. The correlations
reveal higher correlations between configuration members with the same convective
scheme, especially for the BMJ configurations with the same PBL scheme.
Uncertainty in 0-3km SRH extended along the western fringes of the low to the
northeastern portion, with a maximum on the western boundary of where the maximum
of shear existed at this time (Figure 4.25). A spatial analysis showed that the GFE
configurations had the highest spreads of the convective schemes by far, and the BMJ
configurations had the lowest. This trend can be seen in the boxplot, in which the BMJ
configurations have the lowest values of uncertainty. The KF and GFE configurations
produced similar values in uncertainty, though those of the GFE scheme produced
slightly higher values. The Lin configurations produced the lowest spreads of the
microphysics schemes. The microphysics schemes showed sensitivity to the PBL scheme
with which they were configured. For the YSU configurations, the Thompson
configurations dominantly produced the highest spreads, and for the MYJ configurations,
the WDM6 configurations produced the highest spreads.
The clusterplots of 0-3km SRH reveal the BMJ configurations grouped and
isolated from the other convective configurations. The Thompson configurations grouped
together, then the remaining configurations grouped according to PBL scheme. For the
cluster of KF and GFE configurations, the Thompson configurations grouped together,
with the GFE configurations grouped together and the KF configurations clustered with
this group separately. The rest of the KF and GFE configurations grouped according to
convective scheme and then by PBL scheme. High correlations can be seen between
62

configuration members sharing the same convective scheme. The highest correlations
exist between members of the KF and GFE configurations with the same microphysics
schemes, especially for those with the Thompson microphysics scheme. The lowest
correlations exist between the members of the BMJ configurations and the members of
the KF and GFE configurations.
4.5
4.5.1

02 March 2012 21:00Z
Overview
This outbreak was an isolated one, with the exception of a few tornadoes

happening the next day. A total of 160 tornado reports reached the Storm Prediction
Center, with 794 additional severe weather reports (Figure 4.26). In all, 64 tornadoes
stuck the Ohio and Tennessee River Valleys. Two EF-4 tornadoes and eight EF-3
tornadoes occurred on this day.
The outbreak started in the morning hours within the warm sector. The Ohio
River Valley was the region most strongly affected by the wave of supercells that tracked
across the region. At the peak time of tornado reports, the low pressure system was
located south of the Great Lakes, with the cold front extending southward through
Indiana, western Kentucky and Tennessee, and northern Mississippi. The warm front
extended to the east into Ohio, where it then dove southward into North Carolina, then
turned eastward, as it was blocked by a high pressure system off the coast of the
northeastern states. SB CAPE extended from the Gulf states northward, with values in
excess of 2,000J·kg-1 over Tennessee and Kentucky. Low values of SB CIN surrounded
the instability along the fronts, with a maximum reaching about -100J·kg-1 over southern
Indiana. A broad region of 0-3km SRH extended from the center of the surface low
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eastward along the warm front, with a maximum of over 900m2s-2 located over eastern
Indiana and covering an extensive region, including all states to the east of the
Mississippi River, except for Maine and Florida.

Figure 4.26

Severe Weather Reports for 02 March 2012
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Figure 4.27

Median 95% CIWs of Mean SB CAPE for 02 March 2012 21:00Z
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Figure 4.28

Median 95% CIWs of Mean SB CIN for 02 March 2012 21:00Z
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Figure 4.29

4.5.2

Median 95% CIWs of Mean 0-3km SRH for 02 March 2012 21:00Z

Results
Maxima of uncertainty in SB CAPE extend along the southern end of the cold

front and along the warm front nearest the low (Figure 4.27). A smaller maximum of
spreads exists on the eastern end of the kinked warm front, and low values of uncertainty
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exist within the warm sector. The relatively low values of uncertainty are due to the low
values of CAPE that existed at the valid time. The results of the spatial analysis reveal
that, of the convective schemes, the KF configurations displayed the highest uncertainty
along the eastern end of the warm front, and the GFE configurations showed the lowest
uncertainty in this region. The BMJ configurations had the highest spreads along the
southern end of the cold front, and the KF configurations had the lowest in this region.
The BMJ configurations had the highest spreads in the warm sector. The BMJ
configurations can be seen in the boxplot to display the highest uncertainty, and the GFE
configurations had the lowest of the convective schemes. The MYJ configurations
produced much higher spreads than the YSU configurations.
Extremely low uncertainty in SB CIN extended southeastward from the low along
the warm front (Figure 4.28). The low values are due to the low values of CIN that
existed at this time. Of the convective schemes, the GFE configurations had the highest
spreads when analyzed spatially, and the BMJ configurations had the lowest. The boxplot
supports this result, as the BMJ configurations have the lowest spreads by far. However,
the KF and GFE configurations were similar in magnitude of uncertainty. The MYJ
configurations produced slightly lower spreads than the YSU configurations. For the
BMJ and GFE configurations, the WDM6 configurations produced the highest spreads of
the microphysics schemes, and the Thompson configurations produced the lowest;
however, for the KF configurations, the Thompson configurations produced the highest.
The spreads in 0-3km SRH existed eastward of the low, co-located with a
maximum of shear at this time (Figure 4.29). A spatial analysis reveals that the WDM6
configurations had the highest spreads of the microphysics schemes. The GFE
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configurations had the uncertainty spreads of the convective schemes, and the BMJ
configurations had the lowest. The MYJ configurations showed higher spreads than the
YSU configurations. The boxplot supports the WDM6 configurations having the highest
spreads of the microphysics schemes. However, it shows that the BMJ configurations had
the highest uncertainty of the convective schemes, and the KF configurations had the
lowest. It also shows that the YSU configurations had higher spreads than the MYJ
configurations.
The clusterplots of SB CAPE, SB CIN, and 0-3km SRH display a trend of
groupings according to convective scheme and then according to PBL scheme. The BMJ
configurations were isolated, and the KF and GFE clusters were grouped together. These
convective – PBL pairings within the configuration members display the highest
correlations. Configuration members sharing the same convective scheme but opposite
PBL scheme display the next highest correlations. Members of the GFE and KF
configurations show high correlations with one another, especially when sharing the same
PBL scheme, and members of the BMJ configurations displayed the lowest correlations
with members of the KF and GFE configurations.
4.6

All Cases
For SB CAPE, the BMJ configurations produced the highest uncertainty of the

convective schemes, and the KF configurations appeared to produce slightly lower
spreads than the GFE configurations (Figure 4.30). The MYJ configurations displayed
higher spreads than did the YSU configurations when configured with the KF and GFE
convective schemes. For SB CIN, the WDM6 configurations had the highest spreads of
the microphysics schemes when configured with the KF and GFE convective schemes
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(Figure 4.31). When configured with the BMJ convective scheme, however, the
Thompson configurations produced the highest spreads of the microphysics schemes, and
the Lin configurations produced the lowest. For the KF and GFE configurations, the Lin
configurations produced the lowest spreads when configured with the MYJ PBL scheme,
and the Thompson configurations produced the lowest spreads when configured with the
YSU PBL scheme. The BMJ configurations produced the lowest spreads of the
convective schemes, and the KF configurations produced slightly higher spreads than the
GFE configurations. For 0-3km SRH, the WDM6 configurations had the highest spreads
of the microphysics schemes (Figure 4.32). Of the convective schemes, the GFE
configurations produced higher spreads than those of the KF and BMJ schemes, which
performed similarly.
For all of the cases combined, and for all of the variables analyzed, the
clusterplots exhibited grouping of the configurations according to convective scheme,
and then according to PBL scheme (Figures 4.33-4.35). The KF and GFE clusters
grouped together, and the BMJ cluster was isolated. The correlation plots support these
results, as configuration members sharing the same convective schemes exhibit high
correlations with one another, which further increases when the configurations share the
same PBL scheme. (Figures 4.36-4.38). Members of the GFE and KF configurations
show the medial correlations with each other, and those of the BMJ configurations have
the lowest correlations with members of the KF and GFE configurations. These results
suggest that the choice in convective scheme used has the greatest effect on the
uncertainty of the simulations for the three severe weather parameters analyzed. The
choice in PBL scheme then further affects the uncertainty. Using the same convective
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scheme for multiple simulation members will increase the precision of the members. This
will be further enhanced when configured with the same PBL scheme as well. Using
varying convective schemes between simulation members will produce lower precision,
and therefore greater uncertainty between the members. This again is further enhanced
when configured with different PBL schemes.

Figure 4.30

Boxplot of Mean 95% CIWs of Mean SB CAPE for All Cases

Figure 4.31

Boxplot of Mean 95% CIWs of Mean SB CIN for All Cases
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Figure 4.32

Boxplot of Mean 95% CIWs of Mean 0-3km SRH for All Cases

Figure 4.33

Dendrogram of CIWs of Mean SB CAPE for All Cases
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Figure 4.34

Dendrogram of CIWs of Mean SB CIN for All Cases

Figure 4.35

Dendrogram of CIWs of Mean 0-3km SRH for All Cases
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Figure 4.36

Correlations of 95% CIWs of Mean SB CAPE for All Cases

74

Figure 4.37

Correlations of 95% CIWs of Mean SB CAPE for All Cases
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Figure 4.38

Correlations of 95% CIWs of Mean SB CAPE for All Cases
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CHAPTER V
DISCUSSION
There is considerable importance in identifying the physical parameterizations
which produce the highest and lowest uncertainty within tornadic outbreak simulations.
Those which result with low precision, and therefore high uncertainty, would prove to be
useful for uncertainty and ensemble forecasts and spaghetti plots. These types of
forecasts can be utilized to produce confidence forecasts for the forecaster to convey to
the public the amount of uncertainty in the severe weather forecast. Those which result
with high precision, and therefore low uncertainty, would prove to be most useful when a
forecaster seeks a precise forecast. It should be noted that the purpose of this study was to
assess the precision of the parameterizations being utilized and not their accuracy.
Nevertheless, parameterizations performing with high precision could be utilized
indirectly by the forecaster by adjusting the numerical forecast for known common biases
associated with the parameterizations to aim toward a more accurate forecast with high
confidence.
Ideally, a distribution of results demonstrating the relative tendencies of each
parameterization type for uncertainty to initial conditions would be possible. Here, the
relative spatial and magnitude differences in the parameterizations are summarized as a
first effort at depicting such a distribution.
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5.1

Spatial Analysis
It is important to note the locations of uncertainty of the physical

parameterizations for different severe weather parameters associated with tornadic
outbreaks. The parameters that have the lowest correlations in space would be practical
for the purposes of uncertainty forecasts. The parameters that have the highest
correlations in space would be practical for the purposes of high forecast confidence. It is
important to note that the regions of highest and lowest uncertainty in each diagnostic
variable by each parameterization vary by outbreak case.
For the three variables analyzed, the choice in convective and PBL scheme
configurations are of great importance when analyzing precision. As the correlations
revealed, the configuration members sharing the same convective scheme are highly
correlated with one another in space. This especially holds true when the configurations
also share the same PBL scheme. These results suggest that the differences between the
convective schemes drive the governing differences between the performance in
uncertainty of the tornadic outbreak simulations. The PBL schemes then assist in
enhancing these results through their own consistent performance. The cause for this may
be supported by the resolution of the simulations used in this study, allowing for these
physics scheme types to act on the environment as intended without becoming chaotically
altered by fine-scale structures throughout the simulations.
The simulations produced the highest uncertainty in SB CAPE within the warm
sector, particularly along the fronts and dry line. Since CAPE primarily exists within the
warm sector of a mid-latitude cyclone, and the gradients are greatest along boundaries,
this result is not surprising. Consistently, the BMJ scheme produced the highest
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uncertainty within the warm sector. The rate of movement of the cyclone and its fronts
could have played a role in this variability. A more important influence is the vertical
parcel trajectories along the fronts as the parameterizations differ in how convection is
emulated. The magnitudes of uncertainty varied between the different parameterization
schemes by location. For example, for the 13 March 2006 case, the YSU PBL scheme
produced higher spreads than the MYJ scheme along the frontal boundaries. However,
within the warm sector, the MYJ scheme produced higher spreads than the YSU scheme.
For the 02 March 2012 case, the KF scheme produced the highest spreads along the warm
front, and the GFE scheme produced the lowest spreads in this location. However, along
the cold front, the BMJ scheme produced the highest spreads, and the KF scheme
produced the lowest in this location. SB CIN was the most variable among the cases
analyzed along the warm front and along the edges of where CIN existed at the valid
outbreak time.
The greatest uncertainty in 0-3km SRH existed mostly along and north of the
warm front, where the dominant regions of shear existed at the valid outbreak time.
Additional regions of high uncertainty existed in many of the cases on the northwestern
portion of the cyclone, where no shear existed at the time. This is attributable to the
advection of the shear as it wraps around the northern end of the cyclone. Interestingly,
the simulations appeared to represent the warm sector east of the cold front with
considerably high precision when comparing the differences between the magnitudes of
shear along the warm and cold fronts to the magnitudes of uncertainty in these regions.
This is indicative that the model is able emulate the structure along this frontal boundary
with considerable consistency. Within the maximum of uncertainty co-located with the
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maximum of shear at the outbreak time, The BMJ configurations perpetually produced
the lowest uncertainty.
5.2

Magnitude Analysis
It is important to note the magnitude of uncertainty for each of the

parameterization schemes, especially for each of the different severe weather variables.
The parameters which have the lowest spreads in their results would be practical for the
purposes of more precise forecasts, which could be adjusted by the forecaster based on
his or her knowledge of the schemes' biases to provide high-confidence forecasts. Those
which have the highest spreads in their results would be practical for the purpose of
uncertainty forecasts and conveying forecast confidence.
As could be expected, as the magnitude of the variable being analyzed increased,
so did the uncertainty produced by the simulations of these variables. This appeared to be
the most influential feature in the precision of the numerical forecasts. Though the timing
of the initialization of each outbreak remained constant, the peak outbreak time analyzed
varied. This, in theory, could allow for the simulations analyzed at an earlier peak
outbreak time to produce lower magnitudes of uncertainty than those analyzed at a later
peak outbreak time. This was not the case, owing its causality to the dissipation of the
stochastic perturbation introduced by the SKEBS. Though the perturbations introduce a
deviation in the thermodynamic and kinematic fields, these perturbations dissipate,
allowing the upstream conditions to readjust the downstream flow according to
conditions representative of the conditions that would exist had the perturbation not been
introduced at all.
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5.2.1

Microphysics Schemes
The choice in microphysics schemes had no constant effect on variability in SB

CAPE. This is due to the greater interactions between environmental instability and the
convective and PBL schemes compared to the microphysics schemes. For SB CIN, The
Lin configurations trended towards having the lowest uncertainty, and WDM6 trended
toward having the greatest uncertainty results, except for when configured with the BMJ
convective scheme. In this case, the Thompson microphysics scheme produced the
highest variability. For 0-3km SRH, the WDM6 configurations produced the highest
variability by far. Lin and Thompson should be expected to produce similar results, as
they are both single-moment schemes, and WDM6 is a double-moment scheme; at the
same time, Lin is completely a single-moment scheme, whereas Thompson is mostly a
single-moment scheme while acting as a double-moment scheme for cloud ice. This
result implies that the more higher-moments included in the microphysics scheme, the
less precisely it performs for this kinematic variable. This can be attributed to the
increase in variability with an increase in moments, due the increase in variables and
calculations performed throughout the simulations. For SB CIN and 0-3km SRH, the
performance of the microphysics schemes appears to be sensitive when configured with
the BMJ convective scheme, as the same trends exist in their performance among the two
different PBL scheme configurations.
5.2.2

Convective Schemes
The BMJ configurations performed with the highest uncertainty in SB CAPE, but

the lowest uncertainty in SB CIN. The opposite hold true for the KF configurations,
which produced the lowest uncertainty in SB CAPE, and the highest uncertainty in SB
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CIN. It should be noted that the performance differences between the KF and GFE
configurations are nearly negligible. These trends in performance lead to implications in
differences in precision between CAPE adjustment closure schemes and column moisture
adjustment closure schemes. The BMJ scheme utilizes a column moisture adjustment to
drive convection, and the KF scheme utilizes CAPE. The GFE scheme utilizes both
CAPE and column moisture adjustment closures within its ensemble members. The
differences in performance in precision of these thermodynamic fields imply that the
column moisture adjustment closure schemes are poorly capable of simulating conditions
of instability when provided with a strong vertical thermal gradient, and that the CAPE
closure schemes prove themselves efficient at performing in such conditions. They also
imply that, on the other hand, the CAPE closure schemes maintain poor performance in
simulating regions of sufficient stability. For 0-3km SRH, the GFE configurations
produced the highest spreads of the convective schemes. Configurations consisting of the
BMJ and KF schemes displayed little differences between each other.
5.2.3

PBL Schemes
The YSU configurations performed with greater precision in SB CAPE and 0-

3km SRH than the MYJ configurations when configured with the KF and GFE
convective schemes. When configured with the BMJ scheme, differences between the
two PBL schemes in SB CAPE were negligible, and the MYJ scheme produced lower
uncertainty in 0-3km SRH. For SB CIN, the differences between these two schemes were
unintelligible. These results imply that the performance of different PBL schemes is
sensitive to the convective scheme with which it is configured.
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CHAPTER VI
CONCLUSIONS
For this study, the sensitivity of physical parameterizations schemes to SICs
during simulations of tornado outbreaks was tested using the WRF model. Three
microphysics, three convective, and two PBL schemes were combined in eighteen
configurations of combinations. Each of the eighteen configurations was subjected to ten
stochastic perturbations in the thermodynamic and kinematic fields using the SKEBS
scheme. All 180 configuration members were used for the simulations of the tornado
outbreaks of 4 May 2003, 12 March 2006, 5 February 2008, 27 April 2011, and 2 March
2012. A peak outbreak time was determined according to the hour with the most tornado
reports.
The means of the ten SICs for each of the eighteen configurations were
bootstrapped to find 95% CIWs of each grid point of mean SB CAPE, SB CIN, and 03km SRH for each case. These CIWs were then plotted on a map for each configuration
for each case. Additionally, the median 95% CIWs of each of the physical
parameterization schemes were plotted on a map, to provide for a spatial comparison of
uncertainty between schemes of the same physics type. The 95% CIWs within a 750-km
radius domain around the outbreak center of the eighteen configurations were plotted in a
dendrogram to show which schemes correlated in magnitude and in correlation plots to
show which schemes correlated spatially. The 95% CIWs of the means of the three
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variables analyzed were bootstrapped to find the means of these 95% CIWs within the
750-km radius domain around the outbreak center. The bootstrap replicates were plotted
in a boxplot to provide a representation of the magnitudes of uncertainty for each
configuration for each variable. These were created for each of the five cases
individually. To provide a scope of the five cases combined, the 95% CIWs of each
variable for each case were plotted in a dendrogram and correlation plot. The mean 95%
CIWs of each case were further bootstrapped to provide a mean of these means, which
were plotted in a boxplot.
Differences in the choice of convective scheme used proved to be the most
effective at determining the precision of parameterization scheme configurations for
simulations of tornado outbreaks. The configuration members that consisted of the same
convective scheme displayed the highest correlations in both magnitude and across space
in the three diagnostic variables analyzed. When configured with the same PBL scheme,
the results of these correlations are even higher. The magnitude of uncertainty proved to
be highly dependent upon the magnitude of the variable at the time being analyzed. The
BMJ convective scheme produced the lowest precision in SB CAPE, but the highest
precision in SB CIN. The KF convective scheme produced the opposite effect. These
results owe their existence to the nature of the convective closure associated with these
schemes – the BMJ scheme drives convection through vertical moisture gradients, and
the KF scheme drives convection through CAPE. The WDM6 microphysics scheme
produced the lowest precision in 0-3km SRH, due to the fact that it is a higher-moment
scheme, thus accounting for a greater amount of variables than the other two schemes
analyzed, which are both single moment schemes.
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The influence of uncertainty in different atmospheric variables by changes in
physics schemes can be linked to the physical attributes of each scheme and their
individual methodologies of how the parameterized equations solved. The number of
moments of each microphysics scheme affects the number of variables estimated and
parameterize, increasing these as the number of moments increases. Thus, the higher the
moments a scheme has, the greater potential for variability in the results. The BMJ
convective scheme performed differently from the KF and GFE schemes because it uses
convection as a method of balancing out gradients in moisture throughout vertical
columns, whereas the KF schemes resolves convection through CAPE, and the GFE
scheme utilizes both CAPE and moisture gradients. Differences in PBL scheme results
are linked to whether they are local or nonlocal closure schemes. The YSU scheme is a
nonlocal closure scheme, which have been proven to produce more realistic conditions
within the PBL than local closure schemes such as MYJ because of the interactions
between vertical grid points not being restricted to adjacency.
The results of this study could be used in a variety of ways. Those scheme
configurations which are considered to perform more precisely should be utilized for the
purpose of working toward high forecast confidence of tornado outbreaks. As long as the
biases and inaccuracies are determined and considered by the forecaster, one could adjust
the numerical forecast of these schemes to aim toward more accurate forecasts with
higher confidence. Those with the least amount of precision should be avoided in these
purposes; however, they can be utilized in ensemble forecasts in order to convey the
degree of uncertainty of a given forecast. These ensembles could be used to determine the
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spread, median, and average ensemble results in order to determine the forecast
uncertainty of a potential tornado outbreak.
The methods of this study could be used as a method of further diagnosing the
performance of physical parameterization schemes. The dominant method of analyzing
the performance of parameterizations is to study their accuracy. However, a scheme's
performance should be characterized according to precision as well as accuracy. As the
precision of a parameterization scheme increases, its biases can be adjusted to reflect
more realistic conditions. This can be used in turn to better understand the mechanisms
that are better estimated by that scheme than others.
It can be concluded that the choice of parameterization schemes, especially when
in varying configurations of convective and PBL schemes, can greatly influence the
variability in numerical model simulations when subjected to stochastic perturbations in
the kinematic and thermodynamic fields. The choice in desired scheme varies according
to the particular variable field in question as well as the degree of variability desired –
whether it be to maximize or to minimize the desired spread. To maximize the spread in
SB CAPE, one would choose the BMJ convective scheme; to minimize the spread, one
would choose the KF convective scheme in combination with the YSU PBL scheme. To
maximize the spread in SB CIN, one would choose the KF convective scheme; to
minimize the spread, one would use the BMJ convective scheme. To maximize the
spread in 0-3km SRH, one should choose to use the WDM6 microphysics scheme,
especially in tandem with the GFE convective scheme and the MYJ PBL scheme; to
minimize the spread, one should choose to use the Thompson – BMJ – MYJ
configuration.
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CHAPTER VII
FUTURE WORK
Future studies to be conducted will be aimed toward analyzing additional severe
weather parameters to get a better scope on the uncertainty associated with
thermodynamic versus kinematic variables. Additionally, it would be useful to analyze
how the uncertainty changes throughout forecast time. It would also be useful to analyze
the practicality of adjusting the resolution to a higher resolution, to potentially bring out
the importance of the microphysics schemes. Further studies to include additional
parameterization schemes of like-characteristics of those used in this study would be
helpful. For example, it may prove practical to test the robustness of additional singleand double-moment microphysics schemes, additional column moisture adjustment and
CAPE closure convective schemes, as well as additional local and nonlocal closure PBL
schemes. It would also be desirable to expand upon the sample size of the cases utilized
in this study, in order to get a better representation of the sensitivity of the physical
parameterizations to the stochastic perturbations for cases with less pronounced synoptic
and mesoscale features.
Further statistical analyses could be implemented on the results provided, such as
a step-wise regression (Evans 2012) or a principal component analysis. The step-wise
regression could provide hard numbers indicating which members of the parameterization
configurations are most and least consistent with one another (Evans 2012). The principal
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component analysis could be utilized to potentially determine any factors which drive the
differences between the performance of the different parameterization schemes. Other
further statistical analyses could include the methodology of Jankov et al. (2005) by
finding a correspondence ratio, the squared correlation coefficient, and applying the
factor separation method in order to compare the impacts of varying physical
parameterization schemes on the simulations.
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