We present representation theoretical interpretations of quasi-symmetric functions and noncommutative symmetric functions in terms of quantum linear groups and Hecke algebras at q = 0. We obtain in this way a noncommutative realization of quasi-symmetric functions analogous to the plactic symmetric functions of Lascoux and Sch utzenberger.The generic case leads to a notion of quantum Schur functions.
plactic algebra is here replaced by one of its quotients, and instead of ordinary Young tableaux one has to use skew tableaux of ribbon shape, and dual objects called quasi-ribbons, for which Schensted type algorithms can be constructed. In fact, most aspects of the classical theory can be adapted to this highly degenerate case. As this is an example of a non-semisimple case for which everything can be worked out explicitely, one can expect that this treatment could serve as a guide for understanding the more complicated degeneracies at roots of unity. This paper is structured as follows. We rst recall the basic de nitions concerning noncommutative symmetric functions and quasisymmetric functions (Section 2) and review the Frobenius correspondence for the generic Hecke algebras (Section 3). Next we introduce the Dipper-Donkin version of the quantized function algebra of the space of n n matrices (Section 4). We describe some interesting subspaces (Sections 4.5 and 4.6), and prove that the q = 0 specialization of the diagonal subalgebra is a quotient of the plactic algebra, which we call the hypoplactic algebra (Section 4.7). Next, we review the representation theory of the 0-Hecke algebra and its interpretation in terms of quasi-symmetric functions and noncommutative symmetric functions, providing the details which were omitted in 7] . In Section 6, we introduce a notion of noncommutative character for A q (n) comodules, and prove that these characters live in the diagonal subalgebra. For generic q, the characters of irreducible comodules are quantum analogues of Schur functions. For q = 0, we show that hypoplactic analogues of the fundamental quasi-symmetric functions F I (quasi-ribbons) can be obtained as the characters of irreducible A 0 (n) comodules, and give a similar construction for the ribbon Schur functions. These constructions lead to degenerate versions of the Robinson-Schensted correspondence, which are discussed in Section 7.
2 Noncommutative symmetric functions and quasi-symmetric functions
Noncommutative symmetric functions
The algebra of noncommutative symmetric functions 9] is the free associative algebra Sym = 
Although these elements are not symmetric for the usual action of permutations on the free algebra, they are invariant under the Lascoux-Sch utzenberger action of the symmetric group 25], which can now be interpreted as a particular case of Kashiwara's action of the Weyl group
The commutative image of a noncommutative symmetric function F is the ordinary symmetric function f obtained by applying to F the algebra morphism which maps S n to the complete homogeneous function h n (our notations for commutative symmetric functions will be those of 28]). The ribbon Schur function R I is then mapped to the corresponding ordinary ribbon Schur function, which will be denoted by by r I .
Ordinary symmetric functions are endowed with an extra product , called the internal product, which corresponds to the multiplication of central functions on the symmetric group.
A non commutative analog of this product can be de ned, the character ring of S n being replaced by its descent algebra 35] (see also below) .
Recall that i is said to be a descent of 2 S n if (i) > (i + 1). The set Des ( ) of these integers is called the descent set of . If I = (i 1 ; : : :; i r ) is a composition of n, one associates with it the subset D(I) = 
and can also be interpreted as the canonical duality between Grothendieck groups asociated to 0-Hecke algebras 7] (see Section 5). 
is the natural one when q is interpreted as the cardinality of a nite eld and H N (q) as the endomorphism algebra of the permutation representation of GL N (F q ) on the set on complete ags 14]. Moreover the specialization q = 0 is allowed in relation (4). In the modular representation theory of GL N (F q ), this corresponds to the case where q is a power of the characteristic of the ground eld. For this reason, among others, it is interesting to consider the 0-Hecke algebra H N (0) which is the C -algebra obtained by specialization of the generic Hecke algebra H N (q) at q = 0. This algebra is therefore presented by 8 > > < > > : 
The Frobenius correspondence
We will see that the 0-Hecke algebra is the right object for giving a representation theoretical interpretation of noncommutative symmetric functions and of quasi-symmetric functions.
To emphasize the parallel with the well-known correspondence between representations of the symmetric group and symmetric functions, we rst recall the main points of the classical theory. Let Sym be the ring of symmetric functions and let
be the ring of equivalence classes of nitely generated C S N ]-modules (with sum and product corresponding to direct sum and induction product). We know from the work of Frobenius that the character theory of the symmetric group S N can be described in terms of the characteristic map F : R S] ?! Sym which sends the class of a Specht module V to the Schur function s . The rst point is that F is a ring homomorphism. That is, F( U V ] " S N+M S N S M ) = F( U]) F( V]) for a S N -module U and a S M -module V . The second one is the character formula, which can be stated as follows: for any nite dimensional S N -module V , the value of the chararacter of V on a permutation of the conjugacy class labelled by the partition is equal to the scalar product ( ) = hF(V ) ; p i where p is the product of power sums p 1 p r .
This theory can be extended to the Hecke algebra H N (q) when q is neither 0 nor a root of unity. The characteristic map is independent of q, and still maps the q-Specht module V (q) to the Schur function s . The induction formula remains valid and the character formula has to be modi ed as follows (see 2, 18, 19, 32, 36, 37] 
This is a variant of Jimbo's action 15] itself de ned by 8 > > > < > > > :
Let (e i ) 1 i n be the basis of V dual to the basis (e i ) of V . The dual (right) action of H N (q) on (V ) N is given by 8 > > > < > > > :
Example 4.1 Let 
4.2 The Hopf algebra A q (n)
The quantum group A q (n) is the C (q)-algebra generated by the n 2 elements (x ij ) 1 i;j n subject to the de ning relations 8 > > < > > :
x jk x il = q x il x jk for i < j; k l ; x ik x il = x il x ik for every i; k; l ; x jl x ik ? x ik x jl = (q ? 1) x il x jk for i < j; k < l :
This algebra is a quantization of the Hopf algebra of polynomial functions on the variety of n n matrices introduced by Dipper This property still holds for q = 0. Thus, for any h 2 H N (0), V N h will be a sub-A 0 (n)-comodule of V N . This is this property which will allow us to de ne a plactic-like realization of quasi-symmetric functions. For later reference, note that the de ning relations of A 0 (n) are 8 > > < > > :
x jk x il = 0 for i < j; k l ; x ik x il = x il x ik for every i; k; l ; x jl x ik = x ik x jl ? x il x jk for i < j; k < l : (5) 4.3 Some notations for the elements of A q (n)
Each generator x ij of A q (n) will be identi ed with a two row array and with an element of V V modulo certain relations as described below: 
These relations are equivalent to e i e j ? T r e i (e j ) r for each r such that j r j r+1 :
4. Observe that (A q (I; J)) I;J2N n de nes a grading of A q (n). The elements of the transition matrices between the two bases (x ) 2Sn and (x ) 2Sn of S q (n) are R-polynomials. Recall that the family (R ; (q)) ; 2Sn of R-polynomials is de ned by
for 2 S n (cf. 13]). The R-polynomial R ; (q) is in Z q], has degree l( )?l( ) and its constant term is "( ).
Proposition 4 4.6 Decomposition of left and right standard subspaces at q = 0
In the array notation, the standard subspace is spanned by arrays whose both rows are permutations. In one requires than only one row be a xed permutation , one obtains the left and right subcomodules of A q (n) which are independent of for generic q, but not for q = 0.
De nition 4. We associate with a permutation 2 S n the subspaces of A q (n) L q (n; ) = X J=(j 1 ;:::;jn)2N n C (q) x (1);j 1 x (2);j 2 : : : x (n);jn ; R q (n; ) = X I=(i 1 ;:::;ir)2N r C (q) x in; (n) : : : x i 2 ; (2) x i 1 ; (1) :
For generic q, all the left (resp. right) subspaces are the same.
Proposition 4.9 If q 2 C is nonzero and not a root of unity, L q (n; ) = L q (n) and R q (n; ) = R q (n) :
Proof | Using the tensor notation of Section 4.3, we can write e e J = e 12:::n e J e 12:::n e J T ?1 (e 12:::n e J ) (Id T ?1) for every J 2 N n , so that L q (n; ) L q (n). Moreover the asumptions on q imply that T ?1 is invertible. The previous relation can therefore be read as e 12:::n e J (e e J ) (Id (T ?1) ?1 ) ;
from which we get that L q (n) L q (n; ). The second equality is obtained in the same way. 2
When q = 0, the subspaces L 0 (n; ) and R 0 (n; ) are not equal to L 0 (n) and R 0 (n). However, the proof of Proposition 4.9 shows that L 0 (n; ) L 0 (n) and R 0 (n; ) R 0 (n). The subspaces L 0 (n; ) (resp. R 0 (n; ) are right (resp. left) sub-A 0 (n)-comodules of L 0 (n) (resp. R 0 (n)), of which they form a ltration with respect to the weak order on the symmetric group. To prove this, let us introduce some notations. We associate to an integer vector I = (i 1 ; : : :; i n ) of N n the two sets Proof | We only show the rst identity, the second one being proved in the same way. Proof of the lemma { The result is obvious when l = 1. Let then l 2 and suppose that the result holds for l ? 1. Two cases are to be considered. and it remains to prove that the sum is direct. Let J = (j 1 ; : : :; j n ) 2 N n such that Inv ( ) Inv (J). Using the same argument as in the proof of Proposition 4.6 we can write x (1);j 1 : : : x (n);jn = e e J = e 12:::n e J e 12:::n (e J T ?1 ) = X "( ) e 12:::n e J where is the Bruhat order on S n and J = (j (1) ; : : :; j (n) ). This last formula clearly shows that the family (x (1);j 1 : : : x (n);jn ) Inv ( ) Inv (J ) is free.
2
We can now prove that the \left cells" L 0 (n; ) form a ltration of the right comodule L 0 (n) with respect to the weak order.
Proposition 4.12 Let 2 S n and let i 2 1; n ? 1] such that (i) > (i + 1). Then L 0 (n; ) is strictly included into L 0 (n; i ).
Proof | The inclusion L 0 (n; ) L 0 (n; i ) is immediate. Thus it su ces to show that this inclusion is strict. One can easily construct an element x 2 L 0 (n; i ) of the form x = : : : x (i+1);k x (i);k : : : Using the formalism of Section 4.3, one checks that (T i Id) x = ?x 6 = 0. On the other hand, (T i Id) L 0 (n; ) = 0. Thus x = 2 L 0 (n; ). 2 4.7 The diagonal subalgebra and the quantum pseudoplactic algebra
De nition 4.13 The quantum diagonal algebra q (n) is the subalgebra of A q (n) generated by x 11 ; : : :; x nn .
The character theory of A q (n)-comodules described in Section 6 will show that the noncommutative algebra q (n) contains a subalgebra isomorphic to the algebra of ordinary symmetric polynomials, exactly as in the case of the plactic algebra.
De nition 4.14 Let A be a totally ordered alphabet. The quantum pseudoplactic algebra Conjecture 4.15 Let A = f a 1 ; : : :; a n g be a totally ordered alphabet of cardinality n. For generic q, the mapping ' : a i ! x ii induces an isomorphism between PPl q (A) and the diagonal algebra q (n).
Our conjecture is stated for generic values of q, i.e. when q is considered as a free variable, or avoiding a discrete set in C . It is clearly not true for arbitrary complex values of q. For example, for q = 1, the diagonal algebra 1 (n) is an algebra of commutative polynomials. The diagonal algebra at q = 0 is also particularly interesting, and its structure will be investigated in the forthcoming section.
The hypoplactic algebra
Let again A be a totally ordered alphabet. We recall that the plactic algebra on A is the C -algebra Pl(A), quotient of C hAi by the relations ( aba = baa ; bba = bab for a < b ; acb = cab ; bca = bac for a < b < c :
These relations, which were obtained by Knuth 20] , generate the equivalence relation identifying two words which have the same P-symbol under the Robinson-Schensted correspondence. Though Schensted had shown that the construction of the P-symbol is an associative operation on words, the monoid structure on the set of tableaux has been mostly studied by Lascoux and Sch utzenberger 25] under the name`plactic monoid'. These authors showed, for example, that the Littlewood-Richardson rule is essentially equivalent to the fact that plactic Schur functions, de ned as sums of all tableaux with a given shape, are the basis of a commutative subalgebra of the plactic algebra. This point of view is now explained by Kashiwara's theory of crystal bases 16, 17] , which also leads to the de nition of plactic algebras associated to all classical simple Lie algebras 24, 27] . Other interpretations of the Robinson-Schensted correspondence and of the plactic relations can be found in 3, 26]. Kashiwara's crystallization process describes the generic situation modulo a certain lattice, but does not amount to put q = 0 in the de ning relations of quantum groups, which is generally impossible due to the symmetric rôles played by q and q ?1 . The specialization q = 0 in A q (n) or in H N (q) leads to a di erent combinatorics, and describes a truly degenerate case, rather than combinatorial aspects of the generic situation. In particular, the specialization of the diagonal algebra is a remarkable quotient of the plactic algebra that we shall now introduce.
De nition 4.16 The hypoplactic algebra HPl(A) is the quotient of the plactic algebra Pl(A)
by the quartic relations 8 > > < > > : baba = abab ; baca = abac for a < b < c ; cacb = acbc ; cbab = bacb for a < b < c ; badc = dbca ; acbd = cdab for a < b < c < d :
The combinatorial objects playing the rôle of Young tableaux are the so-called ribbons and quasi-ribbons. Let I be a composition. A quasi-ribbon tableau of shape I is a ribbon diagram r of shape I lled by letters of A in such a way that each row of r is nondecreasing from left to right; each column of r is strictly increasing from top to bottom. A word is said to be a quasi-ribbon word of shape I if it can be obtained by reading from bottom to top and from left to right the columns of a quasi-ribbon diagram of shape I. Observe that this convention allows to read the shape of a quasi-ribbon word on the word itself.
Example 4.17 The word u = aacbabbac is not a quasi-ribbon word since the planar representation of u obtained by writing its decreasing factors as columns is not a quasi-ribbon tableau, as one can see on the picture. On the other hand, the word v = aacbacdcd is a quasi-ribbon word of shape (3; 1; 3; 2). The quasi-ribbon tableau corresponding to v is also given below. This standardization process, due to Schensted 34] , is compatible with the plactic relations 25]. One checks in the same way that it is compatible with the quartic hypoplactic relations, so that u v () std(u) std(v).
Thus, if we assume that the theorem holds for standard words, std(w) is equivalent to some standard quasi-ribbon word r. Compatibility 
r is still a strictly decreasing sequence of letters, so that r 0 is still a quasi-ribbon word of the same shape as r. Hence w is equivalent to a quasi-ribbon word. We now turn back to the standard case. We have to prove that every permutation of S n (considered as a word over 1; n]) is equivalent to some (standard) quasi-ribbon word over 1; n]. The proof proceeds by induction on n. Suppose that the result is true up to some n 1, and let w = u a be a permutation of S n+1 where juj = n and a 2 1; n + 1]. Applying the induction hypothesis to u, we can write w r a where r is a standard quasi-ribbon word over 1; n+1]?fag. Decompose r as r = c 1 : : : c l where c i is the word obtained by reading from bottom to top the i-th column of the quasi-ribbon tableau associated with r. Thus w c 1 : : : c l a. Since r is a quasi-ribbon word, the rst column c 1 has to be of one of the following two types:
1. c 1 = i i?1 : : : 1 for some i 2 1; n + 1]. In this case, the conclusion follows by applying the induction hypothesis to c 2 : : : c l a. The standard quartic hypoplactic relations are also special instances of the lemma: 4
Let now n 4 and suppose that the lemma holds up to order n ? 1. Suppose rst that i = 1. If j + 1 = n, the formula is obtained by application of a single plactic relation. So, we can suppose that j + 1 < n. In this case, the result follows by successively applying a plactic relation, the induction hypothesis and a hypoplactic relation as shown below (j : : : 2) (n n?1 : : : j+1 1) (j : : : 3) (n 2) (n?1 : : : j+1 1) (j : : : 3) (n 2 1) (n?1 : : : j+1) (j : : : 2 1) (n n?1 : : : j+1 1) : Consider now the case i = 2. Suppose rst that j = 3. For n = 4, the result to be proved is exactly one of the standard hypoplactic relations. Thus we can assume that n > 4. Using successively the fact that (3 1) (n : : :4 2) is plactically equivalent to (n : : : 3 1) (4 2), a hypoplactic relation and then a plactic relation, we obtain (3 1) (n : : : 4 2) (n : : : 3 1) (4 2) (n : : : 1) (3 2) (4) (n : : : 3 1) (2) (4) :
Applying twice the induction hypothesis, we can rewrite the right hand side as (n : : : 3 1) (2) (4) (1) (n : : : 3 2) (4) (1) (3 2) (n : : : 4) : If j > 3, we reach the desired conclusion by rst applying the induction hypothesis and then the fact that j : : : 1 3 is plactically equivalent to 1 j : : : 3 as described below (j : : : 3 1) (n : : : j+1 2) (j : : : 1) (3 2) (n : : : j+1) (1) (j : : : 3 2) (n : : : j+1) :
The general case i 3 follows then by iterated applications of the induction hypothesis as described below (j : : : i+1 i?1 : : : 2 1) (n : : : j+1 i) (j : : : i+1 i?1 : : : 2) (n : : : j+1 i 1) (i?1 : : : 2) (j : : : i) (n : : : j+1 1) (i?1 : : : 2) (j : : : i 1) (n : : : j+1) (i?1 : : : 2 1) (j : : : i) (n : : : j+1) : 2 At this point, we have shown that every word of A is equivalent to some quasi-ribbon word.
To conclude the proof of the theorem, it remains to show that the hypoplactic classes of quasiribbon words are linearly independent. Again, by the standardization argument, it su ces to see that the family B n of all standard quasi-ribbon words of xed length n is free. Thus we can suppose that A = 1; n] for some n 1. The point is now that the hypoplactic relations are satis ed by the generators of the 0-diagonal algebra 0 (n). Hence one can de ne a morphism ' from HPl(A) onto 0 (n) by '(i) = x ii for every i 2 A = 1; n].
Let w 2 S n be a standard quasi-ribbon word of length n over 1; n]. By de nition, there exists a strictly increasing sequence 1 = k 1 As an interesting consequence of the proof of Theorem 4.18 and of Lemma 4.20, we obtain: Proposition 4.21 Let w be a word over a totally ordered alphabet A, let be its evaluation and let = std(w). The unique quasi-ribbon word to which w is equivalent with respect to the hypoplactic congruence is the unique quasi-ribbon word of evaluation and of shape C( ?1 ). The importance of the hypoplactic algebra comes from the following isomorphism, wich follows directly from the previous considerations.
Theorem 4.23 The ring homomorphism de ned by ' : a i ?! x ii is an isomorphism between the hypoplactic algebra HPl(A) and the crystal limit 0 (n) of the quantum diagonal algebra.
We have already seen that the quantum diagonal algebra q (n) is not isomorphic to the quantum plactic algebra when q 2 f0; 1g. We conjecture that these two degenerate cases are the only exceptions.
Characteristics of H N (0)-modules

Grothendieck rings associated with nitely generated H N (0)-modules
Let G 0 (H N (q)) be the Grothendieck group of the category of nitely generated H N (q)-modules and let K 0 (H N (q)) be the Grothendieck group of equivalence classes of nitely generated projective H N (q)-modules. When q is not 0 and not a root of unity, the Hecke algebra H N (q) is semi-simple and these two groups coincide. Moreover their direct sum for all n 0 endowed with the induction product is isomorphic to the ring Sym of (commutative) symmetric functions. are not isomorphic. We will see that G and K are respectively isomorphic to the rings QSym of quasi-symmetric functions and Sym of noncommutative symmetric functions. The duality between Sym and QSym can therefore be traced back to a general fact in representation theory.
Irreducible H N (0)-modules
There are 2 N?1 simple H N (0)-modules, all of dimension 1 1, 31] . To see this, it is su cient to observe that (T i T i+1 ? T i+1 T i ) 2 = 0. Thus, all the commutators T i ; T j ] are in the radical of H N (0). But the quotient of H N (0) by the ideal generated by these elements is the commutative algebra generated by N ?1 elements t 1 ; : : :; t N?1 subject to t 2 i = ?t i . It is easy to check that this algebra has no nilpotent elements, so that it is H N (0)=rad(H N (0)). The irreducible representations are thus obtained by sending a set of generators to ?1 and its complement to 0. We shall however label these representations by compositions rather than by subsets. Let Hn r (0) ; the characteristic of which being equal to the product F I 1 F Ir . The induction formula can be stated in terms of the graded characteristic, which leads to a q-analogue of the algebra of quasi-symmetric functions. This q-analogue is de ned in terms of the q-shu e product 6]. Let A be an alphabet and let q be an indeterminate commuting with A. The q-shu e is the bilinear operation of N q]hAi denoted by q and recursively de ned on words by the relations One obtains the graded characteristic by replacing each permutation in this expansion by the quasi-symmetric function F C( ) .
This example illustrates the general fact that the graded characteristic of an induced module as above is always given by the q-shu e. As it is an associative operation, one obtains in this way a q-deformation of the ring of quasi-symmetric functions.
Proposition 5. The induction from a tensor product of projective modules is described by the product of noncommutative symmetric functions. Using the duality between simple modules and indecomposable projective modules, we obtain
By Frobenius reciprocity, we have
Observe now that the description of the family (M I ) given in Section 5.3 implies that Thus, we have the following interpretation of the algebra of noncommutative symmetric functions.
Corollary 5.11 The characteristic map R is an isomorphism between the Grothendieck ring K and the Z -algebra of noncommutative functions. Theorem 6.2 Let q be an indeterminate and let M be an A q (n)-comodule. Then the character (M) belongs to the diagonal algebra q (n). This last formula is now easily proved by induction on n. 2
As a consequence of Lemma 6.3, we obtain that the character of the r-th exterior power is also in the diagonal algebra q (n).
On the other hand, it has been shown by Dipper and Donkin 4] that one can associate with every partition of n an irreducible A q (n)-comodule L ;q and that the family (L ;q ) `n forms a complete system of irreducible A q (n)-comodules. They also proved that for an appropriate ordering < on partitions of n, the products of exterior powers decompose as M ;q ' L ;q M < a L ;q :
Applying Proposition 6.1, we see that the matrix giving the decomposition of ( (M ;q )) `n on ( (L ;q )) `n is unitriangular. It follows that the character (L ;q ) is a linear combination of elements of the family ( (M ;q )) `n . Hence (L ;q ) 2 q (n Note 6.5 Let Char Z (q; n) denote the Z -lattice of n (q) spanned by characters of A q (n)-comodules. The proof of Theorem 6.2 shows that Char Z (q; n) is the subring of n (q) generated by the n quantum elementary functions r (q; ) with 1 r n. Moreover since the composition series of the two A n (q)-comodules r q (V ) s q (V ) and s q (V ) r q (V ) are the same, these quantum elementary functions commute. It follows that Char Z (q; n) is a commutative Z -algebra isomorphic to the algebra of symmetric functions in n variables.
Note 6.6 Although Theorem 6.2 has been stated for generic values of q, it is not di cult to see that it holds for q 2 C ?f 0; 1 g. In the usual commutative case (i.e. q = 1), the result becomes false. On the other hand we conjecture that it still holds for q = 0 (cf. Conjecture 6.13). Proof of the lemma { De ne the natural reading n(r) of a quasi-ribbon tableau r of shape I as the word obtained by reading r from left to right. If w is the quasi-ribbon word associated with r, we also denote by n(w) the natural reading of r. This argument also shows that decomposition (12) is in fact a direct sum. Arguing as in the proof of Proposition 6.8, we see that This expression is the sum of the ribbon words associated with the 3 ribbon tableaux is a quasi-ribbon word of shape I and where R is a standard ribbon word of the same shape. The corresponding Robinson-Schensted type algorithm which associates to each word w 2 A the pair (Q; R) is described below.
A family of irreducible
Let Q be a quasi-ribbon diagram and let a 2 A. Let Q 0 be the diagram obtained from Q by deleting its last row and let x (resp. z) be the rst (resp. last) letter of the last row of Q. The result Q of the insertion of a in Q is de ned by the following rules:
if z a, Q is obtained by adding a box containing a at the end of the last row of Q if x a < z, let y be the rst letter of the last row of Q which is strictly greater than a. if a < x, Q is obtained by inserting a in Q 0 and glueing under the quasi-ribbon obtained in this way the last row of Q. Let w = a 1 : : : a n be a word of length n. The pair (Q; R) associated with w can be de ned as follows. The quasi-ribbon diagram Q is obtained by inserting the letters of w (from left to right), starting from an empty diagram. The standard ribbon diagram R is iteratively constructed by putting at each step i 2 1; n] of the algorithm the number i in the box that contains at this moment in Q the letter a i inserted at this step. Let us illustrate again this correspondence on w = baccb. The correspondence w ! (Q; R) is clearly a bijection. In fact, the quasi-ribbon diagram Q associated with w is of shape C( ?1 ) where = std(w). Going back to Proposition 4.21, this gives the following property, which is the quasi-ribbon version of Knuth's theorem 20]. In other words, the hypoplactic relations play, for quasi-ribbons, the same rôle as the plactic relations for Young tableaux. 
