position of two definite-parity solutions. Moreover, it is shown that the mode expansion of both even and odd-parity solutions is always infinite. It may be terminated artificially to construct approximate solutions. This is demonstrated by working out an explicit example which turns out to satisfy DeWitt's boundary condition at initial singularity. *
where α = ln a, a is the scale factor of the FRW metric ds 2 = −dt 2 + a 2 (t) dr 2 + S κ (r)(dθ 2 + sin 2 θ dϕ 2 ) ,
sinh r for κ = −1 : open universe r for κ = 0 : flat universe sin r for κ = 1 : closed universe, and φ is a real scalar field of mass m. It is also well-known that unlike the massless case [2] exact solutions of this equation are not known. The approximate solutions are usually obtained using the semiclassical (WKB) methods, [3] .
Recently, I have used a two-component formulation of the Klein-Gordon equation to study the geometrical phases induced on a Klein-Gordon field due to a dynamical background spacetime geometry and electromagnetic or scalar interactions, [4] . In the present article, I shall try to apply the same approach for the treatment of the Wheeler-DeWitt equation (1).
Two-component Form of the Wheeler-DeWitt Equation
The idea of the two-component formalism [5] is to transform the Klein-Gordon equation which is of second order in time-derivative, into a system of two coupled differential equations which are first order in the time-derivative. The latter may be viewed as a Schrödinger equation. In this way one can apply the well-developed techniques of solving the Schrödinger equation to obtain solutions of the Klein-Gordon equation. The application of the two-component formalism for the Klein-Gordon equation is described in detail in Ref. [4] . Here I only include the results which are relevant for the solution of Eq. (1). 1 The scalar field is assumed to be homogeneous. 2 This equation corresponds to simplest choice of factor ordering.
Eq. (1) can be expressed in the form:
where µ, ν = 0, 1, (η µν ) := diag(−1, 1), X 0 := α, X 1 := φ, and V (X) := κ e 4X 0 − m 2 e 6X 0 (X 1 ) 2 = κ e 4α − m 2 e 6α φ 2 = κ a 4 − m 2 a 6 φ 2 .
Hence, α plays the role of 'time.' Furthermore, defining
one can easily check that Eq. (2) is equivalent to the Schrödinger equation
with the explicitly 'time'-dependent Hamiltonian:
where a dot represents differentiation with respect to X 0 = α and
The two-component Hamiltonian (6) has the following remarkable properties:
-It belongs to the (dynamical) Lie algebra su s (1, 1) ⊗ su u (1, 1). Here su s (1, 1) is the standard representation of su(1, 1) with the basis
where σ i are Pauli matrices, and su u (1, 1) denotes the unitary representation of su (1, 1) constructed out of the position x and momentum p operators of the one-dimensional quantum mechanics, with the basis {(x 2 − p 2 )/4, (x 2 + p 2 )/4, (xp + px)/4}, [6] . This is easily seen, by writing H in the form H = K − + K + D, where K ± := K 3 ± K 2 , and observing that the operator D belongs to su u (1, 1).
-It is the square root of the operator D, in the sense that it satisfies
This is reminiscent of Dirac's treatment of the non-interacting Klein-Gordon equation in (3 + 1)-dimensional Minkowski space, where the Dirac operator plays the role of the square root of the Klein-Gordon operator.
Next let us examine the eigenvalues E n and eigenvectors Ψ n of the Hamiltonian H. It is not difficult to show that due to the particular form of H, the eigenvalue equation
leads to the following relations:
Therefore the eigenvalue problem for H is reduced to that of D. Substituting Eq. (7) in the second equation in (10), one has:
where ω := me 3α = ma 3 and E n := (E 2 n + κe 4α )/2 = (E 2 n + κa 4 )/2. Eq. (11) is the eigenvalue equation for a simple harmonic oscillator with frequency ω and unit mass. Hence:
where H n are Hermite polynomials and N n are normalization constants. The latter are determined by the requirement that Φ n be normalized with the usual L 2 (IR) norm. This leads to
Note that Φ n and consequently Ψ n tend to zero as a → 0 or a → ∞.
Substituting Eq. (12) in the expression for E n , one has:
Thus, for κ = −1 or 0, E ±n are real, whereas for κ = 1 and a > m, there are eigenvectors Ψ ±n with imaginary eigenvalue. They correspond to the integers n satisfying m(2n + 1) < a. 
where | denotes the inner product on L 2 (IR). This choice, on the one hand, renders H self-adjoint. On the other hand, it reduces to the Klein-Gordon inner product 3 for the solutions (4) of the Schrödinger equation (5) .
Adopting this inner product on H, one can compute
Here I have used (10) and the fact that Φ n are orthonormal. In particular, (Ψ ±n , Ψ ±n ) = 2Re(E ±n ) = ±2|Re(E n )|. Hence, the eigenvectors Ψ ±n with imaginary eigenvalues (if they exist)
have zero norm; they are null vectors. This is of course to be expected since the Hamiltonian is self-adjoint. 4 Furthermore, note that the null eigenvectors are only present for the κ = 1 case.
Another interesting consequence of Eq. (16) is that
Hence, if we view H as the linear span of Ψ ±n , it can be orthogonally decomposed as
where
, and H (+) are the linear span of the negative-norm, null, and positive-norm eigenvectors. Note that this decomposition is 'time'-dependent (it depends on a = e α ), and not every null vector belongs to H (0) . Furthermore, Eq. (17) implies that the basis {Ψ n } (resp. {Ψ −n }) of H (+) (resp. H (−) ) is orthogonal, whereas H 0 can be orthogonally decomposed into the sum of
is the largest integer part of (a/m − 1)/2.
Adiabatic Approximation
Consider the ansatz
for the solution of the Schrödinger equation (5), where ζ N is a complex-valued function of α, and
Plugging (20) in (5) and making use of the eigenvalue equation (9) and the form (10) of the eigenvectors Ψ N , one has:
Adding and subtracting both sides of these equations, one finds:
Here the first equation implies that forñ = n, Añ n := i Φñ|Φ n = 0. This requirement together with the second relation in (21) signify the conditions under which the adiabatic approximation would yield an exact solution of the Schrödinger equation. Clearly,Ė N = 0 for the case under consideration. Thus the adiabatic approximation cannot be exact. However, approximate solutions may be sought ifĖ N and Añ n are small.
Performing the necessary calculations, one can show that for arbitrary non-negative integers n and n:
Eq. (22) indicates that the adiabatic approximation is not valid, i.e., the solutions of the form (20) do not exist.
Another consequence of Eq. (22) is that in a mode expansion of a solution Ψ of Eq. (5), the even modes Ψ 2N and the odd modes Ψ 2N +1 do not mix in the course of evolution. This suggests the existence of a double grading of the set of solutions. In particular one has the even and odd solutions:
Mode Expansion of the Solutions
Consider expressing the solution Ψ of the two-component Wheeler-DeWitt equation (5) as a linear combination of the eigenfunctions Ψ N of the Hamiltonian:
Substituting this equation in (5) and using Eqs. (9) and (10) to simplify the result, one finds
Note that in general Z −0 = Z 0 and σ −0 = σ 0 .
Next take the inner product of both sides of Eqs. (26) and (27) with Φñ. Making use of Eq. (22) and orthonormality of Φ n , one has:
In order to analyze these equations further, let us solve for σ −n from (28) and substitute the result in (29). Doing the same for σ −(n±2) , one obtains:
Note that Eq. (31) links only σ 2n 's, with n = 0, 1, · · ·, thus making the analysis of the coefficients of non-negative modes independent of those of the negative modes.
Eqs. (30) and (31) clearly display the splitting of the solutions of the Wheeler-DeWitt equation into even and odd solutions. Since these equations are linear and there is no correlation between the even and odd solutions, every solution is a linear combination of an even and an odd solution.
Hence without loss of generality, one can restrict to the analysis of Ψ even and Ψ odd .
Before engaging in this analysis, however, I would like to note that the mode expansion (25) for the two-component wave function Ψ, translates into
for the one-component wave function. Thus, it is the coefficients of the zero and positive modes that determine the solution of the Wheeler-DeWitt equation (1) . The negative modes are related to the derivative of ψ with respect to α. Hence, they are also uniquely determined once the zero and positive modes are given.
In the following sections, I shall show that the mode expansion of the solution of the WheelerDeWitt equation (1) is always infinite. This is another way of demonstrating the fact that the adiabatic approximation, which corresponds to including only a single mode in this expansion, always fails. Nevertheless, if one tries to blindly apply the adiabatic approximation or a slightly improved version of it in which one sets all σ ±n to zero, except σ ±n * for some n * , then Eqs. (28) and (29) yieldσ n * + E 2 n σ n * = 0. This corresponds to the eigenvalue equation for a one-dimensional quantum particle of mass 1/2 and potential V(α) := −E 2 n = κe 4α − (2n + 1)me 3α . Specifically, σ n * is the zero-energy eigenfunction. For κ = 1, V vanishes at α = −∞. It decreases to attain a negative minimum as α increases, and then monotonically increases to +∞ as α → +∞. Hence, if one requires the zero-energy eigenfunction to vanish at α = +∞ where V = +∞, then the mass m must satisfy a peculiar quantization condition. This is analogous to the mass quantization advocated in Ref. [11] . However, note that the basic hypothesis of this argument, namely the validity of the adiabatic approximation or alternatively the presence of only a single mode in the mode expansion (32), is never satisfied. Hence, the argument leading to the quantization of mass does not apply.
Even Solutions
Let us first prove: In order to prove this statement, one sets n = 0 in Eqs. (28) and (29). This leads tȯ
Therefore, if σ ±0 = 0, both σ 2 and σ −2 must vanish. However, by virtue of Eqs. (31) and (30), this is sufficient to conclude that σ 2N = 0, for all N ∈ Z Z. This completes the proof of Lemma 1.
Furthermore, one can prove
Lemma 2: Every nontrivial even solution has an infinite mode expansion.
The even solutions may nevertheless be constructed inductively in terms of σ ±0 . This is done by noting that Eqs. (30) and (31) yield trivial algebraic equations for σ ±2(n+1) in terms of σ ±2n . Performing an induction on n, one can express the coefficients of all the modes as linear combinations of σ ±0 and its derivatives. For example, one has
It is easily seen that as a result of this construction σ 2n involves the first n derivatives of σ 0 , first n − 1 derivatives of σ −0 , and the first n − 1 − j derivatives of E 2j , for j = 0, 1, · · · , n − 1.
Since according to Eq. (23),Ė n diverges at the zero of E n , demanding regularity of σ n would impose certain conditions on σ ±0 . In fact, in view of the appearance of E 2 n in Eq. (31), which is analytic for every α, one can easily show that the only source of possible singularity is the term proportional to E 0 in the expression for σ 2 . Thus, in order to ensure the regularity of σ 2n , one must require that at the zero of E 0 , i.e., α = ln(m/κ), σ −0 E 0 and all its derivatives must vanish. Finally note that termination of the mode expansion for a nontrivial even solution is equivalent to vanishing of at least three consecutive σ 2n 's. This would impose three functional conditions on σ ±0 which are in general incompatible. This proves Lemma 2.
Odd Solutions
The structure of the odd solutions is similar to that of the even solutions. The role of σ ±0 is played by σ ±1 . In particular, one has
nontrivial, if and only if σ
This is a direct consequence of Eqs. (28) and (31) which also provide an inductive construction of the mode coefficients σ ±(2n+1) in terms of σ ±1 . For example one has:
A natural consequence of this inductive construction is
Lemma 4: Every nontrivial odd solution has an infinite mode expansion.
The regularity condition on the odd solutions is analogous to the even case. One can again
show that the only source of possible singularity is the term E 1 σ −1 in the expression for σ 3 . Hence the regularity of σ 2n+1 and therefore ψ is ensured by requiring that in the vicinity of the zero of E 1 , namely α = ln(3m/κ), σ −1 must be of the form E 1 (α)g(α), for some smooth function g.
The occurrence of two free functions of α in the construction of even and odd solutions is in complete agreement with the general structure of the Wheeler-DeWitt/Klein-Gordon equation (1) whose solutions depend on two boundary or two initial conditions. The latter are given by two functions of α which in the above procedure can be used to determine σ ±0 or σ ±1 depending on whether the solution is even or odd. In general the solution will be the sum of an even and an odd part. In this case the boundary (initial) conditions would determine both σ ±0 and σ ±1 . Once these functions are determined the above iterative construction yields the mode expansion of the general solution.
Real Solutions
Probably the best-known proposal for the solution of the Wheeler-DeWitt equation is that of Hartle and Hawking [12] who suggested the path integral expression ψ ∝ exp(−I) for the ground state wave function. Here I stands for the Euclidean action. Hartle-Hawking wave function is by construction real.
It is not difficult to see that the reality of the one-component solution of the Wheeler-DeWitt equation implies the reality of the coefficient functions σ n in its mode expansion (32). This is because Φ n are already real. In view of this observation and Eq. (28), E n σ −n must be imaginary.
However, as discussed in section 2, for the open and flat universes (κ = −1, 0), E n is always real so that σ −n must be imaginary. For the close universe (κ = 1) E n is real for a ≤ m(2n + 1) and imaginary otherwise. Hence in this case (κ = 1) the opposite holds for σ −n , i.e., it is imaginary for a < m(2n + 1) and real for a > m(2n + 1).
These conditions can also be stated as the reality condition on σ 0 , σ 1 , σ 2 , and σ 3 which also generate the solutions. Therefore, they are rather trivial.
Approximate Solutions
As shown in the preceding sections, the mode expansion of the solutions never terminates. Therefore, one cannot use it to construct an exact solution unless one can actually find the generic expression for the mode coefficients and sum the series. This is an almost impossible task. However, one can terminate the mode expansion artificially and obtain an infinite class of approximate solutions, ψ ≈ ψ n * := n * n=0 σ n Φ n . The domain of reliability of this solutions will in general depend on the boundary (initial) conditions, alternatively the functions σ ±0 and σ ±1 .
In this section, I shall examine the simple choice σ −0 = σ ±1 = 0 and σ 0 = 1. Clearly, this corresponds to a real even solution whose mode coefficients can be obtained using Eq. (31). For example for the closed FRW case where κ = 1, one has
Substituting these relations in the expression for ψ n and making use of the identity [13] 
to calculate the mode functions Φ n , one can compute ψ 0 = ψ 2 , ψ 4 , ψ 6 , ψ 8 and ψ 10 . Figures 1 to 5 illustrate three-dimensional plots of these functions. Figures 6 to 9 are plots of the restriction of ψ 6 , ψ 8 and ψ 10 to the lines a = 0.1, 1, 10, 100. These figures show that for small a the finite mode approximation is quite reliable. In fact, as depicted in Fig. 6 , for a = 0.1, the graphs of ψ 8 and ψ 10 coincide. For larger a one may improve the approximation by including the contribution of higher modes.
Note also that initially ψ n are non-zero for a wide range of values of φ. However, as a increases the width of this region, which is symmetric with respect to the line φ = 0, shrinks. This is easily seen from Figures 6 to 9. Note also that for large a, the solutions picks about φ = 0 and the approximate solutions become less reliable. As a → ∞, all the approximate solutions seem to vanish except at φ = 0.
Discussion and Conclusion
Probably the most important aspect of the two-component formulation of the Wheeler-DeWitt equation is the fact that the construction of the solutions in this formulation does not, a priori, require fixing a particular inner product or boundary conditions. The freedom in the choice of the inner product is reflected as the independence of the mode expansion from the choice of the Hermitian matrix h which together with the L 2 inner product on L 2 (IR) determines the inner
As far as the boundary conditions are concerned, besides the implicit restriction of vanishing boundary condition at 'spatial' infinity, the analysis presented here applies generally.
An interesting consequence of the application of the two-component formalism is a specific double grading of the solutions of the Wheeler-DeWitt equation. This allows one to write down the most general solution of this equation as a sum of definite-parity (even and odd) solutions whose structure can be easily understood. The two definite-parity parts of the solution do not mix during the evolution. In particular, if the initial wave function has definite parity, its parity remains intact throughout the evolution.
Unfortunately, the mode expansion of the solutions never terminates. Thus, a closed expression for an exact solution cannot be found in this way. However, approximate solutions can be constructed by artificially terminating the mode expansion. The domain of applicability of such approximations depend generally on the boundary (initial) conditions.
An alternative approximation is the adiabatic approximation which is, however, not valid. The ansatz of the adiabatic approximation, i.e., ψ ≈ σ n (α)Φ n (α, φ), is reminiscent of the application of the Born-Oppenheimer approximation in quantum cosmology originally advocated by Banks [14] . In this approach one views the gravitational degrees of freedom as the 'slow' variables and the matter degrees of freedom as the 'fast' variables and considers solutions of the form ψ = ψ gravity (α)ψ matter (α, φ). The results of this article indicate that for ψ matter = Φ n such an approximation cannot be valid.
Another notable implication of the results of this article is regarding the implicit boundary condition at the initial singularity a = 0. If one assumes that the coefficient functions σ n are regular at a = 0, then as a consequence of the appearance of a 3/4 in the expression for Φ n , the one-component wave-function ψ vanishes at a = 0. This is much in the spirit of an argument of DeWitt [15] . Here it follows as a direct consequence of a regularity condition (which may or may not hold). As seen from Figures 1-5 , the choice σ −0 = σ ±1 = 0 and σ 0 = 1 leads to approximate solutions which are regular at a = 0. They clearly satisfy DeWitt's boundary conditions.
A problem which is not addressed in this article is that of the convergence of the mode expansion in H. This is a difficult problem and I have not been able to find the necessary and sufficient conditions under which the mode expansion converges. In fact, a rigorous convergence analysis 
