Abstract. In this paper we study intrinsic regular submanifolds of H n , of low co-dimension in relation with the regularity of their intrinsic parametrization. We extend some results proved for one co-dimensional H-regular surfaces, characterizing uniformly intrinsic differentiable functions φ acting between two complementary subgroups of the Heisenberg group H n , with target space horizontal of dimension k, with 1 ≤ k ≤ n, in terms of the Euclidean regularity of its components with respect to a family of non linear vector fields ∇ φ j . Moreover, we show how the area of the intrinsic graph of φ can be computed through the component of the matrix identifying the intrinsic differential of φ.
Introduction
Carnot groups are connected, simply connected, nilpotent Lie groups whose Lie algebra is stratified. A Carnot group, G, is called of step k if it is nilpotent of order k. In the last years many efforts have been carried on in order to develop a geometric measure theory in these setting. This interest is strictly related to the possibility of equipping any Carnot group G, in a natural way, with a sub-Riemannian distance, naturally defined starting from the distribution linearly generated by vector fields in the first layer of the algebra, called the horizontal distribution. Moreover, the interest in Carnot group is also related to considering them as model spaces for general sub-Riemannian manifolds: Carnot groups turn out to be the tangent cones (in the sense of Gromov-Hausdorff convergence) at regular points of a generic sub-Riemannian manifold endowed with a Carnot-Carathodory distance d cc associated to a distribution ∆. R n is a trivial example of Carnot groups, where the horizontal distribution coincides with the whole tangent bundle. The simplest non-commutative Carnot group is the Heisenberg group H n . In this line of research, an important goal is to state a suitable notion of rectifiable set. In Euclidean setting they are defined, up to a negligible set, as countable unions of compact subsets of regular surfaces, where the meaning of the word "regular" can be interpreted in various equivalent metric way, each of them corresponding to the possibility of approximating, at almost every point, the rectifiable set with a tangent plane. In order to define in analogous way a suitable notion of rectifiability in Carnot groups, the first step to face is surely to concord a good notion of regular surface in this setting. Unlike what happens in R n , where a regular surface of dimension k can be defined equivalently as graph of C 1 functions φ : R k −→ R n−k or level set of a C 1 function f : R n −→ R n−k with continuous subjective differential, in Carnot groups these two approaches, even if read trough to the right notions of regularities, are not equivalent any more (see [12] , [15] , [14] , [9] ). Nevertheless an almost joint notion of regular manifold has been stated through the very well-fitting notion of Pansu-differentiability. A set S ⊂ G is a regular surface if it is locally the zero level set of a C 1 H function, i.e. a P-differentiable function whose differential is both continuous and subjective. Regular surfaces in H n are said H-regular. One can state also a suitable intrinsic notion of graph: if we split a Carnot group G in the product of two complementary subgroups M and H (i.e. homogeneous subgroups with null intersection such that G = M · H), given an open set Ω ⊂ M and a function φ : Ω ⊂ M −→ H we define the intrinsic graph of φ
This is an intrinsic notion, in the sense that if we translate or dilate through intrinsic lefttranslations or dilations (i.e. dilations associated to the stratification of the algebra) an intrinsic graph, we obtain again an intrinsic graph.
Still thinking to the Euclidean counterpart, also for Carnot Group we dispose of a suitable implicit function theorem (see Theorem 2.19) , proved in [13] , for the Heisenberg groups, and in [18] for general Carnot groups. Under some hypotheses, it permits to read any regular surface locally as an intrinsic graph. Nevertheless, some interesting questions arise right from what is lost by the comparison with the Euclidean implicit function theorem. First of all, in order to write S locally as the graph of some φ, we require to be able to split the group in the product of suitable complementary subgroups, and this is not always possible for arbitrary dimension. Second point, the regularity ensured by the theorem for the intrinsic local parametrization φ is just the continuity or, to be exact, the function φ is ensured to be 1 k -Holder continuous in Euclidean sense, where k is the step of the group.
In the last years, many different intrinsic notions of regularity for a function acting between complementary subgroups have been developed, as the ones of intrinsic Lipschitz continuity, intrinsic differentiability and uniform intrinsic differentiability (see Definitions 2.11, 2.15, 2.17), in order to understand if and how the regularity of the defining local equation f of the regular surface S, is reflected in terms of regularity of the intrinsic parametrizations, when φ exists. Vice versa many efforts have been done also to understand which regularity has to be required, apart for the continuity, to a function φ acting between complementary subgroups, in order to be sure that its intrinsic graph is a regular surface. This theme has been deepened in various papers (among which [1] , [4] , [6] , [3] , [17] , [8] , [21] ), in particular, many results have been developed for H-regular surfaces of co-dimension 1.
In [1] for one co-dimensional H-regular surfaces, and then in [7] for regular surfaces of generic low co-dimension in any Carnot group, it has been proved that regular surfaces correspond to graphs of uniform intrinsic differentiable functions acting between complementary subgroups, with horizontal, and hence commutative, target space (see Theorem 3.7) .
This regularity has then been characterized in [1] and in [4] for one co-dimensional H-regular surfaces, in terms of existence and continuity of intrinsic partial derivatives. The authors represent the intrinsic differential of an intrinsic differentiable function φ at a point p by a (2n−1)-dimensional vector, called the intrinsic gradient of φ at p and denote it with ∇ φ φ(p). We stress that ∇ φ φ is meant just to indicate a vector and not a vector field or a differential operator, since it exists only at the point p where the function φ is differentiable. The intrinsic regularity of φ turns out to be connected with the regularity of φ along 2n − 1 vector fields, that we can denote as ∇ Moreover, uniformly intrinsic differentiable functions have been characterized as uniform limit of a sequence of Euclidean regular graphs whose continuous intrinsic gradients converge uniformly too. Combining results from [1] and [4] we have, in fact, the following. • φ is uniformly differentiable at a for each a ∈ Ω;
• there exists a family of functions
In [4] and [22] , the authors prove two further characterizations. 
and ∂ φj φ : Ω −→ R is continuous.
• φ is intrinsic differentiable on Ω and ∇ φ φ : Ω −→ R 2n−1 is continuous.
In this paper we extend these theorems to co-Abelians H-regular surfaces of H n of co-dimension 1 ≤ k ≤ n (see Definition 3.1), roughly speaking these objects correspond to uniformly intrinsic differentiable graphs of function φ acting between complementary subgroups with horizontal target space. The place of the intrinsic gradient ∇ φ φ is taken by a k × (2n − k) intrinsic Jacobian matrix J φ φ, whose shape is related to 2n − k vector fields W φ j which coefficients, depending of φ, are at least continuous. What is missing is a distributional form thanks to which we could interpret the action of the vector field W φ j 's on the components of φ that are required to be only continuous. We didn't find a distributional form analogous to (ii) of Theorem 1.1 that would have allowed to give a distributional meaning to the writing W φ j φ; in co-dimension 1 this point of wiew has been fully explored (see [4] ). Nevertheless, prove the following results. 
In particular, the core of the present paper is the following result.
We define S := graph(φ). Then the following are equivalent:
(Ω) and for every a ∈ Ω, and j ∈ {1, . . . , 2n − k}, there exists
Moreover, from results in [13] and [16] , we manage to find an area formula for the (2n + 2 − k)-centered Hausdorff measure of co-Abelian H-regular surfaces of H n of co-dimension k for 1 ≤ k ≤ n, S, parametrized by a uniformly intrinsic differentiable function φ :
where
The plan of the paper is the following. In Section 2 we recall definitions and known results about Carnot groups, Heisenberg groups and various notions of intrinsic regularity. In Section 3 we introduce the functions φ acting between complementary subgroups we are going to consider and we fix some notations. We restate in this setting notions of graph-distance and intrinsic differentiability. In Section 4 we build a local uniform approximation for a given uniformly intrinsic differentiable functions φ, in such a way that it is approximated with its intrinsic Jacobian matrix. We set the notion of exponential maps and we see that the existence of a uniform approximation, as the one in Theorem 1.3, of the function φ implies the existence of a family of exponential maps at any point of the domain of φ. Moreover, this latter fact implies a 1 2 -Hölder-continuity type regularity on the function φ. Section 5 is devoted to the prove of Theorems 1.3 and 1.4. In Section 6 we prove the area formula (1).
Some definitions
Let us recall some basic definitions. Unless different specifications, in the sequel Ω will be an open connected bounded set. A Carnot group G is a nilpotent, connected, simply connected Lie group whose Lie algebra, g, is stratified i.e. it can be written as direct sum of linear subspaces g i , generated by the first level of the algebra by Lie commutation:
Let us set m i = dim(g i ) and
• . . .
More in general if
{X hj−1+1 , X hj−1+2 , . . . , X hj } is a base for g j for j = 1, . . . , k. If we fix an adapted base for g, {X 1 , X 2 , . . . , X n }. Every p ∈ G can be written in an unique way as:
Hence we can identify p with (p 1 , p 2 , . . . , p n ) ∈ R n . The Heisenberg group H n is the simplest example of non-commutative Carnot group. Its Lie algebra, denoted with h n , is stratified of step 2 hence it can be seen as direct sum of two linear subspaces
. . , Y n } and h 2 = span{T } where
Unique non-trivial relations are:
We consider a Riemannian metric g on H n , (and consequently a scalar product ·, · p on the fibre T p G for every p ∈ G) with respect to which the vector fields {X 1 , . . . , X n , Y 1 , . . . , Y n , T } are an orthonormal frame.
Of course we can identify H n with R 2n+1 through exponential map. With the above choice of graded basis for h n , through the Baker-Campbell-Hausdorff formula, the group product with respect to which the vector fields in (3) are left-invariant takes the following polynomial form: given two points p, q ∈ H n ,
We observe that the identity element of the group is (0, . . . , 0) and we denote it with e. According to the two steps stratification of h n , H n is also endowed with a family of intrinsic dilatations: let λ > 0,
Vector fields of h n 1 are said horizontal. h n is isomorph to the tangent space of H n in e, hence h n 1
will be isomorphic to linear subspace of T e H n , hence through left translations,
we can say that the vector fields of h n 1 generate a bundle, sub-bundle of the tangent bundle, called the horizontal bundle, namely,
For sake of completeness we recall how a natural non-Riemannian distance arises in Carnot groups, and then in particular in Heisenberg groups. As we said, once chosen an adapted basis for Lie(H n ), we have a Riemannian metric g with respect to which the basis (3) is an orthonormal frame; if one restricts the Riemannian scalar product defined by g to the horizontal bundle, one obtains a scalar product in the horizontal fibers of the sub-bundle through which it is natural to state a definition of length of the so-called horizontal curves, length(γ) (for more details see [19] ). An horizontal curve is an absolutely continuous curve defined on an interval, γ : I ⊂ R −→ H n , whose tangent vectors belong to the fibre HH n γ(t) at almost every point t ∈ I where the tangent vectorγ(t) exists. Then, one can define the distance 
A metric satisfying (i) and (ii) is said a left-invariant homogeneous metric. All left-invariant homogeneous distances an a Carnot group G are equivalent. In order to make the computations easier, we fix the following homogeneous left-invariant norm on H n :
| · | denotes the Euclidean metric that arises from the scalar product g (it corresponds to d e ). Of course the norm · ∞ gives the following correspondent left-invariant homogeneous distance
We set some notations:
Let us define for any m > 0
where Γ is the Euler function.
If now we make δ going to zero, we get the m-dimensional Hausdorff measure of A:
We can analogously define an other similar Hausdorff measure restricting the class of sets that we can use to cover the set A.
If
If now we make δ going to zero, we get the spherical m-dimensional Hausdorff measure of A:
We introduce also an other Hausdorff measure, given m
In particular the three measures are equivalent (see [22] ). Given a set A ⊂ H n , we can define its metric dimension as dim H (A) := sup{s ∈ (0, ∞) | H s ∞ (A) = ∞}. A typical phenomenon that characterizes sub-Riemannian geometry distinguishing it from the Euclidean one is that often the metric dimension of a set with respect to the sub-Riemannian distance does not coincide with its topological dimension. In fact, the dimension of H n seen as topological space is 2n+ 1 while its metric dimension is 2n+ 2 since H n is a (2n+ 2)-Ahlfors-regular [20] ). Nevertheless, in this paper we will need only this characterization. 
and only if the matrix
We define also the graph map of φ as The notion of graph is intrinsic in the sense that if we translate or dilate through intrinsic traslations and dilations, respectively, the graph of a function φ, we obtain again an intrinsic graph. In particular, if q ∈ G, q · graph(φ) = graph(φ q ) for an appropriate φ q and analogously, for any λ > 0, δ λ (graph(φ))= graph(φ λ ) for some φ λ ; φ q and φ λ are well defined (see [2] , Propositions 3. 8 and 3.9) We recall now some notions of intrinsic regularity about graphs. The word intrinsic, as hinted before, means that if we translate or dilate an intrinsic object, we recover a new object with the same intrinsic properties; hence intrinsic are the properties fully depending on horizontal vector fields i.e. the vector fields belonging to the first layer of the Lie algebra.
Suppose G as the product of two complementary subgroups M and H. Given φ : Ω ⊂ M −→ H a continuous function, we can define 
We denote as Lip(φ) the infimum of the constants c as in (4).
Remark 2.12. Keeping in mind notations of Definition 2.11, we recall that whenever M is normal, the followings hold:
(see for instance [22] , Propositions 4.60 and 4.76).
Remark 2.13. If φ is intrinsic Lipschitz, D φ is a quasi-distance (see [8], Prop. 2.6.11 (ii)). The definition of intrinsic Lipschitz function can be read in a more general setting through a geometrical construction based on intrinsic cones but we will not need the geometric definition in this paper
(for more details, see [15] ).
Definition 2.14. Let G = M · H be the product of complementary subgroups. A function
L : M −→ H
is said intrinsic linear if its intrinsic graph is a homogeneous subgroup of G. If H is horizontal, this definition is equivalent to ask that L is a group homomorphism, homogeneous of degree 1 with respect to the intrinsic dilatations of the Carnot group (see [2], Proposition 3.26 (ii)).

Definition 2.15. Let G = M · H be the product of complementary subgroups. Letm ∈ Ω and p = Φ(m). A function φ : Ω ⊂ M −→ H is said intrinsic differentiable atm if there exists an intrinsic linear function, called intrinsic differential of φ atm
If H is horizontal, and then M is normal, this notion has been characterized also in terms of graph-distance d φ . 
A direct calculation shows that under these hypotheses
Let us give a further notion of function uniformly intrinsic differentiable. 
Hence condition (5) turns out to be equivalent to the following
Condition (6) instead is equivalent to
and hence to
We recall a fundamental result in this theory: an implicit function theorem for H-regular surfaces, proved in [13] , for the Heisenberg group, and in [18] for general Carnot groups. [18] ).
H with H and M complementary subgroups, respectively horizontal and normal. Let us assume that
Lie(H) = span(X 1 , . . . , X k ) and Lie(M) = span(X k+1 , . . . , X n , Y 1 , . . . , Y n , T ). Let p 0 ∈ H n , p 0 = π M (p 0 ) · π H (p 0 ) where π M , π H are the projec- tions on M and H. If f ∈ C 1 H (U, R k ) with f (p 0 ) = 0, we assume that det( [X j f i ] i,j=1,...,k (p 0 )) > 0 and define S := {p ∈ U | f (p) = 0}. Then there is an open set U ′ ⊆ U, with p 0 ∈ U ′ , such that S ∩ U ′ is a (2n + 1 − k)-dimensional continuous graph over M along H i.e. there exists a relatively open V ⊂ M, π M (p 0 ) ∈ V and a unique continuous function φ : V −→ H, with φ(π M (p 0 )) = π H (p 0 ), such that S ∩ U ′ = {ξ · φ(ξ) | ξ ∈ V}.
k -Holder for a general Carnot group). From an intrinsic point of view instead it has been proved that φ is intrinsically Lipschitz continuous (see
Graphs in the Heisenberg groups
We follow the path of [1] (where everything is proved for 1-codimensional H-regular graphs in a generic Heisenberg group H n ) considering now H-regular graphs of co-dimension k in H n , for 1 ≤ k ≤ n.
Definition 3.1. Let S ⊂ H
n be a set and let be 1 ≤ k ≤ n. We say that S is a co-Abelian H-regular
Without loss of generality we assume V i = X i for i = 1, . . . , k. We consider H n = M · H as the product of the two complementary subgroups generated respectively as
They can be identified (through diffeomorphisms) respectively with R 2n+1−k and R k . In particular H is horizontal, hence commutative, hence it is isomorph and isometric to some R k where k is the topological dimension of H and Lie(H) ⊂ h n 1 . We can consider as diffeomorphism
M is normal since it contains the vertical axis, hence the center of the group, since Lie(M) contains the vector field T ; the topological dimension of M is 2n + 1 − k while its metric dimension is 2n + 2 − k.
Moreover, we can set the following natural diffeomorphism
M inherits in a natural way a structure of homogeneous group (
it is a homomorphism with respect to the product ⋆ homogeneous of degree one with respect to δ ⋆ λ .
Remark 3.2. It is immediate to show that any ⋆-linear function L as above naturally corresponds to an intrinsic linear function with respect to ·, let us call itL,
L : M −→ H,L(i(v)) = L 1 (v)exp(X 1 ) + · · · + L k (v)exp(X k ) = j(L(v)) for every v ∈ R 2n+1−k (where L 1 (v), . . . , L k (v) ∈ R denote
the components of L(v)).
We consider a continuous functionφ :Ω = i(Ω) ⊂ M −→ H, where H can be identified with R k and M with R 2n+1−k .
Remark 3.3. The functionφ uniquely corresponds to a function
Thanks to Remark 3.3, we can consider instead ofφ, the corresponding function φ
. . , k, and we can define the graph map as Φ :
We want now to compute the graph distance, defined as:
As we said, when φ is an intrinsic Lipschitz function, we can reduce ourselves to consider the following non-symmetric version
. Apart for transferring the structure of homogeneous group from M to the identified R 2n+1−k , we can also push forward through i −1 the linear vector fields generating Lie(M)
Now, considering Remarks 3.2 and 3.3, we can transfer the definition of intrinsic differentiability, Definition 2.15, related to a functionφ :Ω ⊂ M −→ H, acting between complementary subgroups, on the corresponding function φ, once identified M with R 2n+1−k and H with R k as before.
Observe that · ∞ coincide with the the Euclidean norm, since H is horizontal and hence commutative.
The function L is said the intrinsic differential of φ at a 0 and it is denoted as dφ a0 (and it is unique: see [9] , Theorem 3.2.8).
Let a ∈ R 2n+1−k be a point and a i its components, let be δ > 0, we define
We use this notion to re-state in this context also the stronger notion of uniform intrinsic differentiability.
Definition 3.4. We say that
Remark 3.5. For every r < 1 sufficiently small, and for every a 0 ∈ Ω the following holds
Hence, considering Remark 2.18, the two notions in Definitions 2.17 and 3.4 coincide in our context.
A ⋆−linear function L : R 2n+1−k −→ R k (corresponding to a well defined intrinsic linear function as in Remark 3.2) is completely identified by a unique k × (2n − k) matrix M L (see for example [7] , Proposition 3.4):
where π is the projection from M on its horizontal components,
Hence, if we consider a continuous function φ : Ω ⊂ R 2n+1−k −→ R k intrinsic differentiable at every point of Ω, we can also take in consideration the function:
that associate to every point a ∈ Ω the corresponding matrix of the intrinsic differential of φ at a,
we denote the space of all n × m matrix with real entries.
Now we recall one of the main result in Di Donato' Phd thesis [8] .
Theorem 3.7. Let G be a Carnot group, product of the two complementary subgroups
hence H is horizontal and k dimensional. Let Ω be an open set in M, φ : Ω ⊂ M −→ H be a continuous function and let be S := graph(φ). Then the following are equivalent:
We recall some passages of the proof (for more details see [7] , Theorem 4.1). We consider an open set U in H n and a function f ∈ C 1 H (U, R k ) as in (1) . By Theorem 2.19, there exists a unique and continuous intrinsic parametrization,φ :Ω ⊂ M −→ H that corresponds to a function φ : Ω ⊂ R 2n+1−k −→ R k , as in Remark 3.3. For p ∈ Ω, we consider the horizontal Jacobian matrix of f at Φ(p)
It is of maximum rank, k, the following k × k matrix is invertible,
and we can denote
it is a k×(2n−k) matrix. It turns out that the parametrization φ is uniformly intrinsic differentiable at every p ∈ Ω and
If, on the other side, we consider a uniformly intrinsic differentiable function
on Ω and such that horizontal Jacobian matrix of f has the following shape at any point of the graph of φ,
where I k is the identity matrix of dimension k.
Definition 3.8. Given a continuous function
Note that the first and the last n − k vector fields have smooth coefficients, while the k central vector fields have only continuous coefficients. 
Proof. Since φ is continuously differentiable in Euclidean sense, then also Φ has the same regularity, since the group product is a smooth function. Hence, we can chose a function f ∈ C [11] with results in [7] we obtain the following. 
and
where J φ φ denotes the matrix corresponding to the intrinsic differential of φ.
Proof. Without any loss of generality, can assume a = 0, Φ(a) = 0; since every uniform intrinsic differentiable function φ locally parametrizes a H-regular graph (see Theorem 3.7), we can suppose that there exist r > 0 and a function f ∈ C
whereδ > 0 is such that Φ(Iδ(a)) ⊂ U (0, r). Moreover, again for Theorem 3.7, the horizontal Jacobian of f has rank k and in particular, according to previous notations, we can assume that on an open set U (0, r ′ ) ( with r ′ ≤ r) where det(Xf ) > 0. We then consider
We consider a Euclidean Friedrichs' mollifier ρ ǫ and for every ǫ > 0 we convolve the components of the function f with ρ ǫ and we set:
Then the proof follows analogously to the one in [11] . In particular we obtain a family of functions f ǫ ∈ C 1 that converges uniformly to f on the compact subsets of U (0, r ′ ) and whose derivative X j f ǫ,i converges uniformly to X j f i for every i = 1, . . . , k, j = 1, . . . , 2n − k; moreover when ǫ is small enough, det (Xf ǫ ) is not zero on U (0, r ′ ). According to the previous stated convergence and to Theorem 3.7,
. Now it suffices to remember that, according to Theorem 3.7,
From the same argument in the proof of Theorem 5.1 in [1] , this local approximation can be extended to a global approximation.
Existence of approximations implies existence of exponential maps.
We need to give meaning to the action of vector fields W φ j on the components of the function φ. We could consider the behaviour of φ on the integral curves of W φ j . Since our function function φ is required to be only continuous, we are far from being sure about the uniqueness of the integral curves of the vector fields W φ j for j = n − k + 1, . . . , n. Nevertheless, fixed any initial point, the existence of these curves is ensured by Peano's theorem. For this reason, the authors in [1] , have introduced a notion of family of exponential map. Here is the definition generalized to our setting. 
, moreover the continuous functions in Definition 4.2 will be:
Proof. The proof follows the proof of Lemma 5.6. in [1] . For the first and the last (n − k) vector fields W φ j (j = 1, . . . , n − k, n + 1, . . . , 2n − k), the exponential map exp a (sW φ j (b)) coincides with the usual exponential map. For W φ j , for j = n − k + 1, . . . , n, we can easily repeat the argument of [1] , where it holds for the unique vector field that they have is that case.
Existence of the approximation implies vertical h
1/2 -Holder continuity. As we said, for j = 1, . . . , n − k, n + 1, . . . , 2n − k, once fixed an initial point b, the integral curve of W φ j issued from b, γ j , is unique thanks to the Cauchy theorem. For j = n − k + 1, . . . , n we lose the uniqueness, the existence is anyway ensured by Peano-Picard's theorem, since the coefficients of W 
. In both cases the integral curve γ j of W φ j such that γ j (0) = a is unique; for j ∈ {1, . . . , n − k, n + 1, . . . , 2n − k}, it is immediate to verify
Let us consider for instance j ∈ 1, . . . , n − k, then
Now we consider j ∈ {n−k+1, . . . , n}; γ j is an integral curve of the vector field ∇ φ ℓ = ∂ η ℓ +φ ℓ ∂ τ for ℓ = j − (n − k). As we pointed out the integral curve γ j can fail to be unique. Nevertheless, it is of the following form
On the other hand, φ is intrinsic differentiable at a, hence (see [22] , Remark 4.75)
Hence (see [22] , Proposition 4.76) there exist two positive constant C, r such that
We can assume, but for restricting the domain of the curve γ j , that γ j is defined on an interval [−δ j , δ j ] such that the previous inequality holds for m = γ j (s) for any s ∈ [−δ j , δ j ]:
Hence, for every i = 1, . . . , k
Then we can finally study for
Hence, in any case
where C 2 = max{1, C}. Hence
where the s is at the j-th place of the column vector. Hence (27) equals
Now letting s going to zero, thanks to the intrinsic differentiability of φ t a, it goes to zero and we get the thesis.
Combining Remark 4.3 and Proposition 4.5, it is not difficult to conclude the following. 
Corollary 4.6. Given a continuous Euclidean continuously differentiable function
We want to prove that the existence of an uniform approximation of the function φ through a sequence of continuous and continuously differentiable Euclidean functions as in Proposition 4.4 implies a further regularity in every direction, and, in particular, gives a control in the vertical direction.
We recall that | · | denotes the Euclidean norm.
Proposition 4.8. Let
I ⊂ R 2n+1−k be a rectangle. Let φ ∈ C 1 (I, R k ).
By Proposition 3.9 and Corollary 4.6, we can write
where, for any i = 1, . . . k,
Then, given a rectangle I ′ ⋐ I, and given an other rectangle I ′′ such that I ′ ⋐ I ′′ ⋐ I, then there exists a function
and on the modulus of continuity of {ω j,j+(n−k) } j=1,...,k on I ′′ , such that, for r sufficiently small:
Proof. The proof is an adaptation of ideas in Proposition 5.8 in [1] . We consider first the ℓ−th column of the matrix, for 
Thanks to the Cauchy-Lipschitz theorem they are well defined and γ
Let us set now:
We will prove that
for r sufficiently small, from which the thesis will follow. In order to prove (31), we proceed by contradiction.
In a first time we assume a and b as below. Successively the result will be extended to a and b in I ′ of generic coordinates. Set
such that |a − b| is sufficiently small and
where δ j = δ j (|a − b|). Notice that the functions δ j are monotonically increasing.
We have that thanks to the definition of δ j ,
We consider now
Notice that a and c differ only for the vertical coordinate and c and b for the horizontal ones. In particular
Since we are proceeding by contradiction let us continue from (33)
We reach a contradiction proving
Let us prove (i). We show that for any a, c ∈ J k (hence in particular for a, c ∈ I ′ ), when a and c differs differs only for the vertical coordinate, , R 1 ≤ k j=1 δ j . We prove in particular that for any j the following holds,
Let us consider a, c ∈ J k as before and let us assume τ > τ ′ . We assume by contradiction that
Consider γ j a and γ j c . For any t ∈ [η j − ǫ k+1,j , η j + ǫ k+1,j ] we can use the fundamental theorem of calculus getting
since by the fundamental theorem of calculus and triangle inequality,
We consider a and b near enough such that 2k(τ − τ ′ ) 1/4 ≤ ǫ k+1,j , considering that, according to the definition of δ j
Hence for r small enough, we follow the reasoning from (40), the last terms in (38) equals
By contradiction we have assumed (37), hence that (43) can be estimated from above by
since k ≥ 1. This is not possible since it means that the two integral curves of ∇ φj starting at a and c meets at some point, on the plane (η j , τ ). (The study of the case (41) for (φ j (a) − φ j (c)) < 0 gives identical result).
Hence, for our a and c, R 1 ≤ k j=1 δ j . Let us prove (ii). By contradiction we assume
First of all we define for j = 2, . . . , k (v k+1 , . . . , v n , η 1 , . . . , η k , w k+1 , . . . , w n , τ ′′ ) for a certain well defined τ ′′ . If for every j, |η ′ j − η j | is sufficiently small, we have that d is well defined and belongs to J k . We can compute for every i = 1, . . . , k,
, we have that the last term in (49) can be estimated from below by
Finally, we have proved that for c, d
that it is not possible (for what proved before) for any a, c ∈ J k . Now we consider the more general case a
Of course we want to exploit what we have proved before. In order to do this we move on the integral curves of the vector fieldsX j ,Ỹ j for j = k + 1, . . . , n in order to make the variables v j s and w j s coincide. We then define
Hence
where |v ′ −v|, |w ′ −w| are the n−k vector containing respectively the vs and ws components. If we
Since it is controlled by the norm |a − b|, we can assume r sufficiently small, and hence a, b sufficiently near, such that a * ∈ I ′ . Hence
Now
(54) and now we are in the particular case of the beginning, so the last term of (54) can be estimated from above by
This goes to zero when b goes to a, hence we have concluded the proof.
Let us weaken the hypothesis on Proposition 4.8. 
Proof. The proof is analogous to the one of Proposition 4.8, so we keep the same notations. In this setting we lose the uniqueness of the integral curves of ∇ φ j for j = 1, . . . , k. This lack is replaced by the condition (56) on the curves: here, we keep denoting by γ j a an arbitrarily chosen integral curve of
Due to the loss of uniqueness, what is not true any more is that these curves cannot meet each other, hence, the contradiction (44) is not valid any more. Nevertheless, we can replace (44) searching for a different contradiction. This part of the proof is adapted from [4] .
Suppose by sick of simplicity j = 1.
As in the proof of Proposition 4.8, in order to obtain (44), we have fixed a, c ∈ J k and we have assumed that they differ only for the vertical coordinate (we have fixed
Let us prove that
). This yields a contradiction. Subsequently the proof will follow again the one of Proposition 4.8. Obviously second order derivatives of τ j a and τ j c are replaced by ω j,j+(n−k) . Remember that if φ 1 (a) − φ 1 (c) < 0, we have assumed (37), i.e.
keeping in mind (37) and (41),
if δ 1 < 1, (and we can chose r small enough such that δ j < 1 for any j = 1, . . . , k)
This proof (slightly modified) works also for the cases φ 1 (a) − φ 1 (c) > 0, slightly modified, starting from φ 1 (γ
) and using hypotheses (37), and (40); of course it works also for the curves γ j a and γ j c , for j = 2, . . . , k; so that we can say that
Hence has to be valid (ii), and we can resume verbatim the proof of Proposition 4.8 from (45).
A compactness argument yields the following result. 
and on the modulus of continuity of {ω j,j+(n−k) } j=1,...,k on Ω ′′ , such that, for r sufficiently small:
Proof. From a compactness argument, if we have now Ω ′ ⋐ Ω, then for every a ∈ Ω ′ , by Proposition 4.10, we can find a neighbourhood Ir a (a) where the thesis holds. These sets {I ra (a) | a ∈ Ω ′ } are surely covering Ω ′ that is compact, hence we can extract a finite sub-covering such that
letting r going to zero, at some point r will be small enough so that B e (b, r) (to which belongs b ′ ) is contained in a set of the kind Ir a k j (a kj ) for some j ∈ {1, . . . , k}. Hence we conclude through Proposition 4.9.
Equivalences
Proposition 5.1.
Let us consider the following function, ρ φ , analogous of the one considered in [1] . Set
Let us consider then the case
Proof. From direct computations and from Proposition 2.6, we have
If for a certain a ∈ Ω we have that, for ℓ = 1, . . . , 2n − k, there exist 0 < δ 2 < δ 1 and a family of exponential maps near a,
then φ is uniformly intrinsic differentiable at a and therefore the (i, ℓ)-th component of the matrix that represents the intrinsic Jacobian at a,
Proof. We set
26 for δ 0 small; obviously
Just to simplify the computation we assume η ′ i ≥ η i , for i = 1, . . . , k. Let us define the vector field
We start moving from b to b * 0 := exp a (X)(b), then we move for a time η 
the coordinates of b * k equal those of b ′ , except for the vertical one:
The point b * k belongs to a cube I Cδ0+Dδ 2 0 (a) for some positive constant C and D. In fact
Now we can consider
Claim:
Proof. We fix i ∈ {1, . . . , k}, can consider for every j
and then we want to prove that
Let us prove preliminarily that
In facts,
where β iℓ is the modulus of continuity of ω i,ℓ ; now we observe that the two terms go to zero. Indeed, ω i,ℓ is continuous by hypothesis; since (62) holds, when δ 0 −→ 0, |(v ′ , w ′ ) − (v, w)| −→ 0 and so we can find aδ > 0 such that
Moreover, when δ 0 goes to zero, b and b ′ have to be nearer and nearer to a so when δ 0 goes to zero, |b − a| goes to zero too.
Fix p > 0,
This goes to zero as δ 0 goes to zero, considering what proved above, and that if δ 0 , goes to zero, then |η
goes to zero. Hence we can conclude from the absolute continuity of
Thanks to the claim we can rewrite (64) as 
29 as δ 0 going to zero, since |v
The same argument yields that (a) ω k,2 (a) . . . ω k,2n−k (a)
In order to get the thesis, we are left to prove that and then if we prove (67), (66) will follow.
To prove (67) let's start adapting an argument from Theorem 5.7 in [1] : 
Hence we can estimate the last term of (70) from above by
Then we have to estimate
Now we estimate step by step the different components of (71).
• First of all we consider for a fixed j,
