By the Leray-Schauder's degree, the existence of solutions for a weighted p t -Laplacian impulsive integro-differential system with multi-point and integral boundary value conditions is considered. The sufficient results for the existence are given under the resonance and nonresonance cases, respectively. Moreover, we get the existence of nonnegative solutions at nonresonance.
Introduction
In this paper, we consider the existence of solutions for the following weighted p t -Laplacian integrodifferential system: −Δ p t u f t, u, w t 1/ p t −1 u , S u , T u 0, t ∈ 0, 1 , t / t i , 1.1 where p ∈ C 0, 1 , R and p t > 1, −Δ p t u : − w t |u | p t −2 u is called the weighted p t -Laplacian; 0 < t 1 < t 2 < · · · < t k < 1, 0 < η 1 
1.7
In recent years, there has been an increasing interest in the study of differential equations with nonstandard p t -growth conditions. These problems have many interesting applications see [1] [2] [3] [4] Recently, there are many works devoted to the existence of solutions to the Laplacian impulsive differential equation boundary value problems, for example 20-28 . Many methods had been applied to deal with these problems, for example sub-super-solution method, fixed point theorem, monotone iterative method, coincidence degree, variational principles see 29 , and so forth. Because of the nonlinearity of −Δ p , results about the existence of solutions for p-Laplacian impulsive differential equation boundary value problems are rare see 30 . In 31 , using coincidence degree method, the present author investigate the existence of solutions for p r -Laplacian impulsive differential equation with multipoint boundary value conditions. Integral boundary conditions for evolution problems have various applications in chemical engineering, thermoelasticity, underground water flow and population dynamics, there are many papers on the differential equations with integral boundary value problems, for example, 32-35 . In this paper, when p t is a general function, we investigate the existence of solutions and nonnegative solutions for the weighted p t -Laplacian impulsive integrodifferential system with multipoint and integral boundary value conditions. Our results contain both the cases of resonance and nonresonance, and the method is based upon Leray-Schauder's degree. Moreover, this paper will consider the existence of 1.1 with 1.2 , 1.4 and the following impulsive condition:
where i for almost every t ∈ J the function f t, ·, ·, ·, · is continuous;
iii for each R > 0 there is a α R ∈ L 1 J, R such that, for almost every t ∈ J and every
We say a function u : where q t ∈ PC J, R , and 1 < q − ≤ q < p − . This paper is organized as four sections. In Section 2, we present some preliminary and give the operator equation which has the same solutions of 1.1 -1.4 . In Section 3, we give the existence of solutions and nonnegative solutions for system 1.1 -1.4 at nonresonance. Finally, in Section 4, we give the existence of solutions for system 1.1 -1.4 at resonance.
Preliminary
Obviously, ϕ has the following properties.
Lemma 2.1 see 31 . ϕ is a continuous function and satisfies the following.
i For any t ∈ 0, 1 , ϕ t, · is strictly monotone, satisfying
ii There exists a function α : 0,
It is well known that ϕ t, · is an homeomorphism from R N to R N for any fixed t ∈ J. Denote
It is clear that ϕ −1 t, · is continuous and sends bounded sets to bounded sets. In this section, we will do some preparation and give the operator equation which has the same solutions of 1.1 -1.4 . At first, let us now consider the following simple impulsive problem with boundary value condition 1.4
where
We will discuss 2.4 with 1.4 in the cases of resonance and nonresonance, respectively. 
The Case of Nonresonance
It is easy to see that ρ 1 is dependent on a, b and f t . Define operator F :
By solving for u in 2.5 and integrating, we find
which together with the boundary value condition 1.4 implies
6
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then ρ 1 · is continuous. Throughout the paper, we denote E 
2.10
We denote N f u :
2.11
We define ρ 1 :
It is clear that ρ 1 · is continuous and sends bounded sets of PC 1 to bounded sets of R N , and hence it is compact continuous. If u is a solution of 2.4 with 1.4 , we have
2.13
For 
Proof. i It is easy to check that
it is easy to check that K a,b · is a continuous operator from
2.17
We want to show that K a,b U ⊂ PC 1 is a compact set. Let {u n } be a sequence in K a,b U , then there exists a sequence {h n } ∈ U such that u n K a,b h n . For any t 1 , t 2 ∈ J, we have
2.18
Hence the sequence {F h n } is uniformly bounded and equicontinuous. By AscoliArzela theorem, there exists a subsequence of {F h n } which we rename the same which is convergent in PC. According to the bounded continuous of the operator ρ 1 , we can choose a subsequence of { ρ 1 a, b, h n F h n } which we still denote by
Since
it follows from the continuity of ϕ −1 and the integrability of w t 
The Case of Resonance

2.24
Denote
It is easy to see that ρ 2 is dependent on a, b and f t .
Journal of Inequalities and Applications 9
The boundary value condition 1.4 implies that
2.25
For any ω ∈ W, we denote
Lemma 2.5. The function Λ ω · has the following properties.
i For any fixed ω ∈ W, the equation
ii The function ρ 2 : 
Proof. i From Lemma 2.1, it is immediate that
and hence, if 2.27 has a solution, then it is unique. Set
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Suppose |ρ 2 | > R 0 , it is easy to see that there exists some j 0 ∈ {1, . . . , N} such that, the absolute value of the j 0 th component ρ j 0 2 of ρ 2 satisfies
Thus the j 0 th component of ρ 2 t i <t b i F h t keeps sign on J, then it is not hard to check that the j 0 th component of Λ ω ρ 2 keeps the same sign of ρ j 0 2 . Thus Λ ω ρ 2 / 0. Let us consider the equation
According to the preceding discussion, all the solutions of 2.33 belong to b R 0 1 {x ∈ R N | |x| < R 0 1}. Therefore
it means the existence of solutions of Λ ω ρ 2 0. In this way, we define a function ρ 2 ω : W → R N , which satisfies Λ ω ρ 2 ω 0. ii By the proof of i , we also obtain ρ 2 sends bounded sets to bounded sets, and
It only remains to prove the continuity of ρ 2 . Let {ω n } is a convergent sequence in W and ω n → ω, as n → ∞. Since { ρ 2 ω n } is a bounded sequence, it contains a convergent subsequence { ρ 2 ω n j }. Suppose ρ 2 ω n j → ρ Let us define
2.37
and
: 
Existence of Solutions in the Case of Nonresonance
In this section, we will apply Leray-Schauder's degree to deal with the existence of solutions and nonnegative solutions for system 1.1 -1.4 at nonresonance.
When f satisfies sub-p − − 1 growth condition, we have the following. 
then problem 1.1 − 1.4 has at least one solution.
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Proof. First we consider the following problem: 
where N f u is defined in 2.11 . We know that S 1 has the same solution of the following operator equation when λ 1,
It is easy to see that operator ρ 1,λ is compact continuous for any λ ∈ 0, 1 . It follows from Lemmas 2.2 and 2.3 that Ψ f ·, λ is compact continuous from PC 1 to PC 1 for any λ ∈ 0, 1 .
We claim that all the solutions of 3.3 are uniformly bounded for λ ∈ 0, 1 . In fact, if it is false, we can find a sequence of solutions { u n , λ n } for 3.3 such that u n 1 → ∞ as n → ∞, and u n 1 > 1 for any n 1, 2, . . . . From Lemma 2.2, we have
14
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, ∀t ∈ J .
3.7
Denote α q − 1 / p − − 1 . The above inequality holds
It follows from 3.1 and 3.5 that
For any j 1, . . . , N, we have 
3.11
It follows from 3.8 and 3.11 that { u n 1 } is uniformly bounded.
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Thus, we can choose a large enough R 0 > 0 such that all the solutions of 3.3 belong to B R 0 {u ∈ PC 1 | u 1 < R 0 }. Therefore the Leray-Schauder degree d LS I −Ψ f ·, λ , B R 0 , 0 is well defined for λ ∈ 0, 1 , and
It is easy to see that u is a solution of u Ψ f u, 0 if and only if u is a solution of the following usual differential equation
Obviously, system S 2 possesses a unique solution u 0 . Since u 0 ∈ B R 0 , we have
which implies that 1.1 -1.4 has at least one solution. This completes the proof. 
There are two cases.
and then
Thus 3.16 is valid.
Case 2 p r i − 1 < 1 . Since α i < q − 1 / p r i − 1 , we have α i p r i − 1 ≤ q − 1, and
Thus 3.16 is valid. Thus problem 1.1 with 1.2 , 1.4 , and 1.8 has at least one solution. This completes the proof.
Let us consider
where δ is a parameter, and
3.22
where h,f :
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We have the following. 
then problem 3.21 with 1.2 -1.4 has at least one solution when the parameter δ is small enough.
Proof. Denote
3.24
We consider the existence of solutions of the following equation with 1.2 -1.4
where N φ λ u is defined in 2.11 . We know that 3.25 with 1.2 -1.4 has the same solution of u Φ δ u, λ . Obviously, φ 0 f. So Φ δ u, 0 Ψ f u, 1 . As in the proof of Theorem 3.1, we know that all the solutions of u Φ δ u, 0 are uniformly bounded, then there exists a large enough R 0 > 0 such that all the solutions of u Φ δ u, 0 belong to B R 0 {u ∈ PC 1 | u 1 < R 0 }. Since Φ δ ·, 0 is compact continuous from PC 1 to PC 1 , we have
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Since f, h are Caratheodory, we have
3.28
Thus
Thus, when δ is small enough, we can conclude that
Thus u Φ δ u, λ has no solution on ∂B R 0 for any λ ∈ 0, 1 , when δ is small enough. It means that the Leray-Schauder degree d LS I − Φ δ ·, λ , B R 0 , 0 is well defined for any λ ∈ 0, 1 , and
Since Φ δ u, 0 Ψ f u, 1 , from the proof of Theorem 3.1, we can see that the right hand side is nonzero. Thus 3.21 with 1.2 -1.4 has at least one solution. This completes the proof. 
where In the following, we will consider the existence of nonnegative solutions. For any x x 1 , . . . , x N ∈ R N , the notation x ≥ 0 means x j ≥ 0 for any j 1, . . . , N.
Then every solution of 1. It follows from conditions 1 0 -2 0 and 3.36 that u t is increasing on J, namely u t − u t ≥ 0, for all t , t ∈ J with t ≥ t . Thus the boundary value condition holds u 0 For any i 1, . . . , k, we denote
then A i and B i are continuous, and satisfy
It is not hard to check that
0, for t ∈ J uniformly, where q t ∈ C J, R , and
Let us consider
3.41
It follows from Theorems 3.1 and 3.5 that 3.41 have a nonnegative solution u. Since u ≥ 0, we have M u u. Thus u is a nonnegative solution of 1.1 − 1.4 . This completes the proof.
Existence of Solutions in the Case of Resonance
In the following, we will consider the existence of solutions for system 1.1 -1.4 at resonance. 
Then problem 4.18 with 1.2 , 1.3 , and 1.4 has at least one solution.
Proof. For any u ∈ PC 1 and λ ∈ 0, 1 , we denote 
