We consider random walks on idempotent semigroups, called Left Regular Bands, satisfying the relation xyx = xy for any two elements x and y of the semigroup. We give an alternating upper bound for the total variation distance of a random walk on a Left Regular Band semigroup, improving the previous bound by Brown and Diaconis.
Introduction
In this note we consider random walks on semigroups. In particular, we restrict our attention to a class of semigroups known as Left Regular Bands (or LRB's, for short) which are idempotent with the additional relation xyx = xy (see [7, 8, 9] ). Many problems can be interpreted as random walks on LRB's, such as the move-to-front self-organizing schemes [2, 6] , hyperplane arrangements [1] and graph coloring games [5] . It is known that the random walks on Left Regular Bands have many amazing properties, including having real eigenvalues which can be expressed in elegant formula [2, 3] . In addition, Diaconis and Brown [4] gave a variation of the Plancherel formula for bounding the total variation distance ∆ TV (t) of a LRB random walk after t steps: ∆ TV (t) ≤ {l∈L * |l is co-maximal} λ t l (1) where the eigenvalues are indexed by the co-maximal elements in the semilattice L associated with S and the random walk under consideration is on the ideal of chambers in S. (Detailed definitions will be given later.) This is in contrast with the Plancherel formula for random walks on groups (or, on vertex transitive graphs), which states that
where λ i 's are eigenvalues of the transition probability matrix. In this paper we will give a slightly improved formula of (1). The proof combines the techniques of Diaconis-Brown in [4] and the methods of Bidigare, Hanlon, and Rockmore [1] for random walks on chambers of hyperplane arrangements. A similar result was independently obtained by Benjamin Steinberg [10] . Theorem 1. For a random walk on chambers of an LRB semigroup, the total deviation distance after t steps is bounded by:
where µ(l,1) is the Möbius function on the support lattice L, and L * denotes the lattice L with its maximal element,1, removed.
To show that Theorem 1 is an improvement of (1), we will show the following.
The proofs of Theorem 1 and Corollary 1 are included in Section 3. When L is a Boolean lattice of a set V, then we can index elements of the lattice by subsets of V . 
The eigenvalues of a LRB walk
Before we give the proof of Theorem 1, we state some definitions concerning an LRB semigroup S as in [2] .
(a) In S, there is a natural partial order <, defined by:
For x in S, we define S ≥x = {y ∈ S : y ≥ x}.
(b) A semilattice L can be derived from S as follows: First we define a relation on S :
The equivalence class under containing x is said to be the support of x, denoted by supp x. For x, y in S, we have supp xy = supp x ∨ supp y and
Elements in L are called flats (following the terminology for semigroups associated with matroids [2] ). A flat l is co-maximal if x l ⇒ x =1, where1 denotes the maximal element of L (c) An element c ∈ S is said to be a chamber if cx = c for all x ∈ S. Therefore supp c is maximal in the semilattice L. The set of all chambers forms an ideal of S.
The eigenvalues of a random walk on chambers of semigroups have an elegant form (see [2] ). For each X ∈ L, there is an eigenvalue
where c Y is the cardinality of S Y = S ≥y = {z ∈ S : z ≥ y} where y is any element with support Y , (this is independent of the choice of y). Alternatively,
where µ is the Möbius function of the lattice L.
Examples of random walks on chambers of various LRB's will be given after the proof of the Theorem.
The proof of the main theorem
Proof of Theorem 1: Let {p s } be a probability distribution on S, so that p s ≥ 0 and s p s = 1. The transition probability matrix of the associated random walk is denoted by
Let x 1 , x 2 , · · · be an i.i.d. sequence of random elements of S. We consider x (t) = x 1 x 2 · · · x t and x t,s = x (t) s, which is the location of a random walk after t steps starting at s.
Note that if x (t) is a chamber then x (t) s 1 = x (t) s 2 for any s 1 , s 2 ∈ S. We define π t,s to be the distribution of x t,s , that is π t,s (u) = P (x t,s = u), for any u ∈ S. Let π denote the stationary distribution of the random walk. Note that if x (t 0 ) is a chamber for a fixed time t 0 , then x (N ) = x (t) for all N ≥ t 0 . Thus π(u) = P (Cs = u) where C is a the random chamber first reached by x (t) as t increases.
We consider the total variation distance
where π t,s (A) = P (x t,s ∈ A) = u∈A π t,s (u) and π(A) = P (Cs ∈ A) = u∈A π(u). We split up both events according to whether or not x (t) is a chamber. Let B t be the event that x (t) is a chamber. Then we have π t,s (A) = P (B t and x (t) s ∈ A) + P (¬B t and x (t) s ∈ A) π(A) = P (B t and Cs ∈ A) + P (¬B t and Cs ∈ A)
If B t occurs then x (t) is a chamber, and thus the first term of each expression is the same. This follows from the known fact that the stationary distribution in the original (unbounded) process (with replacement) is the same as the stationary distribution for the process without replacement. For detailed discussions, the reader is referred to Section 4 in [5] .
Therefore we have |π t,s (A) − π(A)| = |P (¬B t and x (t) s ∈ A) − P (¬B t and Cs ∈ A)| which is at most P (¬B t ), as both terms in the difference are between 0 and P (¬B t ). Thus we have
By definition, the only way for x (t) not be a chamber is for some m ∈ L, m =1, supp
Let us denote P (supp x (t) = m) by β t,m , then equation (3) becomes
We will evaluate β t,m using a Möbius inversion on the lattice L. From [2] , we have
where P (x = c) = p c . Since x 1 , · · · , x t are chosen independently, we have that
Note that supp x (t) m if and only if supp x (t) = l for some l m. Thus Therefore we can use a Möbius inversion to derive
Plugging this into (4) we obtain
as desired.
Proof of Corollary 1:
We note that the bound given in (1) can be compared to the bound of Theorem 1 as follows:
This last term is the right hand side of (3) above, which is equal to the bound given in Theorem 1. Thus Theorem 1 is an improvement over (1).
Several examples of LRB's using the improved convergence bounds
The Tsetlin Library: Let T be the set of permutations of the elements of C = {c 1 , · · · , c m }. We define the action of C on T as follows. For c j in C, and
where the c j means to delete c j where it appears later in the string. It is not hard to check that T is the ideal of chambers of the free semigroup generated by actions of C. This is known as the Tsetlin library, a well studied LRB, which has many applications including the "move-to-front" self-organizing search. Let us consider the random walk on T with respect to the distribution {p c } where
The support lattice L is the boolean lattice {0, 1} C . The eigenvalues for the random walk on T were first determined by Phatarfod [8] in 1991. For each subset X ⊂ C, there is an eigenvalue λ X = |X|/m, with multiplicity equal to the so-called derangement number d k where k = m − |X|. It is known that
Note that the derangement numbers d k satisfy
However, one of the advantages of both the bounds in (1) and Theorem 1 is that they do not depend on the multiplicity of each eigenvalue. Equation (1) yields the bound
Theorem 1 improves this to
Since the old bound is simply the first term of this alternating series, it has been improved by Consider a random walk on the LRB SCN (m, k) where each color from 1, ..., k is assigned a probability p j of being chosen, where j p j = 1, p j > 0, and each number has equal probability of being chosen. More explicitly, for (i, j) ∈ C, p (i,j) = p j m . Note that if k = 1, then we have the Tsetlin Library considered above. The support lattice L is the boolean lattice {0, 1} m , and thus elements are indexed by subsets Y ⊂ {1, ..., m}. The eigenvalues are thus
Thus the eigenvalues and support lattice are the same as in the Tsetlin library, and so we have the same bound of
It is interesting to note that the bound does not depend at all on the choice of probabilities for a color p j , so long as each number has equal probability of being chosen.
Edge Flipping in graphs:
In [5] , the following random process was studied: Initially each vertex of a graph G is colored red or blue. At each step in the process, we select a random edge of G and (re-)color both its endpoints blue with probability p, or red with probability q = 1 − p. This process is then repeated some large number of times. The color configuration of G changes at each step. This edge-flipping process corresponds to a random walk on the associated state graph in which each coloring configuration is a node. It can be shown that the actions (each of which is associated with picking an edge e and changing the colors of its endpoints ) form a LRB and the random walk on the state graph is exactly the chamber random walk on this LRB. It was shown in [5] that, for example, for the uniform case of p = 1/2, the random walk on the state graph has, for each subset T of the vertex set V of G, the eigenvalue λ T (with multiplicity 1) being the ratio of the number of edges in the induced subgraph of T divided by the total number of edges in G.
To bound the total variation distance, we can use Theorem 1 to improve previous bounds since the negative terms in the Möbius function lead to cancelations. For the example of the path P 5 , the bound given in [5] yields ∆ TV (t) ≤ 2( 
