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Introduction
Two important objectives in the design of interconnection networks are to minimize the number of wires connecting to a node (degree) and the number of nodes that a message must pass through to reach the destination node (diameter). This is equivalent to the problem of finding the largest graph for any given degree and diameter [3, 4] .
The author and others have recently made progress in this area using Cayley graphs [5, 6] . Our new graphs are the largest known graphs of given degree and diameter for many of the degree and diameter pairs of engineering interest. These graphs are significantly better than current interconnection networks in terms of degree and diameter. An example comparison is the (degree = 9, diameter = 9) pair. For a 9-dimensional hypercube the number of nodes is 29 = 5 12. For the author's graphs, the (9,9) pair has 4,773,696 nodes. This is an increase of four orders of magnitude! This paper outlines these results and gives the generator sets for 17 new record constructions. Section 2 discussf ; the construction technique and Section 3 briefly discusses the application to processor interconnection networks.
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Cayley graphs
The graphs were constructed from finite linear groups, specifically the general linear groups CL(2,k) and the speciai linear groups SL(2,k). The elements of the group are 2 by 2 matrices and the group operation is matrix tnultiplication modulo k. These graphs are generated from a set GC GL(2, k) by labeling nodes with the elements of the group and connecting an edge from node Q to node b if and only if a *g= b where ge G. The degree of the graph is the number of generators. An undirected graph is generated if the generator set is closed under inverses (G = G U G-r, degree= (GU G-' I). The graphs discussed in this paper are undirected.
Hypercubes, cube connected cycles, and butterfly networks are examples of graphs generated from groups. The 4-d hypercube is the additive group graph 2: generated by 0001, 0010, 0100, and 1000 in bitwise modulo 2 arithmetic. The cube connected cycles group for dimension 3 is ZJ x Zi. Another term used to describe these group generated graphs is "Cayley graph". Cayley graphs are known to have many properties useful for interconnection networks [ 1 J.
A particular property of interest is "node symmetry". A graph is said to be node symmetric if for all nodes a, b there exists an automorphism mapping Q to b. The property of node symmetry can be used in multiprocessors to allow all the processor nodes to be identical with the same fanout and routing. A Cayley graph is inherently node symmetric due to the transitivity of the group multiplication. Table 1 shows the current records held by Cayley graphs (including [5, 6] ) with the new constructions in boldface. Tables 2, 3 and 4 give the generators for the new record Cayley graphs (inverses omitted).
The method for constructing the networks used in this paper is a simple technique. The generators and their inverses are applied to the identity matrix and the new matrices generated are hashed into an index array. The generators are applied to the new matrices and the process iterates until no new matrices are generated. The generators were chosen randomly; at present there is little theory regarding which generators give better results. The groups were chosen on a heuristic basis. Subgroups were generated by choosing matrices with determinants chosen to be powers of the primitive root (det = &.
Processor interconnection networks
One of the problems of parallel processing is the interconnection network. Some objectives for a general purpose interconnection network are to minimize the communication delay and minimize the hardware. Cayley graph networks can be used as the interconnection network for parallel computer architectures.
To base a computer architecture on the author's graphs, most of the processor node architecture could be the same as for existing multiprocessors. The main dif- Using average diameter, the Cayley graphs still come out ahead since the average diameter for a hypercube is half the dimension and the average diameter for the author's Cayley graphs are empirically the diameter minus one. Using a standard measure of bandwidth [8] where bandwidth = number of communication links + mean diameter and unit link bandwidth (full duplex) for approximately the same number of nodes, the bandwidth for the (6,s) graph is (3 * 1081)/4 = 811 whereas the bandwidth for the (10,lO) hypercube is (5 * 1024)/5 = 1024. This shows comparable bandwidth, while the number of communication links is reduced. These Cayley graph::, have large girth. Consequently, they have good global communication, but p3or local communication. If local communication is desired in an interconnection network, a Cayley graph could be used in conjunction with another type of network, since the low degree of these Cayley graphs leaves room for additional connections. A large Cayley graph and a mesh would make a good pair, since the mesh has excellent local communication, but poor global communication [7] . For local communication, messages would be sent through the mesh and for global communication, messages would be sent through the Cayley graph. This is desirable since a mesh has a very low implementation cost, but its performance degrades rapidly with large size. Interestingly, this would allow meshes to be constructed in the millions of nodes.
Using Cayley graphs, the million processor computer is feasible using today's technology. A (6,8) graph could connect 50,616 chips with 20 l-bit processors, whereas a (16,16) 65,536 node hypercube would not be feasible for such an interconnection network. This may well be the only way to construct efficient computers with millions of processors without resorting to exotic technologies such as opticai computers. This is because on such a scale other networks have large performance degradation due to their large diameters.
The shortest path routing algorithm is somewhat cumbersome. For moderate size networks like (6,5) the routing can be handled by a routing table. The table would be 1081 x 3 bits which is acceptable. For larger networks, the table would grow too large, and the routing algorithm would have to be used if it could be built in hardware small and fast enough, otherwise more exotic routing techniques might be used.
Cayley graphs provide a good platform for algorithms that have random communication patterns such as discrete event simulation. They should also be useful in applications where the communication pattern is not known in advance and hence cannot be staticly mapped.
Conclusions
Cayley graphs are the current record holders for many of the largest graphs of given degree and diameter. The symmetry of these Cayley graphs and their ability to connect a large number of nodes while maintaining small degree and diameter make them well suited to processor interconnection networks.
