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Abstract
Despite the recent progress towards efficient multiple kernel learning (MKL), the structured
output case remains an open research front. Current approaches involve repeatedly solving a batch
learning problem, which makes them inadequate for large scale scenarios. We propose a new
family of online proximal algorithms for MKL (as well as for group-LASSO and variants thereof),
which overcomes that drawback. We show regret, convergence, and generalization bounds for the
proposed method. Experiments on handwriting recognition and dependency parsing testify for the
successfulness of the approach.
1 Introduction
Structured prediction (Lafferty et al., 2001; Taskar et al., 2003; Tsochantaridis et al., 2004) deals with
problems with a strong interdependence among the output variables, often with sequential, graphical,
or combinatorial structure. Despite recent advances toward a unified formalism, obtaining a good
predictor often requires a significant effort in designing kernels (i.e., features and similarity measures)
and tuning hyperparameters. The slowness in training structured predictors in large scale settings
makes this an expensive process.
The need for careful kernel engineering can be sidestepped using the kernel learning approach
initiated in Bach et al. (2004); Lanckriet et al. (2004), where a combination of multiple kernels is
learned from the data. While multi-class and scalable multiple kernel learning (MKL) algorithms have
been proposed (Sonnenburg et al., 2006; Zien and Ong, 2007; Rakotomamonjy et al., 2008; Chapelle
and Rakotomamonjy, 2008; Xu et al., 2009; Suzuki and Tomioka, 2009), none are well suited for
large-scale structured prediction, for the following reason: all involve an inner loop in which a standard
learning problem (e.g., an SVM) is repeatedly solved; in large-scale structured prediction, it is often
prohibitive to tackle this problem in its batch form, and one typically resorts to online methods (Bottou,
1
ar
X
iv
:1
01
0.
27
70
v1
  [
sta
t.M
L]
  1
3 O
ct 
20
10
1991; Collins, 2002; Ratliff et al., 2006; Collins et al., 2008). These methods are fast in achieving low
generalization error, but converge slowly to the training objective, thus are unattractive for repeated
use in the inner loop.
In this paper, we overcome the above difficulty by proposing a stand-alone online MKL algorithm.
The algorithm is based on the kernelization of the recent forward-backward splitting scheme FOBOS
Duchi and Singer (2009) and iterates between subgradient and proximal steps. In passing, we improve
the FOBOS regret bound and show how to efficiently compute the proximal projections associated with
the squared `1-norm, despite the fact that the underlying optimization problem is not separable.
After reviewing structured prediction and MKL (§2), we present a wide class of online proximal
algorithms (§3) which extend FOBOS by handling composite regularizers with multiple proximal steps.
These algorithms have convergence guarantees and are applicable in MKL, group-LASSO (Yuan and
Lin, 2006) and other structural sparsity formalisms, such as hierarchical LASSO/MKL Bach (2008b);
Zhao et al. (2008), group-LASSO with overlapping groups Jenatton et al. (2009), sparse group-LASSO
(Friedman et al., 2010), and the elastic net MKL (Tomioka and Suzuki, 2010). We apply our MKL
algorithm to structured prediction (§4), using the two following testbeds: sequence labeling for hand-
written text recognition, and natural language dependency parsing. We show the potential of our
approach by learning combinations of kernels from tens of thousands of training instances, with en-
couraging results in terms of runtimes, accuracy and identifiability.
2 Structured Prediction, Group Sparsity, and Multiple Kernel Learn-
ing
Let X and Y be the input and output sets, respectively. In structured prediction, to each input x ∈ X
corresponds a (structured and exponentially large) set Y(x) ⊆ Y of legal outputs; e.g., in sequence
labeling, each x ∈ X is an observed sequence and each y ∈ Y(x) is the corresponding sequence of
labels; in parsing, each x ∈ X is a string, and each y ∈ Y(x) is a parse tree that spans that string.
Let U , {(x, y) | x ∈ X , y ∈ Y(x)} be the set of all legal input-output pairs. Given a labeled
dataset D , {(x1, y1), . . . , (xm, ym)} ⊆ U , we want to learn a predictor h : X → Y of the form
h(x) , arg max
y∈Y(x)
f(x, y), (1)
where f :U→R is a compatibility function. Problem (1) is called inference (or decoding) and involves
combinatorial optimization (e.g., dynamic programming). In this paper, we use linear functions,
f(x, y) = 〈θ,φ(x, y)〉, where θ is a parameter vector andφ(x, y) a feature vector. The structure of the
output is usually taken care of by assuming a decomposition of the form φ(x, y) =
∑
r∈Rφr(x, yr),
where R is a set of parts and the yr are partial output assignments (see (Taskar et al., 2003) for de-
tails). Instead of explicit features, one may use a positive definite kernel, K : U × U → R, and let f
belong to the induced RKHSHK . Given a convex loss function L : HK ×X ×Y → R, the learning
problem is usually formulated as a minimization of the regularized empirical risk:
min
f∈HK
λ
2
‖f‖2HK +
1
m
m∑
i=1
L(f ;xi, yi), (2)
where λ ≥ 0 is a regularization parameter and ‖.‖HK is the norm inHK . In structured prediction, the
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logistic loss (in CRFs) and the structured hinge loss (in SVMs) are common choices:
LCRF(f ;x, y) , log
∑
y′∈Y(x) exp(f(x, y
′)− f(x, y)), (3)
LSVM(f ;x, y) , maxy′∈Y(x) f(x, y′)− f(x, y) + `(y′, y). (4)
In (4), ` : Y ×Y → R+ is a user-given cost function. The solution of (2) can be expressed as a kernel
expansion (structured version of the representer theorem (Hofmann et al., 2008, Corollary 13)).
In the kernel learning framework Bach et al. (2004); Lanckriet et al. (2004), the kernel is expressed
as a convex combination of elements of a finite set {K1, . . . ,Kp}, the coefficients of which are learned
from data. That is, K ∈ K, where
K ,
{
K =
∑p
j=1βjKj
∣∣∣ β ∈ ∆p}, with ∆p , {β ∈ Rp+ | ∑pj=1βj = 1}. (5)
The so-called MKL problem is the minimization of (2) with respect to K. Letting HK =
⊕p
j=1HKj
be the direct sum of the RKHS, this optimization can be written (as shown in (Bach et al., 2004;
Rakotomamonjy et al., 2008)) as:
f∗ = arg min
f∈HK
λ
2
( p∑
j=1
‖fj‖HKj
)2
+
1
m
m∑
i=1
L
( p∑
j=1
fj ;xi, yi
)
, (6)
where the optimal kernel coefficients are β∗j = ‖f∗j ‖HKj /
∑p
l=1 ‖f∗l ‖HKl . For explicit features, the
parameter vector is split into p groups, θ = (θ1, . . . ,θp), and the minimization in (6) becomes
θ∗ = arg min
θ∈Rd
λ
2
‖θ‖22,1 +
1
m
m∑
i=1
L(θ;xi, yi), (7)
where ‖θ‖2,1 ,
∑p
j=1 ‖θj‖ is a sum of `2-norms, called the mixed `2,1-norm. The group-LASSO
criterion (Yuan and Lin, 2006) is similar to (7), without the square in the regularization term, revealing
a close relationship with MKL (Bach, 2008a). In fact, the two problems are equivalent up to a change
of λ. The `2,1-norm regularizer favors group sparsity: groups that are found irrelevant tend to be
entirely discarded.
Early approaches to MKL (Lanckriet et al., 2004; Bach et al., 2004) considered the dual of (6)
in a QCQP or SOCP form, thus were limited to small scale problems. Subsequent work focused on
scalability: in (Sonnenburg et al., 2006), a semi-infinite LP formulation and a cutting plane algorithm
are proposed; SimpleMKL (Rakotomamonjy et al., 2008) alternates between learning an SVM and a
gradient-based (or Newton Chapelle and Rakotomamonjy (2008)) update of the kernel weights; other
techniques include the extended level method (Xu et al., 2009) and SpicyMKL (Suzuki and Tomioka,
2009), based on an augmented Lagrangian method. These are all batch algorithms, requiring the
repeated solution of problems of the form (2); even if one can take advantage of warm-starts, the
convergence proofs of these methods, when available, rely on the exactness (or prescribed accuracy in
the dual) of these solutions.
In contrast, we tackle (6) and (7) in primal form. Rather than repeatedly calling off-the-shelf
solvers for (2), we propose a stand-alone online algorithm with runtime comparable to that of solving
a single instance of (2) by online methods (the fastest in large-scale settings (Shalev-Shwartz et al.,
2007; Bottou, 1991)). This paradigm shift paves the way for extending MKL to structured prediction,
a large territory yet to be explored.
3
3 Online Proximal Algorithms
We frame our online MKL algorithm in a wider class of online proximal algorithms. The theory of
proximity operators (Moreau, 1962), which is widely known in optimization and has recently gained
prominence in the signal processing community (Combettes and Wajs, 2006; Wright et al., 2009),
provides tools for analyzing these algorithms and generalizes many known results, sometimes with
remarkable simplicity. We thus start by summarizing its important concepts in §3.1, together with a
quick review of convex analysis.
3.1 Convex Functions, Subdifferentials, Proximity Operators, and Moreau Projec-
tions
Throughout, we let ϕ : Rp → R¯ (where R¯ , R ∪ {+∞}) be a convex, lower semicontinuous (lsc)
(the epigraph epiϕ , {(x, t) ∈ Rp×R |ϕ(x) ≤ t} is closed in Rp×R), and proper (∃x : ϕ(x) 6=+∞)
function. The subdifferential of ϕ at x0 is the set
∂ϕ(x0) , {g ∈ Rd | ∀x ∈ Rd, ϕ(x)− ϕ(x0) ≥ g>(x− x0)},
the elements of which are the subgradients. We say that ϕ is G-Lipschitz in S ⊆Rd if ∀x ∈ S, ∀g ∈
∂ϕ(x), ‖g‖ ≤ G. We say that ϕ is σ-strongly convex in S if
∀x0 ∈ S, ∀g ∈ ∂ϕ(x0), ∀x ∈ Rd, ϕ(x) ≥ ϕ(x0) + g>(x− x0) + (σ/2)‖x− x0‖2.
The Fenchel conjugate of ϕ is ϕ? : Rp→ R¯, ϕ?(y) , supx y>x− ϕ(x). Let:
Mϕ(y) , inf
x
1
2
‖x− y‖2 + ϕ(x), and proxϕ(y) = arg infx
1
2
‖x− y‖2 + ϕ(x);
the function Mϕ : Rp→ R¯ is called the Moreau envelope of ϕ, and the map proxϕ : Rp→ Rp is the
proximity operator of ϕ (Combettes and Wajs, 2006; Moreau, 1962). Proximity operators generalize
Euclidean projectors: consider the case ϕ = ιC , where C ⊆ Rp is a convex set and ιC denotes its
indicator (i.e., ϕ(x) = 0 if x ∈ C and +∞ otherwise). Then, proxϕ is the Euclidean projector onto C
and Mϕ is the residual. Two other important examples of proximity operators follow:
• if ϕ(x) = (λ/2)‖x‖2, then proxϕ(y) = y/(1 + λ);
• if ϕ(x) = τ‖x‖1, then proxϕ(y) = soft(y, τ) is the soft-threshold function Wright et al.
(2009), defined as [soft(y, τ)]k = sgn(yk) ·max{0, |yk| − τ}.
If ϕ : Rd1 × . . . × Rdp → R¯ is (group-)separable, i.e., ϕ(x) = ∑pk=1 ϕk(xk), where xk ∈ Rdk ,
then its proximity operator inherits the same (group-)separability: [proxϕ(x)]k = proxϕk(xk) Wright
et al. (2009). For example, the proximity operator of the mixed `2,1-norm, which is group-separable,
has this form. The following proposition, that we prove in Appendix A, extends this result by showing
how to compute proximity operators of functions (maybe not separable) that only depend on the `2-
norms of groups of components; e.g., the proximity operator of the squared `2,1-norm reduces to that
of squared `1.
Proposition 1 Let ϕ : Rd1 × . . . × Rdp → R¯ be of the form ϕ(x1, . . . ,xp) = ψ(‖x1‖, . . . , ‖xp‖)
for some ψ : Rp → R¯. Then, Mϕ(x1, . . . ,xp) = Mψ(‖x1‖, . . . , ‖xp‖) and [proxϕ(x1, . . . ,xp)]k =
[proxψ(‖x1‖, . . . , ‖xp‖)]k(xk/‖xk‖).
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Finally, we recall the Moreau decomposition, relating the proximity operators of Fenchel conju-
gate functions (Combettes and Wajs, 2006) and present a corollary (proved in Appendix B) that is the
key to our regret bound in §3.3.
Proposition 2 (Moreau (1962)) For any convex, lsc, proper function ϕ : Rp → R¯,
x = proxϕ(x) + proxϕ?(x) and ‖x‖2/2 = Mϕ(x) +Mϕ?(x). (8)
Corollary 3 Let ϕ : Rp → R¯ be as in Prop. 2, and x¯ , proxϕ(x). Then, any y ∈ Rp satisfies
‖y − x¯‖2 − ‖y − x‖2 ≤ 2(ϕ(y)− ϕ(x¯)). (9)
Although the Fenchel dual ϕ? does not show up in (9), it has a crucial role in proving Corollary 3.
3.2 A General Online Proximal Algorithm for Composite Regularizers
The general algorithmic structure that we propose and analyze in this paper, presented as Alg. 1, deals
(in an online1 fashion) with problems of the form
min
θ∈Θ
λR(θ) +
1
m
m∑
i=1
L(θ;xi, yi), (10)
where Θ ⊆ Rd is convex2 and the regularizer R has a composite form R(θ) = ∑Jj=1Rj(θ). Like
stochastic gradient descent (SGD (Bottou, 1991)), Alg. 1 is suitable for problems with large m; it also
performs (sub-)gradient steps at each round (line 4), but only w.r.t. the loss function L. Obtaining
a subgradient typically involves inference using the current model; e.g., loss-augmented inference, if
L = LSVM, or marginal inference if L = LCRF. Our algorithm differs from SGD by the inclusion
of J proximal steps w.r.t. to each term Rj (line 7). As noted in (Duchi and Singer, 2009; Langford
et al., 2009), this strategy is more effective than standard SGD for sparsity-inducing regularizers,
due to their usual non-differentiability at the zeros, which causes oscillation and prevents SGD from
returning sparse solutions.
When J = 1, Alg. 1 reduces to FOBOS (Duchi and Singer, 2009), which we kernelize and apply
to MKL in §3.4. The case J > 1 has applications in variants of MKL or group-LASSO with composite
regularizers (Tomioka and Suzuki, 2010; Friedman et al., 2010; Bach, 2008b; Zhao et al., 2008). In
those cases, the proximity operators ofR1, . . . , RJ are more easily computed than that of their sumR,
making Alg. 1 more suitable than FOBOS. We present a few particular instances (all with Θ = Rd).
Projected subgradient with groups. Let J = 1 and R be the indicator of a convex set Θ′ ⊆ Rd.
Then (see §3.1), each proximal step is the Euclidean projection onto Θ′ and Alg. 1 becomes the online
projected subgradient algorithm from (Zinkevich, 2003). Letting Θ′ , {θ ∈ R | ‖θ‖2,1 ≤ γ} yields
an equivalent problem to group-LASSO and MKL (7). Using Prop. 1, each proximal step reduces to
a projection onto a `1-ball whose dimension is the number of groups (see a fast algorithm in (Duchi
et al., 2008)).
1For simplicity, we focus on the pure online setting, i.e., each parameter update uses a single observation; analogous
algorithms may be derived for the batch and mini-batch cases.
2We are particularly interested in the case where θ ∈ Θ is a “vacuous” constraint whose goal is to confine each iterate
θt to a region containing the optimum, by virtue of the projection step in line 9. The analysis in §3.3 will make this more
clear. The same trick is used in PEGASOS (Shalev-Shwartz et al., 2007).
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Algorithm 1 Online Proximal Algorithm
1: input: dataset D, parameter λ, number of rounds T , learning rate sequence (ηt)t=1,...,T
2: initialize θ1 = 0; set m = |D|
3: for t = 1 to T do
4: take a training pair (xt, yt) and obtain a subgradient g ∈ ∂L(θt;xt, yt)
5: θ˜t = θt − ηtg (gradient step)
6: for j = 1 to J do
7: θ˜t+j/J = proxηtλRj (θ˜t+(j−1)/J) (proximal step)
8: end for
9: θt+1 = ΠΘ(θ˜t+1) (projection step)
10: end for
11: output: the last model θT+1 or the averaged model θ¯ = 1T
∑T
t=1 θt
Algorithm 2 Moreau Projection for `21
1: input: vector x ∈ Rd and parameter λ > 0
2: sort the entries of |x| into y (i.e., such that y1 ≥ . . . ≥ yp)
3: find ρ = max
{
j ∈ {1, . . . , p} | yj − (λ/(1 + jλ))
∑j
r=1 yr > 0
}
4: output: z = soft(x, τ), where τ = (λ/(1 + ρλ))
∑ρ
r=1 yr
Truncated subgradient with groups. Let J = 1 and R(θ) = ‖θ‖2,1, so that (10) becomes the
usual formulation of group-LASSO, for a general loss L. Then, Alg. 1 becomes a group version of
truncated gradient descent (Langford et al., 2009), studied in (Duchi and Singer, 2009) for multi-task
learning. Similar batch algorithms have also been proposed (Wright et al., 2009). The reduction from
`2,1 to `1 can again be made due to Prop. 1; and each proximal step becomes a simple soft thresholding
operation (as shown in §3.1).
Proximal subgradient for squared mixed `2,1. With R(θ) = 12‖θ‖22,1, we have the MKL problem
(7). Prop. 1 allows reducing each proximal step w.r.t. the squared `2,1 to one w.r.t. the squared `1;
however, unlike in the previous example, squared `1 is not separable. This apparent difficulty has
led some authors (e.g., Suzuki and Tomioka (2009)) to remove the square from R, which yields the
previous example. However, despite the non-separability of R, the proximal steps can still be effi-
ciently computed: see Alg. 2. This algorithm requires sorting the weights of each group, which has
O(p log p) cost; we show its correctness in Appendix F. Non-MKL applications of the squared `2,1
norm are found in (Kowalski and Torre´sani, 2009; Zhou et al., 2010).
Other variants of group-LASSO and MKL. In hierarchical LASSO and group-LASSO with over-
laps (Bach, 2008b; Zhao et al., 2008; Jenatton et al., 2009), each feature may appear in more than
one group. Alg. 1 handles these problems by enabling a proximal step for each group. Sparse
group-LASSO (Friedman et al., 2010) simultaneously promotes group-sparsity and sparsity within
each group, by using R(θ) = σ‖θ‖2,1 + (1 − σ)‖θ‖1; Alg. 1 can handle this regularizer by us-
ing two proximal steps, both involving simple soft-thresholding: one at the group level, and another
within each group. In non-sparse MKL ((Kloft et al., 2010), §4.4), R = 12
∑p
k=1 ‖θk‖q. Invoking
Prop. 1 and separability, the resulting proximal step amounts to solving p scalar equations of the form
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x− x0 + λ ηt q xq−1 = 0, also valid for q ≥ 2 (unlike the method described in (Kloft et al., 2010)).
3.3 Regret, Convergence, and Generalization Bounds
We next show that, for a convex loss L and under standard assumptions, Alg. 1 converges up to 
precision, with high confidence, in O(1/2) iterations. If L or R are strongly convex, this bound is
improved to O˜(1/), where O˜ hides logarithmic terms. Our proofs combine tools of online convex
programming (Zinkevich, 2003; Hazan et al., 2007) and classical results about proximity operators
(Moreau, 1962; Combettes and Wajs, 2006). The key is the following lemma (that we prove in Ap-
pendix C).
Lemma 4 Assume that ∀(x, y) ∈ U , the loss L(·;x, y) is convex and G-Lipschitz on Θ, and that
the regularizer R = R1 + . . . + RJ satisfies the following conditions: (i) each Rj is convex; (ii)
∀θ ∈ Θ, ∀j′ < j, Rj′(θ) ≥ Rj′(proxλRj (θ)) (each proximity operator proxλRj does not increase
the previous Rj′); (iii) R(θ) ≥ R(ΠΘ(θ)) (projecting the argument onto Θ does not increase R).
Then, for any θ¯ ∈ Θ, at each round t of Alg. 1,
L(θt) + λR(θt+1) ≤ L(θ¯) + λR(θ¯) + ηt
2
G2 +
‖θ¯ − θt‖2 − ‖θ¯ − θt+1‖2
2ηt
. (11)
If, in addition, L is σ-strongly convex, then the bound in (11) can be strengthened to
L(θt) + λR(θt+1) ≤ L(θ¯) + λR(θ¯) + ηt
2
G2 +
‖θ¯ − θt‖2 − ‖θ¯ − θt+1‖2
2ηt
− σ
2
‖θ¯ − θt‖2. (12)
A related, but less tight, bound for J = 1 was derived in Duchi and Singer (2009); instead of
our term η2G
2 in (11), the bound of (Duchi and Singer, 2009) has 7η2G
2.3 When R = ‖ · ‖1, FOBOS
becomes the truncated gradient algorithm of Langford et al. (2009) and our bound matches the one
therein derived, closing the gap between (Duchi and Singer, 2009) and (Langford et al., 2009). The
classical result in Prop. 2, relating Moreau projections and Fenchel duality, is the crux of our bound,
via Corollary 3. Finally, note that the conditions (i)–(iii) are not restrictive: they hold whenever the
proximity operators are shrinkage functions (e.g., if Rj = ‖θ‖qjpj , with pj , qj ≥ 1).
We next characterize Alg. 1 in terms of its cumulative regret w.r.t. the best fixed hypothesis, i.e.,
RegT ,
T∑
t=1
(λR(θt) + L(θt;xt, yt))−min
θ∈Θ
T∑
t=1
(λR(θ) + L(θ;xt, yt)) . (13)
Proposition 5 (regret bounds with fixed and decaying learning rates) Assume the conditions of Lemma 4,
along with R ≥ 0 and R(0) = 0. Then:
1. Running Alg. 1 with fixed learning rate η yields
RegT ≤
ηT
2
G2 +
‖θ∗‖2
2η
, where θ∗ = arg min
θ∈Θ
T∑
t=1
(λR(θ) + L(θ;xt, yt)). (14)
Setting η = ‖θ∗‖/(G√T ) yields a sublinear regret of ‖θ∗‖G√T . (Note that this requires knowing
in advance ‖θ∗‖ and the number of rounds T .)
3This can be seen from their Eq. 9, setting A = 0 and ηt = ηt+ 1
2
.
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2. Assume that Θ is bounded with diameter F (i.e., ∀θ,θ′ ∈ Θ, ‖θ−θ′‖ ≤ F ). Let the learning rate
be ηt = η0/
√
t, with arbitrary η0 > 0. Then,
RegT ≤
(
F 2
2η0
+G2η0
)√
T . (15)
Optimizing the bound gives η0 = F/(
√
2G), yielding RegT ≤ FG
√
2T .
3. If L is σ-strongly convex, and ηt = 1/(σt), we obtain a logarithmic regret bound:
RegT ≤ G2(1 + log T )/(2σ). (16)
Similarly to other analyses of online learning algorithms, once an online-to-batch conversion is
specified, regret bounds allow us to obtain PAC bounds on optimization and generalization errors.
The following proposition can be proved using the same techniques as in (Cesa-Bianchi et al., 2004;
Shalev-Shwartz et al., 2007).
Proposition 6 (optimization and estimation error) If the assumptions of Prop. 5 hold and ηt =
η0/
√
t as in 2., then the version of Alg. 1 that returns the averaged model solves the optimization
problem (10) with accuracy  in T = O((F 2G2 + log(1/δ))/2) iterations, with probability at least
1 − δ. If L is also σ-strongly convex and ηt = 1/(σt) as in 3., then, for the version of Alg. 1 that
returns θT+1, we get T = O˜(G2/(σδ)). The generalization bounds are of the same orders.
We now pause to see how the analysis applies to some concrete cases. The requirement that the loss
isG-Lipschitz holds for the hinge and logistic losses, whereG = 2 maxu∈U ‖φ(u)‖ (see Appendix E).
These losses are not strongly convex, and therefore Alg. 1 has only O(1/2) convergence. If the
regularizer R is σ-strongly convex, a possible workaround to obtain O˜(1/) convergence is to let L
“absorb” that strong convexity by redefining L˜(θ;xt, yt) = L(θ;xt, yt) + σ‖θ‖2/2. Since neither
the `2,1-norm nor its square are strongly convex, we cannot use this trick for the MKL case (7), but
it does apply for non-sparse MKL (Kloft et al., 2010) (`2,q-norms are strongly convex for q > 1)
and for elastic net MKL (Suzuki and Tomioka, 2009). Still, the O(1/2) rate for MKL is competitive
with the best batch algorithms; e.g., the method in Xu et al. (2009) achieves  primal-dual gap in
O(1/2) iterations. Some losses of interest (e.g., the squared loss, or the modified loss L˜ above) are
G-Lipschitz in any compact subset of Rd but not in Rd. However, if it is known in advance that the
optimal solution must lie in some compact convex set Θ, we can add a vacuous constraint and run
Alg. 1 with the projection step, making the analysis still applicable; we present concrete examples in
Appendix E.
3.4 Online MKL
The instantiation of Alg. 1 for R(θ) = 12‖θ‖22,1 yields Alg. 3. We consider L = LSVM; adapting to
any generalized linear model (e.g., L = LCRF) is straightforward. As discussed in the last paragraph
of §3.3, it may be necessary to consider “vacuous” projection steps to ensure fast convergence. Hence,
an optional upper bound γ on ‖θ‖ is accepted as input. Suitable values of γ for the SVM and CRF
case are given in Appendix E. In line 4, the scores of candidate outputs are computed groupwise;
in structured prediction (see §2), a factorization over parts is assumed and the scores are for partial
output assignments (see Taskar et al. (2003); Tsochantaridis et al. (2004) for details). The key novelty
of Alg. 3 is in line 8, where the group structure is taken into account, by applying a proximity operator
which corresponds to a groupwise shrinkage/thresolding, where some groups may be set to zero.
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Algorithm 3 Online-MKL
1: input: D, λ, T , radius γ, learning rate sequence (ηt)t=1,...,T
2: initialize θ1 ← 0
3: for t = 1 to T do
4: take an instance xt, yt and compute scores fk(xt, y′t) = 〈θtk,φk(xt, y′t)〉, for k = 1, . . . , p
5: decode: yˆt ∈ argmaxy′t∈Y(x)
∑p
k=1 fk(xt, y
′
t) + `(y
′
t, yt)
6: Gradient step: θ˜
t
k = θ
t
k − ηt(φk(xt, yˆt)− φk(xt, yt))
7: compute weights b˜tk=‖θ˜
t
k‖, k=1, . . . , p, and shrink them bt=proxηtλ‖.‖22,1(b˜t) with Alg. 2
8: Proximal step: θ˜
t+1
k = (b
t
k/b˜
t
k) · θ˜
t
k, for k = 1, . . . , p
9: Projection step: θt+1 = θ˜
t+1 ·min{1, γ/‖θ˜t+1‖}
10: end for
11: compute βk = ‖θT+1k ‖/
∑p
l=1 ‖θT+1l ‖, for k = 1, . . . , p
12: return β, and the last model θT+1
Although Alg. 3 is written in parametric form, it can be kernelized, as shown next (one can also
use explicit features in some groups, and implicit in others). Observe that the parameters of the kth
group after round t can be written as θt+1k =
∑t
s=1 α
t+1
ks (φk(xs, ys)− φk(xs, yˆs)), where
αt+1ks = ηs
t∏
r=s
(
(brk/b˜
r
k) min{1, γ/‖θ˜
r+1‖}
)
=
{
ηt(b
t
k/b˜
t
k) min{1, γ/‖θ˜
t+1‖} if s = t
αtks(b
t
k/b˜
t
k) min{1, γ/‖θ˜
t+1‖} if s < t.
Therefore, the inner products in line 4 can be kernelized. The cost of this step is O(min{m, t}),
instead of the O(dk) (where dk is the dimension of the kth group) for the explicit feature case. After
the decoding step (line 5), the supporting pair (xt, yˆt) is stored. Lines 7, 9 and 11 require the norm
of each group, which can be manipulated using kernels: indeed, after each gradient step (line 6), we
have (denoting ut = (xt, yt) and uˆt = (xt, yˆt)):
‖θ˜tk‖2 = ‖θtk‖2 − 2ηt〈θtk,φk(xt, yt)〉+ η2t ‖φk(xt, yˆt)− φk(xt, yt)‖2
= ‖θtk‖2 − 2ηtfk(uˆt) + η2t (Kk(ut, ut) +Kk(uˆt, uˆt)− 2Kk(ut, uˆt)); (17)
and the proximal and projection steps merely scale these norms. When the algorithm terminates, it
returns the kernel weights β and the sequence (αT+1kt ).
In case of sparse explicit features, an implementation trick analogous to the one used in (Shalev-
Shwartz et al., 2007) (where each θk is represented by its norm and an unnormalized vector) can
substantially reduce the amount of computation. In the case of implicit features with a sparse kernel
matrix, a sparse storage of this matrix can also significantly speed up the algorithm, eliminating its
dependency on m in line 4. Note also that all steps involving group-specific computation can be
carried out in parallel using multiple machines, which makes Alg. 3 suitable for combining many
kernels (large p).
4 Experiments
Handwriting recognition. We use the OCR dataset of Taskar et al. (2003) (www.cis.upenn.edu/
˜taskar/ocr), which has 6877 words written by 150 people (52152 characters). Each character is a
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Kernel Training Test Acc.
Runtimes (per char.)
Linear (L) 6 sec. 72.8± 4.4%
Quadratic (Q) 116 sec. 85.5± 0.3%
Gaussian (G) (σ2 = 5) 123 sec. 84.1± 0.4%
Average (L+Q+G)/3 118 sec. 84.3± 0.3%
MKL β1L+ β2Q+ β3G 279 sec. 87.5± 0.4%
B1-Spline (B1) 8 sec. 75.4± 0.9%
Average (L+B1)/2 15 sec. 83.0± 0.3%
MKL β1L+ β2B1 15 sec. 85.2± 0.3%
Table 1: Results for handwriting recognition. Averages over 10 runs on the same folds as in (Taskar
et al., 2003), training on one and testing on the others. The linear and quadratic kernels are normalized
to unit diagonal. In all cases, 20 epochs were used, with η0 in (15) picked from {0.01, 0.1, 1, 10} by
selecting the one that most decreases the objective after 5 epochs. Results are for the best regulariza-
tion coefficient C = 1/(λm) (chosen from {0.1, 1, 10, 102, 103, 104}).
16-by-8 binary image, i.e., a 128-dimensional vector (our input) and has one of 26 labels (a-z; the
outputs to predict). Like in (Taskar et al., 2003), we address this sequence labeling problem with a
structured SVM; however, we learn the kernel from the data, via Alg. 3. We use an indicator basis
function to represent the correlation between consecutive outputs. Our first experiment (reported in
the upper part of Tab. 1) compares linear, quadratic, and Gaussian kernels, either used individually,
combined via a simple average, or with MKL. The results show that MKL outperforms the others by
2% or more.
The second experiment aims at showing the ability of Alg. 3 to exploit both feature and kernel
sparsity by learning a combination of a linear kernel (explicit features) with a generalized B1-spline
kernel, given by K(x,x′) = max{0, 1 − ‖x − x′‖/h}, with h chosen so that the kernel matrix has
∼ 95% zeros. The rationale is to combine the strength of a simple feature-based kernel with that of
one depending only on a few nearest neighbors. The results (Tab. 1, bottom part) show that the MKL
outperforms by∼ 10% the individual kernels, and by more than 2% the averaged kernel. Perhaps more
importantly, the accuracy is not much worse than the best one obtained in the previous experiment,
while the runtime is much faster (15 versus 279 seconds).
Dependency parsing. We trained non-projective dependency parsers for English, using the dataset
from the CoNLL-2008 shared task Surdeanu et al. (2008) (39278 training sentences, ∼ 106 tokens,
and 2399 test sentences). The output to be predicted from each input sentence is the set of dependency
arcs, linking heads to modifiers, that must define a spanning tree (see example in Fig. 1). We use arc-
factored models, where the feature vectors decompose as φ(x, y) =
∑
(h,m)∈y φh,m(x). Although
they are not the state-of-the-art for this task, exact inference is tractable via minimum spanning tree
algorithms (McDonald et al., 2005). We defined 507 feature templates for each candidate arc by
conjoining the words, lemmas, and parts-of-speech of the head h and the modifier m, as well as the
parts-of-speech of the surrounding words, and the distance and direction of attachment. This yields a
large scale problem, with > 50 million features instantiated. The feature vectors associated with each
candidate arc, however, are very sparse and this is exploited in the implementation. We ran Alg. 3
with explicit features, with each group standing for a feature template. MKL did not outperform a
standard SVM in this experiment (90.67% against 90.92%); however, it showed a good performance
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Abstract
We formalize weighted dependency pars-
ing as searching for maximum spanning
trees (MSTs) in directed graphs. Using
this representation, the parsing algorithm
of Eisner (1996) is sufficient for search-
ing over all projective trees inO(n3) time.
More surprisingly, the representation is
extended naturally to non-projective pars-
ing using Chu-Liu-Edmonds (Chu and
Liu, 1965; Edmonds, 1967) MST al-
gorithm, yielding an O(n2) parsing al-
gorithm. We evaluate these methods
on the Prague Dependency Treebank us-
ing online large-margin learning tech-
niques (Crammer et al., 2003; McDonald
et al., 2005) and show that MST parsing
increases efficiency and accuracy for lan-
guages with non-projective dependencies.
1 Introduction
Dependency parsing has seen a surge of inter-
est lately for applications such as relation extrac-
tion (Culotta and Sorensen, 2004), machine trans-
lation (Ding and Palmer, 2005), synonym genera-
tion (Shinyama et al., 2002), and lexical resource
augmentation (Snow et al., 2004). The primary
reasons for using dependency structures instead of
more informative lexicalized phrase structures is
that they are more efficient to learn and parse while
still encoding much of the predicate-argument infor-
mation needed in applications.
root John hit the ball with the bat
Figure 1: An example dependency tree.
Dependency representations, which link words to
their arguments, have a long history (Hudson, 1984).
Figure 1 shows a dependency tree for the sentence
John hit the ball with the bat. We restrict ourselves
to dependency tree analyses, in which each word de-
pends on exactly one parent, either another word or a
dummy root symbol as shown in the figure. The tree
in Figure 1 is projective, meaning that if we put the
words in their linear order, preceded by the root, the
edges can be drawn above the words without cross-
ings, or, equivalently, a word and its descendants
form a contiguous substring of the sentence.
In English, projective trees are sufficient to ana-
lyze most sentence types. In fact, the largest source
of English dependency trees is automatically gener-
ated from the Penn Treebank (Marcus et al., 1993)
and is by convention exclusively projective. How-
ever, there are certain examples in which a non-
projective tree is preferable. Consider the sentence
John saw a dog yesterday which was a Yorkshire Ter-
rier. Here the relative clause which was a Yorkshire
Terrier and the object it modifies (the dog) are sep-
arated by an adverb. There is no way to draw the
dependency tree for this sentence in the plane with
no crossing edges, as illustrated in Figure 2. In lan-
guages with more flexible word order than English,
such as German, Dutch and Czech, non-projective
dependencies are more frequent. Rich inflection
systems reduce reliance on word order to express
Figure 1: Top: a dependency parse tr e ( dapted from (McDonald et al., 2005)). Bottom left: group
weights alo g th epochs of Alg. 3. Bottom right: results of standard SVMs trained on sets of fea-
ture templates of sizes {107, 207, 307, 407, 507}, either selected via a standard SVM or by MKL
(the UAS—unlabeled attachment score—is the f action of non-punctuation words whose head was
correctly assigned.)
at pruning irrelevant feature templates (s e Fig. 1, bottom righ ). Besides interpretability, which may
be useful for the understanding of the syntax of natural languages, this pruning is also appealing in
a two-stage architecture, where a standard learner at a second stage will only need to handle a small
fraction of the templates initially hypothesized.
5 Conclusions
We introduced a new class of online proximal algorithms that extends FOBOS and is applicable
to many variants of MKL and group-LASSO. We provided reg et, convergence, and generalization
bounds, nd used the algorithm for learning the kernel in large-scal structured prediction tasks.
Our work may impact other problems. In structured prediction, the ability to promote structural
sparsity suggests that it is possible to learn simultaneously the structure and the parameters of the
graphical models. The ability to learn the kernel online offers a new paradigm for problems in which
the underlying geometry (induced by the similarities between objects) evolves over time: algorithms
that adapt the kernel while learning are robust to certain kinds of concept drift. We plan to explore
these directions in future work.
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A Proof of Proposition 1
We have respectively:
Mϕ(x1, . . . ,xp) = min
y
1
2
‖y − x‖2 + ϕ(y)
= min
y1,...,yp
1
2
p∑
k=1
‖yk − xk‖2 + ψ(‖y1‖, . . . , ‖yp‖)
= min
u∈Rp+
ψ(u1, . . . , up) + min
y:‖yk‖=uk,∀k
1
2
p∑
k=1
‖yk − xk‖2
= min
u∈Rp+
ψ(u1, . . . , up) +
1
2
p∑
k=1
min
yk:‖yk‖=uk
‖yk − xk‖2 (∗)
= min
u∈Rp+
ψ(u1, . . . , up) +
1
2
p∑
k=1
∥∥∥∥ uk‖xk‖xk − xk
∥∥∥∥2
= min
u∈Rp+
ψ(u1, . . . , up) +
1
2
p∑
k=1
(uk − ‖xk‖)2
= Mψ(‖x1‖, . . . , ‖xp‖), (18)
where the solution of the innermost minimization problem in (∗) is yk = uk‖xk‖xk, and therefore
[proxϕ(x1, . . . ,xp)]k = [proxψ(‖x1‖, . . . , ‖xp‖)]k xk‖xk‖ .
B Proof of Corollary 3
We start by stating and proving the following lemma:
Lemma 7 Let ϕ : Rp → R¯ be as in Prop. 2, and let x¯ , proxϕ(x). Then, any y ∈ Rp satisfies
(x¯− y)>(x¯− x) ≤ ϕ(y)− ϕ(x¯) (19)
Proof: From (8), we have that
1
2
‖x‖2 = 1
2
‖x¯− x‖2 + ϕ(x¯) + 1
2
‖x¯‖2 + ϕ∗(x− x¯)
=
1
2
‖x¯− x‖2 + ϕ(x¯) + 1
2
‖x¯‖2 + sup
u∈Rp
(
u>(x− x¯)− ϕ(u)
)
≥ 1
2
‖x¯− x‖2 + ϕ(x¯) + 1
2
‖x¯‖2 + y>(x− x¯)− ϕ(y)
=
1
2
‖x‖2 + x¯>(x¯− x) + y>(x− x¯)− ϕ(y) + ϕ(x¯)
=
1
2
‖x‖2 + (x¯− y)>(x¯− x)− ϕ(y) + ϕ(x¯),
from which (19) follows.
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Now, take Lemma 7 and bound the left hand side as:
(x¯− y)>(x¯− x) ≥ (x¯− y)>(x¯− x)− 1
2
‖x¯− x‖2
= (x¯− y)>(x¯− x)− 1
2
‖x¯‖2 − 1
2
‖x‖2 + x¯>x
=
1
2
‖x¯‖2 − y>(x¯− x)− 1
2
‖x‖2
=
1
2
‖y − x¯‖2 − 1
2
‖y − x‖2.
This concludes the proof.
C Proof of Lemma 4
Let u(θ¯,θ) , λR(θ¯)− λR(θ). We have successively:
‖θ¯ − θt+1‖2 ≤(i) ‖θ¯ − θ˜t+1‖2
≤(ii) ‖θ¯ − θ˜t‖2 + 2ηtλ
J∑
j=1
(Rj(θ¯)−Rj(θ˜t+j/J))
≤(iii) ‖θ¯ − θ˜t‖2 + 2ηtu(θ¯, θ˜t+1)
≤(iv) ‖θ¯ − θ˜t‖2 + 2ηtu(θ¯,θt+1)
= ‖θ¯ − θt‖2 + ‖θt − θ˜t‖2 + 2(θ¯ − θt)>(θt − θ˜t) + 2ηtu(θ¯,θt+1)
= ‖θ¯ − θt‖2 + η2t ‖g‖2 + 2ηt(θ¯ − θt)>g + 2ηtu(θ¯,θt+1)
≤(v) ‖θ¯ − θt‖2 + η2t ‖g‖2 + 2ηt(L(θ¯)− L(θt)) + 2ηtu(θ¯,θt+1)
≤ ‖θ¯ − θt‖2 + η2tG2 + 2ηt(L(θ¯)− L(θt)) + 2ηtu(θ¯,θt+1), (20)
where the inequality (i) is due to the nonexpansiveness of the projection operator, (ii) follows from
applying Corollary 3 J times, (iii) follows from applying the inequalityRj(θ˜t+l/J) ≥ Rj(θ˜t+(l+1)/J)
for l = j, . . . , J − 1, (iv) results from the fact that R(θ˜t+1) ≥ R(ΠΘ(θ˜t+1)), and (v) results from
the subgradient inequality of convex functions, which has an extra term σ2 ‖θ¯−θt‖2 if L is σ-strongly
convex.
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D Proof of Proposition 5
Invoke Lemma 4 and sum for t = 1, . . . , T , which gives
T∑
t=1
(L(θt;xt, yt) + λR(θt))
=
T∑
t=1
(L(θt;xt, yt) + λR(θt+1))− λ(R(θm+1)−R(θ1))
≤(i)
T∑
t=1
(L(θt;xt, yt) + λR(θt+1))
≤
T∑
t=1
(L(θ∗;xt, yt) + λR(θ∗)) +
G2
2
T∑
t=1
ηt +
T∑
t=1
‖θ∗ − θt‖2 − ‖θ∗ − θt+1‖2
2ηt
=
T∑
t=1
(L(θ∗;xt, yt) + λR(θ∗)) +
G2
2
T∑
t=1
ηt +
1
2
T∑
t=2
(
1
ηt
− 1
ηt−1
)
· ‖θ∗ − θt‖2
+
1
2η1
· ‖θ∗ − θ1‖2 − 1
2ηT
· ‖θ∗ − θT+1‖2 (21)
where the inequality (i) is due to the fact that θ1 = 0. Noting that the third term vanishes for a constant
learning rate and that the last term is non-positive suffices to prove the first part. For the second part,
we continue as:
T∑
t=1
(L(θt;xt, yt) + λR(θt))
≤
T∑
t=1
(L(θ∗;xt, yt) + λR(θ∗)) +
G2
2
T∑
t=1
ηt +
F 2
2
T∑
t=2
(
1
ηt
− 1
ηt−1
)
+
F 2
2η1
=
T∑
t=1
(L(θ∗;xt, yt) + λR(θ∗)) +
G2
2
T∑
t=1
ηt +
F 2
2ηT
≤(ii)
T∑
t=1
(L(θ∗;xt, yt) + λR(θ∗)) +G2η0(
√
T − 1/2) + F
2
√
T
2η0
≤
T∑
t=1
(L(θ∗;xt, yt) + λR(θ∗)) +
(
G2η0 +
F 2
2η0
)√
T , (22)
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where equality (ii) is due to the fact that
∑T
t=1
1√
t
≤ 2√T − 1. For the third part, continue after
inequality (i) as:
T∑
t=1
(L(θt;xt, yt) + λR(θt))
≤
T∑
t=1
(L(θ∗;xt, yt) + λR(θ∗)) +
G2
2
T∑
t=1
ηt +
1
2
T∑
t=2
(
1
ηt
− 1
ηt−1
− σ
)
· ‖θ∗ − θt‖2
+
1
2
(
1
η1
− σ
)
· ‖θ∗ − θ1‖2 − 1
2ηT
· ‖θ∗ − θT+1‖2
=
T∑
t=1
(L(θ∗;xt, yt) + λR(θ∗)) +
G2
2σ
T∑
t=1
1
t
− σT
2
· ‖θ∗ − θT+1‖2
≤
T∑
t=1
(L(θ∗;xt, yt) + λR(θ∗)) +
G2
2σ
T∑
t=1
1
t
≤(iii)
T∑
t=1
(L(θ∗;xt, yt) + λR(θ∗)) +
G2
2σ
(1 + log T ), (23)
where the equality (iii) is due to the fact that
∑T
t=1
1
t ≤ 1 + log T .
E Lipschitz Constants of Some Loss Functions
Let θ∗ be a solution of the problem (10) with Θ = Rd. For certain loss functions, we may obtain
bounds of the form ‖θ∗‖ ≤ γ for some γ > 0, as the next proposition illustrates. Therefore, we may
redefine Θ = {θ ∈ Rd | ‖θ‖ ≤ γ} (a vacuous constraint) without affecting the solution of (10).
Proposition 8 LetR(θ) = 12(
∑p
k=1 ‖θk‖)2. LetLSVM andLCRF be the structured hinge and logistic
losses (4). Assume that the average cost function (in the SVM case) or the average entropy (in the CRF
case) are bounded by some Λ ≥ 0, i.e.,4
1
m
m∑
i=1
max
y′i∈∈Y(xt)
`(y′i; yi) ≤ Λ or
1
m
m∑
i=1
H(Yi) ≤ Λ. (24)
Then:
1. The solution of (10) with Θ = Rd satisfies ‖θ∗‖ ≤√2Λ/λ.
2. L is G-Lipschitz on Rd, with G = 2 maxu∈U ‖φ(u)‖.
3. Consider the following problem obtained from (10) by adding a quadratic term:
min
θ
σ
2
‖θ‖2 + λR(θ) + 1
m
m∑
i=1
L(θ;xi, yi). (25)
The solution of this problem satisfies ‖θ∗‖ ≤√2Λ/(λ+ σ).
4In sequence binary labeling, we have Λ = N¯ for the CRF case and for the SVM case with a Hamming cost function,
where N¯ is the average sequence length. Observe that the entropy of a distribution over labelings of a sequence of length N
is upper bounded by log 2N = N .
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Algorithm 4 Moreau projection for the squared weighted `1-norm
Input: A vector x0 ∈ Rp, a weight vector d ≥ 0, and a parameter λ > 0
Set u0r = |x0r|/dr and ar = d2r for each r = 1, . . . , p
Sort u0: u0(1) ≥ . . . ≥ u0(p)
Find ρ = max
{
j ∈ {1, . . . , p} | u0(j) − λ1+λ∑jr=1 a(r)
∑j
r=1 a(r)u0(r) > 0
}
Compute u = soft(u0, τ), where τ = λ1+λ∑ρr=1 a(r)
∑ρ
r=1 a(r)u0(r)
Output: x s.t. xr = sign(x0r)drur.
4. The modified loss L˜ = L + σ2 ‖.‖2 is G˜-Lipschitz on
{
θ | ‖θ‖ ≤√2Λ/(λ+ σ)}, where G˜ =
G+
√
2σ2Λ/(λ+ σ).
Proof: Let FSVM(θ) and FCRF(θ) be the objectives of (10) for the SVM and CRF cases. We have
FSVM(0) = λR(0) +
1
m
m∑
i=1
LSVM(0;xi, yi) =
1
m
m∑
i=1
max
y′i∈Y(xi)
`(y′i; yi) ≤ ΛSVM (26)
FCRF(0) = λR(0) +
1
m
m∑
i=1
LCRF(0;xi, yi) =
1
m
m∑
i=1
log |Y(xi)| ≤ ΛCRF (27)
Using the facts that F (θ∗) ≤ F (0), that the losses are non-negative, and that (∑i |xi|)2 ≥∑i x2i , we
obtain λ2‖θ∗‖2 ≤ λR(θ∗) ≤ F (θ∗) ≤ F (0), which proves the first statement.
To prove the second statement for the SVM case, note that a subgradient of LSVM at θ is gSVM =
φ(x, yˆ) − φ(x, y), where yˆ = arg maxy′∈Y(x) θ>(φ(x, y′) − φ(x, y)) + `(y′; y); and that the gra-
dient of LCRF at θ is gCRF = Eθφ(x, Y ) − φ(x, y). Applying Jensen’s inequality, we have that
‖gCRF‖ ≤ Eθ‖φ(x, Y ) − φ(x, y)‖. Therefore, both ‖gSVM‖ and ‖gCRF‖ are upper bounded by
maxx∈X ,y,y′∈Y(x) ‖φ(x, y′)− φ(x, y)‖ ≤ 2 maxu∈U ‖φ(u)‖.
The same rationale can be used to prove the third and fourth statements.
F Computing the proximity operator of the (non-separable) squared `1
We present an algorithm (Alg. 4) that computes the Moreau projection of the squared, weighted `1-
norm. Denote by  the Hadamard product, [a  b]k = akbk. Letting λ,d ≥ 0, and φd(x) ,
1
2‖d x‖21, the underlying optimization problem is:
Mλφd(x0) , min
x∈Rp
1
2
‖x− x0‖2 + λ
2
(
p∑
i=1
di|xi|
)2
. (28)
This includes the squared `1-norm as a particular case, when d = 1 (the case addressed in Alg. 2).
The proof is somewhat technical and follows the same procedure employed by Duchi et al. (2008) to
derive an algorithm for projecting onto the `1-ball. The runtime is O(p log p) (the amount of time that
is necessary to sort the vector), but a similar trick as the one described in (Duchi et al., 2008) can be
employed to yield O(p) runtime.
Lemma 9 Let x∗ = proxλφd(x0) be the solution of (28). Then:
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1. x∗ agrees in sign with x0, i.e., each component satisfies x0i · x∗i ≥ 0.
2. Let σ ∈ {−1, 1}p. Then proxλφd(σ  x0) = σ  proxλφd(x0), i.e., flipping a sign in x0
produces a x∗ with the same sign flipped.
Proof: Suppose that x0i · x∗i < 0 for some i. Then, x defined by xj = x∗j for j 6= i and xi = −x∗i
achieves a lower objective value than x∗, since φd(x) = φd(x∗) and (xi − x0i)2 < (x∗i − x0i)2; this
contradicts the optimality of x∗. The second statement is a simple consequence of the first one and
that φd,λ(σ  x) = φd,λ(σ  x∗).
Lemma 9 enables reducing the problem to the non-negative orthant, by writing x0 = σ · x˜0, with
x˜0 ≥ 0, obtaining a solution x˜∗ and then recovering the true solution as x∗ = σ · x˜∗. It therefore
suffices to solve (28) with the constraint x ≥ 0, which in turn can be transformed into:
min
u≥0
F (u) , 1
2
p∑
r=1
ar(ur − u0r)2 + λ
2
(
p∑
r=1
arur
)2
, (29)
where we made the change of variables ai , d2i , u0i , x0i/di and ui , xi/di.
The Lagrangian of (29) is L(u, ξ) = 12
∑p
r=1 ar(ur − u0r)2 + λ2 (
∑p
r=1 arur)
2 − ξ>u, where
ξ ≥ 0 are Lagrange multipliers. Equating the gradient (w.r.t. u) to zero gives
a (u− u0) + λ
p∑
r=1
arura− ξ = 0. (30)
From the complementary slackness condition, uj > 0 implies ξj = 0, which in turn implies
aj(uj − u0j) + λaj
p∑
r=1
arur = 0. (31)
Thus, if uj > 0, the solution is of the form uj = u0j − τ , with τ = λ
∑p
r=1 arur. The next lemma
shows the existence of a split point below which some coordinates vanish.
Lemma 10 Let u∗ be the solution of (29). If u∗k = 0 and u0j < u0k, then we must have u
∗
j = 0.
Proof: Suppose that u∗j =  > 0. We will construct a u˜ whose objective value is lower than F (u
∗),
which contradicts the optimality of u∗: set u˜l = u∗l for l /∈ {j, k}, u˜k = c, and u˜j =  (1− cak/aj),
where c = min{aj/ak, 1}. We have
∑p
r=1 aru
∗
r =
∑p
r=1 aru˜r, and therefore
2(F (u˜)− F (u∗)) =
p∑
r=1
ar(u˜r − u0r)2 −
p∑
r=1
ar(u
∗
r − u0r)2
= aj(u˜j − u0j)2 − aj(u∗j − u0j)2 + ak(u˜k − u0k)2 − ak(u∗k − u0k)2.(32)
Consider the following two cases: (i) if aj ≤ ak, then u˜k = aj/ak and u˜j = 0. Substituting
in (32), we obtain 2(F (u˜) − F (u∗)) = 2
(
a2j/ak − aj
)
≤ 0, which leads to the contradiction
F (u˜) ≤ F (u∗). If (ii) aj > ak, then u˜k =  and u˜j =  (1− ak/aj). Substituting in (32), we obtain
2(F (u˜)−F (u∗)) = aj2 (1− ak/aj)2+2aku0j−2aku0k+ak2−aj2 < a2k/aj2−2ak2+ak2 =
2
(
a2k/aj − ak
)
< 0, which also leads to a contradiction.
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Let u0(1) ≥ . . . ≥ u0(p) be the entries of u0 sorted in decreasing order, and let u∗(1), . . . , u∗(p) be
the entries of u∗ under the same permutation. Let ρ be the number of nonzero entries in u∗ , i.e.,
u∗(ρ) > 0, and, if ρ < p, u
∗
(ρ+1) = 0. Summing (31) for (j) = 1, . . . , ρ, we get
ρ∑
r=1
a(r)u
∗
(r) −
ρ∑
r=1
a(r)u0(r) +
(
ρ∑
r=1
a(r)
)
λ
ρ∑
r=1
a(r)u
∗
(r) = 0, (33)
which implies
p∑
r=1
u∗r =
ρ∑
r=1
u∗(r) =
1
1 + λ
∑ρ
r=1 a(r)
ρ∑
r=1
a(r)u0(r), (34)
and therefore τ = λ
1+λ
∑ρ
r=1 a(r)
∑ρ
r=1 a(r)u0(r). The complementary slackness conditions for r = ρ
and r = ρ+ 1 imply
u∗(ρ) − u0(ρ) + λ
ρ∑
r=1
a(r)u
∗
(r) = 0 and − u∗0(ρ+1) + λ
ρ∑
r=1
a(r)u
∗
(r) = ξ(ρ+1) ≥ 0; (35)
therefore u0(ρ) > u0(ρ) − u∗(ρ) = τ ≥ u0(ρ+1). This implies that ρ is such that
u0(ρ) >
λ
1 + λ
∑ρ
r=1 a(r)
ρ∑
r=1
a(r)u0(r) ≥ u0(ρ+1). (36)
The next proposition goes farther by exactly determining ρ.
Proposition 11 The quantity ρ can be determined via:
ρ = max
{
j ∈ [p]
∣∣∣ u0(j) − λ
1 + λ
∑j
r=1 a(r)
j∑
r=1
a(r)u0(r) > 0
}
. (37)
Proof: Let ρ∗ = max{j|u∗(j) > 0}. We have that u∗(r) = u0(r) − τ∗ for r ≤ ρ∗, where τ∗ =
λ
1+λ
∑ρ∗
r=1 a(r)
∑ρ∗
r=1 a(r)u0(r), and therefore ρ ≥ ρ∗. We need to prove that ρ ≤ ρ∗, which we will do
by contradiction. Assume that ρ > ρ∗. Let u be the vector induced by the choice of ρ, i.e., u(r) = 0 for
r > ρ and u(r) = u0(r) − τ for r ≤ ρ, where τ = λ1+λ∑ρr=1 a(r)
∑ρ
r=1 a(r)u0(r). From the definition
of ρ, we have u(ρ) = u0(ρ) − τ > 0, which implies u(r) = u0(r) − τ > 0 for each r ≤ ρ. In addition,
p∑
r=1
arur =
ρ∑
r=1
a(r)u0(r) −
ρ∑
r=1
a(r)τ =
(
1− λ
∑ρ
r=1 a(r)
1 + λ
∑ρ
r=1 a(r)
) ρ∑
r=1
a(r)u0(r)
=
1
1 + λ
∑ρ
r=1 a(r)
ρ∑
r=1
a(r)u0(r) =
τ
λ
, (38)
p∑
r=1
ar(ur − u0r)2 =
ρ∗∑
r=1
a(r)τ
2 +
ρ∑
r=ρ∗+1
a(r)τ
2 +
p∑
r=ρ+1
a(r)u
2
0(r)
<
ρ∗∑
r=1
a(r)τ
2 +
p∑
r=ρ∗+1
a(r)u
2
0(r). (39)
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We next consider two cases:
τ∗ ≥ τ . From (39), we have that ∑pr=1 ar(ur − u0r)2 < ∑ρ∗r=1 a(r)τ2 +∑pr=ρ∗+1 a(r)u20(r) ≤∑ρ∗
r=1 a(r)(τ
∗)2+
∑p
r=ρ∗+1 a(r)u
2
0(r) =
∑p
r=1 ar(u
∗
r−u0r)2. From (38), we have that (
∑p
r=1 arur)
2
=
τ2/λ2 ≤ (τ∗)2/λ2. Summing the two inequalities, we get F (u) < F (u∗), which leads to a contra-
diction.
τ∗ < τ . We will construct a vector u˜ from u∗ and show that F (u˜) < F (u∗). Define
u˜(r) =

u∗(ρ∗) −
2a(ρ∗+1)
a(ρ∗)+a(ρ∗+1)
, if r = ρ∗
2a(ρ∗)
a(ρ∗)+a(ρ∗+1)
, if r = ρ∗ + 1
u∗(r) otherwise,
(40)
where  = (u0(ρ∗+1) − τ∗)/2. Note that
∑p
r=1 aru˜r =
∑p
r=1 aru
∗
r . From the assumptions that
τ∗ < τ and ρ∗ < ρ, we have that u∗(ρ∗+1) = u0(ρ∗+1) − τ > 0, which implies that u˜(ρ∗+1) =
a(ρ∗)(u0(ρ∗+1)−τ∗)
a(ρ∗)+a(ρ∗+1)
>
a(ρ∗)(u0(ρ∗+1)−τ)
a(ρ∗)+a(ρ∗+1)
=
a(ρ∗)u∗(ρ∗+1)
a(ρ∗)+a(ρ∗+1)
> 0, and that u∗(ρ∗) = u0(ρ∗)−τ∗−
a(ρ∗+1)(u0(ρ∗+1)−τ∗)
a(ρ∗)+a(ρ∗+1)
=
u0(ρ∗)−a(ρ∗+1)u0(ρ∗+1)a(ρ∗)+a(ρ∗+1) −
(
1− a(ρ∗+1)a(ρ∗)+a(ρ∗+1)
)
τ∗ >(i)
(
1− a(ρ∗+1)a(ρ∗)+a(ρ∗+1)
)
(u0(ρ∗+1)−τ) =
(
1− a(ρ∗+1)a(ρ∗)+a(ρ∗+1)
)
(u∗(ρ∗+1)) >
0, where inequality (i) is justified by the facts that u0(ρ∗) ≥ u0(ρ∗+1) and τ > τ∗. This ensures that u˜
is well defined. We have:
2(F (u∗)− F (u˜)) =
p∑
r=1
ar(u
∗
r − u0r)2 −
p∑
r=1
ar(u˜r − u0r)2
= a(ρ∗)(τ
∗)2 + a(ρ∗+1)u20(ρ∗+1) − a(ρ∗)
(
τ∗ +
2a(ρ∗+1)
a(ρ∗) + a(ρ∗+1)
)2
−a(ρ∗+1)
(
u0(ρ∗+1) −
2a(ρ∗)
a(ρ∗) + a(ρ∗+1)
)2
= − 4a(ρ∗)a(ρ∗+1)
a(ρ∗) + a(ρ∗+1)
(τ∗ − u0(ρ∗+1))︸ ︷︷ ︸
−2
−
4a(ρ∗)a
2
(ρ∗+1)
2(
a(ρ∗) + a(ρ∗+1)
)2 − 4a2(ρ∗)a(ρ∗+1)2(
a(ρ∗) + a(ρ∗+1)
)2
=
4a(ρ∗)a(ρ∗+1)
2
a(ρ∗) + a(ρ∗+1)
≥ 0, (41)
which leads to a contradiction and completes the proof.
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