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SUMMARY
Optimizing an experimental design is a compromise between maximizing information we get
about the target and limiting the cost of the experiment, providing a wide range of constraints.
We present a statistical algorithm for experiment design that combines the use of linearized
inverse theory and stochastic optimization technique. Linearized inverse theory is used to
quantify the quality of one given experiment design while genetic algorithm (GA) enables
us to examine a wide range of possible surveys. The particularity of our algorithm is the use
of the multi-objective GA NSGA II that searches designs that fit several objective functions
(OFs) simultaneously. This ability of NSGA II is helping us in defining an experiment design
that focuses on a specified target area. We present a test of our algorithm using a 1-D electrical
subsurface structure. The model we use represents a simple but realistic scenario in the
context of CO2 sequestration that motivates this study. Our first synthetic test using a single
OF shows that a limited number of well-distributed observations from a chosen design have
the potential to resolve the given model. This synthetic test also points out the importance of a
well-chosen OF, depending on our target. In order to improve these results, we show how the
combination of two OFs using a multi-objective GA enables us to determine an experimental
design that maximizes information about the reservoir layer. Finally, we present several tests
of our statistical algorithm in more challenging environments by exploring the influence of
noise, specific site characteristics or its potential for reservoir monitoring.
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INTRODUCTION
Electromagnetic (EM)methods are imaging the electrical resistivity
structure of the Earth. Electrical resistivity being largely controlled
by porosity and connectivity of rocks, EM methods are particularly
useful to image the fluid content of potential reservoir rocks. They
can also distinguish between rocks containing hydrocarbons that
are highly resistive and those containing saline water that are highly
conductive (Jones 1999). In the context of CO2 sequestration that
motivates this study, these properties make EMmethods viable tools
to identify sites suitable for exploration and to monitor reservoirs
during and after CO2 injection. Controlled-source EM (CSEM) uses
an artificial source to generate EMfields, avoiding the unpredictable
behaviour of natural EM fields (Garcia et al. 2003) and making the
acquisition of high-quality EM data possible even in regions of high
EM noise level (Streich et al. 2010). These qualities make CSEM
one of themost efficient techniques for industry (Streich et al. 2010).
Theoretical developments about EM and CSEM methods can be
found in literature (see, e.g. Nabighian 1991 and Chave & Jones
2012). Um & Alumbaugh (2007) demonstrated that the efficiency
of CSEM for detecting relatively thin high resistivity layers (as
CO2 reservoirs) depends strongly on source–receiver configuration
and site characteristics. This shows the importance of an optimally
designed experiment.
As pointed out by Curtis & Maurer (2000), most geophysical
surveys are focusing on data analysis but experiment design is an
aspect that is currently taken into account before any survey (e.g.
Hornbostel & Green 2008, Myer et al. 2012). Its goal is to maxi-
mize the geophysical information while maintaining the cost of the
experiment as low as possible, taking into account all experimen-
tal constraints. These experimental constraints are unique for each
experiment and can be extremely diverse: accessibility of the study
area, instrumental specifications (frequency, dynamic range, etc.)
and/or financial constraints (Curtis & Maurer 2000). In our case,
the experimental aim is to constrain values of a given model (e.g. a
resistivity model of the Earth) using data measurements of an ob-
served response (electric andmagnetic fields recorded by a receiver)
to a stimulus generated by a transmitter. In this work, we assume that
the cost of the experiment is related to the number of data points we
acquire.
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Optimal experiment designs have been applied in several EM
studies (Jones & Foster 1986; Maurer & Boerner 1998; Stummer
et al. 2004, Myer et al. 2012) and include different techniques
that have been reviewed by Maurer et al. (2000). Most of the re-
cent studies in experimental design use repeated forward modelling
(Hornbostel & Green 2008; Key 2009; Orange et al. 2009; Myer
et al. 2012). Using this approach, the survey design is fixed and
different representative models are investigated. Here, we consider
the problem from another point of view: the model is fixed and we
look for the most appropriate survey design to resolve the target.
This can be done, for example, through a sensitivity analysis using
Fre´chet derivatives. A sensitivity analysis helps to reduce the data
space for one given model parameter but is not effective for study-
ing the complete model space (Maurer et al. 2000). This restriction
has been addressed by the theory of statistical experimental design,
which proposes a survey design using a limited number of observa-
tions and relative to the complete model space (Maurer et al. 2000).
Methods for statistical experimental design evaluate the suitability
of one given design to resolve the target.Wedefine an objective func-
tion (OF) that describes with a unique value the quality of a given
design. For linear problems, the OF includes diagnostics derived
from linearized inverse theory (Curtis 2004). This OF is minimized
using global optimizers such as genetic algorithm (GA) or simu-
lated annealing (Maurer et al. 2000). As all stochastic techniques,
statistical algorithms do not necessarily yield the same solution and
several runs need to be performed to check the robustness of the
result. On the other hand and contrary to local optimizers (Stummer
et al. 2004, Wilkinson et al. 2006), they are not dependent on any
starting design and have the advantage of examining a wide range
of possible surveys.
We have developed a statistical experimental design algorithm to
optimize a CSEM land experiment. The innovation of this code is
the use of a multi-objective GA that enables us to define a survey
that focuses on a specific part of the model space. The motivation of
this study is the optimum application of CSEM methods to detect
and monitor a reservoir for CO2 sequestration. Nevertheless, this
algorithm is not restricted to that particular case and can be applied
to any CSEM survey or even to surveys using other geophysical
techniques. After describing the key elements of our algorithm, we
apply it to a simple but realistic 1-D electrical subsurface model.
Initially, the performances of the chosen OFs will be discussed
before combining them in a multi-objective approach in the second
part of this paper. Finally, we will use noisy data sets and construct
more challenging representative models to explore the capabilities
and limitations of our algorithm as well as the possibility to use it
for monitoring purpose.
METHOD
Following the approach of Maurer & Boerner (1998), our code
combines the use of linearized inverse theory with non-linear opti-
mization techniques.
The relationship between model parameters and observed data
often depends on the experiment design: depending on the position
of transmitter and receiver, EM waves sample different portions of
the Earth. In the case that this relationship between model param-
eters and observed data can be linearized without significant loss
of information, at least for small perturbations of model parame-
ters, we can use diagnostics derived from linearized inverse theory
to analyse the quality of a given experiment design (Curtis 2004).
Typically, diagnostics used to estimate the quality of one given
survey design are related to the eigenvalues of the corresponding
inverse problem (Curtis 2004). Further details on linearized inverse
theory are given in Appendix A.
On the other hand, the design problem itself cannot be linearized
and a stochastic approach must be used to examine a wide range
of possible surveys. The particularity of our method is to use a
multi-objective GA, namely NSGA II (Deb et al. 2002). NSGA II
has been implemented in EM geophysical methods by Moorkamp
et al. (2010) and Roux et al. (2011). This ability to define several
OFs is important in our case to determine an experimental design
that focuses on a specified target area (see Appendices B and C for
details on GA and NSGA II).
Combination of linearized inverse theory and GA for
experimental design
In experimental design problems, we use knowledge about the sub-
surface structure based on previous geological and geophysical in-
vestigations to elaborate amodel of a particular physical property (in
our case resistivity) of the Earth in the region of study. This resistiv-
ity model becomes the target of the experimental design algorithm.
The goal of the algorithm is then to determine the characteristics of
a survey, optimal according to our criterion of quality.
Statistical design is based on the idea that we can only acquire
a limited number of N observations that we call data points. Each
member of the starting population is an ensemble of N data points
and constitutes a particular design (Fig. 1). N is a fixed parameter in
the inversion. The value of each member is randomly chosen within
a range of variation defined prior the inversion. We can reduce this
range of variation depending on constraints on the data space (e.g.
accessibility of the area or instrumental specifications). We can also
choose a large range of variation where the only constraint will be
to get physical values for experimental design parameters. We thus
start with a broad range of possible designs to end up with one of
the optimal configurations according to our criterion of quality.
The quality of each design is estimated by calculating the value
of the quality function. The whole study is restricted to cases where
the relationship between model parameters and observed data is
linearizable, that is, for small perturbations of model parameters.
In that linear case, several quality measures have been defined, all
of them being sensitive to the eigenvalues of the corresponding
linear inverse problem (Curtis 2004). All these quality functions
are calculated for one particular design and imply the computation
(explicitly or not) of the eigenvalues. Here we choose to start with
the simplest criterion of quality that is the sum of all eigenvalues:
Q = (1/Nobs) ×  j iλi , (1)
where j = 1 . . . Nobs, i = 1 . . . p and the eigenvalues (λi) are
listed in order of decreasing amplitude. Nobs is the fixed number of
data points and p is the number of model parameters. To compute
the eigenvalues, we are using a 1-D inverse code for CSEM data
(Garcia et al. 2003).
According to linear inverse theory (Appendix A), a well-resolved
model parameter (or combination of model parameters) is charac-
terized by a large eigenvalue and therefore, by a high value of the
criterion of quality Q. We defined the OF as the inverse of the qual-
ity function (OF = 1/Q) so that, the aim of the GA is to minimize
the OF.
The size of the population is fixed and remains the same for the
whole inversion. The number of iterations is also a fixed parameter
for the inversion. The inversion stops when all the iterations have
been performed, the result being the best solution at that stage.
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Design of a CSEM experiment 137
Figure 1. General program flow of a genetic algorithm and schematic representation of crossover and mutation at rank three for binary encoded members.
SYNTHETIC TESTS
A general CO2 sequestration, reservoir sensitivity
experiment
To explore the issues of experimental design, we simulate a CSEM
land experiment (Fig. 2b). Transmitters and receivers are placed at
the surface of a layered half-space and the data are assumed error-
free, at least for this first application. We will test the influence
of noise in further applications in the last part of this paper. The
EM fields are calculated using a 1-D forward code from Garcia
et al. (2003). We construct a 1-D isotropic layered model that is
representative of the electrical structure in the region of study. A
100-m-thick layer (ρ = 70 .m) overlays a half-space (ρ =
30 .m). A 50-m-thick conductive layer (ρ = 1 .m) is placed
at 800m depth (Fig. 2a). This model corresponds to a very likely
scenario with the third layer acting as a potential reservoir, which
can be used for CO2 sequestration. Before injection of CO2, we
expect the potential reservoir to be full of saline fluids with high
connectivity, thus implying high conductivity. During and after CO2
injection, the resistivity within the reservoir is expected to increase
(Bo¨rner et al. 2012). For the purpose of validating our code, we use
the model with the high conductive layer; more complex models
will be explored in the last part of this paper.
Aswe choose a 1-D isotropicmodel, the two experimental param-
eters that matter are the distance between transmitter and receiver
(DTx–Rx) and the frequency (F) of the signal emitted by the trans-
mitter. We intentionally choose a wide range of variation for both
of them: the distance Tx–Rx can vary in a log scale from 0.05m to
12 km and the frequency range lies also in a log scale from 10−1 Hz
to 105 Hz (Table 1). We search for a survey using a maximum num-
ber of N frequencies associated with the optimum distance Tx–Rx
that best resolves the given model.
We use a binary encoding for each parameter, implying the def-
inition of a minimum value (mimin), a discretization step (δi) and
the number of bits (ni) used to encode the parameter value. For
each model parameter mi, the maximum value mimax is calculated
according to the following formula:
mmaxi = mmini + δi j2 j−1s j for j : 1 . . . n j . (2)
Wewill run our codewith a population size of 200members and 100
iterations. Indeed, our tests have shown that we do not significantly
improve the resolution of our target by increasing these parameters.
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Figure 2. Subsurface resistivity model used in this study (a) and schematic representation of the simulated CSEM experiment (b).
Table 1. Range of variation for the two experimental design
parameters.
Inversion parameter Data point i
Distance Tx–Rx (m) Min. dist. 10−2.3
Max. dist. 104.1
D [log] 0.05
Period of the signal emitted (s) Min. per. 10−5
Max. per. 10
P [log] 0.1
Inversion runs have also been performed to determine optimal val-
ues for mutation and crossover probabilities. For the whole study,
they are fixed to 20 and 60 per cent respectively.
Optimum survey design to resolve the complete model
using a single OF
As mentioned in the Introduction, designing an experiment implies
a compromise between maximizing the information we get about
the target and reducing the cost of the experiment, considering a
wide range of constraints. In this study, we assume that the cost
of the experiment depends only on the number of data points we
acquire. In our example and based on previous experimentation, we
have chosen to fix the maximum number of data points to 20.
We use our code to find the optimum combination of frequencies
associated to one distance transmitter–receiver in order to resolve
the complete 1-D model (Fig. 2a), so seven model parameters (re-
sistivity and thickness of the first three layers plus resistivity of the
half-space). Before doing a multi-objective inversion, we need to
perform single-objective inversions in order to discuss the proper-
ties of each OF. As all stochastic techniques, each GA run does
not necessarily yield the same solution. We will thus perform five
successive runs, all inversion parameters remaining the same. The
results commented in this section have been obtained using, as a sin-
gle OF, the sum of all eigenvalues described by eq. (1). For greater
details, these results are also presented in Table 2.
Distribution of data points
The five GA runs yield five different experimental designs (named
solutions A, B, C, D and E) that are plotted together on Fig. 3. Each
of these experimental designs is characterized by one value for the
OF. The colour of each data point is related to the logarithmic value
of this OF. According to its definition (i.e. the inverse of the quality
function), the lowest this value is, the best the corresponding design
resolves the target.
Similar characteristics can be observed for the five optimum
experiment designs. Optimum data points concentrate in the same
part of the data space characterized by long distances transmitter–
receiver (>2089m), while a large spectra of frequencies is needed to
resolve the complete model space (Fig. 3). The design that achieves
the lowest value of the OF is the design D (Table 2), corresponding
to a distance transmitter–receiver of 6309 m. This is the best design
according to our criterion of quality. On the other hand, the highest
value for the OF corresponds to the design E (Table 2). We will look
in detail at these two particular designs in the following sections.
Resistivity models derived from the different experimental
designs
The result of the code are the survey designs plotted on Fig. 3.
Their ability to resolve the target is directly related to the value of
the OF (Table 2). However, to better evaluate the performances of
each of these surveys solution of the algorithm (A–E), we decide
to calculate the resulting resistivity structure and compare it to the
real one (Fig. 4a).
We see immediately that a great variability is observed among the
different solutions. The design that satisfies the best our criterion
of quality is the solution D. Surprisingly, the resulting resistivity
structure does not match at all the real one (Fig. 4a). To analyse
this result, we look more specifically at the eigenvalues and their
associated eigenvectors. As the OF includes diagnostics derived
from the linearized inverse theory, eigenvectors are, as eigenvalues,
part of the outputs of the code. Fig. 4(b) shows the components of the
model eigenvectors corresponding to the largest eigenvalue for the
solution D. We see immediately that the only model parameter that
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Design of a CSEM experiment 139
Table 2. Characteristics of the five optimal experimental designs plotted in Fig. 3 (solutions A to E) and their associated
value for the objective function (OF). This is the case where the OF is the sum of all eigenvalues.
Solution no.
Optimal
distance (m) Frequencies (Hz) OF
A 4365 0.25, 0.63, 0.79, 3.16, 3.98, 12.58, 199.52, 794.32,
3162.28, 3981.70, 10 000.00, 15 848.90, 19 952.60,
31 622.80, 39 810.70, 39 819.70.
3.53478 × 10−11
B 2089 0.15, 1.25, 1.58, 1.99, 2.51, 3.98, 5.01, 5.95523 × 10−9
7.94, 158.48, 199.52, 1258.93, 7943.28, 10 000.00,
12 589.30, 63 095.70, 79 432.80.
C 9120 0.07, 0.12, 0.15, 0.31, 0.50, 0.79, 1.00, 1.99, 3.98, 15.84,
50.11, 79.43, 100.00,
1.93903 × 10−10
1258.93, 19 952.60, 39 810.70.
D 6309 0.15, 0.19, 0.25, 1.00, 1.25, 3.16, 3.98, 79.43, 100.00,
630.95, 3162.28, 5011.87, 31 622.00, 39 810.70.
3.05089 × 10−13
E 2089 0.06, 0.07, 0.31, 1.00, 3.98, 0.50, 7.94, 25.11, 158.48,
316.22, 630.95, 1000.00, 6309.57, 12 589.30, 19 952.60,
0.163734 × 10−2
39 810.70, 63 095.70, 79 432.80.
Figure 3. Optimal distribution of data points resulting from the five GA
runs. The colour of each point is related to the logarithmic value of the
objective function [log(OF)] and the size of the point depends on the number
of observations.
contributes to the value of the largest eigenvalue is the parameter
R3 ‘resistivity of the conductive layer’ (Fig. 4b). That means that
this is the best-resolved parameter. Indeed, the resistivity within the
conductive layer is equal to 0.97 .m (instead of 1 .m for the
real model). On the other hand, all the other model parameters are
very poorly constrained. The model that best matches the given
real model corresponds to the solution E (Fig. 4a). Surprisingly,
solution E is also the design that obtained the highest value for the
OF (Table 2), or, in other words, it is the worst design according to
our criterion of quality. This implies that the value of the OF, as it
is defined here, is not a good indicator of the target resolution. To
explain this apparent contradiction, wewill look, in the next section,
at the eigenvalues spectrum.
Eigenvalues spectrum
As the quality of the design is directly related to the values of
the eigenvalues, we proceed in this section to plot the spectrum of
eigenvalues for each of the design solutions from the five GA runs
(Fig. 5a).
Solution D is the best solution according to our OF. Indeed, its
spectrum is characterized by the highest value of the largest eigen-
value (∼1013, open triangles in Fig. 5). Besides this high largest
eigenvalue, the remaining ones are much smaller. In terms of res-
olution of model parameters, that means that the parameter cor-
responding to the largest eigenvalue, which is ρ3 for solution D
(Fig. 4b) is very well resolved while all the other ones are very
poorly resolved.
Solution E is the worst of the five solutions discussed here ac-
cording to our criterion of quality. In this case, the largest eigenvalue
(∼103, full circles in Fig. 5) is much smaller than the one from so-
lution D. Despite its high OF value, the solution E is, by far, the
solution that best reproduces the complete given resistivity model.
Indeed, all eigenvalues have a similar value (Fig. 5a), meaning that
all model parameters are resolved equally well. On the spectrum of
normalized eigenvalues (where each eigenvalue is divided by the
largest eigenvalue, Fig. 5b), solution E is characterized by a flat
spectrum.
We thus conclude that to resolve the complete resistivity model,
it is not desirable to improve the value of the OF by increasing the
value of the largest eigenvalue but it is preferable to minimize the
difference between all eigenvalues. In other words, we should look
for a flat spectrum of normalized eigenvalues. This fact has been
used to slightly modify our OF in the following part.
Optimum survey design using a new single OF
Definition of the new criterion of quality
Using our previous OF corresponding to the sum of all eigenvalues
(eq. 1), we obtained two extreme solutions:
(1) The first solution (the best according to our OF) is charac-
terized by a high value of the largest eigenvalue (i.e. a very good
resolution of the corresponding model parameter).
(2) For the second solution, all eigenvalues have more or less the
same value. In that case, we obtain a homogeneous resolution of
all model parameters, that is preferable if our target is the complete
resistivity structure.
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Figure 4. Resistivity models derived from the five experimental designs solution of GA runs (dashed line) compared with the given real model (grey solid
line) (a) and components of the model eigenvector corresponding to the largest eigenvalue for solution D (b).
Figure 5. Spectrum of eigenvalues (a) and normalized eigenvalues (b) for the five optimum experimental designs solutions of the five GA runs.
To take into account this observation, we define a new criterion
of quality where the eigenvalues have been rescaled by the largest
eigenvalue λmax:
Q = (1/Nobs) ×  jiλi/λmax, (3)
where j = 1 . . . Nobs and i = 1 . . . p, Nobs being the number of
data points and p the number of model parameters. With such a
quality function, we do not have access to the value of the largest
eigenvalue. In that case, improving the quality function is achieved
by increasing the values of smaller eigenvalues relative to the largest.
In the following section, we will discuss the results obtained using
this new single OF described by eq. (3).
Tests and results
We will use the previous example, which searches for an optimal
design composed of a maximum of 20 frequencies associated to one
unique distance transmitter–receiver. As previously, the population
size remains equal to 200 members and the number of iterations to
100. Once again, we perform five successive GA runs to check the
robustness of the solution.
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Design of a CSEM experiment 141
Figure 6. Results of five successive GA runs with the new objective function: optimal distribution of the 20 data points for the five resulting designs (a),
spectrum of normalized eigenvalues for each optimum design (b) and resulting resistivity model derived from each design (dashed line) compared with the
given real one (grey solid line) (c).
Table 3. Characteristics of the five optimal experimental designs plotted in Fig. 6(a) (solutions A to E). This
is the case where the OF is the sum of all normalized eigenvalues.
Run
Optimal distance
(m) Frequencies (Hz)
A 11 220 0.10; 0.12; 0.63; 1.58; 3.98; 10.00; 12.58; 15.84; 39.81;
794.32; 1995.26; 5011.87; 6309.57; 12 589.30.
B 10 000 0.07; 0.15; 0.63; 1.25; 3.16; 5.01; 12.58; 15.84; 19.95; 25.11;
39.81; 251.18; 316.22; 398.10; 1584.89; 10 000.00;
19 952.60; 50 118.70; 100 000.00.
C 7943 0.05; 0.06; 0.10; 0.63; 1.99; 2.51; 3.98; 19.95; 25.11; 63.09;
398.10; 501.18; 794.32; 1000.00; 1584.89; 1995.26;
31 622.80; 50 118.70.
D 8912 0.05; 0.12; 0.15; 0.19; 0.63; 3.98; 10.00; 19.95; 31.62; 158.48;
398.10; 1584.89; 2511.89; 6309.57; 25 118.90; 50 118.70;
79 432.80.
E 7943 0.06; 0.12; 0.15; 0.39; 0.79; 1.99; 3.16; 12.58; 15.84; 31.62;
39.81; 199.52; 398.10; 1000.00; 1584.89; 1995.26; 5011.87;
31 622.80; 39 810.70.
Optimal distribution of data points corresponding to the five de-
signs’ solution of each run is presented in Fig. 6(a) and, for greater
details, in Table 3. Each run yields a very similar optimum design
with a large spectrum of frequencies, from very high frequencies
(105 Hz) to long periods (up to 10 s). The distance transmitter–
receiver varies from 7943m (solutions C and E) to 11 220m for
solution A (Fig. 6a). As expected from the new definition of the
OF, we obtain a flat spectra of normalized eigenvalues (Fig. 6b)
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indicating a homogeneous resolution across the whole model space.
We calculate the resistivity models derived from each of these op-
timal designs and compare them with the real one (Fig. 6c). The
five resistivity models derived from the five proposed experiment
designs are very similar and match the given resistivity model quite
well (Fig. 6c). This shows that only 20 data points distributed well
have the potential to resolve the resistivity structure. Nevertheless,
we note that the thickness of the high-conductivity layer remains
the least-resolved parameter. In the following section, we present a
way to improve the resolution of this particular parameter using a
combination of two OFs.
Improving the resolution of the reservoir using a multi-objective
GA
In the previous tests, the ability of the design to maximize informa-
tion about the target was evaluated using a unique quality function.
A quality function sensitive to the sum of normalized eigenvalues
(eq. 3) provides a good model resolution but the thickness of the
conductive layer, which is the potential CO2 reservoir, remains one
of the least-resolved parameters (Fig. 6c). In the context of CO2
sequestration that motivates this study, we are interested in maxi-
mizing the information about this potential CO2 reservoir. In this
section, we try to improve the resolution of this parameter by using
a multi-objective GA, which offers the possibility to look for so-
lutions fitting several OFs (by definition, the inverse of the quality
function) simultaneously. We thus use the previous results to define
two quality functions: the first one (eq. 3) is resolving the complete
model space and the second one (Q2 = λ6) focuses on the part
of model space of interest (e.g. here, the thickness of the reservoir
layer). This second quality function includes a unique eigenvalue
(λ6), which is, according to previous inversions, the eigenvalue that
is the most sensitive to the parameter ‘thickness of the conductive
layer’. We will now present the results obtained by combining these
two OFs.
The GA searches for all the solutions that fit both OFs simultane-
ously. As previously, we perform five successive runs, all inversion
parameters remaining the same. Contrary to single-objective inver-
sions, we end up with a set of final solutions that represent the trade-
off between fitting the two OFs. For each run A to E, we represent
the trade-off curve in Fig. 7(a). This trade-off curve is an L-curve
(Hansen 1992) that reflects the competition between the two OFs:
designs with a lower value for the first OF have a higher value for the
second one. Different criteria like the maximum curvature can be
used to determine a good solution. Here, we prefer to use the results
of the single-objective inversions done before to select the most
appropriate design. We saw in the previous experiment that designs
providing a good resolution for the complete model correspond to
values for the first OF (eq. 3) lower than 2.0. We can thus exclude
the solutions that are fitting the second OF (Q2 = λ6) very well
but that are characterized by a high value for the first OF. Among
the remaining solutions, we compare the resistivity model given by
each of these proposed designs and select the one (possibly two
for cases B, C and E) that provides the best compromise between
fitting the two OFs. The solid circles in Fig. 7(a) represent these
selected designs also plotted in Fig. 7(b). All of them correspond to
long distances transmitter–receiver (6309m < DTx–Rx < 11 220 m)
with, depending on the solution, 14–19 frequencies that span the
entire range of variation. More details about these selected designs
are also given in Table 4. To have a better idea of the resolution of
the reservoir layer, we calculate its conductivity-thickness product
(σ × H). In Fig. 7(b), the colour of the data points corresponds to
this parameter. For this model, the resolution of this σ × H product
is better than 1 per cent for 80 per cent of the selected solutions. For
this particular test case, this new parameter does not help much to
distinguish between the different solutions as all the proposed de-
signs are resolving the target verywell. Nevertheless, the calculation
of this parameter for this first model will serve as a matter of com-
parison with the following tests. We also plot the resistivity models
derived from each of these selected designs together with the given
resistivity model we are trying to recover (Fig. 7c). We immedi-
ately see that the resolution of the thickness of the conductive layer
has been greatly improved compared to previous single-objective
inversions (Figs 4 and 6c).
Optimizing an experimental design in more complex cases using
the multi-objective algorithm
In the previous section, our algorithm to design an optimal sur-
vey has been tested and validated with a simple model that is
now referred as ‘reference model’ (Fig. 2a). To demonstrate more
completely the limitations and capabilities of our code, we will
explore more challenging situations by adding some constraints
(noisy data set, site characteristics).Wewill constructmore complex
Figure 7. Results of the five successive runs using two OFs: (a) Trade-off curve for each run A to E where solid circles correspond to the selected designs.
(b) Optimal distribution of data points for the selected solutions. For commodity, we represent only the part of the data space concerned by the results even if
the search range for the GA remains the same. The colour of the points is related to the resolution of the σ × H product for the reservoir layer. The colour of
the background shows the sensitivity analysis for the thickness (P7) and resistivity (P3) of the target layer. (c) Corresponding resistivity model derived from
each selected design (dashed lines) compared with the given real model (grey solid line).
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Table 4. Characteristics of the selected optimal experimental designs also plotted in Fig. 7. Here, we use a
combination of two OFs.
Run
Optimal distance
(m) Frequencies (Hz)
A 11 220 0.79; 1.99; 2.51; 6.30; 12.58; 15.84; 50.11; 79.43; 316.22;
1000.00; 1584.89; 3981.07; 7943.28; 10 000.00; 12 589.30;
19 952.60; 63 095.70.
B 7943 0.12; 0.15; 1.25; 2.51; 6.30; 7.94; 63.09; 125.89; 1584.89;
6309.57; 7943.28; 19 952.60; 31 622.80; 39 810.70;
50 118.70.
B 7943 0.06; 0.12; 0.15; 1.25; 1.99; 3.16; 6.30; 19.95; 31.62; 39.81;
63.09; 251.18; 3981.07; 6309.57; 39 810.70; 50 118.70;
63 095.70; 1 000 000.00.
C 7079 0.07; 0.15; 0.25; 0.39; 1.25; 2.51; 5.01; 19.95; 25.11; 50.11;
125.89; 199.52; 1584.89; 7943.28; 10 000.00; 63 095.70.
C 7079 0.07; 0.12; 0.25; 0.39; 1.25; 2.51; 5.01; 19.95; 25.11; 25.11;
50.11; 125.89; 199.52; 1258.93; 6309.57; 7943.28; 10 000.00;
63 095.70.
D 7943 0.12; 0.19; 0.63; 0.79; 1.25; 3.16; 3.98; 15.84; 25.11; 63.09;
199.52; 316.22; 794.32; 1258.93; 2511.89; 19 952.60;
31 622.80; 100 000.00.
E 6309 0.05; 0.25; 1.25; 2.51; 10.00; 19.95; 39.81; 158.48; 251.18;
398.10; 3162.28; 5011.87; 25 118.90; 50 118.70; 63 095.70;
79 432.80, 100 000.00.
E 8912 0.25; 1.00; 1.25; 2.51; 19.95; 39.81; 100.00; 158.48; 316.22;
1995.26; 6309.57; 10 000.00; 25 118.90; 79 432.80;
100 000.00.
representative 1-D models and see if the statistical algorithm is able
to find an appropriate survey design that resolves our target. As
shown before, the multi-objective statistical algorithm is able to
find a survey design that resolves the complete model space while
focusing on a specific part of the model (here, the potential CO2
reservoir). We will use this multi-objective algorithm with the first
OF being the sum of all normalized eigenvalues (eq. 3) and the sec-
ond OF including the eigenvalues the most sensitive to the thickness
and resistivity of the potential reservoir layer. As previously, we will
perform five independent GA runs. Except for some cases that will
be mentioned later, all inversion parameters remain the same (data
space, population size and number of iterations). For simplicity, we
will present only the best solution for each run. These results will
be compared to those obtained for the reference model in terms of
cost (number of frequencies used for the survey) and capabilities
(resolution of the complete model and, especially, of the reservoir
layer). Within the set of survey designs formed by the best solutions
for each run (dashed grey lines in Fig. 8), we select, for each test
case, the survey design that optimizes the target resolution. This
optimal design corresponds to the big dots and the continuous grey
line in Fig. 8. For each test case, the optimal distance Tx–Rx and
set of frequencies for this optimum survey design are also explicitly
written in Table 5.
A reservoir partially full with CO2
To explore the possibility to use this methodology for monitoring,
we will construct a model corresponding to a reservoir partially full
with CO2. The influence of CO2 on bulk conductivity of reservoir
rocks has been studied in detail by Bo¨rner et al. (2012). When CO2
is injected, it penetrates into the pore space displacing a considerable
amount of water that leads to a strong increase in resistivity. After
the injection, dissolution and dissociation of CO2 in water increases
the water conductivity but this effect rapidly loses its influence for
saline aquifers (Bo¨rner et al. 2012). The overall effect of injecting
CO2 into a saline aquifer is an increase of the resistivity but, despite
these recent laboratory measurements, a reliable estimation of this
variation remains a challenge. Experimental results of injection
of supercritical CO2 obtained by Jafar Gandomi & Curtis (2011)
indicate an increase by one order of magnitude of the resistivity of
the sample for a saturation of CO2 of 80 per cent. Similarly, Streich
et al. (2010) mentioned an increase from 1 .m to nearly 10 .m
according to cross-hole measurements close to an injection well. In
our case, we will choose to increase the resistivity into the reservoir
to 10 .m for a moderate gas saturation.
Proposed survey designs for each of the five GA runs are plot-
ted in Fig. 8(a). The comparison between these solutions and those
obtained for the referencemodel shows that these solutions are char-
acterized by similar distances Tx–Rx but a slightly higher number
of frequencies (varying from 23 to 27 depending on the solution).
For each of these proposed designs, we compare the inversionmodel
with the real one: the first layer and background resistivity match
the real model quite well but the resolution of the reservoir layer
is slightly lower compared to the reference model. Nevertheless,
we manage to find a survey design (DTx–Rx = 6309m and set of
frequencies given in Table 5) that resolves the σ ×H product within
the reservoir layer better than 1 per cent.
A shallow high-conductivity layer
To explore more challenging site characteristics, we change the
resistivity within the first layer to 10 .m. A conductive layer in
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Figure 8. Optimal distribution of data points for the selected solutions. Big dots correspond to the optimum solution also explicitly written in Table 5. The
colour of the points is related to the resolution of the σ × H product for the reservoir layer and the background colour represents the sensitivity analysis for
the thickness (P7) and resistivity (P3) of the reservoir layer (left-hand side); resistivity model derived from each of the selected solution (grey dashed lines)
and the best solution (grey solid line) compared with the real model (black solid line, right-hand side). (a) Resistivity within the reservoir: 10 .m, (b) shallow
conductive layer, (c) reference model + 5 per cent noise, (d) reference model + 10 per cent noise, (e) resistivity within the reservoir: 10 .m + 5 per cent
noise.
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Table 5. Characteristics of the selected optimum experimental designs for each test cases (Figs 8 a–e). The designs
given here correspond to the big dots in Fig. 8.
Test case Distance (m) Frequencies (Hz)
Reservoir partially full
with CO2
6309 0.06; 0.12; 0.25; 0.50; 1.00; 1.99; 2.51; 5.01; 39.81; 63.09;
100.00; 125.89; 199.52; 398.10; 794.32; 1584.89; 3162.28;
3981.07; 7943.28; 12 589.30; 39 810.70; 50 118.70;
79 432.80.
Conductive top layer 11 481 0.05; 0.06; 0.07; 0.19; 0.31; 0.39; 0.63; 1.00; 1.25; 2.51; 3.16;
3.98; 6.30; 7.94; 10.00; 19.95; 31.62; 39.81; 50.11; 63.09;
100.00; 125.89; 501.18; 630.95; 1000.00; 1258.93; 1995.28;
2511.89; 3981.07; 10 000.00; 19 952.60; 25 118.90;
50 118.70; 63 095.70; 79 432.80; 100 000.00.
Reference model + 5
per cent noise
7079 0.12; 1.25; 3.98; 6.30; 12.58; 19.95; 31.62; 79.43; 316.22;
501.18; 630.95; 1258.93; 3981.07; 25 118.90; 39 810.70;
63 095.70.
Reference model + 10
per cent noise
8912 0.05; 0.15; 0.50; 1.25; 3.16; 5.01; 6.30; 12.58; 39.81; 50.11;
100.00; 316.22; 398.10; 1000.00; 1258.93; 39 810.70;
79 432.80; 100 000.00.
Reservoir partially full
with CO2 + 5 per cent
noise
10 000 0.10; 0.12; 0.19; 0.63; 1.00; 1.99; 2.51; 3.16; 5.01; 6.30; 7.94;
10.00; 12.58; 15.84; 19.95; 79.43; 125.89; 199.52; 251.18;
501.18; 1000.00; 1584.89; 3981.07; 5011.87; 6309.57;
10 000.00; 25 118.90; 31 622.80; 39 810.70; 50 118.70;
63 095.70; 79 432.80.
the near surface influences the detectability of the saline aquifer in
both ways: it decreases the signal amplitude and the relative size
of anomalies caused by deeper structures (Streich et al. 2010). All
inversion parameters remaining the same, the statistical algorithm
did not converge and we could not find any satisfactory solution
for the survey design. In agreement with the sensitivity analysis
using Fre´chet derivatives, we decide to reduce the range of vari-
ation for one of the experimental parameters (distance Tx–Rx).
The minimum distance Tx–Rx is now 1000m (instead of 0.05m in
the previous tests). Even with this reduced data space, we note
a strong variability among the solutions (Fig. 8b). The resolu-
tion of the σ × H product for the saline aquifer varies strongly
(from 6 to 40 per cent depending on the solution) and this reflects
into the comparison of the inversion model with the real model
(Fig. 8b). Contrary to the previous test, we could not find any solu-
tion that resolves the σ ×H product for the saline aquifer better than
6 per cent. Nevertheless, a survey design with a distance Tx–Rx of
11 481m and a set of preferable frequencies given in Table 5 opti-
mizes the target resolution. Complementary tests have shown that,
if the reservoir is partially full with CO2, the depth and thickness
of the target layer are still resolved but the resistivity within the
reservoir is not (152 .m against 10 .m).
A noisy data set
All the results discussed so far have been obtained with noise-free
synthetic data sets. In this section, we will study the influence of
noise by adding to the synthetic data a random Gaussian noise. We
will show the results corresponding to two different levels of noise:
5 per cent (Fig. 8c) and 10 per cent (Fig. 8d). Noise levels lower
than 5 per cent do not have a significant effect on the results.
Concerning the reference model, adding 5 per cent noise to the
data leads to results similar to those obtained with noise-free data
sets. Similar survey designs have been obtained (distances Tx–Rx
from 5011m to 10 000m and 15–18 frequencies). The results are
consistent throughout the runs and the model space is still well
resolved (Fig. 8c). Noise seems to have a small effect on the res-
olution of the saline aquifer as only one of the selected solution
(DTx–Rx = 7079m and optimal frequencies given in Table 5) is
resolving the σ × H product within the 1 per cent limit (Fig. 8c).
To see a real effect of noise, we need to add to the data up to
10 per cent noise, a level of noise that is unusually high for CSEM
data. The small variability already observed with 5 per cent noise
around the saline aquifer is gettingmore important. This layer is still
detectable but its depth and its resistivity are not properly resolved,
whatever the chosen survey design (Fig. 8d). Indeed, the size of the
anomaly created by the saline aquifer is close to the level of noise.
Finally, we add 5 per cent noise for the model corresponding to
a reservoir partially full with CO2. Even if the results are not very
consistent throughout the runs, one of the proposed survey design
(Table 5) leads to an inversion model that matches the real model
quite well, at the cost of an increased number of frequencies (33
frequencies; Fig. 8e).
DISCUSS ION AND CONCLUS ION
We present an algorithm to search for an optimal experiment design
based on a combination of linear inverse theory (to evaluate the
quality of one given design via the OF) and a multi-objective GA
(to examine a wide range of possible surveys).
We apply it to an example to find the optimal distribution of
a maximum of 20 data points to resolve a simple but realistic 1-
D resistivity model. For this first application, we assume that the
cost of the experiment is only related to the number of data points
we acquire. The constraints are also very limited and the quality
function only depends on the quantity of information about the
model space that is transmitted into the data space.
The main result of this synthetic test is that few well-distributed
frequencies associated to an optimal distance Tx–Rx have the po-
tential to resolve the resistivity model. Moreover, the proposed op-
timum experiment design is quite robust as all GA runs yield a
similar result. The optimum distance Tx–Rx given by the statistical
algorithm is in agreement with high sensitivity areas given by the
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Fre´chet derivatives for the two parameters relative to the potential
reservoir layer. The spectrum of frequencies is larger in order to
resolve the complete model space (Figs 7 and 8). The analysis of
Fre´chet derivatives gives a good indication on which part of the data
space is important to sample depending on the model parameter we
are interested in. However, if we want to acquire a limited number
of data points and/or test different model parameters, a statistical
experiment design algorithm must be used. Single-objective inver-
sions also point out the importance of a well-chosen OF and enable
us to discuss the properties of eachOF in order to combine them into
a multi-objective inversion. If our goal is to resolve the complete
resistivity model, an OF sensitive to all normalized eigenvalues will
select a design that gives a homogeneous resolution of the complete
model space and thus, will achieve our objective well.
In the context of CO2 sequestration that motivates this study, we
want tomaximize the information about the potential CO2 reservoir,
and monitor any changes within and around the reservoir. This has
been achieved using a multi-objective GA that combines two OFs.
The first OF includes all eigenvalues in order to resolve the complete
model space and the second OF focuses on the subset of model
space of interest. The statistical experiment design algorithm gives
an ensemble of possible surveys that illustrates the competition
between fitting the two OFs. Among these final solutions, we select
appropriate designs that optimize the resolution of the potential
reservoir layer while keeping a good resolution on the other parts
of the resistivity model.
For real test cases, more constraints must be introduced. This
is the purpose of the last part of this paper where we look at the
capability of our code to design an optimum experiment in the
context of monitoring a reservoir partially full with CO2 or to deal
with noisy data sets and different site characteristics. Optimizing a
survey design for a model including a reservoir already partially full
with CO2 is more complicated due to the lower anomaly created by
the target structure. Our results demonstrate that, in that particular
situation with a background resistivity of 30 .m, it is still feasible
for a low-to-moderate gas saturation (ρres = 10 .m). In that case,
we can, not only, recover the resistivity within the reservoir but
also, locate precisely the reservoir layer. This point is particularly
important in reservoir monitoring as CO2 can migrate, through
cracks, to shallower layers. For higher gas saturation, the reservoir
will become more resistive and will not be detectable by the CSEM
technique. The presence of a shallow conductive layer also reduces
the size of the anomaly created by the target layer, making the
survey design more complicated. Adding up to 5 per cent noise to
the synthetic data sets does not considerably affect these results.
For these different cases where the target is more difficult to detect,
designing the experiment very carefully is primordial. Using our
statistical algorithm, we manage to find, for each situation, a survey
design that optimizes the information we get about the target.
This statistical experiment design algorithm using a multi-
objective GA is a simple way to design an experiment that focuses
on a selected target area. This study has been done for CSEM data
but can easily be applied to any other geophysical data sets, given
the existence of sufficiently fast forward and inverse codes. Con-
cerning EM data, promising results have been obtained for 1-D
environments.
The extension of this code in 2-D faces two major computational
challenges: the use of a global optimization technique (here, a GA)
and the OF, based on sensitivity matrix, that is also very expensive
to calculate in two dimensions.
A GA, as all global optimization techniques, requires a lot of
forward calculations making it computationally very expensive. If
the use of GA to solve 1-D optimization problems are now common
place (Maurer&Boerner 1998; DalMoro&Pipan 2007;Moorkamp
et al. 2010; Roux et al. 2011), their use in 2- or 3-D environments
remains a challenge. As an example, for this work, we run the code
with a population size of 200 members and 100 iterations. This
results in 200 × 100 computations of eigenvalues and runs in about
10 min. For more complicated 1-D models, population size can be
increased to 1000 members and the number of iterations to 200.
This will result in 1000 × 200 computations of eigenvalues, multi-
plying the computing time by 20. We easily see that the computing
time can increase dramatically for 2-/3-D problems. To address this
problem, algorithms to design 2-D experiments are using local op-
timization techniques (Stummer et al. 2004; Wilkinson et al. 2006;
Coles & Morgan 2009). Contrary to global optimizations, local op-
timizations do not exhaustively search the entire space of solutions
and depend on a starting design, but have the advantage of executing
much more rapidly (Coles & Morgan 2009).
Secondly, as for nearly all design studies (Maurer & Boerner
1998; Curtis 1999a,b; Stummer et al. 2004; Coles &Morgan 2009),
the OF is based on sensitivity matrix that is also very expensive to
calculate in two dimensions. To minimize the computational ex-
pense, Coles & Morgan (2009) introduce an update formula that
transforms the evaluation of the sensitivity matrix into a small num-
ber of matrix–vectors products.
For the reasons detailed, most of the design studies in 2-D are
based on repeated forward modelling (Hornbostel & Green 2008;
Orange et al. 2009; Myer et al. 2012) and design algorithms in two-
/three dimensions are still very limited. Thus, some modifications
like the use of approximations to prevent the explicit calculation
of the sensitivity matrix, will be required to extend our code into
higher dimensions.
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APPENDIX A : L INEARIZED INVERSE
THEORY
We consider a set of observations, dobs, model parameters m and
errors e, which are related by a non-linear function g:
dobs = g(m) + e.
For small order changes in the model parameters m, the inverse
problem can be linearized and the solution can be expressed by
(Menke 1984):
m = m0 + G−1d,
where m0 is an initial model, G−1 a generalized inverse matrix and
d the difference between observed and predicted data.
We note Nobs the number of observations and p the number of
model parameters. G−1 is an Nobs × p matrix that can be expressed
using the singular value decomposition (Lanczos 1961, Lawson &
Hanson 1974) as:
G−1 = V	−1UT,
where V is a p × p matrix that contains orthonormal vectors within
the model space and U, an Nobs × Nobs matrix that contains or-
thonormal vectors within the data space (Menke 1984). T indicates
transpose. 	 is a diagonal matrix that contains the ordered eigen-
values λ1 . . . . λp where λ1 > λ2 > . . . > λp. This matrix describes
the relationship between the data space and the model space. A
high eigenvalue indicates that small variation in model parameter
results in large changes in the observations; in other words, the
parameter (or combination of parameters) corresponding to this
eigenvalue is well resolved. This explains why quality measures
used in experiment design are usually sensitive to the eigenvalues
of the corresponding linear inverse problem (Curtis 2004).
APPENDIX B : NON-L INEAR
OPT IMIZAT ION US ING A GA
GAs are a class of stochastic optimization algorithms that usemech-
anisms similar to biological evolution (Fig. 1). A GA operates on
a population of candidate solutions (also called members) of the
optimization problem. Each member is represented as a chromo-
some in which information is encoded as a binary string. For each
member of the initial population, we calculate the value of the OF.
All these members are then ranked according to their value of the
OF. In the case of NSGA II, one member is characterized by sev-
eral OFs; the ranking procedure is explained in Appendix C. The
subsequent populations are generated using the best members of
the previous iteration modified by crossover (i.e. probability for two
selected models to exchange their binary representation at a ran-
domly chosen location) and mutation (i.e. probability for one bit to
change its value; see Fig. 1). This helps to explore new regions of
data space and escape local minima. The algorithm stops when all
iterations have been performed. The population at that stage is the
solution of the problem.
APPENDIX C : NSGA I I
The multi-objective genetic algorithm (NSGA II) we choose offers
the possibility to define several OFs. Once we have calculated the
value of each OF for all members of the current population, these
members are ranked according to the criterion of Pareto optimality
(Deb et al. 2002). A member mi is said to be partially less than
another member mj if all OF values are less or equal and at least
one is less for mi. If there is no member in the population that is
partially less than a member m, m is called Pareto optimum and
is assigned a rank of one (Moorkamp et al. 2010). After all the
Pareto optimal members have been assigned a rank of one, they are
temporally removed from the population. After this removal, the
ranking process is repeated with the remaining members. The new
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Pareto optimal members are identified and assigned a rank of two
and so on since the whole population has been ranked. Then, the
best members of the current population are selected for the next
population.
When the algorithm finishes, instead of obtaining one best so-
lution as it is the case for a single OF, we end up with a set of
final solutions. These final solutions can be represented on a trade-
off curve that demonstrates how far, fitting the first OF trades off
against fitting the second one. Contrary to methods that are fitting a
weighted sum of OFs, here, we do not need to specify any weights
andwe can choose the best solution, given a chosen criterion, among
the set of final solutions (Moorkamp et al. 2010).
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