Abstract. In this work we study the problem of step size selection for numerical schemes, which guarantees that the numerical solution presents the same qualitative behavior as the original system of ordinary differential equations, by means of tools from nonlinear control theory. Lyapunov-based stabilization methods are exploited.
INTRODUCTION
It is well-known that step size control can enhance the performance of a numerical scheme when applied to a system of Ordinary Differential Equations (ODEs). For example, in [2] the authors use a "Proportional-Integral" technique which is similar to the "Proportional-Integral" controller used in Linear Systems Theory in order to keep the local discretization error within certain bounds (see also [3, 4, 8] ). Theoretical results on the behavior of adaptive time-stepping methods have been presented in [14, 15] .
In this work, we develop tools for nonlinear systems which are similar to methods used in Nonlinear Control Theory. We consider the problem of selecting the step size for numerical schemes so that the numerical solution presents the same qualitative behavior as the original system of ODEs. It is well-known that any consistent and stable numerical scheme for ODEs inherits the asymptotic stability of the original equation in a practical sense, see for instance [5, 6] and [16] (Chapter 7). In contrast to these results, in this paper we investigate the case in which the numerical approximation is asymptotically stable in the usual sense, i.e., not only practically. Here, we concentrate on nonlinear systems for which an equilibrium point is the global attractor. In the following, it is shown how the problem of appropriate step size selection can be converted to a rigorous abstract feedback stabilization problem for a particular hybrid system (see also [11] -the reader should notice that the standard stability analysis of numerical schemes uses the study of a discrete-time system e.g., [8, 9, 10, 16] ; not a hybrid system). Therefore, we are in a position to use all methods of feedback design for nonlinear systems. Specifically, we consider methods based on Small-Gain Theorems and methods based on Lyapunov functions. Both methods have been used widely in Nonlinear Systems Theory for the solution of feedback stabilization problems (see [1, 13] and references therein). However, in the present work, due to space limitations we consider only Lyapunov-based methods for the step size selection for numerical schemes for ODEs (see [12] for more details). General results are developed for arbitrary consistent Runge-Kutta schemes (see Theorem 3 below) and specific results are given for specific Runge-Kutta schemes (see Theorem 4 below). Due to space limitations all proofs are omitted and can be provided upon request of the authors. The obtained results have numerous applications (e.g., application of explicit schemes for stiff problems) which are presented in [12] . 
Notations

DESCRIPTION OF THE PROBLEM
Consider the autonomous system
where
is a locally Lipschitz vector field with
, the solution of (1) with initial condition
. The numerical approximation of system (1) will be the hybrid system:
. More specifically, the solution ) (t x of the hybrid system (2) is obtained for every locally bounded
by the following algorithm (see [11] ):
Step i : 1) Given i τ and
(initial condition). We will further assume that there exists a continuous, non-decreasing function
It should be noticed that the hybrid system (2) under hypothesis (3) is an autonomous system, which satisfies the "Boundedness-Implies-Continuation" property and for each locally bounded input
exists a unique absolutely continuous function
which satisfies (2) (see [11] ). All consistent − s stage Runge-Kutta methods can be represented by the hybrid system (2). More specifically, let 
We define
A moment's thought reveals that for every locally bounded obtained by using the Runge-Kutta numerical scheme (4) and using the discretization step sizes )) ( exp( )) ( ( 
is Uniformly Globally Asymptotically Stable (UGAS) for (1 ). However, we would like to be able to guarantee that the correct behavior for the numerical solution can be obtained by using arbitrary step sizes smaller than )) ( ( i x τ ϕ (i.e., if we obtain the correct qualitative behavior using step sizes )) (
, we would like to obtain the correct qualitative behavior using step sizes )) ( exp( )) ( (
, where
is an arbitrary locally bounded function). This is equivalent by requiring that
is Uniformly Robustly Globally Asymptotically Stable (URGAS) for (2) (in the sense described in [11] is URGAS for system (2) .
LYAPUNOV FUNCTION BASED STEP SELECTION
In this section we apply the Lyapunov-based feedback design methodology for the solution of Problems (P1) and (P2). It is well known that Lyapunov functions exist for every asymptotically stable ODE system. In the sequel, we will use a Lyapunov function for the continuous-time system in order to construct a Lyapunov function for its hybrid numerical approximation. To this end we use the following definition.
Definition 1: A positive definite, radially unbounded function
In what follows, we show that under certain assumptions a Lyapunov function V for (1) can be used as a Control
Lyapunov Function (see [1] ) in order to design the step function ] , 0 ( : r n → ℜ ϕ involved in problems (P1) and (P2). The following theorem provides sufficient conditions for the solvability of problem (P2) based on the Lyapunov function for the dynamical system (1).
Theorem 2:
Consider system (2) that corresponds to a Runge-Kutta scheme for (1) of order 1 ≥ p satisfying (6) , (7), (8) such that the inequality
ii) There exists
iii) There exists a constant
is a continuous positive definite function with
is URGAS for system (2) .
Based on Theorem 2, the following theorem shows that for the special case of a locally exponentially stable ODE system, problem (P1) is always solvable. 
