Abstract. In this work, we introduce a new software created to study hematopoiesis at the cell population level with the individually based approach. It can be used as an interface between theoretical works on population dynamics and experimental observations. We show that this software can be useful to study some features of normal hematopoiesis as well as some blood diseases such as myelogenous leukemia. It is also possible to simulate cell communication and the formation of cell colonies in the bone marrow.
1. Introduction
Origin of the problem
Modeling cell proliferation related to blood cell formation (hematopoiesis) has been widely investigated for the past decades. Experimental and theoretical studies have been proceeded in different scales from a molecular level to a cell to cell contact and finally to a whole population dynamics. Some of these works were done in order to understand the mechanisms that determine proliferation, differentiation and apoptosis of blood cells as well as their reaction when facing various blood diseases like anemia, leukemia, neutropenia and others. Several attempts have been proposed to study blood cell population and blood diseases. Amongst the first attempts one can refer to the work initiated by Lajtha [20] and Burns and Tannock [9] where the authors included a resting phase in their model. The most recent models in blood diseases in the literature are the so-called maturity-agetime structured models consisting of a system of partial differential equations describing instability of the cell population facing aplastic anemia [3, 4, 13, 14] . Some other deterministic models using either systems of differential equations or age structured systems deal with cyclical neutropenia [5, 6, 16, 17] , thrombocytopenia [25, 26] , or chronic myelogenous leukemia [1, 2, 10, 22, 23, 24] . It is important here to notice that most of the continuous models deal with density only while our approach in the paper is to consider a population of individual cells. This allows us to describe their behavior and interactions in a more explicit way. On the other hand, it requires a more specific information about the regulatory networks that determine cell proliferation, differentiation and apoptosis. The software developed in the framework of this approach can be considered as an interface that can be adapted to various normal and pathological situations. We believe that it can also help analyzing biological experiments and medical data.
The paper is organized as follows. In the next section we remind briefly the biological background motivating our work. In section 3, we simulate the normal and leukemic hematopoiesis. In section 4, we introduce and illustrate the problem of cell communication and give a conclusion. Note that we concentrate ourselves into the software presentation in this present paper. Thus for a better clarity, we decided to put the details of the construction of the model into the appendix.
Biological background
Blood cell formation also called hematopoiesis occurs mainly in the bone marrow. It is a process in which three main cell types are produced and regulated: the red blood cells (or erythrocytes), the white blood cells (or leukocytes) and the platelets (or thrombocytes). The function of each type is well known and understood now. Their daily production is fairly high: each second for instance, the body produces 2 millions of erythrocytes, also 2 millions of thrombocytes and 700, 000 granulocytes. Their lifetime differs from one type to another (120 days for erythrocytes, about 7 to 10 for the thrombocytes, and 6 to 14 hours only for the granulocytes (the shortest lifetime of these cell types). For the white cells, two different branches appear: lymphoid and myeloid. Note that we do not consider the lymphoid branch since all the diseases we investigate here do originate from the myeloid one. Then, it is now commonly accepted that all these blood cells originate from a single cell type: the hematopoietic stem cells (HSC). However, from the best of our knowledge, the density, lifetime and frequency of division of the HSC remain unclear. Indeed, identification of the HSC is still "an uncertain business and must rely on indirect measures since their morphological characteristics are unknown", see Mackey [21] . After dividing, the HSC can give birth to the so called progenitor cells. These cells divide into precursor cells giving birth to the 3 main lineages (see Figure 1 (myeloid lineage)).
Once in a specific lineage, a cell can not go back to an undifferentiated type. A precursor cell is committed to differentiate to the next cell type of the same branch. So, once a cell is being differentiated its fate is quite restricted: it can divide and give birth to two daughter cells with a higher maturity, it can differentiate, it can rest for a certain time that can be its lifetime, creating a reservoir in case of blood loss, or it can die by apoptosis (natural cell death).
At this point, three biological aspects should be discussed. Indeed, it has been shown (see A stem cell can divide into either two other stem cells to renew the initial density in case of blood renewal, or one stem cell and one of the three cell types detailed above. [11, 12] ) that some progenitor cells can be self renewable under hormone stimulations such as cortisol. We do not take this into account here but we are currently working on it. The second and third notions deal with two hypothesis that are still under investigations. One is about the fact that some mature cells can show reversible differentiation under some circumstances. To the best of our knowledge, this has been observed only in the intestinal crypt cells but not in the bone marrow. This kind of behavior could be simulated easily with our software, but since our focus is the blood cell formation, we decided not to develop this aspect here. The other hypothesis concerns cell migration. Some senescent blood cells are believed to migrate back to the bone marrow for some unclear reasons. Our software could be able to illustrate this with some slight modifications in our model. However, we think that a strong feedback with biologists is necessary to solve this question. This aspect is currently under discussion. Nevertheless, we claim that our model and thus our software has the potential strength to be adapted depending on the cell types, spatial configuration as well as some specific circumstances. Not everything can be shown here, but each point mentioned above is the object of our attention, and will appear in our future work. Here, we assume that a stem cell can divide into either two other stem cells to renew the initial density in case of blood renewal, or one stem cell and one of the three cell types detailed above [27] . This scenario is shown in figure 2 but the user of our software can set up the rules differently depending on the experiment to simulate. In the next section let us introduce then a good illustration of our software which is the case of normal and leukemic hematopoiesis. Before this, we invite the reader to look at the appendix to get an insight of the model as well as a simple example. Moreover, the software manual as well as the code is available upon request to the authors.
Normal and leukemic hematopoiesis
We begin our modeling of hematopoiesis with the scheme shown in the table in figure 3 . It describes the myeloid branch seen in figure 1:
Yellow cells A0 are considered as stem cells, they are attached to the left boundary. They are selfrenewable, and produce three other cell types, B1, E1, F 1. The first step A0 → A0+B1+E1+F 1 corresponds to a simplified description of the scheme A0 → A0 + B1, A0 → A0 + E1, A0 → A0 + F 1, A0 → A0 + A0. Here, a stem cell gives four daughter cells at once instead of dividing four times. We understand that it is not biologically realistic to consider such a behavior, but it gives an equivalent qualitative behavior. Which is our first insight. On the other hand, we believe that it could be quite interesting to introduce stochasticity at the stem division level : a stem cell could give an offspring of a different type with a certain probability. This has not been coded yet but will be a part of our future work.
In figure 3 right boundary. In other words, immature cells or blasts do not reach the blood vessels which corresponds to normal hematopoiesis. This option can be changed by the user, either by changing the box size representing the bone marrow, or by taking a different cell density (the cell density in figure 3 is 0.2).
Sometimes, some stem cells are not attached to the bone marrow. Thus, they can be gradually washed out. This phenomenon does not happen frequently in normal hematopoiesis, indeed, these cells are generally pressed to the left by other cells. However, if one consider a leukemic situation, this factor can appear to be essential. Indeed, remember in our example that stem cells are the only one able to self-renew. What would happen if we could allow some cells to have this property and decide not to attach them to the bone marrow. Then, they should differentiate like the other cells and be washed out from the bone marrow through the right boundary after a certain time. We show below that in this pathological case is not always as simple to predict as it seems.
In [8] the authors study this problem using a reaction-diffusion model taking the bone marrow porous structure into account. They give conditions under which it is possible to get the persistence of the pathology. The diffusivity property of the disease plays a crucial role there as well as the structure of the domain. Here, we do not have the porous structure, but we can change different parameters that lead to the same qualitative conclusions and explanations.
First of all, we need to describe properties of malignant cells in the software. It is known that leukemia can start with a single cell. Moreover, it can be any cell type (A, B, C, .. in the model). The cell type would determine then the nature of the leukemia. Malignant cells can be characterized by an excessive proliferation and by the absence (or deficiency) of differentiation which gives an abnormal high number of immature cells in the marrow first and the blood stream then.
We begin with the simplest scheme of leukemic hematopoiesis where each malignant cell gives two identical cells. Figure 4 shows the original malignant cell picked up by the user. The software allows the user to choose any cell and declare it malignant (X type). The properties of the malignant cells are indicated in the table in figure 4. In this particular case its proliferation rate is the same as for the stem cells. Figures 5 and 6 show the time evolution of the same cell population. The region filled by black cells grows in all directions. At the first stage of the evolution leukemic and normal cells are practically separated in space. It is important to specify that production of normal cells does not decrease in the presence of leukemic cells. As assumed above, because the same cell flow is applied in the marrow from the left to the right the population dynamics should wash out leukemic cells. However, leukemic cells, since their number grows exponentially, create a strong local pressure that pushes other cells outside.
Therefore, there is a competition of two factors. On one hand, the cell flow that pushes leukemic cells out of the computational domain, on the other hand, the excessive pressure created by leukemic cells that allows them to spread in all directions and push other cell outside. At this stage, leukemic cells can leave the bone marrow to reach the blood vessels (figure 5, right) but immature normal cells do not reach the right boundary yet. In the next stage (figure 6, left), black cells fill an important part of the domain. The inflow of normal cells remains the same but they spend less time inside the marrow. As a result, immature normal cells leave it and can then be found in the blood stream. This is one of the main leukemia feature observed by the clinicians when diagnosing the disease. Thus, to summarize, two main factors contribute to the presence of blasts in blood vessels: first, a strong production of immature leukemic cells that do not differentiate because of some genetic mutations and second, and insufficient time left to normal cells for staying in the bone marrow.
After a certain time black cells fill the whole domain ( figure 6, right) . There is still a small quantity of normal cells, but they are rapidly pushed out of the domain.
It is clear that the possibility for leukemia to develop from a single malignant cell depends on the parameters we use. More specifically, it is related to the stem cells density and the proliferation rate of leukemic cells. In figure 7 for instance, we compare three simulations with different proliferation times for leukemic cells: the first one is T X = 100 time unit, the second 50 t.u., and the third 20 t.u. In each simulation, the cell distribution remains approximately constant with some possible oscillations around an average distribution (not shown here). For a sufficiently long proliferation time the region of black cells remains localized and does not spread to the whole domain ( figure 7 left) . On the contrary a rather short proliferation time would let the disease to spread quite fast (figure 7 right). On the other hand, if we increase the density of the stem cells and keep the same values for all other parameters, then leukemia has obviously less chances to develop (not shown here). It can also depend on the location of the original malignant cell. If this latter is closer to the right boundary of the domain (that is more mature), then black cells will have less time to multiply, and vice versa and each choice leads to a different type of leukemia as explained before. Let us detail now one of the most common, the so called chronic myelogenous leukemia (CML).
In figure 8 , we show a cell population at three different moments of time with the same parameters. The black cells form in here one, two or three domains, and these configurations repeat themselves approximately periodically in time. Concentrations of cells of all types oscillate in time as shown is the time series taken from this simulation in figure 9 . This simulations has been done with arbitrary parameters not necessarily related to any real biological ones. However, the qualitative behavior is really close to some clinical data found in the literature (compare with figure 10 found in Fortin et al. [15] ) and related to CML. This result appears really encouraging to us. In the last part of this section we simulate a more complex leukemic hematopoiesis. It is related to the so called leukemic stem cells. It is well known that not all leukemic cells have the same role in a tumor development (see [18] for instance). It is possible that, in a similar way as for stem cells in normal hematopoiesis some of leukemic cells can self-renew. This is what we consider in figure  11 . We starts with yellow cells X, which self-renew and produce darker yellow cells X 1 . These cells can also be self-produced or can give birth to black cells X 2 , the mutant ones. Beginning from this stage the cells do not self-renew:
If we characterize leukemic stem cells by their ability to self-renew, then yellow cells X and X 1 correspond to these kind of cells while black cells X 2 , X 3 , X 4 , and X 5 are leukemic cells not able TIME (time unit) CELL NUMBER figure 12) to renew themselves. Figure 11 (right) and figure 12 show the time evolution of the system. In the beginning, the number of black cells increases rapidly, and their region has clearly identified boundaries with no normal cells inside. After some time this region reaches the right boundary of the domain (which is the "entrance" to the blood circuit) and some black cells leave it. Then after, the black region decreases, splits and disappear being washed out by the healthy cells.
A question could arise then here. Why after some period of rapid development leukemia cells would completely disappear from the computational domain? The answer to this question can be given on the basis of observations of individual cells. Each cell, independently of its type (except for normal stem cells attached to the left boundary) leaves the computational domain after a certain amount of time. This is not a rigorous mathematical result but a conjecture confirmed by the numerical simulations. Yellow cells X too are involved in this dynamics in the sense that since they renew themselves without increasing their number, their loss cannot be compensated and consequently their number decreases in time. This is why after a certain time, leukemic cells disappear completely. One could consider also the following scheme;
where the number of X cells increases in time, providing a very likely leukemia development (not shown here). 
Cell communication
Hematopoiesis is controlled by a complex system of external and internal feedbacks most of the time by hormone stimulations. It is believed that blood cells in the bone marrow produce some biochemical products called growth factors that can influence their dynamics. More particularly they could influence the differentiation choices for undifferentiated cells. This has not been proven yet, and it is still an open question. Some biologists on the contrary suppose that this process should be stochastic only. That is a stem cell would produce a differentiated cell with a certain probability that depends only on the the cell itself. To the best of our knowledge, the exact mechanism of differentiation is not known yet. However, it is interesting to anticipate this hypothesis with our software. On one hand, the stochastic point of view for differentiation, this work is still under investigation as we mentioned it in the previous sections. On the other hand, the cell communication hypothesis involving some external stimulations is complete and this is what we develop here. Let us consider the simplest scheme
It is possible to complicate this process, but we refer the user to the manual for more complex cases. Here, we specify which A-cells choose the first path, that is the B-type, and which ones the second, that is the C-type. We consider here three cell types: undifferentiated white cells and differentiated red or blue cells ( see figure 13) . Each cell is characterized by two parameters, f and g such that the i-th cell is associated with the functions f i (t) and g i (t). We suppose that when a new cell appears, it is undifferentiated and we put for it f = f 0 , g = g 0 . Time evolution of the Figure 13 : Illustration of the cell communication modeling. Each cell "i" at a time t is characterized by two parameters, f i (t) and g i (t). Under specific conditions the neighboring cells can influence the undifferentiated (white) ones. And the influence of the neighbors depends on the numbers of each cell type around. Here there are more blue than red cells surrounding the white cell, and thus, this latter will differentiate into a blue one. After a certain time, we stop the simulation, we count the number of each cell type (f and g) plot their distribution in the f − g plane. The functions P and Q are defined below in this section, and a is a constant parameter. functions f i and g i for an undifferentiated cell is given by the equations
where a is a constant,
and the sum is taken over closest neighbors. Equation (3.1) has the following meaning. Each cell sends out or loses the molecules f and g with the rate proportional to their concentration inside the cell. It also receives the ones coming from the neighboring cells with the rate proportional to their concentrations inside the neighboring cells. A white cell remains undifferentiated while
where σ is a given parameter. In other words, when the concentrations of f and g becomes sufficiently high, the cell chooses its type. If f is greater than g at this moment, then it becomes red, otherwise blue (with the color code chosen here).
Once the differentiation occurs and the cell chooses its type, further evolution of f and g becomes different. For red cells
for blue cells
, where f * i and g * i are the values of f and g at the moment of the cell differentiation. After differentiation, the value of f in red cells increases, the value of g remains constant; for blue cells g increases, f remains constant. This means that the cell produces bio-chemical substances according to its type. We consider quadratic functions P and Q:
where a i and b i are some constants. This functions are chose to be quadratic functions arbitrarily for the sake of simplicity. But, we can keep in mind that this can be changed anytime, depending on biological hypotheses. We describe now the numerical simulations shown in figure 15 . Stem cells are undifferentiated and located as before at the left boundary. They produce undifferentiated cells with the initial values f = f 0 , g = g 0 . When the whole domain is filled with undifferentiated cells, the simulation is stopped. Each cell is being prescribed one of the two types, red or blue (with some given values f and g) in a random way. After that the simulation starts again. New undifferentiated cells are now surrounded by differentiated cells and are committed to choose their type. After some time, some regions filled by red and blue cells begin to appear. Figure 15 (center) shows a layered structure after some time from an initial random distribution. This structure is not stationary, the layers can move, appear and disappear depending on the parameters chosen. Figure 14 : Simulation when the production of f and g substances is not sufficient. After some time, the system loses its differentiation and so the points in the f − g plane converge to the origin.
Indeed, since the initial distribution is random, two different simulations with the same values of parameters can give different results. In some cases, only one of two cell types remain, and another disappear completely. As it is explained above, each cell is characterized by two functions f i (t) and g i (t) that determine its type and its color. Let τ i be the moment of time when the i-th cell leaves the computational domain (that is the bone marrow for us). We plot then the point (f i (τ i ), g i (τ i )) in the (f, g)-plane. If we do it for each cell that leaves the domain, then we can characterize the population of cells that reaches the blood stream. Figure 15 (right) shows two clouds of points, one of them corresponds to red cells, another one to blue cells. From the biological point of view, this could correspond to formation of cell colonies in the bone marrow which is a well known phenomenon though its mechanism is still unclear. As said before, the structures of differentiated cell colonies depend on the parameters set up in the problem. Namely, differentiated cells should produce a sufficient amount of substances f and g to maintain the system of cells in differentiated state. Otherwise the system can become undifferentiated as shown in figure 14 . In this figure, at the first stage, we observe the emergence of some structures for the differentiated cells. There are two clouds of points in the (f, g)-plane. After some time, the system of cells loses its differentiation. The points at the (f, g)-plane converge then to the origin.
We describe finally how leukemia can influence the structured populations in the cell communication case. Let us consider a structured population that appears after some time from a random initial distribution ( figure 16, left) . We introduce a single (blue) leukemic cell assuming that the values f and g for this cell are constant (independent of time). It proliferates producing each time two identical cells with the same values of f and g. Multiplication of leukemic cells acts in two ways. First of all, red cells are pushed out of the domain because of the mechanical interaction. Second, differentiation of new normal cells occurs basically in the direction of blue cells because there are more and more of these latter in the computational domain. As a result of this evolution we have a strong change in the (f, g)-representation. Instead of two clouds of points (left) we have only one strongly localized cloud: the malignant cell type. We remark that this representation of cells in the (f, g)-plane is strongly related to characterization of cells with flow cytometry. But this aspect, as well as comparing clinical data using the CFSE (CarboxyFluorescein diacetate Succinimidyl Ester) cell marker with our approach and the one introduced in [7] will be deeply investigated in a future work.
Conclusion
Our goal here was to give a representation of hematopoiesis using a software based on a simple model. We believe that this could be an excellent interface between biologists and mathematicians. The software can be modified very easily by adding new conditions, some more complex equations and more parameters depending on the expectations of biologists and clinicians. It has been shown here, that it is possible to simulate normal hematopoiesis as well as different schemes of leukemia like chronic myelogenous leukemia. All this simulations here, so far, have been done from a qualitative point of view first. The quantitative representations still needs many feedbacks between us and experimental biologists. By some changes in the parameters, it would be possible to simulate any other periodic hematological diseases like cyclical neutropenia or thrombocytopenia for instance. We showed here the important role played by stem cells. We also proved that the pressure occurring in the bone marrow under the influence of high proliferation of malignant cells could give an explanation regarding the possible disappearance of the disease, the appearance of periodic behavior, or the dramatic spread of the malignant cells. Finally, we assume that cell communication is possible, and the influence of the cell neighborhood is quite important. This has not been proven yet biologically, but could be an explanation for the brilliant recovery of the system suffering from an important blood loss. The influence of growth factor would play the most important role under this circumstance, and could be supported by cell communication. As we have shown here, this could be also a disadvantage under the presence of malignant cells. These cells could influence the others more rapidly.
Our next objective will be to validate our results with clinicians and biologists. It would be interesting to show the quantitative behavior of the cyclical diseases in time series figures. It would be also important to modify the software in such a way that stem cells can give birth to the different types of progenitor cells in a specific probability that could be changed by the user. Finally, as mentioned in the previous section, we would like to compare our results with the ones found by Bernard et al. in [7] that is the behavior of cell generations measured with a cell marker called CFSE. All this will be presented in future works.
The software allows the introduction up to four daughter cells after one division, for example,
where A could represent the stem cell, B,C,D the three different lineages (erythrocytes, leukocytes and platelets). Though the cases with three or four cells are not realistic from a biological point of view, it can be convenient for the modeling. We are currently working on a new version of the software where stochasticity occur at the first division of a stem cell. There would be a different probability for this cell to give birth to two stem cells, or either one stem cell and in particular, the last example can be considered as an approximation of the scheme
The scheme (A3) implies the introduction of probabilities for each of the two divisions, A → A+B and A → C + D. However, in this work we do not introduce stochastic cell division (it will be considered in the subsequent work)
