Abstract. We introduce Laplace transformations of 2D semidiscrete hyperbolic Schrödinger operators and show their relation to a semi-discrete 2D Toda lattice. We develop the algebro-geometric spectral theory of 2D semi-discrete hyperbolic Schrödinger operators and solve the direct spectral problem for 2D discrete ones (the inverse problem for discrete operators was already solved by Krichever). Using the spectral theory we investigate spectral properties of the Laplace transformations of these operators. This makes it possible to find solutions of the semidiscrete and discrete 2D Toda lattices in terms of theta-functions.
Introduction
The interest in the transformations The Laplace transformations are useful in the theory of congruences of surfaces in R 3 and they were studied by Darboux, Tzitzéica and others (references and a more extended exposition can be found in the paper [1] ). It was remarked already then that the chain of Laplace transformations . . . , L −1 , L 0 , L 1 , . . . , where L i+1 =L i , is equivalent to the non-linear equation (1) 1 2 ∂ x ∂ y g n = e g n+1 −gn − e gn−g n−1
now called the 2D Toda lattice. Its integrability from different points of view was discovered by Mikhailov [2] , Fordy and Gibbons [3] , Leznov and Savel'ev [4] , Bulgadaev [5] .
Various generalizations of the Laplace transformations were also studied (a review can be found in the paper [1] ), among them the Laplace transformations of two-dimensional elliptic Schrödinger operators L = 1 2 (∂ + B)(∂ + A) + V, ∂ = ∂ x − i∂ y , and the Laplace transformations of discrete hyperbolic Schrödinger operators (2) (Lψ) n,m = a n,m ψ n,m + b n,m ψ n+1,m + c n,m ψ n,m+1 + d n,m ψ n+1,m+1 .
In both cases chains of Laplace transformations are related to the corresponding versions of the 2D Toda lattice. In the case of elliptic Schrödinger operators one of the principal results concerns the description of cyclic chains of Laplace transformations (such that L N = L 0 for some N). It was proven by Novikov and Veselov [6, 7] that if we consider cyclic chains of Laplace transformations of periodic elliptic Schrödinger operators then the operators in such chains are topologically trivial algebro-geometric operators. These results were the motivation for this paper. Our goal is to study Laplace transformations of two-dimensional semi-discrete (3) (Lψ) n = a n (y)ψ n (y) + b n (y)ψ ′ n (y) + c n (y)ψ n+1 (y) + d n (y)ψ ′ n+1 (y) and discrete (2) hyperbolic Schrödinger operators. To the best of the authors' knowledge, the Laplace transformations of semi-discrete operators were not yet studied. We start by introducing Laplace transformations of semi-discrete Schrödinger operators and showing their relation to a semi-discrete 2D Toda lattice. Then we study spectral properties of the Laplace transformation of periodic operators.
Let us recall that the algebro-geometric spectral theory of 2D Schrödinger operators was introduced in 1976 by Dubrovin, Krichever and Novikov [8] . In this theory periodic 2D Schrödinger operators are considered. It turns out that the Floquet solution of the equation Lψ = 0 is a Baker-Akhiezer function on a spectral curve in the space of Floquet multipliers, and one can reconstruct the operator starting from its geometric spectral data including the spectral curve, the divisor of poles of ψ etc. Later Novikov and Veselov studied the case of potential operators [9] .
The inverse spectral problem for the discrete operator (2) was studied by Krichever [10] . As for the direct spectral problem for the operator (2) , it was in fact implicitly studied by one of the authors in the paper [11] . Indeed, the direct spectral problem for 2D discrete elliptic operators with zero potential was in fact solved in [11] by reducing to the direct spectral problem for hyperbolic operators (2) . We will show how to solve the direct spectral problem for operators (2) in this paper explicitly.
As far as we know, the algebro-geometric spectral theory of semidiscrete operators (3) was never studied. We develop the algebrogeometric spectral theory of 2D semi-discrete Schrödinger operators. The direct spectral problem is studied using Floquet theory of periodic first order linear ODEs, and this seems to be new. Despite the fact that an arbitrary periodic first order linear ODE cannot be solved explicitly, it turns out that using Floquet theory for linear ODEs we can obtain enough spectral information to understand the structure of the spectral data.
Using these algebro-geometric spectral theories we investigate the spectral properties of the Laplace transformations of semi-discrete (3) and discrete (2) operators. In both cases the Laplace transformations are described as shifts on the Jacobians of the spectral curves. This makes it possible to find solutions of the semi-discrete and discrete 2D Toda lattices in terms of theta-functions. We recall that solutions of the hyperbolic 2D Toda lattice (1) in term of theta-functions were found by Krichever [12] .
It turns out that in the discrete case we can give a description of a cyclic chain of Laplace transformations in terms of the spectral data and, consequently, in terms of the linearizability of the dynamics.
Laplace transformations and 2D Toda lattices
In this section we start by introducing the Laplace transformations of semi-discrete operators (3) . We show their relation to a semi-discrete 2D Toda lattice. Then we recall briefly known results on the Laplace transformations of discrete operators (2).
2.1.
Laplace transformations of two-dimensional semi-discrete hyperbolic Schrödinger operators. Let us consider an operator of the form (3) defined on the space of (in general complex-valued) functions ψ n (y) = ψ(n, y) defined on Z×R. The coefficients a n (y), . . . , d n (y) of the operator are also (in general complex-valued) functions on Z×R.
Let us define a shift operator T ψ n (y) = ψ n+1 (y). Lemma 1. The operator (3) such that b n (y) = 0 and d n (y) = 0 can be uniquely presented in the form
or in the form
Proof. Let us write for simplicity ∂ instead of ∂ y , a n instead of a n (y) etc. We will use ′ as the derivation with respect to y. We can obtain by direct calculation that
These equations can be easily solved if b n = 0, d n = 0 :
In the same way we can see that if
This completes the proof. In the following we will consider only operators satisfying the conditions b n = 0 and d n = 0.
Let us consider the equation Lψ = 0. Using Lemma 1 we can define the Laplace transformations.
Definition 1. Let us define a Laplace transformation of the first type as the transformation
and a Laplace transformation of the second type as the transformation
Heref n (y) andf n (y) are arbitrary functions.
Sincef n andf n are arbitrary functions, these transformations definẽ L andL up to a transformation L → h n L. But the Laplace transformations are well-defined transformations of the equation Lψ = 0.
There are gauge transformations L →L, ψ →ψ giving equivalent equations, they are defined by the formulas
where h n (y) = 0 and g n (y) = 0 are arbitrary functions.
Let us remark that a gauge transformation (
′ is just a multiplication of ψ by a constant. For this reason we usually impose the normalization condition ψ 0 (0) = 1.
As we will see in the next section, for a given periodic operator its normalized ψ-function with prescribed Floquet multipliers is unique. Hence a pair (L, ψ) is uniquely defined by L in this case, and this case is the most interesting for us.
For this reason we will view both Laplace transformations and gauge transformations as transformations of operators L rather than transformations of pairs (L, ψ) consisting of an operator L and its ψ-function. 
Proofs of both Lemmas can be obtained by a direct calculation.
Lemma 4. The Laplace transformations of the first and the second type are inverse to each other (as transformations of gauge equivalence classes).
Proof. Let us take a gauge equivalence class and take the unique operator satisfying the condition (4) in this class as its representative. For this operator f n = v n = 1, A n = c n and w n = a n − c n . Let us now find its Laplace transformation of the first type. If we takef n = 1 then we obtain an operator withã n = a n ,b n = 1,c n = c n+1 an−cn a n+1 −c n+1
,Â n = c n andŵ n = a n − c n . Let us now find its Laplace transformation of the second type. If we takef n = 1 then we obtain an operator witȟ a n = a n − (log(a n − c n ))
. The gauge transformation with g n = c n − a n and h n = 1 cn−an transforms this operator into the initial one.
It follows from Lemma 4 that we can restrict ourselves to the Laplace transformations of the first type. Given a gauge equivalence class, let us choose A n and w n of the unique operator in this class satisfying the condition (4) as gauge invariants. They give a complete set of invariants, since if the operator satisfies the condition (4) then f n = 1 and v n = 1.
Lemma 5. In terms of the gauge invariants the Laplace transformation of the first type acts in the following way:
.
Proof can be obtained by direct calculation.
Let us now consider a chain . .
. . of Laplace transformations of the first type, L k+1 =L k . We obtain the system of equations
where A k n and w k n are the gauge invariants of L k . This system is equivalent to the system
This system includes only differences of A k n , hence we should also fix some A k 0 n 0 in order to find all A k n from equations (5), (6) . Let us now eliminate A k n . Let us remark that given A k+1 n−1 , we can find A k n+1 in two different ways: 1) Find A k+1 n using (6), then find A k n+1 using (5), or 2) Find A k n using (5), then find A k n+1 using (6) . Since the result should be the same, this gives us the compatibility condition
Given a solution of the equation (7) and some fixed A
, we can find all the A k n using (5), (6) . In this way solving our equations (5), (6) reduces to solving the equation (7). 
we can obtain a family of chains of Laplace transformations of the first type parameterized by one arbitrary function A 0 0 (y). 2) Given a chain of Laplace transformations of the first type we can obtain a family of solutions of the equation (8) parameterized by an arbitrary function g 0 0 (y) and a set of arbitrary constants r k , k ∈ Z.
Proof. If we take the equation (8) , subtract the same equation but with the shift k → k − 1, n → n + 1, and make the change of variables w
n+1 , then we obtain the equation (7). As we explained before, given a solution of the equation (7) and an arbitrary function A 0 0 (y), we can construct a solution of the equations (5), (6) describing a chain of Laplace transformations. This proves the first statement of the theorem.
Given a solution w k n (y) of the equation (7), we can construct g k n starting from g 0 0 (y) using the equations (9) g
where c k n are constants. The solutions g k n of the equations (9,10) are clearly solutions of the equation (8) . However, there is a compatibility condition
w k n (y) for the equations (9, 10) . This means that we can take arbitrary constants c k 0 = r k , other constants c k n are defined by this compatibility condition. This proves the second statement of the Theorem.
Let us now describe possible modifications in the periodic case. Let us consider a periodic operator with some periods N and T, i.e. such that a n+N (y) = a n (y), a n (y + T ) = a n (y), . . .
As was proven in Lemma 3, any operator is gauge equivalent to an operator satisfying the conditions (4). It turns out that this operator is, in general, non-periodic.
We could consider periodic gauge transformations, i.e. such that h n+N (y) = h n (y), h n (y + T ) = h n (y), g n+N (y) = g n (y), g n (y + T ) = g n (y), in order to preserve the periodicity of operators by gauge transformations. Let us now consider only periodic gauge transformations. Lemma 3 does not hold in this case, it is replaced by the following Lemma.
Lemma 6. The function I(y) =
is a gauge invariant. Let Z(y) be a function such that Z N (y) = I(y). We can transform a periodic operator by a periodic gauge transformation into a unique periodic operator such that for any i
Proof can be obtained by direct calculation. For an operator satisfying the conditions (11) we have f n = Z, v n = 1 Z
. We take A n and w n (as before) and I as gauge invariants. The choice of Z(y) is not unique, but A n and w n do not depend on this choice.
We can write now how the Laplace transformation acts in terms of A n , w n and Z. We consider only the Laplace transformation of the first type.
Lemma 7. The function I is preserved by the Laplace transformation.
Lemma 2 holds in the periodic case. Hence we can always replace an operator by a gauge equivalent one.
Let us take a periodic operator. Let us choose Z such that Z N = I and transform our operator to the operator satisfying the conditions (11) . Let us apply to this operator the Laplace transformation. The invariant I is preserved. We transform the resulting operator by a gauge transformation into the operator satisfying (11) with the same Z. This gives us a transformation of A n and w n . We obtain the following Lemma Lemma 8. The Laplace transformation acts in the following way:
The compatibility condition for these equations is given by the equation (7) .
Proof can be obtained by a direct calculation. This means that in the periodic case we obtain the same equation (7) describing the compatibility condition, as in the general case. The only difference is that w k n (y) should be periodic in n and y. 2.2. Laplace transformations of two-dimensional discrete hyperbolic Schrödinger operators. We recall here briefly some already known results following the paper [1] , where one can find proofs and a more extended exposition. Let us consider the shift operators
acting on functions defined on Z 2 . We can rewrite the operator (2) as
We are interested in the equation
There are gauge transformations
n,m ψ n,m giving equivalent equations.
The operator (12) can be presented uniquely in the form
The operator (12) can also be presented uniquely in the form
. We can define a Laplace transformation of the first type
and we can define a Laplace transformation of the second type
ψ. These transformations transform gauge equivalent operators into gauge equivalent operators, i.e. they act on gauge equivalence classes. The transformations of the first and the second type are inverse to each other (as transformations of gauge equivalence classes). It follows that we can restrict ourselves to the Laplace transformations of the first type.
Let us introduce gauge invariants in the following manner. We can transform an operator by a gauge transformation to an operator such that f n,m = 1. Then we can take w n,m and H n,m = vn,mu n,m+1 un,mv n+1,m of this operator as gauge invariants.
In terms of the gauge invariants the Laplace transformation of the first type has the form
H n,m = 1 + w n,m+1 1 +w n,m+1 .
Let us now consider a chain of Laplace transformations of the first type; we obtain H
equations (17), (18) we obtain the so-called completely discretized 2D Toda lattice
We defined the Laplace transformation of the first type using the representation (15) where we used the shift T 1 and then the shift T 2 . Let us denote this transformation by Λ ++ 12 . The Laplace transformation of the second type was defined using the representation (16) where we used the shift T 2 and then the shift T 1 . Let us denote this transformation by Λ ++ 21 . We can however take any pair of orthogonal shifts
Hence we can introduce in an analogous way Laplace transformations corresponding to any pair of orthogonal shifts
Let us also introduce a transformation S 1 :
It is clear that S k commutes with Λ st ij . As usual, we consider all transformations as transformations of gauge equivalence classes. A direct calculation leads us to the following Lemma.
Lemma 9. The following identities hold:
This means that the group of transformations generated by Λ st ij has three generators.
3. Algebro-geometric spectral theory of two-dimensional semi-discrete and discrete hyperbolic Schrödinger operators
In this section we start by an investigation of the algebro-geometric spectral theory of semi-discrete operators (3). Then we consider an algebro-geometric theory of discrete operators (2) . We recall known results on the inverse spectral problem for discrete operators (2) due to Krichever [10] . We investigate the direct spectral problem for discrete operators. This was already done implicitly by one of the authors in the paper [11] .
3.1. Algebro-geometric spectral theory of two-dimensional semi-discrete hyperbolic Schrödinger operators. Let us consider operators L of the form (3) and the corresponding equations Lψ = 0.
3.1.1. Direct spectral problem. Let us consider a periodic operator L, i.e. such that the functions a n (y), . . . , d n (y) satisfy the conditions a n+N (y) = a n (y), a n (y + T ) = a n (y), . . . . We will also consider only periodic gauge transformations.
We will consider only periodic operators such that the gauge invariant I(y) is a constant. As any operator is gauge equivalent to the operator satisfying the conditions (11), we will consider only the operators satisfying these conditions. Operators with different I are not equivalent, but their spectral theory is the same. We will consider for simplicity the case of Z = −1, i.e. we consider periodic operators of the form
(y) and the corresponding equations Lψ = 0. 
Since ψ n (y) is defined up to multiplication by a constant, we will impose the normalization condition ψ 0 (0) = 1.
Our first goal is to describe possible pairs (ρ, µ) of Floquet multipliers. Let us fix some Floquet multiplier ρ. It follows from (21) that any ψ n (y) can be expressed using ρ and ψ 0 (y), . . . , ψ N −1 (y). Thus the equation Lψ = 0 is equivalent to a finite number of linear ODEs on ψ 0 (y), . . . , ψ N −1 (y). It is easy to see that Lψ = 0 is equivalent to the equation BΨ ′ (y) + C(y, ρ)Ψ(y) = 0, where
It follows that the equation Lψ = 0, where ψ has a Floquet multiplier ρ, is equivalent to the linear ODE
where A(y, ρ) = −B −1 (ρ)C(y). The Floquet multiplier ρ enters in this linear ODE as a parameter. It is easy to check that
Thus for ρ = 1 the function A(y, ρ) is holomorphic with respect to ρ. Let us remark that A(y, ρ) is periodic: A(y + T, ρ) = A(y, ρ). We will occasionally omit y to shorten the notation. Let us recall some standard facts from this theory, see e.g. [13] . Let us consider a homogeneous linear ODE
where x ∈ R n and A(t) is an n × n-matrix. An n × n-matrix Φ(t, s) is called a resolvent of A(t) if φ(t) = Φ(t, t 0 )x 0 is the solution of (24) satisfying the initial condition φ(t 0 ) = x 0 . The resolvent exists and is uniquely determined by the following properties:
IfΦ(t) is a fundamental matrix of the equation (24) (i.e. a matrix such that its columns form a basis in the space of solutions of this equation) then
Let us now consider an inhomogeneous linear ODE
The solution φ(t) of this equation satisfying the initial condition φ(t 0 ) = x 0 , can be found with the help of the resolvent of A(t) :
Let the matrix A(t) be periodic: A(t + T ) = A(t). It follows that for any n ∈ N, t we have Φ(t + nT, 0) = Φ(t, 0)Φ(nT, 0). This implies the following Lemma.
Lemma 10. [13] A solution g(t) of the periodic equation (24) is a Floquet solution with a Floquet multiplier µ ∀t g(t + T ) = µg(t)
if and only if the initial condition g 0 = g(0) is an eigenvector of the matrix Φ(T, 0) with the eigenvalue µ :
Let L be a generic operator. Consider the equation (22). It follows from Lemma 10 that given ρ = 1, we have N Floquet multipliers µ 1 , . . . , µ N (possibly coinciding) corresponding to independent Floquet solutions. Let us now recall that for ρ = 1 the matrix A(y, ρ) is holomorphic with respect to ρ. It follows that solutions of the equation (22) are also holomorphic functions of ρ. The formula (26) expressing Φ(t, s) in terms of a fundamental matrix implies that the resolvent Φ(t, s, ρ) of A(y, ρ) is also a holomorphic function of ρ. We obtain the following Lemma. Proof follows from the fact that Ψ(y) = Φ(y, 0, ρ)Ψ(0) and Φ(y, 0, ρ) is a holomorphic function in ρ.
We will consider ψ n (y) as a function defined on the spectral curve and depending on the parameters n and y. Sometimes we will write explicitly ψ n (y, P ), where P is a point on the spectral curve.
Let us consider the simplest case when the coefficients a n (y), c n (y) of the operator (22) do not depend on y. In this case the matrix A(y, ρ) does not depend on y and we can easily solve the equation (22): Ψ(y) = e A(ρ)T Ψ(0). It follows that the equation of the spectral curveΓ is det(e A(ρ)T −µI) = 0. In this case it is better to use other coordinates, one can consider a curve det(A(ρ) − zI) = 0 and consider µ = e zT as a function on this curve.
In the general case we cannot solve the equation (22) and find the spectral curve explicitly. However, we can obtain enough information about the spectral curve and the solution ψ n (y) in order to understand what kind of spectral data we should consider in the inverse spectral problem.
For negative n we define a pole of order n as a zero of order −n and a zero of order n as a pole of order −n.
Let us make the following observation: if ρ = 0 then the matrix A(y, ρ) is an upper-triangular matrix. This permits us to prove the following Lemma If there are coinciding points P + i we should treat these points with multiplicities, i.e. we should add the corresponding orders of zero. Proof. We will consider for simplicity the case N = 2. The proof is analogous for N > 2.
We have
Let us put α = a 0 , β = a 1 + c 0 , γ = a 1 in order to shorten the notation. Then our equation (22) 
The resolvent of α(y) isΦ(t, s) = e t s α(ξ) dξ . UsingΦ(t, s) and the formula (28) we can solve the equation (30): with the eigenvalues µ 1 and µ 2 respectively. Let us now consider a neighborhood of ρ = 0. Since Φ(T, 0, ρ) is holomorphic and hence can be expanded in a power series in ρ, the normalized eigenvectors can also be expanded in a series in powers of ρ : 1 C 1 ρ + . . . and 1
where C 1 and C 2 are constants.
In the generic case µ 1 = µ 2 , i.e. ρ = 0 is not a branching point. It follows that ρ is a local parameter in a neighborhood of P + 1 = (0, µ 1 ) and P + 2 = (0, µ 2 ). We obtain that in a neighborhood of P
i.e. ψ 0 (0) has a zero of order 0 in P In general the number of branching points of the covering π :Γ −→ C \ {1} is infinite. We will say that an operator is algebro-geometric if this covering has only a finite number of branching points. Let us now consider only this case. We will show that in this case we can compactifyΓ and obtain a compact Riemann surface Γ and a covering π : Γ −→ CP . It is easy to check that the matrix A(y, ρ) has a limit when ρ tends to infinity. We can analytically continue A(y, ρ) to a holomorphic function on CP 1 \ {1}. Moreover, the matrix A(y, ∞) is a lower-triangular matrix. We can prove in the same way as in Lemma 13 that the Floquet multipliers at ∞ are e − T 0 c N−i (ξ) dξ , i = 1, . . . , N. Since our operator is algebro-geometric, there is a neighborhood of ∞ without branching points. Using this fact we can add points P − i in order to obtain an analytic curveΓ. If all Floquet multipliers are different, we add these points with the local parameter t. If there are coinciding P − i , we add them with the local parameter equal to the root of t of degree corresponding to the multiplicity of these Floquet multipliers. The calculation of the order of poles of ψ n (y) in these points can be done in the same way as in Lemma 13. Proof. We will consider for simplicity the case N = 3. The proof is analogous for N = 3.
The matrix A(y, ρ) has a pole at ρ = 1. Let t = ρ − 1, then
where
The matrix A(y, t) tends to
A −1 (y) as t tends to zero, thus the solution of the equation (22) tends to the solution of the equation
The key observation is that the matrix A −1 (y) has the same rows. It follows that ψ
y) are constants that can be expressed in terms of the initial conditions. It follows that
We substitute these formulas in the equation for ψ ′ 0 (y). Let us put E(y) = −a 0 (y)−c 2 (y), F (y) = −a 1 (y)−c 0 (y), G(y) = −a 2 (y)−c 1 (y) in order to shorten the notation. We obtain the equation
This is a first-order linear ODE which can be explicitly solved. Using its solution we can find ψ i (y) and find explicitly the resolvent Φ(y, 0). Let us introduce the notation
We obtain
This matrix has eigenvalues µ 1 = 1, µ 2 = 1 and µ 3 = P (T ) + Q(T ) + R(T ). We see that µ 3 tends to the infinity as t tends to zero. We can add to the curveΓ the point (1, 1) with a local parameter √ t on the branches where µ tends to 1 and a point Q with a local parameter t on the branch where µ tends to the infinity. We obtain an analytic compact Riemann surface Γ and a holomorphic projection π : Γ −→ CP 1 . One can easily verify that ψ n (y) can be continued as a meromorphic function to the point (1, 1).
Let us now consider the point Q. The eigenvector corresponding to µ 3 is 1 1 1 T . Using formulas for P, Q and R we see that for the solution of the equation (32) we have the formula   ψ 0 (y)
We see that the solution ψ n (y) of the equation (22) in a neighborhood of Q has the same behavior as e y 0 E(ξ)+F (ξ)+G(ξ) t dξ as t tends to zero. It is easy to see that E + F + G = −(c 0 + c 1 + c 2 − a 0 + a 1 + a 2 ). Let K = −(c 0 (0) + c 1 (0) + c 2 (0) − a 0 (0) + a 1 (0) + a 2 (0)). We see that the solution ψ n (y) of the equation Lψ = 0 has the same behavior as e Ky t h(y, t), where h is a holomorphic with respect to t function such that h(y, 0) = 0 for the generic operator L. It is easy to see that the Floquet multiplier µ in a neighborhood of Q has the same behavior as
dξ . This implies that µ can be presented as e M t g(t), where M is a constant and g(t) is a holomorphic function such that g(t) = 0.
Further we will consider only generic algebro-geometric operators.
Let us now study the divisor D(n, y) of the poles of ψ n (y) on Γ \ {Q, P ± i }. As it was proven in Lemma 12, D(n, y) does not depend on y, thus we will write D(n).
We need to consider the formal adjoint operator L + of L. It is easy to see that
Let us also consider the adjoint equation L + ψ + = 0. We can as before consider Floquet solutions of this equation normalized by the condition ψ 
Let Φ(y, 0) and Φ + (y, 0) be the resolvents of A and A + . We know that Lemma 17. For any k and y the following identity holds dρ
It is easy to see that this differential does not depend on y since on the right hand side we integrate an expression periodic in y ′ . For an analogous reason this differential does not depend on k. We will denote this differential by Ω. Let us define
Thus Ω = dρ ρRρ = dµ µRµ . Proof of the Lemma. Let us multiply our equation a n ψ n (y, P ) − ψ ′ n (y, P ) + c n ψ n+1 (y, P ) + ψ ′ n+1 (y, P ) = 0, by ψ + n (y,P ), and subtract the adjoint equation a n ψ + n (y,P ) + (ψ + n (y,P ))
multiplied by ψ n (y, P ). In the following formulas we will presume that ψ n is taken at the point P, and ψ + n is taken at the pointP . Let us sum the resulting formula
We can rewrite the resulting formula using the fact that ψ and ψ + are Floquet solutions. We obtain
We integrate this formula and use again the fact that ψ and ψ + are Floquet solutions. We obtain
Taking a limit whenP tends to P we obtain the formula in the statement.
Lemma 18. The functions R ρ and R µ have no common zeroes in Γ \ {Q, P ± i }. Proof is similar to the proof of the previous Lemma. Let us consider the curves a n (y, t), c n (y, t), ρ(t), µ(t), ψ n (y, t) such that ψ n (y, t) is a solution of the equation L(t)ψ = 0 with Floquet multipliers ρ(t) and µ(t) and a n (y, 0) = a n (y) etc.
Let us multiply a n (y, t)ψ n (y, t) − ψ ′ n (y, t) + c n (y, t)ψ n+1 (y, t) + ψ ′ n+1 (y, t) = 0, by ψ + n (y), and subtract the adjoint equation a n (y)ψ
multiplied by ψ n (y, t). Let us sum and integrate as before. Taking the derivative with respect to t at t = 0 we obtain
If R ρ and R µ have a common zero then in this point , where R µ is written for example for k = 0 and y = 0 :
It follows from the behavior of ψ and ψ + at the point Q described in Lemmas 15 and 16 that Ω has a pole of first order at Q.
From Lemmas 13 and 14 we know the structure of poles and zeroes of ψ n at the points P ± i . We can prove in the same way that ψ + 0 (y) has no zeroes or poles at P ± i . It follows that in these points Ω has only a first order pole at P For a generic operator the functions a n ψ n − ψ ′ n and c n−1 ψ n + ψ ′ n have in Γ \ {Q, P ± i } the same poles as ψ n . It follows from the equation Lψ = 0 that D(n) does not depend on n and we will write D. We can give the same argument with the divisor D + corresponding to ψ + . Since for a generic operator dρ and dµ have no common zeroes, we obtain the following Lemma.
Let g be the genus of Γ. Since the canonical class has degree 2g − 2, we see that D is an effective divisor of degree g.
We can now summarize the results of this Section in the following Theorem. , t) , where K is a constant, t is a local parameter at Q and h n (y, t) is a function that is holomorphic with respect to t, such that h(y, 0) = 0. The divisor D of poles of ψ n (y) in Γ \ {Q, P ± i } is an effective divisor of degree g and does not depend on n or y.
Inverse spectral problem.
Let us consider a non-singular curve Γ of genus g, labelled points P ± i , i = 1, . . . , N, and Q on the curve Γ, and also a divisor D = R 1 + · · · + R g . Let us also fix a 1-jet [λ] 1 of a local parameter at the point Q, i.e. a local parameter at the point Q up to a transformationλ = λ+O(λ 2 ). The set (Γ,
As we have seen in Theorem 2, we can build spectral data starting from a generic periodic algebro-geometric operator L (we should take λ = t K ). Our goal is to prove the inverse theorem.
There exists a Baker-Akhiezer function ψ n (y) defined on Γ and depending on two parameters n ∈ N and y ∈ R such that (1) ψ 0 (0) = 1. Proof. We will use the same notation and conventions as in the paper [14] . Let us choose a basis in cycles. Let Ω P 
It is easy to check that the function (34) exp(
depending on two parameters n and y, satisfies the conditions (1)-(5) from the statement of this theorem. Hence the existence of ψ n (y) with properties (1)- (5) is proven. Let us now prove that any function ψ n (y) satisfying the conditions (1)-(5) has the form (35) ψ n (y, P ) = r n (y) exp(
where r n (y) are constants (i.e. do not depend on a point on Γ) such that r 0 (0) = 1. Indeed, the ratio of a function ψ n (y) and the function (34) is a meromorphic function on Γ with a pole divisor D − yU − nU P + P − , which is generic. It follows that the space of such meromorphic functions has dimension 1, i.e. this ratio is a constant function on Γ, depending on the parameters n and y. Let us denote this constant as r n (y). It follows from the condition (1) that r 0 (0) = 1.
Let us now construct the operator L. We already have the function ψ n (y) given by the formula (35). Let us consider the equation Lψ = 0 as an equation for unknown a n (y), . . . , d n (y) :
Let us take the Laurent series expansion of (36) at the point P − n+1 . The first term of this expansion gives us the identity c n (y)r n+1 (y) exp
This implies that
In the same way the term of order λ −1 in the Laurent series expansion of the equation (Lψ) n e − y λ = 0 at Q gives us the formula
Considering the Laurent series expansion of (36) at the point P + n+1 we obtain the formula (39) a n (y)
If a n (y), . . . , d n (y) satisfy identities (37), (38) and (39) then the equation (36) holds at any point on Γ. To prove this, let us consider the function
It follows from the formulas (37) and (38) that ϕ n (y) satisfies the same conditions (1)- (5) as ψ n (y). As explained before, it follows that these two functions are proportional. The formula (39) means that the coefficient of proportionality is equal to 1, i.e. ϕ n (y) ≡ ψ n (y). This implies that the equation (36) holds at any point on Γ. The identities (37), (38) and (39) determine a n (y), . . . , d n (y) up to a multiplication by a constant depending on n and y. It is easy to check that this fact together with the fact that ψ n (y) are determined up to constants r n (y) means exactly that L and ψ are defined up to a gauge transformation.
We should remark that operators obtained by this Theorem from spectral data are not necessarily gauge equivalent to periodic ones. There also exists a unique basis such that the corresponding matrix
satisfies the conditions ε = (P, S),ε = ∆/ε, ∆ = det(T), 0 ξ <ε.
Proof is a direct calculation. We consider only the case when δ < ∆, ε < ∆. It is a reasonable assumption. Indeed, if, for example, δ = ∆ thenδ = 1. It means that one of the periods is equal to 1. This degenerate case is of little interest.
The main object of our interest is the Floquet solution ψ of the equation Lψ = 0. Since we have two choices of basis of the period sublattice, we can define two pairs of corresponding Floquet multipliers of the function ψ n,m :
2 ∈ SL 2 (Z), it follows that 1 −ξζ = κ∆, where ξ =ξε, ζ =ζδ, ∆ =∆εδ, κ ∈ Z + . Thus we can express ν 1 , µ 1 in terms of ν 2 , µ 2 and vice versa by the formulas
3.2.1. The inverse spectral problem. The inverse spectral problem for the discrete operators was solved by Krichever [10] . Let us recall (in our notation) the main theorem of the paper [10] Theorem 4. Let the matrix T (40) define a period sub-lattice (and hence T 1 , T 2 ). Let C be a curve of genus g = ∆ − δ − ǫ + 1 and P ± n , Q ± n be points on C such that
Let D be a generic effective divisor of degree g.
Let one of the following equivalent conditions be satisfied
where ν i , µ i are meromorphic functions on the curve.
Then the following statements hold.
(1) The space
is one-dimensional. (14) .
The explicit formulas for L and ψ n,m in terms of theta-functions can be found in [10] .
This means that given the spectral data (Γ, P ± n , Q ± n , D) satisfying the conditions (45), (46) and (47), one can reconstruct L and ψ nm uniquely up to a gauge transformation in terms of theta-functions.
Counting of parameters performed in the paper [10] shows that varying the curve C and the divisor D we can get a dense subset of the set of periodic discrete operators. In this paper this fact is proved effectively by solving direct spectral problem.
3.2.2.
The direct spectral problem. For discrete operators the direct spectral problem can be solved explicitly. Let us consider a generic discrete operator L with a period matrix T (40) and the equation Lψ = 0. As in the semi-discrete case, we consider the Floquet solution. Proof. Let us introduce some notations:
Let the matrix M be the matrix of the linear system Lψ = 0 written in some basis. In more details, let us put the coefficients of the equation (Lψ) i,j = 0 in the i + jδ + 1-th row (0 i <δ, 0 j < δ) of M, where ψ k,l are written in the form ψ k,l = ν We also need a matrixM constructed in an analogous way. Let us put the coefficients of the equation (Lψ) i,j = 0 in the iε + j + 1-th row (0 i < ε, 0 j <ε) of the matrixM , where ψ k,l are presented in the form
Reformulating Lemma 1 from the paper [11] we get the following Lemma.
Lemma 21. For any operator L the following identities hold.
Proof is by a direct calculation.
From this Lemma we see that for a generic operator L the natural compactification of the affine part of the spectral curve {(ν 1 , µ 1 )|R(ν 1 , µ 1 ) = 0, ν 1 µ 1 = 0} is a curve of genus ∆ − δ − ǫ + 1. Compactifying this curve we add four groups of points P ± i , Q ± i . In the coordinates ν 1 , µ 1 we have
and in the coordinates ν 2 , µ 2 we have
).
It is easy to see that
Using this formula together with Lemma 21 we can prove that there exists an effective divisor D of degree g such that ψ ∈ L n,m (D). For the proof see Lemma 2 of the paper [11] .
To get more information about the divisor D we need the formal adjoint operator (L + ψ + ) n,m = a n,m ψ 
where∆ is the determinant of the algebraic complement of the element M 11 of the matrix M, satisfies the identity
It follows that
This lemma completes the proof of the Theorem. .
In the same way up to multiplication by a constant ψ n (y)+v n (y)ψ n+1 (y) is equal to exp(
We obtain that ψ n (y) =r n (y) exp(
− Ω QP , wherer n (y) are constants.
Since
, we obtain ψ n (y) =r n (y) exp( The formula for the Laplace transformations of the second type can be easily obtained from the formula for the Laplace transformation of the first type since they are inverse to each other.
This Theorem makes it possible to easily construct chains of Laplace transformations and, therefore, solutions of the equations (7) and (8) in terms of theta-functions.
4.2.
Spectral properties of the Laplace transformations of algebro-geometric two-dimensional discrete hyperbolic Schrödinger operators. As was already explained in Section 2.2, the group generated by the Laplace transformations has three generators. Let us now describe how these generators act on the spectral data. As it was mentioned in the Introduction, cyclic chains of Laplace transformations were studied in the paper [7] (we should also mention the paper [15] where cyclic chains of Darboux transformations were studied).
In our case we define a cyclic chain of Laplace transformations as a chain such that (Λ ± . This condition means that the dynamics of the iterated Laplace transformation is linearizable on the Jacobian of the spectral curve. Indeed, it follows from the Theorem 7 that in this case the points P ± , Q ± are invariant and the divisor D is shifted by a fixed vector P − − Q − . The condition of integrability is absolutely explicit in terms of the coefficients of a periodic operator L. Indeed, it follows from the explicit formulas for the points P are constants. We have the following Theorem similar to the one from [7] . Proof can be done by direct calculation.
As in the semi-discrete case, we can construct solutions of the completely discretized 2D Toda lattice (19). In this case we can do it for arbitrary generic periodic initial data since any periodic operator is algebro-geometric. This gives us the following Lemma. 
