Abstract-A matrix approach is proposed for determining the coefficients of maximally flat (m.f.) FIR filter transfer functions expressed in terms of cosine of multiple angles. In this, a transformation matrix maps a functional vector, the entries of which are either 0 or 1, into the coefficient vector of the m.f. filter transfer function. It is shown that the transformation matrix could be generated either directly or recursively.
A Matrix Approach for the Coefficients of Maximally
Flat FIR Filter Transfer Functions
L. R. RAJAGOPAL AND S. C. DUTTA ROY
Abstract-A matrix approach is proposed for determining the coefficients of maximally flat (m.f.) FIR filter transfer functions expressed in terms of cosine of multiple angles. In this, a transformation matrix maps a functional vector, the entries of which are either 0 or 1, into the coefficient vector of the m.f. filter transfer function. It is shown that the transformation matrix could be generated either directly or recursively.
I. INTRODUCTION
The transfer function H (z) of a symmetric, zero-phase FIR filter of order 2N can be written as
The frequency response of this filter is N H(e jw ) = S i)i(co
A maximally flat (m.f.) filter is characterized by the maximum possible value of the sum of L + K, where L and K represent the orders of flatness at w = 0 and w = T, respectively, and are related to Nby
Herrmann [1] used the transformation
on (2) to yield the polynomial P N {x) = 2 gi x> 0 < x < 1.
" 0 (5)
Having identified a suitable polynomial corresponding to the m.f. filter, Herrmann gave an explicit expression for bj's of (2) in terms of the g,'s of (5) and added that the method is numerically not sound. Kaiser [2] proposed a method in which he computed the magnitude response at N equispaced points and carried out Discrete Fourier Transformation on this point set to arrive at the coefficients of the m.f. filter. Jinaga and Dutta Roy proposed two methodsan explicit expression [3] and a recurrence relation [4] -for computing the coefficients directly, in contrast to Kaiser's indirect method.
Here, we propose a matrix approach as an alternative to the earlier methods. In this, a transformation matrix maps a functional vector, the entries of which are either 0 or 1, into the coefficient vector of the m.f. filter transfer function. It is shown that the transformation matrix can be generated either directly or recursively, and that this can be reduced to a problem of matrix multiplications with the entries of the matrices as integers. The use of integer arithmetic enables us to determine the exact word length required for implementing this class of filters on any binary machine. 
II. TRANSFORMATION MATRIX
Consider a low-pass function, defined in the interval (0, 1), a shown in Fig. 1 . If L is the number of successive discrete points a which the function is unit valued, then
The Bernstein polynomial approximation for this low-pass functio can be written as
In [5] , it is shown that (7) reduces to the expressions obtained b Herrmann [1] and Miller [6] for an m. 
A. Direct Method
The frequency response of the transfer function (1) can also t expressed in powers of cosine as
where the a,'s of (9) are related to b,'s of (2) through Chebyshe polynomials. In [7] , it has been shown that a,'s are easily generatt by using a transformation matrix, which is a product of the wel known Q matrix [8] 
then all the nonzero entries of [ C' N ] can also be generated simultaneously. It follows from the fact that the nonzero elements of the Mh column of the [ C' N ] matrix are given by a) for N even: j even only
Further, it is easily seen that the first column of [Q N ] is the same as the diagonal elements of [D N ]; hence, the rest of the entries of [Q N ] can be filled up by using these known column elements [8] .
The simple relation, repeated here for the sake of completeness, is
; j = itoN.
By observing the symmetry properties of [Q N ], only about half the elements need to be computed. Finally, the generation of the diagonal matrix [ D' N ] is a trivial task because its entries are given by
The simplicity of this approach is best explained by an example. For convenience, let the coefficient vector
where [S N ] is generated with the terms of the inner summation of (18) 
S,j(N) = S,. U} (N -1) + 2S.JN -1) + S i + IJ (N -1)
The entries of the last row and the last column can be easily arrived at from (10b) as
We illustrate the use of the recurrence relation by an example. 
In practice, owing to the symmetry properties of [S N ], only about half of the entries need to be computed.
III. CONCLUSION
We have proposed a new matrix approach for determining the coefficients of m.f. filters, in which the required transformation matrix could be generated either directly or recursively. The use of matrices with integer entries enables us to determine the exact word length required to implement this class of filters.
APPENDIX PROOF OF (20a) AND (20b)
i) Proof of (20a): Let / denote the right-hand side of (20a); then using (18), we can write u Jl\ N -i -u
In the previous step, and the ones to follow, the factor ( -l) j in the inner summation of (18) has been ignored because it appears on both the sides, and does not affect the recurrence relations. Simplifying (Al) gives
= S iwJ {N). (A2) u ) \N -i -u
ii) Proof of (20b): Let 7, denote the right-hand side of (20b); then using (18), we can write
;,=2 2(-i) u/27 
By rearranging the third term and combining with the first term, we get
S (-1)
\N -ml «=o \m -ul \uj
Using (18), the left-hand side of (20b) becomes
Expanding the terms gives 
)( N-m )\m-u Changing the order of summation and letting v = 2(N -j -\), we have

I. INTRODUCTION
Adaptive filtering based on least-squares (LS) criterion has been intensively researched in the past two decades because of its broad spectrum of applications [l]- [8] . Much of the research has been to develop computationally efficient and numerically robust LS algorithms. The addition of time recursiveness in various LS algorithms has been another focus of research because of its usefulness in many applications. The basic objective is to recursively perform the matrix inversion required by the direct calculation approach so that a direct sample matrix inversion is not necessary.
These recursive least-squares (RLS) algorithms are closely related to Kalman filtering methods and minimize an exact LS error criterion constructed from the actual acquired data at every point in time. Such an exact optimization is computationally demanding even with the time recursive property, and has limited RLS techniques to off-line applications for many years. However, because of the latest development of versatile and programmable processing devices using sophisticated VLSI design, real-time performance can be obtained using regularly structured processing such as the systolic approach. In general, a systolic architecture is a collection of relatively simple processing units, either all of the same type or a mixture of a few different types, connected by a regular communication network and operating in parallel [5] , [9] , [10] . The main feature of a systolic structure is that input arid output are overlapped with computation, resulting in a very high throughput. The conventional RLS or Kalman algorithm is sensitive to roundoff error when finite precision arithmetic is used for its implementation, because the conventional RLS algorithm involves inverting the input covariance matrix which may be ill conditioned. Ill conditioning occurs if the matrix of interest has a very small determinant, in which case the true solution can be subjected to large perturbations and still satisfy the system of equations quite accurately. To alleviate the problem of roundoff error, a family of algorithms based on orthogonal transformations can be employed. These include the Givens, Householder, and Modified GramSchmidt transformations [11]-[14] . These algorithms deal with data matrices with condition numbers equal to the square root of the condition number of the input covariance matrix. The condition number of a matrix is defined as the ratio of its largest to its smallest nonzero singular values and is considered to be an error magnification factor. In other words, these orthogonalization techniques avoid forming the input covariance matrix explicitly and operate directly on the input data; thus, they are less sensitive to roundoff noise.
In this correspondence, the derivation of the multiple-input multiple-output algorithm and its corresponding systolic architecture is based on an alternate form of the Modified Gram-Schmidt orthogonalization procedure. The advantages and rationales for choosing the alternative form will become apparent.
An approach to RLS filtering was recently developed by Cioffi and Kailath using the geometrical concepts of linear vector spaces [15] . This is a natural consequence of the equivalence between the basic geometric principle of orthogonalization and the LS concept. Suppose we express a sequence of t samples of a discrete observation as a f-dimensional vector. Thus, for TV channels, we would have N r-dimensional observation vectors. We select one of these observation vectors as the "desired vector" and define the "estimation subspace" as the subspace spanned by the remaining N -1 vectors, where N -1 < t. A linear combination of these N -1 vectors is called an "estimate vector" since it is a possible estimate of the desired vector. We also define the difference between the desired vector and an estimate vector as an "error vector." Hence, the desired vector, estimate vector, and error vector form a triangle, which, when the triangle becomes right angled with the error vector perpendicular to the estimate vector, the error vector is at the minimum norm. This corresponds to a simple geometrical fact: the shortest distance from a point to a line is the perpendicular distance. A generalization of this principle is the orthogonal projection theorem which is a central concept in linear LS estimation. Of course, the geometrical interpretation is not so easy to conceptualize as we attempt to update the estimate vector recursively in time, as t increases.
With the relationship between the basic LS problem and the orthogonal projection concept clarified, it is appropriate at this point to describe the approach to the multiple-input multiple-output RLS algorithm to be derived in this correspondence. Suppose the desired vector mentioned above can be any one of the N observation vectors in which case we can look at it as a composite problem of N individual RLS problems. Now the question is how can we solve such a composite RLS problem efficiently and time recursively. To achieve arithmetic efficiency and real-time throughput performance, we have used various systolic array concepts and have taken advantage of computational redundancies that can occur for different desired vectors.
