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The magnicon [1-31, a "scanning beam" microwave amplifier related to the gyrocon [4] , is a possible replacement for klystron amplifiers in future electron linear accelerators operating at frequencies in the X-band and above. Compared to the klystron, the magnicon offers the potential of higher power operation at frequencies greater than 10 GHz, higher efficiency, and reduced sensitivity to variations in load impedance, while preserving the traditional klystron attributes of high gain and frequency and phase stability. These characteristics may also make the magnicon an attractive device at lower frequencies (0.5-10 GHz), for a variety of applications in which frequency and phase stability, combined with high overall efficiency, are important criteria. Such applications include high average power proton accelerators for tritium production and radioactive waste transmutation (see Ref.
[51 and references therein), and microwave power beaming [6) .
The magnicon consists of a number of TM-mode deflection cavities (a drive cavity and a series of gain cavities), followed by an output cavity. The deflection cavities spin up an electron beam to high transverse momentum, i.e., a m v 1 /vz ? 1,
where v 1 and vz are the velocity components perpendicular and parallel to the axial magnetic field. They are typically designed so that the electron transit time is half an rf period. However, the final deflection cavity, also known as the penultimate cavity, may consist of several sections, coupled by irises, in order to reduce the rf fields required to spin the beam up to high a. The deflection cavities employ a rotating TMI10 mode, producing a gyrating electron beam whose centroid rotates about the Mmuscril approved November 16, 1993.
cavity axis at the drive frequency. In addition, the sense of all electron velocities and displacements change in synchronism with the advance in phase of the rf wave. The output cavity extracts principally the transverse electron momentum in a gyroresonant "fast-wave" interaction that extends over several wavelengths. It employs a mode that rotates synchronously with the beam centroid motion, making possible a highly efficient output interaction without requiring beam bunching.
In order to extrapolate magnicon operation to high frequencies (>5 GHz), it is possible to operate the output cavity at a multiple of the frequency of the deflection cavities [2, 7, 81 . In this case, the output cavity will employ a TMmjO mode, where m is an integer greater than 1. This permits larger cavities, and lower rf fields, in the deflection system than would be required if the entire device operated at the output frequency. However, the penalty is a likely lowering of the efficiency, due to the weaker rf fields near the axis of the output cavity for m>l. The most practical value of m for a frequency multiplying magnicon is m=2. In this case, the output cavity operates in the TM 2 10 mode at twice the drive frequency. An added advantage of the frequency-doubling configuration is that approximately the same magnetic field can be employed in the deflection cavities and in the output cavity. This is because the optimum magnetic field in the deflection cavities corresponds to a gyrofrequency approximately twice the operating frequency of the deflection cavities [1] , while in the output cavity it corresponds to a gyrofrequency approximately equal to the operating frequency [2] . A generic frequency doubling magnicon configuration is illustrated in This paper presents the results of a design study to produce a circuit for an 11.4 GHz frequency-doubling magnicon amplifier experiment on the NRL Long-Pulse Accelerator (LPA) Facility [9] . The study assumes that the experiment will make 2 use of certain existing laboratory equipment. This includes a single-shot Marx generator power supply driving an explosive emission diode to produce a -500 keV, 172 A, 5.5-mm-diameter solid electron beam [10] . The effect of finite beam diameter was a particular concern in this study. In addition, the study assumes that the magnetic field will be produced by a set of existing pancake magnets. These magnets are 3-cm thick, with a coil inner and outer radius of 7.9 cm and 15.75 cm. They are typically separated by 3.3-cm spacers. However, the spacing may be varied to tailor the magnetic field profile. Alternatively, the magnet may be separated into several sections, which may be powered by separate power supplies.
I1. THEORETICAL MODELING Az4D DESIGN PROCEDURE

A. Physical Model
This study makes use of steady-state particle simulation employing the realistic fields of magnicon cavities connected by beam tunnels, and includes the effects of finite electron beam diameter. However, it does not model either space charge or beam emittance. Following the analytical determination of approximate cavity dimensions and operating parameters, the simulation procedure begins by solving for the eigenmodes of particular cavity configurations, including the effects of beam tunnels. A particle-pusher code then integrates the trajectories of electrons through these fields, first of individual cavities, and then of an entire magnicon device.
The particle code uses a steady-state model that makes use of the phaso synchronism between the beam and the wave. Thus, the entire simulation is carried out by following a single temporal slice of electrons, one macroparticle deep in z.
The modeling of the magnicon must take into account the modifications to the ideal cavity rf modes caused by the presence of their connecting beam tunnels. These Accurate if fields are also required to model the x-mode of the penultimate cavity, and to model field leakage between the penultimate and output cavities. In order to account for this last effect, the penultimate and output cavities are considered as a single rf structure, which is solved separately for the dipole operating mode of the penultimate cavity and the quadrupole operating mode of the output cavity (see Fig.   2b ,c). These separate solutions are then superposed in the particle simulation.
B. Design Goal
The objective of this study was to design a magnicon circuit with maximum efficiency for the parameters of the proposed NRL experiment. In addition, the circuit should provide for high gain (requiring no more than -I kW of drive power) and for an effective Q no higher than -1000, to provide a reasonable frequency bandwidth for the device. Finally, the circuit should be stable against oscillation.
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C. Description of computer models
The magnicon codes are designed to calculate realistic rf fields in the cavities and to determine the beam electron trajectories in those fields.
Calculation of the fields for dipole or quadrupole modes of axisymmetric cavities with arbitrary shapes is performed in two stages. First, two components of the rf field are calculated using the MULTIMODE code [11] . In this code, the eigenvalue problem is solved using the r and z components of the magnetic field, Hr and H.. In this case, there are no nonphysical solutions. Then the last component, H#, is determined from the equation
where w is the eigenfrequency and c is the speed of light. The term (V2,#)# contains the known component Hr. This procedure does not decrease the precision of H#. In the MULTIMODE code, eight-node second-order isoparametric finite elements are used.
Next, it is necessary to determine the components of the electric field. It is possible to do this numerically by evaluating the derivatives of the components of the magnetic field or by solving Maxwell's equations using a finite element method.
However, both of these methods give unacceptably large errors. Instead, we use a boundary integral method [12] . Using the MULTIMODE code, we determine the cavity surface current density distribution:
S where A is the unit vector normal to the surface. Using the current density distribution, we can find the vector potential at any point F inside the cavity:
where k = wic , go is the permeability of free space, I' is the surface source coordinate, dS' denotes the element on the surface, and the integral is over the entire cavity surface. Then, it is possible to find the magnetic field:
Since only the kernel of Eq. (3) depends on 7, it is possible to find H by analytical differentiation of this kernel. The electric field is also determined from Maxwell's equations by analytical differentiation:
Here, eo is the permittivity of free space. In this case, all six field components will satisfy Maxwell's equations, and have the same precision of calculation. For the approximation of the surface current density, we use a third-order spline fit. To increase the speed of the field calculation near the cavity axis, we use a second-order paraxial expansion for all rf field components.
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The equations of motion for the beam electrons are integrated using the third- 
D. Design Procedure
The solution for the realistic cavity rf fields is an input to the particle simulation code, which assumes a particular amplitude and phase of the fields in each cavity, and integrates the full Lorentz equations for the electrons through these fields. Iteration is used to find self-consistent values of amplitude and phase. The correct rf phase in a particular cavity is assumed to be the phase that extracts the maximum energy from the electrons. For the gain and penultimate cavities, the rf amplitude is determined by power balance, including the effect of a finite Q due to wall losses. For the output cavity, a different procedure is followed. First, an rf field amplitude is assumed. Next, the rf phase is adjusted to optimize the efficiency for the chosen amplitude. Finally, the output Q that will yield overall power balance is calculated.
The process begins with solutions for only the penultimate and output cavities.
These preliminary solutions look for an efficient interaction in the output cavity as a function of the amplitude and phase of the rf fields of both the output and penultimate cavities. The beam entering the penultimate cavity is assumed to be unperturbed by the previous cavities. Separately, the gain of the deflection cavities is optimized as a function of their length and spacing. Interesting cases are then made self-consistent by proceeding backward from the penultimate cavity toward the drive cavity, one cavity at a time, to determine the field amplitude in each preceding cavity that will drive the beam in order to produce power balance at the fields required in the next cavity. Finally, to ensure self-consistency and overall power balance through the entire device, the cavities are solved again, sequentially, beginning with a particular signal in the drive cavity.
A separate area of concern is stability against self-excitation (oscillation). The principal area of concern is the penultimate cavity. The magnicon simulation code can be used to study the stability properties of magnicon cavities for rotating modes. This is done by looking at energy balance in a cavity for an initially unperturbed electron beam and a "smal" cavity rf field. If the beam loses more energy to the cavity mode than the mode dissipates in wall losses, the mode is unstable and will grow from noise. The same energy balance calculation, using higher cavity rf fields, can determine whether the oscillation will reach large amplitude, or whether there are unstable states of "hard excitation," that might be excited during the rise of the voltage pulse. However, the magnicon simulation code can only model synchronously rotating modes, and thus cannot examine the TMoIo (klystron) mode, which occurs at approximately 3.6 GHz in the deflection cavities. Symmetric (m=O) modes, such as the TMoIo mode, must be evaluated by another means.
In order to estimate the penultimate cavity's klystron-mode instability threshold, it is modeled as two coupled cavities. cavities are considered to be weakly coupled. In this limit, the frequencies of the two coupled-cavity modes will be approximately equal to the frequencies of the two uncoupled cavities. In this case, each mode will have one filled cavity and one almost empty cavity, and the cavities will oscillate independently. In this small K limit, the threshold for oscillation may be estimated by assuming that instability can occur only if the cavity detuning caused by the beam is of the same order as the difference in the cavity eigenfrequencies.
TMoI0--mode fluctuations in the first cavity will modulate the beam momentum, resulting in current density modulation in both of the cavities. This modulation causes both frequency detuning and a change in the beam energy. Specifically, there will be electron acceleration in the first cavity (i.e., cavity loading) and deceleration in the second cavity (cavity excitation). The relative detuning Awo.w caused by the beam may be estimated (see the Appendix) as:
where R is the cavity shunt impedance, Q is the quality factor, and Im(Y) is the susceptance of the beam. The detuning for the first cavity should be smaller than for the second, since the beam is not yet modulated. To estimate the instability threshold, we will make the "worst case" assumption, that the detuning of both cavities will be of the same order and of opposite sign. 
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The study reported in this paper makes use only of steady-state, or timeindependent modeling. Some time-dependent issues of magnicon modeling have been explored elsewhere [14] .
MI. DISCUSSION OF THE FINAL CIRCUIT
The final magnicon circuit includes a drive cavity, two half-wavelength gain cavities, and a two-section i-mode penultimate cavity, all operating at 5.7 GHz, and finally an output cavity operating at 11.4 GHz. This configuration is illustrated schematically in Fig. 3 . Figure 4 shows the same cavities to scale, drawn as an overlapping sequence of the discrete rf structures depicted in Fig. 2 . Figure 4 also shows the position of the 12 pancake magnets. These are arranged in two sections, each containing 6 magnets separated by 3.3-cm spacers. The two sections are separated by a larger 6.6-cm spacer. The upper part of Fig. 4 shows the resulting magnetic field profile. The design parameters are summarized in Table I . Figure 5 illustrates the "ideal" operation of the magnicon by analyzing the case of a single, initially on-axis electron. Notice that the electron transverse momentum, plotted as the "pitch angle" or tan-la, progressively increases through the deflection cavities, but that most of the increase occurs in the penultimate cavity.
Finally, the transverse momentum is reduced to near zero in the output cavity and at the same time the electron energy decreases by -58%. (For a single electron, substantially higher efficiencies are possible if a is allowed to be >A.)
Particular areas of the circuit are discussed in separate sections below.
A. The Drive and Gain Cavities
The spin up of the electron beam takes place in a series of deflection cavities that progressively amplify the rf signal injected into the drive cavity (see Figs The diameter of the drift tubes is 1 cm in this region of the magnicon circuit. The magnetic field was chosen to be 1.6 times the cyclotron resonant value at 500 keV.
The simulation calculates that the beam will shift the cold-cavity resonant frequency by -15 MHz, and lower the Q to -1000. The calculated transverse electric and magnetic fields along the axis of the second gain cavity are shown in Fig. 7 . The transverse electric fields are the result of the beam tunnels at either end of the cavity.
B. The Penultimate Cavity
The increase of rf fields is approximately exponential in the cavities of the deflection system (see Fig. 6 ). As a result, the highest fields, and most of the beam spin-up, will occur in the last of these cavities, the penultimate cavity. If this cavity is similar in design to the other deflection cavities, very high rf fields are required to reach a beam a -1. This increases the likelihood of microwave breakdown, and also can lead to significant wall losses, which will lower the overall electronic efficiency of the magnicon.
In order to lower the required fields, it is desirable to have an interaction that can be sustained in a favorable rf phase for more than half of an rf period. In particular, the use of a multisection cavity, in which the fields change by x after each half-rfperiod, will serve this purpose [2, 7] . In principle, a two-section cavity should need only half of the peak rf fields, reducing the likelihood of breakdown. Furthermore, since wall heating is proportional to the square of the rf fields, such a two-section cavity would dissipate approximately half as much rf power as a single-section cavity.
A further advantage in reducing the rf fields and the wall losses would be gained by using more than two sections. However, a stability constraint militates against this. Studies have shown that three-section cavities become unstable to oscillation in the TMO10 w72 mode, in which the three cavities act approximately as a buncher, drift space, and catcher, in a manner analogous to a klystron [8] . Additional sections would only make matters worse.
Even a two-section cavity is significantly more likely to be unstable than a single-section cavity. The stability of the penultimate cavity against oscillation in the TM 1 1O i-mode requires a lower magnetic field than the optimum field in either the halfwavelength gain cavities or the output cavity. In order to stabilize the penultimate cavity, the magnet was divided into two sections separated by 6.6 cm. The penultimate cavity is located in the vicinity of the magnetic field minimum produced by this separation (see Fig. 4 ). The two sections of the penultimate cavity are of equal length in the final circuit. (Cavities with unequal lengths were also evaluated.) The cavity is designed so that each of the sections will yield approximately the same absolute value for the integral of the transverse magnetic field along the cavity axis, i.e., a "balanced"
cavity. This is accomplished by employing a slight difference (-05%) in the cavity inner radius of the two sections, to correct for the asymmetry in the beam tunnel diameters at either end of the cavity. The transverse electric and magnetic fields of the penultimate cavity mode as a function of position along the axis is shown in Fig. 8 .
The simulations predict a maximum rf electric field of 250 kV/cm on the walls of the penultimate cavity. They also predict that the beam will detune the cold cavity resonance by -10 MHz.
C. The Output Cavity
The output cavity of a frequency-doubling magnicon employs a quadrupole Figures 9 and 10 show optimized simulations of the final magnicon circuit for a 5.5-mm-diameter "magnetized" and a 2-mm-diameter "shielded" beam. In Fig. 9 , the interaction of a 5.5-mm-diameter beam with the cavity fields results in a large spread in the electron trajectories. A significant energy spread is first seen in the second gain cavity. However, the most significant phase mixing occurs in the penultimate cavity, where the electrons develop a large spread in energy and in pitch angle. The nonideal effects in both of these cavities result in large part from the large radial electric fields shown in Figs. 7 and 8. As a result, the interaction in the output cavity is relatively incoherent, and the final efficiency is only 24%, much less than 58% seen in a comparable single particle simulation (see Fig. 5 ). In Fig. 10 , for the 2-mm-diameter shielded beam, the entire interaction is much more coherent, resembling the singleparticle simulation of Fig. 5 . As a result, the final efficiency is 56%.
The 2-mm-diameter beam corresponds to the approximate parameters of the INP magnicon gun [2, 16] . The correct modeling of the interaction of a near-Brillouin beam such as that produced by the INP gun cannot be carried out without including space charge, a capability that does not presently exist. The best model to use in the absence of space charge is not clear. However, a comparable simulation for a 2-mmdiameter magnetized beam yields only a slightly lower 52% efficiency.
Complete simulations were also carried out for a 1.2-mm-diameter shielded beam and a 4-mm-diameter magnetized beam. Figure 11 plots the efficiency as a function of beam diameter for all these simulations. It is noteworthy that the efficiency falls by only a few percent up to beam diameters of 2 mm, but decreases rapidly for larger diameters. Figure 12 shows the efficiency of the output cavity as a function of the rf fields in the penultimate cavity for the case of a 5.5-mm-diameter beam. The magnicon efficiency is apparently insensitive to small variations of the penultimate cavity fields.
IV. TECHNICAL PROBLEMS AND DESIGN FEATURES
A. Rf Fields and Breakdown
The axial electric field of the TM1 10 mode, in combination with the strong axial magnetic field required for the electron-wave interaction, creates conditions favorable for multipactor breakdown in the deflection cavities. However, this problem is no different in principle from that of many other devices, such as klystrons. Nevertheless, it may be an area of concern for single-shot, short-pulse experiments employing relatively poor (10-5 Torr) vacuum pressures. Effects attributed to multipactor were observed in a preliminary experiment that measured the gain between two deflection cavities (10]. A second area of concern is true high-field microwave breakdown (field emission). In order to avoid breakdown, the peak field levels in both the penultimate cavity and the output cavity are well below the Kilpatrick limit [171.
B. Beam Loading (Gyrotropic Effect)
The interaction between the (initially axicentered) electron beam and the TMIlO mode of the deflection cavities is highly sensitive to the value of the axial magnetic field, which determines the sign and amplitude of the energy exchange between the electrons and the mode. In addition, the sense of the axial magnetic field breaks the symmetry of the interaction, resulting in different behavior for the two orthogonal circular polarizations 11,2,181. The "preferred" circular polarization, which produces high efficiency, co-rotates with the sense of the electron gyration.
The beam loading of the drive cavity, for the preferred circular polarization, is identically zero for an on-axis electron with no initial transverse momentum when the relativistic electron cyclotron frequency in the axial magnetic field is twice the operating rf frequency. In this case, the electron trajectory remains in the Ez=0 plane of the rotating ff mode. The loading is also near zero for a finite electron beam. As a result, the electrons can be deflected in the first cavity without gaining or losing energy. However, the beam loading of the drive and gain cavities progressively increases as the magnetic field is lowered from this value. This provides a valuable means of controlling the effective cavity Q without requiring the use of external coupling or lossy materials. Another effect of beam loading is to alter the resonant frequency of the cavities, as the reactive part of the beam-circuit interaction down-(up-) shifts the resonance from the vacuum value for the preferred (opposite) polarization [1, 10] . This shift must be accounted for in the cavity design.
C. Energy Extracton
The Q-factor of the output cavity is determined principally by the output coupling. The output coupling is chosen to yield the desired electric fields, in power balance with the beam, to achieve the optimum efficiency. In the case of the 5.5-mmdiameter beam, this requires a Q of -800, while for the 2-mm-diameter beam, Q should be -300. In comparison, the calculated ohmic Q of a copper output cavity is -20,000.
The output coupling may be achieved in several different geometries. The principal variants are side coupling and end coupling. The alternative is to use end coupling. For end coupling, the downstream endwall of the output cavity will contain an iris, followed by a circular output waveguide, rather than a cut-off beam tunnel. This preserves the quadrupole symmetry. The iris diameter and thickness are chosen to achieve the desired cavity Q-value. However, the microwave mode must pass through the collector before reaching the output window, and will also need further processing to produce a tiseful mode, e.g., for
coupling to an accelerating structure. This is the same situation faced by most where Q is the cold cavity quality factor. Since the two parts of the penultimate cavity are assumed to impart detunings of the same order of magnitude, but of opposite signs, the net detuning is given by the expression indicated in Section II.
To assess the effect of space charge on the electron bunching due to a beam of finite radius, we solve the one-dimensional relativistic Vlasov equation for the electron distribution f:
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where p=rmov is the axial momentum and E is the axial electric field. Expanding about the equilibrium distribution, Eq. (A5) relates the perturbed current, 1, to the electric field. In the limit in which the wavelength is large compared to bly, where b is the cavity radius, we can also relate the electric field in the cavity to the current via:
E=~IdI [In(b/rb,)++1.
where rb is the electron beam radius and ZO=-(pWo/e)j 2 is the impedance of free space.
Assuming that the perturbation varies as exp(jat-jkz), the effect of space-charge • 40- 
