Let F be the set of all closed hypersurfaces M immersed in N × R with constant mean curvature H M , where N is a simply connected complete Riemannian n-manifold with sectional curvature K N ≤ κ < 0. We show that inf M ∈F |H M | ≥ (n − 1)κ/n. That answers a question posed by H. Rosenberg.
Introduction
Let M = {(x, f (x))} ⊂ N × R be a graph of a smooth function f : N → R with constant mean curvature H M then it follows from the work of Barbosa, Kenmotsu and Oshikiri in [1] and Salavessa in [14] that n · |H M | ≤ 2 · λ * (N).
In particular, if N is a simply connected complete Riemannian manifold with sectional curvature K N ≤ −κ 2 < 0, κ > 0, then by McKean's Theorem and by (1) we have that
Nelli and Rosenberg in [11] for n=2 and Salavessa in [13] , [14] for any n, constructed entire graphs M = {(x, f (x))} ⊂ H n (−1) × R with constant mean curvature |H M | = c/n, for each c ∈ (0, n − 1]. Thus, by the maximum principle any closed constant mean curvature hypersurface, (CMC-hypersurface), M ⊂ H n (−1) × R has mean curvature |H M | > (n − 1)/n. It should be noticed that Hsiang and Hsiang [8] also showed that |H M | > 1/2 for any closed CMC-surface M ⊂ H 2 (−1) × R. Let F (N) be the set of all closed CMC-hypersurfaces M immersed in N × R with mean curvature H M , where N is a complete n-dimensional Riemannian manifold. Harold Rosenberg in [12] among other questions, asked how small can be the mean curvature |H M |, M ∈ F (N). In this paper we answer this question when N is simply connected complete Riemannian manifold with sectional curvature bounded above K N ≤ −κ 2 < 0 without constructing any entire graphs with constant mean curvature. We prove the following theorem. Theorem 1.1 Let N be a simply connected complete n-dimensional Riemannian manifold with sectional curvature bounded above
In particular
Here λ * (H n (κ)) is the fundamental tone of the hyperbolic space H n (κ).
Let p : N × R → N the projection on the first factor and given a closed hypersurface M ⊂ N × R let R p(M ) the extrinsic radius of the set p(M) ⊂ N. Our second result shows that if there a sequence of closed immersed CMC-hypersurfaces
We prove the following theorem Theorem 1.2 Let N be a simply connected complete n-dimensional Riemannian manifold with sectional curvature bounded above
closed immersed hypersurface with constant mean curvature H M . Then the extrinsic radius
In particular if
sequence of closed immersed hypersurfaces with constant mean curvatures |H
M i | → (n − 1) · κ/n then the extrinsic radius R p(M i ) → ∞.
Remark 1.3
• The proof of the Theorems 1.1 and 1.2 holds with the weaker hypothesis that N has radial sectional curvature bounded above by κ < 0.
Proof of the Results
The Theorems 1.1 and 1.2 follows as corollaries of a more general theorem. 
Where
We should remark that Jorge and Xavier gave lower bounds for the extrinsic radius of CMChypersurfaces in terms of the mean curvature, see [10] , but the Theorem 2.1 is slightly better than the one obtained by them. By their result the extrinsic radius R M of compact CMChypersurface M ⊂ N × R is greater than 1/|H|.
Preliminaries
Identifying X ∈ T M with dϕ(X) we have that at p ∈ M and for every X ∈ T p M that
Taking the trace in (8) , with respect to an orthonormal basis {e 1 , . . . e n } for T p M, we have that
Hess g(ϕ(p)) (e i , e i ) + grad g ,
α(e i , e i ) .
The formulas (8) and (9) are well known in the literature, see [6] , [7] , [9] . Another important tool is the Hessian Comparison Theorem. is the distance function dist M (x 0 , x). Let the sectional curvatures of the two-planes γ ′ , v generated by γ ′ and v ∈ T γ M along γ, K(γ ′ , v) ≤ k be bounded above and µ(ρ) be the function defined in (7) . Then for any X ⊥ γ ′ (ρ(x)) the Hessian of ρ satisfies
Proof of Theorem 2.1
To prove Theorem 2.1 we proceed as follows: let g : N ×R → R given by g(x, t) = ρ 2 N (x), where ρ N (x) is the distance function to a point x o ∈ N, and let f : M → R be defined by f = g • ϕ. By Green's theorem we have that ∫ M [f △f + |grad f | 2 ] = 0. This implies that there exists a subset ∅ = S ⊂ M such that for any point q ∈ S we have that △f (q) < 0. By (9) we have that
Hess g(ϕ(q)) (e i , e i ) + grad g ,
We choose an orthonormal basis {e 1 , . . . e n } for T q M in the following way. Let start with an orthonormal basis (from polar coordinates) for T p(q) N, {grad ρ N , ∂/∂θ 2 , . . . , ∂/∂θ n+l }. We can choose be a orthonormal basis for T q M as follows e 1 = e 1 , ∂/∂t ∂/∂t + e 1 , grad ρ N grad ρ N and e j = ∂/∂θ j , j = 2, ..., n (up to an re-ordination). Computing Hess g(e i , e i ) we obtain that Hess g(e i , e i ) = 2 e 1 , grad ρ N
Therefore at x o = q ∈ S we have that
From (13) we obtain
This proves (3). Now from (15) we can conclude that
Remark 2.3
The idea for the proof of Theorem 2.1 were latent in previous work [3] , [5] . 
see [2] and [4] . If we choose g(x) = R 
