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Abstract 
New adaptive, iterative approaches to the decoding of block Thrbo codes and mul-
tilevel codes are developed. Block Turbo codes are considered as they can readily 
provide high data rates, low decoding complexity and good performance. Multilevel 
codes are considered as they provide a moderate complexity approach to a high 
complexity code and can provide codes with good bandwidth efficiency. 
The work develops two adaptive sub-optimal soft output decoding algorithms 
for block Turbo codes. One is based on approximation and the other on the dis-
tance properties of the component codes. They can be used with different codes, 
modulation schemes, channel conditions and in different applications without mod-
ification. Both approaches provide improved performance compared to previous 
approaches on the additive white Gaussian noise (A WG N) channel. The approxi-
mation based adaptive algorithm is also investigated on the uncorrelated Rayleigh 
fiat fading channel and is shown to improve performance over previous approaches. 
Multilevel codes are typically decoded using a multistage decoder (MSD) for 
complexity reasons. Each level passes hard decisions to subsequent levels. If the 
approximation based adaptive algorithm is used to decode component codes in a tra-
ditional MSD it improves performance significantly. Performance can be improved 
further by passing reliability (extrinsic) information to all previous and subsequent 
levels using an iterative MSD. A new iterative multistage decoding algorithm for 
multilevel codes is developed by treating the extrinsic information as a Gaussian 
random variable. If the adaptive algorithms are used in conjunction with itera-
tive multistage decoding on the AWGN channel, then a significant improvement in 
performance is obtained compared to results using a traditional MSD. 
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Chapter 1 
Introduction 
1.1 Introduction 
The number and expectations of wireless users and the demand for limited resources 
such as bandwidth are increasing rapidly. In order to allow voice, real-time video, 
internet and banking services to be provided on a mobile phone a variety of difficult 
engineering problems need to be solved [97]. 
In order to fully utilize the limited channel resources available and approach 
the capacity [100] of the channel the components of a communication system must be 
optimized. The main components in a communication system are source and error 
correction coding/ decoding, modulation/ demodulation, pulse shaping/ matched 
filtering and equalization as shown in Fig. 1.1. The purpose of each component will 
be discussed in section 1.2. 
Designing a communication system is all about tradeoffs. For example, if 
the error correction coding/ decoding provides a 3dB performance gain, the gain 
can be used to double the data throughput, halve the broadcast power, reduce the 
antenna diameter by 30% or increase the transmission distance by 40% [2]. The 
most common tradeoffs in transmitter and receiver design are among bandwidth, 
power, complexity, cost, delay, error performance and data rate. 
The goal of this thesis is to develop decoding algorithms with manageable 
complexity for error correction codes with moderate block length, high code rate and 
good bandwidth efficiency in order to achieve low bit error rates (BERs) close to 
1 
Information 
To be 
Transmitted 
Estimate of 
Transmitted 
Information 
Source 
Encoder 
Error 
Correction 
Encoder 
Error 
Correction 
Decoder 
Receiver 
Pulse Shaper 
and 
Modulator 
Demodulator 
and 
Equalizer 
Figure 1.1: A communication system. 
capacity1 . The codes and decoding algorithms will be designed for the additive white 
Gaussian noise (AWGN} channel and the uncorrelated Rayleigh flat fading channel. 
Multilevel coding will be used to create powerful codes in a moderate complexity, 
bandwidth efficient manner. An iterative multistage decoder (MSD) is developed 
in this thesis to decode multilevel codes. It is used to provide a good compromise 
between complexity and performance. In addition two adaptive sub-optimal soft-
input soft-output (SISO) decoding algorithms based on [90] are developed. These 
algorithms make the complexity of SISO decoding long block codes feasible, they 
can adapt to varying channel conditions, treat good and bad blocks differently, and 
can be used with different codes, modulation schemes and applications. High code 
rates are achieved by using long block codes in both block Turbo/ product code 
structures and in multilevel code structures. 
1.2 Background 
The basic goal of telecommunications engineering is to transmit and receive data over 
a channel with an error rate below a predefined value. There are many components 
required in a communication system to achieve this goal. In addition it is desirable 
to use as little bandwidth, power, time, money and complexity as possible. 
The first component in the transmitter is the source encoder as shown in Fig. 
1To within 2dB of capacity on the additive white Gaussian noise channel. 
2 
1.1. It is used to reduce redundancies in the binary information to be transmitted 
[44]. This process is reversed at the end of the receiver by the source decoder. In 
this thesis it is assumed that the input to the error correction encoder has already 
been through a source encoder, which has produced equiprobable symbols. 
Modulation is used to convert the encoded data to a form more suitable for 
transmission over a channel. It maps an encoded data stream to a predefined con-
stellation of points. It also shifts the signal to the correct frequency for transmission 
after pulse shaping. The frequency, phase or amplitude of the carrier wave may be 
used to transmit the information. Demodulation is the reverse process to modula-
tion. 
Two linear modulation schemes are considered in this thesis: M-ary quadra-
ture amplitude modulation (QAM) and 111-ary phase shift keying (PSK). M-ary 
QAM transmits information using different amplitudes in both the in-phase and 
quadrature dimensions. The resulting constellation has M points on a grid. Square 
M-ary QAM constellations are considered in this thesis. They use ..JM amplitudes 
in each dimension as shown in Fig. 1.2 (each dimension transmits a ..JM-ary ampli-
tude shift keying (ASK) signal). M-ary QAM trades off power for bandwidth. The 
M-ary QAM signal can be written as [85] 
sm(t) arh(t) cos(21r fct) aqh(t) sin(21r fct), 0 ~ t ~ Ts, m = 1,2, · · · , 111 
(1.1) 
where a1 and aq are the amplitudes in the inphase and quadrature dimensions 
respectively, h(t) is the pulse shape, Ts is the symbol period and fc is the carrier 
frequency. 
• • • • 
• • • • 
• • • • 
• • • • 
Figure 1.2: M-ary QAM constellation for M 16. 
QAM signals transmit information using different amplitudes, whereas, PSK 
signals transmit information using phase shifts. The PSK constellation points are 
3 
equally spaced around a constant energy circle as shown in Fig. 1.3. The lvf-ary 
PSK2 signal can be written as [84] 
sm(t) = h(t)cos (~(m-1)) cos(2rrfct) h(t)sin (~;(m-1)) sin(2rrfct) (1.2) 
where m = 1,2,·· · ,M and 0 ~ t < T8 • 
,_-- ......... 
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Figure 1.3: M-ary PSK constellation for M 4 (QPSK). 
If a sequence of constellation points was transmitted without pulse shaping, 
then too much bandwidth would be used. Pulse shaping is used to shape the trans-
mitted signal into a band limited form. In an ideal world the minimum amount of 
bandwidth would be used (a rectangular spectrum). However, this would require the 
transmission of an infinite duration sine pulse. Also in practise it is difficult to build 
filters with a sharp rolloff. Often raised cosine or square root raised cosine pulse 
shapes are used as they offer a range of tradeoffs between the required bandwidth 
and the filter rolloff. Modulation in conjunction with pulse shaping allows data to 
be transmitted at the desired frequency in a bandwidth efficient way. 
The resulting signal is then transmitted over a channel. The channel can 
corrupt the transmitted signal with additive noise and can introduce multiplicative 
distortion due to multi path fading or intersymbol interference (181). Error correction 
coding/ decoding, matched filtering and equalization are added to the communica-
tion system to assist in recovering the transmitted signal as shown in Fig. 1.1. A 
filter matched to the transmitted pulse shape (the matched filter) is used in the 
receiver to maximize the peak pulse signal to noise ratio (SNR) [47]. 
Error correction coding/ decoding is required because the channel can cause 
errors in the received signal. The error correction encoder adds structured redun-
dancy (non-data symbols) to the data to be transmitted. The structured redundancy 
2Two commonly used PSK constellations are binary PSK (BPSK) which consists of M 2 
points and quadrature PSK (QPSK) which consists of M = 4 points. A QPSK constellation 
consists of two BPSK constellations in quadrature. 
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is used by the error correction decoder to detect and/ or correct errors in the re-
ceived demodulated data. The receiver can then reduce the number of errors in the 
estimate and/ or request that data blocks in error be retransmitted. Error correction 
coding and decoding will be discussed in more detail in chapter 2. 
Error correction coding and modulation can be designed together by using 
multilevel coding [16, 52, 82, 119]. For complexity reasons multilevel codes are 
usually decoded using a MSD. Multilevel codes and MSDs will be considered in 
more detail in chapter 2. 
Equalization is used to try to reverse the ISI introduced by the channeL It 
does this by using the statistics of the received signal and any other knowledge 
available about the channel (channel state information{CSI)). 
The design criteria for the error correction coding/ decoding and equalization 
depend on the channel and how it corrupts the transmitted signaL In this thesis the 
memoryless AWGN channel and the uncorrelated Rayleigh flat fading channel are 
considered. 
1.2.1 Additive White Gaussian Noise Channel 
The A\VGN channel is typical for satellite and deep-space communications [69). 
On the memoryless AWGN channel the received signal is corrupted by an additive 
Gaussian random variable with zero mean and two-sided power spectral density 
N0/2. The noise produces random errors in the received signaL Error correction 
coding/ decoding is used to detect and/ or correct these random errors. The received 
signal can be written as a function of time as 
r(t) = s(t) + g(t) (1.3) 
where s(t) is the transmitted signal and g(t) is the AWGN signal. When sampled at 
the symbol rate, the zth received sample (at timet= lT8 ) is rz = s1+g1, where Sz is the 
zth transmitted symbol and g1 is the zth independent AvVGN sample. The probability 
density function of the zth received sample, r1, given that s1 was transmitted is given 
by [69] 
1 (-lrt-stl 2 ) j27W'f exp 2a'; (1.4) 
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where O"; is the noise variance. This expression will be used by the error correction 
decoder to determine if s1 was transmitted. As a function of s1 it is known as a 
likelihood. 
The best performance possible is called capacity, it was defined for the AWGN 
channel by Shannon in [100]. His channel coding theorem states that an arbitrarily 
small probability of error can be achieved at all rates less than capacity [69]. In [32] 
a rate 1/2 low density parity check code of block length 107 is stated to be within 
0.036dB of capacity at a BER of 10-6• In this thesis codes with shorter block lengths 
( < 104) and generally with higher code rates will be considered. The capacity of 
a bandlimited AWGN channel with an input signal that is bandwidth and average 
power limited is given by [84, 116] 
( Pav) C = B log2 1 + B No bits/second (1.5) 
where B is the channel bandwidth, Pav is the average transmitted signal power and 
Pav/(BN0 ) is the SNR. As the channel bandwidth tends to infinity the capacity 
approaches its asymptotic value of [84, 116] 
lim C ~ 1.44 P.N.av. 
B-too 0 
(1.6) 
1.2.2 Rayleigh Fading Channel 
When a radio signal is transmitted it may experience reflection, diffraction, scat-
tering or a combination of these3 . This results in more than one version of the 
transmitted signal being received. Each version has travelled a different path and 
typically has a different phase, delay, Doppler frequency shift and attenuation. This 
leads to constructive and destructive interference, this effect is called fading [97]. 
The A\VGN channel corrupts the transmitted signal with AWGN. The Rayleigh 
fading channel corrupts the transmitted signal with multiplicative fading and A\VGN. 
The multiplicative fading is usually modelled as a complex Gaussian random process 
with zero mean. Its envelope has a Rayleigh distribution, which is given by [104] 
(1.7) 
3Refiection occurs when the wavelength of the transmitted signal is small compared to the 
object it hits [97]. Diffraction occurs when the transmitted signal hits an object with sharp edges 
[97]. Scattering occurs when the wavelength of the signal is large compared to the size of the object 
(97]. 
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Fig. 1.4 shows that the amplitude of the multiplicative fading can increase or 
decrease dramatically. This varies the signal strength and means that the channel 
has a time varying SNR. In deep fades the noise power can exceed the strength of the 
faded signal. As a result a large percentage of symbols received during a deep fade 
can be decoded in error. This results in the Rayleigh fading channel suffering from 
error bursts in addition to the random errors caused by the AWGN. Therefore, error 
correction codes are required to correct both error bursts and random errors. Most 
error correction codes are designed to correct random errors. As a result interleav-
ing/ deinterleaving is often used to break up the error bursts4 before error correction 
decoding. Equalization and channel estimation techniques [70] are often used to try 
and reverse some of the channel corruption before error correction decoding. The 
channel's correlation is exploited during equalization and channel estimation and so 
any deinterleaving used should be performed after the equalization, but before the 
error correction decoding. 
10 
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Figure 1.4: Amplitude of a Rayleigh fading variable. 
A transmitted symbol will propagate to the receiver using a number of dif-
ferent paths, which may have different delays. The span of path delays is called the 
4How random the errors are after interleaving/ deinterleaving depends on the length of the error 
bursts experienced, the interleaver design and the length of the interleaver [116]. 
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maximum excess delay5 , Tm [72, 102]. If the symbol is spread in time to occupying 
more than a symbol period, Tm > T8 , then the channel is called frequency-selective. 
In this case different frequencies in the transmitted signal will experience different 
attenuations and phase shifts, and the channel induces lSI [104]. If all versions of 
a transmitted symbol arrive within a symbol period, Tm < T8 , then the channel is 
called frequency non-selective or flat. The flat fading channel does not induce lSI 
and all frequencies in the transmitted signal experience the same attenuation and 
phase shift [104]. 
A fading channel is also characterised as experiencing slow or fast fading. 
Fast fading occurs when the channel characteristics may vary significantly within 
the duration of a symbol. Slow fading occurs when the channel characteristics vary 
little during the duration of a symbol. The coherence time, T0 , is used to define 
the speed of the fading. It is the expected time in which the channel's response is 
almost invariant [102]. The fading is fast if T0 < Ts and slow if T0 > T8 [102]. 
In chapter 5 the uncorrelated Rayleigh flat fading channel is considered. The 
received signal from an uncorrelated Rayleigh flat fading channel can be written as 
[8, 83] 
r(t) = 'Y(t)s(t) + g(t), (1.8) 
where 'Y(t) = /'A(t)eiB(t) is the multiplicative fading, 'YA(t) is the magnitude of the 
fading, j = .J=I and O(t) is the phase of the fading [8]. If the fading is slow enough, 
then it can be assumed that O(t) can be estimated and compensated for [8]. In 
this case coherent demodulation may be assumed and the received signal can be 
simplified to [83] 
r(t) = 'YA(t)s(t) + g(t), (1.9) 
Recall that the instantaneous SNR varies on the Rayleigh fading channel. 
Therefore, the average capacity of the Rayleigh fading channel is considered. When 
the average SNR, r, is greater than two the average capacity is defined as [58, 116] 
(C)= Blog2(exp(1)) exp( -1/r) ( -£ + log(r) + ~) (1.10) 
where log(·) is the natural logarithm, log2 (·) is the base-2 logarithm and£ is Euler's 
constant. Since the instantaneous SNR varies with time, the instantaneous capacity 
50nly received paths with a magnitude over a given threshold are considered. 
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can be. quite different from the average capacity. As a result the average channel 
capacity of the Rayleigh fading channel is worse than that of the Gaussian chan-
nel. But when the channel bandwidth tends to infinity the channel capacities are 
asymptotically equal and the average channel capacity becomes [58, 116] 
lim (C) ~ 1.44 Pav 
B-+oo No (1.11) 
The difference between the capacity of the Rayleigh fading channel and the 
AvVGN channel is::::::: 4dB for uncoded BPSK [116]. At an error rate of 10-4 BPSK 
performance on the Gaussian channel is only ::::::: 4dB from capacity, while its per-
formance on the Rayleigh fading channel is~ 22dB from capacity [116]. Therefore, 
there is potential for larger coding gains on the Rayleigh fading channeL 
1.3 Thesis Content 
In Chapter 2 the key background information on error correction coding and multi-
level coding is introduced and a literature survey of the area is provided. Chapter 2 
introduces the sub-optimal SISO decoding algorithm of [90] and iterative multistage 
decoding as powerful reduced complexity decoding techniques. It also highlights 
the need for a flexible adaptive approach to sub-optimal SISO decoding and a new 
approach to iterative multistage decoding. 
In [90] a sub-optimal SISO decoding algorithm is described, which allows block 
Turbo codes with long block component codes (namely BCH codes) to be iteratively 
decoded with a manageable decoding complexity. Block Turbo codes can be used in 
a wide range of applications including very small aperture terminal (VSAT} systems 
(satellite links), wireless local area networks (LANs} and broadband wireless internet 
access links [2]. Block Turbo codes are a good solution for these applications and 
others, due to their good performance, high code rates, flexible code lengths and 
range of data rates [2]. The SISO decoder of [90] calculates soft information from 
the output of a soft-input list-output (SILO) decoder. This is done by using two 
sequences of precomputed parameters. The main restriction of the SISO decoder 
of (90] is that these sequences need to be optimized using repeated simulations 
for different codes, modulation schemes, channel cond.itions and applications for 
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optimum results. In addition the parameters treat good and bad received blocks the 
same way, and they do not adapt to varying channel conditions. 
In chapter 3 two new adaptive sub-optimal 8I80 decoding algorithms based 
on [88, 90] are developed. One approach is based on approximation and the other 
on the distance properties of the component codes. Both approaches estimate the 
two sequences of parameters on a block-by-block basis. Therefore, good and bad 
received blocks can be treated differently, the algorithm can adapt to varying chan-
nel conditions and the sequences of parameters do not need to be optimized using 
repeated simulations for different codes, modulation schemes, channel conditions or 
applications. The new algorithms will be derived by considering the extrinsic in-
formation to be a Gaussian random variable [14, 15, 21], rather than as a priori 
information [21, 43], as this is found to result in better performance. 
Two important design criteria for a communication system are bandwidth 
efficiency and complexity. Multilevel coding combines error correction coding and 
modulation to provide a bandwidth efficient system. It also allows complicated codes 
to be created in a low complexity manner. For complexity reasons they are typically 
decoded using a M8D, which passes hard decisions to subsequent levels (a traditional 
MSD). However, by using hard decisions, information is being lost. In addition the 
component decoders never use the information gained from decoding subsequent 
levels. Performance can be improved by passing soft information to both previous 
and subsequent levels [27, 53, 71, 73, 74, 121]. Many of the previous approaches 
do not pass reliability information back to all previous levels [27, 73, 7 4] and use 
interleaving between some of the component encoders and the channel mapping 
[27, 73, 74, 121]. Interleaving can increase the encoding and decoding delay and so 
should be avoided when not needed. 
Most previous work treats the reliability/ extrinsic information as a priori 
information (a priori approach) [27, 42, 53, 71, 73, 74]. In chapter 4 a new approach 
to iterative multistage decoding is derived by treating the extrinsic information as 
a Gaussian random variable (Gaussian approach). The Gaussian approach is used 
since it is found to result in better performance when one of the adaptive sub-optimal 
8I80 decoding algorithms of chapter 3 is used. The iterative M8D of chapter 4 passes 
reliability information to all previous and subsequent levels. It is considered with 
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and without interleaving. 
The decoding algorithm of [79, 90) is not well suited for use in the iterative 
MSD developed in chapter 4. In an iterative MSD the magnitude of the extrinsic 
information passed to other levels must be correct. If the algorithm of [79, 90) is to 
be used, then a joint optimization of the two precomputed sequences of parameters 
used on every level is required using repeated simulations. This does not allow for 
varying conditions, and good and bad blocks are treated the same way. In [77, 79) 
the received signal is mapped so that the input to each level is centred on two 
possible values6 • Information about the labelling bits from other levels is not known 
when this mapping technique is used and this information is required by the iterative 
MSD. 
The adaptive approaches of chapter 3 avoid these restrictions by calculat-
ing the sequences of parameters on a block-by-bock basis. The notation for these 
adaptive approaches is extended in chapter 4 for use in an iterative MSD and with 
different constellations. The new notation calculates the soft input and output log 
likelihoods using the constellation points, which avoids the mapping of [79). 
One of the adaptive SISO decoding algorithms of chapter 3 is used on the 
uncorrelated Rayleigh flat fading channel in chapter 5. Simulation results are pre-
sented for when ideal or no CSI is available. Finally conclusions and suggestions for 
future work are discussed in chapter 6. 
1.4 Thesis Contributions 
This thesis contains original contributions to the fields of block Turbo coding and 
multilevel coding. 
1.4.1 Contributions to Block Turbo Coding 
Two adaptive sub-optimal SISO decoding algorithms for block codes are developed 
in chapter 3. They can be used as component SISO decoders in an iterative decoder 
for block Turbo codes. One decoding algorithm is based on approximation ( approx-
6This means that the algorithm must be modified (a new mapping developed) when different 
constellations (with more than two points) or partitioning strategies are used. 
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imation approach) and the other on the distance properties of the component codes 
(distance approach). The notation is extended for use in an iterative MSD and with 
different constellations in chapter 4. The adaptive approaches are used for signals 
transmitted on the AWGN channel in chapter 3 and chapter 4. The approximation 
approach is used for signals transmitted on the uncorrelated Rayleigh flat fading 
channel in chapter 5. These approaches are more flexible and improve performance 
over the precomputed approach of [54, 90]. 
1.4.2 Contributions to Multilevel Coding 
In chapter 4 a new approach to iterative multistage decoding is developed that 
passes extrinsic information to all previous and subsequent code levels. It treats the 
extrinsic information passed between levels as a Gaussian random variable, rather 
than as a priori information. The Gaussian approach is found to perform better 
than the a priori approach in the simulations of chapter 4. The adaptive algorithms 
improve performance over [79, 90] when a traditional MSD is used. When the 
approximation based adaptive algorithm is used in the new iterative MSD it performs 
significantly better than in a traditional MSD. 
1.4.3 Publications 
Some of the research presented in this thesis has been presented in the following 
published papers 
• A. Martin and D. Taylor, "On Adaptive Reduced-Complexity Iterative 
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Chapter 2 
Background Information 
2.1 Introduction 
This chapter covers the relevant background information on error correction coding, 
error correction decoding, multilevel coding and multistage decoding. It focuses on 
codes and coded signals transmitted on the additive white Gaussian noise (A WG N) 
channel, but it is noted that they can also be transmitted on fading channels1 [54, 90]. 
There are two main categories of error control codes, namely convolutional 
and block codes [69, 120]. A convolutional code encodes a data stream into a single 
codeword. A block code splits the data stream into blocks of length k. Each length 
k block is then encoded. In this thesis block codes will be considered as they can 
provide good performance at high code rates. 
There are many types of block codes [69, 120]. Bose-Chaudhuri-Hocquenghem 
(BCH) codes are one of the most powerful subclasses of block codes [69, 120] and in-
cludes all perfect codes [69]. They are cyclic codes which can encode either binary or 
non-binary data, and can correct multiple errors [69]. In this thesis primitive binary 
BCH codes are considered. They are binary linear block codes and are described in 
section 2.2. A hard-input hard-output (HIHO) decoder for BCH codes is described 
in section 2.2. However, performance can be improved by using the reliability in-
formation contained in the received signal. Soft-input hard-output (SIHO) decoders 
use this information and are considered in section 2.2. A reduced complexity SIHO 
1However, the code design criteria for fading channels are different from those for the AWGN 
channel. 
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decoder is considered, which allows long BCH codes to be decoded with manageable 
decoding complexity. 
Many concatenated code structures have been developed to construct power-
ful codes using a number of component codes. Early concatenated structures include 
product codes [23] and two stage concatenated codes as shown in Fig. 2.1 (the outer 
code was typically a powerful Reed Solomon (RS) code2) [29, 69]. These structures 
were able to provide good performance by using powerful component codes. The 
concatenated codes were typically decoded in stages as shown in Fig. 2.1 and so 
the decoding complexity was dependent on the complexity of the component codes 
(making it manageable). Both of these concatenated structures pass information 
from the inner decoder to the outer decoder(s). If the inner decoder is a soft-input 
soft-output (SISO) decoder, then the outer decoder can be a soft input decoder and 
can use the received signal and the information gained by the inner decoder (called 
extrinsic information) to improve performance. 
Data 
Estimate 
of Data 
Irmer 
Encoder 
Figure 2.1: Two stage concatenated code. 
There has been increased interest in concatenated codes since the invention 
of Turbo codes [15). Turbo codes use a random interleaver, 7rn and two weak con-
volutional codes in a parallel concatenated structure as shown in Fig. 2.2 to provide 
performance near capacity. All the component codes are decoded using SISO de-
coders and so extrinsic information can be passed between all the decoders. All the 
component codes can be decoded more than once to improve performance. This is 
called iterative decoding and is discussed in more detail in section 2.3. 
More recently other concatenated code structures have been decoded using 
iterative decoding, including serial concatenated [13], hybrid concatenated [22), self 
concatenated [9, 10) and product code structures [90). Product codes are also known 
2RS codes are a subclass of non-binary BCH codes [69]. 
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Figure 2.2: Encoder for a Turbo code. 
as block Turbo codes [90]. They will be referred to as block Turbo codes in this work. 
Block Turbo codes can also be constructed using other concatenation structures. 
However, in this thesis the term is just used for the product code structure. Serial 
and parallel concatenated structures [11, 12] are shown to be closely related to 
product/ block Turbo codes [23] in appendix A. In this thesis block Turbo codes are 
used as they can provide good performance at high code rates. They are described in 
section 2.3. A sub-optimal reduced-complexity SISO decoder is described in section 
2.3 which allows long block codes to be used as component codes in a block Turbo 
code with manageable decoding complexity. 
In this thesis BCH codes and block Turbo codes (with BCH component codes) 
are used as component codes in multilevel codes. Multilevel coding combines coding 
and modulation to create powerful codes in a moderate complexity, bandwidth effi-
cient manner. Multilevel codes are described in section 2.4. They can be decoded in 
a staged manner using a multistage decoder (MSD) or an iterative MSD as described 
in section 2.4. 
2.2 Primitive Binary BCH Codes 
Primitive binary BCH codes are used in this thesis and form a powerful subclass 
of linear cyclic block codes. An encoder and two types of decoders for these codes 
are described in this section. The first is a HIHO decoder. The disadvantage of 
this type of decoder is that it does not use any reliability information from the 
received signal, but typically provides a simple decoding procedure. The second 
type is a SIHO decoder. It uses reliability information from the received signal to 
improve performance. The cost is increased decoding complexity. For long block 
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codes the complexity can be prohibitive and so a reduced-complexity, sub-optimal 
SIHO decoder is also described. 
The BCH encoder adds redundancy to a block of data in a structured way. 
The BCH decoder uses the structured redundancy to detect and/ or correct errors 
in the received signal. A ( n, k) binary block code has 2k code words each with n 
encoded bits, k :::;; n of which are information/ data bits. Then- k redundant bits 
added by the encoder are called parity bits. The rate of the code is then kjn. 
The distance properties of a code are important in determining its perfor-
mance. The Hamming distance between two codewords is the number of positions 
in which they differ. The weight of a binary codeword is the number of ones it con-
tains. The Hamming distance between two binary codewords equals the weight of the 
modulo-2 sum of the two codewords. Since the sum of any two codewords in a linear 
code produces another codeword [63], the minimum Hamming distance, dH,min, of 
the binary code equals the minimum non-zero weight of any codeword in the code. 
It determines the number of errors that can be corrected3 , t :::;; l ( dH,min - 1) /2 J [69], 
or detected, l :::;; dH,min 1 [120]. If dH,min is an even number, then any combina-
tion of up to t (dH,min/2) - 1 errors can be corrected and it can be detected if 
dH,min/2 errors are received. 
The BCH codes used in this thesis will usually be extended by adding a parity 
bit to the beginning of the unextended BCH codewords to ensure even parity. These 
will be called extended BCH codes. The BCH codes considered in this thesis have 
odd values of dH,min and extending them increases the minimum Hamming distance 
by one. 
2.2.1 Encoder 
Primitive binary BCH codes are cyclic codes constructed using a primitive element, 
a, from an extension field GF(2m) of GF(2), where GF(q) represents a Galois field 
with q elements [69]. A table of generator polynomials for primitive BCH codes is 
given in [69, 120]. A length n systematic4 binary BCH codeword can be generated 
3 l a J is the closest integer to a of equal or lesser value [120]. 
4If the information bits appear unaltered in the encoded word, then the code is called systematic 
[69]. 
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according to the polynomial equation [69] 
c(x) [xn-km(x)modg(x)] + xn-km(x) (2.1) 
where g(x) is the generator polynomial, c(x) = c0 c1x + · · · + Cn_1xn-1 is the 
polynomial representing the codeword and m(x) is the polynomial representing the 
data bits. The first term in (2.1) provides the parity check bits and the second term 
the data bits. 
The extended BCH codeword, c' ( x), can be generated from the unextended 
length n BCH codeword, c(x), according to the polynomial equation 
d(x) (~c,) mod 2+xc(x) (2.2) 
Here, the overall parity bit is placed at the beginning of the codeword and results 
in a length n' = n 1 codeword. 
2.2.2 Hard-Input Hard-Output Decoder 
The most widely used HIHO decoder for BCH codes is the Berlekamp-Massey al-
gorithm [69, 120]. In this thesis single, double and triple error correcting primitive 
binary BCH codes are used. For small numbers of errors (such as those considered 
here) Peterson's direct method provides a simple method for decoding BCH codes. 
It will be used in this thesis to correct up tot errors. This subsection summarizes Pe-
terson's direct method of HIHO decoding binary BCH codes using the descriptions 
in [69, 120]. Unextended binary BCH codes are assumed in this section. 
The hard input to the decoder is the hard (binary) decision on the output 
from the demodulator. The hard input polynomial equals y(x) = c(x) e(x) = 
y0 + y1x + · · · Yn-lxn- 1 , where e(x) is the polynomial representing the received 
error sequence and EB represents modulo-2 addition. The first step is to see if there 
are errors in y(x), by calculating the syndromes. The kth syndrome is given by 
[69, 120] 
k 1,3,· .. ,2t (2.3) 
where all x in y(x) have been replaced with the kth root of the generator polynomial 
(which is the kth power of the primit1 ve element), ak. Every codeword produces 
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syndromes of zero and so Sk e(ak). Therefore, non-zero syndromes are obtained 
only when there are errors in the hard input, y(x). If the code can correct errors 
(meaning t 2 1), then an error correction decoder can be used to find the error 
locations. 
The location of the ith error, which occurs in the lh position is denoted 
Xi aj. Assuming y(x) has v errors, the kth syndrome can be written as [69, 120] 
v 
sk = e(ak) L(Xi)k, k 1,3, ... ,2t (2.4) 
i:::::l 
The syndromes can be calculated using y(x) as in (2.3) and the error locations can 
be found by using the syndromes, due to the relationship in (2.4). The error locator 
polynomial is used to find the error locations and is defined as [69, 120] 
u(x) v + v-1 + X 0"1X • • • (2.5) 
The roots of u ( x) are the error locations. 
Newton's identities allow the calculation of the error locator coefficients, ai, 
from the syndromes. Assuming v = t errors, the identities can be written as a set 
oft equations with t unknowns as [69, 120] 
(2.6) 
Peterson's method uses the direct solution to this set of simultaneous equations 
to correct a given number of errors. The error locator coefficient for single error 
correction is 
0"1 = sl = y(a) = e(a) (2.7) 
The coefficients for double error correction are 
0"1 s1 (2.8) 
Sa 
0"2 = 
s1 
(2.9) 
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and for triple error correction are 
a1 = s1 
SiSa + Ss 
a
2 
= Sf+ s3 
a3 =Sf+ Sa+ S1a2 
(2.10) 
(2.11) 
(2.12) 
The equations quickly get more complicated for larger numbers of errors [69, 120]. 
When t > 1 and at least one non-zero syndrome has been calculated, a test 
is done to see if there are tor t- 1 errors in y(x). If there are t or t - 1 errors in 
y(x), then [69, 120] 
1 0 0 0 0 0 
s2 s1 1 0 0 0 
det(As) = det s4 s3 s2 s1 1 0 =/=-0 (2.13) 
S2t-2 S2t-3 S2t-4 S2t-s S2t-6 St-1 
and the direct solution for t-error correction is used. If at 0, then t - 1 errors 
will be corrected and u(x) has degree t- 1. If det(As) = 0 and t > 2, then the 
two bottom rows and the two rightmost columns of As are removed to produce A: 
[69]. If det(A:) =/=- 0 then t 2 or t- 3 errors are corrected, otherwise the matrix 
is reduced again. This continues until the determinant of the matrix is non-zero. 
This means that for t = 1, if S1 =/=- 0 one error is corrected, otherwise no errors are 
corrected. For t = 2, if S1 0 one or two errors are corrected (using the two error 
correction formulae), otherwise no errors are corrected. For t 3, if ( ( S1) 3 S3) 0 
then two or three errors are corrected (using the three error correction formulae). 
Otherwise, if S1 =/=- 0, then one error is corrected, otherwise no errors are corrected. 
The locations of the errors can be found using u ( x) by setting x equal to each 
position in the codeword in turn. The error-locator polynomial, u(x), equals zero 
when x equals an error location. If the correct number of distinct roots are found in 
the appropriate field, then y(x) is corrected in these positions, otherwise a decoding 
failure is declared. The final step is to check that the decoded vector is a codeword. 
In summary the decoding steps are 
1. Calculate the syndromes using (2.3) and terminate decoding if all syndromes 
equal zero. 
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2. Use (2.13) to determine the number of errors to correct. 
3. Calculate the coefficients of u(x) using Peterson's direct solutions to (2.6). 
4. Find the roots of u(x). If the correct number of distinct roots in the ap-
propriate field are found, then correct y(x) by changing the bits in the error 
locations, otherwise declare a decoding failure. 
5. Check that the decoded vector is a codeword, otherwise declare a decoding 
failure5• 
Peterson's direct method does not always find a codeword. A decoding fail-
ures occurs when no codeword is within Hamming distance t of y(x). In this case 
u(x) may have repeated roots or have roots outside the field the BCH code was con-
structed on. A decoding error occurs when the wrong codeword is within Hamming 
distance t of y(x). 
An extended BCH code was defined as a BCH code with an overall parity 
bit to ensure even parity. In later chapters the unextended BCH code is decoded 
using Peterson's algorithm and then the decoded overall parity bit is set equal to 
the modulo-2 sum of all bits in the decoded unextended BCH codeword. 
The problem with using a HIHO decoding algorithm is that no reliability 
information from the soft output of the demodulator, R, is used by the decoder. 
Performance could be improved by using a SIHO decoding algorithm. 
2.2.3 Soft-Input Hard-Output Decoders 
In this subsection two SIHO decoding algorithms are considered. First consider 
a maximum likelihood (ML) SIHO decoder for a BPSK signal transmitted on the 
AWGN channel. The ML decoder calculates the squared Euclidean distance be-
tween the soft input and every possible codeword6 • The squared Euclidean distance 
between the soft input, A, and a codeword, C, is defined as 
(2.14) 
5This step was not actually used in simulations. 
6The bits in the codeword are mapped from {0, 1} to { -1, + 1 }. 
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where A = R is the soft output from the demodulator. The codeword at the 
minimum squared Euclidean distance from the soft input is selected as the decoder's 
decision (hard output). The problem with this decoding algorithm is that all 2k 
possible codewords are considered and in this thesis 21 ~ k ~ 113, which makes the 
algorithm prohibitively complex. 
If n- k < k then ML decoding using the dual code can be a less complicated 
solution [43). Dual codes are defined in appendix B. The information vector for 
the dual code has length n k and so the dual code has 2n-k possible codewords 
[69). Most of the codes considered in this thesis are long block codes and even 
ML decoding their dual codes can be prohibitively complex. In such cases reduced-
complexity approaches are required. 
A sub-optimal reduced-complexity approach to SIHO decoding is to use a 
list based decoder [62). A list based decoder uses the soft input to choose a set of 
possible error sequences. This set is used to produce a list of possible transmitted 
codewords from which to choose the decision codeword (hard output). Unless the 
list contains all possible codewords, it is a sub-optimal decoder and should have a 
bit error rate (BER) between that of a HIHO decoder and a ML SIHO decoder. A 
variety of different approaches to selecting/ generating the list of possible codewords 
have been proposed [19, 26, 30, 33, 34, 35, 36, 40, 46, 55, 56, 99, 105, 106, 109, 110). 
Some of these list based decoders use a HIHO decoder to generate the list, while 
others use an encoder. 
The second algorithm in [19) is used in this thesis. It will be called the Chase 
algorithm/ decoder. The Chase decoder generates a set of error patterns, which are 
added modulo-2 to the hard decision on the soft input to the decoder to produce a 
set of test sequences, {T}. Each test sequence is decoded using a HIHO decoder. 
This results in a list of possible codewords. The codeword in the list which is closest 
to the soft input in terms of squared Euclidean distance is the decision codeword, 
D. The remaining codewords in the list are the set of competing codewords, { C}. 
Therefore, this decoder can produce a hard or list output and so can be used as a 
SIHO or soft-input list-output {SILO) decoder. The structure of the Chase decoder 
is shown in Fig. 2.3. 
Only a small subset of possible error patterns and therefore, codewords are 
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Generate 
Error Patterns 
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Figure 2.3: Structure of the Chase decoder. 
considered. The set of error patterns consists of all sequences containing any com-
bination of ones in the p l dH;:in J least reliable positions {LRPs) in the soft input 
to the decoder. This results in 2P error patterns and test sequences. In [90) the 
LRPs are considered and :S 2P of the test sequences produced are 
actually used [77, 79, 89, 90]. In [35] a method is introduced which avoids having 
to decode all test sequences by looking at the Hamming weights of the codewords 
already found by the Chase decoder. 
If an extended BCH code is used, then the Chase decoder decodes the un-
extended BCH code. Therefore, only positions in the unextended code are used in 
the search for the p LRPs. The decoded overall parity bit equals the modulo-2 sum 
of all bits in the decoded unextended BCH codeword. The decoded extended code-
word at the minimum squared Euclidean distance from the soft input is the decision 
codeword, D. 
2.3 Block Turbo Codes 
Block Turbo codes are a form of concatenated code. They are used in this thesis 
to provide good performance at high code rates. The block Turbo codes considered 
in this thesis are product codes. As in [90] the term block Turbo code will be used 
instead of product code. However, there are some block Turbo code structures which 
can not be thought of as product codes. For example, some serially concatenated 
codes can not be thought of as product codes (as mentioned in appendix A). 
Block Turbo codes can be created with any number of dimensions/ component 
codes. A V-dimensional block Turbo code [23] encodes a k1 x k2 x · · · x kv V-
dimensional block of data. In this thesis two-dimensional block Turbo codes with 
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systematic linear block component codes are considered. The structure of a two-
dimensional block Turbo code matrix is shown in Fig. 2.4. The rows are encoded by 
a (nt, kb dH,l) code, <C1, where n1 is the length of a codeword in <C1, k1 is the number 
of data bits and dH,l is the minimum Hamming distance of the code. The columns 
are encoded by a (n2 , k2 , dH,2) code,~' where n2 is the length of a codeword in~' 
k2 is the number of data bits and dH,2 is the minimum Hamming distance of the 
code. First the k2 rows of data are encoded using <C1 • Then the n 1 columns of data 
and parity from the row encoding are encoded using ~. Due to its structure, all 
rows are codewords of C1 and all columns are codewords of ~. Therefore, either 
the rows or the columns can be encoded or decoded first. 
Parity 
on Parity 
Parity 
Parity Data I~ 
• .. 
Figure 2.4: Two dimensional block Turbo code with component codes C1 and ~. 
A two-dimensional block Turbo code has rate 
(2.15) 
where R 1 is the code rate of <C1 and R 2 is that of~. The minimum Hamming 
distance of the block Turbo code is given by 
(2.16) 
Block Turbo codes have inherent block interleaving between the encoders 
due to the encoding of rows and then columns (or columns and then rows). This 
'interleaver' can be viewed as a rows in columns out (or columns in rows out) block 
interleaver, 1fb· Therefore, the encoder structure of a two-dimensional block Turbo 
code may be represented by Fig. 2.5. 
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Figure 2.5: Encoder structure of a two-dimensional block Turbo code. 
A decoder for a two-dimensional block Turbo code is shown in Fig. 2.6, where 
[))2 is the decoder for ~ and [))1 is the decoder for C1 • The columns (or rows) of the 
block Turbo code matrix are decoded first, then the rows (or columns) are decoded. 
Therefore, there is an inherent block deinterleaver, 1r;1 , between the decoders as 
shown in Fig. 2.6. Recall that in section 2.2 a HIHO decoding algorithm was 
described. This algorithm did not fully utilize the received reliability information. 
Therefore, SIHO decoding algorithms were considered. If [))2 is a SIHO decoder, then 
it produces no soft information to pass to~' so [))1 is a HIHO decoder. However, if 
~ is a SISO decoder, then it can pass soft information to [))1 and 1D>1 can be a soft 
input decoder. Now the soft received signal and the reliability information gained 
by [})z can be used by [))1 to improve performance. The reliability information gained 
about the transmitted signal from a decoding is called extrinsic information. 
Soft 
Received 
Vector 
Decoder 
JIJ)2 
Decoder 
JIJ)l 
Decision on 
Transmitted 
Codeword 
Figure 2.6: Decoding structure for a two-dimensional block Turbo code. 
If [))2 and 1D>1 in Fig. 2.6 are both SISO decoders, then lD>:2 can pass extrinsic 
information to [))1 and 1D>1 can pass extrinsic information back to ~. This means 
that the block Turbo code can be decoded a second time. By decoding all component 
codes several times (each time passing extrinsic information between the decoders) a 
significant improvement in performance is obtained. This is called iterative decoding 
and has been increasingly popular since the introduction of Turbo codes [15]. The 
iterative decoding structure for a two-dimensional block Turbo code is shown in 
Fig. 2.7. One iteration involves decoding each component code once. The iterative 
decoder of Fig. 2. 7 can also be considered as a pipeline of SISO decoders, where two 
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decoders are added to the pipeline for each iteration7• 
Soft Received----1>--------------, 
Signal 
Decision on 
Transmitted 
Codeword 
Figure 2. 7: Iterative decoding structure for a block Thrbo code. W represents the 
extrinsic information for all encoded bits. 
The soft input to each SISO decoder is calculated using the soft received 
signal, any a priori information available prior to decoding and the extrinsic infor-
mation from the last decoding of all other codes. Extrinsic information from lDl1 I lDl2 
is not used in later decodings of lDl1 I lDl2 [101] as it is desirable for the soft received 
signal and the extrinsic information to provide independent information about the 
transmitted data. Interleaving between decoders can also be used to decrease the 
\ 
correlation (block Thrbo codes have inherent block interleaving between the de-
coders). Both decoders still indirectly use the same information. Therefore, the 
extrinsic information from each decoder, the soft received signal and the a priori 
information will become increasingly correlated in later iterations. Eventually this 
results in each additional iteration only providing a marginal improvement [43]. In 
general the second iteration provides the largest gain, with diminishing returns from 
subsequent iterations. 
Since all rows and columns in the block Turbo code matrix are codewords, 
extrinsic information can be calculated for all transmitted bits (data, parity and 
parity on parity bits) by every component decoder [90]. The extrinsic information 
may be treated as a Gaussian random variable [14, 15, 21, 75] or as a priori informa-
tion [21, 43] when calculating the soft input to a decoder. First consider the case of 
treating the extrinsic information as a priori information. The input log likelihood 
7In practice only two decoders are used in an iterative structure as shown in Fig. 2.7. 
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ratio (LLR) to the qth decoder in the pipeline is written as 
(2.17) 
where ej is the lh transmitted bit and rj is the lh received symbol8 • This will be 
called the soft input in the present work. The second term in (2.17) is called the a 
priori information. If the extrinsic information is assumed to be independent of the 
received signal and is used as the a priori information then the soft input becomes 
,\ ·(q) =log J J - + w ·(q- 1) (
p(r·ie·- +1)) 
J p(rjiej = -1) J (2.18) 
where Wj ( q - 1) is the extrinsic information on the jth transmitted bit from the 
previous decoder. If a priori information is available before decoding, then it is 
included in the soft input to each decoder in the pipeline [43]. The output LLR 
from the qth decoder in the pipeline, also referred to as the soft output, is defined as 
(
P(ej = +1IR)) 
Aj(q) =log P(ej = -1IR) (2.19) 
where R = (r1 , • • • , rn) is the received vector and n is the length of a codeword. 
The extrinsic information from the qth decoding stage is calculated using 
(2.20) 
If the extrinsic information is treated as a Gaussian random variable then the 
soft input and output LLRs are conditioned on the extrinsic information in addition 
to the received signal. The soft input can then be written as 
(2.21) 
If the received signal and extrinsic information are assumed to be independent, then 
the soft input can be written as 
8 0ne sample per symbol is assumed in this thesis. 
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When the extrinsic information is treated as a Gaussian random variable the soft 
output can be written as 
log (P(ej = +1IR, W(q 
P(ej = -1IR, W(q 
1))) 
1)) (2.23) 
where W(q- 1) = (w1 (q 1), · · · , Wn(q- 1)) is the vector of extrinsic information 
from the previous decoder. The extrinsic information is calculated using (2.20). 
In this case it is often assumed that no a priori information is available (meaning 
equiprobable symbols and codewords). This approach will be considered in more 
detail in chapter 3. 
Two of the most commonly used SISO decoding algorithms in iterative de-
coders [43] are the BCJR decoding algorithm [6] and the soft output Viterbi algorithm 
(SOVA) [41]. They are both trellis based decoding algorithms. In this thesis BCH 
codes (with n 2:: 32) are used as component codes in block Turbo codes. However, 
other codes could be used. Unfortunately, due to the trellis complexity of some of 
these codes, iteratively decoding them using these SISO decoding algorithms can be 
prohibitively complex. If n k < k, then SISO decoding a code using its dual can 
reduce the decoding complexity [43]. However, for some of the long block codes con-
sidered in this thesis, even SISO decoding using their dual codes can be prohibitively 
complex. In these cases a reduced complexity approach is required. 
2.3.1 Non-adaptive Reduced-Complexity SISO Decoder 
In this subsection the sub-optimal reduced-complexity SISO decoding algorithm of 
[54, 77, 79, 80, 86, 87, 88, 89, 90] is described. This will be referred to as the non-
adaptive SISO decoder or the precomputed approach. In [88, 90] a low complexity 
method was described for calculating soft information using the output of a SILO 
decoder. As a result a wider range of long block codes can be used as component 
codes in block Turbo codes with manageable iterative decoding complexity. Another 
approach to iteratively decoding block Turbo codes is discussed in [34], but will not 
be considered in great detail here. Both of these approaches are list based, but have 
different approaches to selecting the list and estimating the soft output. In [34] the 
SILO order-i reprocessing algorithm is used. The soft input is ordered in terms of 
reliability and the k most reliable positions (MRPs) form a basis. An equivalent 
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code is developed with these k positions as the information positions. The hard 
decision on the k MRPs is encoded. Then error patterns are created and encoded, 
and a soft output is calculated. 
Consider a block Thrbo code transmitted using BPSK on the AWGN channel. 
The elements of the transmitted codeword, E = ( e1, • • • , en), are mapped from { 0, 1} 
to {-1,+1}, giving the sampled received word R = (r1, • • • ,rn) = E G, where n 
is the length of a component codeword and G represents the AWGN. Transmitting 
block Thrbo codes using higher order modulation schemes such as QAM has been 
considered in [78, 79] using a pragmatic approach9 and in [78, 79] using a multilevel 
code. 
As in [90], a two-dimensional block Turbo code with extended BCH compo-
nent codes is transmitted. The iterative decoder will be considered as a pipeline of 
SISO decoders. The qth decoding stage in the pipeline is shown in Fig. 2.8. There 
are two decodings per iteration, a row and a column decoding. 
R Calculate W(q) 
Extrinsic 
'-------.Jinfonnation A(q) 
Figure 2.8: The qth decoding stage. 
The soft output of the qth decoder corresponding to the lh bit position is 
defined in [88] as 
(2.24) 
where A.(q) (..\,1(q), · · · ,.\n(q)) is the vector of soft inputs to the qth decoder for 
the current codeword. {Calei +1} and {Cblei = -1} represent the sets of all 
codewords, ca and cb' with ej = 1 respectively. The sub-optimal 
decoder approximates this by considering only a subset of all possible codewords. 
9 The pragmatic approach maps the bits in the block Turbo code to the QAM constellation 
using gray mapping. When gray mapping is used the labels of the constellation points at minimum 
Euclidean distance from each other only differ in one position. 
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The subset of codewords considered is generated by the SILO Chase decoder10 de-
scribed in section 2.2. However, other SILO decoders could be used, as shown in 
[105]. 
Equiprobable codewords are assumed and the normalized soft output is ob-
tained by dividing through by 2/ai(q)' where ai(q) is the variance of A.(q). Using the 
approximation log( ex+ eY) ::::::: max(x, y) [43] and some algebra, the soft output can 
be approximated by 
(2.25) 
where D (d1, • • • , dn) is the codeword from the Chase decoder which is closest to 
the soft input in terms of squared Euclidean distance and the competing codeword, 
C = ( c1 , • • • , en), is the closest codeword in { 0} with Cj =/=- dj. After some algebra 
the soft output of (2.25) can be expressed as 
(2.26) 
The soft input in the jth bit position to the qth decoder in the pipeline is 
defined as [88, 90] 
(2.27) 
where a= [0, 0.2, 0.3, 0.5, 0.7, 0.9, 1, 1] for a 4-iteration simulation [90]. The sequence 
a is used to scale the extrinsic information to account for the difference in standard 
deviation between the received signal and extrinsic information [90]. 
Using (2.20) and (2.26) the unnormalised extrinsic information for the lh bit 
position from the qth decoder is given by 
n 
wj(q) Aj(q)- Aj(q) dj L dzAL(q) (2.28) 
l=l,!#:j,dr:fq 
All extrinsic information calculated using (2.28) in the current block Turbo code 
block is normalized/ divided by the arithmetic mean of the absolute value of all 
extrinsic information calculated using (2.28) in the current block Turbo code block. 
This will be called the normalized extrinsic information. This normalization is used 
to reduce the dependence of o:(q) on the specific block Turbo code [90] and modu-
lation [79] used. 
10The p?:: ldH,min/2J LRPs are used to produce 2P test sequences [90]. In [79, 80, 89]less than 
2P of these test sequences are actually used. 
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The extrinsic information can be written [79, 87] in the form 
(2.29) 
Comparing this to (2.28) j3(q) for the Jfh position emanating from the qth decoder 
can be defined as 
dz>.z( q) (2.30) 
1=1 ,l:j=j ,dz :f=cz 
To calculate this directly a competing codeword, C, is required from the list of code-
words produced by the Chase decoder, { C}. Unfortunately, competing codewords 
may not be found for all bit positions if a computationally manageable number of 
error patterns are used in the Chase decoder. If no competing codeword is available 
for the Jfh bit position, then [90] uses a precomputed set of values for j3(q) defined as 
f3 [0.2, 0.4, 0.6,0.8, 1, 1, 1, 1] for a 4-iteration simulation. By allowing a position not 
to have a competing codeword the number of error patterns required in the Chase 
decoder (and therefore the complexity) is reduced. It should be noted that if an 
extended block code is used, then the overall parity bit uses the precomputed value 
of j3(q). 
A drawback to using the precomputed sequences o: and f3 is that they need 
to be re-optimized using repeated simulations if used in a new application or with 
a different code or modulation scheme for optimum results. Also they do not adapt 
to varying channel conditions, and good and bad received blocks are treated the 
same. This can be avoided if methods to adaptively calculate or estimate a and f3 
are developed. 
2.3.2 Adaptive Reduced-Complexity SISO Decoders 
In this subsection some adaptive approaches to calculating and estimating a and f3 
are summarized. In [21] a was derived for SISO decoders using the BCJR algorithm 
or the SOVA by treating the extrinsic information as a Gaussian random variable. 
It can be written as 
a(q) CJk f.LW(q-1) 2 
(JW(q-1) 
(2.31) 
where CJk is the variance of the Gaussian noise, and f.LW(q-1) is the mean and CJi,v(q-1) 
the variance of W ( q - 1) for the current data block. 
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In [80] a was derived for the non-adaptive SISO decoder of the previous 
subsection by treating the extrinsic information as a Gaussian random variable and 
is given by 
a2 
a(q) = 2 R 
aW(q-1) 
(2.32) 
where aiv(q-1) is the variance of the matrix of extrinsic information from the current 
block Turbo code block and O"h, is the variance of the Gaussian noise [80]. However, 
this did not perform as well as the precomputed approach of [90] and so (2.32) was 
multiplied by the decoding stage number, q, to give 
2 
( ) qaR a q = 2 
aW(q-1) 
(2.33) 
A potential problem with the a(q) of (2.32) and (2.33) is that as the decoder tends 
to a decision, they tend to infinity. This is due to aiv(q-1) tending to zero. This 
problem can be avoided by using a termination criterion. In [80] decoding was 
terminated when aiv(q-1) < 0.1 and a(q) > 100. 
In [80] the following precomputed values of (3(q) were used 
q (3(q) = -Q ' 
max 
q = 1,' '' 'Qmax (2.34) 
where Qmax is the maximum number of decodings performed. This value of (3(q) is 
not adaptive as it is the same for all signal to noise ratios (SNRs) and for all received 
blocks. However, it does not need to be optimized using repeated simulations. The 
performance when using (2.33) and (2.34) is better11 than when the precomputed 
values of [90] are used. The most recent approaches to adaptively estimating (3(q) 
are discussed in [1, 26]. 
In [80] performance was improved by using an adaptively estimated a(q) 
with a linear scaling function. This shows the promise of an adaptive approach. 
In chapter 3, a is derived for a sub-optimal reduced-complexity SISO decoder and 
two new approaches to adaptively estimating f3 are developed. One approach to 
adaptively estimating f3 is based on approximation and the other is based on the 
distance properties of the component codes. 
11 The performance is better than [90) when the BER is less than 10-2 in the example given in 
[80). 
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2.4 Multilevel Coding and Multistage Decoding 
Multilevel coding [16, 52, 82, 119] is a technique which allows a complex code to 
be created as a hierarchy of simple component codes. Multilevel coding combines 
error correction coding and modulation by using the component codes to choose the 
transmitted constellation points, usually by means of a partitioning process. Any 
type of code can be used as a component code [82], including the block Turbo codes 
described in section 2.3 [79]. They are normally decoded using a MSD as decoding 
the entire multilevel code is. usually prohibitively complex. Performance can be 
improved by using an iterative MSD. 
In this section the design and construction of multilevel codes are described. 
Then an MSD and several iterative MSDs are described. 
2.4.1 Multilevel Encoder, Code Design and Partitioning 
An L-level multilevel code consists of L independent component codes. The encoded 
output from each level is used to choose the constellation point to be transmitted 
as shown in Fig. 2.9. Partitioning is often used to define the mapping from the 
encoder outputs to the signal constellation. 
Map 
To 
A 
Constellation 
Point 
Figure 2.9: L-level multilevel encoder. 
The partitioning procedure starts with a constellation of M points. This 
constellation is partitioned into m1 equally sized sets of M1 points on the first leveL 
Each subset of M1 points is labelled by log2 (m1 ) bits. The zth level partitions each 
subset of M1_ 1 points chosen on levell- 1 into mt equally sized subsets of Ml points. 
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Each subset of Mz points is labelled by '2::::~= 1 log2 ( mi) bits. Different numbers of bits 
can be used to partition the subsets of points on different levels [16, 82]. 
A variety of different partitioning strategies have been suggested in [17, 27, 
115, 119]. The most commonly used partitioning scheme is Ungerboeck set partition-
ing [52, 115] which tries to maximize the minimum intra-subset Euclidean distance 
[119] and results in increasing Euclidean distance at each partition level. It will be 
used in this thesis. An example of Ungerboeck set partitioning is given in Fig. 2.10 
for 16-QAM, L = 3, m 1 = 4, m 2 = 2 and m 3 = 2 . 
Original 16-QAM constellation 
Levell 
Partition 
Level2 
Partition 
Level3 
Partition 
• • • • ,8 
• • • .::~: 0 
Figure 2.10: Ungerboeck set partitioning of 16-QAM for a L = 3 level multilevel 
code with m1 = 4, m2 = 2 and m3 = 2. The lh bit in the level i label is given by 
eij (j is excluded if only one bit is used on level i). The level 3 partition results in 
a single point being chosen. If e3 = 0 then the point on the left of the vertical axis 
is chosen, otherwise e3 = 1 and a point to the right is chosen. 
The minimum squared Euclidean distance of a multilevel code is given by [48] 
(2.35) 
where dH,l (l = 1, · · · , L) is the minimum Hamming distance of the levell component 
code and of ( i = 0, 1, · · · , L -1) is the minimum squared Euclidean distance between 
the subsets on level i + 1 (and is called the minimum intra-subset distance) as 
shown in Fig. 2.10. Ungerboeck set partitioning results in o5 ~ oi ~ · · · ~ 8z_1 
[48]. Therefore, the most powerful code is required on the first level. At high 
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SNR performance is dominated by the level with the minimum squared Euclidean 
distance, ds,ir5l- 1• 
Many criteria for choosing the component codes in a multilevel code have 
been proposed. Some are based on distance [16, 52, 82, 119], capacity (and rate) 
[28, 50, 57, 119], cutoff rate [119] or the coding exponent [119]. The capacity based 
approach chooses the code rates of the component codes to be equal to the equivalent 
capacity12 of that partition level [119]. Multilevel coding with multistage decoding 
approaches capacity if the rate of each component code is chosen to equal the equiv-
alent capacity at that partition level [119]. 
Traditionally the balanced distance decoding rule was used to select the com-
ponent codes in a multilevel code [119]. The component codes are chosen so that 
the minimum squared Euclidean distances on all levels are equal, resulting in 
(2.36) 
This design rule is used in this thesis as in the work of [79]. 
Now that the partitioning and component code design has been discussed, 
the multilevel encoder shown in Fig. 2.9 can be explained in more detail. The "map 
to a constellation point" block is performed in a similar way to the partitioning, 
but only one subset of constellation points is retained at each level. Consider the 
L = 3 level multilevel code of Fig. 2.10. First log2(mi) = 2 encoded bits from level 
1, (e11 , e12 ) = 01, are used to choose a subset of M 1 = 4 constellation points. Then 
log2(m2) = 1 encoded bit from level 2, e2 = 0, is used to choose a subset of M 2 = 2 
constellation points. Finally, log2(m3 ) = 1 encoded bit from level 3, e3 = 1, is used 
to choose the transmitted constellation point. The transmitted constellation point 
is labelled by (e11 ,e12 ,e2,e3 ) 0101 as shown in Fig. 2.10. 
2.4.2 Multistage Decoder 
Multilevel codes are usually decoded in a sequential manner using a MSD as shown 
in Fig. 2.11. This is used when decoding the overall multilevel code is prohibitively 
complex. The MSD decodes the component codes in the multilevel code in the same 
12Equivalent capacity is the capacity of a given level within a multilevel code, when each level 
is regarded as an equivalent subchannel [119]. 
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order as they were encoded. First the level-1 code is decoded to choose a subset of 
lli1 constellation points for the level-2 decoder. Then the level-2 code is decoded 
to choose a subset of M 2 constellation points for the level-3 decoder. This pattern 
continues on all subsequent levels. The subset of points is chosen by the decoder 
on each level by using hard decisions on the constellation point label from previous 
decoders and by making a hard decision on its part of the constellation point label. 
The hard decision is passed to all subsequent decoders/ levels. If there are errors in a 
level's decision, then these are passed to subsequent levels causing error propagation. 
Figure 2.11: £-level multistage decoder, where (e1j, · · · , hi) are the set of esti-
mates of the jth transmitted bit from all the component decoders (assuming binary 
partitions on all levels). 
Consider the L = 3 level example of Fig. 2.10. The decoding process is 
performed in a similar way to encoding. The level 1 decoder considers the entire 
(M 16)-QAM constellation. Then log2 (m1) = 2 decoded bits (including parity 
bits) from the level1 decoder, (e11 , e12) = 10, are used to choose a subset of M 1 = 4 
constellation points. The level2 decoder operates as if this subset of J\11 constellation 
points is the entire constellation. The log2 (m2 ) 1 decoded bit from the level 2 
decoder, e2 1, is used to choose a subset of M 2 = 2 constellation points for the 
level 3 decoder. The level 3 decoder operates as if this subset of M 2 constellation 
points is the entire constellation. Finally, log2 (m3 ) = 1 decoded bit from the level 3 
decoder, e3 0, is used to choose the decoded constellation point. The transmitted 
constellation point is labelled by (e11 , e12 , e2 , e3) = 0101 as shown in Fig. 2.10, but 
the decoded constellation point is labelled by (en, e12, e2, e3) = 1010. Although 
the decoded constellation point is at the minimum Euclidean distance, <50 , from the 
37 
transmitted constellation point, Sj, it is the maximum Hamming distance away from 
it, which means all decoded bits are incorrect. The error on level-1 resulted in the 
actual transmitted constellation point being excluded from the subsets of points 
considered on later levels and so later levels were decoded in error. This effect is 
called error propagation. 
2.4.3 Iterative Multistage Decoder 
In an attempt to minimize the error propagation effect, soft information can be 
passed to subsequent levels instead of hard decisions. Performance can also be 
improved by passing soft information to previous levels and iterating. This is called 
iterative multistage decoding. 
An early approach to iterative multistage decoding is given in [121]. It uses 
interleaving between the encoded bits from each level. Reliability information from 
previous levels is used in the metric calculations and the trellis-based algorithm of 
[31] is used. More than one pass through the MSD is used. After the first pass 
through the MSD (first iteration) the level 1 decoder looks for the codeword which 
maximizes p(rlu\ u2 , u3 , • • • ), where ui represents the information bits on level i. No 
definition of ui is given, it is either a hard decision on the level-i information bits 
or reliability information on them. This scheme provides a significant performance 
improvement over traditional multistage decoding. 
Another approach to iterative multistage decoding is given in [27]. An inter-
leaver is used after the encoder (but before the mapping to constellation points) on 
every level other than the first level. The SOYA is used to decode the component 
codes. The soft (reliability) information produced is passed to all subsequent levels, 
but only to some previous levels (specifically from level 2 to level1). It is treated as 
a priori information. Anti-Ungerboeck mapping13 is used, which results in the final 
(third) level requiring the strongest code. 
A similar approach is used in [73, 7 4], where the iterative MSD is used for 
a hierarchical television terrestrial broadcast systems (and multi-resolution modula-
tion). A six level multilevel code is used with interleaving on every second level. Soft 
information is passed to all subsequent levels, but only every second level passes soft 
13 Anti-Ungerboeck partitioning is designed for decreasing distance between subsets, Jl [27]. 
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information back to the previous level14 . Again the reliability information is treated 
as a priori information. 
In [42] a multilevel code is decoded using an analog non-linear network. Soft 
information from a level is used by other levels as a priori information. This scheme 
does not have conventional iterations. 
The most recent work on iterative multistage decoding is discussed in [53, 71]. 
In [53] the reliability information is used as a priori information. The iterative MSD 
uses belief propagation to update the bit-wise metric. Parallel and serial decoding 
approaches are proposed. A priori information from all other levels is used. In 
[71) the soft output from the component decoders on all other levels are used as a 
priori information in the soft output demodulator. The three level simulations in 
[71 J only used iterative multistage decoding between level one and two. Level three 
was decoded once, at the end of decoding. 
In [77] block Turbo codes are used in a multilevel code, decoded with an 
iterative MSD. The iterative MSD of [77] passes hard decisions to all subsequent 
levels and back to level one. This hard iterative MSD was found to perform better 
than the traditional hard MSD at low SNRs in [77], but the slope of the curve is 
not as steep and so it should cross the curve of the traditional approach somewhere 
below 10-5 . 
In summary the iterative MSDs of [27, 73, 74, 121] use interleaving between 
levels to combat error propagation. In addition the approaches of [27, 42, 53, 71, 73, 
74] use the reliability information as a priori information. The reliability information 
is passed to all subsequent levels and some previous levels in [27, 73, 7 4]. All of these 
papers show the promise of soft iterative multistage decoding. 
In chapter 4 of this thesis a new approach to iterative multistage decoding is 
developed which treats the reliability (extrinsic) information as a Gaussian random 
variable rather than as a priori information. In addition the extrinsic information 
is sent to all previous and subsequent decoding levels. The new iterative MSD is 
investigated with and without interleaving between levels. 
Trellis based SISO decoding algorithms are used in [27, 73, 74, 121] to provide 
reliability information. These algorithms can be prohibitively complex for decoding 
14Level m passes soft information back to level m -1, where m is an even integer. Level m does 
not pass the soft information back to any other levels, but passes it to all subsequent levels. 
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long block codes (as considered in this thesis). Alternative SISO decoding algorithms 
based on list decoding are considered in section 2.3, chapter 3 and chapter 4 of this 
thesis. 
2.5 Summary 
This chapter has presented relevant background information on error correction 
coding and multilevel coding. BCH codes were discussed in section 2.2 and were 
used in block Turbo codes in section 2.3. Finally multilevel codes and multistage 
decoding were introduced in section 2.4. A brief literature review of these areas has 
also been included. 
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Chapter 3 
Adaptive Iterative Decoding of 
Block Turbo Codes 
3.1 Introduction 
Soft-input soft-output (SISO) decoding long block codes using a trellis can be pro-
hibitively complex1 . This is especially true if they are used as component codes in a 
concatenated coding scheme such as the block Turbo codes discussed in this chapter. 
In such cases reduced-complexity SISO decoding algorithms are required. There is a 
large number of reduced complexity decoding algorithms available. This chapter will 
consider sub-optimal list based decoding algorithms. There are many sub-optimal 
soft input decoding algorithms which can produce a list of possible codewords and a 
decision codeword [19, 26, 30, 33, 34, 35, 36, 40, 46, 55, 56, 99, 105, 106, 109, 110]. If 
these soft-input list-output (SILO) decoding algorithms are to be used in an iterative 
decoding context they must produce soft information. One technique for doing this 
is discussed in [54, 88, 90] and was described in section 2.3. The structure of this 
decoder is shown in Fig. 2.8. 
Recall that in [54, 88, 90] two sequences of precomputed parameters, a and 
/3, are used when calculating and using the extrinsic information2 • These sequences 
need to be reoptimised for different codes or applications using repeated simulations 
1The SISO decoding of low-density parity check codes is not trellis based. 
2The sequence o: scales the extrinsic information to compensate for the difference in variance 
between the received signal and the extrinsic information. The sequence f3 is used in estimating 
the extrinsic information when it cannot be calculated directly. 
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for optimum performance and do not adapt with varying channel conditions. The 
goal of this chapter is to develop adaptive approaches to either calculating or esti-
mating a and {3, which do not need to be optimized using repeated simulations and 
can be used with any code or in different applications. In section 3.2 the theoretical 
value for a is derived. This a is adaptively estimated in simulations on a block by 
block basis. It does not have to be reoptimised using repeated simulations and can 
adapt to varying channel conditions. 
In section 3.3 two approaches to adaptively estimating {3 are developed, one 
based on approximation and a second based on the distance properties of the com-
ponent codes. Both approaches are adaptively estimated for each bit, codeword or 
block Turbo code block and so can adapt to varying channel conditions. These ap-
proaches to estimating {3 do not need to be reoptimised using repeated simulations. 
By adaptively estimating a and {3 instead of using the precomputed values of 
[54, 88, 90], performance can be improved. The cost is a small increase in algorithm 
complexity. Both approaches avoid the need to reoptimise a and {3 using repeated 
simulations for different codes or applications and they can adapt to varying channel 
conditions. 
The block Turbo codes considered are transmitted on the additive white Gaus-
sian noise (A WGN) channel3 using BPSK/ QPSK. Simulation results are presented 
in section 3.4 and conclusions are drawn in section 3.5. 
3.2 Derivation of a 
In this section a is derived by treating the extrinsic information as a Gaussian 
random variable. The log-likelihood ratio (LLR) is conditioned on both the received 
signal and extrinsic information from the previous decoding stage for the current 
component codeword. The soft output from the qth decoder for the lh bit position 
is given by the LLR 
A'.( ) = l (P(ei = +liR, W(q-l))) 
1 q og P(ei = -liR, W(q-l)) 
(
l.:{cale·=+l} P(CaiR, W(q-l))) =~g J b 
l.:{Cblej=-l} P(C IR, W(q-l)) (3.1) 
3 The AWGN samples are assumed to be independent. 
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where ei is the jth bit4 in a codeword, W(q-1) = (w 1(q 1), · · ·, wn(q -1)) is the 
extrinsic information vector from the previous decoding for the current codeword, 
R = (r1 , · · · , rn) is the received vector from the memoryless AWGN channel and n 
is the length of a component codeword. {Cafei = +1} and {Cbfej = -1} represent 
the sets of all codewords, ca and cb' with ej = and ei = -1 respectively. 
This can be simplified by assuming equiprobable codewords and that the received 
vector is independent of the extrinsic information. In addition it is assumed that 
the extrinsic information can be modelled as a Gaussian random variable as in [14]. 
Then (3.1) can be written as 
(3.2) 
The sub-optimal decoder approximates this by considering only a subset of 
all possible codewords. The subset of codewords is chosen by a SILO decoder. The 
subset of codewords in set { ca fei = + 1} or { Cb]ei = -1} is denoted { ca fei + 1 }c 
or { Cbfej = -1 }c respectively. Using the approximation log( ex + eY) ~ max(x, y) 
[43] the soft output of (3.2) may be approximated as 
Aj(q) ~ max {log(p(R]Ca)p(W(q 1)fCa))} 
{Calej=+l}o 
- max {log(p(RfCb)p(W(q-1)fCb))} A'J(q) (3.3) 
{Cblei=-1}o 
DenoteD as the codeword found in (3.3) which has the maximum metric and 
Cas the other codeword found in (3.3) (it has Cj =f. dj)· Now (3.3) can be written 
as 
where J.lW(q-I)ID is the mean and o-~(q-l)ID the variance of W(q-1) conditioned on 
D, and J.lRID is the mean and o-_k
1
v the variance of R conditioned on D. Similarly 
J.lW(q-l)IC is the mean and o-~(q-I)IC the variance of W(q-1) conditioned on C, 
and J.lRIC is the mean and o-_k10 the variance of R conditioned on C. In practice the 
4For the purposes of computing likelihoods all bits are mapped from {0, 1} to { -1, +1}. 
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following is used 
where f.LW(q-1) is the mean and aiv(q-1) the variance of the absolute value of W(q-
1), and aJ:z is the variance of the absolute value of R as used in [14]. A small 
improvement may be possible if the variance of the AWGN noise, ah, is known 
exactly. The variances, aiv(q-1) and ah, and the mean, f.LW(q-1), are estimated 
over a block Turbo code block after each component code is decoded, using the 
sample variances and sample mean respectively. The sample variance of the extrinsic 
information can be written as 
where 
N 
aiv(q-1) = N ~ 1 2:::= ( Wt(q- 1) - f.LW(q-1)) 2 
l=1 
1 N 
f.LW(q-1) = N 2:::= lwtl 
l=1 
(3.6) 
(3.7) 
and N is the number of bits in a block Turbo code block. The extrinsic information 
used here has not been normalized by its mean. 
The soft output simplifies to 
A"( ) ~ ( 2 2J.Lw(q-1) ( )) j q = dj L...t dt ~rl + a 2 Wt q-1 
l=1,dz:fc1 R W(q-1) 
(3.8) 
As in [90] A'j(q) is normalized. Here (3.8) is divided by 2/aJ:z giving a normalized 
soft output of 
Aj(q) = dj t dt (rl + f.LW(q-1) a2 aJ:z Wt(q-1)) 
l=1,dz:fcz W(q-1) 
(3.9) 
Now consider the LLR for the soft input to the qth decoder, which is defined 
as 
)./.(q) =log (P(ej = +1lrj,Wj(q-1))) 
J P(ej = -1lrj, Wj(q-1)) (3.10) 
Assuming equiprobable bit values, this can be written as 
)./.(q) =log (p(rjiej = +1)p(wj(q-1)iej = +1)) 
J p(rjiej = -1)p(wj(q-1)iej = -1) (3.11) 
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and in practise will be calculated using 
).j(q) 
Now divide by 2/o1 to obtain 
02 
rj+/-LW(q-1) 2 R Wj(q-1) 0W(q-1) 
(3.12) 
(3.13) 
Comparing (3.9) and (3.13), the soft output can be written as a sum of soft inputs 
as 
n ). n 
Aj(q) = dj L 12 (dz- c1) = dj L dzAz(q) 
l=l l=l,dd=cz 
In [90] the soft input is given as 
Comparing (3.13) and (3.15) the value of a(q) can be recognized as 
02 
a(q) = /-LW(q-1) 2 R 
0 W(q-1) 
(3.14) 
(3.15) 
(3.16) 
This so-called theoretical value of a is estimated for each decoder in the pipeline 
for every block Turbo code block Therefore, it will be referred to as the adaptively 
estimated a. It will be so used with both the adaptive approaches to estimating f3 
developed in section 3.3. It can also be used in Turbo decoders as shown in [21, 75] 
and could be used in SISO order-i reprocessing [34) or in the algorithm of [26). The 
a(q) derived here is the same as the initial adaptive a(q) of [80], (2.32), when the 
extrinsic information is normalized to have a mean absolute value of one. 
3.2.1 Scaling and Termination Criteria 
This adaptively estimated a and that of [80) tend to infinity as the decoder tends 
to a decision, since oiv(q-l) -+ 0. This can cause decoder overflow problems which 
can result in a large number of errors being introduced several iterations after the 
decoder has converged to a decision. This can be avoided by scaling the soft input. 
To avoid estimating a(q) when oiv(q-1) ~ 0 the soft input is scaled by x(q) 
oiv(q-1/(f-.LW(q-1)) 2 when oiv(q-1/(2ttw(q-t)) < 1, giving 
(3.17) 
45 
The extrinsic information produced using .Xj(q), denoted wj(q), is inherently scaled 
by x(q). The mean and variance of the scaled extrinsic information in terms of 
the mean and variance of the unsealed extrinsic information are given by f1w'(q) = 
x(q)P,w(q) and aiv'(q) = x(q) 2aiv(q) respectively. Therefore, a(q+1)wj(q) = a'(q+ 
1)wj(q). As a result a'(q + 1) removes the scaling when wj(q) is used in the soft 
input to the next decoding stage. This means that the scaling factor x(q) is only 
used during the qth decoding stage. 
Alternatively, decoding can be terminated when the signs of the soft (A) and 
hard (D) outputs from the last row and column decoding are equal in all positions 
of the block Thrbo code block. 
3.3 Adaptive Approaches to Estimating {3 
In this section two adaptive approaches to estimating f3 are discussed. But first f3 is 
defined. The extrinsic information and hence f3 can be written in terms of a LLR. 
The normalized soft output of (3.14) approximates (3.1) divided by 2/a'Jv meaning 
A. ( ) ~ ah 1 ( P ( ej = + 11 R, W ( q -1)) ) 
J q 2 og P(ej = -1IR, W(q-1)) (3.18) 
and the soft input of (3.13) estimates (3.10) divided by 2/ah, meaning 
(3.19) 
The extrinsic information for the jth bit position from the qth decoder is given by 
(3.20) 
or [79, 87] 
(3.21) 
Using (3.18), (3.19), (3.20) and (3.21) f3(q) for the jth position from the qth 
decoder can be approximated by 
(3.22) 
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where R-j = (rl, ... 'fj-1, fj+}) ... 'rn) and w-j(q 1) (wl(q-1), ... 'Wj-l(q-
1), Wj+I(q 1), · · · , wn(q -1)). Assuming the received signal and extrinsic informa-
tion are independent this can be written as 
(3.23) 
This is not explicitly dependent on a competing codeword being found. However, 
no easy way to calculate or estimate it has been found. In addition this definition 
is only as good as the approximation used to calculate the soft output, namely 
log( ex eY) ~ max(x, y). 
But fJj (q) can also be written in terms of the soft output calculated using 
log( ex eY) ~ max(x, y). By using (3.3), (3.11), (3.20) and (3.21) it can be written 
as 
The problem with this definition is that a competing codeword, C, is not always 
found. No easy way to estimate this when no Cis found, has been developed. 
A simpler definition which also uses the approximation of the soft output can 
be defined using (3.14), (3.20) and (3.21) as 
n L d!Al(q) (3.25) 
l=l,l:j:j,dt#cl 
This can only be calculated when the SILO decoder has found a competing codeword, 
C, for the jth position ( Cj -=f. dj). The extrinsic information can then be calculated 
using (3.21). Vv'hen no competing codeword is available for the lh position, the 
positions where Cj -=f. dj are not known. In this case an estimate of fJj(q) is required. 
An estimate based on approximation and one based on the distance properties of the 
component codes are now developed. Although a competitor can always be found 
if the number of test sequences is large enough, this can result in a high complexity 
solution, which is not the aim of the present work. 
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3.3.1 Approximation Based Approach 
In this subsection an approximation based approach to adaptively estimating {3 is 
developed. There are 4 cases to consider: 
1. A competing codeword, C, with ci -=/= dj has been found by the SILO decoder. 
2. A competing codeword has been found by the SILO decoder, but Cj dj. 
3. No competing codewords have been found by the SILO decoder. But the 
decision codeword, D, has been found by the SILO decoder. 
4. No codewords have been found by the SILO decoder, not even D. 
In the first case no estimate is required and the extrinsic information can be 
calculated using the value of /3j(q) defined in (3.25). When more than one competing 
codeword is found for the lh position the competing codeword at the minimum 
squared Euclidean distance from the soft input is used. 
In the second case /3j(q) has been calculated using (3.25) for some positions 
in the current word5 . If no competing codeword is found for the lh position then 
the reliability of that bit should be relatively high as all decoded codewords from 
the SILO decoder agree in that position. However, only a small subset of all possible 
error patterns, and therefore, codewords are considered by the SILO decoder and so 
the transmitted codeword may not be included and may have a different value in 
the lh position. It was found in simulations that when using iterative decoding, it 
is better to underestimate than overestimate the extrinsic information6 and hence 
/3j(q), especially in early iterations and at low signal to noise ratios (SNRs). In 
these situations some decodings will correct errors while others will create errors. 
In order to minimize the number and magnitude of the errors created, the following 
conservative estimate of the /3j(q) of (3.25) is used in case 2, 
(3.26) 
5If a precomputed /3j(q) is used as in [79] then the new information about the current codeword 
from the latest decoding stage is not fully utilized, as only its sign is used. 
6 Overestimation may cause significantly slower average convergence in decoding. If the estimates 
of /3j(q) are too large, then decoding a received block Turbo code block with a large number of 
errors or badly positioned errors can increase the number of errors and significantly degrade the 
overall bit error rate. 
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The minimum is over all positive values of j31(q) calculated using (3.25) for the current 
component codeword. When D is very reliable this allows j3j(q) to be larger than 
the precomputed values of [79], -and therefore, it can correct errors in this component 
code block more rapidly. When D is not very reliable this allows Pj(q) to take a 
smaller value than the precomputed values of (79] and therefore, it is less likely to 
create errors. Also the errors will have a smaller value of extrinsic information which 
makes them easier to correct in later iterations. 
In the third case (3.25) cannot be used to calculate f3j(q) for any position in 
the current codeword. vVhen no competing codewords are found, the SILO decoder 
believes it has found the correct codeword. However, it may actually have found a 
codeword at the minimum Hamming distance of the code or greater away from the 
transmitted codeword. The best new information available on whether the decoded 
bit is correct are the values of j31(q) calculated using (3.25) in other received words 
in the current block Turbo code block. Since it is important not to overestimate the 
extrinsic information when using iterative decoding, the following estimate of the 
j3j(q) of (3.25) is used for case 3, 
Pj(q) = meanz(f3z(q)) (3.27) 
The mean is taken over all values of ;31( q) calculated using (3.25) for any position 
in the current block Turbo code block. If no f3t(q) are able to be calculated using 
(3.25) for any position in the current block Turbo code block, then the mean value 
of j31(q) calculated using (3.25) in all block Turbo code blocks to date is used. If this 
cannot be calculated then the mean of the absolute value of the soft input over the 
entire block Turbo code block is used. 
In the fourth case the extrinsic information can be estimated using (3.27) 
or Pj(q) = 0. This case is rare. It does not occur when the unextended BCH 
component codes are perfect codes (as defined in appendix B). In a perfect code all 
hard received vectors are at a Hamming distance oft or less from a codeword, where 
t is the error correction capability of the code. The algebraic decoder can correct t 
or fewer errors and so at least one codeword can always be found. This means that 
there is a radius t error correction sphere around each codeword, within which all 
vectors are decoded to the codeword at its center. In the case of a perfect code all 
possible binary vectors of length n are in one of the disjoint spheres. 
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In summary, /3j(q) can be written as 
.E~=l,l#J,dtfcc dz:>..z(q), C =1- D found with Cj =1- dj 
minz(f3z(q) > 0), C D found, but Cj = dj 
meant(f3z(q) ), 
meanz(f3z(q)) or 0, 
D found, but no C =1- D 
No CorD found 
(3.28) 
The extrinsic information is calculated using this in (3.21). If an extended block 
code is being decoded the overall parity bit is treated as if there is no competing 
codeword. 
The importance of a good estimate of /3j ( q) can be seen by looking at the per-
centage of positions where the extrinsic information is calculated using an estimate. 
The following results were obtained using the SILO Chase decoder [19, 90] described 
in section 2.2. Fig. 3.1 shows the results for the (64, 57, 4)2 block Turbo code with 
p = 4 (and all 16 test sequences being used). The unextended BCH component 
codes in this block Turbo code, (63, 57, 3), are perfect codes (as defined in appendix 
B) and so case 4 should never occur. The percentage of extrinsic information cal-
C~se 3: ()(4 
o~~~~~~~~~~~--~~._--~~~ 
10-5 10-4 10-3 10-2 10-1 
Bit Error Rate 
Figure 3.1: Percentage of positions using each type of /3j(q) for different bit error 
rates after decoding. In case 1 C D is found with Cj =1- dj. In case 2 C =1- D is 
found, but Cj = dj. In case 3 only D is found. In case 4 no codewords are found. 
Results are for the (64, 57, 4) 2 block Turbo code, 2P test sequences and p 4. 
50 
culated using each type of /3j(q) is closely related to the bit error rate (BER) after 
decoding, and therefore, the different types of /3j(q) are plotted against the BER af-
ter decoding rather than against iteration number and SNR. This figure shows that 
70-80% of the extrinsic information is calculated using the case 2 /3j ( q) estimate of 
(3.26) and the remainder use the case 1 value of (3.25). Since the unextended BCH 
code is a perfect code and p = 4 (and all 2P test sequences are used), either 8, 12 
or 16 distinct codewords are found as shown in Fig. 3.2. Therefore, case 3 and 4 
never occur and the estimate of (3.27) is never used. When the BER is high more 
distinct codewords are found on average and fewer positions use the case 2 estimate 
of (3.26). 
1 
§ 
·.e 
~0.8 
...... 
"S 
80.6 
Cll 
~ 
c.;.....0.4 
0 
0 
....... 
;50.2 
~ 
.g 
Q:; 0 
10-
Bit Error Rate 
. . . . . . . . . . . ' . . 
15 
······· ···················'' 
············-·· . ,,,. ',,,, 
········· .... 
············ 
... ········· 
·········' ..... . ·········· ····· 
10 5 
Number of Distinct Codewords Found 
0 
Figure 3.2: Probability of the Chase decoder finding a given number of distinct 
codewords for a given bit error rate after decoding. Results are for the (64, 57, 4) 2 
block Turbo code, 2P test sequences and p = 4. 
When the unextended component codes are quasi-perfect codes (as defined in 
appendix B), if p is not large enough, occasionally only one or even no codewords will 
be found. This is because some hard received vectors are outside all the radius t error 
correction spheres that surround the codewords. If no codewords are found (case 4) 
then the hard decision on the soft input is used as the hard output. An example of 
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this is the (64, 51, 6) 2 block Turbo code. The number of distinct codewords found at 
different BERs is shown in Fig. 3.3 for p = 4 and 2P test sequences. No codewords 
were found less than 0- 0.005% of the time. For this code and set of error patterns 
74-85% of the extrinsic information is calculated using the case 2 estimate of (3.26), 
0-4% using the case 3 estimate of (3.27) or the case 4 estimate, and the remainder 
using the case 1 value of (3.25) as shown in Fig. 3.4. If p is increased to 5 and all 
2P test sequences are used, then at least 2 distinct codewords are always found so 
case 3 and 4 never occur and no extrinsic information is calculated using (3.27) as 
shown in Fig. 3.5. In this case 57-71% of the extrinsic information is calculated 
using the case 2 estimate of (3.26) and the rest using the case 1 value of (3.25) as 
shown in Fig. 3.6. By increasing the number of test sequences used the percentage 
of extrinsic information calculated using (3.25) has increased. The high percentage 
of positions requiring an estimate of /3j(q) (especially for small values of p and a 
small number of test sequences) highlights the need for a good estimate. 
When the unextended component codes are neither perfect or quasi perfect 
the situation is even more severe. This code will have hard received vectors which 
do not fall into any of the radius t error correction spheres that surround codewords. 
As a result decoding failures will occur and in some cases no codewords will be 
found. An example of this is the (64, 45, 8) extended BCH code, which is a three 
error correcting code. If p = 5 and 32 test sequences are used then at high BERs 
less than 10 distinct codewords are usually found and at low BERs less than 5 as 
shown in Fig. 3.7. In addition 0-1.52% of the time no codewords are found by the 
Chase decoder. This has a dramatic effect on the percentage of positions using each 
type of /3i ( q) as shown in Fig. 3.8. In this case 55-70% of the positions use the case 
2 estimate of (3.26), 8-35% of the positions use the case 3 estimate of (3.27) or the 
case 4 estimate and only 10-25% of the positions use the case 1 value of (3.25). Case 
1 and 2 are used more at high BERs as more codewords are found. The estimates 
use the case 1 values and so they will not be quite as good an estimate when fewer 
case 1 estimates are found. This may mean that a higher number of test sequences 
are required to obtain good performance and therefore, more complexity results. 
The previous 1 and 2 error correcting codes may be a better option than this code 
because of this. 
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Figure 3.3: Probability of the Chase decoder finding a given number of distinct 
codewords for a given bit error rate after decoding. Results are for the (64, 51, 6)2 
block Turbo code, 2P test sequences and p 4. 
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Figure 3.4: Percentage of positions using each type of /3j(q) for different bit error 
rates after decoding. In case 1 C D is found with Cj f:= di. In case 2 C D is 
found, but Cj di. In case 3 only D is found. In case 4 no codewords are found. 
Results are for the (64, 51, 6) 2 block Turbo code, 2P test sequences and p = 4. 
53 
§ 
·a 
~ 
i 
u0.2 
1;/:J 
~0.1 
'b 
,q 0 
-~ 
£ 
.... •\ ..... . 
·-: .. 
Number of Distinct Codewords Found 
···· ..... 
Bit Error Rate 
Figure 3.5: Probability of the Chase decoder finding a given number of distinct 
codewords for a given bit error rate after decoding. Results are for the (64, 51, 6)2 
block Thrbo code, 2P test sequences and p 5. 
100~~~~~~~~~~~~~~~~~~ 
· .... · .. 
. ... Case 2: ::: 
.. 
' ... 
.... 
Figure 3.6: Percentage of positions using each type of /3j(q) for different bit error 
rates after decoding. In case 1 C D is found with cj dj. In case 2 C =f. D is 
found, but cj = dj. In case 3 only D is found. In case 4 no codewords are found. 
Results are for the (64, 51, 6)2 block Thrbo code, 2P test sequences and p = 5. 
54 
c:: 
0 
';:I 
~ 
.S0.4 
"8 
80.3 
{/) 
~0.2 
'+...; 
;,o.1 
~ 
...... 
:8 0 ~ 0 
30 
. . . . . . . . . ' . . . 
. ..•................. 
··· .. ·., 
··· ..... 
... , 
···· ... 
. . . . ' ' 
·······•·············· ... 
Bit Error Rate 
Number of Distinct Codewords Found 
Figure 3. 7: Probability of the Chase decoder finding a given number of distinct 
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Figure 3.8: Percentage of positions using each type of (3j(q) for different bit error 
rates after decoding. In case 1 C # D is found with Cj dj. In case 2 C D is 
found, but Cj = dj. In case 3 only D is found. In case 4 no codewords are found. 
Results are for the (64, 45, 8)2 block Turbo code on the AWGN channeL All 2P test 
sequences are used and p = 5. 
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3.3.2 Distance Based Approach 
vVhen no competing codeword c (with Cj =1- dj) is found for the lh position, /3j(q) 
cannot be calculated directly using (3.25) as the locations where d1 =f. c1 are not 
known and an estimate is required. This section develops an adaptive estimate of 
/3j(q), denoted ~j(q), using arguments based on the distance properties of the com-
ponent codes. First the error patterns used by the SILO decoder are considered. In 
this chapter the SILO Chase decoder will be used (which was described in section 
2.2). Recall that the Chase decoder creates binary error patterns by using combi-
nations of ones in the p 2 LdH,min/2J least reliable positions7 {LRPs) and placing 
zeros elsewhere, where dH,min is the minimum Hamming distance of the code. The 
LRPs are labelled in order of increasing reliability as x = (x1, • • • , xp), where x 1 is 
the index of the lth LRP in the vector of soft inputs, >...(q). 
In the AWGN channel the most likely error patterns are those containing the 
fewest ones in the LRPs and zeros elsewhere. Therefore, for p 5 the 2P-1 16 
error patterns in Table 3.1 were chosen. Alternatively, all 2P binary combinations in 
the p LRPs can be used. Define p' as the number of LRPs, (x 11 • • • , Xp' ), for which 
all 2P' binary combinations are included in the set of error patterns. If p' < p then 
some additional error patterns are used which consist of combinations of ones in the 
p LRPs, (x1, • · • , xp)· By inspecting Table 3.1 it can be seen that for this set of error 
patterns p' 3, since all binary combinations are found in positions (x1 , x2 , x3 ) with 
zeros elsewhere, where 1 :::; Xt :::; n for alll. 
As in [19] test sequences are created by adding the error pattern to the hard 
(binary) decision on the soft input to the qth decoder, Y(q) = (y1 (q), · · · , Yn(q)), 
using modulo 2 addition. If an extended block code is used then the codeword 
consists of an n 1 bit unextended block code with an overall parity bit appended 
to the beginning of the codeword to ensure even parity. Only the unextended block 
code is used in the search for the p LRPs, so in this case 2 :::; XJ :::; n for 0 ;::: l ;::: p. 
Again the overall parity bit will be treated as having no competing codeword. 
The Hamming distance between codewords C and Dis dH(C, D) 2 dH,min, 
where dH,min is the minimum Hamming distance of the component code. In (3.25) 
the difference between C and D in the Ph position is not included in the sum to 
7The LRP is the position in the soft input with the smallest absolute value. 
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Table 3.1 
Error pattern values in the p = 5 least reliable positions, (x1 , · • · , Xp=5). Error 
pattern values equal zero in all other positions. 
X1 X2 X3 X4 X5 X! x2 X3 X4 x5 
0 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 0 1 
0 1 0 0 0 1 0 0 1 0 
1 1 0 0 0 1 0 0 0 1 
0 0 1 0 0 0 1 0 1 0 
1 0 1 0 0 0 1 0 0 1 
0 1 1 0 0 0 0 1 1 0 
1 1 1 0 0 1 1 0 1 0 
calculate (3j(q). Therefore, at least dH,min -1 other positions are needed to calculate 
~j(q). 
If no C is found for the lh position, then an estimate to reinforce the decoders 
decision in that position, dh is desired implying ~j(q) > 0. Since simulations found 
it better to underestimate (3i(q), the smallest positive value of (3i(q) is desired. It 
is not known where C and D differ, so a set of possible combinations of positions 
is considered8 , denoted {~}. It must be ensured that {~} includes enough LRPs 
to always produce a positive value of ~j(q). Therefore, the maximum number of 
positions where d1>..1(q) is negative must be found (due to the definition of (3i(q) in 
(3.25)). A negative value occurs in the zth position when the Chase decoder's decision 
differs from the hard decision on the soft input in that position, d1 ::j:. y1(q). The 
error patterns can change at most weight(p) of the LRPs in Y(q) before decoding, 
where weight(p) is the maximum weight of the error patterns used by the Chase 
decoder. The structure of the Chase decoder is shown in Fig. 2.3 and contains a 
hard-input hard-output {HIHO) decoder for the unextended component code. The 
HIHO decoder used in this thesis9 can change a further t positions in Y(q). If an 
extended code is used then the overall parity bit can also change. Therefore, the 
8For complexity reasons the set is restricted, so the smallest estimate may not be included. Since 
the parity equations relating to the codes are not used by the set, the combinations of positions 
may not relate to codewords. This means that the estimate can also be too small. 
9Peterson's direct method for decoding BCH codes is used to decode t or fewer errors in this 
thesis (it was described in section 2.2). In some rare cases an error locator polynomial to correct 
more than terrors can be found [120]. A small improvement in performance may be possible if 
these error patterns were corrected (when using a non-perfect code). 
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number of positions where d1>..1(q) < 0 for an extended code equals the Hamming 
distance between D and Y ( q) and is defined as 
dH(D, Y(q)) ~ weight(p) + t + 1 (3.29) 
This is used to determine the number of positions, N8 , which must be considered to 
ensure a positive estimate will be found. The value of N8 also depends on the set 
{ 0 used. The set { 0 is restricted to including only combinations of the N8 LRPs. 
The new estimate can be written as10 
Sj(q) =min {b = ( t dz>..z(q)) : b > o} 
{0 l=l,IE~ 
(3.30) 
The set must be chosen carefully as it can affect decoding performance. If no D is 
found, then Dis set equal to Y(q) and (3.30) is used for all positions. Alternatively, 
Sj(q) can be set to zero or the case 3 estimate from the approximation approach, 
(3.27), could be used. Two approaches to the set {0 will now be discussed. At 
least dH,min - 1 positions need to be summed. Both sets will use combinations of 
dH,min - 1 positions. 
Set One 
The first set of combinations, { 0, used in the simulations of section 3.4 is now 
discussed. An extended codeword is assumed, but the set could easily be modified 
for use with an unextended codeword. 
If no C is found by the decoder for a given position, then there are t + 1 or 
more positions which differ between Y(q) and C, outside the set of test sequences 
and therefore, outside the p' LRPs. Otherwise, a C would have been found. In 
this derivation it is assumed that in these positions11 dz i Cz. This means t + 1 or 
more of the dH,min- 1 positions to be summed will be outside the p' LRPs. Since 
it was found to be preferable to underestimate f3j( q) in simulations, it is assumed 
that when Cis not found the lh position is outside the p' LRPs12 . Now t or more 
of the dH,min- 1 positions used to calculate Sj(q) are outside the p' LRPs. These 
10 Any combination of positions, ~, which produces a negative estimate is discarded. 
11 In some cases dz = cz in the positions outside the p' LRPs where cz "I- yz(q). 
12 This is true for n- p' positions in the codeword. 
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assumptions mean that only one estimate is calculated for each decision codeword, 
D. 
If all values of d1J..1(q) for the p' LRPs are positive, then positive values are 
required in a maximum oft positions outside the p1 LRPs if p1 2:: dH,min- t- 1. In 
this case to ensure a positive Sj(q) at least 
Ns = P1 + t rnax(dH(D, Y(q))) (3.31) 
LRPs must be considered, where from (3.29) rnax(dH(D, Y(q))) = weight(p)+t+l. 
If p' < dH,min - t- 1 then more than dH,min - 1 - p1 > t positions outside the p1 
LRPs need to be positive to ensure a positive estimate. Therefore to cover all cases 
(3.31) becomes 
Ns rnax(p' + t, dH,min- 1) rnax(dH(D, Y(q))) (3.32) 
The overall parity position is not included in the search for the Ns LRPs. In 
order to reduce complexity Y(q) and D are used to find a sufficient value of Ns 
to ensure that at least one combination will produce a positive value of Sj(q), this 
value will be called N;. The first step in calculating N~ is to find the number of 
positions in the p' LRPs where yz(q) # dz, denoted Np'· If Np' > p' (dH,min -1-t) 
then N; is chosen to include t + Np'- (p'- (dH,min- 1- t)) positions outside the p1 
LRPs where Yl(q) dt. Otherwise, N; is chosen to include t positions outside the 
p' LRPs where Yl(q) = d1. This gives p' + t:.:; N; N 8 • The overall parity position 
is now appended to the N; LRPs, giving N~ = N~ + 1. 
The set of combinations, { 0, then consists of all combinations of t :.:; b :.:; 
min{ N~- p', dii,min -1} positions in the N; LRPs which are outside the p' LRPs and 
a = d II,min 1 - b positions inside the p' LRPs. This means 0 :.:; a :.:; min {p', d H,min -
1- t} and a+ b = dH,min 1. 
Set Two 
The second set of combinations, {~},is easier to explain and has a lower decoding 
complexity. It simply sums all combinations of dii,min 1 positions in the N; :.:; Ns 
LRPs, where 
Ns dH,min- 1 + rnax(dH(Y(q), D)) (3.33) 
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and N~ is the number of LRPs required to ensure that there are dH,min - 1 positions 
where y1(q)d1 2:: 0. The overall parity is then added to the set of N~ LRPs. The 
minimum positive value obtained using (3.30) is then used as the estimate Sj(q). As 
with set 1 only one estimate is used for each decision codeword, D. 
3.4 Simulation Results 
This section presents simulation results for a variety of block Thrbo codes with 
extended BCH component codes transmitted using BPSK/ QPSK on the memoryless 
AWGN channel. The adaptively estimated a of section 3.2 will be used with both 
the approximation and distance based approaches to estimating f3 of section 3.3. 
First the simulation results for the approximation based approach to estimating f3 
are presented and then those for the distance based approach are presented. 
The SILO Chase decoder uses a set of 2P test sequences for p = 4 unless 
otherwise stated. The BER of a data bit or frame error rate {FER} of a data block 
is displayed against the SNR, which is equal to Eb/N0 , where Eb is the energy used 
to transmit a data bit and N0 is the 2-sided baseband power spectral density of the 
noise. Unless otherwise stated the BER or FER after 1, 2, 3, 4, 6 and 10 iterations 
is shown and the performance improves after each iteration, but with diminishing 
returns. 
The simulation results presented in this chapter were obtained after finding 
200 block Thrbo code blocks in error after the final iteration for a given Eb/ N0 • Due 
to time constraints and computer system crashes, some points shown were obtained 
after fewer blocks in error. Unless otherwise stated at least 100 blocks in error were 
used. There are n codewords per block. 
3.4.1 Approximation Based Approach to Estimating {3 
This subsection presents simulation results for the adaptively estimated a( q) of sec-
tion 3.2 and the approximation based adaptively estimated (3j ( q) developed in section 
3.3. This will be called the approximation approach. The first set of simulations 
compare the performance of the approximation approach to that of the precomputed 
(non-adaptive) approach of [90] (described in section 2.3). 
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Results for the (32, 21, 6) 2 block Turbo code are shown in Fig. 3.9. As can 
be seen the approximation approach provides a significant improvement over the 
results in [90] in early iterations for a small increase in complexity. The increase in 
complexity is due to the need to estimate the variances (Jh, and (Jiv, and the mean 
JlW· Results for the (64, 51, 6) 2 block Turbo code are given in Fig. 3.10. Again 
a significant improvement in performance is achieved in early iterations and after 
6 iterations of the approximation approach the performance is slightly better than 
that of [90) after 10 iterations (a saving of 4 iterations). Results for the (128, 113, 6) 2 
block Turbo code are given in Fig. 3.11. Again there is a significant improvement 
in performance in early iterations and now after 4 iterations the approximation 
approach performs almost as well as the approach of [90) after 10 iterations. The 
effect of changing the length of the code for a fixed value of dH,min after 1 and 
10 iterations is shown in Fig. 3.12. As can be seen the performance gain of the 
approximation approach increases as n decreases in early iterations, but increases 
as n increases in later iterations. 
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Figure 3.9: Performance of the (32, 21, 6) 2 block Turbo code using the precomputed 
and approximation approaches, p 4 and 2P test sequences. 
The effect of changing dH,min (and therefore t) when p dH,min/2 (with all2P 
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Figure 3.10: Performance of the (64, 51, 6) 2 block Turbo code using the precom-
puted or approximation approach, p 4 and 2P test sequences . 
..... 
. . . . . . . . . ' ...... ' 
........ '"''' 
... ,, .......... , .. . 
Figure 3.11: Performance of the (128, 113, 6)2 block Turbo code using the precom-
puted or approximation approach, p = 4 and 2P test sequences. 
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Figure 3.12: Performance after 1 and 10 iterations of the (32, 21, 6)2 (n = 32), 
(64, 51, 6) 2 (n = 64) and (128, 113, 6) 2 (.n = 128) block Turbo codes using the pre-
computed or approximation approach, p = 4 and 2P test sequences. 
test sequences being used) 13 and a fixed block Turbo code block length of N = 642 
is used is shown in Fig. 3.13. Complexity increases for larger values of dH,min 
and larger numbers of test sequences. The (64, 51, 6)2 block Turbo code performs 
better than the (64, 45, 8)2 block Turbo code. The lack of distinct codewords found 
by the (64, 45, 8) 2 block Turbo code (as shown in Fig 3.7) appears to degrade the 
performance of the code. To improve performance the number of codewords (and 
therefore test sequences) used would have to be further increased. Taking into 
account the performance in Fig. 3.13, the complexity and the rates of the codes, 
the (64, 51, 6)2 block Turbo code would be a better code to use than the (64, 45, 8) 2 
block Turbo code. 
The effect of using different values of p and numbers of test sequences is shown 
in Fig. 3.1414 for the (64, 51, 6)2 block Turbo code and in Fig. 3.15 for the (64, 57, 4) 2 
block Turbo code. As can be seen performance improves when more test sequences 
13p = dH,min/2 is the value used in the original Chase decoder of [19). 
140nly 47 (out of 143533) and 54 (out of 105151) block Thrbo code blocks were observed in error 
at 2.3 dB for p = 6 and 32 test sequences, and p = 5 and 32 test sequences respectively. Only 61 
(out of 126761) blocks were found in error at 2.4 dB for p = 5 and 16 test sequences. 
63 
. : : : : : : : : : : : : : : : : : : : : : ~ : :: : : : : : : : : ~ : : : : .. ' 
. . . . . . . . . . . . . 
. . . . . . . . . . .. . . . .. .. . . . .. " . " "~ .. 
. . . . . . . . . . . . . ' . . 
. . . . . . . . . . ' . . 
........... ~ ............ ;z········ 
10-s ' ''''' :\?4~S.1~~L P::3. ::::::::::::::::::::::: ...................... . 
. ... . . . . . . . . . . ' .. ' .. ' ' ............ ~ .. 
. . . . . . . . . . . . . . ' . . ' .... "" . .. 
. ......................•.. 
10-6 L----L----~--_J----~----L----L----~--~ 
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 
Eb/NO (dB) 
Figure 3.13: Performance of different length N = 642 block Turbo codes using the 
approximation approach. Results after 10 iterations for p = dH,min/2 and 2P test 
sequences are shown. 
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Figure 3.14: Performance of the (64, 51, 6) 2 block Turbo code using the approxi-
mation approach. Results after 10 iterations for different values of p and numbers 
of test sequences are shown. 
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are used, but with diminishing returns. This improvement is due to an increase in 
the average number of distinct codewords found by the Chase decoder as discussed 
in section 3.3. An improvement can also be achieved by using p 1 positions and 
2P test sequences, instead of p positions and 2P test sequences. The error patterns 
of Table 3.1 are used to create the test sequences when p 5 and 16 test sequences 
are used. 
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Figure 3.15: Performance of the (64, 57, 4) 2 block Turbo code using the approxi-
mation approach. Results after 10 iterations for different values of p and numbers 
of test sequences are shown. 
An exception to the observations above can be seen in Fig. 3.15 for p 5 
and 32 test sequences. In this case the performance is actually worse than if fewer 
test sequences or LRPs had been used. Note that the maximum Hamming distance 
between test sequences is p 5 = dH min 1 in this case. The reason for the 
' 
poor performance appears to be that the set of codewords produced by the Chase 
decoder may contain codewords that are a long distance from the soft input vector in 
terms of squared Euclidean distance. This is because even though the error patterns 
only alter the LRPs, the HIHO decoder does not use reliability information and may 
change t positions which are very reliable. The overall parity may also be changed by 
the Chase decoder and may be very reliable. This means that the closest codeword 
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with Cj i=- dj may not be considered; instead a codeword a long way from the soft 
input vector may be used. This results in the extrinsic information calculated using 
C being too large in some positions. This can be advantageous in some positions, 
but overall seriously degrades performance as shown in Fig. 3.15. 
This problem would also be encountered when using other SILO decoders 
such as [99]. A solution to this problem is to only use competing codewords within a 
specified squared Euclidean distance of the soft input vector. This squared Euclidean 
distance will be called the maximum allowed value. 
The squared Euclidean distance between the soft input vector, A(q), and a 
competing codeword Cis given by 
n 
d~(A(q), C)= IA(q)- Cl 2 = L (-Xz(q) 2 - 2-Xz(q)cz + cf) (3.34) 
l=l 
which can be written as 
n n n 
d~(A(q), C) = L (-Xz(q) 2 + df) - 2 L (-Xz(q)dz) + 2 L (-Xz(q)dz) (3.35) 
l=l l=l,C[=d[ l = 1 ,crf:dl 
since Cf = df = 1. Similarly the squared Euclidean distance between the soft input 
vector and the decision codeword, D, is given by 
n n n 
d~(A(q), D) = L (-Xz(q) 2 + df) - 2 L (-Xz(q)dz)- 2 L (-Xz(q)dz) (3.36) 
l=l l=l,q=d[ l=l,crf=dl 
Comparing (3.35) and (3.36) d~(A(q), C) can be written as 
n 
d~(A(q), C) = d~(A(q), D)+ 4 L (-Xz(q)dz) (3.37) 
l=l,crf:d1 
From the definition of D 
d~(A(q), C) 2:: d~(A(q), D) (3.38) 
and the second term in (3.37) must satisfy 
n 
4 L (-Xz(q)dz) 2:: 0 (3.39) 
l=l,crf:dl 
A maximum allowed value of d~(A(q), C) can be developed based on (3.37). 
The first term in (3.37) can be calculated exactly and the second term can be 
estimated to set an upper limit on the value of d~(A(q), C) allowed. Any codewords 
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with a greater squared Euclidean distance will not be used to calculate the extrinsic 
information. This definition ensures that if D is found it is retained. 
It is important not to make the maximum allowed value of d~(>..(q), C) too 
small or all codewords found apart from D may be eliminated. In an attempt to 
reduce this problem the two closest codewords to the soft input vector will auto-
matically be retained (one of which is D). This ensures that when two or more 
codewords are found by the Chase decoder /3j(q) can be calculated using (3.25) for 
some positions. 
If the maximum allowed value is too large then it will allow codewords that 
are too far from the soft input vector. However, if it is too small it can exclude too 
many codewords and valid competing codewords may be excluded. The following 
maximum allowed value was developed keeping this in mind. Initially the maximum 
allowed value is set equal to d~(>..(q), D). Looking at (3.39) at least dll,min positions 
must be added to the maximum allowed value and the maximum value is achieved 
when all the positions summed have Ct =!= (dz = yz(q)) (meaning >.t(q)d1 ~ 0). Outside 
the p LRPs, Cz (dz = Yl(q)) can only be true in a maximum oft+ 1 positions, since 
the Chase decoder can change at most t 1 positions (including the overall parity 
position) outside the p LRPs. The overall parity position is often altered (due to the 
decoding approach). Therefore, if >.1(q)d1 ~ 0 in the overall parity position, then it 
is added to the maximum allowed value and at least v = dll,min- 1 other positions 
must be found. Otherwise, the overall parity position is not used and v dH,min 
positions must be found. 
The most reliable position where >.t(q)dz < 0 is now found, as it gives an 
indication of how reliable the positions where cz =!= (dt = y1(q)) may be. The values 
of >.z(q)dz in the t more reliable positions than this are added to the maximum 
allowed value. Now at least v = v t other positions must be found. Now the q ::=; v 
most reliable positions in the p LRPs with dt>.l(q), > 0 are added to the maximum 
allowed value. Alternatively, all positive values in the p LRPs could be added to 
the sum (and included in the value of q). At least v = v- q other positions must 
be found. If v > 0 then the v LRPs with dz>.z(q) < 0 are added to the maximum 
allowed value. 
Results for the (64, 57, 4) 2 block Turbo code using p = 5 and 32 test sequences 
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are shown in Fig. 3.16 with and without the maximum allowed value (limit) being 
used. It can be seen that by limiting d~(:X(q), C) the performance has been improved 
dramatically. The (64, 57, 4) 2 product code now performs better for p = 5 and 32 
test sequences, than for p = 5 and 16 test sequences, as was originally expected. This 
result indicates that the distant competing codewords found by the Chase decoder 
were degrading the overall performance of the code. 
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Figure 3.16: Performance of the (64, 57, 4) 2 block Turbo code after 10 iterations 
using the approximation approach. The effect of using a maximum allowed value of 
d~(>.(q), C) is shown. 
The percentage of positions using each type of {3 is shown in Fig. 3.17 for 
the (64, 57, 4) 2 product code with p = 5 and 32 test sequences, when the limit is not 
used. In this case 53- 59% of the extrinsic information is calculated using the case 2 
estimate of (3.26) and the remaining 41-4 7% is calculated using the case 1 value of 
(3.25). The percentage of positions using each type of {3 when the maximum allowed 
value is applied is shown in Fig. 3.18. Now 67- 83% of the extrinsic information 
is calculated using the case 2 estimate of (3.26) and the remaining 17 - 33% is 
calculated using the case 1 value of (3.25). Therefore, by applying the maximum 
allowed value more positions use an estimate of {3 instead of (3.25). The number 
of positions calculated using the exact values of {3 is reduced by 20%, but results 
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Figure 3.17: Percentage of positions using each type of f3j(q) for different bit error 
rates after decoding. In case 1 C D is found with Cj =f. dj. In case 2 . C =f. D is 
found, but Cj = dj. In case 3 only D is found. In case 4 no codewords are found. 
Results are for the (64, 57, 4)2 block Turbo code, 2P test sequences and p = 5. 
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Figure 3.18: Percentage of positions using each type of f3j(q) for different bit error 
rates after decoding. In case 1 C =f. D is found with Cj dj. In case 2 C =f. D is 
found, but Cj = dj. In case 3 only D is found. In ca.."le 4 no codewords are found. 
Results are for the (64, 57, 4)2 block Turbo code when the maximum allowed value 
is used. All 2P test sequences are used and p = 5. 
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in improved performance. This indicates that it is better to use an estimate than 
to use a distant competing codeword. It also shows that good performance can be 
obtained by estimating the extrinsic information in a large percentage of positions, 
if the estimates are good. The key is to find a few close codewords. 
The case 2 estimate of /3j(q) developed in the approximation approach, (3.26), 
is a conservative estimate. Fig. 3.19 and Fig. 3.20 show the effect of multiplying 
(3.26) by various constants when the (64, 51, 6) 2 block Turbo code is transmitted. In 
this case the estimate developed in this chapter, (3.26), performs the best (meaning 
a scaling of 1). Fig. 3.21 and Fig. 3.22 show the effect of multiplying (3.26) by 
various constants when the (64, 57, 4)2 block Turbo code is transmitted. In this case 
multiplying (3.26) by 1.5 performs the best, but only by 0.05dB at a BER of 10-5 
after 10 iterations. If this "best" estimate (the x 1.5 curve) is overestimated by a 
factor of 2 (the x 3 curve), then it performs worse than underestimating by a factor 
of 3 (the x 0.5 curve). This demonstrates how the simulations showed it better to 
underestimate /3j(q) rather than overestimate it. This also shows that if a scaler 
was used it would have to be optimised for different codes and applications, which 
is not desirable. The goal of this chapter was to avoid optimising the parameters by 
repeated simulations. In addition the gain achieved is small. 
The effectiveness of the adaptively estimated a can also be investigated by 
multiplying it by different constants. This also measures how good the overall ap-
proach to f3 is, as a scales all the extrinsic information. Simulation results for a 
multiplied by a constant are given in Fig. 3.23 and Fig. 3.24 for the (64, 57, 4)2 
block Turbo code, p 4 and 16 test sequences. The best performance is obtained 
when no scaling is used (the x 1 curves). This illustrates the effectiveness of the 
adaptively estimated a developed. 
Two techniques for using the extrinsic information were described in section 
2.3. In this work the extrinsic information is treated as a Gaussian random variable 
(Gaussian approach). The other approach treats the extrinsic information as a 
priori information (a priori approach), which has the effect of making a(q) = c/it/2 
for all decoding stages. In [21] the a priori approach was found to provide better 
performance than the Gaussian approach when decoding a rate 1/2 Turbo code 
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Figure 3.19: Performance of the (64, 51, 6) 2 block Turbo code using the approxi-
mation approach after 4 iterations for p = 5 and 16 test sequences. The case 2 (3 
estimates are multiplied by the values indicated. 
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Figure 3.20: Performance of the (64, 51, 6) 2 block Turbo code using the approxi-
mation approach after 10 iterations for p = 5 and 16 test sequences. The case 2 (3 
estimates are multiplied by the values indicated. 
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Figure 3.21: Performance of the (64, 57, 4)2 block Turbo code using the approxi-
mation approach after 4 iterations for p = 4 and 16 test sequences. The case 2 {3 
estimates are multiplied by the values indicated. 
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Figure 3.22: Performance of the (64, 57, 4) 2 block Turbo code using the approxi-
mation approach after 10 iterations for p = 4 and 16 test sequences. The case 2 {3 
estimates are multiplied by the values indicated. 
72 
100 ······· 
. .,,, .. ,. 
..... 
~ 10-4 ~()·.~,~ : i.:;· 
:x:r:::ic::::~::: ..... 
:_j([5••••••••:::·: 
10-5 ~1~~~::.::::;·:' : :; 
:x: 3:: ()'- ;;:;;; ' .. ' . 
·x·4 · __ ·G-_.--.~.-.-.e .•.· .................... . 
-6 ·x. 5 »-- * . ' ' ' ,, 
10 
2 2.5 3 
. . . . . . -
. . . . . ' . . . . . . 
............. , ......... . 
...... 
............ 
. . . . . . . 
'$''' 
. .......... , .. 
........ ,. ''''''''''''•'•' 
4 
.. 
... 
...... 
4.5 5 
Figure 3.23: Performance ofthe (64, 57, 4)2 block Turbo code using the approxima-
tion approach after 4 iterations for p = 4 and 16 test sequences. Different multipliers 
are used to scale a. 
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Figure 3.24: Performance of the (64, 57, 4) 2 block Turbo code using the approx-
imation approach after 10 iterations for p = 4 and 16 test sequences. Different 
multipliers are used to scale a. 
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using the BCJR algorithm and soft output Viterbi algorithm (SOVAJ15• In Fig. 3.25 
it can be seen that the Gaussian approach to calculating the extrinsic information 
performs better than the a priori approach when the approximation approach of this 
chapter is used. 
It was stated earlier that the variance and mean of the extrinsic information, 
W(q), are calculated using all positions in W(q). Fig. 3.26 shows results when 
the variance and mean of the extrinsic information are calculated using all positions 
and when just those positions calculated using a competing codeword, C, are used. 
Results are for the (64, 57, 4)2 block Turbo code using the approximation approach, 
p = 4 and 16 test sequences. Performance is very similar in both cases and so all 
positions will continue to be used. 
In Fig. 3.27 the effect of decoding the component codes in different orders 
is shown. In Fig. 3.27 it can be seen that having the more powerful code16 first is 
advantageous in early iterations, but both block Turbo codes will tend to the same 
solution after sufficient iterations. The advantage on early iterations may be due to 
the weaker code having to cope with fewer errors and the stronger code providing 
more reliable extrinsic information to the second decoder. 
In appendix C bounds on the BER for block Turbo codes transmitted using 
BPSK on the AWGN are described [112, 113, 114] for maximum likelihood (ML) 
decoding. The performance of the sub-optimal decoding algorithms developed in 
this chapter can only tend to these bounds as the number of iterations and number 
of test sequences increases. However, these bounds give some indication of the 
possible performance at higher SNRs and lower BERs than those simulated. In Fig. 
3.2817 the best performance obtained for various block Turbo codes considered in 
this chapter after 10 iterations are shown against their ML bounds. The (32, 21, 6) 2 
and (128, 113, 6)2 block Turbo code simulations are for p = 4 and 16 test sequences. 
The (64, 57, 4) 2 block Turbo code simulation is for p = 5 and 32 test sequences (when 
the maximum allowed value is used). The (64, 51, 6) 2 block Turbo code simulation is 
for p = 6 and 32 test sequences. As expected these bounds are bad at low SNRs. By 
15 The SOVA performs best when a precomputed sequence scales the extrinsic information [21]. 
16 Has a larger minimum Hamming distance and has better BER performance when simulated 
in a block Turbo code with identical row and column component codes. 
170nly 47 (out ofl43533) block Turbo code blocks were found in error at 2.3 dB for the (64, 51, 6)2 
simulation. 
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Figure 3.25: Performance of the (64, 57, 4) 2 block Turbo code using the approxi-
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information is treated as a Gaussian random variable or as a priori information is 
shown. 
10-1~~~~~~r.=~~~~~~~~~~~~~~= 
:::: :ofilY: :JJ.&~lti~ri:S:ci\l&u'1areu:::::' • • • ...... . 
%110-3 ..... . 
0:: ::::::::::::: .... . 
::::u:.singCare used::: : ::::~ :.::~ 
. ' . . . . . . . . . ' ' . . . 
''.' .... ·-. '. '.' 
. ' . . . . ' . ~. ' " . ' 
' . 
"','"'" ,, .... ;. ..... . 
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Figure 3.28: Performance after 10 iterations of the (32, 21, 6) 2 , (64, 57, 4) 2 , 
(64, 51, 6) 2 and (128, 113, 6) 2 block Turbo codes using the approximation approach 
against their ML bounds for BPSK/ QPSK on the AWGN channel. 
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comparing the simulation results and bound for the (64, 57, 4) 2 block Turbo code, it 
can be seen that performance will be dominated by the minimum Hamming distance 
codewords at BERs below 10-7 . 
The simulation results in Fig. 3.28 are now compared to capacity (for signals 
transmitted using QPSK on the AWGN channel). The (32, 21, 6) 2 block Turbo code 
has a rate of 0.43 (or 0.86 data bits per QPSK symbol) and is approximately 2.36dB 
from capacity at a BER of 10-5 [51]. The (64, 57, 4)2 block Turbo code has a rate 
of 0.793 (or 1.586 data bits per QPSK symbol) and is approximately l.04dB from 
capacity at a BER of 10-5 [51). The (64, 51, 6) 2 block Turbo code has a rate of 0.635 
(or 1.27 data bits per QPSK symbol) and is approximately l.39dB from capacity at 
a BER of 10-5 [51). Finally, the (128, 113, 6) 2 block Turbo code has a rate of 0.779 
(or 1.56 data bits per QPSK symbol) and is approximately 1.17 dB from capacity at 
a BER of 10-5 [51). The two highest rate block Thrbo codes transmit~ 1.5 data bits 
per QPSK symbol and are a little over ldB from capacity at a BER of 10-5 . This 
has been achieved using a moderate complexity adaptive sub-optimal SISO decoder 
and iterative decoding. Performance could be further improved by using more test 
sequences or by using a better SILO decoder. 
All the simulation results presented in this chapter show the BER of the 
data bits. However, in some applications the FER is important. A frame is said 
to be in error if at least one data bit is in error. The FER of the (64, 57, 4) 2 block 
Thrbo code using the precomputed and approximation approaches, p 4 and 2P 
test sequences is shown in Fig. 3.29. One block Thrbo code block is transmitted per 
frame (meaning 3249 data bits). As can be seen the approximation approach has 
a better FER than the precomputed approach. The curves for the approximation 
approach are significantly steeper indicating that the performance improvement over 
the precomputed approach will increase as the FER decreases. It was also found in 
simulations that this code preforms better than the precomputed approach in terms 
of BER. 
3.4.2 Distance Based Approach to Estimating f3 
This subsection presents simulation results for the adaptively estimated o: of section 
3.2 and the distance based approach to {3 of section 3.3. This will be called the 
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Figure 3.29: Frame error rate of the (64, 57, 4)2 block Turbo code using the pre-
computed and approximation approaches, p 4 and 2P test sequences. 
distance approach. All simulations use 2P test sequences and p = 4, which means 
p1 4 and weight(p) 4. First the (64, 57, 4) 2 block Turbo code is transmitted. 
The component codes have t 1 and dH,min = 4. Therefore, using (3.29) and 
(3.32) it is found that dH(D, Y(q)) S: 6 and Ns 11 for set 1, and using (3.33) 
it is found that N8 = 9 for set 2. The resulting simulated error performance is 
shown in Fig. 3.30 for set 1. An improvement in performance is obtained after 
each iteration compared to both the approximation approach and the precomputed 
approach of [90]. After 10 iterations an improvement of~ 0.05dB is achieved over 
the approximation approach at a BER of 3 x w-5 and an improvement of~ 0.13dB 
over the precomputed approach of [90] at a BER of 2 x w-5 . The set 1 and 2 results 
are compared in Fig. 3.31. The performance is similar for both sets, but set 2 has 
a lower complexity. 
Now the (64, 51, 6)2 block Turbo code is transmitted. The component codes 
have t 2 and dH,min = 6. Therefore, using (3.29) and (3.32) it is found that 
dH(D, Y(q)) S: 7 and N8 13 for set 1, and using (3.33) it is found that N8 
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Figure 3.30: Results for the (64, 57, 4) 2 block Turbo code using the approximation 
approach, distance approach (set 1) and the precomputed approach of [90) are shown. 
All 2P test sequences are used for p 4. 
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Figure 3.31: Results for the (64, 57, 4)2 block Turbo code using the distance ap-
proach with set 1 and 2 are shown. All 2P test sequences are used for p = 4. 
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12 for set 2. Simulation results are shown for set 1 in Fig. 3.3218 . In this case 
the distance approach performs ~ O.ldB worse than the approximation approach 
after one iteration, but ~ 0.7dB better than the precomputed approach of [90] 
at a BER of ~ 10-5 • After two iterations it performs ~ 0.07dB worse than the 
approximation based approach, but ~ 0.5dB better than the precomputed approach 
of [90] at a BER of ~ 10-5 . In subsequent iterations the distance approach performs 
approximately the same as the precomputed approach of [90]. For this code slightly 
better performance is obtained in later iterations if N; 1 LRPs are used when 
d0y0 (q) = +1 in the overall parity position. However, the performance is still worse 
than the approximation approach to estimating /3j(q). The set 1 and 2 results are 
compared in Fig. 3.3319 • The performance is similar for both sets, but set 2 has a 
lower complexity. 
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Figure 3.32: Results for the (64, 51, 6) 2 block Turbo code using the approximation 
approach, distance approach (set 1) and the precomputed approach of [90] are shown. 
All 2P test sequences are used for p = 4. 
Although the distance approach improves performance for the (64, 57, 4)2 
180nly 80 (out of 157211) block Turbo code blocks were found in error at 2.65 dB after 6 
iterations for the distance approach (set 1). 
190nly 80 (out of 157211) block Turbo code blocks were found in error at 2.65 dB after 6 
iterations for the distance approach (set 1). 
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Figure 3.33: Results for the (64, 51, 6)2 block Thrbo code using the distance ap-
proach with set 1 and 2 are shown. All 2P test sequences are used for p = 4. 
product code compared to the approximation approach, it does not perform as well 
for the (64, 51, 6)2 product code. This lack of code flexibility means the approxi-
mation approach is a more reliable and flexible approach and so it will be used in 
the remainder of this thesis. It is possible that the distance approach could perform 
better than the approximation based approach for the (64, 51, 6) 2 block Thrbo code 
if a different set of combinations, {0, was used. The difference in performance may 
be due to the fact that the (63, 57, 3) unextended BCH component code is a perfect 
code, while the (63, 51, 5) unextended BCH component code is a quasi perfect code. 
In many applications the FER is important. In Fig. 3.34 the FER when using 
the approximation approach and the distance approach (with set 1) are compared 
for the (64, 57, 4) 2 block Thrbo code (using p = 4 and 2P test sequences). One block 
Thrbo code block is transmitted per frame (meaning 3249 data bits). A frame is 
said to be in error if at least one data bit is in error. As can be seen the distance 
approach works better in terms of the BER (Fig. 3.30) and FER for this code. 
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Figure 3.34: Frame error rate of the (64, 57, 4)2 block Turbo code using the approx-
imation approach, the distance approach with set 1, p = 4 and 2P test sequences. 
3.5 Conclusions 
In (90] a method to calculate soft information from a SILO decoder was developed 
and used to iteratively decode block Turbo codes. Two precomputed sequences, a: 
and {3, were used which needed to be reoptimised using repeated simulations for dif-
ferent codes and applications. In this chapter a: has been derived by considering the 
extrinsic information to be a Gaussian random variable. It is adaptively estimated 
in simulations and so does not need to be reoptimised using repeated simulations. 
Since it is calculated on a block by block basis, it can adapt to varying conditions. 
In this chapter (3j(q) was written as a sum of soft inputs, but this could only 
be calculated when a competing codeword was available. Two adaptive approaches 
to estimating (3j(q) when no competing codewords are available were developed. 
The first approach was based on approximation and performs well with a variety of 
codes. This approach to adaptively estimating (3j(q) improves the performance on 
the AWGN channel by :::::::; 0.5- 1.4dB after one iteration and :::::::; 0.25- l.ldB at a 
BER of 10-5 after two iterations depending on the block Turbo code transmitted. 
This improvement is achieved with only a small increase in complexity. It can also 
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mean fewer iterations are required to achieve a given BER or FER. 
A second estimate, ~j ( q), of f3j ( q) has also been developed based on the dis-
tance properties of the component codes. This estimate was obtained by considering 
the problem to be that of finding the positions where Cj dj. It performs better 
than the approximation based approach to estimating f3j(q) for the (64, 57, 4) 2 block 
Turbo code, but worse for the {64, 51, 6) 2 block Turbo code. In both cases it performs 
better than or approximately the same as the precomputed approach of [90]. The set 
of combinations of positions the distance based f3j(q) sums affects the performance. 
There is still work to be done on finding the best set of combinations. Therefore, 
the approximation approach to adaptively estimating f3i(q) is more flexible and will 
be used in the remainder of this thesis. Both approaches can be used with other 
SILO decoders. In fact using other SILO decoders (such as that in [26]) with these 
adaptive approaches may further improve performance over [90]. 
In conclusion, this chapter has developed approaches to adaptively estimating 
a and f3 that perform better than (or as well as) the precomputed approach of [90] 
for a variety of codes and channel conditions. The approximation approach obtained 
performance within 1.04dB of capacity after 10 iterations at a BER of 10-5 for the 
(64, 57, 4) 2 block Turbo code on the AWGN channel. This code transmitted 1.586 
data bits per QPSK symbol and transmitted 2048 QPSK symbols per code block 
(equating to 3249 data bits). Therefore, a moderate complexity decoding algorithm 
has been developed for a moderate block length, high code rate block Turbo code. 
For one code it has obtained a lowBER (lo-5 ) when only 1.04dB from capacity. 
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Chapter 4 
Multilevel Coding and Iterative 
Multistage Decoding 
4.1 Introduction 
Multilevel coding [16, 52, 82, 119] was introduced in chapter 2 as a technique which 
allows a complicated code to be created as a hierarchy of simple component codes. 
Multilevel coding combines error correction coding and modulation by using the 
component codes to choose the transmitted constellation point. They are usually 
decoded in a sequential manner using a multistage decoder (MSD), since decoding the 
overall multilevel code can be prohibitively complex. Traditionally hard decisions 
are passed to subsequent levels to choose a subset of constellations points for the 
next level's decoder. 
Significant improvement can be made by passing reliability information rather 
than hard decisions to previous and subsequent levels, and by making more than one 
pass through the MSD (iterative multistage decoding) [27, 71, 73, 74, 121]. Many of 
the previous approaches do not pass reliability information back to all previous levels 
[27, 73, 7 4]. In addition previous approaches have treated the reliability (extrinsic) 
information as a priori information rather than as a Gaussian random variable [27, 
42, 53, 71, 73, 74]. Interleaving has been used between some of the component 
encoders and the channel mapping in [27, 73, 74, 121]. Interleaving can increase the 
encoding and decoding delay, and so should be avoided when not needed. 
In chapter 3 performance was improved by treating the extrinsic information 
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as a Gaussian random variable, rather than as a priori information. Therefore, in 
this chapter a new iterative MSD is derived by treating the extrinsic information 
as a Gaussian random variable rather than as a priori information. This results 
in a different soft input to and soft output from the component decoders. Unlike 
[27, 73, 74] the iterative MSD developed here passes extrinsic information back 
to all previous decoders1 . In addition the iterative MSD is considered with and 
without interleaving and different options for passing the extrinsic information are 
considered. 
In [27, 73, 74, 121] trellis based decoding algorithms are used to decode the 
component codes. However, soft decision decoding of long block codes using a trellis 
can be prohibitively complex, especially when they are viewed as component codes in 
a concatenated code such as a Block Turbo code or in a multilevel code. Therefore, 
sub-optimal SISO decoding algorithms are considered when using long block codes. 
The non-adaptive sub-optimal SISO decoding algorithm of [79, 90] (described 
in section 2.3) has some constraints when used to decode the component codes in an 
iterative MSD. Recall that in [90] two sequences of precomputed scaling parameters, 
a and {3, are used when calculating and using the extrinsic information2 . These se-
quences need to be reoptimised for different codes or applications using repeated 
simulations for optimum performance and do not change with varying channel con-
ditions. In an iterative MSD the magnitude of the extrinsic information passed to 
other levels must be correct. If the algorithm of [79, 90] is to be used, then a joint 
optimization of the a: and f3 sequences used on every level is required (using re-
peated simulations). This does not allow for varying conditions, and good and bad 
blocks are treated the same way. Another restriction can be seen when transmitting 
a QAM signal. In [77, 79] the received signal is mapped so that the input to each 
level is centred on two possible values3• Information about the labelling bits from 
other levels is not produced when this technique is used, this information is required 
1 Extrinsic information may be considered as the information gained from a decoding. Therefore, 
if a level is uncoded, extrinsic information is not available for that level and so cannot be sent to 
other levels. 
2The sequence a scales the extrinsic information to compensate for the difference in variance 
between the received signal and the extrinsic information. The sequence {3 is used in estimating 
the extrinsic information when it cannot be calculated directly. 
3This means that the algorithm must be modified (a new mapping developed) when different 
constellations (with more than two points) or partitioning strategies are used. 
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by the iterative MSD discussed in section 4.2. 
In chapter 3 two adaptive algorithms were developed based on [79, 90]. These 
algorithms adaptively estimate the sequences a and (3. This chapter extends the 
notation of these algorithms so that they can be used in an iterative MSD and with 
different constellatlons. It is not necessary to change the definitions of a and (3, just 
their notation. The adaptive approaches eliminate the constraints of [79, 90]. Since 
a and f3 are adaptively estimated, they do not require optimization using repeated 
simulations. These estimates can also adapt to varying conditions, and treat good 
and bad blocks differently. The mapping is avoided by calculating the soft output 
using constellation points, which provides the required information on the labelling 
bits from other levels. As a result these algorithms can be used with a variety of 
codes, modulation schemes, conditions and applications (such as iterative multistage 
decoding) without modification. 
This chapter develops decoding algorithms for the additive white Gaussian 
noise (A WGN) channel4 . In section 4.2 an alternative iterative MSD to [27, 71, 73, 
74, 121] is developed. Section 4.3 extends the notation of the adaptive decoding 
algorithms of chapter 3 for use with different constellations and in the iterative 
MSD of section 4.2. Simulations are discussed and results given in section 4.4. A 
performance bound is discussed in section 4.5 and conclusions are drawn in section 
4.6. 
4.2 Iterative Multistage Decoder 
Multilevel codes encode a hierarchy of component codes on sequences of signal set 
partitions. Each component code labels a signal set partition and collectively they 
choose constellation points for transmission. They are normally decoded by a MSD 
as in [16, 82]. 
A traditional MSD [16, 82] passes hard decisions from the decoder on the 
current level to decoders on all subsequent levels. However, better performance can 
be achieved by passing reliability information to both previous and subsequent levels 
in the MSD as shown in [27, 71, 73, 74]. In this section a new approach to iterative 
4Independent noise samples are assumed. 
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multistage decoding is derived that treats the extrinsic information as a Gaussian 
random variable (Gaussian approach). The soft input and output derived here can 
be used with any SISO decoding algorithm such as the BCJR algorithm [6], the 
soft output Viterbi algorithm (SOVA) [41], the non-adaptive sub-optimal decoding 
algorithm of [79, 90] or the adaptive algorithms developed in chapter 3 (with the 
extended notation of section 4.3). 
This section considers the general case of an L-level multilevel code with a Vi-
stage concatenated code5 on level i transmitted on the memoryless AWGN channel. 
The iterative decoding of a level can be considered as a pipeline of decoders6 that 
spans all iterations of the iterative MSD. One stage in the pipeline is shown in Fig. 
4.1. The number of completed decoding stages in the pipeline on level i is denoted 
Qi· If each level's code is decoded once before decoding the next level, then there 
are Vi decodings on level i per iteration of the MSD. To keep the notation simple 
binary partitions are assumed on each level of the signal set during the derivation. 
R 
,--------, W; ( q i + 1) 
)--'--'-=-~ 
L__ _ __J Ai(qi+1) 
Figure 4.1: One decoding stage in the level-i pipeline of the iterative MSD, where 
{am(qm + 1)W m(qm)}~=l is the set of scaled extrinsic information from the last 
completed decoding on each of the L levels of the multilevel code. Extrinsic infor-
mation from level i is only included in the set if Vi > 1. 
The soft input log-likelihood ratio (LLR) to the current, (qi + l)th, decoder in 
the level i pipeline is defined as 
(4.1) 
where eij is the lh bit1 in the level-i codeword, rj is the lh received demodulated 
symbol, Wmj(qm) is the extrinsic information for the jth position in the level-m 
codeword from the last, (qm)th, decoder in the level-m pipeline and { Wmj(qm)}~=l 
5 A Vi-stage concatenated code consists of Vi component encoders. These may be in a parallel, 
serial, product/ block Turbo or hybrid structure. 
6In practice only Vi decoders are used on level i in an iterative or recursive structure. 
7For the purposes of computing likelihoods all bits are mapped from {0, 1} to { -1, +1}. 
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is the set of extrinsic information from all levels for the jth transmitted symbol. · 
Note that extrinsic information for levels 1 to ( i- 1) is from the current iteration of 
the MSD, while levels (i + 1) to L must use extrinsic information obtained during 
the previous iteration of the MSD. Assuming Vi > 1, the first decoder on level i 
uses extrinsic information for level i from the previous iteration of the MSD, but 
subsequent decoders on level i use extrinsic information for level i from the current 
iteration. Otherwise extrinsic information for level i is not included in the set. By 
conditioning the probabilities of {4.1) on the extrinsic information from all levels 
the decoders in the level-i pipeline can use reliability information from all levels to 
make their decisions. The structure of the proposed iterative MSD is shown in Fig. 
4.2. 
LevelL 
Decoder 
Figure 4.2: L-level iterative multistage decoder. 
The received signal and the extrinsic information from all levels are assumed 
to be independent Gaussian random variables and the constellation points and en-
coded bits from all levels are assumed to be equiprobable. Using the approximation 
log( ex eY);:::::;; max(x, y) [43] the soft input of {4.1) can be approximated by 
where { sj ieij = + 1} denotes the set of constellation points with the level-i label 
eii = + 1 and { sj ieij -1} the set with eij = 1. 
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The constellation point in the set { sj I eij + 1} found by the maximum 
function in ( 4.2) is denoted and that found in the set { sjieij = -1} is denoted 
s}- . The soft input of (4.2) can then be written as 
(4.3) 
where e:t is the bit on level-m labelling s}+ and similarly e~j denotes the bit on 
level-m labelling s}-. Also a;. is the variance of rj given s}± was transmitted, 
J 
and f.Lw ·(q )lei±. is the mean and a2 ·( )I i± the variance of Wmj(qm) given e~j was 
mJ m mJ WmJ Qm emj 
transmitted. In practise the following is used 
( 4.4) 
which simplifies to 
where a1, is the variance of the received signal/ noise and is either estimated once 
per received multilevel code block or is (assumed) known. f.LWm(Qm) is the mean and 
ai.v m(Qm) is the variance of the absolute value of the extrinsic information from the 
(qm)th decoding on level-m as used in [14]. The ratio of the extrinsic information's 
mean to its variance scales the extrinsic information so it can be used by all other 
decoders in the MSD. The mean of the extrinsic information, f.LWm(Qm)' is required 
since the extrinsic information may not be centred about ±1 and both e;;j and e~ 
take the values ±1. The variance of the extrinsic information is estimated over a 
component code block after each component decoding using the sample variance. 
The sample variance of the absolute value of the extrinsic information from the 
(qm)th decoder in the level-m pipeline is obtained similarly to [14] as 
(4.6) 
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where Nm is the length of the level-m code block and fLw m(qm) is the sample mean 
of the extrinsic information from the (qm)th decoder in the level-m pipeline and is 
given by [14) 
Now consider the soft output LLR from the current, (qi 1)th, decoder in the 
level-i pipeline, which is defined as 
(4.8) 
where W m(qm) is the vector of extrinsic information from the (qm)th decoder in 
the level-m pipeline, {W m(qm)}~=l denotes the set of extrinsic information vectors 
from all levels corresponding to their last decoding and R is the demodulated re-
ceived signal vector. The vectors have the same length as the level-i codeword being 
decoded. The soft output can also be written as 
(4.9) 
where {sa leij + 1} denotes the set of sequences of constellation points with the 
lh bit of the level-i label equal to eij + 1 and { sb 1 eij = -1} denotes the set with 
eij -1. 
All sequences of constellation points and all codewords on each level are as-
sumed to be equiprobable. In addition the received signal vector and the extrinsic 
information vectors from all levels are assumed to be independent Gaussian random 
variables. Using the approximation log(ex eY) ~ max(X, Y) (43) the soft output 
of (4.9) can then be approximated by 
where Er:n and E':n are the vectors of bits from level-m used in the labels that choose 
the sets of constellation points sa and Sb, and may not be level-m codewords. The 
sequence of constellation points in the set {sa leij + 1} found by the maximum 
function in ( 4.10) is denoted sij+ = ( sij+' ... 's~+) and that in the set { sb !eij -1} 
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is denoted sij- = (s~-, ... 's~-), where n is the length of the level-i codeword being 
decoded. Also E~+ = (e~{, · · · , e~~) is the vector of bits from level min the label 
used to choose Sii+ and E~- = (e~1, .. · , e~;;-) that used to choose Sii-. Since 
the received signal and extrinsic information from all levels are considered to be 
Gaussian random variables (4.10) can be written in the form 
where (J~ISij± is the variance of R given sij± was transmitted, and 1-Lw m(Qm)IE:k± is 
the mean and o-w2 ( )I ii± is the variance of W m(qm) given E~± was transmitted. 
m Qm Em 
In practise the following is used 
2o-h 
( 4.12) 
L IW ( ) Eij-12 IW ( ) Eij+l2 + ~ m qm - /-LW m(Qm) m - m qm - /-LW m(Qm) m 
6 2a-2 
m=l Wm~) 
where o-h is the variance of the AWGN and is (assumed) known or is estimated once 
for each received multilevel code block. f-Lw m(Qm) is the mean and o-iv m(qm) is the 
variance of the absolute value of W m(qm) and these are estimated using (4.7) and 
(4.6) respectively. Note that they are estimated over a component code block after 
each decoding. 
The soft output simplifies to 
n (' ij-12 I ij+12 L ) A .. (q· + 1) = ~ r1- Sl - rl- Sl + ~ 1-LWm(Qm) W (q )( ij+ _ ij-) ~J ~ 6 2 2 6 2 m! m em! em! (J (J 
!=1 R m=l W m(Qm) 
(4.13) 
If level i is not encoded with a concatenated code then extrinsic information from 
the previous decoding of level i may not be used in the current decoding of level 
i and so must be excluded from (4.5) and (4.13). If the level-m partition is not a 
binary (2 way) partition8 , then the extrinsic information for the extra bits from level 
min the constellation point label is included in (4.5) and (4.13). 
From (4.5) and (4.13) the soft output from the (qi+1)th decoder in the level-i 
8Multilevel codes allow multi-way partitions of different sizes at each level [16, 82]. 
92 
pipeline can be written as 
n 
I: (4.14) 
The extrinsic information gained by the ( qi+ 1) th decoder in the level-i pipeline 
for the jth bit is defined as 
n 
I: (4.15) 
Two ways of calculating the extrinsic information passed to other levels are 
now considered. The first option is to use the extrinsic information from the final 
component decoder on level i. This has been assumed in the derivation above for 
ease of notation. The second option is to calculate the overall extrinsic information 
produced by the level-i decoder. This is equal to the soft output from the final 
decoder on level i minus the soft input to the first decoder on level i. Options 1 and 
2 are the same when a single code is used on level i. 
In a practical system, waiting for all levels to decode before decoding level 
1 again can result in an unacceptable delay. This problem can be reduced by de-
coding the codes on several levels at the same time. The first level has the most 
complicated code when using Ungerboeck set partitioning [115] and so should take 
the longest to decode, so several other levels may be able to be decoded in the time it 
takes to decode level 1. The decoder on each level can use the most recent extrinsic 
information available on other levels by calculating the soft input of ( 4.5) for each 
component codeword just before being decoded. This may mean that later compo-
nent decoders on a level may use different extrinsic information from other levels 
than earlier decoders. This should result in good performance with fewer complete 
decodings of the multilevel code being required and hence less delay. This is due 
to more reliable extrinsic information being used earlier by some of the component 
decoders. 
4.3 Adaptive Component Decoder 
In this section adaptive sub-optimal SISO decoders for the component codes in the 
multilevel code will be discussed. In chapter 3 two adaptive decoding algorithms 
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were developed based on the algorithm of [79, 90]. They do not require optimization 
using repeated simulations, can adapt to different codes and conditions, and treat 
good and bad blocks differently. This section extends the notation of the adaptive 
algorithms developed in chapter 3 for use with different constellations and with the 
iterative MSD of section 4.2. These decoding algorithms use a soft-input list-output 
(SILO) decoder in the center. There are a large number of decoding algorithms 
which could be used in the SILO decoders [19, 26, 30, 33, 34, 35, 36, 40, 46, 55, 56, 
99, 105, 106, 109, 110]. In simulations the Chase decoder [19] as described in section 
2.2 will be used. The structure of one stage of the adaptive SISO component decoder 
on level i is shown in Fig. 4.3. The soft input to the adaptive sub-optimal soft output 
decoder is given by ( 4.5). The sub-optimal decoder approximates the soft output of 
( 4.13) by considering only a subset of the possible sequences of constellation points 
when choosing Sii+ and Sij- in (4.10). This subset is chosen from the list of possible 
level-i codewords from the SILO decoder in the level i SISO component decoder, 
namely { C} and D, as shown in Fig. 4.3. For complexity reasons other levels are 
not constrained to being codewords when choosing sij+ and sij-. 
R Calculate w; (q; + 1) 
Extrinsic 
L___ ___ ~ Information AJq; + 1) 
{ am(qm + 1) W,(qm) t<-1 
Figure 4.3: One decoding stage in the level-i pipeline, where { am(qm + 
1) W m ( qm) }~=l is the set of scaled extrinsic information from the last completed 
decoding on each of the L levels of the multilevel code. Extrinsic information from 
level-i is only included in the set if v; > 1. 
Denote SD as the sequence of constellation points from the larger of the two 
maximum functions in ( 4.10) for level i and S0 as the other sequence of constellation 
points produced by the maximums (meaning SD = sij+ or sij- and S0 = sij-
or Sii+) provided both Sii+ and Sij- are available. The level-i codeword labelling 
SD is denoted D = (d1, · • • , dn) and the level-i codeword labelling 8° is denoted 
C = (c1 , · · · , en)· By definition Cj =/:- dj. Then (4.15) can be written as 
n 
2:: (4.16) 
l=l,l;fj,dzicz 
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This can be written as (79] 
(4.17) 
Using (4.16) and (4.17) f3j(qi +1) is given by 
( 4.18) 
Since only a subset of all possible codewords are produced by the Chase algorithm, 
it may not always be able to find D and competing codewords, C, for every position 
in the codeword. In this case f3j(qi 1) cannot be calculated using (4.18) and an 
estimate is required. 
The notation of the approximation based approach to adaptively estimating 
{3 developed in chapter 3 is now extended for use in multilevel codes. The value of {3 
for the lh position from the (qi + 1)th decoder in the level-i pipeline can be written 
as 
l:~l,t;ti,dt#t dt A.il ( qi + 1), c D found with Cj =/= dj. 
f3j(qi + 1) = mint (f3{ ( qi 1) > 0), c D found, but Cj dj. (4.19) 
meant(f3f(qi + 1)), No C =!= D found. 
meant (f3f ( qi 1)) or 0, No C or D found. 
The minimum is over all positive values of f3f(qi + 1) calculated using (4.18) for the 
current received component codeword. The mean is taken over all values of f3f(qi 1) 
calculated using (4.18) in the current block of transmitted codewords. If no f3f(qi 1) 
are able to be calculated using (4.18) for any received codeword in the current block 
of transmitted codewords, then the mean is taken over all transmitted blocks decoded 
to date. If this cannot be calculated then the mean of the absolute value of the soft 
input to the current decoder can be used, instead of meant(f3f(qi 1)). Using (4.19) 
the extrinsic information can now be calculated for all positions using ( 4.17). If an 
extended block code is being decoded the overall parity bit is treated as if there is 
no competing codeword. 
The notation for the distance based approach to adaptively estimating f3} ( qi 
1) is now extended for a multilevel code. The level-i set of combinations of positions 
to sum, {~i}, is restricted to including only combinations of the Ns least reliable 
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positions (LRPs), where N 8 is calculated for each component code in the multilevel 
code. The new estimate can be written as9 
The set must be chosen carefully as it can affect decoding performance. If no D 
is found, then D is set equal to the hard decision on the input to the component 
decoder, Y(qi + 1). In this case ~ij(qi + 1) is used in all positions. Alternatively, 
when no D is found ~ij ( Qi + 1) could be set equal to zero or the case 3 f3ij ( qi + 1) 
estimate of the approximation approach in (4.19). 
The notation for the adaptively estimated a of chapter 3 is now extended for 
use in multilevel codes. In [79] the soft input to level 1 was written in the form 
(4.21) 
Comparing this to (4.5) and taking into account the use of an iterative MSD, a)(qi+ 
1) can be defined as 
( 4.22) 
and so the soft input to the (qi + 1)th decoder in the level-i pipeline becomes 
CJk A··( . + 1) - lri- s~-~2- lri - s~+l2 + ~ "!l( + 1) ·( ) (e~j- e;j) 
2 tJ qt - 4 L....t aJ Qm WmJ Qm 2 . 
m=l 
(4.23) 
The a)(qi + 1) of (4.22) and that of [80] tend to infinity as the decoder tends to 
a decision, since CJ~;(q;) ---+ 0. The scaling developed in chapter 3 to avoid this 
problem is now extended for use in an iterative MSD. To avoid estimating a)(qi + 1) 
when CJ~;(q;) ~ 0, the soft input is scaled by Xi(Qi + 1) = CJ~;(q;/(J.tw;(q;)) 2 if 
CJ~;(q;/(2JLw;(qi)) < 1. The total scaling to the soft input on level i is 
L 
T Xi = II Xm(Qm + 1) (4.24) 
m=l,(m#i if V;=l) 
The scaled soft input to level i is 
(4.25) 
9 Any combination of positions, ~i, which produces a negative estimate is discarded. 
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The extrinsic information produced using >.~3 ( qi 1), denoted w~3 ( qi + 1), is inherently 
scaled by xf. Since ~-tw~(qi) = xf ~-tw;(qi) and CJivi(q;) = (xf) 2 CJ'&;(q;)' ai(qi + 2) 
removes the scaling when w~/ qi + 1) is used in the soft input to the next decoding 
stage of the iterative MSD, meaning aHqi + 2)w~j(qi + 1) = ai(qi + 2)wi3(qi + 1). 
Otherwise xf would have to include the scaling from all previous decoding stages. If 
the minimum absolute value of the extrinsic information from level m is larger than 
the maximum value of lrJ-si.-l~-trsHI 2 for all j, then the hard decision on level m 
aR 
is used by all other levels. In this case the extrinsic information from level m and 
the scaling for level m, Xm(Qm 1), are removed from the soft input to other levels. 
The possible constellation points used to calculate the soft input are then chosen 
according to the level m decision. 
4.4 Simulation Results 
This section presents simulation results for multilevel codes with 2 or 3 levels using 
the iterative MSD of section 4.2, the adaptively estimated a of section 4.3 and 
the two approaches to adaptively estimating f3 of section 4.3. All results presented 
plot the bit error rate (BER) of the data bits against the average energy used by 
the multilevel code to transmit a data bit10 , E0, divided by the 2 sided baseband 
power spectral density of the noise, N0 • Iterations 1, 2, 3, 4, 6 and 10 are displayed 
and performance improves after each iteration unless otherwise stated. The noise 
variance, CJ1,, is (assumed) known in this section and all simulations transmit 16 
QAM on the AWGN channel. The adaptive algorithms are used with the iterative 
MSD, and the precomputed approach is used with a traditional MSD (which passes 
hard decisions to subsequent levels) unless otherwise stated. 
The simulation results presented in this chapter were obtained after finding at 
least 100 blocks (of 2048 16-QAM symbols each) in error on each level after the final 
iteration for a given Eo/ N0 . Due to time constraints and computer system crashes 
some points were obtained after fewer blocks in error. Unless otherwise stated at 
least 80 blocks in error were observed. 
From chapter 1, 16-QAM consists of two orthogonal 4-ASK signals. In [79] 
10This will be used even when the performance of individual levels is shown. 
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each 4-ASK constellation point is chosen by two binary partitions (using a level-1 
and a level-2 bit) according to Ungerboeck set partitioning as shown in Fig. 4.4. 
Unless otherwise stated the 2 level simulations use this partitioning. The mapping to 
consecutive 4-ASK constellations is independent and independent noise is assumed. 
Therefore, simulations of a 4-ASK constellation with a 2-way partition can be used 
to obtain results for two 4-way partitions of 16-QAM. 
sj -3 -I I 3 
I I I I 
erj -I I -I I 
I~ 
Oo 
•I 
ezj -I -I 
I~ 
01 
.I 
Figure 4.4: Mapping level1 and 2 coded bits onto 4-ASK. 
Unless otherwise stated the 2 level simulations transmit a 2-dimensional 
(64, 57, 4) 2 block Turbo code on level1 composed of (64, 57, 4) extended BCH com-
ponent codes. The overall minimum squared Euclidean distance of the level 1 block 
Turbo code is d~ 1 = 1655, where 55 is the minimum squared Euclidean distance be-
' 
tween constellation points before partitioning. Ungerboeck set partitioning increases 
the squared Euclidean distance on level 2 so a weaker code can be used. Sixty four 
(64, 57, 4) extended BCH codewords are transmitted on level2 per transmitted block 
with a minimum squared Euclidean distance of d~ 2 = 1655. This multilevel code 
' 
has been designed for equal squared Euclidean distance on all levels (the balanced 
distance design described in section 2.4). Unless otherwise stated the p = 5 LRPs 
are considered, producing 2P = 32 error patterns, however only 16 of these are ac-
tually used (to reduce complexity). The error patterns retained are given in Table 
3.1. In addition the adaptively estimated a is used with the approximation based 
approach to adaptively estimating f3 (the approximation approach), no interleaving 
is used between levels and the extrinsic information is passed according to option 11 
1 unless otherwise stated. 
Simulation results are presented in Fig. 4.5 for a two level code using the 
11 Option 1 passes extrinsic information from the final component decoder on each level to other 
levels. 
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• non-adaptive sub-optimal SISO decoder of [79] (described in section 2.3) in a 
traditional MSD (hard decisions are passed to subsequent levels), called SIMl; 
• approximation approach of section 4.3 in a traditional MSD, called SIM2; 
• approximation approach of section 4.3 in the iterative MSD of section 4.2, 
called SIM3. 
• ·· Nori~adaptive approach', SIM v; •. • • • i 
· · :•: Approiiffiatianippraach~ :•: : 
·• traditional MSD, SIM 2 · · :eq···· · 
'' ·' • · • ·•• ·A,.pprqJ(il11!1H9n !lPPrc::l!lC.~; '• • '•' • 
• ·-terative Mso;: s:rM 3 
7 7.5 8.5 9 
Figure 4.5: Performance of a two-level multilevel code. A (64, 57, 4) 2 block Turbo 
code is transmitted on levell and a (64, 57,4) extended BCH code on level 2. 
In Fig. 4.5 the performance improves with each iteration except in SIMl, 
where iteration 4 performs the best at low BERs. At high BERs the performance 
of SIMl gets worse after each iteration. The results for SIMl are similar to those 
obtained in [79]. As can be seen the adaptive approach in a traditional MSD (SIM2) 
improves performance by ~ 0.24dB at a BER of 10-5 after 4 iterations and ~ 0.43dB 
at a BER of 10-5 after 10 iterations over SIMl. The only difference between SIMl 
and SIM2 is the use of adaptively estimated sequences a: and /3, which causes a small 
increase in complexity due to the variance and mean of the extrinsic information 
being calculated for each decoding stage. 
When the approximation approach of section 4.3 is used in the iterative MSD 
of section 4.2 (SIM3) the performance improves over SIMl by ~ 0.62dB at a BER of 
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10~5 after 4 iterations and>=::::: 0.9dB at a BER of 10-5 after 10 iterations. There is an 
increase in complexity as level 2 is decoded once every iteration instead of only once 
(after the final iteration of the level1 decoder) and due to the increased complexity 
of the adaptive algorithm. Fig. 4.5 clearly shows that a significant improvement can 
be made by adaptively estimating a and j3 and by using the new iterative MSD. 
This verifies that the approximation based adaptive algorithm of chapter 3 can be 
used in different applications without modification, especially with the extended 
notation developed in this chapter. Level 2 performs significantly better than level 
1 in the simulated range of signal to noise ratios (SNRs) as shown in Fig. 4.6 . 
... 
. ' . ~ ' 
Figure 4.6: Performance of each level of a two-level multilevel code using the 
approximation approach. A (64, 57, 4)2 block Turbo code is transmitted on level 1 
and a (64, 57, 4) extended BCH code on level 2. 
All of these simulations passed extrinsic information between levels according 
to option 1. Now the performance of option 12 2 is considered. The performance 
obtained using option 1 and 2 is compared in Fig. 4.7. It shows that option 1 
performs better in later iterations. 
Using a random interleaver after the encoder on level 2 was found to have a 
120ption 2 passes the overall extrinsic information from a level (final decoders soft output minus 
first decoders soft input) to other levels. 
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Figure 4. 7: Performance of a two-level multilevel code using the approximation 
approach. A (64, 57, 4)2 block Turbo code is transmitted on level 1 and a (64, 57, 4) 
extended BCH code on level 2. The performance obtained by using option 1 and 2 
is compared. 
negligible effect on the overall performance when using option 1 as shown in Fig. 
4.8. This is due to the effective interleaving between level 1 and 2 created by using 
column extrinsic information from level 1 to decode the rows on level 2. It slightly 
improved the level 2 performance which has a floor at low BERs as shown in Fig. 
4.9. The random interleaver is only having a non-negligible effect at BERs below 
w-5 on level 2. In this 2 level case extrinsic information from the column decoding 
of level 1 is passed to level 2, which decodes rows. This means that the level 2 
code cannot be decoded until the entire level 1 block Turbo code has been decoded. 
Therefore, in this case the random interleaver does not add much decoding delay. 
Option 2 performed better with interleaving, but still performed worse than option 1 
on later iterations. Option 1 will be used in all remaining simulations as it performs 
better with and without interleaving in later iterations. 
A key difference between the iterative MSD developed in this chapter and pre-
vious approaches is that the extrinsic information is treated as a Gaussian random 
variable, rather than as a priori information. Effectively the a priori approach uses 
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Figure 4.8: Performance of a two-level multilevel code using the approximation 
approach. A (64, 57, 4) 2 block Turbo code is transmitted on level1 and a (64, 57, 4) 
extended BCH code on level 2. The effect of using an interleaver on level 2 is shown. 
Option 1, interleaving, level1 
Qption. J, .leyel.l. • 
\ 
* 
... ~ 
" ... 
... 
... 
Option 1, level 2 0- - -B 
10-s 0 tion 1, interleav'ng, level2 :*"- * 
7 7.5 8 
Eb/NO (dB) 
... 
's 
... 
" "~ 
.................. .,:;:-- .... 
' ~ ...... 
8.5 
.... ' 
' ' 
.... ' 
' 
Figure 4.9: Performance on each level of a two-level multilevel code using option 
1 and the approximation approach. A (64, 57, 4) 2 block Turbo code is transmitted 
on level 1 and a (64, 57, 4) extended BCH code on level 2. The effect of using an 
interleaver on level 2 is shown. 
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a(q) CJ'h/2 for all decoding stages. Fig. 4.10 shows that a significant improvement 
in performance is obtained by treating the extrinsic information as a Gaussian ran-
dom variable (the Gaussian approach) rather than using it as a priori information 
(a priori approach). After four iterations of the Gaussian approach the performance 
is slightly better than that of the a priori approach after 10 iterations. 
········ ,,,,,,,,,., ........... . 
::::::::::::: i:::::::::::: A: prioriapproach 
·············~ 
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Figure 4.10: Performance of a two-level multilevel code using the approximation 
approach. The extrinsic information is treated as a priori information or as a Gaus-
sian random variable. A (64, 57, 4)2 block Turbo code is transmitted on Ievell and 
a (64, 57, 4) extended BCH code on level 2. 
Now different ways of passing hard and soft information between levels are 
compared. All use the approximation approach, no interleaving and option 1. The 
simulations are 
• SIM2, hard information is passed from level 1 to 2 only; 
• SIM4, hard information is passed from level 1 to 2 and level 2 to 1; 
• SIM5, soft information is passed from Ievell to 2 only; 
• SIM6, hard information is passed from level 1 to 2 and soft information is 
passed from level 2 to 1; 
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• SIM3, soft information is passed from level 1 to 2 and level 2 to 1. 
The overall performance after 10 iterations is shown in Fig. 4.11. When hard 
information is used information is lost and a degradation in performance occurs. 
Error propagation problems are more severe when hard rather than soft decisions 
are passed, as reliability information about the decisions are discarded. As a result 
the worst performance is obtained when hard decisions are passed in both directions, 
SIM4. The performance of SIM4 could be improved by using a random interleaver 
on level 2. The best performance is obtained when passing soft decisions in both 
directions, SIM3. If hard decisions are passed from level 1 to 2 and soft decisions 
are passed from level 2 to 1, SIM6, the performance improves dramatically over 
only passing hard decisions from level 1 to 2, SIM2, at low SNRs. This is because 
the more reliable second level assists the level 1 decoder by passing it soft informa-
tion to help choose the transmitted constellation point. The performance is not as 
good as passing soft decisions in both directions, due to error propagation and the 
information loss from passing hard decisions from level-1 to 2. 
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Figure 4.11: Performance of a two-level multilevel code after 10 iterations, using 
different methods of passing hard and soft information and the approximation ap-
proach. A (64, 57, 4) 2 block Thrbo code is transmitted on level 1 and a (64, 57, 4) 
extended BCH code on level 2. 
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In Fig. 4.11 the overall performance when hard decisions are passed from 
level 1 to 2, SIM2, is almost identical to the performance when soft information is 
passed from level 1 to 2, SIM5. This is because the level-1 code is dominating the 
overall performance and it is treated the same in both simulations. The performance 
of these simulations on level 1 and 2 after 1 and 2 iterations is shown in Fig. 4.12. 
Fig. 4.12 shows that even though passing hard and soft information from level1 to 
2 results in approximately the same overall performance, the performance on level 
2 is better when soft decisions are passed from level 1 to 2. On both levels the best 
performance is obtained by passing soft information in both directions as shown in 
Fig. 4.12. 
Soft 1 to 2, level i 
Soft 1 to 2, level • 
7 7.5 8.5 
' 
' 
' 
' 
' 
' 
.. , ... 
,: 
' :, 
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Figure 4.12: Performance on each level of a two-level multilevel code after one and 
two iterations, using different methods of passing hard and soft information and the 
approximation approach. A (64, 57, 4) 2 block Thrbo code is transmitted on level 1 
and a (64, 57, 4) extended BCH code on level 2. 
Now code design options will be considered. In chapter 3 decoding the more 
powerful code13 in a block Thrbo code first, resulted in better performance in early 
iterations, but approximately the same performance after 6 iterations. Consider a 
13The code with the larger minimum Hamming distance and the code which performs the best 
when used as both the row and column code in a block Turbo code. 
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two level multilevel code with the (64, 57, 4) x (64, 51, 6) asymmetric block Thrbo 
code on level 1 and the (64, 57, 4) extended BCH code on level 1. The level 1 block 
Thrbo code will be written as (64, 57, 4) x (64, 51, 6) when the (64, 57, 4) extended 
BCH code is decoded first and as (64, 51, 6) x (64, 57, 4) when the (64, 51, 6) extended 
BCH code is decoded first. Fig. 4.1314 shows results when either the (64, 57, 4) x 
(64, 51, 6) or (64, 51, 6) x (64, 57, 4) block Thrbo code is transmitted on levell. Again 
option 1 is used with no interleaving and the approximation approach. As in chapter 
3 the performance is better in early iterations if the (64, 51, 6) extended BCH code 
is decoded first, but in Fig. 4.13 later iterations perform better if the (64, 57, 4) 
extended BCH code is decoded first. The performance of decoding the (64, 57, 4) 
code first after 6 iterations is the same as that for decoding the (64, 51, 6) first 
after 10 iterations. Therefore, in this case it is better to decode the most powerful 
component code on a level last. This is probably because the extrinsic information 
from the second (more powerful) decoder is sent to the second level. In both cases 
the performance is better on level 2 than on level1 over the simulated range of BERs, 
even though the level 1 code has a larger minimum squared Euclidean distance. The 
simulation with the (64, 57, 4) x (64, 51, 6) block Thrbo code on level 1 performs 
better than that with the (64, 51, 6) x (64, 57, 4) block Thrbo code on level 1 after 
all iterations on level 2, but only performs better on level 1 after 3 iterations. 
The level 2 code outperforms the level 1 code significantly when the distance 
on level 1 and 2 is balanced as shown in Fig. 4.6 (SIM3). Therefore, the level 1 
code could be made more powerful when using the same level 2 code15 . Fig. 4.14 
compares the performance on each level after 10 iterations when using the (64, 57, 4) 
extended BCH code on level 2 (d~ 2 = 1665) and one of the following block Thrbo 
' 
codes on level 1: 
• (64, 57, 4) 2 block Thrbo code with d~,l = 1665 and resulting in an overall 
multilevel code rate of 0.84 (3.37 data bits per 16-QAM symbol (BPS)). 
• (64, 57, 4) x (64, 51, 6) block Thrbo code with d~, 1 = 2465 and resulting in an 
overall multilevel code rate of 0.8 (3.2 BPS). 
140nly 71 (out of 328574) blocks of 64 codewords were found in error on level 2 at 7.2 dB after 
3 iterations of the (64, 57) then (64, 51) simulation. 
15 Alternatively the level 2 code could be made less powerful. 
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Figure 4.13: Performance of a two-level multilevel code using the approximation 
approach. A (64, 57, 4) x (64, 51, 6) block Turbo code is transmitted on Ievell and a 
(64, 57,4) extended BCH code on level 2. The importance of the order of decoding 
the level 1 code is investigated. 
-1 10 = .. ~,~======== .. ~ .. =:.~::~:t~:M=:_',~5t:~:~=4J=x~t6~4~~s=1;~6)~.~=n=1e~v~d=1=~,~::=: 
· · · · · · · ··::: · · · · · · · · · · · ··· ·:::: :.;_: )~yel J: :::· :: : :ti::: : :c;:: 
10-2 :'!: ,le,yet+., , , , <f. .. 
.... , 
.... , ..... . 
10-3 
~ :: .. : :. . \ 
~ 10-4 :: ::::::::;:~:: ~ ............... .. . 
~ 10-s .qfu?i~Y~12~n,I•v•)_1:•••.::::~\' .. ,,,,, \•···· 
• ::~JeY.eet:::::::::··· .... ;i.: · , .. 
.... :.... .. z .......... -.......... :: :k: 
10-6 ,~fu}g~6ir[11.I~y,e!l1::··~:: :· .... \ ........ :: ::e<:::::: 
::::;:tev.er:t::::::: :::::~:~:;*:::: ... :::::::::::::::.: 
................ 
10-7L-L.: ------'--------'-----...__j--,-------" 
5.5 6 6.5 7 
Eb/NO (dB) 
Figure 4.14: Performance on each level after 10 iterations of a two-level multilevel 
code using the approximation approach. The (64, 57, 4) 2, (64, 51, 6) 2 or (64, 57, 4) x 
(64, 51, 6) block Turbo code is transmitted on Ievell and a (64, 57, 4) extended BCH 
code on level 2. 
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• (64, 51, 6) 2 block Turbo code with d~ 1 , 3605 and resulting in an overall 
multilevel code rate of 0.76 (3.05 BPS). 
Performance improves as the overall minimum distance on level 1 mcreases (and 
the rate decreases). Although the level 2 performance is better in all 3 cases the 
difference between the performance of the levels decreases as the level 1 component 
code's minimum Euclidean distance increases. The level1 and 2 curves are tending 
together as the BER decreases when either the (64, 51, 6) 2 or (64, 57, 4) x (64, 51, 6) 
block Turbo code is transmitted on level 1. 
In Fig. 4.14 it was seen that performance (BER) could be improved by 
increasing the distance of the level 1 code. However, this decreases the rate of the 
multilevel code. Now the performance of these codes will be compared to capacity. 
All simulations use the (64, 57, 4) extended BCH code on level 2. The performance 
obtained when using different block Turbo codes on level1 is now given: 
• ·If the (64, 57,4)2 block Turbo code is used on level1, then after 10 iterations at 
a BER of 10-5 the performance is~ l.53dB from capacity (when transmitting 
3.37 BPS) [51]. 
• If the (64, 57, 4) x (64, 51, 6) block Turbo code is used on level1, then after 10 
iterations at a BER of 10-5 the performance is ~ l.59dB from capacity (when 
transmitting 3.2 BPS) [51]. 
• If the (64, 51, 6) 2 block Turbo code is used on level1, then after 10 iterations at 
a BER of 10-5 the performance is~ l.7ldB from capacity (when transmitting 
3.05 BPS) [51]. 
Therefore, even though the BER performance improves as the distance of the level1 
code is increased the performance is actually getting further from capacity due to the 
code rate of the multilevel code. The performance could be improved by increasing 
the length of the component codes to n = 128, designing the code using capacity 
arguments [119], increasing the number of test sequences considered or possibly by 
using a different SILO decoder. 
In [79] a pragmatic approach to transmitting block Turbo codes using higher 
order modulations was considered. The (64, 57, 4) 2 block Turbo code was transmit-
ted using 16-QAM by mapping the encoded bits to the constellation points using 
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gray mapping. The pragmatic approach with the approximation algorithm is called 
SIM7. It transmits 3.17 BPS and has a block length of 4096 encoded bits. The 2level 
code of SIM3 has rate 3.367 BPS and a block length of 8192 encoded bits. When 
81M3 is compared to the pragmatic approach of SIM7) the pragmatic approach per-
forms~ 0.65dB better at 10~5 after 10 iterations. However) the simulations transmit 
different numbers of BPS and so their performance should be compared to capacity. 
At a BER of 10-5 after 10 iterations SIM3 is ~ 1.53dB from capacity, while SIM7 
is ~ 1.5dB from capacity as shown in Fig. 4.15 [51]. However, by extrapolating 
the curves to 10-6 the pragmatic approach {SIM7) is about ~ 1.65dB from capacity 
and the two level approach {SIM3) is ~ 1.63dB from capacity. Therefore) at low 
BERs the two level approach performs better. Performance closer to capacity could 
be obtained for both approaches by using more test sequences or possibly by using 
a different SILO decoder. 
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Figure 4.15: Performance of a two-level multilevel code or the pragmatic approach 
compared to capacity when the approximation algorithm is used. A (64, 57, 4)2 block 
Turbo code is transmitted on levell and a (64, 57, 4) extended BCH code on level 2 
in the 2 level case. The pragmatic approach transmits the (64, 57, 4) 2 block Turbo 
code. 
In chapter 3 it was found that scaling the minimum based fJj ( q) estimate (case 
2 in (4.19)) by a constant did not improve performance very much if at all and the 
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constant needed to be re-optimised for different code designs. Fig. 4.16 and Fig. 4.17 
show the effect of scaling the minimum based f3j(qi 1) by a constant after 10 and 
4 iterations respectively. The (64, 57, 4) 2 block Turbo code is transmitted on level 
1 and a (64, 57, 4) BCH code on level 2. After 10 iterations the best performance 
is obtained by multiplying by 2 (x2 curve). It is approximately O.ldB better than 
not scaling (the xl curve) at w-s after 10 iterations. If this multiplier (x2) is 
reduced by a factor of 2 (the xl curve) it performs better than if the multiplier is 
increased by a factor of 1.5 (the x3 curve). Once again this shows that it is better 
to underestimate than overestimate f3j(qi + 1). This was also found to be the case 
when investigating other possible approaches to estimating f3j ( qi + 1). 
In chapter 3 a distance based approach to adaptively estimating fJ was de-
veloped and two sets of combinations of positions to sum were suggested. This form 
of adaptively estimated /3, (4.20), is used with the adaptively estimated a of sec-
tion 4.3 (called the distance approach). The performance of the sets from chapter 3 
when used in a two level code with the (64, 57, 4) 2 block Turbo code on levell and 
a (64, 57, 4) extended BCH code on level 2 are shown in Fig. 4.18. Set 1 performs 
slightly better than set 2, but has a higher complexity. Unlike the chapter 3 sim-
ulations, these simulations have p1 < p. The performance of the distance approach 
using set 1 is compared to the approximation approach in Fig. 4.19. Both ap-
proaches perform approximately the same. This figure also shows that the distance 
approach works for p1 < p. 
The iterative MSD developed in section 4.2 can be used for any number of 
levels. The results for a 3 level. code using the approximation approach are shown 
in Fig. 4.20 for both an iterative MSD and a traditional MSD. Ungerboeck set 
partitioning of 16-QAM is used [115] as shown in Fig. 2.10. A 4-way partition of 
16-QAM is used on level 1 and is encoded using the (64, 51, 6) 2 block Turbo code, 
giving a minimum squared Euclidean distance of 3665 on level 1. Level 2 and 3 use 
2-way partitions. Level 2 is encoded using the (128, 106, 8) extended BCH code and 
there are 16 codewords per transmitted block. This gives a minimum distance of 
3265 on level 2. Level 3 is encoded using the (64, 57, 4) extended BCH code with 32 
codewords per transmitted block. This gives a minimum distance of 3265 on level 
3 and a total of 2048 16-QAM symbols per transmitted block. In the 3 level case 
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Figure 4.16: Performance after 10 iterations of a two-level multilevel code using 
the approximation approach, when the minimum based f3j(qi + 1) is multiplied by a 
constant. A (64, 57, 4) 2 block Turbo code is transmitted on level 1 and a (64, 57, 4) 
extended BCH code on level 2. 
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Figure 4.17: Performance after 4 iterations of a two-level multilevel code using 
the approximation approach, when the minimum based f3j ( qi 1) is multiplied by a 
constant. A (64, 57, 4) 2 block Turbo code is transmitted on level 1 and a (64, 57, 4) 
extended BCH code on level 2. 
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Figure 4.18: Performance of a two-level multilevel code using the distance approach 
and set 1 or 2. A (64, 57, 4) 2 block Turbo code is transmitted on level 1 and a 
(64, 57, 4) BCH code on level 2. 
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Figure 4.19: Performance of a two-level multilevel code using the distance approach 
and set 1 against that using the approximation approach. A (64, 57, 4)2 block Turbo 
code is transmitted on level1 and a (64, 57, 4) BCH code on level 2. 
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Figure 4.20: Performance of the overall three-level multilevel code using the ap-
proximation approach. The (64, 51, 6) 2 block Turbo code is transmitted on level 1, 
the (128, 106, 8) extended BCH code on level 2 and the (64, 57, 4) extended BCH 
code on level 3. The code is simulated when an iterative MSD and a traditional 
(hard) MSD are used. 
the 16-QAM constellation must be considered rather than 4-ASK (as in the 2 level 
case), due to the 2-way partitions on level 2 and 3 (the in phase and quadrature 
4-ASK constellations can be labelled by the same encoded bit). The level 2 code 
uses all 32 error patterns for p 5, but the level 1 and 3 codes use only 16 of them 
as given in Table 3.1. 
When the 3 level code (using the approximation approach) is decoded using 
an iterative MSD it performs 0. 75dB better at a BER of 10-5 than if a traditional 
MSD is used after 10 iterations. The performance of each level of the 3 level code is 
shown in Fig. 4.21 after 1, 2, 4 and 10 iterations. As in the 2 level case (81M3 and 
Fig. 4.6) the later levels perform better. This makes these multilevel codes useful 
for unequal error protection applications. 
Most previous iterative MSDs used interleavers on later levels [27, 73, 74, 121). 
In Fig. 4.8 little improvement in the overall performance of a two-level code was 
obtained when interleaving was used on level 2. In Fig. 4.22 the performance of the 
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Figure 4.21: Performance on each level of a three-level multilevel code using the 
approximation approach and an iterative multistage decoder. The (64, 51, 6? block 
Turbo code is transmitted on level 1, the (128, 106, 8) extended BCH code on level 
2 and the (64, 57, 4) extended BCH code on level 3. Iteration 1, 2, 4 and 10 are 
displayed. 
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Figure 4.22: Performance of the overall three-level multilevel code using the ap-
proximation approach and an iterative multistage decoder. The (64, 51, 6) 2 block 
Turbo code is transmitted on level 1, the (128, 106, 8) extended BCH code on level 
2 and the (64, 57, 4) extended BCH code on level 3. Simulation results with and 
without random interleaving on level 2 and 3 are shown. 
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3 level code using an iterative MSD when no interleaving is used and when random 
interleavers are used on both level 2 and 3 (after their encoders) is shown. A small 
improvement in the overall performance is obtained by using interleaving on level 
2 and 3. The level 3 code performs significantly better when interleaving is used, 
especially in early iterations as shown in Fig. 4.23. The level 1 and 2 codes perform 
better after the first iteration as shown in Fig. 4.24 and Fig. 4.25 respectively, 
this may be due to the level 3 code. When interleaving is used the 3 level code 
is ~ 2.48dB from capacity at 10-5 after 10 iterations [51]. Performance closer to 
capacity may be obtained by replacing the level 2 code. In chapter 3 another 3 error 
correcting code was not found to perform very well for its complexity. Performance 
closer to capacity could also be possible if the component codes were chosen using 
capacity arguments rather than distance arguments [119], more error patterns were 
used or another SILO decoder was used. 
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Figure 4.23: Performance on level 3 of a three-level multilevel code using the 
approximation approach and an iterative multistage decoder. The (64, 51, 6) 2 block 
Turbo code is transmitted on level 1, the (128, 106, 8) extended BCH code on level 
2 and the (64, 57, 4) extended BCH code on level 3. Simulation results with and 
without random interleaving on level 2 and 3 are shown. 
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Figure 4.24: Performance on level 1 of a three-level multilevel code using the 
approximation approach and an iterative multistage decoder. The (64, 51, 6) 2 block 
Turbo code is transmitted on level 1, the (128, 106, 8) extended BCH code on level 
2 and the (64, 57, 4) extended BCH code on level 3. Simulation results with and 
without random interleaving on level 2 and 3 are shown. 
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Figure 4.25: Performance on level 2 of a three-level multilevel code using the 
approximation approach and an iterative multistage decoder. The (64, 51, 6) 2 block 
Turbo code is transmitted on level 1, the (128, 106, 8) extended BCH code on level 
2 and the (64, 57, 4) extended BCH code on level 3. Simulation results with and 
without random interleaving on level 2 and 3 are shown. 
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4.5 Performance Bound 
This section considers a bound on the probability of bit errors for an L-level mul-
tilevel code, C, with component codes, ( C1 , • • • , CL), after ML decoding on the 
AWGN channel. The probability of bit error of an L-level multilevel code is often 
bounded by16 [48, 82] 
(4.26) 
In the code designs and simulations of section 4.4 the level one block Turbo code, 
C1 , dominates performance. Therefore, Pe(C) :::; Pe(CI). In appendix C the bound 
from [114] for block Turbo codes transmitted using BPSK on the AWGN channel 
is given for maximum likelihood (ML) decoding. This bound can be used to bound 
the level one performance [114] as 
Pe(C) :::; Pe(CI):::; t w Aw(CI)Q ( 
nl 
w=dH,l 
d~,w(C, D)) 
2N0 
(4.27) 
where dH,l is the minimum Hamming distance between codewords in <C1 , n 1 is the 
length of a level one codeword (a block Turbo codeword), Aw(CI) is the number 
of codewords of weight w in C1 and Q(·) is the Q-function [47]. Consider two 
codewords, C and D, at Hamming distance dH(C, D) = w from each other. The 
squared Euclidean distance between constellation point sequences labelled by these 
codewords is denoted d~ w ( C, D). When binary partitions are used (as in the two-
' 
level simulations using 4-ASK in section4.4) it is easy to see that d~,w(C, D) = w85, 
where 6~ is the minimum squared Euclidean distance between constellation points 
(see Fig. 4.4). 
The bound of ( 4.27) can be expressed in terms of the SNR, Eb/ N0 , where 
Eb is the average energy used by the multilevel code to transmit one data bit. The 
average energy used to transmit a constellation point is Es R log2 (M)Eb, where 
R is the overall multilevel code rate and log2 (M) is the number of encoded bits 
used to label each of the M constellation points [ 48]. Therefore, the bound of ( 4.27) 
becomes 
P,(C) :0 P,(<C,) :0 t :, A.,(<Ct)Q ( ;~ Rlog~~)E,) {4.28) 
16 A number of other bounds for multilevel codes are presented in [119]. 
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This is approximated by considering only the minimum Hamming distance code-
words. 
In this thesis sub-optimal SISO decoders are used and so the performance will 
only tend to ML as the number of iterations and number of error patterns consid-
ered increases. By passing soft decisions to subsequent levels the error propagation 
problem is reduced. Also performance gets closer to the performance of ML decod-
ing the overall multilevel code by using an iterative MSD. Eventually, if the soft 
information is very reliable it acts like a hard decision. In this case when it is passed 
back to previous levels the minimum squared Euclidean distance on previous levels 
has effectively been increased (assuming Ungerboeck set partitioning). 
Consider transmitting a multilevel code, C, with the (64, 57, 4) 2 block Turbo 
code on level1, {\,and the (64, 57, 4) extended BCH code on level 2 (using 64 code-
words per block),~' using 4-ASK (with 2 binary partitions). The overall multilevel 
code bound of (4.26) and (4.28) for this multilevel code is shown in Fig. 4.26. The 
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Figure 4.26: Performance bound for a multilevel code with the (64, 57, 4) 2 block 
Turbo code on level1 and the (64, 57, 4) extended BCH code on level 2 when trans-
mitted on the AWGN channel using 16-QAM. Simulations results are shown after 
10 iterations of an iterative MSD when the approximation approach is used and 
interleaving is used on level 2. 
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simulated results (of the data BER) for this code using the approximation approach, 
interleaving on level 2 and an iterative MSD are also shown. As can be seen the 
bound is not good at low SNR as only the minimum Hamming distance codewords 
are considered. However, the bound indicates that the minimum Hamming distance 
codewords will dominate the overall performance at BERs below 10-9 . This "error 
floor" effect is typical of Turbo coding schemes. The weight enumerators for the 
component codes were calculated using formulae from appendix C. 
4.6 Conclusions 
A new approach to iterative multistage decoding was derived and simulated in this 
chapter. A significant improvement in performance is achieved if an iterative MSD 
is used compared to a traditional (hard) MSD. As in chapter 3 using the extrin-
sic information as a Gaussian random variable rather than as a priori information 
improves performance dramatically. A variety of codes and design tradeoffs have 
been considered in this chapter. Only a slight improvement in overall performance 
is achieved if interleaving is used on later levels of the iterative MSD. The iterative 
MSD developed could be used with a variety of component codes, code structures, 
modulation schemes, SISO decoders, partitioning schemes and design rules (for ex-
ample the equivalent capacity approach). 
This chapter has also extended the notation of the adaptive SISO decoding 
algorithms developed in chapter 3 for use in an iterative MSD and with different 
modulation schemes. These approaches avoided the restrictions of the algorithm of 
[79, 90] by adaptively estimating the sequences of parameters and calculating the 
soft input and output using constellation points. The (SILO) Chase decoder was 
used by these algorithms, but other SILO decoders could be used. 
The two level multilevel code with the (64, 57, 4)2 block Turbo code on level 
1 and the (64, 57, 4) extended BCH code on level two was the closest multilevel code 
in this chapter to capacity. This code, the approximation based adaptive decod-
ing algorithm and the iterative MSD achieved the goal of this thesis: manageable 
complexity, moderate block length (2048 symbols), high code rate (0.84), lowBER 
(lo-5 when only 1.53dB from capacity) and good bandwidth efficiency (3.37 data 
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bits per two-dimensional symbol). 
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Chapter 5 
Block Turbo Codes on the 
U ncorrelated Rayleigh Flat Fading 
Channel 
5.1 Introduction 
This chapter considers the adaptive iterative decoding of block Turbo codes trans-
mitted on the uncorrelated Rayleigh fiat fading channel. Block Turbo codes have 
also been considered on the Rayleigh fading channel in [54, 77, 90]. The soft input 
and output to the adaptive decoders of chapter 3 are derived for QPSK on the un-
correlated Rayleigh fiat fading channel in section 5.2. Then simulation results are 
presented in section 5.3 and conclusions are drawn in section 5.4. 
5.2 Adaptive Iterative Decoding 
In this section the soft input to and soft output from the component soft-input 
soft-output (SISO) decoders for a block Turbo code on the uncorrelated Rayleigh 
flat fading channel are derived. Recall from chapter 1 that in the case of coherent 
demodulation the received signal can be simplified to [83] 
r(t) = rA(t)s(t) + g(t), (5.1) 
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where rA(t) is the magnitude of the fading1 , s(t) is the transmitted signal, g(t) is the 
additive white Gaussian noise (AWGN) signal and is the symbol period. When 
infinite interleaving is used with the fiat fading channel the multiplicative fading is 
uncorrelated. The ith fading sample, 'Yi, of /'A(t) can then be written as [54] 
(5.2) 
where x1,i and XQ,i are the ith samples in independent Gaussian random variables 
with zero mean. If the variance of both independent Gaussian random variables 
is set equal to 1/2, then 'YA(t) will have an average energy of one and the fading 
will not alter the average signal to noise ratio (SNR). The performance of QPSK 
can be simulated using BPSK if two BPSK symbols (corresponding to the in phase 
and quadrature components of the transmitted symbol) are multiplied by the same 
fading sample. Assuming BPSK is simulated to obtain the QPSK performance the 
ith received sample can be written as 
(5.3) 
where si ±1 is the ith transmitted BPSK symbol and 9i is the ith independent 
A\VGN sample. 
5.2.1 Without Channel State Information 
This subsection considers the case when no channel state information (CSI) is avail-
able. As in the AWGN channel the probabilities in the log-likelihood ratio (LLR) are 
conditioned on both the received signal and extrinsic information from the previous 
decoding stage for the current component codeword. The soft output from the qth 
decoder for the lh bit position is given by the LLR 
A'·( ) = l (P(ej +1/R, W(q-1))) 
J q og P(ej = 1/R, W(q 1)) 
(
L{Cale·=+l} P(Ca/R, W(q 1))) 
=log J b 
L{CbleJ=-l} P(C /R, W(q-1)) 
(5.4) 
where ej is the lh bit2 in a codeword, W(q-1) = (w1(q 1), · · · , wn(q- 1)) is the 
extrinsic information vector from the previous decoding for the current codeword, 
1The phase distortion has already been compensated for. 
2For the purposes of computing likelihoods all bits are mapped from {0, 1} to { -1, +1}. 
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R = (r1, · · · , rn) is the received vector corresponding to the current codeword and 
n is the length of a codeword. {Calei = +1} and {Cblei -1} represent the sets 
of all codewords, ca and cb, with ej +1 and ej = respectively. This can be 
simplified by assuming equiprobable codewords. In addition the received signal and 
extrinsic information are assumed to be independent. Then (5.4) can be written as 
Aj(q) (5.5) 
The sub-optimal SISO decoder approximates (5.5) by considering only a sub-
set of all possible codewords. The subset of codewords is chosen by a soft-input 
list-output {SILO) decoder, as in chapter 3 the (SILO) Chase decoder will be used. 
The structure of the SISO decoder is shown in Fig. 2.8 and the structure ofthe Chase 
decoder is shown in Fig. 2.3. The subset of codewords chosen by the Chase decoder 
in set {Calei = +1} or {Cblei = -1} is denoted {Calei +1}c or {Cblei -1}c 
respectively. It is assumed that the extrinsic information [14] and received sig-
nal can be modelled as Gaussian random variables3 . Using the approximation 
log( ex eY) ::::::! max(x, y) [43] the soft output of (5.5) may then be approximated 
as 
(5.6) 
Denote D as the codeword chosen in (5.6) which has the largest metric and 
C as the other codeword chosen in (5.6), it will have Cj dj. Now (5.6) can be 
written as 
A'~( ) = d· (jR- ftRicl 2 
J q J 20"2 
RIC 
+ IW(q-1)- /tW(q-l)ICI2 
2!7~(q-I)IC 
IR- ftRIDI 2 
2!7~1D 
IW(q-1)- /tW(q-l)IDI2 ) 
20"~(q-l)ID (5.7) 
where f.tW(q-l)ID is the mean and O"~(q-l)ID the variance of W(q-1) conditioned on 
D, and f.tRID is the mean and O"~ID the variance of R conditioned on D. Similarly 
3However, the received signal, r(t), is actually a Rayleigh random variable, 'I' A (t), times the 
transmitted signal, s(t), plus a Gaussian random variable, g(t). The fading varies the instantaneous 
SNR, so this is equivalent to considering the case when the average SNR occurs. 
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f-.LW(q-1)JC is the mean and aiv(q-1)JC the variance of W(q -1) conditioned on C, 
and f-.LRJC is the mean and a~JC the variance of R conditioned on C. The variance 
of the received signal is equal to the variance of the fading plus the variance of the 
AWGN. The mean of the received signal given the transmitted signal is not simply 
the transmitted signal as in the AWGN channel case and so must be retained in the 
equations. In practice the following is used 
A'!( ) = d .fR- f-.LRC[ 2 - [R- f-.lRD[ 2 
J q J 2a2 
R 
d [W(q-1)- f-.lW(q-1)C[
2 
-[W(q-1)- f-.LW(q-1)D[ 2 
+ j 2 
2aw(q-1) 
(5.8) 
where f-.LW(q- 1) is the mean and aiv(q-1) the variance of the absolute value of W(q-1), 
and f-.LR is the mean and ajz the variance of the absolute value of R as used in [14]. 
The variance and mean of the extrinsic information are estimated over a block Turbo 
code block after each component code is decoded using the sample variance and mean 
(which were defined in chapter 3). The variance and mean of the received signal are 
estimated over a block Turbo code block prior to decoding using the sample variance 
and mean. 
The soft output simplifies to 
A"( ) ~ (2f-.lR 2f-.lw(q-1) ( )) j q = dj L...J d1 7 rl + a 2 wl q -1 l=1,dr;fc1 R W(q-1) (5.9) 
Now (5.9) is divided by 2f-.lR/ a~ giving a normalized soft output of 
(5.10) 
Now consider the LLR for the soft input to the qth decoder, which is defined 
as 
)..'.(q) =log (P(ej = +1[rj,wj(q -1))) 
J P(ej = -1[rj,wj(q -1)) (5.11) 
Assuming equiprobable bit values, this can be written as 
(5.12) 
and in practice will be calculated using 
''·( ) = 2f-.lR . + 2f-.lw(q-1) ·( _ 1) 
"'J q 2 rJ 2 wJ q 
0" R O"W(q-1) 
(5.13) 
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Now divide by 2~tR/ah to obtain 
2 
, ( ) _ + fJW(q-1) aR ( 1) 1\j q - ri 2 wi q-
/JR aW(q-1) 
(5.14) 
Comparing (5.10) and (5.14), the soft output can be written as a sum of soft inputs 
as 
Ai(q) = di t >-t;q) (dt n Ct) dj I: dt>-t(q) 
1=1 l=1,drl:cl 
(5.15) 
In [90] the soft input is given as 
Aj(q) = rj a(q)wj(q 1) (5.16) 
Thus, by comparing (5.14) and (5.16) a(q) can be defined as 
2 
( ) fJW(q-1) aR a q = 2 
/JR aW(q-1) 
(5.17) 
which is the same as the AWGN case, except that the mean of the received signal has 
to be included in this case. The adaptive approaches to estimating f3 from chapter 
3 can be used with this a without modification. 
5.2.2 With Channel State Information 
This subsection considers the case when CSI is available. The CSI may not be ideal, 
but in the simulations of section 5.3 ideal CSI is assumed. The CSI vector is denoted 
I ('Tl, · · · ''!'n)· 
The probabilities in the LLR are now conditioned on the received signal, the 
extrinsic information from the previous decoding stage and the CSL The soft output 
from the qth decoder for the lh bit position is given by the LLR 
(5.18) 
This can be simplified by assuming equiprobable codewords. In addition both the 
received signal and the CSI are assumed to be independent of the extrinsic infor-
mation. It is assumed that the extrinsic information [14] and the received signal 
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(conditioned on the CSI and a codeword) can be modelled as Gaussian random 
variables. Then (5.18) can be written as 
If the extrinsic information is used to estimate the CSI, then the CSI is 
denoted "'Y(q) (r1(q), · · · , rn(q)). In this case the extrinsic information and the 
CSI are not assumed to be independent and the soft output of (5.19) can be written 
as 
A'.( ) = l (L:{calej=+l}p(RjCa,""f(q))p(W(q-1)jCa,""f(q))) 
J q og L:{cblej=-r}P(RjCb, ""f(q))p(W(q-1)JCb, ""f(q)) (5.20) 
This case will not be considered further in this chapter. 
The sub-optimal SISO decoder approximates (5.19) by considering only a 
subset of all possible codewords. Using the approximation log( ex eY) >=:::! max(x, y) 
[43] the soft output of (5.19) may be approximated as 
Aj(q) >=:::! max log(p(RjCa,""f)p(W(q 1)1Ca)) {Calej=+l}o 
- max log(p(RjCb, ""f)p(W(q-1)1Cb)) = A'J(q) (5.21) {Cblej=-l}o 
Again denoteD as the codeword chosen in (5.21) with the largest metric and 
Cas the other codeword chosen in (5.21), it has Cj f. dj. Now (5.21) can be written 
as 
A'J(q) = dj ( IR- ~RIC,-yl2 IR ~RID,-yl2 
2a RIC,-y 2a RID,-y 
+IW(q-1)- J.LW(q-l)lcl 2 _ jW(q-1) J.Lw(q-l)lnl2) (5.22) 
2aiv-(q-l)IC 2aiv(q-l)ID 
where J.LW(q-l)ID is the mean and O'iv(q-I)ID the variance of W(q-1) conditioned on 
D, and J.LRID,-y is the mean and a1
1
n,-y the variance of R conditioned on D and ""f. 
Similarly J.LW(q-l)IC is the mean and aiv-(q-l)IC the variance of W(q-1) conditioned 
on C, and J.LRIC,7 is the mean and a11c,-y the variance of R conditioned on C and 
"'Y. In practice the following is used 
A"( ) d·IR- "'YCJ2- IR- "'YDI2 
J q J 2a2 
R 
1)- J.Lw(q-r)Cl 2 -IW(q 1)- J.LW(q-r)DI2 
2aiv(q-l) 
(5.23) 
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where !JW(q-I) is the mean and o-iv(q-1) the variance of the absolute value ofW(q-1) 
as used in [14], and o-1 is the variance of the AWGN. The variance o-iv(q-1) and the 
mean !JW(q-1) are estimated over a block Turbo code block after each decoding stage 
using the sample variance and mean. The variance of the AWGN, o-1, is (assumed) 
known when CSI is available. 
Since the fading samples are uncorrelated (independent) the soft output sim-
plifies to 
(5.24) 
Now (5.24) is divided by 2/ o-1 giving a normalized soft output of 
n ( 2 ) Aj(q) dj I: dt 'YtTt + !JW(q-1) 0"2 O"R Wt(q 1) 
l=1,dl'i'c! W(q-1) 
(5.25) 
Consider the LLR for the soft input to the qth decoder, which is defined as 
_A'.(q) =log (P(ei- +1h, Wj(q-1), 'Yi)) (5.26) 
J P(ej- -1Jrj,Wj(q-1),'"'fi) 
Assuming equiprobable bit values, this can be written as 
x.(q) =log (p(rjlej = +1,'"'{j)p(wj(q-1)!ej = +1)) 
3 p(riJei -1,'"'fj)p(wj(q-1)!ei = -1) (5.27) 
and in practice will be calculated using 
, · 2 2ttw(q-1) ( ) \(q) - 2 '"'{jTj + 2 Wj q 1 
0" R O"W(q-1) 
(5.28) 
Now divide by 2/o-1 to obtain 
o-1 Aj(q) = '"'{jTj !JW(q-1) 2 Wj(q-1) (5.29) 
O"W(q-1) 
Comparing (5.25) and (5.29), the soft output can be written as a sum of soft inputs 
as 
~ .At(q) Aj(q) dj L.,; -2-(dt- Ct) 
!=1 
n 
dj I: dt.At(q) 
l=1,dcfcl 
The soft input can be written as 
Aj(q) = '"'{jTj a(q)wj(q-1) 
where (by comparing (5.29) and (5.31)) 
o-1 
a(q) = !JW(q-1) -c2~=---
o-W(q-1) 
(5.30) 
(5.31) 
(5.32) 
which is the same as the AWGN case. The adaptive approaches to estimating {3 
from chapter 3 can be used with this a without modification. 
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5.3 Simulation Results 
This section presents simulation results using the adaptively estimated a of section 
5.2 and the approximation based adaptively estimated f3 of chapter 3. This will 
be called the approximation approach. The (64, 57, 4) 2 block Thrbo code is trans-
mitted using QPSK on the uncorrelated Rayleigh flat fading channel. The Chase 
decoder uses a set of 16 test sequences (for p = 4). The approximation approach 
is compared to the precomputed approach of [54] (described in section 2.3). In 
[54] a = [0, 0.3, 0.35, 0.5, 0.7, 0.9, 1.2, 1.5] and f3 = [0.2, 0.4, 0.6, 0.8, 1, 1, 1, 1] for a 
four iteration simulation. All positions in the extrinsic information are used in the 
estimation of JLW(q- 1) and aiv(q-1). The bit error rate (BER) of the data bits is 
displayed. 
All simulation results presented in this chapter were obtained after finding at 
least 200 block Thrbo code blocks in error after the final iteration for a given Eb/ N0 • 
5.3.1 Without Channel State Information 
This subsection considers the case when no CSI is available. The simulation results 
are shown in Fig. 5.1 for 1, 2, 3 and 4 iterations, where Eb is the average energy 
used to transmit a data bit and N0 is the 2-sided power spectral density of the 
noise (baseband). Performance improves with each iteration, but with diminishing 
returns. The approximation approach improves performance over the precomputed 
approach of [54] after the first iteration. 
5.3.2 With Channel State Information 
This subsection considers the case when CSI is available. Recall from chapter 3 that 
the Chase decoder can find codewords a long (Euclidean) distance from the soft 
input to the decoder. This occurs because even though the error patterns used by 
the Chase decoder only alter the least reliable positions (LRPs), the hard-input hard-
output (HIHO) decoder in the Chase decoder does not use reliability information 
and may change t positions which are very reliable, where t is the error correction 
capability of the component code. The overall parity bit may also be changed by 
the Chase decoder and may be very reliable. This means that the closest codeword 
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Figure 5.1: Performance of the (64, 57, 4) 2 block Turbo code using the precomputed 
and approximation approaches, p 4, 2P test sequences, no CSI and QPSK on the 
uncorrelated Rayleigh flat fading channel. The first four iterations are displayed. 
with Cj of dj may not be considered; instead a competing codeword, C, a long way 
from the soft input vector may be used. This results in the extrinsic information 
calculated using C being too large in some positions. This can be advantageous in 
some positions, but overall seriously degrades performance. This problem will also 
be encountered when using other SILO decoders such as that of [99]. This problem 
is worse when CSI is used as the range of values in the soft input to the decoder 
is larger. A solution to this problem is to only use competing codewords within a 
specified squared Euclidean distance of the soft input vector. This distance will be 
called the maximum allowed value. 
In chapter 3, (3.37), it was found that the squared Euclidean distance between 
a competing codeword, C, and the soft input vector, .A(q), is given by 
n 
d~(.A(q), C) = d~(.A(q), D) 4 2::: (At(q)dt) (5.33) 
l=l,cr:f:dz 
A maximum allowed value of d~(.A(q), C) can be developed based on this definition. 
The first term in (5.33) can be calculated exactly and the second term can be used 
to set an upper limit on the maximum allowed value of d~(.A(q), C). Any codewords 
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with a greater squared Euclidean distance will not be used to calculate the extrinsic 
information. 
It is important not to make the maximum allowed value of d~(>..(q), C) too 
small or all codewords found apart from D may be eliminated. In an attempt to 
reduce this problem, when two or more codewords are found by the Chase decoder, 
the two closest codewords to the soft input vector will automatically be retained 
(one of which is D). This ensures that when two or more codewords are found /3j(q) 
can be calculated exactly for some positions, which means a better estimate can be 
used by the approximation approach. 
If the maximum allowed value is too large, then it will allow codewords that 
are too far from the soft input vector. But if it is too small then valid compet-
ing codewords will be excluded. The following maximum allowed value was devel-
oped keeping this in mind. Initially the maximum allowed value is set equal to 
d~(>..(q), D). Looking at (5.33) at least dH,min positions must be added to the max-
imum allowed value, where dH,min is the minimum Hamming distance of the code 
(the minimum number of positions where c1 i= d1). The maximum value is achieved 
when all the positions summed have cl i= (dl = Yl(q)) (meaning >.l(q)dl ~ 0), where 
y1(q) is the sign of >.1(q). Outside the p LRPs cl i= (dl = Yl(q)) can only be true in a 
maximum oft+ 1 positions, since C can change at most t+ 1 positions (including the 
overall parity position). Since the overall parity position can be very reliable it is not 
included in the sum. However, >.1(q)d1 in t positions outside the p LRPs are added 
to the maximum allowed value. As an estimate, t times the mean of the absolute 
value of the soft input is used to represent these positions in the maximum allowed 
value. Now >.1(q)d1 in at least v = dH,min- t other positions must be added to the 
maximum allowed value. Up to q::; v of the most reliable positions with Aj(q)dj > 0 
in the p LRPs are now added to the maximum allowed value, then v = v- q other 
positions must be summed. If v > 0, then the v LRPs where Aj(q)dj > 0 outside 
the p LRPs are also summed. This is used so that the maximum allowed value will 
not be too small. 
The simulation results are shown in Fig. 5.2 for the approximation approach 
using the maximum allowed value described above and that for the precomputed 
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approach4 of [54] when CSI is available. Performance improves with each iteration, 
but with diminishing returns. The approximation approach improves performance 
in iteration 1, 3 and 4. After 3 iterations the approximation approach is slightly 
better than the precomputed approach after 4 iterations. Performance may be im-
proved further by using a different maximum allowed value, more test sequences or 
a different SILO decoder to choose the subset of codewords considered. 
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Figure 5.2: Performance of the (64, 57, 4) 2 block Turbo code using the precomputed 
approach and the approximation approach (with maximum allowed value), p = 4, 
2P test sequences, CSI and QPSK on the uncorrelated Rayleigh flat fading channel. 
The first four iterations are displayed. 
In Fig. 5.3 the simulation results for the (64, 57, 4)2 block Turbo code using 
the approximation approach are shown when ideal CSI and no CSI is available. As 
can be seen in every iteration (other than the second iteration below a BER of 10-5) 
performance is improved by using CSI. But the gain is less than 0.35dB. 
In chapter 1 it was stated that there is potential for larger coding gains in 
the fading channel than the AWGN channel. In Fig. 5.4 the performance on the 
Rayleigh flat fading channels when ideal CSI is used is compared to the uncoded 
4This approach does not use the maximum allowed value. This approach normalizes the absolute 
value of the extrinsic information, so that it has a mean absolute value of one. 
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Figure 5.3: Performance of the (64, 57, 4) 2 block Turbo code using the approxima-
tion approach (with maximum allowed value), p = 4, 2P test sequences and QPSK on 
the uncorrelated Rayleigh flat fading channel. The first four iterations are displayed. 
Both ideal and no CSI cases are considered. 
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Figure 5.4: Performance of the (64, 57, 4) 2 block Turbo code using the approxima-
tion approach (with maximum allowed value on the fading channel), p = 4, 2P test 
sequences on the uncorrelated Rayleigh flat fading channel and the AWGN channel. 
The performance after four iterations is displayed against the uncoded performance 
on the AWGN channel and Rayleigh flat fading channel (with CSI). 
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performance. As can be seen there is a coding gain of :::::::: 35dB at a BER of 10-5 . 
The performance is also shown for the AWGN channel. The coding gain on the 
AWGN channel is:::::::: 6dB at a BER of 10-5 . The coding and iterative decoding have 
managed to improve the slope of the fading curve dramatically. It now has a similar 
slope to the results for the AWG N channel. 
5.4 Conclusions 
In this chapter a was derived for the uncorrelated Rayleigh flat fading channel 
with and without CSI. The approximation based approach to estimating f3 was 
simulated with this a (which is adaptively estimated) on the uncorrelated Rayleigh 
flat fading channel with and without CSI. This algorithm improves performance over 
the precomputed approach of [54] in both cases. 
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Chapter 6 
Conclusions and Suggestions for 
Future Work 
6.1 Introduction 
This thesis made contributions to the fields of block Turbo coding and multilevel cod-
ing. The main contributions to block Turbo coding are the two adaptive soft-input 
soft-output {SISO) decoding algorithms developed for block codes. These algorithms 
enable moderate complexity iterative decoding of block Turbo codes with long com-
ponent codes. The main contribution to multilevel coding is the development and 
evaluation of an iterative multistage decoder {MSD). In this chapter conclusions on 
the work presented in this thesis are given. Then suggestions for future work are 
presented. 
6.2 Conclusions 
In chapter 3 two adaptive SISO decoding algorithms for block codes were developed, 
based on [54, 90]. These adaptive algorithms scale the extrinsic information by an 
adaptively estimated sequence of parameters, a. In addition they estimate the ex-
trinsic information when it cannot be calculated directly, by using adaptive estimates 
of a sequence {3. One algorithm uses an approximation based approach to estimating 
{3 and the other estimates {3 using the distance properties of the component codes. 
In chapter 3, a was derived for the additive white Gaussian noise { AWGN) 
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channel by treating the extrinsic information as a Gaussian random variable (the 
Gaussian approach). When the Gaussian approach is used a takes into account 
the different mean and variance of the received signal and extrinsic information. 
The components in a are adaptively estimated on a block-by-block basis. As a 
result they can adapt to varying channel conditions, and treat good and bad blocks 
differently, unlike the precomputed approach to a of [54, 90]. 
In addition, two adaptive approaches to estimating f3 were developed in chap-
ter 3 for use with the adaptively estimated a. One approach is based on approxima-
tion (used in the approximation algorithm), and the other is based on the distance 
properties of the component codes (used in the distance algorithm). Both approaches 
estimate f3 for each codeword or code block. This means that the estimated value of 
f3 (and therefore, the extrinsic information) can be small, corresponding to a low reli-
ability, when a block or codeword is received with lots of errors. Conversely it can be 
large, corresponding to a high reliability, when a block or codeword is received with 
no or very few errors (a good block/ codeword). As a result both approaches adapt 
to varying channel conditions, and treat good and bad blocks differently, unlike the 
precomputed approach of [54, 90]. 
The performance of the two adaptive algorithms is discussed below: 
• The approximation algorithm provided a significant gain over the precomputed 
approach of [54, 90] for a variety of codes using BPSK/ QPSK on the AWG N 
channel. The (64, 57, 4) 2 block Turbo code, decoded using the approximation 
algorithm, is within 1.04dB of capacity at a bit error rate (BER) of 10-5 after 
10 iterations. Simulations found that treating the extrinsic information as a 
Gaussian random variable resulted in better performance than using it as a 
priori information (a priori approach). When the a priori approach is used the 
mean and variance of the extrinsic information are not taken into account. 
• The distance algorithm performed1 better than the approximation algorithm 
when perfect codes were used in a block Turbo code, but not when quasi-
perfect codes2 were used in a block Thrbo code. 
1 Unless otherwise stated performance refers to the BER of the data bits. 
2 The component codes in the block Turbo codes were extended BCH codes. The corresponding 
unextended BCH codes were either perfect or quasi-perfect codes. 
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In chapter 4 the bandwidth efficiency was improved by using higher order 
modulations and a multilevel code. An iterative M8D was developed for the AWGN 
channel to provide a good compromise between performance and complexity. The 
iterative M8D passes reliability/ extrinsic information to all previous and subsequent 
levels. The extrinsic information is treated as a Gaussian random variable when 
calculating the soft input to each level. As a result the different mean and variance 
of the extrinsic information and the received signal are taken into account (as shown 
in chapters 3, 4 and 5). 
Each level of the iterative M8D is decoded using 8I80 decoders so that ex-
trinsic information can be passed to other levels. The two adaptive 8I80 decoding 
algorithms of chapter 3 are used in the iterative M8D with extended notation3 • These 
algorithms allow long block codes and block Turbo codes to be used as component 
codes in multilevel codes with a manageable decoding complexity. In simulations a 
block Turbo code was used on level one and extended BCH component codes were 
used on subsequent levels. The results for simulations transmitting 16-QAM on the 
AWGN channel are given below: 
• The approximation algorithm provided a significant improvement over the al-
gorithm of [54, 79, 90] in a traditional M8D. But an even larger improvement 
was obtained by using the approximation algorithm in the iterative M8D of 
chapter 4. Treating the extrinsic information as a Gaussian random variable 
resulted in better performance than treating it as a priori information when 
the iterative M8D and the approximation algorithm were used. In this case a 
two level multilevel code with the (64, 57, 4) 2 block Turbo code on level1 and 
the (64, 57, 4) extended BCH code on level two was within 1.53dB of capacity 
at a BER of 10-5 after 10 iterations. This code transmitted 3.37 data bits 
per 16-QAM symbol and 2048 16-QAM symbols per block. Therefore, on the 
AWGN channel this code, the approximation algorithm and the iterative M8D 
achieved: manageable complexity, moderate block length, high code rate, low 
BER and good bandwidth efficiency. 
• The performance of the distance algorithm was very similar to that of the 
3The extended notation developed in chapter 4 allows the algorithms to be used with different 
modulations and with the iterative MSD of chapter 4. 
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approximation algorithm when used in the iterative MSD. 
Different component codes and decoding structures were also investigated. 
Simulations considered order of decoding, passing combinations of hard and soft 
information between levels, and tradeoffs between the BER and code rate. This 
work showed the potential of multilevel codes decoded using the iterative MSD for 
unequal error protection applications. It also showed that the best performance was 
obtained when soft/ reliability information was passed among all levels. 
In chapter 5 the approximation algorithm was used to iteratively decode a 
block Turbo code transmitted on the uncorrelated Rayleigh fiat fading channel using 
QPSK. In simulations it was assumed that the phase had been compensated prior to 
decoding. Performance was improved over the precomputed approach of [54] with 
and without ideal channel state information (CSI). Chapter 5 showed the potential 
of block Turbo codes in a fading environment. Simulation results obtained for the 
(64, 57, 4) 2 block Turbo code after 10 iterations, using ideal CSI, were approximately 
6dB from those obtained on the AWG N channel at a BER of 10-5 • 
In conclusion this thesis has developed a robust, high performance, moderate 
complexity SISO decoder for block codes and a high performance iterative MSD. 
Both performed well for a variety of codes on the AWGN channel. In addition block 
Turbo codes decoded using the robust approximation based SISO decoder have been 
shown to perform well on the uncorrelated Rayleigh fiat fading channel. 
6.3 Future Work 
In chapter 3 two adaptive SISO decoding algorithms for block codes were devel-
oped. Although these algorithms perform better than the non-adaptive SISO de-
coding algorithm of [54, 90] further improvements can be made. In this section some 
suggestions for future work on adaptive SISO decoding algorithms for block codes 
are given. Suggestions for future work on channel estimation, multilevel codes and 
iterative multistage decoding are also presented. 
The adaptive SISO decoding algorithms of chapter 3 and the non-adaptive 
SISO decoding algorithm of [54, 90] reduce the decoding complexity by considering 
a subset of paths through the decoding trellis. Equalization can also be performed 
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using a trellis. Therefore, the complexity reduction ideas used in these decoding 
algorithms can also be used in the equalizer. Suggestions for future work on equal-
ization using these concepts are also given in this section. 
6.3.1 Error Correction Coding/ Decoding 
There are many possible extensions to the error correction coding/ decoding schemes 
presented in this thesis. One of the simplest extensions is to use the SISO decoding 
algorithms developed in chapters 3 and 4 to decode different concatenated codes and 
block codes. The iterative MSD developed in chapter 4 could also be used to decode 
different component codes. Furthermore, different SISO decoding algorithms could 
also be used in the iterative MSD. This subsection also gives suggestions for future 
work on 
• soft-input list-output (SILO) decoding algorithms, 
• decoding strategies for multilevel codes, 
• estimating f3, 
• restricting which codewords are used to calculate the extrinsic information, 
• and fading channels. 
List Based Decoding Algorithms 
The Chase decoder [19] (as described in section 2.2) is used in the adaptive SISO 
decoding algorithms developed in chapters 3, 4 and 5. It is a simple, low complexity 
SILO decoder that can provide good performance4 • However, performance may be 
improved by using a different set of error patterns. The distance properties of the 
component codes could be useful in choosing these error patterns. 
Performance may also be improved by using a different SILO decoder. In 
[19, 26, 30, 33, 34, 35, 36, 40, 46, 55, 56, 99, 105, 106, 109, 110] a number of algorithms 
for SILO decoders are described. Some have fixed complexity, while others vary the 
complexity depending on the reliability of the soft input. Additional SILO decoders 
4It was used in this work so that performance could be compared to the non-adaptive algorithm 
of [54, 90] (described in section 2.3). 
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could be created by combining techniques from one or more of these algorithms. 
This could result in better performance and should be investigated. 
Decoding Strategies for Multilevel Codes 
In section 4.2 it was suggested that the iterative MSD could be implemented using 
parallel decoding techniques (meaning more than one level could be decoded at the 
same time). This could reduce decoding delay and should be considered for practical 
implementations of the iterative MSD of chapter 4. 
It would also be interesting to investigate where the decoding complexity is 
best spent in an iterative MSD. Consider a multilevel code with a concatenated code 
on level one. The simulations of chapter 4 decoded all levels in the multilevel code 
once during each iteration. However, better performance for a given complexity may 
be obtained if the first level is decoded more than once during an iteration of the 
iterative MSD. For example, each level could be decoded once on the first iteration 
of the iterative MSD, but on each subsequent iteration of the iterative MSD the 
level one code could be decoded several times. For multilevel codes with more than 
two levels the iterative MSD could decode all levels on the first iteration and then 
iterate between the two lowest levels on subsequent iterations. Then all levels could 
be decoded once on each of the final two iterations. 
Probability Approach to {3 
In chapter 3 expressions for {3 were developed using the original soft input and output 
LLRs. These expressions were given in5 (3.22) and (3.23), but no low-complexity 
way to compute them was found and it remains an open problem. If (3.22) or 
(3.23) could be calculated (or an expected value found) in a low complexity manner, 
without knowledge of a competing codeword, then they could be used to calculate 
{3 when no competing codeword is found. 
50ne problem with these expressions is that they do not use the max-log-MAP approximation, 
log(ero + eY) ~ max(x, y), which is used to calculate the soft output in simulations. 
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Distance Approach to Adaptively Estimating (3 
In chapter 3 an approach to adaptively estimating (3 based on the distance properties 
of the component codes was developed (the distance approach). It was found to 
improve performance over the approximation approach when perfect codes were used 
in a block Turbo code, but not when quasi-perfect codes were used in a block Turbo 
code6 • The estimate for the qth decoding stage, ~ ( q), was calculated by summing 
the hard output times the soft input in a combination of positions. In chapter 3 
a set of combinations in the least reliable positions (LRPs) was used to produce a 
set of possible estimates. Two approaches to choosing the set were developed based 
on the distance properties of the component code. However, the performance may 
be improved if the set is determined using the parity check equations and distance 
properties of the component code. In chapter 3 the minimum positive estimate in 
the set was used to calculate the extrinsic information, (3.30). However, there may 
be a better way of choosing the estimate. For example, if the combinations in the 
set were ordered according to decreasing probability, then the first positive estimate 
calculated could be used. This would result in a reduction in the average complexity. 
Restricting the Competing Codewords Used 
In chapters 3 and 5 performance was improved, in some cases, by restricting which 
codewords from the SILO decoder were used to calculate the extrinsic information. 
Only codewords, C, within a given squared Euclidean distance of the soft input7, 
A.(q), were used. This squared Euclidean distance was called the maximum allowed 
value of d~(C, A.(q)). It was calculated on a codeword-by-codeword basis as the 
reliability of the soft input vectors could vary significantly. Different ways of cal-
culating this were developed in each chapter as different channels were considered 
(namely the memoryless AWGN channel and uncorrelated Rayleigh flat fading chan-
nel with ideal CSI). In both cases it was better not to use the maximum allowed 
value if distant codewords were not significantly degrading performance. Therefore, 
an important open problem is to develop an expression for the maximum allowed 
6The component codes in the block Turbo codes were extended BCH codes. The corresponding 
unextended BCH codes were either perfect or quasi-perfect codes. 
7For performance reasons at least two codewords were always retained (when found) regardless 
of how far they were from the soft input in terms of squared Euclidean distance. 
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value of d~(C, .A(q)), which can be used with a variety of codes, SILO decoders, test 
sequences and channels, whether or not distant competing codewords are adversely 
affecting performance. 
Fading Channels 
In chapter 5 the approximation algorithm was used to decode component codes in a 
block Turbo code transmitted using QPSK on the uncorrelated Rayleigh fiat fading 
channel. Suggestions for future work in this area include using the iterative MSD of 
chapter 4 to decode a multilevel code transmitted using a higher order modulation 
on the uncorrelated Rayleigh fiat fading channel. In addition, the adaptive SISO 
decoding algorithms of chapters 3 and 4, and the iterative MSD of chapter 4 could 
be extended for use on the correlated Rayleigh fiat and frequency-selective fading 
channels. Decoders should be developed for these channels when there is ideal, 
imperfect or no CSI available. In most practical applications an (imperfect) estimate 
of the CSI is used. One area for future work is to develop a method of using the 
extrinsic information from the decoder in the channel state estimator. In this case 
the soft output LLR is given by (5.20). Developing a SISO decoder to calculate 
(5.20) is another area for future work. 
When signals are transmitted over fading channels interleaving is often used to 
reduce the correlation between symbols and to break up error bursts. Unfortunately, 
interleaving can introduce significant encoding and decoding delays. Therefore, it is 
desirable to minimize the size of the interleaver used. The size of interleaver required 
for symbols to be considered as uncorrelated for a given fade rate was determined in 
[116, 117]. Since block Turbo codes contain inherent interleaving this information 
can be used to choose the size of the block Turbo code used on a given channel. 
6.3.2 Equalization 
In this subsection ideas for future work on equalization are given. These ideas have 
not been implemented yet and some of the exact details are yet to be determined. 
Before the ideas are outlined a very brief literature review and some background 
information is required. For more information on equalization and a more extensive 
literature review see [48, 70, 108]. 
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Background 
Equalization is used to help recover signals transmitted over channels which suffer 
from intersymbol interference {lSI) such as the frequency selective Rayleigh fad-
ing channel. Optimum performance for coded systems can be obtained by per-
forming combined equalization and error correction decoding. Since the channel 
can be modelled as a convolutional code, equalization can be performed using 
a trellis [70]. Therefore, both equalization and decoding can be performed us-
ing a combined trellis, which uses the constraints of the channel and the error 
correction code [118]. Unfortunately, the number of states required for equaliza-
tion or error correction decoding alone can be prohibitive. Therefore, a combined 
trellis is often prohibitively complex and reduced complexity approaches such as 
[3, 4, 5, 38, 48, 49, 59, 60, 76, 78, 95, 96, 98, 103, 107, 111, 122, 123] are required. 
One approach to combined equalization and decoding is to use the equalizer 
(or channel decoder/ detector) as a decoding stage in an iterative decoder [38, 59, 
60, 78, 96, 98]. Interleaving may be used between the equalizer and error correc-
tion decoders to reduce correlation between the extrinsic information from different 
decoding stages [38]. Many of these approaches use trellis based maximum a posteri-
ori probability (MAP) decoders and equalizers, which can be prohibitively complex. 
Therefore, reduced complexity equalizers [18, 20, 24, 25, 37, 39, 70, 91, 92, 108, 118] 
and/ or decoders [90] may be required. In [48, 49], a reduced complexity approach 
based on iterative decoding and decision feedback equalization [39, 48, 70, 91, 108] 
was developed. The structure of this combined equalizer and decoder ( CED) is shown 
in Fig. 6.1. The first iteration of the CED is performed like a conventional decision 
feedback equalizer (DFE) followed by an error correction decoder. But on subsequent 
F eedforward 
Filter 
Decoder 
Quantizer 
Feedback 
Filter 
Re-encode 
data and 
map to 
constellation 
After 1st iteration 
Figure 6.1: Combined equalizer and error correction decoder of [48]. 
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iterations hard decisions from the error correction decoder are fed into the feedback 
filter. 
Suggestions for Future Work on Combined Equalization and Decoding 
Some ideas for future work on combined equalization and error correction decoding 
using iterative decoding will now be presented. These ideas are based on the concept 
used in [54, 90] (and chapters 3, 4 and 5) to perform reduced complexity error 
correction decoding. 
The proposed CED uses DFEs and is based on [4, 5, 48, 49, 122]. On the 
first iteration of the CED the structure is the same as a traditional DFE followed 
by an error correction decoder as in [48, 49]. The structure after the first iteration 
of the CEDis shown in Fig. 6.2. This can be considered as a bank of DFEs8 with a 
common feedforward filter9• Hard and/ or soft information from the error correction 
decoder is used to choose a set of paths/ constellation point sequences through the 
lSI/ equalization trellis. Each path uses a separate feedback filter. But, the number 
of :filters required may be reduced using techniques from [3, 122]. A hard sequence is 
fed into each feedback filter. However, better performance may be possible by using 
soft sequences [5, 48]. In [68] a sliding block algorithm is described, which may be 
useful in developing the proposed scheme. 
The bank of DFEs produces a set of soft outputs, only one of which is sent 
to the error correction decoder (called the soft output for the most "reliable" path). 
There are a number of ways the most reliable path from the bank of DFEs could 
be chosen. If a quantizer is placed on the output of each DFE stage, then the path 
with the minimum difference between the absolute value of the quantizers input and 
its output could be chosen as the most reliable path. A simple code could be used 
to reduce the number of paths to choose from, as in [122]. This code could also be 
a component code in the error correction code. 
The soft output from the DFE corresponding to the most reliable path/ con-
stellation point sequence is fed to the error correction decoder. But performance 
could be improved if the equalizer also passes extrinsic information to the error cor-
8 A bank of DFEs is also used in [122]. The proposed structure differs from [122] in the way the 
inputs to the filters are chosen and because it is used within an iterative decoder. 
9 A training sequence is used to initialize the filters, then they are adaptively updated as in [48]. 
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Figure 6.2: Proposed combined equalizer and error correction decoder after the 
first iteration. 
rection decoder. Extrinsic information may be calculated using the set of DFE soft 
outputs in a similar way to the SISO algorithms for error correction decoding of 
chapters 3 and 4, or that of [90]. Consider the case of BPSK. The hard decision on 
the most reliable path is denoted sn and a path with the other constellation point 
in the Ph received symbol position is denoted sc. The extrinsic information could 
be approximated by using these two sequences as follows 
(6.1) 
where di is the bit labelling the jth constellation point in sn, R is the received 
signal, Aj(q) is the soft output from and Aj(q) is the soft input to the qth decoding 
stage for the Ph symbol, and 'Y is the CSI. This concept would need to be extended to 
a non-binary approach for higher order modulations. Interleaving may be required 
between the equalizer and error correction decoder to reduce error propagation 10 
and the correlation between the extrinsic information from the equalizer and the 
decoder [38]. 
Now consider the test sequences of constellation points fed into the bank of 
feedback filters. They could be chosen in a number of different ways including the 
following: 
10DFEs are prone to producing error bursts. 
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1. The hard and/ or soft output from the error correction decoder is used to 
choose the test sequences. This could be done in a similar manner to the Chase 
decoder. First all test sequences are set equal to the sequence of constellation 
points chosen by the hard output from the error correction decoder. Then 
each test sequence uses a different combination of constellation points in the 
Pr LRPs11 . The soft output or extrinsic information is used to find the Pr 
LRPs. In the case of a multilevel code the Pr LRPs are chosen using the 
reliability information12 from all levels. 
2. Use the set of codewords found by the SILO or trellis based13 decoder to 
choose the test sequences of constellation points. In the case of a multilevel 
code all levels can produce a hard decision or a list of possible codewords. The 
codewords from all levels could be used to choose a set of test sequences of 
constellation points. 
The CED of Fig. 6.2 uses a bank of DFEs. However, other equalizers could 
be used in the CED. In [44] a maximum likelihood sequence estimation (MLSE) pre-
dictor receiver is developed using the Cholesky decomposition14 . The trellis used in 
this approach can be reduced to the set of paths/ constellation point sequences se-
lected by the error correction decoder to provide a sub-optimal reduced-complexity 
approach. A DFE or a one path approach to the MLSE predictor receiver could 
be used on the first iteration. Tentative decisions from the error correction de-
coder could be used to update this one path equalizer. A possible structure for this 
approach is shown in Fig. 6.3. 
6.3.3 Summary 
This section has presented a range of ideas to further improve the performance and 
flexibility of the decoders presented in this thesis. Suggestions for further extensions 
to fading channels and channel state estimation were also given. Finally, ideas 
11The value of Pr could be chosen using the reliability information. 
12 The soft output or extrinsic information could be used. 
13If a trellis based error correction decoder is used then a given number of the most reliable 
paths through the trellis could be used. 
14The impulse response of the channel would be assumed known if this option was used. 
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Figure 6.3: Alternative combined equalizer and error correction decoder. 
for future work on reduced complexity combined equalization and decoding were 
presented. 
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Appendix A 
Block Turbo Codes 
A.l Introduction 
Since the introduction of Turbo codes in 1993 [15] there has been much interest in 
serial and parallel concatenated coding schemes [11, 12]. Both of these schemes can 
be shown to be closely related to block Turbo/ product codes [23]. 
This appendix considers the structural relationships between both serial and 
parallel concatenated codes, and block Turbo codes for systematic binary linear 
block component codes1. The properties of V-dimensional block Turbo codes are 
discussed in section A.2. Section A.3 considers V-stage serial concatenated codes 
(SCCs) and their relationship to block Turbo codes. Section A.4 considers V-stage 
parallel concatenated codes (PCCs) (or Turbo codes) and their relationship to block 
Turbo codes. Finally conclusions· are given in section A.5. 
A.2 Block Turbo Codes 
A V-dimensional block Turbo code encodes a k1 x k2 x · · · x kv V-dimensional block 
of data. The first dimension is encoded using code C1 . Then the data and parity 
from encoding the first dimension are encoded using code ~. The mth dimension 
encodes the data and all parity bits from the previous encodings/ dimensions using 
code tern. This pattern continues in all subsequent dimensions. The structure of a 
1 Binary linear block component codes are assumed, however, convolutional and non-binary 
component codes could be used. 
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two-dimensional block Turbo code is shown in Fig. A.l and can be extended to more 
dimensions if desired. Due to its structure, all rows of the code matrix are codewords 
of C1 and all columns are codewords of !G.!. The same is true in all V-dimensions. 
Therefore, any dimension can be encoded or decoded first. 
Parity 
on Parity 
Parity 
Parity Data I~ 
.. .. 
Figure A.l: Two-dimensional block Thrbo code with component codes C1 and !G.!. 
When the parity on parity {PoP) bits are transmitted a V-dimensional block 
Thrbo code has rate 
v 
R= IIRz (A.l) 
1=1 
where Rz is the code rate of component code <Cz. The minimum Hamming distance 
of the block Thrbo code is given by 
v 
dH,min =II dH,l 
1=1 
where dH,l is the minimum Hamming distance of component code C1• 
(A.2) 
In some cases, the PoP bits are not transmitted. The code rate is then [43] 
(A.3) 
where n1 is the length of codewords in C1 and k1 is the number of information bits in 
a codeword. In this case the minimum Hamming distance of the block Turbo code 
(without PoP bits) is bounded by 
v 
dH,min :S II dH,l 
1=1 
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(A.4) 
Block Turbo codes have inherent block interleaving between the encoders. 
In the two-dimensional case this is due to encoding rows and then columns (or 
columns and then rows). This 'interleaver' can be seen as a rows in columns out 
(or columns in rows out) block interleaver, 1fT = 1fb. Therefore, the structure of a 
2-dimensional block Turbo code when PoP bits are transmitted is represented by 
Fig. A.2a. Figure A.2b illustrates the encoder for a block Turbo code when the PoP 
bits are not transmitted (or encoded). 
Data Encoder Data and Encoder Output 
<C2 <C1 Parity 
(a) 
Data Encoder Data and Pari 
<Cl 
Encoder Parity 
<C2 
(b) 
Figure A.2: a) Encoder structure of a two-dimensional block Turbo code when the 
PoP bits are transmitted and the encoder structure of a two-stage serial concatenated 
code. b) Encoder structure of a two-dimensional block Turbo code when the PoP bits 
are not transmitted and the encoder structure of a two-stage parallel concatenated 
code. 
A further variation is to use a random interleaver, 1r n between encoding each 
dimension of the block Turbo code in addition to the inherent block interleaver, 1fb, 
so the resulting interleaver is 1fT= 1fb1fr [93, 94]. Then some uncorrectable error pat-
terns may be broken up. The second code now provides parity bits on the randomly 
interleaved data and parity bits from the first encoding. When random interleaving 
is used and the PoP bits are transmitted the minimum Hamming distance of (A.2) 
is no longer guaranteed. In addition the output is now dependent on which code 
was encoded first. So the last code encoded is the first code decoded when the full 
block Turbo code matrix is transmitted. In the two-dimensional case all the rows 
and columns are now not guaranteed to be codewords. Unless otherwise stated only 
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the inherent block interleaving is used. 
One of the advantages of having/ sending the PoP bits is that all rows and 
columns are codewords. This means that extrinsic information can be calculated for 
all transmitted bits (data, parity and PoP bits) by every decoder as shown in [90] and 
Fig. A.3a. The iterative decoding of block Turbo codes when the PoP bits are not 
transmitted is considered in [43] for both block and convolutional component codes. 
In this case all decoders can calculate extrinsic information for the data bits, but 
not for all the parity bits. The passing of soft information in the iterative decoder 
of a block Turbo code which transmits the PoP bits and uses a random interleaver 
is shown in Fig. A.3b. The iterative decoder for a block Turbo code when the PoP 
bits are not transmitted is shown in Fig. A.3c. 
A.3 Serial Concatenated Codes 
A sec consists of a chain of V ~ 2 component encoders separated by interleavers. 
The encoder for a two-stage SCC is shown in Fig. A.2a. A block or random inter-
leavers could be used. Each encoder adds redundancy to the output of the previous 
encoder. The rate of a V-stage SCC is given by (A.1). 
SCCs are decoded in the reverse order to which they are encoded. The it-
erative decoder for a SeC is shown in Fig. A.3b. Extrinsic information can only 
be calculated by every decoder for those bits common to all codes (the output from 
C1). 
A block Turbo code with PoP bits transmitted is structurally equivalent to 
a sec with a block interleaver between the component codes as they then produce 
the same codewords. This assumes the size of the interleaver is determined by the 
component codes of the block Turbo code. As expected the code rates are the same 
in the two cases. The fact that block Turbo codes are SCCs is stated in [90] and 
implied in [61] for block Turbo codes using only the inherent block interleaving. 
If a random interleaver is used between dimensions of the block Turbo code 
the resulting code is the same as a sec with a random interleaver of equal length. 
In order to obtain the same codeword the random interleaver of the SCC would 
consist of the inherent block interleaver from the block Turbo code followed by the 
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Figure A.3: a) Iterative decoding structure for a two-dimensional block Turbo 
code with PoP bits and block interleaver 7rb· b) Iterative decoding structure for a 
two-dimensional block Turbo code that transmits all encoded bits and has random 
interleaver 1fT = 1fb1fr· Iterative decoding structure for a two-stage sec [12]. c) 
Iterative decoding structure for a two-dimensional block Turbo code when the PoP 
bits are not transmitted. Random interleaving may be used. Iterative decoding 
structure for a two-stage PCC [12]. I and A represent the extrinsic information 
for the input bits to the corresponding encoder and for all encoded bits from the 
corresponding encoder respectively. CH represents the soft information from the 
demodulator. 
random interleaver used by the block Turbo code. 
If only block interleaving is used, block Turbo codes have an advantage over 
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SCCs in their decoding. Any component code can be decoded first by a block 
Thrbo code (when only the inherent block interleaving is used and the PoP bits are 
transmitted). In addition, iterative decoding of these block Turbo codes can obtain 
extrinsic information on all encoded bits from all decoders [90] as indicated in Fig. 
A.3a. When decoding SCCs, the component codes are decoded in reverse order to 
what they were encoded in and not all decoders can calculate extrinsic information 
for all encoded bits. This is shown in the iterative decoding structure for SCCs in 
Fig. A.3b. It is also the decoder of a block Turbo code with random interleaving 
when the full block Thrbo code matrix is transmitted. 
One advantage of SCCs is their flexibility in the choice of interleaver size. The 
interleaver size of a block Thrbo code is determined by the size of the component 
codes within the block Thrbo code. The interleaver has n 1 columns and k2 rows (or 
n2 rows and k1 columns) in the two-dimensional case (see Fig. A.l). The interleaver 
length for a sec is only limited to being a multiple of the output length of cl' 
n 1, and the input length of~' k2 , for the two code case. In the V-stage/ V-
dimensional case the interleaver size for the block Thrbo code is restricted by the 
component codes and the SCC must have a V-dimensional input to produce the 
same codeword. This means a V-stage SCC can have a much shorter block length 
than a V-dimensional block Thrbo code. A V-dimensional block Thrbo code with 
random interleaving of the data bits is described in [93, 94]. 
A.4 Parallel Concatenated Codes 
PCCs do not re-encode the parity bits from any of the encoders. A PCC encodes 
the data using the first code and then encodes interleaved versions of the data with 
the other encoders. Block or random interleavers can be used. The two code case is 
shown in Fig. A.2b. The data bits from only one encoder are transmitted, but the 
parity bits from all encoders are transmitted. Any component code can be encoded 
or decoded first. 
The rate of a PCC is given by (A.3) when both data and parity bits from 
encoder C1 are transmitted and only parity bits from the other encoders are trans-
mitted. Again iterative decoding can be used, with extrinsic information only being 
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calculated by every decoder for the data bits as shown in Fig. A.3c. 
A block Turbo code which does not transmit PoP bits is structurally a PCC 
with V-dimensional block interleavers between the component codes. Again a ran-
dom interleaver can be used between encodings of the block Turbo code and an 
equivalent random interleaver can be found for the PCC that takes the inherent 
block interleaving of the block Turbo code into account. In this case there is no 
decoding advantage for the block Turbo code compared to the PCC. Both have the 
iterative decoder shown in Fig. A.3c. The connection between block Turbo codes 
without PoP and PCCs using a block interleaver is stated in [11] and implied in 
[81]. This relationship can be seen by noting that the encoder for a block Turbo 
code (Fig. A.2c) is the same as that for a PCC. The rate of the PCC and the block 
Turbo code when no PoP bits are transmitted is also the same as expected. 
One advantage of PCCs is their flexibility in the choice of interleaver size. 
The interleaver size of a block Turbo code when no PoP bits are transmitted is 
determined by the input lengths of its component codes. The interleaver has k1 
columns and k2 rows in the two dimensional case (see Fig. A.1). The interleaver 
length for a PCC is only limited to being a multiple of the input length of tC\, k1 , 
and the input length of~, k2 , for the two code case. In the V-stage/ V-dimensional 
case the PCC must have a V-dimensional input to produce the same codeword. 
A.5 Discussion and Conclusions 
There is clearly a close structural connection between block Turbo codes and both 
SCCs and PCCs. A block Turbo code can be seen as a subclass of both of these 
concatenated coding structures, with different restrictions on interleaver size. How-
ever, given an appropriate interleaver size both SCCs and PCCs may be viewed as 
subclasses of block Turbo codes. 
A block Turbo code that transmits the PoP bits and only uses an inherent 
block interleaver, 7rb, has advantages over SCCs. The block Turbo code has the 
advantage that it can encode or decode any code first and all decoders can calculate 
extrinsic information for all encoded bits. But a SCC is a block Turbo code if an 
appropriately sized interleaver is used. Therefore, if an appropriately sized block 
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interleaver is used, then the sec can encode or decode any code first, and all 
decoders cancalculate extrinsic information for all encoded bits. 
Iterative decoding can be used successfully on all these code structures [13, 
15, 90]. Iterative decoding can also be used successfully on block Turbo codes with 
random interleavers as shown in [93, 94]. To allow the iterative decoding of block 
codes with a large trellis, reduced complexity algorithms need to be used. Reduced 
complexity decoding algorithms can be used with great success if soft information 
can be calculated as shown in [90], and chapters 3, 4 and 5 of this thesis. This allows 
more complex component codes to be used in the concatenated structures. 
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Appendix B 
Binary Linear Block Codes 
B.l Introduction 
Binary linear block codes are introduced in section 2.2 as a method of allowing 
received errors to be detected and/ or corrected. In this appendix some additional 
information on binary linear block codes is presented. The properties of perfect and 
quasi-perfect codes are considered in section B.2. Encoding and decoding a binary 
linear block code using generator matrices are considered in section B.3 and section 
B.4 respectively. Dual codes are defined in section B.4. 
B.2 Perfect and Quasi-Perfect Codes 
The codewords in a code, C, of length n can be considered as points in an n-
dimensional space. Each codeword has a decoding sphere centred on it. Any received 
binary vector in a decoding sphere will be decoded to the codeword at its center. 
Problems arise if the decoding spheres overlap as any received signal in more than 
one sphere could be decoded to more than one codeword. The properties of the code 
determine the radius of the decoding spheres, whether all received vectors are in a 
sphere and whether the spheres are disjoint. Now the decoding spheres of perfect 
and quasi-perfect codes will be discussed. 
Consider decoding spheres of radius t around each of the 2k codewords in C, 
where t is the error correction capability of the code and k is the number of data 
bits in each codeword. In the case of a perfect code all possible binary vectors of 
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length n are contained in the decoding spheres [63]. Around each codeword there 
are [69] 
(B.1) 
possible error sequences1 (meaning all possible binary vectors of weight < t and 
length n). Therefore, in each sphere of radius t there are 
(B.2) 
possible binary vectors of length n (including the centre codeword). The decoding 
spheres of a perfect code do not overlap and contain all 2n possible binary vectors. 
There are 2k possible codewords and therefore, 2k spheres. Therefore, in the case 
of a perfect code the number of vectors in each sphere times the number of spheres 
equals the number of possible length n vectors [69], meaning 
(B.3) 
This means that perfect codes can only correct error sequences with t or fewer errors 
[63], but they can correct all of these error sequences. Single error correcting binary 
BCH codes are perfect codes [69], while double error correcting binary BCH codes 
are quasi-perfect codes [63]. 
A quasi-perfect code can correct all error sequences with t or fewer errors 
and some sequences containing t + 1 errors [63]. Spheres of radius t + 1 around 
the codewords contain all possible vectors of length n, but the spheres may overlap 
[63]. This means that a received binary vector may be contained in more than one 
sphere, with a different error sequence for each sphere it is in. In this case the error 
sequences can only be used to detect errors, not correct them. This is why only 
some error sequences of weight t + 1 can be corrected. 
B.3 Encoder 
A generator polynomial or generator matrix can be used to encode an information 
vector. This section summarizes the encoding of systematic linear block codes using a 
generator matrix, based on the description in [69]. If the information bits appear un-
altered in the encoded word then the code is called systematic [69]. Non-systematic 
1 Error sequences are binary vectors of length n representing a given pattern of errors. 
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codes are usually avoided since they require additional encoding and decoding op-
erations and an equivalent systematic code can always be found [69]. An equivalent 
code only differs in the order in which the bits appear in the codeword. 
Define g ( x) as the generator polynomial of a systematic linear block code. 
A systematic generator matrix can be created by encoding all possible information 
sequences containing a single one using g(x). Each of these encoded words is a row 
in the generator matrix. By ordering them appropriately the systematic generator 
matrix can be written as 
G=[Ph] (B.4) 
where Pis a k x (n- k) matrix of parity bits and Ik is the k x k identity matrix. 
The generator matrix has no redundant rows and so can not be reduced. It can 
create all 2k possible codewords. A codeword, C, is generated by multiplying the 
1 x k data/ information vector, m, by the generator matrix, G, to obtain 
C=mG (B.5) 
The encoder leaves the information bits unaltered at the end of the codeword and 
places the parity bits at the beginning of the codeword. 
B.4 Decoder and Dual Codes 
A hard-input hard-output (HIHO) decoder for binary systematic linear block codes 
is now discussed based on the discussion in [69]. First the parity check matrix, H, 
of the code is defined as [69] 
(B.6) 
where the (n- k) x k matrix pT is the transpose of the submatrix of parity bits P 
in the generator matrix and In-k is the (n- k) x (n- k) identity matrix. Since [69] 
T [In-k] GH =[Pik] p =P+P=O (B.7) 
and 
C=mG (B.8) 
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the syndrome vector, S, of a codeword is given by 
(B.9) 
If the hard input vector, Y, has received errors, e, then 
(B.lO) 
and a non-zero syndrome is produced. 
Another code can be generated and decoded using H and G. The code 
generated by encoding G is denoted Ca and has k information bits and 2k possible 
codewords. The dual code to Ca is defined as the code created by using the parity 
check matrix of Ca, H, as the generator matrix of the dual code, and the generator 
matrix of Ca, G, as the parity check matrix of the dual code [69]. If Ca is a cyclic 
code, then so is its dual. The dual code has n- k information bits and 2n-k possible 
codewords [69]. Therefore, an (n, k) linear block code has a (n, n- k) dual code 
[69]. Ca can be decoded using its dual code [7, 43, 45]. If n- k < k, then decoding 
the dual code can be simpler [43]. 
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Appendix C 
Performance Bounds for Block 
Turbo Codes 
C.l Extended BCH Component Codes 
In this appendix the bound on the probability of bit error for block Turbo/ product 
codes with extended BCH component codes of [112, 114] is discussed. This section 
will summarize the derivation given in [112, 114] for this union bound. Consider 
transmitting a linear binary block code C over the additive white Gaussian noise 
(A WGN) channel. The Gaussian noise has a mean value of zero and a two-sided 
power spectral density (passband) of N0 /2. The union bound can be written as 
P(D :f: CIC) :S L Pe(C-+ D) (C.1) 
DEC,Ci=D 
where C is the transmitted codeword, D is the decoded word from a maximum 
likelihood (ML) decoder and the pairwise error probability is given by 
P,(C---> D)= Q ( d~(C, D)) 
2No 
(C.2) 
where Q(·) is the Q-function1 and d~(C, D) is the squared Euclidean distance be-
tween the sequence of constellation points labelled by C and that labelled by D. 
1 The Q-function is defined as [ 4 7] 
1 {
00 
( x
2
) 1 ( v ) Q(v) = v'2if lv exp - 2- = 2erfc y'2 (C.3) 
where erfc( ·) is the complementary error function. 
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For BPSK dMC, D) = 4E8 dH(C, D), where dH(C, D) is the Hamming distance 
between codewords C and D. E8 = REblog2 (M) is the average energy used to 
transmit a symbol, R is the code rate, Eb is the average energy used to transmit a 
data bit and log2(M) is the number of encoded bits transmitted per symbol [48]. 
Since <C is a linear code it is distance invariant2 [114]. Now for any codeword 
in <C (0.1) can be written as 
P(D #GIG)~ w=dE.(C) A,(<C)Q ( /¥-) (0.4) 
where dH,min(<C) is the minimum Hamming distance between two codewords in <C, 
Aw (<C) is the number of codewords of weight w in <C and n is the length of a codeword. 
If the decoded codeword is w bits from the transmitted codeword, then there 
will be w errors in the n decoded bits. Therefore, probability of bit error after ML 
decoding can be written as 
(0.5) 
As w increases in value, Q ( jiifiF) decreases in value exponentially. Therefore, the 
dominant components in (0.5) are those with small values of w. At low signal to 
noise ratios (SNRs) the number of codewords at higher weights affects performance, 
but at high SNRs (0.5) should provide a good bound on the bit error rate (BER). 
In order to calculate the probability of bit error of (0.5) the coefficients, 
Aw(<C), of the weight enumerator, A(x), need to be known. For a large code, for 
example the (64, 57, 4) 2 block Turbo code, the weight enumerator is time consuming 
to calculate due to there being 23249 possible codewords. The component codewords 
in the block Turbo code are a lot shorter and have only 257 possible codewords, 
therefore, it is easier to calculate their weight enumerators. 
Denote the block Turbo code by Cp, its row code by <C,. (with length nr 
and minimum Hamming distance dH,r) and its column code by <Cc (with length nc 
and minimum Hamming distance dH,c)· In [113] it is shown that in general the 
entire weight enumerator of a block Turbo code is not just dependent on the weight 
2 Each codeword in a distance invariant code, C, has Aw(C) codewords at Hamming distance w 
from it, for all w. 
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enumerators of the component codes. However, for block Turbo codes with linear 
component codes the number of codewords with weight [112, 114] 
W < dHrdH c +max (dHr ldH,cl, dH /dH,rl) 
, , , I q , I q (C.6) 
can be determined using the weight enumerators of the component codes. This 
achieves equality if q = 2 and both dH,r and dH,c are odd, where q is the size of the 
Galois field ( q=2 since binary codes are considered). The coefficients of the block 
Turbo code's weight enumerator (or the number of codewords in <Cp with weight3 
w) in this range of w are given by 
(C.7) 
where the sum is over all divisors, i, of w, Ai(Cc) is the number of codewords in Cc 
ofweight i and Aw;i(Cr) is the number ofcodewords in Cr ofweight w/i [112]. 
The weight enumerator of an ( n, k) single-error correcting4 primitive binary 
BCH code is given by [120] 
1 A(x) = -- [(1 + xt + n(1- x)(1- x2)(n-l)/2] 
n+1 
(C.8) 
The coefficient of the xw term, Aw (C), is the number of codewords of weight w in 
For a length n extended single error correcting BCH code (extended by an 
overall parity bit to ensure even parity) the weight enumerator is given by [69] 
1 A(x) = 
2
n [(1 + x)n + (1- x)n + 2(n- 1)(1- x2 )nl2] (C.9) 
The weight distributions are only known for some BCH codes, including all 
double and triple error correcting primitive binary BCH codes. The weight enumer-
ator of a code can be determined using the weight enumerator of its dual code5 . 
Tables of weight enumerators for the dual codes of these codes are given in [120]. 
If A(x) is the weight enumerator of a (n, k) code and B(x) is that of its (n, n- k) 
dual code then [69, 120] 
B(x) = 2-k(1 + x)n A [1 - xl 
1+x 
-------------------------
3The weight of a binary codeword is the number of ones it contains. 
4 n is the length of a codeword and k is the number of data bits in the codeword. 
5Dual codes are defined in appendix B. 
163 
(C.10) 
or [69] 
A(x) = 2'-"(1 + x)" B [~ ~:] = t, A,x' (C.ll) 
The weight enumerator of a length n+ 1 extended two or three error-correcting 
BCH code, Ae(x) = Ae,o+Ae,1x+· · ·+Ae,n+lxn+l, can be calculated using the weight 
enumerator of the length n unextended code,Au(x) = Au,o + Au,1x + · · · + Au,nXn, 
using 
n 
Ae(x) = '2:Au,ix2 ri/2l (C.12) 
i=O 
meaning the extended code only has even weight codewords and so the weight of 
every odd weight unextended codeword is increased by one. 
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Appendix D 
Glossary of Abbreviations 
AHA= Advanced Hardware Architectures. 
ASK = amplitude shift keying. 
AWGN = additive white Gaussian noise. 
BCH = Bose-Chaudhuri-Hocquenghem. 
BCJR = Bahl-Cocke-Jelinek-Raviv. 
BER(s) =bit error rate(s) (of data bits). 
BPS = data bits per 16-QAM symbol. 
BPSK =binary phase shift keying. 
CED = combined equalizer and decoder. 
csr = channel state information. 
dB = decibel. 
DFE =decision feedback equalizer. 
FER(s) = frame error rate(s) (of data bits). 
HIHO = hard-input hard-output. 
lSI = intersymbol interference. 
LAN(s) = local area network(s). 
LLR(s) = log-likelihood ratio(s). 
LRP(s) = least reliable position(s). 
MAP =maximum a posteriori probability. 
ML = maximum likelihood. 
MLSE = maximum likelihood sequence estimation. 
MRPs = most reliable positions. 
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MSD(s) = multistage decoder(s). 
PCC ( s) = parallel concatenated code ( s). 
PoP =parity on parity bits. 
PSK =phase shift keying. 
QAM = quadrature amplitude modulation. 
QPSK = quadrature phase shift keying. 
RS = Reed Solomon. 
SCC(s) = serial concatenated code(s). 
SIHO = soft-input hard-output. 
SILO = soft-input list-output. 
SISO = soft-input soft-output. 
SNR(s) = signal to noise ratio(s). 
SOYA = soft output Viterbi algorithm. 
VSAT = very small aperture terminal. 
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Appendix E 
Glossary of Symbols 
Parameters: 
• ai, aQ = amplitudes of a QAM constellation point in the in-phase and quadra-
ture dimensions respectively. 
• Aw(C) =the number of codewords of weight win code C. 
• A(x) = weight enumerator. 
• As = syndrome matrix. 
• B =bandwidth. 
• B(x) =weight enumerator of dual code. 
• C = ( c1 , · · · , en) = competing codeword. 
e c-j = (c1, · • • , Cj-1, Cj+1, · • · , Cn) =COmpeting codeword excluding the lh po-
sition. 
• { C} =set of possible competing codewords found by the list based decoder. 
• {Calej = +1}, {Cblej = -1} =the sets ofcodewords, ca and Cb, with ej = +1 
and ej = -1 respectively. 
• {Calej = +1}c, {Cblej = -1}c =the subsets ofcodewords, ca and Cb, chosen 
by the Chase decoder with ej = + 1 and ej = -1 respectively. 
• C = capacity. 
• C = block code. 
• c(x) = (co+ c1x + · · · + Cn_1xn-1) = codeword polynomial. 
• c' (x) = polynomial for an extended BCH codeword. 
• D = (d1 , · · · , dn) = decision codeword from the list based decoder. 
• n-j = (dl, ... 'dj-1, dj+1, ... 'dn) =decision codeword from the list based de-
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coder excluding the lh position. 
• ][)) = decoder for code C. 
• dH = Hamming distance. 
• dH,i, dH,min = minimum Hamming distance of code ~, C. 
• d1 = squared Euclidean distance. 
• E ( e1, • • • , en) = transmitted codeword. 
• e~ = bit on level m labelling s~±. 
• E = Euler's constant. 
• e = error vector. 
• e(x) = polynomial representing the received errors. 
• E~, E~ =the vectors of bits from level mused in the label that chooses sa or 
sb respectively. 
• E~± = ( e~~, · · · , e!{;) = the vector of bits from level m in the label used to 
choose sij±. 
• Eb = energy used to transmit a data bit. 
• Es = symbol energy. 
• fc carrier frequency. 
• fo = coherence bandwidth. 
• g(t) =additive white Gaussian noise (AWGN} signal as a function of time. 
• gl AWGN sample. 
• g(x) generator polynomiaL 
• G = generator matrix in appendix B, otherwise, it is the AWGN vector. 
• GF(q) = Galois field with q elements. 
• H =parity check matrix. 
• h(t) pulse shape. 
• /1 = l x l identity matrix. 
• j imaginary component .J=I. 
• k information/ data length in codeword. 
• l = error detection capability of the code. 
• L = number of levels in the multilevel code. 
• M =number of constellation points. 
• m =data vector. 
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• m ( x) = data polynomial. 
• n = codeword length. 
• N = total number of encoded bits transmitted per block/ frame. 
• N 1 = number of bits transmitted by level l per transmitted block/ frame. 
• Nm =length of level m code block. 
• N0 =two-sided power spectral density of the additive white Gaussian noise (No 
for baseband signals, N0 /2 for passband signals). 
• N; = number of positions in the p' least reliable positions (LRPs), where 
Yl(q) =/- d1. 
• N 8 = maximum number of LRPs used by the distance approach. 
• N~ = number of LRPs used by the distance approach. 
• p = number of LRPs considered by the Chase decoder. 
• p' = number of LRPs for which the error patterns contain all possible binary 
combinations, (x1 , • • • , Xp' ). 
• Pr = number of LRPs used to develop test sequences of constellation points for 
the proposed combined equalizer and decoder. 
• Pav = average signal power. 
• P = matrix of parity bits in the generator matrix. 
• Pe =probability of bit error after maximum likelihood decoding. 
• Pe(C-+ D) =pairwise error probability. 
• Pr = number of least reliable constellation points found in one of the proposed 
equalizers. 
• q = decoding stage number. 
• Qi = number of completed decoding stages on level i. 
• Qmax =maximum number of decoding stages to be completed. 
• r(t) = received signal as a function of time. 
• R = (r1 , • · • , rn) =soft received signal (with real or complex values). 
• R-j = (r1 , · · · , Tj-I, rj+1, · · · , rn) =soft received signal excluding the jth posi-
tion. 
• n = code rate. 
• s(t) =transmitted signal as a function of time. 
• s1 = constellation/ transmitted point. 
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• { sj leij = ±1} = set of constellation points with the level i label eij = ±1. 
• {sa 1 eij = + 1}, { sb 1 eij = -1} = sets of sequences of constellation points, sa 
and Sb, with the lh bit in the level i label equal to eij = + 1 or eij = -1 respectively. 
• sk = kth syndrome. 
• S = syndrome vector. 
• s;± = constellation point with the largest soft input metric and eij = ±1. 
• Sij± = (s~±, · · · , s~±) =sequence of constellation points with maximum metric 
and eij = ±1. 
• sc = second most likely sequence of constellation points. It equals siJ+ or 
sij-. 
e SD = most likely sequence of constellation points. It equals Sij+ or Sij-. 
• t = time index in chapter 1. 
• t = error correcting capability of the code. 
• {T} =set of test sequences. 
• T0 = coherence time. 
• T m = maximum excess delay. 
• Ts = symbol period. 
• v = number of errors received. 
• Vi =number of component codes on level-i. 
• w =weight of a codeword in section 4.5 and appendix C. 
• { Wmj ( qm) }~=1 = the set of extrinsic information from all levels for the lh trans-
mitted symbol. 
• W(q) = (w1(q), · · · , wn(q)) =extrinsic information from the qth decoder. 
e w-j(q) = (w1(q), • · · , Wj-1(q), Wj+l(q), • · · , Wn(q)) = extrinsicinformation from 
the qth decoder excluding the lh position. 
• {W m(qm)}~=l =the set of extrinsic information vectors from all levels. 
• weight(p) = the maximum weight of an error pattern. 
• x = (x1 , · · · , xp) =the indices for the p LRPs in the soft input (smallest abso-
lute values) 
• Xi = the location of the ith received error. 
• y(x) = (Yo +y1x+ · · · , Yn-lxn-1) =hard input polynomial (binary coefficients). 
• Y(q) = (y1 (q), · · · , Yn(q)) =hard (binary) decision on the soft input vector to 
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the qth decoder. 
• a, a( q) = used to scale the extrinsic information. 
• ak = kth root of the generator polynomial and a kth power of a primitive ele-
ment, a, of an extension field in section 2.2. 
• /3, f3(q) = used to calculate the extrinsic information. 
• ~j(q) = distance based estimate of /3i(q). 
• !'(t) = multiplicative fading. 
• /'A(t), /'A =magnitude of multiplicative fading, with sample 'Yi· 
• { = (1'1, · · · , !'n) = channel state information vector. 
• r = average signal to noise ratio. 
• 5 = intra subset Euclidean distance. 
• e(t) = phase of multiplicative fading variable. 
• .X(q) = (.A1(q), · · ·, An(q)) =soft input vector to qth decoder. 
• A(q) = (A1 (q), · · · ,An(q)) =soft output vector from qth decoder. 
• { 0 = set of combinations of positions used by the distance based approach to 
estimating f3i ( q) and { ~i} is the set for level-i in a multilevel code. 
• 7f = 3.14 to 2 decimal places. 
• 7f r = random interleaver. 
• nr, 7fr1 = total interleaver and deinterleaver respectively. 
• 7fb, ni:1 =block interleaver (rows in columns out or vice versa) and deinterleaver 
respectively. 
• u(x) = xv + a1xv-l + · · · + O"v = error locator polynomial. 
• x(q) =used to scale the soft input to avoid decoder overflow problems. 
• xf = the total scaling to the soft input to level i. This scaling is used to avoid 
decoder overflow problems. 
Functions: 
• det(·) =determinant. 
• exp ( ·) = exponential. 
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• min{-} =minimum value. 
• (-) = average. 
• l x J = closest integer to x of equal or lesser value. 
• EB = modulo 2 addition. 
• f.Lx =mean of x. 
• cr; = variance of x. 
• p( ·) = probability density function. 
• P(·) =probability. 
• er f c( ·) = complementary error function. 
• Q(·) = Q-function. 
• log(·) = natural logarithm, unless otherwise stated. 
• log2 ( ·) = base 2 logarithm. 
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