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a b s t r a c t
The stability and chaos of an ICA algorithm are investigated by analyzing the corresponding
deterministic discrete time (DDT) system. The existence and stability of all the possible
fixed points of the ICA algorithm are studied. While the nonlinear function contained
in the algorithm is specified, an invariant set of the algorithm is obtained so that the
non-divergence of the algorithm can be guaranteed. It is then derived in this invariant
set that the behaviors of the algorithm are dominated by a one-dimensional map. The
conditions for convergence and chaos are derived. In the outside of the invariant set, the
corrected Marotto’s theorem and computer-assisted method are applied to study the two-
dimensional case of the algorithm and the existence of chaos is proved. The attractors and
bifurcation diagrams of the algorithm with different parameters are presented to further
confirm the obtained results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Independent component analysis (ICA) [1] is a statistical signal processing technique whose goal is to express a set of
random variables as linear combinations of statistically independent component variables. Its main applications are in blind
source separation, feature extraction, blind deconvolution, etc [2]. Many neural algorithms for ICA have been proposed and
studied; see examples [3,2,1].
In [4], Hyvärinen and Oja proposed a class of learning algorithms for a single neuron, by which the neuron learned
to estimate one of the independent components. It is very difficult to directly study their dynamical properties because
they are described by stochastic discrete time (SDT) algorithms [5]. Their dynamical behaviors were previously studied by
analyzing the corresponding deterministic continuous time (DCT) system based on a stochastic approximation theorem [4].
This method needs the learning rates converging to zero. However, this condition is not reasonable in practice due to
computational roundoff limitations and tracking requirements [5,6]. To overcome this shortcoming, deterministic discrete
time (DDT) method has been used; see examples [7,5,6]. This method preserves the discrete time nature of the original
algorithm and does not require the learning rate to approach zero.
In this paper, the dynamical behaviors of the ICA algorithm proposed in [4] are studied indirectly by the corresponding
DDT system. By Lyapunov indirect method, the stability of all the possible fixed points is discussed. For a class of nonlinear
functions contained in the algorithm, an invariant set is obtained and the convergence in this invariant set is studied. In
addition, the complex dynamical behavior such as chaos is further studied. As far as we know, the chaotic behaviors of
the ICA algorithms are rarely discussed. In [8], the occurrence of chaos for the one-dimensional case of an ICA algorithm is
illustrated by numerical studies. Therefore, a rigorous verification of the existence of chaos for ICA algorithms is necessary.
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In studying problems on chaos of one-dimensional discrete dynamical systems, Li and Yorke’s well-known theorem [9],
‘‘period 3 implies chaos’’, plays an important role. For higher-dimensional discrete dynamical systems, Marotto [10]
established a criterion to verify the existence of chaos in Rn, see [11–13] for its applications. However, Chen et al. [14]
found that there existed an error in Marotto’s paper [10]. Then several papers [15,16] have tried to modify this theorem.
To respond to these works, Marotto [17] himself gave a corrected version, where he thought above-mentioned corrections
had significantly weakened his theorem. In this paper, the corrected Marotto’s theorem will be used. Since it is not easy to
directly apply the theorem to prove the existence of chaos in practice, some computer-assisted techniques were proposed.
In [11], by combining shadowing techniques and computer-assisted methods, the existence of snapback repellers was
proven, which was applied to analyze the discrete Richer & Beverton–Holt model [12]. However, the proof was based on
Marotto’s uncorrected theorem and it needs a modification. In this paper, the modified version of the method proposed
in [11] is applied to prove the existence of a snapback repeller for the two-dimensional case of the ICA algorithm. For n-
dimensional case, under some conditions, the behaviors of the algorithm are proven to be dominated by a one-dimensional
map and the existence of chaos is verified by Li–Yorke’s theorem.
This paper is organized as follows. Some preliminaries are presented in Section 2. In Section 3, the existence and stability
of all the possible fixed points are discussed. The convergent and chaotic behaviors of the algorithm are further studied in
Section 4. Finally, in Section 5, the conclusions follow.
2. Preliminaries
Assume an n-dimensional stochastic signal vector v(k) is observed. In ICA, it is assumed that
v(k) = As(k),
where the mixing matrix A and the source vector s(k) = [s1(k), . . . , sn(k)]T are unknown, and s1(k), . . . , sn(k) are mutually
independent non-Gaussian signals with zero mean and unit variance. The goal of ICA is to estimate the source signals s(k)
from the observed signals v(k) only. To make algorithms simpler and faster, a linear transformation called prewhitening is
often used to transform the observed signals v(k) to x(k) = Mv(k) such that E{x(k)x(k)T } = I , whereM is a prewhitening
matrix. It follows that
x(k) = Mv(k) = Bs(k),
where B = MA. Clearly, E{x(k)x(k)T } = BE{s(k)s(k)T }BT = BBT = I , so B is an orthogonal matrix.
To estimate one of the independent components, Hyvärinen and Oja proposed the following on-line learning
algorithm [4]:
w(k+ 1) = w(k)+ µ(k)[−σx(k)g(w(k)Tx(k))− f (‖w(k)‖2)w(k)],
where µ(k) is the learning rate, x(k) is the whitened data, f is a scalar function, σ = ±1, g(y) = ay − by3 with a ≥ 0 and
b > 0. In this paper, a constant learning rate is used. The algorithm with a constant learning rate can be presented as:
w(k+ 1) = w(k)+ η[−σx(k)g(w(k)Tx(k))− f (‖w(k)‖2)w(k)] (1)
for all k ≥ 0, where η is a constant learning rate.
Before the convergence analysis, a transformation is given first. Let z(k) = BTw(k), it follows thatwT (k)x(k) = zT (k)s(k)
and
z(k+ 1) = z(k)+ η[−σ s(k)g(z(k)T s(k))− f (‖z(k)‖2)z(k)]. (2)
Obviously, the analysis of the dynamical behaviors of algorithm (1) can be transformed to that of algorithm (2). The kurtosis
of a zero-mean randomvariable u is defined as k4(u) = E{u4}−3(E{u2})2, where E{·} denotes themathematical expectation.
For the source signal si with zero mean and unit variance, we have
k4(si) = E{s4i } − 3, (3)
where i ∈ {1, 2, . . . , n}. Since E{s4i } ≥ 0, it follows from (3) that
k4(si)+ 3 ≥ 0 (4)
for any source signal si. The following Lemma may be useful.
Lemma 1 ([2]). For any i ∈ {1, 2, . . . , n}, it holds that
E
{
si(zT (k)s)3
} = k4(si)z3i (k)+ 3‖z(k)‖2zi(k)
for all k ≥ 0.
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In this paper, we will study the dynamic properties of (2) via DDT method. Following Zufiria’s method [7], taking the
conditional expectation operator E{z(k + 1)/z(0), s(i), i < k} to (2) and identifying the conditional expected value as the
next iterate, a DDT system can be obtained as follows:
z(k+ 1) = z(k)+ η
[
σbE
{
s(k)
(
z(k)T s(k)
)3}− σaz(k)− f (‖z(k)‖2)z(k)] (5)
for all k ≥ 0. From Lemma 1, for any i ∈ {1, 2, . . . , n}, it follows that
zi(k+ 1) =
[
1− ησa− ηf (‖z(k)‖2)+ 3ησb‖z(k)‖2 + ησbk4(si)z2i (k)
]
zi(k). (6)
3. Existence and stability of fixed points
Let z∗ = [z∗1 , . . . , z∗n ]T be a fixed point of algorithm (5). It follows from (6) that the ith component of z∗ is either zero or
the non-zero solutions of the following equation:
σbk4(si)zi2 + 3σb‖z‖2 − σa− f (‖z‖2) = 0. (7)
Then we have
k4(si)z∗i
2 = k4(sj)z∗j 2 (8)
for any two different non-zero components of z∗. According to the Lyapunov indirect method, a fixed point of an algorithm
is stable if the absolute of each eigenvalue of the Jacobian matrix of the algorithm at this point is less than 1 [18]. Denote
Gi =
[
1− ησa− ηf (‖z(k)‖2)+ 3ησb‖z(k)‖2 + ησbk4(si)z2i (k)
]
zi(k)
for any i ∈ {1, 2, . . . n}. It follows that
∂Gi
∂zi
= 1+ {3ησb‖z‖2 − ηf (‖z‖2)− ησa} + 3ησbk4(si)z2i + {6ησb− 2ηf ′(‖z2‖)}z2i (9)
∂Gi
∂zj
= {6ησb− 2ηf ′(‖z2‖)}zizj, i 6= j, (10)
where f ′(‖z‖2) = df (‖z‖2)/d(‖z‖2). Denote
Kz∗ = 3ησb‖z∗‖2 − ηf (‖z∗‖2)− ησa, Mz∗ = 6ησb− 2ηf ′(‖z∗‖2), (11)
Ni = 2ησbk4(si), i ∈ {1, . . . , n}. (12)
It follows from (9)–(12) that
∂Gi
∂zi
∣∣∣∣
z∗
= 1+ Kz∗ , ∂Gi
∂zj
∣∣∣∣
z∗
= 0, i 6= j (13)
if z∗i = 0. On the other hand, if z∗i 6= 0, from (7) and (11), we have Kz∗ = −ησbk4(si)z∗i 2, and then
∂Gi
∂zi
∣∣∣∣
z∗
= 1+ (Ni +Mz∗)z∗i 2,
∂Gi
∂zj
∣∣∣∣
z∗
= Mz∗
(
z∗i z
∗
j
)
, i 6= j. (14)
Actually, all the possible fixed points of (5) can be divided into the following three classes: 0 = [0, . . . , 0], the fixed points
with only one non-zero component and the fixed points with at least two non-zero components. In this section, we will
study their existence and stability respectively.
Class 1. 0 is a trivial fixed point of (5). As for its stability, we have
Property 1. The fixed point 0 = [0, . . . , 0] of (5) is unstable either f (0)+ σa < 0 or η > 2f (0)+σa > 0.
Proof. It follows from (13) that the Jacobian matrix J|0 of (5) at 0 is a diagonal matrix. Clearly, it has an eigenvalue λ with
algebraic multiplicity n:
λ = 1− ηf (0)− ησa.
The result is obvious. The proof is complete. 
Class 2. For a point with only one non-zero component, if there exists an index i and a real number α such that
σbE{s4i }α2 = σa+ f (α2),
then z∗ = [0, . . . , α, . . . 0] is a fixed point of (5), where z∗i = α. The result can be immediately obtained by substituting (3)
and z∗ into (7). For this class of fixed points, we have
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Property 2. Suppose η > 0, a > 0, b > 0 and z∗ = [0, . . . , z∗i , . . . 0] is a fixed point of (5). If σk4(si) > 0, σbE{s4i }−f ′(z∗i 2) <
0 and
η < min
{
2
σbk4(si)z∗i
2 ,
1
[f ′(z∗i 2)− σbE{s4i }]z∗i 2
}
,
then z∗ is stable.
Proof. It follows from (13) and (14) that the Jacobian matrix J|z∗ of algorithm (5) at z∗ is a diagonal matrix. It has an
eigenvalue λ1 with algebraic multiplicity 1 and an eigenvalue λ2 with algebraic multiplicity n− 1:
λ1 = 1+ (Ni +Mz∗)z∗i 2 = 1+ 2η[σbE{s4i } − f ′(z∗i 2)]z∗i 2,
λ2 = 1+ Kz∗ = 1− ησbk4(si)z∗i 2,
where E{s4i } = k4(si)+ 3 from (3). The results can be immediately obtained. The proof is completed. 
Class 3. Assume that a point z∗ withm (2 ≤ m ≤ n) non-zero components and n−m zero components is a fixed point of (5).
It follows from (8) that ‖z∗‖2 = ∑z∗j 6=0 k4(si)k4(sj) z∗i 2. Then the following conditions guaranteeing the existence of such a fixed
point can be easily derived.
If there exists an index q, a subset of the set {1, . . . , n}, denoted byΦ , and a non-zero real number β such that
σbk4(sq)β2 + 3σbγqβ2 − σa− f (γqβ2) = 0,
where γq =∑j∈Φ k4(sq)k4(sj) and q ∈ Φ . Then the point z∗ with z∗q = β , z∗j 2 = k4(sq)k4(sj) β2 for any j ∈ Φ and zeros for the remaining
components is a fixed point of (5). For this class of fixed points, we have
Property 3. Suppose η > 0, a > 0, b > 0 and there exists at least one source si such that σk4(si) > 0. Then the fixed points
of (5) with at least two non-zero components are all unstable.
Proof. Let z∗ be a fixed point of algorithm (5) with at least two non-zero components. Assume that z∗1 6= 0 without loss of
generality. From (13) and (14), it follows that the Jacobian matrix J|z∗ at z∗ is
J|z∗ =

1+ (N1 +Mz∗)z∗1 2 Mz∗z∗1 z∗2 · · · 0 · · · Mz∗z∗1 z∗n
Mz∗z∗2 z
∗
1 1+ (N2 +Mz∗)z∗2 2 · · · 0 · · · Mz∗z∗2 z∗n
...
...
. . .
... · · · ...
0 0 · · · 1+ Kz∗ · · · 0
...
... · · · ... . . . ...
Mz∗z∗n z
∗
1 Mz∗z
∗
n z
∗
2 · · · 0 · · · 1+ (Nn +Mz∗)z∗n 2

.
From (13), if z∗i = 0, we have that the elements of the ith row and the ith column of J|z∗ are all zeros except for the diagonal
element. It follows from (8) and (12) that
Niz∗i
2 = N1z∗1 2
if z∗i 6= 0. Then we have
J|z∗ = (1+ N1z∗1 2)In +Mz∗

z∗1
2 z∗1 z
∗
2 · · · 0 · · · z∗1 z∗n
z∗2 z
∗
1 z
∗
2
2 · · · 0 · · · z∗2 z∗n
...
...
. . .
... · · · ...
0 0 · · · (Kz∗ − N1z∗1 2)/Mz∗ · · · 0
...
... · · · ... . . . ...
z∗n z
∗
1 z
∗
n z
∗
2 · · · 0 · · · z∗n 2

, (15)
where In is the n× n identity matrix. Denote by Q the matrix behindMz∗ in (15). It holds that
Q ∼

z∗1
2 z∗2
2 · · · 0 · · · z∗n 2
z∗1
2 z∗2
2 · · · 0 · · · z∗n 2
...
...
. . .
... · · · ...
0 0 · · · (Kz∗ − N1z∗1 2)/Mz∗ · · · 0
...
... · · · ... . . . ...
z∗1
2 z∗2
2 · · · 0 · · · z∗n 2

(16)
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∼

‖z∗‖22 z∗2 2 · · · 0 · · · z∗n 2
0 0 · · · 0 · · · 0
...
...
. . .
... · · · ...
0 0 · · · (Kz∗ − N1z∗1 2)/Mz∗ · · · 0
...
... · · · ... . . . ...
0 0 · · · 0 · · · 0

. (17)
Denote by ri and ci the ith row and the ith column of a matrix respectively. (16) is obtained by a series of similar
transformations {(r1/z∗1 , c1 · z∗1 ), (r2/z∗2 , c2 · z∗2 ), . . . , (rn/z∗n , cn · z∗n )} and (17) is obtained by {(c1+ c2, r2− r1), (c1+ c3, r3−
r1), . . . , (c1 + cn, rn − r1)}. Note that rj and cj remain unchanged if z∗j = 0.
Suppose thatm components of z∗ are zeros, where 0 ≤ m ≤ n−2. It follows from (15) and (17) that J|z∗ has an eigenvalue
λ1 with algebraic multiplicity n−m−1, an eigenvalue λ2 with algebraic multiplicitym and an eigenvalue λ3 with algebraic
multiplicity 1:
λ1 = 1+ N1z∗1 2 = 1+ 2ησbk4(s1)z∗1 2
λ2 = 1+ Kz∗ = 1− ησbk4(s1)z∗1 2
λ3 = 1+ N1z∗1 2 +Mz∗‖z∗‖2 = 1+ 2ησbk4(s1)z∗1 2 + [6ησb− 2ηf ′(‖z∗‖2)] · ‖z∗‖2.
When there exists at least one source si such that σk4(si) > 0, the following two cases are discussed.
(i) If σk4(s1) < 0, it follows from (7) that z∗i = 0. i.e.,m > 0. Since λ2 > 1, then the fixed point z∗ is unstable.
(ii) If σk4(s1) > 0, z∗ is unstable since λ1 > 1. Recall that the sources signals are all assumed to be non-Gaussian,
i.e., k4(si) 6= 0 for any 1 ≤ i ≤ n. The proof is completed. 
4. Existence of chaos
In this section, wewill further explore the dynamical behaviors of the algorithm (5) when f (‖z‖2) = ‖z‖2−c and σ = 1.
i.e.,
zi(k+ 1) =
[
1+ η(c − a)− η‖z(k)‖2 + 3ηb‖z(k)‖2 + ηbk4(si)z2i (k)
]
zi(k) (18)
for any i ∈ {1, . . . , n}. Denote
T = {1, . . . , n}
P =
{
i|k4(si)z2i (0) = maxj∈T {k4(sj)z
2
j (0)}, i ∈ T
}
e = max
i∈T
{E{s4i }},
where z(0) = [z1(0), . . . , zn(0)] is the initial value of algorithm (18). As shown in [4], σ = 1 was used to extract super-
Gaussian source signals. In other words, it is assumed in (18) that there exists at least one source si such that k4(si) > 0.
Thus we have e > 3.
4.1. N-dimensional discrete dynamical system
The existence of chaos for the n-dimensional discrete dynamical system (18) is studied in this subsection. An invariant set
is firstly derived, and then the convergence and chaos of the system are studied respectively in the invariant set. Although
algorithm (18) is similar to that studied in [19], wewill derive an invariant set undermore relaxed conditions using different
method. This relaxation not only leads to the different conditions guaranteeing the convergence of the algorithm, but also
makes it possible for (18) to be chaotic in the invariant set.
Lemma 2 ([19]). Suppose that D > 0, C > 0. It holds that
[D− Ch]2 · h ≤ 4D
3
27C
for all 0 ≤ h ≤ DC .
Lemma 3. Suppose that c − a > 0 and ‖z(k)‖2 ≤ 1+η(c−a)
η
. For any i ∈ T , it holds that
1+ η(c − a)− η‖z(k)‖2 + 3ηb‖z(k)‖2 + ηbk4(si)z2i (k) ≥ 0.
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Proof. Clearly,
3ηb‖z(k)‖2 + ηbk4(si)z2i (k) ≥ ηb(3+ k4(si))z2i (k) = ηbE{s4i }z2i (k) ≥ 0
for any i ∈ T . The result is immediate. The proof is complete. 
Lemma 4. Suppose η > 0, c − a > 0 and b > 0. If be < 1 and
η(c − a) ≤
√
27
4
(1− be)− 1, (19)
thenΩ =
{
z|z ∈ Rn, ‖z‖2 ≤ 1+η(c−a)
η
}
is an invariant set of (18).
Proof. Suppose that ‖z(k)‖2 ≤ 1+η(c−a)
η
. It follows from (3) and (18) and Lemma 3 that
z2i (k+ 1) =
[
1+ η(c − a)− η‖z(k)‖2 + 3ηb‖z(k)‖2 + ηbk4(si)z2i (k)
]2 · z2i (k)
≤ [1+ η(c − a)− η‖z(k)‖2 + ηbe‖z(k)‖2]2 · z2i (k) (20)
for all i ∈ T . Summarizing both sides of the above inequalities, we obtain that
‖z(k+ 1)‖2 ≤ [1+ η(c − a)− η‖z(k)‖2 + ηbe‖z(k)‖2]2 · ‖z(k)‖2
≤ max
0<h≤ 1+η(c−a)η
[1+ η(c − a)− η(1− be)h]2 · h
≤ max
0<h≤ 1+η(c−a)
η(1−be)
[1+ η(c − a)− η(1− be)h]2 · h
if be < 1. It follows from Lemma 2 that
‖z(k+ 1)‖2 ≤ 4(1+ η(c − a))
3
27η(1− be) .
If the inequality (19) holds, then
‖z(k+ 1)‖2 ≤ 4(1+ η(c − a))
3
27η(1− be) ≤
1+ η(c − a)
η
.
By mathematical induction, we haveΩ is an invariant set of (18). The proof is complete. 
Furthermore, a smaller invariant set thanΩ can be obtained by adding some additional conditions into Lemma 4. This is
useful in the proof of Property 4. Denote by
Mz1 = min
{
‖z(0)‖2,
[
1+ η(c − a)− η(1− 3b)1+ η(c − a)
η
]2
· 1+ η(c − a)
η
}
,
Mz2 = min
{
‖z(0)‖2,
[
1+ η(c − a)− η(1− bemin)1+ η(c − a)
η
]2
· 1+ η(c − a)
η
}
.
Clearly,Mz1 > 0 andMz2 > 0.
Lemma 5. Suppose η > 0, c − a > 0, b > 0, be < 1 and
1
2
≤ η(c − a) ≤
√
27
4
(1− be)− 1,
(a) If k4(si) > 0 for all i ∈ T , b ≤ 29 and
η(c − a) ≤ 1
3b
− 1,
thenΩ1 = {z|z ∈ Rn,Mz1 ≤ ‖z‖2 ≤ 1+η(c−a)η } is an invariant set of (18).
(b) If there exists at least a source sj such that k4(sj) < 0, k4(sj) 6= −3 for all j ∈ T , bemin ≤ 23 and
η(c − a) ≤ 1
bemin
− 1,
thenΩ2 = {z|z ∈ Rn,Mz2 ≤ ‖z‖2 ≤ 1+η(c−a)η } is an invariant set of (18), where emin = mini∈T {E{s4i }}.
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Proof. From Lemma 4, it follows that
1+ η(c − a)− η‖z(k)‖2 ≥ 0 (21)
for all k ≥ 0 if z(0) ∈ Ω . Two cases are discussed as follows:
(a) Suppose k4(si) > 0 for all i ∈ T . It follows from (20) and (21) that
z2i (k+ 1) ≥
[
1+ η(c − a)− η‖z(k)‖2 + 3ηb‖z(k)‖2]2 · z2i (k) (22)
for all i ∈ T . Summarizing both sides of (22), we have
‖z(k+ 1)‖2 ≥ [1+ η(c − a)− η(1− 3b)‖z(k)‖2]2 · ‖z(k)‖2. (23)
If be < 1, it holds that 0 < 1− be < 1− 3b < 1, and then
1+ η(c − a)
η
<
1+ η(c − a)
η(1− 3b) . (24)
If b ≤ 29 , then 12 ≤ 13b − 1. If
1
2
≤ η(c − a) ≤ 1
3b
− 1,
then
1+ η(c − a)
3η(1− 3b) ≤
c − a
1− 3b ≤
1+ η(c − a)
η
. (25)
Next We will show that
‖z(k)‖2 ≥ Mz1 (26)
for all k ≥ 0 by mathematical induction. Suppose ‖z(j)‖2 ≥ Mz1. Two cases are discussed. Denote by
f1(h) = [1+ η(c − a)− η(1− 3b)h]2 · h.
Case 1. Suppose that c−a1−3b ≤ ‖z(j)‖2 ≤ 1+η(c−a)η . It follows from (23)–(25) that
‖z(j+ 1)‖2 ≥ min
c−a
1−3b≤h≤ 1+η(c−a)η
f1(h) = f1
(
1+ η(c − a)
η
)
≥ Mz1 > 0. (27)
The equality in (27) holds since f1(h) is decreasing in the interval [ 1+η(c−a)3η(1−3b) , 1+η(c−a)η(1−3b) ], and[
c − a
1− 3b ,
1+ η(c − a)
η
]
⊂
[
1+ η(c − a)
3η(1− 3b) ,
1+ η(c − a)
η(1− 3b)
]
.
Case 2. Suppose ‖z(j)‖2 ≤ c−a1−3b , then
1+ η(c − a)− η(1− 3b)‖z(j)‖2 > 1. (28)
It follows from (23) and (28) that ‖z(j + 1)‖2 ≥ ‖z(j)‖2 ≥ Mz1. Thus (26) holds for all k ≥ 0 and Ω1 is an invariant set of
(18).
(b) Suppose that there exists at least a source sj such that k4(sj) < 0.
Let kmin = mini∈T {k4(si)}, emin = kmin + 3. Clearly, kmin < 0. If k4(sj) 6= −3 for all j ∈ T , it follows from (4) that emin > 0.
Then
0 < emin < 3. (29)
If k4(si) < 0, it follows from (20), (21) and Lemma 3 that
z2i (k+ 1) ≥
[
1+ η(c − a)− η‖z(k)‖2 + 3ηb‖z(k)‖2 + ηbkminz2i (k)
]2 · z2i (k)
≥ [1+ η(c − a)− η‖z(k)‖2 + 3ηb‖z(k)‖2 + ηbkmin‖z(k)‖2]2 · z2i (k)
= [1+ η(c − a)− η‖z(k)‖2 + ηbemin‖z(k)‖2]2 · z2i (k). (30)
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If k4(si) > 0, it follows from (21) and (29) that
z2i (k+ 1) ≥
[
1+ η(c − a)− η‖z(k)‖2 + 3ηb‖z(k)‖2]2 · z2i (k)
≥ [1+ η(c − a)− η‖z(k)‖2 + ηbemin‖z(k)‖2]2 · z2i (k). (31)
Summarizing both sides of (30) and (31), we have
‖z(k+ 1)‖2 ≥ [1+ η(c − a)− η(1− bemin)‖z(k)‖2]2 · ‖z(k)‖2.
Clearly, 0 < 1− be < 1− bemin < 1. Then
1+ η(c − a)
η
<
1+ η(c − a)
η(1− bemin) .
If bemin ≤ 23 , then 12 ≤ 1bemin − 1. If
1
2
≤ η(c − a) ≤ 1
bemin
− 1,
then
1+ η(c − a)
3η(1− bemin) ≤
c − a
1− bemin ≤
1+ η(c − a)
η
.
Similar to (a), we can obtain that ‖z(k)‖2 ≥ Mz2 > 0 for all k ≥ 0. The proof is complete. 
Similar to the analysis of Lemmas 6–8 in [19], the results can be obtained as follows.
Lemma 6. Suppose η > 0, c − a > 0, b > 0 and z(0) ∈ Ω . If be < 1 and [1+ η(c − a)]2 ≤ 274 (1− be), it holds that
lim
k→∞ zj(k) = 0
for any j ∈ T/P.
Lemma 7. Suppose η > 0, c − a > 0, b > 0. For any j1, j2 ∈ P and j1 6= j2, it holds that
k4(sj1)z
2
j1(k) = k4(sj2)z2j2(k)
for all k ≥ 0.
Proof. It follows from (18) that
z2j1(k+ 1)
z2j2(k+ 1)
=
[
1+ η(c − a)− η‖z(k)‖2 + 3ηb‖z(k)‖2 + ηbk4(sj1)z2j1(k)
1+ η(c − a)− η‖z(k)‖2 + 3ηb‖z(k)‖2 + ηbk4(sj2)z2j2(k)
]2
· z
2
j1
(k)
z2j2(k)
.
If k4(sj1)z
2
j1
(k) = k4(sj2)z2j2(k), then k4(sj1)z2j1(k + 1) = k4(sj2)z2j2(k + 1). The result can be immediately obtained by
mathematical induction. The proof is complete. 
Property 4. Suppose η > 0, c − a > 0, b > 0, be < 1 and
1
2
≤ η(c − a) < min
{√
8− 2,
√
27
4
(1− be)− 1
}
.
(a) If k4(si) > 0 for all i ∈ T , b ≤ 29 , z(0) ∈ Ω1 and
η(c − a) ≤ 1
3b
− 1.
Then all the trajectories of (18) will converge to a non-zero point.
(b) If there exists at least a source sj such that k4(sj) < 0, k4(sj) 6= −3 for all j ∈ T , bemin ≤ 23 , z(0) ∈ Ω2 and
η(c − a) ≤ 1
bemin
− 1.
Then all the trajectories of (18) will converge to a non-zero point.
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Proof. It follows from Lemmas 4, 6 and 7 that there exists an integer K large enough such that
‖z(k)‖2 = γ · z2j1(k)+ α1(k)
for all k ≥ K , where γ =∑j∈P k4(sj1 )k4(sj) ≥ 1, j1 ∈ P , and limk→∞ α1(k) = 0. From (18), it follows that
zj1(k+ 1) =
[
1+ η(c − a)− η(γ − 3bγ − bk4(sj1)) · z2j1(k)
]
zj1(k)− α2(k) (32)
for all k ≥ K , where limk→∞ α2(k) = 0.
Note that (32) holds for both case (a) and (b) sinceΩ1 ⊂ Ω andΩ2 ⊂ Ω . In addition, it follows from Lemma 5 that
0 < ε < z2j1(k) <
1+ η(c − a)
ηγ
(33)
for all k ≥ K in both case (a) and (b), where ε is small enough such that
0 < ρ = η[γ − 3bγ − bk4(sj1)]ε < (2+ η(c − a))/2 (34)
holds. Denote by
V (k) = η[γ − 3bγ − bk4(sj1)]z2j1(k).
If be < 1, we have b(3γ + k4(sj1)) < beγ < γ . i.e., V (k) > 0 for all k ≥ K . If 0 < η(c − a) <
√
8− 2 and 3b < be < 1, it
follows from (33) that
0 < ρ < V (k) < η[γ − 3bγ − bk4(sj1)]
1+ η(c − a)
ηγ
= (1+ η(c − a))(1− 3b)− 1+ η(c − a)
γ
bk4(sj1) < 2
for all k ≥ K . Next we will show that∣∣[1− V (k)]2 − η(c − a)V (k)∣∣ ≤ max
ρ≤h≤2
∣∣(1− h)2 − η(c − a)h∣∣ = ς < 1 (35)
for all k ≥ K , where ς > 0 is a constant. Denote by
f2(h) = (1− h)2 − η(c − a)h.
It holds that f ′2(h) = 2h− (2+η(c− a)). Clearly, the possible extreme points of f2(h) on the interval [ρ, 2] are h = ρ, h = 2
or h = (2+ η(c − a))/2. If 0 < η(c − a) < √8− 2, we have∣∣∣∣f2 (2+ η(c − a)2
)∣∣∣∣ = ∣∣∣∣1− (2+ η(c − a))24
∣∣∣∣ < 1
and |f2(2)| = |1 − 2η(c − a)| < 1. Since f2(h) is decreasing in the interval [0, (2 + η(c − a))/2], it follows from (34) that
f2((2+ η(c − a))/2) < f2(ρ) < f2(0) = 1. Thus (35) holds for all k ≥ K , where
0 < ς = max
{
|f2(ρ)|, |f2(2)|,
∣∣∣∣f2 (2+ η(c − a)2
)∣∣∣∣} < 1.
Thus,
|η(c − a)− V (k+ 1)| ≤ |η(c − a)− V (k)| · |[1− V (k)]2 − η(c − a)V (k)|
≤ |η(c − a)− V (k)| · ς
≤ ς k−K · |η(c − a)− V (K)| (36)
for all k ≥ K . Given any φ > 0, there always exists an integer H > 0 such that√
1+ η(c − a)
ηγ
· |η(c − a)− V (K)| · ς
H
1− ς ≤
φ
2
. (37)
For any given k1 > k2 ≥ H + K + 1, it follows from (32) that
|zj1(k1)− zj1(k2)| =
∣∣∣∣∣k1−1∑
i=k2
(zj1(i+ 1)− zj1(i))
∣∣∣∣∣
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=
∣∣∣∣∣k1−1∑
i=k2
{[η(c − a)− V (i)]zj1(i)− α2(i)}
∣∣∣∣∣
≤
k1−1∑
i=k2
|α2(i)| +
√
1+ η(c − a)
ηγ
k1−1∑
i=k2
|η(c − a)− V (i)| .
Since limi→∞ |α2(i)| = 0, we have
k1−1∑
i=k2
|α2(i)| ≤ φ2 (38)
when K is large enough. It follows from (36)–(38) that
|zj1(k1)− zj1(k2)| ≤
φ
2
+
√
1+ η(c − a)
ηγ
∞∑
i=k2
|η(c − a)− V (K)| · ς i−K−1
≤ φ
2
+
√
1+ η(c − a)
ηγ
· |η(c − a)− V (K)| · ς
k2−K−1
1− ς
≤ φ
2
+
√
1+ η(c − a)
ηγ
· |η(c − a)− V (K)| · ς
H
1− ς ≤ φ.
Then the sequence {zj1(k)} is a Cauchy sequence. Thus there must exist a constant z∗j1 such that limk→∞ zj1(k) = z∗j1 . The
proof is completed. 
Property 4 shows that all the trajectories of (18)will converge to a non-zero point in the invariant set under some conditions.
If the conditions are not satisfied, what does the dynamical behavior of (18) look like?
Denote by I a closed interval on the real line and C0(I, I) the set of all continuous maps from I into itself. Let G ∈ C0(I, I).
For any positive integer n, define Gn inductively by G0 = Id, the identity map of I, and Gn = G ◦ Gn−1. For one-dimensional
discrete systems, Li and Yorke have derived the following simple condition ensuring the existence of chaos, i.e., ‘‘Period
three implies chaos’’.
Lemma 8 ([9]). Let G ∈ C0(I, I). If there exists a point a1 ∈ I such that
a4 ≤ a1 < a2 < a3 (or a4 ≥ a1 > a2 > a3),
where a2 = G(a1), a3 = G2(a1) and a4 = G3(a1). Then G is chaotic in Li–Yorke’s sense.
The following result is an application of Lemma 8.
Property 5. Suppose η > 0, c − a > 0, b > 0 and z(0) ∈ Ω . If be < 2/3,
9
4
< [1+ η(c − a)]2 ≤ 27
4
(1− be)
and
cos
(
2
3
pi − 1
3
arccos
−3
2(1+ η(c − a))
)
>
1
3
(1+ η(c − a))2
[
1− 4
27
(1+ η(c − a))2
]
, (39)
then it holds that system (18) is chaotic.
Proof. From Lemmas 4, 6 and 7, it follows that when k is large enough,
‖z(k)‖2 = γ · z2j1(k)+ α3(k), (40)
where limk→∞ α3(k) = 0. From (18), we have
zj1(k+ 1) = [1+ η(c − a)]zj1(k)− ηβz3j1(k)− α4(k), (41)
where β = γ − 3bγ − bk4(sj1), γ =
∑
j∈P
k4(sj1 )
k4(sj)
≥ 1, j1 ∈ P and limk→∞ α4(k) = 0. By Lemma 4 and (40), we have
Ω3 = {z2j1 < 1+η(c−a)ηγ } is an invariant set of (41). Denote by
g¯1(y) = [1+ η(c − a)]y− ηβy3 − α, g1(y) = [1+ η(c − a)]y− ηβy3, (42)
1820 M. Wan et al. / Computers and Mathematics with Applications 60 (2010) 1810–1827
where α is an infinitesimal quantity. Next we will show that g¯1 is chaotic in the invariant setΩ3 by Lemma 8. Clearly,
y1 =
√
1+ η(c − a)
3ηβ
is a critical point of g1. If be < 2/3, it follows that β ≥ γ (1 − be) > γ3 . Then y1 ∈ Ω3 and g1 is strict monotone increasing
in the interval [0, y1). If
[1+ η(c − a)]2 > 9
4
, (43)
then
g1(y1) > y1. (44)
It follows from the monotonicity of g1 on [0, y1) and (44) that there exists a critical point of g21 , denoted by y2, such that
g1(y2) = y1, 0 < y2 < y1. (45)
Then
g21 (y2) = g1(y1) > y1 > y2. (46)
Similarly, we have that there exists a critical point of g31 , denoted by y3, such that
g1(y3) = y2, 0 < y3 < y2.
Thus
g31 (y3) = g21 (y2) = g1(y1) > y2 > y3. (47)
If [1+ η(c − a)]2 < 274 , it follows from (46) that
g31 (y2) = g21 (y1) =
2
3
[1+ η(c − a)]2
[
1− 4
27
[1+ η(c − a)]2
]
· y1 > 0. (48)
Let y2 = ry1, from (45), we have
r3 − 3r + 3
1+ η(c − a) = 0. (49)
If (43) holds, there exist three real roots for Eq. (49), which are as follows:
r1 = 2 cos θ, r2 = 2 cos
(
2
3
pi − θ
)
, r3 = −2 cos
(pi
3
− θ
)
,
where
θ = 1
3
arccos
−3
2(1+ η(c − a)) .
Clearly, r1 > 1 > r2 > 0 and r3 < 0. It follows from y1 > y2 > 0 that
y2 = r2 · y1. (50)
If (39) holds, from (48) and (50), we have
g31 (y2) < y2. (51)
It follows from (42) that there exists a constant θ > 0 small enough such that |g¯31 (y)−g31 (y)| < θ . By (47) and (51), we have
g¯31 (y3) > y3, g¯
3
1 (y2) < y2.
Thus, there must exist a point y4 ∈ (y3, y2) such that
g¯31 (y4) = y4.
It follows from Lemma 8 that g¯1 is chaotic. The proof is completed. 
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Fig. 1. The attractor of (18) when n = 5, b = 0.01, c − a = 1.2, k4(s1) = 5, k4(s2) = 4, k4(s3) = 3, k4(s4) = −1.5, k4(s5) = −2, η = 1.23 (left) and the
corresponding bifurcation diagram of [z1, z2] output vs. η, where the initial values are z(0) = [0.5, 0.5, 0.5, 0.5, 0.5] (right).
In fact, any small disturbance can result in γ = 1. Next we will give an example to verify the result of Property 5. Let n = 5,
b = 0.01, c − a = 1.2, k4(s1) = 5, k4(s2) = 4, k4(s3) = 3, k4(s4) = −1.5, k4(s5) = −2, and η = 1.23 in algorithm (18). It is
easy to check that the conditions of Property 5 are satisfied. Thus the system may exhibit chaotic behavior.
Fig. 1 (left) shows the corresponding attractor with initial value z(0) = [0.5, 0.5, 0.5, 0.5, 0.5]. Clearly, γ = 1 and all
the components of z(k) converge to zeros except z1(k). Let η range from 0 to (
√
27
4 (1− be)− 1)/(c− a), the corresponding
bifurcation diagram is shown in Fig. 1 (right), which clearly shows the route to chaos.
Note that the attractors of all the simulations in this paper are obtained by plotting 5000 points after 20,000 iterations
of the model from an initial point.
4.2. Two-dimensional discrete dynamical system
In the previous subsection, the chaotic behavior of the n-dimensional algorithm (18) is exhibited in a single direction.
One naturally wonders what would happen if the conditions of Property 5 are not satisfied. Since it is not easy to prove that
a dynamical system is chaotic, two-dimensional case of (18) is considered in this subsection, that is,
z(k+ 1) =
([
1+ η(c − a)− η(1− 3b)‖z(k)‖2 + ηbk4(s1)z21(k)
] · z1(k)[
1+ η(c − a)− η(1− 3b)‖z(k)‖2 + ηbk4(s2)z22(k)
] · z2(k)
)
, g¯(z(k))
for all k ≥ 0. Next we will prove that g¯ with some specific parameters is chaotic. In order to get the result, we introduce
some definitions and lemmas.
Based on Marotto’s theorem [10], a method combining shadowing techniques and computer-assisted methods was
proposed in [11]. However, there exists an error in this theorem and Marotto has given a corrected version in [17]. In the
following, we will give Marotto’s corrected definitions and theorem for chaos.
Definition 1 ([17]). A fixed point z is referred to as repelling under f¯ if all eigenvalues of Df¯ (z) exceed 1 in magnitude; A
fixed point z is expanding under f¯ if there exists a vector norm ‖ · ‖ in Rn such that
‖f¯ (x)− f¯ (y)‖ > s‖x− y‖, (52)
where s > 1, for all x, y sufficiently close to zwith x 6= y.
All expanding fixed points are repelling, while the converse is not true. As shown by Marotto [17], the error of his original
theorem [10] lies in the incorrect assumption that a repelling fixed point is expandingwith ‖·‖ denoting the usual Euclidean
norm in Rn. Fortunately, if a fixed point is repelling, then there must exist a vector norm in Rn (which depends on f¯ and z)
such that (52) is true for all the points in a neighborhood of z. This neighborhood using that norm (which is not necessarily
the Euclidean norm) is called a repelling neighborhood of z by Marotto [17]. In view of this, Marotto obtained the following
corrected definition.
Definition 2 ([17]). Suppose z is a fixed point of f¯ with all eigenvalues of Df¯ (z) exceeding 1 in magnitude, and suppose
there exists a point x0 6= z in a repelling neighborhood of z, such that xM = z and det(Df¯ (xk)) 6= 0 for 1 ≤ k ≤ M , where
xk = f¯ k(x0). Then z is called a snapback repeller of f¯ .
Theorem 1 ([17]). If f¯ has a snapback repeller, then f¯ is chaotic.
From the above definitions and theorem, we find it necessary to distinguish the different norms in Rn and then the
following denotations are introduced.
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Let z be a point in a Banach space (X, ‖ · ‖). Denote by
B(z, r) = {y ∈ X, ‖y− z‖ ≤ r}, B(z, r) = {y ∈ X, ‖y− z‖ < r}
a closed ball and an open ball centered at z respectively. In the n-dimensional real space (Rn, ‖ · ‖), two different norms
defined as
‖x‖2 =
(
n∑
i=1
|xi|2
)1/2
, ‖x‖∞ = max
1≤i≤n
|xi|, x ∈ Rn
are used in the following discussions. For any n× n real matrix A = (aij), the corresponding norms are defined as follows:
‖A‖2 =
(
n∑
i,j=1
|aij|2
)1/2
, ‖A‖∞ = max
1≤i≤n
{
n∑
j=1
|aij|
}
.
For convenience, denote by B2(z, r) and B∞(z, r) the closed ball centered at z under ‖ · ‖2 and ‖ · ‖∞ respectively.
In order to apply Theorem 1 to prove the existence of chaos, one needs to verify the following conditions according to
Definition 2.
(a) p∗ is a fixed point of f¯ , there exist r > 0 and a norm ‖ · ‖ such that (52) holds for all p1, p2 ∈ B(p∗, r)with p1 6= p2.
(b) there exists a point p1 ∈ B(p∗, r) and p1 6= p∗ such that f¯ M(p1) = p∗ for some positive integerM .
(c) det[Df¯ M(p1)] 6= 0.
Clearly, these conditions are the same as those in [11] except for (a), and the neighborhood B(p∗, r) satisfying condition
(a) is actually a repelling one. To find such a repelling neighborhood, we introduce Lemma 2.2 of [20].
Lemma 9 ([20]). Let (X, ‖ · ‖) be a Banach space and let a map f¯ : X → X be continuously differentiable in B(x0, r0) for some
x0 ∈ X and some r0 > 0. If λ0 := ‖Df¯ (x0)‖0 > 0, then, for each ε ∈ (0, λ0), there exists a positive constant r2 < r0 such that
‖f¯ (x)− f¯ (y)‖ ≥ (λ0 − ε)‖x− y‖, ∀x, y ∈ B(x0, r2). (53)
Note that ‖L‖0 in above lemma is defined as
‖L‖0 = inf{‖Lx‖ : x ∈ X, ‖x‖ = 1}, (54)
where L : X → X is a linear map. The following Lemma can be easily obtained from the proof procedure of Lemma 9 in [20].
Lemma 10. Let (X, ‖ · ‖) be a Banach space and let a map f¯ : X → X be continuously differentiable in B(x0, r0) for some fixed
point x0 ∈ X and some r0 > 0. Suppose λ0 := ‖Df¯ (x0)‖0 > 1, ε > 0, λ0 − ε > 1. If there exists a positive constant r(ε) < r0
such that
‖Df¯ (x)− Df¯ (x0)‖ < ε, ∀x ∈ B(x0, r(ε)). (55)
Then B(x0, r(ε)) is a repelling neighborhood of x0.
Proof. It is stated in the proof of Lemma 9 that: [20] Since Df¯ (x) is continuous on B(x0, r0), by Ref. ([21], Theorem 9.2), it
follows that there exists a positive constant r(ε) < r0 such that (55) holds for each ε > 0. It is then proved in [20] that (53)
holds for r2 = r(ε), where ε ∈ (0, λ0).
From Definition 1 and (53), we have that a fixed point x0 of f¯ such that (55) holds is expanding if λ0 − ε > 1. Thus
B(x0, r(ε)) is a repelling neighborhood of x0. 
Lemma 10 shows that the repelling neighborhood in condition (a) can be determined by (55).
Lemma 11. For c − a = 2.0817794448, b = 0.01, k4(s1) = 6.272, k4(s2) = 5 and η = 0.8, the fixed point p∗ =
[0.99, 1.1088] of g¯ is expanding under the norm ‖ · ‖2, and B2(p∗, 0.005) = {p ∈ R2, ‖p − p∗‖2 ≤ 0.005} is a repelling
neighborhood of p∗.
Proof. Clearly, Dg¯(p∗) is a symmetric matrix. It follows from (54) that
λ0 = ‖Dg¯(p∗)‖02 = inf‖x‖2=1‖Dg¯(p∗)x‖2 =
{
inf‖x‖2=1x
T [Dg¯(p∗)]2x}1/2
= {λmin}1/2, (56)
where λmin denotes the minimal eigenvalue of the matrix [Dg¯(p∗)]2. Next we will show that λ0 > 1.
Denote by P(t) the characteristic polynomial of the matrix [Dg¯(p∗)]2, we have
P(t) = t2 − tr([Dg¯(p∗)]2)t + det([Dg¯(p∗)]2).
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Clearly, the roots of the equation P(t) = 0 are both greater than 0. By setting  = 0.18 and substituting the actual values of
parameters into P(t), we have P(1+ ) > 0 and the symmetric axis of P(t) satisfying
t = tr([Dg¯(p∗)]2)/2 > 6/2 > 1+  = 1.18.
Then the minimal root of P(t) = 0 is greater than 1+ , i.e., λmin > 1.18, which, together with (56), implies that
λ0 > 1.181/2 > 1.
Let ε∗ = 1.181/2 − 1, it holds that
λ0 − ε∗ > 1.
Next we will show that B(p∗, 0.005) is a repelling neighborhood by Lemma 10. For any point p in the square {p =
(p1, p2) : |p1 − p∗1| ≤ 0.005, |p2 − p∗2| ≤ 0.005}, it follows that
‖Dg¯(p)− Dg¯(p∗)‖22 =
∥∥∥∥3.08818376064− (2.177472p21 + 0.776p22) 1.703649024− 1.552p1p21.703649024− 1.552p1p2 3.47515546752− (0.776p21 + 2.208p22)
∥∥∥∥2
2
≤ [max{3.08818376064− 2.177472(p∗1 + 0.005)2 − 0.776(p∗2 + 0.005)2,
3.08818376064− 2.177472(p∗1 − 0.005)2 − 0.776(p∗2 − 0.005)2}]2
+ [max{3.47515546752− 0.776(p∗1 + 0.005)2 − 2.208(p∗2 + 0.005)2,
3.47515546752− 0.776(p∗1 − 0.005)2 − 2.208(p∗2 − 0.005)2}]2
+ 2[max{1.703649024− 1.552(p∗1 + 0.005)(p∗2 + 0.005),
1.703649024− 1.552(p∗1 − 0.005)(p∗2 − 0.005)}]2
< (1.181/2 − 1)2 = ε∗2. (57)
Clearly, (57) also holds for all points in B2(p∗, 0.005) = {p ∈ R2, ‖p − p∗‖2 ≤ 0.005}. It follows from Lemma 10 that
B(p∗, 0.005) is a repelling neighborhood of p∗ and p∗ is expanding under the norm ‖ · ‖2. The proof is completed. 
To check the conditions (b) and (c), we introduce the following lemmas.
Lemma 12 ([11]). Let A be an arbitrary matrix and L be an invertible matrix with ‖L− A‖∞ ≤ δ1 and ‖L−1‖∞ · δ1 < 1, then A
is invertible and ‖A−1‖∞ ≤ 1/(1/‖L−1‖∞ − δ1).
Lemma 13 ([11]). Let L be an n×nmatrix, if there exists an n×nmatrix B such that ‖In×n−LB‖∞ ≤ e1 < 1, then L is invertible
and ‖L−1‖∞ ≤ (1− e1)−1‖B‖∞.
Lemma 14 ([11]). Let F : Rn → Rn be a C2 function and DF(0) is invertible. Suppose that ‖F(0)‖∞ ≤ δ, ‖DF(0)−1‖∞ ≤ β and
there exists a constant M such that
‖DF(x)− DF(y)‖∞ ≤ M‖x− y‖∞
for all x, y ∈ B∞(0, 2δβ). If 2Mβ > 1 and 2Mδβ2 < 1, then there exists σ0 = δ(1− 2Mδβ2) such that if G : Rn → Rn is a C2
function satisfying
‖F(x)− G(x)‖∞ + ‖DF(x)− DG(x)‖∞ ≤ σ
for x ∈ B∞(0, 2δβ) with σ ≤ σ0, there exists uniquely a zero x∗ ∈ B∞(0, ) of G, where  = 1−
√
1−2Mβ2(δ+σ)
Mβ and DG(x
∗) is
invertible.
From the above lemmas, we obtain the following theorem.
Theorem 2. For c − a = 2.0817794448, b = 0.01, k4(s1) = 6.272, k4(s2) = 5 and η = 0.8, it holds that g¯ is chaotic.
Proof. Clearly, p∗ = [0.99, 1.1088] is a fixed point of g¯ for c − a = 2.0817794448, b = 0.01, k4(s1) = 6.272, k4(s2) = 5
and η = 0.8. We construct a finite pseudo-orbit {q1, q2, . . . , q30}, where
q1 =
(
0.991980000000031
1.111017600000035
)
, q2 =
(
0.985365124296802
1.103608939212419
)
,
. . .
q29 =
(
0.417976530490669
0.468133714149517
)
, q30 =
(
0.990002141892309
1.108802398919308
)
.
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Let F : R58 → R58 be a map defined by
F(h1, . . . ,h29) =

g¯(q1 + h1)− (q2 + h2)
g¯(q2 + h2)− (q3 + h3)
...
g¯(q29 + h29)− p∗
 ,
where h1, . . . ,h29 ∈ R2. Then,
‖F(0)‖∞ = max{‖g¯(q1)− q2‖∞, . . . , ‖g¯(q29)− p∗‖∞} = ‖g¯(q29)− p∗‖∞
< 2.4× 10−6 ≡ δ.
and
DF(0) =

Dg¯(q1) −I 0 . . . 0
0 Dg¯(q2) −I . . . . . .
0 0 Dg¯(q3) . . . . . .
...
...
...
. . . −I
0 0 0 . . . Dg¯(q29)

58×58
.
Let
L =

D1 −I 0 . . . 0
0 D2 −I . . . . . .
0 0 D3 . . . . . .
...
...
...
. . . −I
0 0 0 . . . D29

58×58
,
where Di is the computed value of Dg¯(qi) and ‖Di − Dg¯(qi)‖∞ < 10−8 for i = 1, . . . , 29. Thus, ‖L− DF(0)‖∞ < 10−8. We
can obtain the inverse matrix of Lwhich is as follows:
L−1 =

D−11 D
−1
1 D
−1
2 D
−1
1 D
−1
2 D
−1
3 . . . D
−1
1 · · ·D−129
0 D−12 D
−1
2 D
−1
3 . . . D
−1
2 · · ·D−129
...
...
...
. . .
...
0 0 0 . . . D−129

58×58
.
Let K be the computed value of L−1 by Matlab. It is not difficult to roughly estimate the following:
‖K‖∞ < 25, ‖I − LK‖∞ < 10−12.
By Lemmas 12 and 13, we have
‖L−1‖∞ < 26, ‖DF(0)−1‖∞ < 27 ≡ β.
ChooseM = 15 such that
‖Dg¯(qi + hi)− Dg¯(qi + hˆi)‖∞ < M‖(qi + hi)− (qi + hˆi)‖∞
for all hi, hˆi ∈ B∞(0, 2βδ), 1 ≤ i ≤ 29. Then
‖DF(h)− DF(hˆ)‖∞ = max
1≤i≤29
{‖Dg¯(qi + hi)− Dg¯(qi + hˆi)‖∞}
< M‖h− hˆ‖∞
for all h, hˆ ∈ B∞(0, 2βδ). From the above, we have
2Mβ > 1, 2Mδβ2 < 0.06 < 1.
In view of Lemma 14, there exists uniquely a point h∗ = (h∗1, . . . ,h∗29) ∈ B∞(0, ε) such that F(h∗) = 0, where
ε < 6.6× 10−5 and DF(h∗) is invertible. This implies that there exists a true orbit {p1 = q1+ h∗1, · · · , p29 = q29+ h∗29, p∗}
for g¯ with
‖pi − qi‖∞ < 6.6× 10−5
for i = 1, . . . , 29, and det[Dg¯29(p1)] 6= 0. That is,
g¯29(p1) = p∗ (58)
and the condition (c) is satisfied. Clearly, p1 6= p∗.
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Fig. 2. The attractors of g¯ for b = 0.01, k4(s1) = 6.272, k4(s2 = 5), c − a = 2.0817794448, with η = 0.8, z(0) = [0.5, 0.5] (upper left), η = 0.82,
z(0) = [0.5, 0.5] (upper right), η = 0.83, z(0) = [1.38, 1.4] (lower left) and η = 0.77, z(0) = [1.38, 1.4] (lower right).
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Fig. 3. The bifurcation diagram of z output vs. η, where the initial values are z(0) = [0.5, 0.5].
Finally, we check the condition (b). By Lemma 11, we have B2(p∗, 0.005) is a repelling neighborhood of p∗. It follows
from (58) that the condition (b) can be satisfied if p1 ∈ B2(p∗, 0.005). Clearly,
‖p1 − p∗‖2 = ‖p1 − q1 + q1 − p∗‖2 ≤ ‖p1 − q1‖2 + ‖q1 − p∗‖2
<
√
2× (6.6× 10−5)2 +
√
2× (0.0023)2 < 0.005.
Thus p∗ is a snapback repeller and g¯ is chaotic. The proof is completed. 
To verify the results of Theorem 2, numerical simulations are carried out. For b = 0.01, k4(s1) = 6.272, k4(s2) = 5,
c − a = 2.0817794448, the attractors of g¯ are shown in Fig. 2 with η = 0.8, z(0) = [0.5, 0.5] (upper left), η = 0.82,
z(0) = [0.5, 0.5] (upper right), η = 0.83, z(0) = [1.38, 1.4] (lower left) and η = 0.77, z(0) = [1.38, 1.4] (lower right)
respectively. Clearly, the conditions of Property 5 are all unsatisfied in the four cases. The corresponding bifurcation diagram
is shown in Fig. 3 which clearly shows the route to chaos.
To further illustrate the complex dynamical behaviors algorithm (18)may exhibit, let n = 3, b = 0.1, d = 2.5, k4(s1) = 6,
k4(s2) = 5.6, k4(s3) = 5.2, z(0) = [0.5, 0.5, 0.5], the attractors of (18) are shown in Fig. 4 with η = 0.17 (upper left),
η = 0.178 (upper right), η = 0.19 (lower left), and η = 0.196 (lower right) respectively. The corresponding bifurcation
diagram is shown in Fig. 5. Fig. 6 shows the attractors of (18) for n = 3, b = 0.1, c − a = 1.7, k4(s1) = 6, k4(s2) = 5.9,
k4(s3) = 5.8 with different values of η.
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Fig. 4. The attractors of (18) for n = 3, b = 0.1, d = 2.5, k4(s1) = 6, k4(s2) = 5.6, k4(s3) = 5.2, η = 0.17 (upper left), η = 0.178 (upper right), η = 0.19
(lower left), η = 0.196 (lower right), where z0 = [0.5, 0.5, 0.5].
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Fig. 5. The bifurcation diagram of the above three-dimensional system.
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Fig. 6. The attractors of (18) for n = 3, b = 0.1, c − a = 1.7, k4(s1) = 6, k4(s2) = 5.9, k4(s3) = 5.8, η = 0.42 (upper left), η = 0.38 (upper right),
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5. Conclusion
The dynamical properties of an ICA learning algorithm is studied via DDT method in this paper. The learning rate is
assumed to be constant. In addition to the stability and convergence, we further prove that there exist chaotic behaviors
in this discrete system. To our knowledge, there are rarely reports on chaos for ICA algorithms except for [8], where one-
dimensional algorithm is shown to be chaotic by numerical simulations. To visualize the complex dynamical behaviors the
algorithm may exhibit, numerical examples are finally presented.
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