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Abstract. We propose а new multidimensional and multivariate taxonomy for 
information visualization. This taxonomy takes into consideration users’ 
intentions and the benefits of visualization for analysts, businessmen and 
managers who use financial and accounting data. To explain the proposed 
taxonomy, a taxonomic framework has been defined. The framework contains 
three groups of attributes classified according to visual techniques and their 
capabilities. We have analyzed and coded several multidimensional and 
multivariate visualization techniques. Creating this kind of a taxonomic model 
for visualization of multidimensional and multivariate financial or accounting 
data implies a possibility for introducing an automatic selection of a 
visualization technique and the best visual representation. 
Keywords: data visualization, taxonomy, financial and accounting data, user’s 
design model, multi-dimensionality 
1   Introduction  
Many classifications and taxonomy methods used in data and information 
visualization usually start from data itself and used techniques. There are many 
different approaches for creating taxonomies of the three visualization types 
(information, data and scientific), according to both users and developers’ 
preferences. Taking into consideration the financial and accounting data, the 
conventional data representation is made dependent on the end users’ preferences.  
It is very difficult to handle everyday information overflow, which is the subject of 
analysis by managers and other users. Therefore a proactive policy for preparing 
visual reports and effective presentations is required. So, we propose a coherent 
review and conceptual framework that can provide design of desired techniques 
classification and selection, depending on users’ intentions, their capabilities and the 
benefits granted to the end users.  
This study focuses on the use of the most popular visualization techniques for 
multidimensional and multivariate (mdmv) data visualization, as data is usually 
multidimensional and its attributes can be of different nature. The creation of the 
taxonomic model can help in defining the usefulness of each technique for a particular 
user group according to both specific information and analytical knowledge. 
 The implementation of the systems for visual representation of mdmv data [27] will 
lead to more efficient, faster and better prepared visual information in the future. 
Additionally, it can reduce the time needed for bridging the gap between the 
necessary and the expected results for a particular users group. In this paper, we also 
propose some strategies for creating mdmv data visualization and representation 
automation, which is used by financial and accounting end users. 
The paper is organizes as follows. The second section is the survey of the mdmv 
visualization area. The next section is dedicated to the taxonomy dimensions and the 
following one explains in detail the proposed taxonomy. The fifth section discusses 
results and effects of taxonomy usage. The conclusion depicts remarks of future work. 
2   Related works 
Several classifications have been proposed for the visualization so far. They assume 
taxonomy of the data, including its characteristics, the number of independent 
variables, variables and data types, etc. Keim at all, [15,16,17,18] presented taxonomy 
by the manner of display techniques: pixel-oriented, geometric projections, icon-
based, hierarchical and graph-based. Later, this taxonomy was extended with two 
orthogonal criteria: the distortion technique and the interaction technique.  
Buja [3] proposed taxonomy for high-level multidimensional data visualization, 
which distinguishes static and interactive views. The root of this taxonomy is the 
division of data visualization into data rendering and data manipulation. The data 
rendering is categorized according to the basic plot type, which can serve as a start for 
further subdivision. Data manipulation is operating with individual plots and 
organization of multiple plots on the display. The visual representation is classified in 
three styles: scatter-plot matrix, functional transformation and glyphs. 
Chuah and Roth [9] classify the visualization depending on implementation tasks. 
The meaning in this case is: decomposition of user interface and data interaction 
system. Zhou and Feiner [28] set visual tasks taxonomy, trying to automate the design 
process in the visual presentation. They tried to link the high-level presentation intent 
with the low-level visual techniques. Taking into account the visual aspect, they 
proposed three types of visual perceptions and knowledge principles: visual 
organization, visual signaling, and visual transformation. Tweedie [24] describes 
visualization taxonomy that explains how fairly valid assumptions can support 
problem solving. According to this taxonomy, the three aspects of externalization are 
considered. They include underlining data used for representation, the form of 
interactivity and the input and output information explicitly represented by the 
visualization. The further division depends on the purpose of the externalization.  
Shneiderman [20] incorporated the visualization tasks into the taxonomy, but the 
diversity of these tasks for different application areas are not taken into consideration. 
He introduced a visual mantra, which means the visualization process has three 
phases: overview, zooming and filtering, and detail on user’s demands. Shneiderman 
proposed seven tasks in the information visualization and seven types of visualized 
data. OLIVE, the taxonomy proposed by Shneiderman’s students defines the eight 
data types: time, 1D, 2D, 3D, multidimensional, trees, networks and workspace.  
Sometimes, scientific data has to be visualized with the techniques used for physical 
data visualization. For this reason, it is necessary to have a different kind of 
understanding about how users make their visualization. This would lead to better 
data understanding, focus and evaluation of visual representations, no matter if it is 
scientific or information visualization [23]. The purpose of the proposed models is 
creating a spreadsheet with automatic selection of visual techniques that will lead to 
the desired visual display. Bertin [2] gives the overall matching analysis between data 
characteristics, graphic variables and human perception. He also defines raw/derived 
data, as well as constructed and converted data. 
The future classifications are made in the direction of defining the statistical data, 
converted data, such as the box plot, histograms, scatter plots and summary statistics 
[26], multidimensional trees  as well as 3D structures [13]. Card and Mackinlay [4] in 
their taxonomy described the seven data types: physical data, 1D, 2D, 3D, 
multidimensional data, trees and networks. Card, Mackinlay and Shneiderman [5] 
proposed an automated approach based on the similar ideas where the system 
performs optimization. Card and Mackinlay [4] recommended three phases in the 
process of data visualization: marking, graphical property determination and elements 
that demand human control.  Other taxonomies involve the graphic rules for plot 
defining [27], user objectivities in the process of design and optimal representation 
selection [6]. There is a taxonomy that involves design methodologies, depending on 
the user preferences and needs [10]. Another taxonomy leads to a catalog 
development, which means creation of rules that define how the users can link the 
visualization techniques with specific tasks and data types. Wehrend and Lewis [25] 
proposed the use of cross-matrix, linking the two classifications: the ones of the 
objects and the ones of the operations.   
In all previously mentioned classifications, the visualized data type plays the major 
role. For this reason, the visual design that demands taxonomy leads to automated 
algorithms for the programmers and users. This is called model-based design [22] and 
is less dependent on the data type. The taxonomy that avoids the data-centric aspect is 
the Data State Reference Model [7]. According to Chi’s taxonomy, each visualization 
technique is broken down into four data stages, three types of data transformation and 
four types of within-stage operators [8]. With this taxonomy, it is possible to 
determine the dependence between visualization models and visualization techniques.  
Other taxonomy takes into consideration two aspects of analysis from the user and 
developer side. It is especially useful for GIS systems. This taxonomy is the Operator 
Interaction Framework taxonomy. It offers two classifications – developers’ and 
users’ [6].  Liu [14] mentioned the mental models for visual reasoning and interaction, 
which links the interactive representation with the mental models and external 
visualization. There are proposed many other taxonomies with its own classification 
method, and they all aim at visualization in specific areas of application, such as 
medicine, history [11], finance [1], etc. There is even a “periodic system of 
visualization methods” which pretended to be the basic concentrated concept of 
successfully used methods for data visualization until now. However, none of this is 
focused on user’s selection of desired techniques and his’ intention, gained effects and 
interaction with data. For these reasons, we propose a newel taxonomic framework 
for mdmv visualization, which is focused on the specific group of users of financial 
and accounting data.  
3.  Taxonomy Dimensions  
In this paper, we propose taxonomy for mdmv data visualization for financial and 
accounting data. To understand the proposed taxonomic framework, it is necessary to 
define the dimensions according to which the visualization techniques are analyzed 
and presented. We define the dimension called user intention, which is a prior goal of 
the visualization [21] from the users’ perspective. Users may want to see only the 
mdmv data on one or more screens, to accept or reject the hypothesis, or to explore 
data to bring new conclusions. The second dimension defines the effects of 
visualization techniques that consist of the following properties: visibility (or 
overview), interpretability of the visualization and the possibility of insight in data.  
The third dimension is connected with the interaction possibility. The interactivity 
means a possibility of data filtering attribute selection, and interactivity with data 
itself. The next dimension refers to the user groups. Each combination of these four 
dimensions is a single vector in the four-dimensional space. If one needs to visualize 
these four dimensions in the 3D space, we need to use some additional signs for the 
fourth dimension. The available opportunities are the colors or some specific graphics 
primitives. The set of axes for the dimensions in the 3D Cartesian coordinate system 
and the fourth dimension can be the object of consideration and discussion. It can also 
be an object of optimization, aiming to gain the best view of the proposed taxonomy.  
4   The Proposed Taxonomic Model 
If we present the first three dimensions on the axes in the 3D Cartesian system, the 
selected technique for mdmv data visualization maybe presented as an independent 
variable. For this purpose, it is useful to make a coding of all values, which the 
independent variables can take for all three axes.  
The first dimension, user intention, can take discrete data values: data overview; 
hypothesis confirmation and insight, delve into the data and making new decisions. 
Their coding is shown on the Table 1. The second dimension is the visualization 
technique effects. This dimension may take the values: visibility; interpretability and 
delve into data (insight in data). Within their own division, the attributes may take 
quantitative, ordered, or nominal data values. The values can be discrete or 
continuous. The proposed coding for this dimension is shown on Table 2.  
    Table 1.  The first dimension coding – User intention 
1 Data Overview UI/DO 
2 Hypothesis Confirmation UI/HC 
3 Delve into (the data) and making new decisions UI/DID&MND 
 
The visibility is coded on the number of used visual displays. Another attribute is 
the selection of the navigation object through dimensions and measures, the 
granularity of the presented data and the opportunities to display the relations between 
data in the displays. The interpretability may be broken down into three main 
components. Opportunities of insight or delve into the data is reviewed on the basis of 
the six parameters. Because the third dimension is connected with interaction 
possibility, we can define three tasks: selecting data with filtering, selecting the 
attributes for analysis, and the interaction with data. The coding of the third 
dimension is shown on Table 3. The interaction possibilities are classified according 
to data selection at the beginning.  
Table 2.  Coding of dimension VTE -Visualization technique’s effects 
Visualization 
techniques 
effect 
Type of variable Variable rang Used code 
Visibility One screen or n-screen data are shown on one, two or n-
screens 
S1, S2 ,…. Sn 
Object selection (slider, tab 
or radio button, combo box, 
command button) 
Possibility to select data with 
object 
SL, TB, RB, CB, 
COM, NO 
Analytical or aggregated 
data 
Analytical data are shown or 
data aggregations are shown 
AN, 
AG 
a) Relations are visible 
b) Relations aren’t visible 
The relations between data are or 
are not shown 
RV, RNV 
RELV, RELUNV 
Interpretability The level of data 
understanding 
The data understanding is at the: 
Low, Middle or High level 
LL,ML,HL 
 
Relationship understanding 
level 
 
Strong capability, middle, weak or 
no possibility for correlation 
discovery 
SC, MLC, WC, 
NoC 
The aggregation 
understanding 
There is visible: clustering, 
classification, association, rule 
detection, there is not visible rule 
NoVIS, VCLU, 
VCLA, VASS, 
VRD 
Insight in data Possibility for ordinary 
statistical, mathematical 
data analysis, no possibility 
Statistical or mathematical data 
analysis possibility or no 
possibility 
IDAS, IDAM, 
IDAN 
 
Possibility to discover 
correlation 
Correlation discovering level (1-5) ICORR 0-5 
Possibility for cluster 
analysis 
The level of clusters (1-5) ICLU 0-5 
Possibility for classification Possible classification level (1-5) ICLS 0-5 
Possibility for pattern 
recognition 
The possibility level of pattern 
recognition (1-5) 
IPR 0-5 
 
Possibility for discovering 
associations 
Association discovering possibility IAD 0-5 
 
 
     Fig. 1a The second dimension visual representation   
 The second interaction possibility can be ranked according to the possibility of 
selection of time slabs or selecting data with embedded objects that select dimensions, 
measures or time periods. The third attribute is the possibility of interaction with data.  
The attribute selection is defined as pre-prepared with queries or in the visualization 
itself using nested drill-down possibilities, with selection of attributes for analysis 
using some selection objects or selection with slider or pointer. The interaction 
possibility with the data ranks from lack of interaction possibility to possibility of 
selection of analytical or aggregated data. According to the interaction techniques, the 
possibilities are ranked from simple navigation to zooming possibilities, filtering, 
distortion as well as linking and brushing.  
The fourth dimension represents the users groups. The defined user groups are 
given in Table 4, along with their specific tasks and prior IT knowledge. It is 
important to point out that the analytical tasks are highlighted for analytical workers 
and they have the highest level of data decomposition needs, while top managers need 
data extracted from summary statistics. Managers from the middle 
level require aggregate data and perform data analysis of selected data. Managers 
from operating level require simple screens with actual values and opportunities to 
compare attributes. This includes alerts and displays with opportunities to select 
attributes. All user groups require specific and different time 
periods, so opportunities for interaction with data is important.  
 
Fig. 1b The third dimension visual representation 
 
 
Fig. 2 Analysis based on the proposed taxonomy of time histograms with more displays and 
possibility select and zoom 
 
4   The Results 
The proposed taxonomy classifies the user's purpose and benefits of visual analysis of 
the financial and accounting data based on several criteria: the user intention, visual 
effects, and the possibility of selection and interaction with data. Presented strategy, 
among other things, can serve as the basis for automation of the choice of 
visualization techniques for specific purposes. Indeed, the implication of such a 
division would provide a high degree of specification of individual visualization 
techniques for specific purposes and specific opportunities. Each attribute can be 
encoded by a weight factor to make optimization mechanisms. The mechanisms 
would determine the optimal contribution of the techniques for solving specific 
problems. Surely this is far from easy task and requires complex mathematical 
calculations, but still worth exploring because of the growing flood of data collected 
and the need for their efficient and rapid analysis.   
 
 
Fig. 3 Visualization with dashboards – selection time histograms on more displays and 
possibility select and zoom  
 
The choice of visualization techniques, according to the criteria of the proposed 
taxonomy, as well as the possibilities for automatically selecting the most appropriate 
visualization techniques are presented. These tasks will be incorporated in the 
software tools to increase the speed and performance of the analysts, provide faster 
detection of exceptions, subdivisions etc. The incorporation of such algorithms will 
automatically lead to the creation of easy to use interactive data visualization. This 
visualization can have multiple purposes: creation of control systems of current 
operations (as dashboard), creation of visual data cards with the results in the time (as 
scorecard), delve into the relation between data, etc. Evaluation of some techniques 
with this taxonomy is presented in the related authors’ work [19]. Example of coding 
the visualization with dashboards as mdmv technique is shown on the Fig. 2 and the 
visual representation on Fig. 3.  
For all mdmv techniques this kind of tables can be created. They are basis for 
creating of precise software tools, which can be developed with prediction analysis or 
optimization algorithms. Maybe the most important organizational issue in this case is 
staff’s training for the visualization possibilities, which sometime means effective and 
rapid gaining of information or transforming tabular data representation in visual 
ones, which means much information in shorter time.  
6   Conclusions 
We proposed taxonomy of the visualization techniques for mdmv data analysis to 
support the creation of a coherent and comprehensive conceptual framework that can 
allow the user classification by user intention and benefits of visualization for 
financial and accounting data.. 
Table 3.  Possibility for selection data, attributes and interaction with data 
Interaction 
possibility 
Type of variable (Nominal, 
Ordered, Quantitative) 
Variable rang Used 
code 
Selection of 
subsets from the 
visualization 
dataset 
With previous data preparation, 
In the visualization screen, No 
selection possibility 
 
The visualization is prepared with 
already selected data set, on a 
whole data set and selection is 
enabled, Selection is not enabled 
SELP, 
SELV, 
SELNO 
 
 
Enabled selection – filter for 
data/ There is only time filter/ 
Enabled with some object 
(slider, tab, combo or radio 
button) 
There is data filter for all 
dimensions, Only for time period, 
Select data set with given object 
for data selection 
SFIL 1-n, 
STFIL, 
SOBJ 1-n 
 
Zoom, Selection, Distortions, 
Linking and brushing 
Data can be selected with 
zooming, distortion, linking and 
brushing or interactive filtering 
SZOOM, 
SDIS, SLB, 
SIF, SNO 
Selection of 
desired data 
attributes 
With previous selected attribute 
(query or alias) 
Previous prepared data set with 
selected attribute – number of 
selected attributes 
SAP 1-n 
 
 
Selection of attributes on the 
visualization screen: Aggregated 
Analytic- data with drill-down 
possibility, Selection of attribute 
with object selection, Selection 
with slider or pointer 
Embedded drill-down 
possibilities for aggregated data, 
Selection of attribute with 
selection of object dedicated to 
the desired attribute (radio button, 
tab, combo box or check box…), 
Selection with slider or pointer 
SAVDD 1-
n, SAVOS 
1-n, SAVSP 
1-n 
Possibility of 
interaction with 
data in the given 
visualization 
Possibility for selection 
analytical data/aggregated data/ 
No possibility interaction 
Analytical data selection/ 
Aggregated data selection/ No 
interaction 
ISAND, 
ISAGD, 
ISNO 
Only data navigation, Possibility 
for zooming, for linking and 
brushing, for interactive filtering 
Possibility for: navigation only, 
zooming, linking& brushing, 
interactive filtering 
INAV, 
IZOOM, 
ILB, IIF 
 
The first variable is classified according to user intention. The next variable is the 
visual effects of visualization and the third one is the interaction possibility. Then, 
these variables are broken down in details and their possible values are defined. The 
possible values are presented in the tables that can be easily understood and used to 
create algorithms for the automation of visual data representation and visual analysis 
through interactive displays. Visual representation of the techniques is presented in 
the Fig. 4. 
  
Fig. 4 Taxonomy space for defined variables as the base for classification  
Table 4. User groups with specified tasks and level of information and analytical knowledge  
Users’ 
group 
Specified tasks Information knowledge Used code 
Top 
managers 
Strategic management and 
planning activities  
High level  SMHI, SMMI, SMLI 
Planning and control activities Middle level  PCHI, PCMI, PCLI 
Region management activities Low level  (informational 
and analytical knowledge) 
RMHI, RMMI, RMLI 
Tactical 
(middle 
level) 
managers 
Sector’s planning and control High level of  SPHI, SPMI, SPLI 
Management by exception Middle level of MEHI, MEMI MELI 
 Low level of (information 
and knowledge) 
LEHI, LEMI, LELI 
Operative 
managers 
Standard procedures control  High level of informational 
and analytical knowledge 
SPCHI, SPCMI, 
SPCLI 
Operation management Middle level of informational 
knowledge 
OPHI, OMMI, OMLI 
 
Problem detection and solving Low level of information and 
knowledge 
PDSHI, PDSMI, 
PDSLI 
Analytical 
staff 
Specific analytic task  High level  SATHI, SATMI, 
SATLI 
Exception analysis Middle level   EAHI, EAMI, EALI 
Perception analysis Low level (information and 
knowledge) 
PAHI, PAMI, PALI 
References 
1. Ahokas, T.: Information Visualization in a Business Decision Support System. (2008), 
http://www.doria.fi/bitstream/handle/10024/38926/informat.pdf?sequence=1, 12.01.2013  
2. Bertin, J.: Semiology of Graphics. University of Wisconsin Press, Madison, WI (1983) 
3. Buja, A., Cook, D., Swayne, D.F.: Interactive high-dimensional data visualization. In: 
Journal of Computational and Graphical Statistics, vol. 5(1), pp. 78-99 (1996)  
4. Card S.K., Mackinlay J.: The structure of the Information Visualization Design Space. 
IEEE Xplore (2009), http://dl.acm.org/citation.cfm?id=857632, 11.01.2013 
5. Card, S.K., Mackinlay, J.D., and Shneiderman, B.: Readings in Information Visualization: 
Using Vision to Think. Morgan Kaufmann Publishers, San Francisco, pp. 1-34 (1999) 
6. Chengzhi Q., Chenghu Z., Tao P.: Taxonomy of Visualization Techniques and Systems – 
Concerns between Users and Developers are Different. Asia GIS CP 2003, Wuhan, China 
(2003) 
7. Chi Ed.H., Riedl J.T.: An Operator Interaction Framework for Visualization Systems.  In: 
Proc. IEEE S.Inf.Vis., pp 63-70 (1998) 
8. Chi, E.H.: A Taxonomy of Visualization Techniques using the Data State Reference 
Model. In: Proc. IEEE S.Inf.Vis. pp. 69-75 (2000)  
9. Chuah, M. and Roth, S.: On the semantics of interactive visualization. In: Proceedings of 
IEEE Visualization (Vis’ 96). pp. 29-36 (1996) 
10. Espinosa, O.J., Hendrickson, C., and Garrett, J.H.: Domain Analysis: A Technique to 
Design A User-Centered Visualization Framework. In: Proc. IEEE S. Inf. Vis, pp. 44-52 
(1999) 
11. Foni A.E., Papagiannakis G., Magnetat-Thalmann N.: A Taxonomy of Visualization 
Strategies for Cultural Heritage Application.  In: ACM Journal on Computing and Cultural 
Heritage, Vol. 3 (1) ( 2010) 
12. Inselberg, A., Parallel Coordinates: Visual Multidimensional Geometry and Its 
Application. Springer Science+Business Media, (2009) 
13. http://www.visual-literacy.org/periodic_table/periodic_table.html, 12 May 2012 
14. Liu Z., Stasko J.T.: Mental Models, Visual Reasoning and Interaction in Information 
Visualization: A Top-down Perspective. In: IEEE Trans. Vis. Comp. Graph. vol. 16(6), 
pp. 999-1008 (2010) 
15. Keim D.A., Mansmann F., Thomas J.: Visual Analytics: How Much Visualization and 
How Much Analytics?. In: SigKDD Explorations Journal. December 2009 (2009) 
16. Keim D.A., Mansmann F., Schneidewind J., Ziegler H.: Challenges in Visual Data 
Analysis. In: IEEE Press, International Conference on Information Visualization (IV), 
London (2006) 
17. Keim, D. A.: Visual Exploration of Large Data Sets. In: Communications of the ACM, 
vol. 44(8), pp. 38-44 (2001) 
18. Keim, D. A.:  Information visualization and visual data mining. In: IEEE Tran. Vis. & 
Com. Graph., pp. 1-8 (2002) 
19. Savoska S., Loskovska S.: Evaluation of Taxonomy of User Intention and Benefits of 
Visualization for Financial and Accounting Data Analysis. In: The 7-th international 
conference of IS & Grid technology, Sofia (2013), in print 
20. Shneiderman, B.: The eyes have it: A task by data type taxonomy for information 
visualization. In: IEEE Symposium on Visual Language, pp. 336-343 (1996) 
21. Tagerden D.P. Business Information Visualization. In: CAIS, Vol. 1, Paper 4 (1999), 
http://www.acis.pamplin.vt.edu/faculty/tegarden/wrk-pap/BusInfoVizTut.pdf, 12.1. 2013 
22. Tory M., Möller T.: Rethinking Visualization: A High-Level Taxonomy. In: INFOVIS 
2004 (2004), http://www.cs.sfu.ca/~torsten/Publications/Papers/infovis04.pdf, 15.1.2013 
23. Tory M. Möller T.: A Model-based visualization Taxonomy. In: INFOVIS 2002 (2002), 
ftp://142.58.111.2/ftp/pub/cs/techreports/2002/CMPT2002-06.pdf, 1.12.2012 
24. Tweedie, L.: Characterizing interactive externalizations. In: Proc. of the ACM Human 
Factors in Computing Systems Conference (CHI’97), pp. 375-382.  ACM Press (1997) 
25. Wehrend, S., Lewis, C.: A problem-oriented classification of visualization technique. In: 
Proc. of IEEE Visualization (Vis’90), pp. 139-143 (1990) 
26. Wilkinson, L.: The Grammar of Graphics. Springer-Verlag Science+Business Medi Inc., 
Second edition, New York (1999)  
27. Wong P.C., Bergeron R.D.: 30 Years of Multidimensional Multivariate Visualization. 
National Science Foundation under grant IRI-9117153, ACM Press (1994), 
http://www.cs.unc.edu/~taylorr/Comp715/papers/Wong97_30_years_of_multidimensional
_multivariate_visualization.pdf, 12.5.2012 
28. Zhou, M., Feiner, S.: Visual task characterization for automated visual discourse synthesis. 
In: Proc. of the ACM Human Factors in Computing Systems Conference (CHI’98), pp. 
392-399 (1998) 
