Abstract. Mixed boundary conditions are introduced to finite element exterior calculus. We construct smoothed projections from Sobolev de Rham complexes onto finite element de Rham complexes which commute with the exterior derivative, preserve homogeneous boundary conditions along a fixed boundary part, and satisfy uniform bounds for shape-regular families of triangulations and bounded polynomial degree. The existence of such projections implies stability and quasi-optimal convergence of mixed finite element methods for the Hodge Laplace equation with mixed boundary conditions. In addition, we prove the density of smooth differential forms in Sobolev spaces of differential forms over weakly Lipschitz domains with partial boundary conditions.
Introduction
In this article, we address the numerical analysis of the Hodge Laplace equation when mixed boundary conditions are imposed. Here, we speak of mixed boundary conditions when essential boundary conditions are imposed on one part of the boundary, while natural boundary conditions are imposed on the complementary boundary part. Special cases are the Poisson equation with mixed Dirichlet and Neumann boundary conditions [46] , and the vector Laplace equation with mixed tangential and normal boundary conditions [26] . It is known in the theory of partial differential equations that the Hodge Laplace equation with mixed boundary conditions arises from Sobolev de Rham complexes with partial boundary conditions [32, 27] . These are composed of spaces of Sobolev differential forms in which boundary conditions are imposed only on a part of the boundary (corresponding to the essential boundary conditions).
Moving towards the numerical analysis of mixed finite element methods for the Hodge Laplace equation with mixed boundary conditions, we adopt the framework of finite element exterior calculus (FEEC, [3] ). Smoothed projections from Sobolev de Rham complexes onto finite element de Rham complexes play a central role in the a priori error analysis within FEEC. The literature provides the corresponding smoothed projections in the special cases of either fully essential or fully natural boundary conditions, but the general case of mixed boundary conditions has remained open [3, 5] . In order to enable the abstract Galerkin theory of FEEC for the general case of mixed boundary conditions, we need a smoothed projection that preserves partial boundary conditions. Constructing such a smoothed projection is the main contribution of this article. The abstract Galerkin theory of Hilbert complexes then shows quasi-optimal convergence of a large class of mixed finite element methods.
Mixed boundary conditions for vector-valued partial differential equations are a non-trivial topic, and even more so in numerical analysis. We outline the topic and prior research, starting with mixed boundary conditions for the Poisson problem. Suppose that Ω is a bounded connected Lipschitz domain with outward unit normal field n along ∂Ω. Here, we impose a homogeneous Dirichlet boundary condition along Γ D and a homogeneous Neumann boundary condition along Γ N . If f ∈ L 2 (Ω), then a weak formulation characterizes the solution as the unique minimizer of the energy
over H 1 (Ω, Γ D ), the subspace of H 1 (Ω) whose members satisfy the (essential) Dirichlet boundary condition along Γ D . The well-posedness of this variational problem follows by a Friedrichs inequality with partial boundary conditions [46] . Moreover, the compactness of the embedding
is crucial in proving the compactness of the solution operator. A typical finite element method seeks a discrete approximation of u by minimizing J over a space of Lagrange elements in H 1 (Ω, Γ D ). The discussion of this Galerkin method is standard [10] , but still we cannot approach the Poisson problem with mixed boundary conditions by the current means of FEEC due to the lack of a smoothed projection.
The natural generalization to vector-valued problems in three dimensions is given by the vector Laplace equation with mixed boundary conditions. This equation appears in electromagnetism or fluid dynamics. The analysis of this vector-valued partial differential equation, however, is considerably more complex. Given the vector field f , we seek a vector field u that solves curl curl u − grad div u = f (1.3) over the domain Ω. Moreover we assume that ∂Ω = Γ T ∪ Γ N is an essentially disjoint partition of the boundary into relatively open subsets; geometric details are discussed later in this article. The boundary conditions on u are u |Γ T × n = 0, (div u) |Γ T = 0, u |Γ N · n = 0, (curl u) |Γ N × n = 0. (1.4)
Here we impose homogeneous tangential boundary conditions on u along a boundary part Γ T , and homogeneous normal boundary conditions on u along the complementary boundary part Γ N . When f ∈ L 2 (Ω, R 3 ), then a variational formulation seeks the solution by minimizing the energy functional
over the space H(div, Ω, Γ N ) ∩ H(curl, Ω, Γ T ). Here H(div, Ω, Γ N ) is the subspace of H(div, Ω) satisfying normal boundary conditions along Γ N , and H(curl, Ω, Γ T ) is the subspace of H(curl, Ω) satisfying tangential boundary conditions along Γ T .
The additional complexity in comparison to the scalar-valued case begins with the correct definition of tangential and normal boundary conditions in a setting of low regularity [52, 12, 13, 53, 27] . When non-mixed boundary conditions are imposed, so that either Γ T = ∅ or Γ T = ∂Ω, then Rellich-type compact embeddings H(div, Ω, Γ N ) ∩ H(curl, Ω, Γ T ) → L 2 (Ω, R 3 ) and vector-valued Poincaré-Friedrichs inequalities have been known for a long time [51, 47, 55, 17] . Mixed boundary conditions in vector analysis, however, have only recently been addressed systematically in pure analysis [33, 36, 34, 1, 7] .
Additional difficulties arise in numerical analysis. Minimizing (1.5) over a finite element subspace of H(div, Ω, Γ N ) ∩ H(curl, Ω, Γ T ) generally does not lead to a consistent finite element method [18, 5] . But mixed finite element methods, which introduce either div u or curl u as auxiliary variables, have been studied with great success [9, 31, 45, 19] . Mixed boundary conditions for the vector Laplace equation, however, have not yet received much attention in numerical analysis (but see [48, 30] ). A mixed finite element method for the vector Laplace equation with mixed boundary conditions only incorporates the essential boundary conditions along Γ T into the finite element space.
We attend particularly to a phenomenon that significantly affects the theoretical and numerical analysis of the vector Laplace equation but remains absent in the scalar-valued theory: the presence of non-trivial harmonic vector fields in H(div, Ω, Γ N ) ∩ H(curl, Ω, Γ T ). Specifically, let H(Ω, Γ T , Γ N ) denote the subspace of H(div, Ω, Γ N ) ∩ H(curl, Ω, Γ T ) whose members have vanishing curl and vanishing divergence. This space has physical relevance: in fluid dynamics, for example, those vector fields describe the incompressible irrotational flows that satisfy given boundary conditions. In the case of non-mixed boundary conditions, their dimension corresponds to topological properties of the domain [41] , and in particular that dimension is zero on contractible domains. But in the case of mixed boundary conditions, this dimension depends on the topology of both the domain Ω and the boundary part Γ T . Thus H(Ω, Γ T , Γ N ) may have positive dimension if Γ T has a sufficiently complicated topology even if Ω itself is contractible [35, 27] . This dimension can be calculated exactly from a given triangulation of Ω and Γ T . In a finite element method, the subspace H(Ω, Γ T , Γ N ) must be approximated by discrete harmonic fields, i.e., the kernel of the finite element vector Laplacian.
It is instructive to study these partial differential equations in a unified manner using the calculus of differential forms. Both the Poisson problem and the vector Laplace equation with mixed boundary conditions are special cases of the Hodge Laplace equation with mixed boundary conditions. The Hodge Laplace equation has been studied extensively over Sobolev spaces of differential forms [52, 11, 50, 36, 43, 42, 6, 44, 53] , but the case of mixed boundary conditions has been a recent subject of research [27, 32] . The theoretical foundation are de Rham complexes with partial boundary conditions. Let L 2 Λ k (Ω) be the space of differential forms with square-integrable coefficients, and let HΛ k (Ω, Γ T ) be the subspace of L 2 Λ k (Ω) whose members have exterior derivatives in L 2 Λ k+1 (Ω) and satisfy boundary conditions along Γ T . We consider the differential complex
where d denotes the exterior derivative. The widely studied special cases Γ T = ∅ and Γ T = ∂Ω correspond to either imposing essential boundary conditions either nowhere or along the entire boundary.
The calculus of differential forms has attracted interest as a unifying framework for mixed finite element methods [31, 3, 5, 24, 2, 20] . The numerical analysis of mixed finite element methods for the Hodge Laplace equation can be formulated in terms of finite element de Rham complexes, which mimic the differential complex (1.6) on a discrete level. Finite element exterior calculus is a formalization of that approach. But whereas the special cases of non-mixed boundary conditions are standard applications, mixed boundary conditions (corresponding to more general choices of Γ T ) have not been addressed in this context yet.
We outline the corresponding finite element de Rham complexes. We let T be a triangulation of Ω that also contains a triangulation U of Γ T . Moreover, we let PΛ k (T ) denote a space of piecewise polynomial differential forms in HΛ k (Ω) of the type P r Λ k (T ) or P − r Λ k (T ) as described in [3, 4] . Then the finite element space with essential boundary conditions is
In this article we classify a family of finite element de Rham complexes
that feature these essential boundary conditions and guide the construction of stable mixed finite element methods, completely analogous to the classification of finite element de Rham complexes in the case of non-mixed boundary conditions [3] .
To relate the continuous and discrete levels and enable the abstract Galerkin theory of FEEC ([5]), we need a projection π k : HΛ k (Ω, Γ T ) → PΛ k (T , U) onto the finite element space that is uniformly L 2 bounded and commutes with the differential operator. In particular, the following diagram commutes:
Given such a projection, we obtain a priori convergence results for mixed finite element methods [5] . A specific example are the smoothed projections in finite element exterior calculus for non-mixed boundary conditions [3, 16, 38] .
The main contribution of this article are smoothed projections π k for de Rham complexes with partial boundary conditions. In particular, we bound their operator norm in terms of the mesh quality and the finite element polynomial degree.
Continuing the research in [38] , we assume minimal geometric regularity and conduct our construction over weakly Lipschitz domains, which is a class of domains generalizing classical (strongly) Lipschitz domains. In order to define mixed boundary conditions, we partition the boundary of the domain into two complementary parts on which we impose essential or natural boundary conditions, respectively. We assume only minimal regularity for the boundary partition. This choice of geometric ambient has favorable properties. On the one hand, the class of weakly Lipschitz domains is broad enough to contain (strongly) Lipschitz domains and a large class of three-dimensional polyhedral domains that fail to be strongly Lipschitz, such as the crossed brick domain [45, Figure 3 .1]. On the other hand, many analytical results that are known for strongly Lipschitz domains, such as the Rellich embedding theorem for differential forms, still hold true over weakly Lipschitz domains (see [6, 7] ). Notably, restricting to strongly Lipschitz domains would not simplify the mathematical derivations in this article. In continuity with [38] , we define the smoothed projections over differential forms with coefficients in L p spaces for p ∈ [1, ∞] and consider the W p,q classes of differential forms [28] .
We give an outline of the stages that compose the smoothed projection. Let
The basic idea is extending the differential form by reflection, but along Γ T we extend it by zero over a "bulge" attached to the domain. E k commutes with the exterior derivative on HΛ k (Ω, Γ T ). Next, we construct a distortion D : Ω e → Ω e which moves a neighborhood of the bulge into the latter but is the identity away from the bulge. We locally control the amount of distortion. The pullback D * E k u of E k u along D vanishes then in a neighborhood of Γ T and commutes with the exterior derivative. Subsequently, we apply a regularization operator
which produces a smoothing of D * E k u that still vanishes in a neighborhood of Γ T . This is based on the idea of taking the convolution with a smooth bump function. In our case, however, the smoothing radius is locally controlled.
The canonical finite element interpolant
Since the latter vanishes near Γ T , the resulting differential form is an element of PΛ k (T , U). In combination, this yields an operator
that commutes with the exterior derivative on HΛ k (Ω, Γ T ) and satisfies uniform L 2 bounds. But Q k is generally not idempotent. To enforce idempotence, we bound the interpolation error over the finite element space and apply the "Schöberl trick" [48] . This delivers the desired smoothed projection. In particular, we prove the following main result. Theorem 1.1. Let Ω ⊆ R n be a bounded weakly Lipschitz domain, and let Γ T ⊆ ∂Ω be an admissible boundary patch (in the sense of Section 3). Let T be a simplicial triangulation of Ω that contains a simplicial triangulation U of Γ T , and let (1.7) be a finite element de Rham complex as in finite element exterior calculus [3] with essential boundary conditions along Γ T . Then there exist bounded linear projections
such that the following diagram commutes:
(1.9)
The L 2 operator norm of π k is uniformly bounded in terms of the maximum polynomial degree of (1.7), the shape measure of the triangulation, and geometric properties of Ω and Γ T .
The calculus of differential forms has emerged as a unifying language for finite element methods for problems in vector analysis [31] and commuting projections play an important role in that context. A bounded projection operator that commutes with the exterior derivative up to a controllable error was derived in [14] . A bounded commuting projection operator for the de Rham complex without boundary conditions has been derived in [3] in the case of quasi-uniform triangulations, which was subsequently generalized in [16] to shape-uniform triangulations and de Rham complexes with full boundary conditions. The ideas in those contributions were extended to smoothed projections over weakly Lipschitz domains in [38] , which we take as our point of departure. The existence of a smoothed projection that respects partial boundary conditions has been an unproven conjecture in [8] . A local bounded interpolation operator was presented in [49] in the language of classical vector analysis; this result was generalized to differential forms in [20] , and a variant of this operator that preserves partial boundary condition was given in [30] . A local commuting projection is developed in [24] . We refer to [15, 23, 29] for further approaches on the topic.
In addition to this research in numerical analysis, we contribute a result to functional analysis. Specifically, we prove that smooth differential forms over a weakly Lipschitz domain Ω which vanish near Γ T are dense in
When Ω is a strongly Lipschitz domain and Γ D ⊆ ∂Ω is a suitable boundary patch, then the density of [21, 22] ) and analogous density results for differential forms with partial boundary conditions (see [32] ) are known. The following generalization to weakly Lipschitz domains, however, has been not available in the literature yet. Lemma 1.2. Let Ω be a bounded weakly Lipschitz domain and let Γ T be an admissible boundary patch (in the sense of Section 3). Then the smooth differential
The remainder of this article is structured as follows. In Section 2, we review the calculus of differential forms. In Section 3, we introduce the geometric setting and the extension operator. In Section 4, we devise the distortion mapping. In Section 5, we combine these constructions to obtain the mollification operator. In Section 6, we devise the smoothed projection. Finally, Section 7 outlines applications to the convergence theory of finite element methods.
Lipschitz Analysis and Differential Forms
In this section we recall background material in several fields of analysis. This includes a summary of Section 3 of [38] with an additional discussion of differential forms over domains that satisfy homogeneous boundary conditions along subsets of the boundary. We draw from sources in Lipschitz analysis [40] , geometric measure theory [25] , the calculus of differential forms over domains [37] , and differential forms with coefficients in L p spaces [28, 27] .
2.1. Analytical Preliminaries. We recall some basic notions. Unless mentioned otherwise, we let every subset A ⊆ R n , n ∈ N 0 , be equipped with the canonical Euclidean norm · . For any set U ⊆ R n and r > 0 we write B r (U ) for the closed Euclidean r-neighborhood of U and set B r (x) := B r ({x}). Moreover, vol m (A) is the m-dimensional exterior Hausdorff measure of any subset A ⊂ R m .
Let U ⊆ R n and V ⊆ R m , and let Φ :
We call Lip(Φ, A) the Lipschitz constant of Φ over A and we simply write Lip(Φ) := Lip(Φ, A) if A is understood. We say that Φ is Lipschitz if Lip(Φ, U ) < ∞. If Φ : U → V is invertible, then we call Φ bi-Lipschitz if both Φ and Φ −1 are Lipschitz. We call Φ a LIP embedding if Φ : U → Φ(U ) is bijective and locally bi-Lipschitz.
Differential Forms. Let U ⊆ R
n be an open set. We let M (U ) denote the space of Lebesgue-measurable functions over
denote the exterior product of u and v. We let C ∞ Λ k (U ) be the space of smooth differential forms over U , we let C ∞ Λ k (U ) denote the space of smooth differential forms over U that are restrictions of members of
We let dx 1 , . . . , dx n ∈ M Λ 1 (U ) be the constant 1-forms that represent the n coordinate directions. We let u, v ∈ M (U ) denote the pointwise
is a linear mapping that is uniquely defined by the identity
We recall the exterior derivative d :
then we call w the weak exterior derivative of u and write du := w. Note that w is unique up to equivalence almost everywhere in U , and that the weak exterior derivative of u ∈ C ∞ Λ k (U ) agrees with the (strong) exterior derivative almost everywhere. The Hodge star enters the definition of the exterior codifferential, which is a differential operator given (in the strong sense) by
A weak exterior codifferential can be defined analogously.
2.3. W p,q differential forms. We work with differential forms whose coefficients are contained in Lebesgue spaces. We let L p (U ) denote the Lebesgue space over U with exponent p ∈ [1, ∞] and let L p Λ k (U ) be the Banach space of differential k-forms with coefficients in L p (U ), together with the norm
Since the exterior derivative of an exterior derivative is zero, we have for every choice of p, q, r ∈ [1, ∞] the inclusion
Example 2.1. The space W 1,1 Λ k (U ) contains all integrable differential k-forms over U with integrable weak exterior derivative. If U is bounded, then all other spaces
, consisting of square-integrable differential k-forms with square-integrable exterior derivatives, has a Hilbert space structure equivalent to its Banach space structure and is often written HΛ k (U ) in the literature. The space W ∞,∞ Λ k (U ) comprises those essentially bounded differential k-forms whose exterior derivative is essentially bounded; these are called flat differential forms in geometric measure theory [25, 54] .
We are particularly interested in spaces of differential forms that satisfy homogeneous boundary conditions along a subset Γ of the boundary ∂U . We call these partial boundary conditions. Following Definition 3.3 of [27] , we discuss boundary conditions with the intuition that a differential form with weak exterior derivative satisfies homogeneous boundary conditions along the boundary part Γ if and only if its extension by zero still has a weak exterior derivative along that boundary part.
Formally, when Γ ⊆ ∂U is a relatively open subset of ∂U , then we define the space W p,q Λ k (U, Γ) as the subspace of W p,q Λ k (U ) whose members adhere to the following condition: we have u ∈ W p,q Λ k (U, Γ) if and only if for all x ∈ Γ there exists r > 0 such that
, and hence a Banach space of its own. We also say that u ∈ W p,q Λ k (U, Γ) satisfies partial boundary conditions along Γ. One consequence of the definition is
In other words, a differential form which satisfies boundary conditions along Γ has an exterior derivative satisfying boundary conditions along Γ.
. If the domain boundary is sufficiently regular, then an equivalent notion of homogeneous boundary conditions uses generalized trace operators [42, 53] . This article does not address inhomogeneous boundary conditions. We finish this section with some results on the behavior of differential forms under bi-Lipschitz coordinate changes. Suppose that U, V ⊆ R n are connected open sets and let Φ : U → V be a bi-Lipschitz mapping. The pullback of
The pullback commutes with the exterior derivative in the sense that dΦ * u = Φ * du whenever u ∈ M Λ k (U ) has a weak exterior derivative. The pullback along biLipschitz mappings also preserves the L p classes of differential forms. We henceforth
Moreover, the W p,q classes of differential forms are preserved under pullbacks: for
. This follows immediately from (2.7) via the commutativity of the pullback and the exterior derivative.
Boundary Partitions of Weakly Lipschitz Domains
In this section we discuss weakly Lipschitz domains and boundary partitions with minimal regularity assumptions. We provide the geometric background and introduce commuting extension operators that take into account partial boundary conditions. Our discussion of weakly Lipschitz domains and boundary partitions is based on [27] .
Weakly Lipschitz Domains and Boundary Partitions.
Let Ω ⊆ R n be a domain. We call Ω a weakly Lipschitz domain if every x ∈ ∂Ω has a closed neighborhood U x ⊆ R n for which there exists a bi-Lipschitz mapping ϕ x :
n such that ϕ x (x) = 0 and Next we introduce the geometric background for the discussion of boundary conditions. We assume that Γ T ⊆ ∂Ω is a relatively open subset of the boundary. We write Γ N := ∂Ω \ Γ T for the complementary relatively open boundary part and we write Γ I := Γ T ∩ Γ N for the interface between the boundary parts. We call Γ T an admissible boundary patch if for every x ∈ Γ I there exists a bi-Lipschitz mapping ϕ x : U x → [−1, 1] such that (3.1) holds and such that additionally
We also call the triple (Γ T , Γ I , Γ N ) an admissible boundary partition. Note that Γ T is an admissible boundary patch if and only if Γ N is an admissible boundary patch. Remark 3.2. A weakly Lipschitz domain is the interior of a locally flat n-dimensional Lipschitz submanifold of R n with boundary. In particular, ∂Ω is a locally flat Lipschitz submanifold of dimension n−1 without boundary. The tuple (Γ T , Γ I , Γ N ) being an admissible boundary partition means that Γ T and Γ N are the interior of locally flat Lipschitz submanifolds of dimension n−1 of ∂Ω with common boundary Γ I := ∂Γ T = ∂Γ N . In turn, Γ I is a Lipschitz submanifold of dimension n−2 without boundary. This is in accordance with Definition 3.7 of [27] , when Remark 3.2 in that reference is taken into account.
3.2. Commuting Extension Operators. In the remainder of this section we construct a commuting extension operator. The basic idea comprises two steps. First, any differential form over Ω is extended by zero onto a bulge domain Υ attached to Ω along Γ T . Second, the thus extended differential form over this enlarged domain is extended again to an even larger domain Ω e via a reflection along the boundary.
We begin with some geometric definitions and results. A tubular neighborhood of Ω with Lipschitz regularity is obtained from Theorem 2.3 of [38] . Specifically, there exists a LIP embedding Ψ 0 :
We then introduce the auxiliary domains
We think of Υ as a bulge attached to the domain Ω along Γ T , which results in the combined domain Ω b . It is easily verified that both Υ and Ω b are again weakly Lipschitz domains; see also Figure 1 for a visualization of the construction.
The fact that Ω b is a weakly Lipschitz domain allows us to apply Theorem 2.3 of [38] again to construct a tubular neighborhood with Lipschitz regularity: we obtain a LIP embedding Ψ b :
We now define the additional auxiliary domains
which by Theorem 2.3 of [38] can be assumed to be weakly Lipschitz domains without loss of generality. We are now in the position to define the main result of this section: a commuting extension operator preserving partial boundary conditions. Theorem 3.3. There exists a bounded linear operator
Lastly, there exist L E ≥ 1 and C E ≥ 1 such that for every p ∈ [1, ∞], every δ > 0, and every measurable A ⊆ Ω we have We set [38] . Finally, (3.7) follows with a combination of Lemma 7.2 of [38] applied to the extension operator E r together with the fact that E 0 is an extension by zero.
Remark 3.4. A similar extension operator can be found in [49], whose technical details are elaborated in [30] for the special case of (strongly) Lipschitz domains and boundary partitions with a piecewise C 1 -interfaces. We consider a more general geometric setting in this contribution and use weaker assumptions.
Distortion of Domain Boundaries
In this section we discuss a geometric result that enters the construction of the smoothed projection but which is also of independent interest. The basic idea is as follows: given a domain Υ ⊆ R n , we search for a homeomorphism of R n that moves ∂Υ into Υ and that is the identity outside of a neighborhood of ∂Υ. Moreover, we want to locally control how far the homeomorphism moves the boundary into the domain. Specifically, we prove the following result. 
there exists a bi-Lipschitz mapping D : R n → R n with the following properties. We have
We have
For all x ∈ R n we have
For all x ∈ ∂Υ we have
Remark 4.2. We discuss the meaning and application of Theorem 4.1 before we give the proof. The mapping D is a distortion of R n which moves Υ into itself. The function controls the amount of distortion near Υ. The distortion D contracts a neighborhood of Υ into the domain. Specifically, we interpret the properties (4.2) in the following manner. Property (4.2b) formalizes that the distortion moves ∂Υ into Υ; in particular, Υ is mapped into itself. Property (4.2d) formalizes that the homeomorphism is the identity outside of a neighborhood of ∂Υ. By Property (4.2c) the amount of distortion is locally bounded by , and Property (4.2e) formalizes that the distortion is proportional to near the boundary.
Proof of Theorem 4.1. Since Υ ⊆ R n is a bounded weakly Lipschitz domain, we can apply Theorem 2. 
for x 1 , x 2 ∈ ∂Υ and t 1 , t 2 ∈ [−1, 1]. We note in particular that
we consider the parametrized mappings
where χ I is the indicator function of the interval I ⊆ [−1, 1]. As the notation already suggests, these two mappings are mutually inverse for α fixed. We easily see that they are strictly monotonically increasing, and that their Lipschitz constants are uniformly bounded for α ∈ [0, 1 /5]. In particular ζ α and ζ −1 α are bi-Lipschitz. Moreover, we observe for, say, α ∈ [0, 1 /5] that
We now write ζ(t; α) = ζ α (t) and ζ −1 (t; α) = ζ
This implies that Lip( Ξ) < 1. We define homeomorphisms
in the following manner. Assume that x ∈ R n . If there exist x 0 ∈ ∂Υ and t ∈ [−1, 1] such that x = Ξ(x 0 , t), then we set
Otherwise, we set D (x) := x. It follows from the construction that D and D
−1
are bi-Lipschitz and mutually inverse. In particular, (4.2a) is implied by 
This implies that (x 0 ) ≤ 2 (x). By the definition of ζ and D we then see
proving (4.2c). Furthermore, using we note that
Now (4.2d) follows because clearly
It remains to prove (4.2e). We define A ⊆ ∂Υ × [−1, 1] by
If y ∈ ∂Υ with x 0 − y ≤ (x 0 )/8, then (x 0 ) − (y) ≤ (x 0 )/8 since we assume Lip( ) < 1. In particular (y) ≥ 7 (x 0 )/8 follows. Via 
Mollification with Partial Boundary Conditions
In this section we construct a mollification operator for differential forms on the weakly Lipschitz domain Ω that respects partial boundary conditions along the admissible boundary patch Γ T . As in the classical mollification operator we let define the mollified differential form at each point by averaging the coefficients in a small neighborhood of that point. But as a technical difference to the classical construction we let the mollification radius vary over the space.
The standard mollifier is the function
where C µ > 0 is chosen such that µ has unit integral. Note that µ is smooth and has compact support in B 1 (0). We also write µ r (y) := r −n µ(y/r). The canonical smoothing operator over the Euclidean space is defined by convolution with the standard mollifier. We consider a generalization where the smoothing radius is locally controlled by a function. Throughout this section we let : R n → R be a non-negative smooth function that assumes a positive minimum over Ω. We introduce the mapping
Regarding the second variable as a parameter, we have a family of mappings
It is easily seen that Φ ,y is Lipschitz with Lipschitz constant at most 1 + Lip ( ). Moreover, if Lip ( ) < 1/2, then Φ ,y is bi-Lipschitz with an inverse whose Lipschitz constant is bounded by 2.
The mapping R k has range in C ∞ Λ k (Ω), commutes with the exterior derivative, and satisfies local bounds in the supremum norm.
Lemma 5.1 (Lemma 7.4 in [38] ). Assume that Φ ,y : Ω → Ω e is a LIP embedding for all y ∈ B 1 (0). We have a well-defined linear operator
We are now in the position to combine the extension operator of Section 3, the distortion operator of Section 4, and regularization operator of Lemma 5.1. Letting δ > 0 be a small parameter to be determined below, we define
The properties of the mapping M k are summarized as follows. 
and M k u vanishes in a neighborhood of Γ T .
Proof. We combine Theorem 3.3, Theorem 4.1 together with (2.7), and Theorem 5.1 to find that M k as given by (5.5) is well-defined. Similarly we deduce (5.7). Let us now assume that u ∈ L p Λ k (Ω) and that A ⊆ Ω is measurable. We prove the local estimate (5.6). Via Theorem 5.1 we find
By Theorem 4.1 and the pullback estimate (2.7) we have
For x ∈ A and y ∈ B δ (x) (x) we use (4.2c) to find
Consequently, the definition of Φ now gives
The desired inequality (5.6) follows with Lemma 3.3.
We finish the proof by showing that M k u vanishes near Γ T . Let x ∈ Γ T and
Hence B δ sup A ( ) is a subset of B 2δ (x) (x). In particular, (5.8) now shows that the maximum of R
. One more application of the pullback estimate (2.7) gives
We now assume 2δ < 1/L D . In combination with Theorem 4.1 we conclude
But E k u is zero over Υ. The proof is complete.
Although the focus of this research is numerical analysis, the results up to this point allow a contribution to functional analysis. Specifically, we prove the density result mentioned in the introduction.
Lemma 5.3. Let Ω be a bounded weakly Lipschitz domain and let Γ T be an admissible boundary patch. Then the smooth differential k-forms in
Proof. Let p, q ∈ [1, ∞) and u ∈ W p,q Λ k (Ω, Γ T ). For > 0 small enough we define M k u using Theorem 5.2. We also set Ω := Ω ∩ B L D (∂Ω) and Ω := Ω \ Ω . On the latter set, M k u agrees with the classical convolution of u with µ δ . Hence
By basic results on mollifications, the last expression converges to zero as converges to zero. Going further, a combination of Young's inequality for convolutions, the pullback estimate (2.7) applied to D , and Theorem (3.3) show the existence of C > 0 independent of u and such that
Using that Ω is a weakly Lipschitz domain, one can show that vol n (Ω C ) converges to zero as converges to zero. This implies that the L p norm of u over Ω ∩ Ω converges to zero as converges to zero. Since
with support away from Γ T for all > 0. The proof is complete.
Finite Element Projection with Partial Boundary Conditions
In this section, we prove the main result of this paper: we construct uniformly bounded commuting projections from Sobolev de Rham complexes with partial boundary conditions onto conforming finite element de Rham complexes. Throughout this section, we let Ω ⊆ R n be a fixed weakly Lipschitz domain and we let Γ T ⊆ ∂Ω be an admissible boundary patch.
The discussion of finite element spaces requires a brief discussion of triangulations. We follow [38, Section 4] , to which the reader is referred for details. We fix a finite simplicial complex T that triangulates Ω. We write T m for the set of m-dimensional simplices in T , and for each T ∈ T we write
We work with finite element spaces of differential forms that constitute a finite element de Rham complex in the sense of finite element exterior calculus [3, 5] . We let PΛ k (T ) be one of the spaces P r Λ k (T ) and P − r Λ k (T ), as defined in [3, Section 3-4], such that the choice of finite element spaces yields a finite element de Rham complex
of Arnold-Falk-Winther-type as described in [3, . This class of finite element de Rham complexes admit commuting canonical interpolants
that are bounded operators on continuous and flat differential forms, that act as the identity on the finite element spaces, and that commute with the exterior derivative on flat differential forms.
The definition of finite element spaces with boundary conditions requires an additional geometric assumption. We assume from now on that there exists a subset U ⊂ T whose member's union is exactly Γ T . In other words, U triangulates the closure of the boundary patch. Setting
The discussion in [38, Section 6] easily gives the well-definedness of the mapping
This means that the canonical interpolant preserves homogeneous boundary conditions. In particular, the following diagram commutes:
We review some technical definitions and inequalities in the proofs of our main results (see, again, [38, Section 4]). For every m-dimensional simplex T ∈ T m we let h T = diam(T ) denote its diameter and vol m (T ) denote its m-dimensional volume. If V ∈ T 0 , then convention has vol 0 (V ) = 1 and h V be the average length of all n-simplices of T adjacent to V . The shape constant of T is the minimal C mesh > 0 such that for all T ∈ T n we have h n T ≤ C mesh vol n (T ) and for all S, T ∈ T with S ∩ T = ∅ we have h T ≤ C mesh h S . Intuitively, this constant measures the regularity of the triangulation. In the sequel, we call a constant uniformly bounded if it can be bounded in terms of geometric properties of the domain, the shape constant, and the maximal polynomial degree of the finite element spaces.
There exist uniformly bounded constants C N , h > 0 such that
In addition, we recall Lemma 7.7 in [38] , which asserts the existence of a smooth function that indicates the local mesh size over the domain. More precisely, there exist uniformly bounded constants L h > 0 and C h > 0 and a smooth function h :
For the discussion of scaling arguments, we recall the definition of the n-dimensional reference simplex ∆ n = convex{0, e 1 , . . . , e n } ⊆ R n . For each T ∈ T n we fix an affine transformation ϕ T (x) = M T x + b T with b T ∈ R n and invertible M T ∈ R n×n such that ϕ T (∆ n ) = T . We can estimate the 2 operator norms
with uniformly bounded constants c M , C M > 0.
Having reviewed these technical definitions, we discuss the main results of this section. For > 0 small enough, we define the smoothed interpolant Q k as the operator
Moreover, we have
Proof. The proof is very similar to the proof of Theorem 7.8 in [38] . We let u ∈ L p Λ k (Ω) and T ∈ T n . By (2.7), (6.9) and vol
. By estimate (6.15) of [38] and discussions in that reference we know about the existence of a uniformly bounded constant C I > 0 such that
. Assuming that is small enough, we can apply Theorem 5.2 to find
Thus the local bound (6.11) is proven, and the global bound (6.12) follows easily with
Finally, (6.13) follows from Theorem 3.3, Theorem 5.1, and our assumptions on I k . The proof is complete.
We have proven uniform local bounds for the smoothed interpolant Q k . Even though Q k is generally not a projection onto PΛ k (T , U), the interpolation error over PΛ k (T , U) can be made arbitrarily small when > 0 is small enough.
Theorem 6.2. For > 0 satisfying a uniform bound, there exists uniformly bounded C e,p > 0 for every
Constants. With the notation as in the following proof, it suffices that > 0 is so small that Theorem 6.1 applies, that L E L < h , and that L < 1/3. In addition,
we may assume C e,p ≤ C
Proof. The proof here is a technical modification of the proof of Theorem 7.9 in [38] , to which the reader is referred at all times for further details. Let u ∈ PΛ k (T ) and let T ∈ T n . Using (2.7), (6.9), and definitions, we verify
To proceed with the proof, we need to recall the definition of the canonical interpolant via degrees of freedom as in Section 6 of [38] . We let PC k (F ) denote the space of degrees of freedom associated with the subsimplex F ∈ ∆(T ); these spaces of functionals are given by taking the trace of a differential k-form onto the subsimplex F and then integrating against another polynomial differential form over F (see also Remark 6.1 of [38] ). There exists a uniformly bounded constant C I > 0, as in Inequality (6.14) of [38] , for which one can show
Here, |ϕ
n be the unique m-simplex that ϕ T maps onto F . Then |ϕ
This is equivalent to the definition of |ϕ −1 T * S| k via the mass norm of k-chains as used in [38] .
Fix F ∈ ∆(T ) and S ∈ PC F k . We have
We then change the order of integration:
Using Equation (5.14) of [38] , we see for y ∈ B 1 (0) that
In the remainder of the proof we bound the last term. We need an auxiliary estimate that bounds the difference Id −ϕ 
For any y ∈ B 1 (0) andx ∈ B 1 (ϕ
We then estimate
and assuming ≤ 1 for simplicity, we get
We continue with the main part of the proof. Let > 0 be so small that L < 1/3. We apply Lemma 5.4 in [38] with r = 1/3 and the inverse inequality (6.13) in the same reference: there exists uniformly bounded C ∂ > 0 such that for all y ∈ B 1 (0) we have
As in the proof of Theorem 7.9 of [38] , we observe
for so small that L E Lc M < h . Now the inverse inequality 6.12 of [38] gives
T T (T )) . Transforming back from the reference geometry yields
The combination of these inequalities completes the proof.
For > 0 small enough, the mapping
is so close to the identity that it is invertible. We can then construct the smoothed projection. Theorem 6.3. Let > 0 be small enough. There exists a bounded linear operator
such that
and such that for all p ∈ [1, ∞] there exist uniformly bounded C π,p > 0 with
Constants. It suffices that > 0 is so small that Theorem 6.1 and Theorem 6.2 apply, and that C e,p < 2. We may assume C π,p ≤ 2C Q,p C 1/p N . Proof. This is almost identically the proof of Theorem 7.11 of [38] .
Applications
We conclude this article with an outline of the theoretical and numerical analysis of the Hodge Laplace equation with mixed boundary conditions. The smoothed projection is important for proving stability and convergence of a mixed finite element method based on a saddle point formulation of the Hodge Laplace equation. This is similar to the theory of Hodge Laplace equation with non-mixed boundary conditions, but the analytical background has only recently become available in the literature. Moreover, the harmonic forms with mixed boundary conditions display some interesting qualities.
7.1. Hodge Laplacian with Mixed Boundary Conditions. Throughout this section we assume that Ω is a bounded weakly Lipschitz domain and that the tuple (Γ T , Γ I , Γ N ) is an admissible boundary partition. We write
These spaces are naturally Hilbert spaces. We know by Proposition 4.4 and Proposition 4.3(i) of [27] that the unbounded linear operators
are densely-defined, closed, and mutually adjoint with closed range. Thus
are closed Hilbert complexes in the sense of [11] . Moreover, (7.3a) and (7.3b) are mutually adjoint. We call (7.3a) the L 2 de Rham complex with tangential boundary conditions along Γ T , and we call (7.3b) the L 2 de Rham complex with normal boundary conditions along Γ N .
Since the differential operators in (7.2) have closed range, we conclude the existence of C P > 0 such that for every u ∈ HΛ k T (Ω) that is orthogonal to the kernel of (7.2a) in the Hilbert space
This is a Poincaré-Friedrichs inequality, and an analogous inequality can be shown for the codifferential (7.2b).
The intersection
is a Hilbert space when equipped with the canonical intersection scalar product. Proposition 4.4 of [27] now gives the compactness of the Rellich embedding
Under stronger assumptions on the domain and the boundary patches it is possible to prove the existence of s ∈ (0, 1] and C > 0 such that
is the space of differential k-forms with coefficients in the Bessel potential space H s (Ω). Inequalities of the form (7.6) are known as Gaffney inequalities and have been proven under various assumptions on Ω and Γ T . For example, when Γ T is empty, then s = 1 2 holds for every strongly Lipschitz domain and s = 1 if the domain is even convex [43] . We refer to Theorem 4.1 of [27] for the conditions of a Gaffney inequality over strongly Lipschitz domains with mixed boundary conditions and s =
, then any Gaffney inequality implies the compactness of the Rellich embedding.
The space of k-th harmonic forms with mixed boundary conditions is defined as
Basic results on Hilbert spaces show that
Hence we have the L 2 orthogonal Hodge decomposition
is of particular interest because it reflects topological properties of Ω and Γ T . Specifically, by Theorem 5.3 in [27] we find that
In the special cases Γ T = ∅ and Γ T = ∂Ω, which have received most of the attention in the literature, the Betti numbers correspond to the topological properties of the domain only, such as the number of connected components or of holes of a certain dimension. But in the presence of mixed boundary conditions the Betti numbers depend also on the topology of the boundary patch Γ T . The k-th Hodge Laplacian is the unbounded operator
One can show [27, Theorem 4.5] that ∆ k is densely-defined, closed, and self-adjoint with closed range, and moreover that
This implies the existence of a bounded solution operator
, the pseudoinverse of ∆ k , which maps into dom(∆ k ) and satisfies
The k-th Hodge Laplace equation with mixed boundary conditions for a given righthand side f ∈ L 2 Λ k (Ω) is the partial differential equation
in the unknown u ∈ dom (∆ k ). In general, we can solve the k-th Hodge Laplace equation only in the sense of least squares whenever there exist non-trivial k-th harmonic forms; the least-squares solution is precisely u = G k f . Any solution of (7.11) and its derivatives satisfies the tangential and normal boundary conditions that are encoded in the definition of dom(∆ k ). While for k = 0 this is just the canonical approach for the Poisson problem (already mentioned in the introduction), it is problematic when k > 0. To begin with, the variational theory of the energy functional involves a Lagrange multiplier in H k (Ω, Γ T , Γ N ), for which we only have non-conforming approximations in practice. A more severe difficulty is that piecewise polynomial differential forms generally fail to approximate members of H T Λ k (Ω) ∩ H N Λ k (Ω) in the canonical intersection norm of that space, which is why a finite element method based on minimizing J is generally inconsistent [18] .
We will circumvent these difficulties by introducing σ = δu as an auxiliary variable and reformulating the Hodge Laplace problem in a saddle point formulation, following [5] . This approach leads to the system
q ∈ H k (Ω, Γ T , Γ N ), (7.12c) where σ ∈ H T Λ k−1 (Ω), u ∈ H T Λ k (Ω), and p ∈ H k (Ω, Γ T , Γ N ) are the unknowns. These are the Euler-Lagrange equations of a saddle point functional. One can show [5, Theorem 3.1] that (7.12) has a unique solution for every f ∈ L 2 Λ k (Ω). Furthermore, by the discussion in [5, Subsection 3.2.1] we see that (7.12) is equivalent to (7.11) in the following sense: the tuple (σ, u, p) solves (7.12) if and only if
Moreover, the norm of the solution (σ, u, p) in
is uniformly bounded in L 2 norm of f . Hence the saddle point problem is well-posed. To construct a finite element method based on (7.12) we consider a finite element de Rham complex as a discretization of the L 2 de Rham complex (7.3a) with tangential boundary conditions. Specifically, let T be a simplicial complex that triangulates Ω and contains a subtriangulations U of Γ T . As in Section 6 we fix a finite element de Rham complex with partial boundary conditions: A central concept on the analytical level which we want to mimic on the discrete level are the harmonic forms. We define the k-th discrete harmonic space as
We note that this definition of discrete harmonic k-forms H k (T , U) is entirely analogous to the identity satisfied by the harmonic k-forms H k (Ω, Γ T , Γ N ). The dimension of H k (T , U) is the Betti number b k (Ω, Γ T ) of Ω relative to Γ T , as follows, e.g., by Corollary 2 in [39], but can also be shown with an adaption of methods in [5] . In particular, the dimension of H k (T , U) depends only on Ω and Γ T . We outline a mixed finite element method for the saddle point system (7.12). We search for σ h ∈ PΛ k (T , U), u h ∈ PΛ k (T , U), and p h ∈ H k (T , U) such that
The existence of a uniformly bounded smoothed projection enables the Galerkin theory of Hilbert complexes. We find that discrete problem is well-posed: there exists uniformly bounded C > 0 such that (7.14) has a unique solution (σ h , u h , p h ) that satisfies
Furthermore, a priori error estimates can be shown as in Theorem 3.9 of [5]. We define an auxiliary quantity µ that measures the approximation of harmonic forms,
.
Letting (σ, u, p) denote the solution of the original system (7.12), there exists C > 0 uniformly bounded such that
In comparison to the case k = 1, the role of essential and natural boundary conditions is reversed. In FEEC, the grad-div-subsystem is discretized in primal formulation, while the curl-curl-subsystem is discretized in mixed formulation.
7.3.4. The case k = 3. This is again the Poisson problem with mixed boundary conditions, but with the roles of Γ T and Γ N reversed in comparison to the case k = 0. We let H 3 be spanned by the indicator functions of those connected components of Ω that do not touch Γ N . For some given f ∈ L 2 (Ω), the Hodge Laplace problem reduces to finding u ∈ L 2 (Ω), σ ∈ H(Ω, div), and p ∈ H 3 such that σ = − grad u, div σ = f − p, u ⊥ H 3 , σ |Γ T · n = 0, u |Γ N = 0.
The orthogonality condition forces u to have vanishing mean on the connected components of Ω that touch Γ N . The role of essential and natural boundary conditions is reversed in comparison to the case k = 0. The corresponding discretization is a mixed finite element method for the Poisson problem.
