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Abstract
Strongly convex sets in Hilbert spaces are characterized by local properties. One quantity which is used for
this purpose is a generalization of the modulus of convexity δΩ of a set Ω. We also show that limε→0 δΩ(ε)/ε
2
exists whenever Ω is closed and convex.
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1. Introduction
Tietze and Nakajima were the first to obtain local characterizations of the convexity of subsets of a
finite-dimensional Euclidean space [15, 16, 9]. Their results have been extended to infinite dimensions as
well as to various generalizations of the notion of convexity; see [17, 18, 11] and the references therein. In
the present paper, we present a novel local characterization of one such generalization in a Hilbert space
setting in which the role of line segments in classical convexity is assumed by lenses [3], as detailed below.
Here and throughout, X denotes a real Hilbert space of dimension at least 2 endowed with inner product
〈·|·〉 and norm ‖·‖, and B(c, r) is the closed ball of radius r centered at c ∈ X , where we adopt the convention
that B(c, 0) = {c}.
Definition. Let r > 0. A set Ω ⊆ X is called r-convex if⋂
x,y∈B(c,r)
B(c, r) ⊆ Ω (1)
for all x, y ∈ Ω, and Ω is called strongly convex if Ω is s-convex for some s > 0. The intersection in (1) is
taken over all balls containing x and y and is considered equal to X if no such ball exists.
Early results of Mayer imply the following analogues of the above-mentioned results of Tietze and Naka-
jima [8]; see Section 4.
Theorem 1.1. Let r > 0 and Ω ⊆ X be closed and connected. Then the set Ω is r-convex if and only if
it is locally r-convex, by which we mean that for each point x ∈ Ω there exists a neighborhood U ⊆ X of x
such that U ∩ Ω is r-convex.
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Theorem 1.2. Let r > 0 and Ω ⊆ X be open and connected. Then the set Ω is r-convex if and only if
it is spherically supported with radius r at each of its boundary points locally, by which we mean that for
each boundary point x ∈ ∂Ω there exists a neighborhood U ⊆ X of x and some v ∈ X, ‖v‖ = 1, such that
U ∩ Ω ⊆ B(x − rv, r).
The following related result has recently been established by Balashov and Repovsˇ [2]: A closed, convex
and bounded subset Ω of the Hilbert space X is r-convex, r > 0, if and only if there exists some ε > 0 such
that condition (1) holds for all points x, y ∈ Ω whose distance does not exceed ε. Moreover, the property of
strong convexity of a set Ω has also been characterized in terms of its modulus of convexity δΩ [12],
δΩ(ε) = sup
{
δ ≥ 0 ∣∣ x, y ∈ Ω, ‖x− y‖ = ε =⇒ B((x + y)/2, δ) ⊆ Ω}, 0 ≤ ε <∞. (2)
Specifically, if Ω ⊆ X is a non-empty, closed and convex set for which the limit
lim
ε→0
ε>0
δΩ(ε)/ε
2 (3)
exists and is positive, then Ω is r-convex, r > 0, if and only if the limit is not less than 1/(8r) [2]. These
results allow us to test the strong convexity of a set by verification of conditions on points x and y that are
sufficiently close. Still, the former characterization is not purely local since the value of ε is required to be
independent of the location of the points x and y in Ω. (Here, we call a characterization local if it takes
the following form: For all x ∈ Ω there exists a neighborhood U of x such that U ∩ Ω satisfies a certain
condition.) Analogously, the limit (3) is required to show a kind of uniformity which, in view of Theorem
1.1, seems to be unnecessarily restrictive. Indeed, the existence of the limit (3) is open even for strongly
convex sets Ω.
In the present paper, we extend the results of Balashov and Repovsˇ in that we establish a local charac-
terization of the property of strong convexity in terms of a suitable generalization of the modulus (2). We
also show that the limit (3) exists whenever Ω is closed and convex.
Strongly convex sets appear several times in applications; see [10, 7, 1] and the references therein. Our
research has been particularly motivated by the fact that local characterizations of strong convexity are
indispensable for strengthening recent results in control theory which concern geometric properties of image
sets of time-1 maps of ordinary differential equations [13, 14].
2. The main results
The statement of our results will involve the following generalization of the modulus (2).
Definition. Let Ω ⊆ X and x, y ∈ Ω. The formula
δ◦Ω,x(ε) := sup
{
δ ≥ 0 ∣∣ y ∈ Ω, v ∈ X, ‖v‖ = 1, ‖x− y‖ = ε, 〈v|x− y〉 = 0 =⇒ (x+ y)/2 + δ · v ∈ Ω}
defines a map δ◦Ω,x on the nonnegative real numbers, where we have adopted the convention that sup ∅ = −∞.
The following are the main results of this paper.
Theorem 2.1. The limit (3) exists (in R) for every closed and convex subset Ω ⊆ X, Ω 6= X.
Theorem 2.2. Let r > 0 and Ω ⊆ X be closed and connected. Then the following conditions are equivalent:
(i) Ω is r-convex.
(ii) limε→0,ε>0 δΩ(ε)/ε
2 ≥ 1/(8r).
(iii) Ω is convex and lim infε→0,ε>0 δ
◦
Ω,x(ε)/ε
2 ≥ 1/(8r) for all x ∈ Ω.
Given the existence of the limit in (ii), the latter condition is the characterization of Balashov and Repovsˇ
[2]. We remark that the assumption of convexity of Ω in condition (iii), which is purely local, cannot be
omitted, as the example of two closed balls intersecting at exactly one point shows.
In the proofs of Theorems 2.1 and 2.2 given in Section 5 we will make use of auxiliary results to be
established in Sections 3, 4 and 5. In particular, simple proofs of Theorems 1.1 and 1.2 of Mayer in Hilbert
space are given in Section 4, and the following characterizations from Section 5 may be of independent
interest.
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Proposition 2.3. Let r > 0 and Ω ⊆ X be closed and connected. Then Ω is r-convex if and only if the
following holds.
(A) There exists a sequence (εi)i∈N of positive real numbers converging to 0 such that for x, y ∈ Ω the
boundary of the set on the left hand side of (1) is contained in Ω whenever ‖x− y‖ = εi for some i ∈ N.
We note that assuming property (A), it is not obvious that the set Ω is convex. Even if one strengthens
(A) by requiring the whole lens to be contained in Ω, instead of merely its boundary, convexity of Ω is not
evident. Proposition 2.3 will turn out to be essential for the proofs of Theorems 2.1 and 2.2.
Proposition 2.3 remains true in the limit r →∞ by which we mean the following result.
Proposition 2.4. Let Ω ⊆ X be closed and connected. Then Ω is convex if and only if the following holds.
(C) There exists a sequence (εi)i∈N of positive real numbers converging to 0 such that conv{x, y} ⊆ Ω
whenever x, y ∈ Ω and ‖x− y‖ = εi for some i ∈ N.
3. Preliminaries
Throughout the paper, R denotes the field of real numbers, and N, the set of natural numbers, N =
{1, 2, . . .}. As usual, [σ, τ ], (σ, τ), (σ, τ ] and [σ, τ) denote the closed, open and half-open, respectively,
intervals in R with end points σ and τ . The open ball of radius r > 0 and center c ∈ X is denoted as B(c, r).
The closure, the interior, the boundary and the convex hull of a set Ω ⊆ X are denoted by clΩ, intΩ, ∂Ω,
and convΩ, respectively. In particular, conv{x, y} is the line segment {tx+ (1− t)y | t ∈ [0, 1]}.
We will frequently use that δB(0,r)(ε) = r −
√
r2 − ε2/4 for any ε ∈ [0, 2r] and r > 0 [4, Chapter 3,
Section 3]. From this we also conclude that limε→0,ε>0 δB(0,r)(ε)/ε
2 = 1/(8r) and δB(0,r)(ε)/ε
2 > 1/(8r) for
all r > 0 and ε ∈ (0, 2r].
The definition of strong convexity which we have adopted in Section 1 has the appeal of being concise
and completely analogous to the case for ordinary convexity. However, it is often more convenient to work
with short arcs [8] and related concepts, which are introduced below.
Definition. Let S be the intersection of a sphere ∂B(c, r) of radius r > 0 and a two-dimensional affine
subspace of X containing c. If x, y ∈ S and x 6= y, then S \ {x, y} consists of two connected components A′
and A′′. If one component is not longer than the other, say A′ is not longer than A′′, then clA′ is called
a short arc of radius r joining x and y. The set {x} for x ∈ X is also called a short arc of radius r. For
x, y ∈ X and r > 0 we define the midpoint z of a short arc A of radius r joining x and y as follows: z ∈ A
is the unique element given by 〈x− y|z − (x + y)/2〉 = 0.
Definition. Let Ω,Ω′ ⊆ X and r > 0. A pair (x, y) ∈ Ω×Ω possesses the arc property for Ω′ and (radius)
r if for every short arc A of radius r joining x and y, it holds that A ⊆ Ω′. The set Ω possesses the arc
property for (radius) r if every pair (x, y) ∈ Ω× Ω possesses the arc property for Ω and r.
We remark that the arc property for radius r does not impose any restriction on pairs of points x, y ∈ Ω
whose distance exceeds 2r. Interestingly, if such points exist, then necessarily Ω = X :
Proposition 3.1. Let r > 0 and Ω ⊆ X. Then Ω is r-convex if and only if it is connected and possesses
the arc property for radius r.
Under the additional assumption that Ω be closed, this result could be obtained from Theorem 1.1 of
Mayer, or alternatively, from a combination of the theorem of Tietze and Nakajima [17, Theorem 4.4] and
two results of Balashov and Repovsˇ [1, Theorem 2.1], [2, Lemma 3.2]. We will give a direct and elementary
proof below which does not rely on the closedness of Ω. Proposition 3.1 will then be used in Section 4 to
establish Mayer’s theorems in Hilbert space.
The following term will be used below: Two points x and y of a subset Ω ⊆ X are polygonally connected
if there exist p1, . . . , pn−1 ∈ Ω, n ∈ N, such that
⋃n−1
i=0 conv{pi, pi+1} ⊆ Ω, where p0 = x and pn = y.
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Proof of Proposition 3.1. Without loss of generality, we assume r = 1. The necessity of the condition is
easily established, so we prove only its sufficiency. Furthermore, if x, y ∈ Ω such that ‖x − y‖ ≤ 2 then
it is straightforward to show that (1) holds. In the remainder of the proof we will make frequent use of
the latter without mentioning it explicitly. Suppose now that there exist x, y ∈ Ω such that ‖x − y‖ > 2.
We claim that in this case Ω = X . Indeed, as Ω is locally convex [8, Theorem H 1], it is polygonally
connected [17, Theorem 4.3]. Hence, without loss of generality, there exists z ∈ Ω such that ∆ ⊆ Ω where
∆ = conv{x, z} ∪ conv{y, z}. Consequently, there exist a and c in the relative interior of the line segment
conv{x, z} and conv{y, z}, respectively, such that ‖a− c‖ = 2. By the arc property, there exists a′ ∈ Ω such
that a ∈ conv{a′, c} ⊆ Ω and ‖a′ − c‖ > 2. Without loss of generality, we assume that X is the Euclidean
plane R2 and p+1 := a′ = (1 + γ, 0), p−1 := c = (−(1 + γ), 0) for some γ ∈ (0, 1/2). We consider the points
p±n =
(
± (1 + γ · n−1/2), γ2∑nk=2 k−1), n ∈ N, (4)
and claim that conv{pn, p−n, pn+1, p−(n+1)} ⊆ Ω for all n ∈ N. Indeed, if conv{pn, p−n} ⊆ Ω for some
n ∈ N, then B(p±n ∓ (1, 0), 1) ⊆ Ω since Ω is 1-convex. This implies pn+1 ∈ Ω since
‖pn+1 − (pn − (1, 0))‖2 = (1 + (n+ 1)−1/2γ − n−1/2γ)2 + (n+ 1)−2γ4 < 1
using (4), and analogously for p−(n+1). Moreover, if qn = (pn+p−n)/2, then qn, qn+1 ∈ B(p±n∓ (1, 0), 1) as
1 > γ2/n+ γ4/(n+ 1)2 = ‖qn+1 − (p±n ∓ (1, 0))‖2 > ‖qn − (p±n ∓ (1, 0))‖2,
which proves our claim. It follows that {0} × R ⊆ Ω as the series diverges and the previous arguments also
apply with −p±n in place of p±n, and suitable modifications of our choice of p±1 yield Ω = R2.
Definition. Let Ω ⊆ X and x ∈ ∂Ω. A vector v ∈ X is normal to Ω at x if 〈v|y − x〉 ≤ 0 for all y ∈ Ω. If,
additionally, ‖v‖ = 1 then v is a unit normal to Ω at x.
So every unit normal defines both a supporting half-space and a supporting hyperplane of Ω at x and
vice versa. For these well-known concepts see e.g. [17]. The proof of the following result from [8] carries
over to the Hilbert space setting.
Lemma 3.2. Let r > 0 and let Ω ⊆ X be closed and convex. Let x ∈ ∂Ω and y ∈ Ω be such that ‖x−y‖ ≤ 2r.
If the pair (x, y) possesses the arc property for Ω and r, then y ∈ B(x− rvx, r) for all unit normals vx to Ω
at x.
Most of the following characterizations of strong convexity have been already observed in [5, Proposition
3.1] for the finite-dimensional case X = Rn.
Proposition 3.3. Let r > 0 and Ω ⊆ X be closed. Then the following conditions are equivalent:
(i) Ω is r-convex.
(ii) Ω is convex and Ω ⊆ B(x− rvx, r) for all x ∈ ∂Ω and all unit normals vx to Ω at x.
(iii) Ω =
⋂
c∈M B(c, r) for some M ⊆ X.
(iv) The inequality
δΩ(ε) ≥ r −
√
r2 − ε2/4
is fulfilled for every ε.
Proof. Without loss of generality, let Ω be non-empty and Ω 6= X . Implication (i) ⇒ (ii) follows easily
from Proposition 3.1 and Lemma 3.2. For the proof of implication (ii) ⇒ (iii), let Ω′ = ⋂B(x − rvx, r)
where the intersection is over all x ∈ ∂Ω and all unit normals vx to Ω at x. By hypothesis, Ω ⊆ Ω′. If
y ∈ Ω′ \ Ω, then by [6, 3.1.2, Theorem 2 and Corollary 2], there exists a supporting half-space H− of Ω
given by a unit normal vz to Ω at some z ∈ ∂Ω such that y /∈ H−. Since B(z − rvz , r) ⊆ H−, it follows
that y ∈ H− which is a contradiction. Implication (iii) ⇒ (iv) directly follows from the properties of the
modulus δΩ given at the beginning of this section, so (iv) ⇒ (i) is left to prove. To economize on notation,
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we denote by A(x,y) a short arc of radius r joining two elements x and y. Let x, y ∈ Ω. By hypothesis
z ∈ Ω whenever z is the midpoint of a short arc A := A(x,y) of radius r. Without loss of generality, we
reduce our arguments to the two-dimensional Euclidean plane containing convA and assume x+ y = 0. Let
z be the midpoint of A. Given any point a ∈ A we now construct a sequence (pn, qn)n∈N on A such that
limn→∞ pn = limn→∞ qn = a. We define q1 := z and p1 ∈ {x, y} such that a ∈ A(p1,q1). Applying the same
argument as before to p1 and q1 in place of x and y we determine q2 ∈ Ω as the midpoint of the short arc
A(p1,q1) ⊆ A. Inductively, we determine qn+1 as the midpoint of A(pn,qn) ⊆ A, and pn+1 ∈ {pn, qn} such
that a ∈ A(pn+1,qn+1). Then ‖pn − a‖2 ≤ ‖pn − pn+1‖2 ≤ ‖x − y‖2/2n, so the sequence converges to a. As
Ω is closed, we conclude that A ⊆ Ω and hence, Proposition 3.1 implies (i).
4. The theorems of Mayer in Hilbert space
We give simple proofs of Theorems 1.1 and 1.2 in Hilbert space and we provide an auxiliary corollary to
Theorem 1.2 in this section. The latter as well as Theorem 1.1 will be applied in Section 5.
Proof of Theorem 1.1. It is clear that r-convexity implies local r-convexity. For the converse, first observe
that Ω is convex by the analogous theorem of Tietze and Nakajima [17, Theorem 4.4] as it is locally convex.
We will show below that Ω possesses the arc property for radius r. Assume there exists a short arc A ⊆ X
of radius r joining x, y ∈ Ω such that A * Ω. Let x+ y = 0 without loss of generality, and let v ∈ ∂B(0, 1)
such that 〈v|x− y〉 = 0 and such that some scalar multiple of v meets A. We define δ = δB(0,r)(‖x − y‖)
and
z = argmax{‖w‖ |w ∈ Ω ∩ v · [0, δ]}.
If both (x, z) and (y, z) possess the arc property for Ω and r, then z /∈ A, since A ⊆ Ω otherwise. However,
‖z‖ < δ implies that there exist w ∈ {λ(x− y) |λ ∈ R} and µ > ‖z‖ such that w + µv,−w + µv ∈ Ω, which
together with the convexity of Ω contradicts the choice of z. Therefore, one of the pairs (x, z) and (y, z)
does not possess the arc property for Ω and r. Hence, we may construct a sequence (pn, qn)n∈N ∈ Ω×Ω for
which limn→∞ pn = limn→∞ qn = a ∈ Ω (as in the proof of Proposition 3.3) and (pn, qn) does not possess
the arc property for any n ∈ N. This contradicts the local r-convexity of Ω.
Proof of Theorem 1.2. First we note that Ω is convex by the theorem of Tietze [17, Theorem 4.10]. It is
enough to prove that every pair of points x, y ∈ Ω possesses the arc property for cl Ω and radius r. Indeed,
if the latter is true then cl Ω is r-convex, and hence so is Ω as Ω = int(cl Ω). Let x, y ∈ Ω, x 6= y, and let A
be a short arc of radius r joining x and y. Let z be the midpoint of A. Consider the set
T = {t ∈ [0, 1] |At ⊆ cl Ω}
where A0 := conv{x, y}, and if t > 0, then At is the short arc joining x and y such that tz+(1−t)·(x+y)/2 ∈
At. As Ω is open we conclude that [0, t0] ⊆ T for some t0 > 0. Let t ∈ [t0, 1) ∩ T and assume that there
exists w ∈ At such that w ∈ ∂Ω. Then there exists a neighborhood U of w such that U ∩ clΩ ⊆ B(w− rv, r)
where v is a unit normal to Ω at w. This is a contradiction to At ⊆ cl Ω since the radius of At exceeds r.
Hence, At ⊆ Ω, so T is open as At is compact. Since T is closed by the closedness of clΩ the claim follows
since A = A1 ⊆ cl Ω.
We remark that Theorem 1.2 proves that conditions (i)-(iv) of Proposition 3.3 are equivalent to:
(ii’) Ω is convex and Ω ⊆ B(x − rvx, r) for all x ∈ ∂Ω and some unit normal vx to Ω at x.
Theorem 1.2 particularly applies if Ω is the closure of an open, connected subset of X . Therefore we
have the following consequence.
Corollary 4.1. Let r > 0 and Ω ⊆ X be closed and convex. Assume that for every x ∈ ∂Ω there exists a
neighborhood U of x such that for all y ∈ U ∩ Ω the pair (x, y) possesses the arc property for U ∩ Ω and r.
Then Ω is r-convex.
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Proof. Without loss of generality, Ω is neither empty nor a singleton. Then by hypothesis, intΩ 6= ∅,
that is, Ω = cl(intΩ). Suppose that Ω is not r-convex. Then Ω 6= X and there exists x ∈ ∂Ω such that
U ∩Ω * B(x− rv, r) for any unit normal v to U ∩Ω at x and any neighborhood U of x as in the hypothesis.
Since Ω is convex there exists a unit normal v to U ∩ Ω at x, so there exists some y ∈ U ∩ Ω such that
y /∈ B(x − rv, r). By the contrapositive of Lemma 3.2, the pair (x, y) does not possess the arc property for
U ∩ Ω and r, which is a contradiction.
5. Proof of the main results
In this Section, we shall prove the main results presented in Section 2. Some auxiliary results are also
proved. To begin with, we first establish Proposition 2.4.
Proof of Proposition 2.4. The necessity of the condition is obvious. The proof of its sufficiency is divided into
several steps. We first prove that if a pair of points x, y ∈ Ω is polygonally connected then conv{x, y} ⊆ Ω
(Claim 1 up to Claim 3). For this purpose it is enough to assume that there exists z ∈ Ω satisfying
conv{x, z} ∪ conv{y, z} ⊆ Ω. Without loss of generality, let x, y, z be not collinear, and z = 0. Define
∆ = conv{0, x, y}. We consider the set
T = {t ∈ [0, 1] | conv{tx, ty} ⊆ Ω},
and reduce the remaining arguments to the two-dimensional plane that contains ∆.
Claim 1: There exists t0 ∈ (0, 1] such that [0, t0] ⊆ T .
Since ‖t(x − y)‖ is monotonically increasing in t, it follows by property (C) that there exists t1 ∈ T such
that, without loss of generality, ε1 = ‖t1(x−y)‖ and ε1 ≤ ‖x‖/2. We choose t0 ∈ (0, t1] such that ‖t0y‖ ≤ ε1.
Let p ∈ conv{0, t0x, t0y}. Obviously, there exists tp ≤ t0 such that p ∈ conv{tpx, tpy}. Consider the family
of line segments
ℓ(τ) = {(1− λ)p+ λ[(1 − τ)tpx+ τx] |λ ∈ R} ∩∆, τ ∈ [0, 1].
The line segment ℓ(0) = conv{tpx, tpy} has length less than or equal to ε1. Next, let yp be the unique point of
ℓ(1)∩conv{0, y}. Then ℓ(1) = conv{x, yp} has length ‖x−yp‖ which is not less than ‖x‖−‖yp‖ ≥ 2ε1−ε1 = ε1
as ‖yp‖ ≤ ‖tpy‖. Since the length of the line segments ℓ(τ) varies continuously as τ varies continuously,
it follows that there exists a line segment of length ε1 with end points on conv{0, x} ∪ conv{0, y}. Hence,
p ∈ Ω.
Claim 2: If t ∈ T \ {1} then conv{tx, ty} \ {tx, ty} ⊆ intΩ.
Let p = tx, q = ty and without loss of generality t ≥ t0, ‖p− q‖ = 1. Using Claim 1 it follows that there
exists j ∈ N such that εj ≤ 2/3 and for p1 = p+ εj2 (q − p) it holds that conv{p, p1} \ {p} ⊆ intΩ. Consider
the points pn = p+ n · εj2 (q − p) for n ∈ N ∪ {0} such that pn ∈ ∆. In particular, p3 ∈ ∆. If pn−2 ∈ intΩ,
n ≥ 3, and if U ⊆ Ω is a neighborhood of pn−2, then ‖pn − pn−2‖ = εj and therefore
U ∩ ∂B(pn, εj) ⊆ Ω.
So conv{U ∩ ∂B(pn, εj), pn} ⊆ Ω, and thus inductively conv{p, pn−1} \ {p} ⊆ intΩ. By interchanging the
role of p and q the claim follows.
Claim 3: T = [0, 1].
It is enough to prove that T is both closed and open in [0, 1]. Let t ∈ T . By Claim 1 we choose a
neighborhood Up ⊆ X of p = tx such that Up∩∆ ⊆ Ω. Interchanging the role of tx and ty and Claim 2 yield
an open covering of conv{tx, ty} relative to the subspace topology on ∆ so the compactness of conv{tx, ty}
easily implies that T is open. T is closed as Ω is closed.
Claim 4: Ω is convex.
Let p ∈ Ω. Without loss of generality, there exists one more point q ∈ Ω such that ε1 ≤ ‖p− q‖. Since Ω
is connected ∂B(p, ε1) ∩ Ω 6= ∅, so ‖p− q‖ = ε1 without loss of generality. Next, without loss of generality
ε2 ≤ ε12 . We choose x ∈ B(p, ε2/2). We consider the continuous map f given by f(t) = ‖x− (tp+(1− t)q)‖.
Then f(1) ≤ 12ε2 and f(0) = ‖x − q‖ ≥ ε1 − 12ε2 ≥ 32ε2 > ε2. Hence, there exists y ∈ conv{p, q} such that
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‖x− y‖ = ε2. Thus, all pairs of points in B(p, ε2/2) ∩Ω are polygonally connected in Ω. So B(p, ε2/2) ∩Ω
is convex by Claim 3, and hence Ω is locally convex. Convexity of Ω follows therefore from the theorem of
Tietze and Nakajima [17, Theorem 4.4].
As the reader may have noted, the proof of Proposition 2.4 works also in real Banach spaces. So for a
closed, connected and non-convex subset Ω of a real Banach space E with norm ‖ · ‖E we conclude that
inf{ε > 0 |x, y ∈ Ω, ‖x− y‖E = ε =⇒ conv{x, y} ⊆ Ω} > 0.
The analogous result for strong convexity is Proposition 2.3 which we will prove below.
Proof of Proposition 2.3. Without loss of generality, let Ω consist of more than one point, and Ω 6= X . The
necessity of the condition is obvious; we prove its sufficiency. We first prove that Ω is convex. Let x, y ∈ Ω
such that ‖x − y‖ = εi for some i ∈ N. By Proposition 2.4 it is enough to show that conv{x, y} ⊆ Ω. We
consider a short arc A of radius r joining x and y. Then A ⊆ Ω, and without loss of generality, let x+y = 0.
Let z be the midpoint of A and consider the set
T = {t ∈ [0, 1) | ℓ(t) ⊆ Ω},
where ℓ(t) = {(1− t)z+λ(x−y) |λ ∈ R}∩convA. Obviously, there exist pt, qt ∈ A such that conv{pt, qt} =
ℓ(t). Choose some εj ≤ ‖x − z‖ and first let t < t0 := δB(0,r)(εj)/‖z‖. Consider the family of short arcs
A(p,q) of radius r joining points p, q ∈ A such that ‖p− q‖ = εj and A(p,q) * A. Hence, we see that ℓ(t) ⊆ Ω,
that is, [0, t0) ⊆ T . Now let t ∈ T ∩ [t0, 1). The family of short arcs considered previously also shows that pt
and qt are interior points of Ω∩ convA relative to the subspace topology on convA. Considering the family
of short arcs of radius r joining points p′, q′ ∈ ℓ(t) yields the implication that ℓ(t) \ {pt, qt} ⊆ intΩ. Since
ℓ(t) is compact we conclude that T is open. As it is also closed by the closedness of Ω, we have T = [0, 1).
As Ω is closed, it is convex.
Finally, we prove that Ω is r-convex. Suppose there exist x, y ∈ Ω not possessing the arc property for Ω
and r. To contradict this assumption, we reduce the arguments to the affine plane which contains x, y and
a short arc of radius r joining x and y which is not contained in Ω. As Ω is convex, it contains the points
xα = x+ α(y − x) and yα = y − α(y − x) for all α ∈ [0, 1/2]. We consider the non-empty set
A = {α ∈ [0, 1/2) | (xα, yα) possesses the arc property for Ω and r}.
A is closed by the closedness of Ω. Defining β = inf A it follows that β ∈ A, and hence β > 0.
Claim: For any short arc A of radius r joining xβ and yβ, it holds that A ⊆ intΩ.
First, we note that xβ is an interior point of Ω as follows: We choose a line segment contained in conv{x, y},
containing xβ , having end points different from xβ (this is possible since β > 0) and having length εν for
some ν ∈ N. By the hypothesis of property (A) and as Ω is convex it easily follows that xβ ∈ intΩ. By the
same argument, yβ ∈ intΩ. Without loss of generality, we assume 2ε1 ≤ ‖xβ − yβ‖. For p, q ∈ Ω let A(p,q)
denote a short arc of radius r joining p and q. For any n ∈ N, n ≥ 2, let p0, . . . , pn ∈ A = A(xβ ,yβ) such
that ‖pk − pk−2‖ = ε1 for 2 ≤ k ≤ n, p0 = xβ , and let p1 be the midpoint of A(p0,p2) and ‖pn − yβ‖ < ε1. If
pk−2 ∈ intΩ and if U ⊆ Ω is a neighborhood of pk−2, then it follows that
{p ∈ A(u,pk) | u ∈ U ∩ ∂B(pk, ε1)} ⊆ Ω.
Thus, we have proved
pk−2 ∈ intΩ ⇒ A(pk−2,pk) \ {pk} ⊆ intΩ.
Inductively, it follows that A(xβ ,pn−1) ⊆ intΩ. Interchanging the role of xβ and yβ we conclude that
A ⊆ intΩ.
Moreover, we conclude that L ⊆ intΩ where L denotes the intersection on the left hand side of (1) with xβ ,
yβ in place of x, y. We note that the set L is compact as it is considered in a 2-dimensional plane. But the
compactness of L contradicts our definition of β.
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In the sequel we will need an easy but extremely useful remark, namely the following.
Lemma 5.1. Let Ω ⊆ X be closed and let (ri)i∈N be a sequence of positive real numbers which converges to
r > 0. If Ω is ri-convex for all i ∈ N then Ω is r-convex.
Proposition 5.2. Let r > 0 and Ω ⊆ X be closed and connected. Then Ω is r-convex if and only if
lim inf
ε>0,ε→0
δΩ(ε)/ε
2 ≥ 1/(8r). (5)
Proof. If Ω is r-convex, then (5) follows from Proposition 3.3 (iv). For the converse, if (5) holds, note that
for any s > r and s0 := (r + s)/2 there exists ε0 > 0 such that δΩ(ε) ≥ ε2/(8s0) ≥ s −
√
s2 − ε2/4 for
all ε ∈ [0, 2ε0]. Indeed, the remarks at the beginning of Section 3 imply the last inequality. So for x ∈ Ω
consider U := B(x, ε0). Then
δU∩Ω(ε) ≥ s−
√
s2 − ε2/4.
Thus, U ∩Ω is s-convex by Proposition 3.3 (iv), and therefore Ω is s-convex by Theorem 1.1 for any s > r.
Hence, Ω is r-convex by Lemma 5.1.
Proposition 5.3. Let r > 0 and Ω ⊆ X be closed and convex and assume the following.
(D) There exists a sequence (εi)i∈N of positive real numbers converging to 0 such that for all x ∈ Ω and
all i ∈ N it holds δ◦Ω,x(εi) ≥ r −
√
r2 − ε2i /4.
Then Ω is r-convex.
To prove the previous statement we adopt the central idea of the proof of Theorem 2.1 in [2] to our
weakened hypotheses. We begin with a weaker version of Proposition 5.3.
Lemma 5.4. Let r > 0 and Ω ⊆ X be closed and convex and assume (D). Then Ω is 2r-convex.
Proof. Define δi := r−
√
r2 − ε2i /4. Let ε > 0 and let i ∈ N be sufficiently large that δi/εi < ε and εi < 2r.
Let x, y ∈ Ω, ‖x− y‖ = εi. Define a := (x+ y)/2 + δi · v for arbitrary v ∈ ∂B(0, 1) such that 〈v|x− y〉 = 0.
By hypothesis, a ∈ Ω. Without loss of generality, we reduce our arguments to the two-dimensional plane
containing conv{x, y, a} ⊆ Ω, and assume x + y = 0. Let c denote the intersection of the line {λa |λ ∈ R}
with the line normal to a− x through x. Then abbreviating µ := εi/2 we have
µ2 = δi ·
√
‖c− x‖2 − µ2
by Pythagorean theorem. So δ2i ‖c− x‖2 = µ4 + δ2i µ2 = µ4 · (1 + δ2i /µ2). Hence,
‖c− x‖ =
√
1 + (2δi/εi)2
4 · δi/ε2i
≤
√
1 + 4ε2
4 · δi/ε2i
≤ 2r ·
√
1 + 4ε2 =: s.
Hence, any short arc of radius s joining x and y is contained in Ω. Thus, Ω possesses property (A) of
Proposition 2.3 with any radius s > 2r at place of r. So Ω is 2r-convex by Proposition 2.3 and Lemma 5.1
using the limit ε→ 0.
Proof of Proposition 5.3. As a first step Ω is proved to be 2R1+R/r -convex provided that Ω is R-convex,
R > r. Without loss of generality, let x, y ∈ Ω such that 2r > ‖x − y‖ = εi =: ε for some i ∈ N.
Define δ := r −√r2 − ε2/4 and a := (x + y)/2 + δ · v for arbitrary v ∈ ∂B(0, 1) such that 〈v|x− y〉 = 0.
Property (D) ensures a ∈ Ω. Without loss of generality, we reduce our arguments to the two-dimensional
plane containing conv{x, y, a} ⊆ Ω, and assume x + y = 0. Define e1 = −x and e2 = a. By hypothesis,
conv{A(x,a), A(−x,a)} ⊆ Ω where A(·) denotes the short arc of radius R joining a to x and −x, respectively,
such that the center of the corresponding sphere has second coordinate less than 0. So A(x,a) is a subset
of ∂B(c′, R) where c′ has positive first coordinate since R > r. Denote by c the unique point of {λe2|λ ∈
R} ∩ {x+ λ(x− c′)|λ ∈ R}, and ρ := ‖x− c‖. Let z = a− x. Let lx and la be the lines tangent to B(c′, R)
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passing through x and a, respectively. Choose w ∈ X such that 〈w|e2〉 > 0 and lx = {x + λw|λ ∈ R}. For
the angle between e1 and z we write α, and for the angle between z and w we write β. Then, we note that
the angle between −e2 and c′−a equals α−β. The angle between e2 and x− c equals α+β. By hypothesis,
sin(α± β) 6= 0. Applying the sine law to the triangle with vertices c, c′ and a, we have
R− ρ
sin(α− β) =
R
sin(π − (α+ β)) =
R
sin(α+ β)
.
Thus,
R− ρ
R
=
sin(α− β)
sin(α+ β)
. (6)
Moreover, sin(α + β) = ε/(2ρ) and
sin(α− β) = sinα cosβ − cosα sinβ = δ‖z‖ ·
√
R2 − (‖z‖/2)2
R
− ε
2‖z‖ ·
‖z‖
2R
.
Using previous identities together with (6) we get
R − ρ = 2ρ
ε
·
(
δ
√
R2
‖z‖2 −
1
4
− ε
4
)
= ρ ·
(
2δ
ε2
√
R2
(‖z‖/ε)2 −
ε2
4
− 1
2
)
.
Solving the previous identity for ρ together with ‖z‖2 = δ2 + ε2/4 leads to ρ = R · (12 + 2D(ε))−1 where
D(ε) =
δ
ε2
·
√
R2(
δ
ε
)2
+ 14
− ε
2
4
.
For arbitrary η > 0 there exists j0 ∈ N such that for all j ≥ j0 it holds that
D(εj) ≥ R
4r
− η
4
.
This follows by straightforward computation using the elementary estimate
√
τ−√σ ≤ √τ − σ for 0 ≤ σ ≤ τ .
Hence, ρ ≤ 2R1+R/r−η and therefore any short arc of radius 2R1+R/r−η joining x and y is contained in Ω if
‖x− y‖ = εj . By Proposition 2.3 and Lemma 5.1 this implies the claim in the limit η → 0. By Lemma 5.4,
Ω is R0-convex where R0 = 2r. So inductively, Ω is Rn+1-convex for Rn+1 =
2Rn
1+Rn/r
and any n ∈ N. Now
Ω is r-convex by Lemma 5.1 as limn→∞Rn = r.
Next, the limit inferior in (5) will be replaced by the limit in order to verify Theorem 2.1.
Proof of Theorem 2.1. Without loss of generality, let Ω consist of more than one point. Assume the nonex-
istence of the limit, that is, κ < lim supε>0,ε→0 δΩ(ε)/ε
2 for κ := lim infε>0,ε→0 δΩ(ε)/ε
2. Then there exists
a sequence (εi)i∈N converging to 0 such that
κ < lim
i→∞
δΩ(εi)
εi2
.
It follows that there exists s > 0 such that δΩ(εi)/εi
2 ≥ 1/(8s) > κ for sufficiently large i. For any s0 > s
and sufficiently large i, we have
inf
x∈Ω
δ◦Ω,x(εi) ≥ δΩ(εi) ≥
ε2i
8s
≥ s0 −
√
s20 − ε2i /4.
So property (D) of Proposition 5.3 is fulfilled for any radius s0 > s, so Ω is s-convex. Then κ ≥ 1/(8s),
which is a contradiction. The limit is indeed finite: Suppose the limit equals ∞. Then Ω is r-convex for
any r > 0 by Proposition 5.2. Hence, by Proposition 3.3, either Ω is a singleton or Ω = X , which is a
contradiction.
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We note that once the existence of the limit has been established, its finiteness is also implied by the
following result from [1], which holds in the more general setting of a uniformly convex Banach space X : If
Ω ⊆ X is closed and uniformly convex, and Ω 6= X , then δΩ(ε) ≤ C · ε2 for some C ∈ R and all sufficiently
small ε > 0.
Proof of Theorem 2.2. The equivalence of (i) and (ii) follows from Proposition 5.2. Left to prove is (iii) ⇒
(i) since (ii) ⇒ (iii) is obvious. Let x ∈ Ω and s > r. By hypothesis it holds that δ◦Ω,x(ε) ≥ s−
√
s2 − ε2/4
for all ε > 0 sufficiently small. From Proposition 5.3 we conclude that Ω is s-convex, and hence the assertion
follows from Lemma 5.1.
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