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We study the effects of a truncated band structure on the linear and nonlinear optical response of
crystals using four methods. These are constructed by (i) choosing either length or velocity gauge for
the perturbation and (ii) computing the current density either directly or via the time-derivative of
the polarization density. In the infinite band limit, the results of all four methods are identical, but
basis truncation breaks their equivalence. In particular, certain response functions vanish identically
and unphysical low-frequency divergences are observed for few-band models in the velocity gauge.
Using hexagonal boron nitride (hBN) monolayer as a case study, we analyze the problems associated
with all methods and identify the optimal one. Our results show that the length gauge calculations
provide the fastest convergence rates as well as the most accurate spectra for any basis size and,
moreover, that low-frequency divergences are eliminated.
I. INTRODUCTION
The optical response of crystals is essential for count-
less technological applications of solids as well as for
characterization of materials. In semiconductors and
insulators, optics provide access to important features
of the band structure including band gaps and tran-
sitions at high-symmetry points1,2. The optical re-
sponse can be characterized by the linear response as
well as various nonlinear responses, e.g. second/third
harmonic generation (SHG/THG), optical rectification
(OR), sum/difference-frequency generation, etc3. Sev-
eral nonlinear optical (NLO) phenomena have important
scientific and technical applications at energies ranging
from the THz to visible wavelengths such as in laser
technology, optical communication, bio-molecular detec-
tion, and surface characterization3,4. The interest in
NLO processes has recently grown dramatically due to
the large response and exotic phenomena observed in
two-dimensional (2D) materials such as graphene5–10,
hexagonal boron nitride (hBN)11–14, and transition metal
dichalcogenides15–19.
From a theoretical point of view, a reliable method for
the computation of linear and nonlinear optical response
functions based on the material band structure is crucial.
For the linear optical response, such calculations are now
routinely performed and excellent agreement with exper-
iments is obtained, see e.g. Ref. 2. However, the calcu-
lation of the NLO response of crystals remains an open
subject as various methods for calculation, e.g. the choice
between length and velocity gauges, frequently generate
different results20–33. An extreme example of these dif-
ferences emerges when considering systems whose elec-
tronic properties can be captured accurately by a two-
band Hamiltonian, e.g. hBN12,34 or the low energy prop-
erties of biased bilayer graphene13,35,36. In such systems,
the evaluation of the second-order (in fact, all even-order)
response in the velocity gauge is identically zero at all
frequencies, whereas the equivalent calculation using the
length gauge leads to finite results12,14. Moreover, com-
puting the NLO response in the length gauge is signif-
icantly more complex than the velocity gauge due to
the appearance of generalized derivatives (GDs)12,23,24.
In spite of the above-mentioned, it can be shown that
gauge invariance is upheld if a complete basis set is used
for both calculations26,32. However, for many practical
reasons, both analytic and numerical approaches to the
calculation of the optical response rely on truncated ba-
sis sets, that break the gauge invariance. The influence
of basis truncation on the optical response in length and
velocity gauges was discussed recently in Ref. 32, where
it was predicted qualitatively that at low frequencies,
the contributions from the omitted bands in the velocity
gauge can be considerable. The gauge freedom, however,
is not the only source of differences between commonly
used computational approaches. Hence, different choices
exist for the observable providing the optical response.
Moreover, the GD in length gauge calculations can be
evaluated by its definition but, also, circumvented using
an approximate sum rule presented in Refs. 23 and 37.
In this paper, all of these alternatives will be exam-
ined, emphasizing the effects of basis truncation for a
real material (hBN) and in a broad frequency range.
Hence, we compare four computational approaches to the
optical response including the linear optical conductiv-
ity (OC), OR, SHG and THG of periodic systems and
study the convergence of each approach as a function
of basis size. The four methods consist of the combi-
nations of two choices of gauge, i.e. length and velocity
gauges, and two ways of computing the current density
response: direct evaluation of the current density or via
the time-derivative of the polarization density. In ad-
dition, we investigate the effects arising from evaluating
the GDs by the above-mentioned sum rule for a trun-
cated basis set. We choose monolayer hBN as a test case
due to the simplicity of the band structure and the pro-
nounced two-band character of the material. In order to
have access to a variable-size basis set, we use an em-
2pirical pseudopotential Hamiltonian38,39 that reproduces
the low-energy properties of hBN monolayers12,34. We
find that the length gauge approach generates the most
accurate results among the considered methods for any
basis size. Moreover, we study the effect of basis set
truncation on the unphysical zero-frequency divergences
plaguing velocity gauge calculations21–23. Thus, our re-
sults provide guidelines for choosing the optimal compu-
tational method for the optical response based on a trun-
cated band structure. This is essential in cases, where the
number of available bands is typically limited such as
tight-binding (TB) models. Similarly, many-body calcu-
lations employing the Bethe-Salpeter equation frequently
rely on a truncated band structure (see e.g. Ref.17) due
to the computational complexity. In both cases, an opti-
mal combination of gauge and observable is crucial.
The paper is organized as follows. First, we present the
pseudopotential approach for computing the electronic
band structure of hBN using the energy dispersion of a
two-band TB model for parameterization. Then, the dy-
namical equation of motion is reviewed in section III and
its perturbative solution is derived up to the third-order.
Based on this solution, we numerically compute and com-
pare the linear, SHG, OR and THG conductivity spectra
for hBN monolayer using the four above-mentioned ap-
proaches, and analyze the influence of basis truncation
on the calculated spectra. Finally, a summary of results
is presented in section V.
II. PSEUDOPOTENTIAL HAMILTONIAN
The hBN monolayer is a 2D crystal with a honey-
comb lattice consisting of two different atoms per unit
cell as depicted in Fig. 1(a), with primitive lattice vectors
a1 = a(
√
3ex + ey)/2 and a2 = a(
√
3ex − ey)/2, where
a is the lattice constant related to the inter-atomic dis-
tance a0 via a =
√
3a0 (a0 = 1.45 A˚ for the hBN
12,34).
The first Brillouin zone (BZ), associated high-symmetric
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FIG. 1. (a) Illustration of a 2D honeycomb lattice with a two-
atom unit cell, i.e. a boron (green) and a nitrogen (blue) atom,
and the primitive vectors a1 and a2. (b) The first Brillouin
zone (BZ) with primitive reciprocal vectors b1 and b2. The
shaded region shows the integration area used in this work,
which is equivalent to the first BZ.
TABLE I. Pseudopotential form factors (in eV) for monolayer
hBN obtained by fitting the band structure to a TB model34.
The reciprocal vectors G are normalized by 2pi/a.
|G|2 4/3 4 16/3
VSG 10.785 1.472 7.8
VASG 8.007 0 3.697
points and primitive reciprocal vectors b1 and b2 are
illustrated in Fig. 1(b). It should noted that, through-
out the text, all vectors are indicated by bold letters,
and Greek subscripts/superscripts denote the Cartesian
components of vectors and tensors.
The characterization of the electronic properties of
the system is based on an empirical pseudopotential
Hamiltonian38–40. In this method, the real potential that
governs the motion of electrons in the system is replaced
by a simple effective potential, the pseudopotential, which
lumps together the effects of core electrons as well as crys-
tal nuclei2. By writing the Hamiltonian eigenstates as
φ(r) = exp(ik · r)u(r), with a crystal momentum k and
lattice-periodic function u(r), the Schro¨dinger equation
is transformed into an eigenvalue problem in reciprocal
space as38
∑
G′
[
~
2
2m
|k+G|2δGG′ + VG−G′
]
uG′ = E uG , (1)
where G and δGG′ represent the reciprocal lattice vec-
tors and Kronecker delta, respectively. The Fourier co-
efficients of the pseudopotential in the reciprocal space
read VG, while uG and E denote the eigenvectors (the
Fourier coefficients of u) and eigenvalues, respectively.
The Fourier coefficients of the pseudopotential VG can
be decomposed into symmetric and anti-symmetric parts,
the so-called form factors VS
G
and VAS
G
as38
VG ≡ VSG cos(G · τ ) + iVASG sin(G · τ ) , (2)
where 2τ = a/
√
3ex is the vector connecting the two
atoms in the unit cell.
We limit the calculation of the form factors to the first
four smallest |G| with squared magnitude of 0, 4/3, 4,
16/3 (normalized by (2pi/a)2). The value of VS0 is not
important, since it only shifts the energies, while the
anti-symmetric form factors for |G|2 = 0 and 4(2pi/a)2
are not important since G · τ is 0 or ±pi, respectively.
In addition, we adopt the spherical approximation for
the pseudopotential38, which reduces the total number
of unknown form factors to five: three symmetric and
two anti-symmetric form factors. The form factors used
for hBN monolayer are presented in Table I. These were
determined by fitting the pseudopotential band struc-
ture to the low-energy part, i.e. the vicinity of the K
and M k-points, of the TB band structure for hBN
monolayer12,34,41 employing a nearest-neighbor hopping
integral of γ0 = 2.33 eV and on-site energies of ±3.9 eV.
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FIG. 2. Band structures of hBN monolayer computed by the
two pi-band TB model (red) and pseudopotential Hamilto-
nian (blue). The TB parametrization follows Ref. 34 and
the pseudopotential Hamiltonian is parametrized according
to the form factors presented in Table I, using a total of 43
reciprocal lattice vectors for the eigenvalue problem, Eq. (1).
Three important transition energies are defined: at the band
gap Eg ≡ E2(K) − E1(K), van Hove (vH) singularity EvH ≡
E2(M)−E1(M), and E31 ≡ E3(M)−E1(M), where Ei denote
the energy of the i-th band.
In Fig. 2, we compare the energy dispersions of the
pseudopotential and TB Hamiltonians. The pseudopo-
tential Hamiltonian reproduces accurately the energy dis-
persion in the vicinity of the K and M points, but devi-
ates from the TB model at the BZ center, i.e. the Γ point,
similarly to the ab-initio calculations of Ref. 34. In this
manuscript, we have employed 43 reciprocal lattice vec-
tors, which generates a total of 43 bands, 41 of which
have dispersions above the TB conduction band. This
large number of bands allows us to study the conver-
gence of the optical response as a function of basis size,
i.e. the number of bands used in the calculation. The
band gap and van Hove transition energies are Eg = 7.78
eV and EvH = 9.04 eV, respectively, while the transition
to the second conduction band occurs at an energy of
E31 = 20.4 eV (see Fig. 2).
III. CURRENT DENSITY RESPONSE
Here, we briefly review the calculation of the optical
response of a periodic system in equilibrium under the in-
fluence of an external electromagnetic field. The periodic
system is characterized by an unperturbed Hamiltonian,
Hˆ0, and an external time-dependent perturbation Vˆ (t),
such that the total Hamiltonian reads Hˆ = Hˆ0 + Vˆ (t).
The unperturbed Hamiltonian, Hˆ0, leads to the pseu-
dopotential eigenvalue problem Eq. (1). The form of the
external potential depends on the gauge choice and in
the length gauge Vˆl(t) = erˆ · E whereas, in the velocity
gauge, Vv(t) = e(pˆ · A + eA2/2)/m. Here, E and A
are the electric field and vector potential, respectively.
Both choices have their merits and shortcomings in the
context of periodic systems. The latter benefits from the
fact that the matrix elements of the momentum operator
are easily computed, but is plagued by spurious diver-
gences since the electric field has to be mapped to the
vector potential via E = −∂A/∂t. In contrast, the for-
mer requires a more elaborate calculation of the optical
response, but circumvents the unphysical divergences at
zero frequency23. Throughout this work, the external
electromagnetic field is defined by its decomposition into
harmonic components,
E(t) =
1
2
∑
p
∑
α
eαEα(ωp)e−iωpt , (3)
where the p-summation is performed over both positive
and negative frequencies.
The optical response calculation relies on the evalu-
ation of the time-dependent density operator, ρˆ(t) =∑
mn ρmn(t) |m〉 〈n|, governed by the quantum Liou-
ville equation i~∂ρˆ(t)/∂t = [Hˆ, ρˆ(t)]. This equation is
solved perturbatively (see Appendix A for details) to ob-
tain the optical response either by evaluating directly
the expectation value of the current density operator,
J(t) = tr{Jˆ ρˆ(t)}, or by computing the time-derivative
of the expectation value of the polarization density op-
erator, J(t) ≡ ∂P(t)/∂t = ∂ tr{Pˆ ρˆ(t)}/∂t12,42. Here,
the current and polarization density operators read Jˆ =
−egpˆ/(mA) and Pˆ = −egrˆ/A, respectively, where g = 2
accounts for the spin degeneracy and A is the crystal
area. The combination of two gauges and two ways of
evaluating the current density response leads to a total
of four approaches to compute the response as summa-
rized and labeled in Table II. Below, we briefly discuss
the important details regarding the calculation of linear
and nonlinear current density response in these four ap-
proaches using the perturbative expansion of the density
matrix.
The evaluation of the density matrix elements, and di-
rect calculation of the current density response in the
TABLE II. Four methods for computing the current den-
sity response and their respective labels. The methods arise
from the combination of gauge freedom and choice of phys-
ical observable under consideration, i.e. direct evaluation of
the current or the time derivative of the polarization. Here,
rˆ, pˆ, E, and A represent the position operator, momentum
operator, electric field, and vector potential, respectively.
label Vˆ (t) ∝ J(t) ∝
A rˆ · E tr{pˆ ρˆ(t)}
B rˆ · E ∂ tr{rˆ ρˆ(t)}/∂t
C pˆ · A+ eA2/2 tr{(pˆ+ eA/2) ρˆ(t)}
D pˆ · A+ eA2/2 ∂ tr{rˆ ρˆ(t)}/∂t
4velocity gauge is a rather straightforward problem, since
the momentum operator is a well-defined operator in pe-
riodic systems. In contrast, both the perturbation eval-
uation in the length gauge and the calculation of the
polarization density involve the ill-defined (in periodic
systems) position operator, rˆ. In spite of the prima facie
problems associated with the position operator, it has
been shown in Ref. 23, and references therein, that the
optical response can be computed in this gauge, by sepa-
rating formally the interband and intraband parts of the
position operator as rˆ = rˆ(e) + rˆ(i)
r(e)nm ≡ 〈φnk|rˆ(e)|φmk′〉 = (1− δnm)δkk′Ωnm , (4a)
r(i)nm ≡ 〈φnk|rˆ(i)|φmk′〉 = δnm
(
Ωnn + i∇k
)
δkk′ , (4b)
where the generalized Berry connections are defined as
Ωnm ≡ 〈unk|i∇k|umk〉 = i
Auc
∫
uc
u∗nk∇kumkd
2r , (5)
with the cell-periodic functions unk and unit cell area
Auc. To simplify the notation, we frequently suppress the
explicit dependence of quantities on wavevector. The in-
terband matrix elements of position and momentum op-
erators are related by imΩnm = ~pnm/Enm
43 for n 6= m,
where Enm ≡ En − Em. In addition, the intraband part
of the position operator leads to appearance of the GD
denoted typically by ();k
23,24. For any simple operator
(diagonal in k), Oˆ, the following expressions are then
derived23
〈φnk|[rˆ(i), Oˆ]|φmk′〉 = iδkk′
(
Onm
)
;k
, (6a)(
Onm
)
;k
≡∇kOnm − i[Ωnn −Ωmm]Onm . (6b)
In addition, by virtue of the canonical commutation re-
lation, i.e.
[
rˆα, pˆβ
]
= i~δαβ, and, by separating the inter-
band/intraband parts of position operator, a sum rule is
derived for the GD
(
pβmn
)
;kα
= ~δαβδmn +
~
m
∑
l
[
δ¯mlp
α
mlp
β
ln
Eml
− δ¯lnp
β
mlp
α
ln
Eln
]
,
(7)
where we introduce δ¯ml ≡ 1− δml. Equivalent procedure
was used for the GD evaluation in Refs. 23, 24, and 37.
The basis truncation breaks this sum rule, thus opening
a door for additional convergence problem as discussed
in section IV. Making use of the perturbative solution of
the density matrix, Eq. (A2), and the above-mentioned
results, we evaluate the current density up to the third-
order in the electric field strength.
We begin by addressing in detail the four possible
methods to compute the linear response. Without loss
of generality, the first-order current density J
(1)
λ (t) reads
J
(1)
λ (t) =
∑
p
∑
α
σ
(1)
λα (ωp)Eα(ωp)e−iωpt . (8)
The different methods of calculation lead to four conduc-
tivity tensors σ
(1)
λα , defined as
σ
A(1)
λα ≡ Ce
∑
k,n,m
n6=m
pλnmg
α
mn
Emn
− Ci
∑
k,n
pλnn
~ωp
∂fn
∂kα
, (9a)
σ
B(1)
λα ≡ Ce
∑
k,n,m
n6=m
pλnmg
α
mn~ωp
E2mn
− Ci
∑
k,n
m
~2ωp
∂En
∂kλ
∂fn
∂kα
,
(9b)
σ
C(1)
λα ≡ Ce
∑
k,n,m
pλnmg
α
mn
~ωp
+
ie2
mAucωp
δλα , (9c)
σ
D(1)
λα ≡ σA(1)αλ . (9d)
Here, fnm ≡ fn − fm with fn ≡ f(En) the Fermi-Dirac
distribution and the summation over k implies an in-
tegral over the BZ, i.e. (2pi)D
∑
k
→ A ∫
BZ
dDk with
D the dimension (D = 2 for hBN). Also, the indices
m,n, l ∈ {1, 2, · · · } run over all the bands, and the con-
stant coefficients Ce and Ci and variable g
α
mn are defined
as
Ce ≡ Ci ~
m
≡ ige
2
~
2m2A
, gαmn ≡
fnmp
α
mn
~ωp − Emn . (10)
Similarly, the second- and third-order current density re-
sponses are determined by
J
(2)
λ (t) =
∑
p,q
∑
α,β
σ
(2)
λαβ(ωp, ωq)Eα(ωp)Eβ(ωq)e−i(ωp+ωq)t ,
(11)
J
(3)
λ (t) =
∑
p,q,s
∑
αβγ
σ
(3)
λαβγ(ωp, ωq, ωs)
Eα(ωp)Eβ(ωq)Eγ(ωs)e−i(ωp+ωq+ωs) . (12)
Given their complicated form, the expressions for the
quadratic and cubic conductivity tensors can be found
in Eqs. (A3), (A6) and (A7) in the appendix.
To characterize the dependence of the optical response
on the number of bands, Nb, we define a convergence
measure that quantifies the difference with respect to the
evaluation with a large number of bands. In our calcula-
tions, the reference number was set to Nref = 20. For the
quantification, a truncation inaccuracy, ∆(Nb), is defined
as
∆(Nb) ≡
〈∣∣σ(ω,Nb)− σ(ω,Nref)∣∣2〉〈|σ(ω,Nref)|2〉 , (13)
where
〈|σ(ω)|2〉 ≡ ∫ ωfωi |σ(ω)|2 dω /(ωf −ωi) with ωi and
ωf as the integration bounds.
IV. RESULTS AND DISCUSSIONS
In this section, we address the dependence of the op-
tical conductivity and several nonlinear processes on the
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FIG. 3. OC spectrum of hBN monolayer obtained from meth-
ods A (blue) and C (red) for Nb = 2 (solid lines), Nb = 5
(dashed lines), and Nb = 10 (dotted lines). The values are
normalized to σ1 ≡ e
2/4~ = 6.0853 × 10−5 S. The black dot-
ted lines indicate ~ω = {Eg, EvH}.
basis truncation. Given the symmetry properties of the
honeycomb lattice for hBN and restricting the exter-
nal field to the in-plane directions (the crystal plane),
it is sufficient to consider the diagonal components of the
first-, second-14 and third-order44 conductivity tensors,
namely σ
(1)
xx , σ
(2)
xxx, and σ
(3)
xxxx. It should be noted that
to ensure an adiabatic turn-on of the field, a positive
infinitesimal value, η = 0+, should be added to the fre-
quency, i.e. ωp → ωp+ iη. Throughout the paper, we set
~η = 0.03 eV to account for line broadening. Regarding
the integration over the BZ, we discretize the rectangular
area of Fig. 1(b), which is equivalent to the first BZ, by
at least 140000 k-points. We start by presenting results
for the linear response (optical conductivity), then pro-
ceed to the second-order interactions SHG and OR, and
finally the third-order response. At the end, we compare
quantitatively the truncation inaccuracy of the computed
linear and nonlinear spectra.
Linear response: From the onset, Eqs. (9a)-(9d)
show that in the presence of time-reversal symmetry the
non-diagonal components vanish45. The results obtained
from methods D and A are equivalent and neither in-
troduces unphysical divergences in the evaluation of the
current density response of cold insulators23. In addition,
σA(1) can be shown to be formally equivalent to σB(1) re-
gardless of the basis size. The intraband parts of σA(1)
and σB(1) are identical simply due to the well-known re-
sult m∂En/∂k
λ = ~pλnn
46. The interband part of σ
A(1)
αα
can be rewritten as
Ce
∑
k,n,m
n6=m
pαnmg
α
mn
Emn
=
Ce
2
[ ∑
k,n,m
n6=m
pαnmg
α
mn
Emn
+ (n↔ m)
]
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FIG. 4. SHG spectrum of hBN monolayer obtained from
methods A (blue), C (red) and D (green), for Nb = 2 (solid
lines) and Nb = 5 (dashed lines). The values are normal-
ized to σ2 ≡ e
3a/8γ0~ = 3.2797 × 10
−15 SmV−1. The black
dotted lines from left to right mark 2~ω = Eg, 2~ω = EvH,
~ω = Eg, and ~ω = EvH, respectively.
= Ce
∑
k,n,m
n6=m
fnm|pαmn|2
Emn
~ωp
(~ωp)2 − E2mn
, (14)
where in the first line, (n ↔ m) indicates that the pre-
ceding term should be written with exchanged dummy
indices n and m. By the same token, the interband part
of σ
B(1)
αα can be rewritten as Eq. (14). With respect to
the result derived with method C, it can be shown to be
equivalent to that of A, if and only if a complete basis
set is used32.
The truncation of the basis set breaks the equivalence
between A and C, leading to deviations between the op-
tical response computed in these two methods. In Fig. 3,
we compare the frequency dependence of the OC magni-
tude computed with methodsA and C for three basis sets,
Nb = {2, 5, 10}. The variation of the length gauge results
is quite small and not visible on the scale of Fig. 3. In
contrast, the velocity gauge response, σC(1), is strongly
dependent on the number of bands. In particular, the
zero-frequency divergence is strongly suppressed with in-
creasing Nb. Notwithstanding this strong suppression,
the zero-frequency divergence remains present for any fi-
nite basis set. In addition, the features associated with
the band gap and van Hove (vH) singularity also converge
to the results computed using the length gauge.
Second-order response: The conductivity tensors
for the four methods are shown in Eq. (A3) (see Ap-
pendix A). Based on these expressions, we numerically
demonstrate the equivalence of Eqs. (A3a)-(A3d) for a
large basis set. Figure 4 illustrates the SHG conductivi-
ties, σ
(2)
xxx(ω, ω), for two representative sizes of the basis
set, namely Nb = {2, 5}. The results obtained by method
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FIG. 5. OR spectrum of hBN monolayer obtained from meth-
ods A (blue), C (red) and D (green), for Nb = 2 (solid lines)
and Nb = 5 (dashed lines). The values are normalized to σ2
(see Fig. 4 caption). The dotted lines from the left to right
indicate 2~ω = Eg, 2~ω = EvH, ~ω = Eg, and ~ω = EvH,
respectively.
B are numerically identical to method A and, hence, are
omitted from the figure. Considering the response in the
vicinity of the lower energy features, i.e. 2~ω . EvH, our
results show that the calculation based on method A ex-
hibits a small dependence on the basis size. In striking
contrast, both methods C and D present highly differ-
ent results. The former is identically zero for all fre-
quencies due to time-reversal symmetry. Regarding the
latter, it is non-zero but exhibits a zero-frequency di-
vergence and does not reproduce the SHG features as-
sociated with 2~ω ∼ {Eg, EvH}. At higher energies,
~ω ∼ {Eg, EvH}, the responses computed with the four
methods show strong variations with the increase of Nb.
It is important to note that this variation arises from
interactions between the valence band and the second
conduction band, i.e. 2~ω ∼ E31 (see Fig. 2). Hence, the
deviation of the spectra in this frequency range should
not be considered a convergence issue. Rather, they are
a consequence of the limited frequency range, for which
the two-band model is applicable.
The basis truncation also affects the calculation of
other second-order processes such as OR, σ
(2)
xxx(ω,−ω),
as illustrated in Fig. 5. The OR results are similar to
those obtained for SHG, but given the fact that the OR
conductivity does not contain a 2~ω−Ecv term in denom-
inator, the response starts at ~ω ∼ Eg. In this case, the
most significant differences appear in method C where,
similarly to the SHG process, the two-band calculation
yields a zero response regardless of the external photon
frequency. Moreover, the results generated by method D
feature once more a spurious zero-frequency divergence,
which is suppressed gradually by including more bands
in the calculations.
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FIG. 6. (a) THG spectrum of hBN monolayer obtained from
methodsA (blue) and C (red) for basis sets with size of Nb = 2
(solid lines), Nb = 5 (dashed lines), and Nb = 10 (dotted
lines). The values are normalized to σ3 ≡ e
4a2/16γ20~ =
1.7675 × 10−25 Sm2V−2. The black dotted lines from the left
mark 3~ω = Eg, 3~ω = EvH, 2~ω = Eg, and 2~ω = EvH,
respectively. (b) THG spectrum of hBN monolayer (on log-
scale) obtained from method A by the direct evaluation of
GD, Eq. (6), (blue solid line) for Nb = 2 or by employing the
sum rule, Eq. (7), (light blue), labeled as A′, for Nb = 2 (solid
line), Nb = 3 (dashed line), and Nb = 5 (dotted line).
For the results in Figs. 4 and 5, we evaluate the
GDs appearing in Eqs. (A3) by employing the defini-
tion, Eq. (6). However, as pointed out in section III,
one may employ the sum rule, Eq. (7), for evaluating the
GDs presented in the intraband parts of σA(2), σB(2),
and σD(2). Following this substitution, up to the ma-
chine precision, all the three methods generate SHG and
OR spectra identical to those of method C for any size
of basis set. This means that, for a two-band model, the
length gauge approach produces identically zero response
similar to the velocity gauge if one uses the sum rule for
evaluating the GD. Thus, the choice between exact and
approximate implementation of the GD is of considerable
importance for a truncated basis set.
Third-order response: Here, we limit our analysis
to the effects of truncation in the calculation of THG,
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FIG. 7. Truncation inaccuracy, ∆(Nb), defined in Eq. (13), for the four processes under consideration, namely (a) OC, (b) SHG,
(c) OR, and (d) THG, obtained by employing methods A (blue), C (red), and D (green). Method A′ (light blue) indicates
the modified A, for which the GDs are approximated by Eq. (7). Reference results are computed with Nref = 20. The
lower spectral limit for the analysis is set at ~ωi = 0.1Eg and the upper limits read: (a) ~ωf = 1.5Eg , (b) ~ωf = 0.7Eg , (c)
~ωf = 1.5Eg , (d) ~ωf = 0.7Eg .
σ
(3)
xxxx(ω, ω, ω), via methods A and C. In Fig. 6(a), we
compare the THG conductivity computed by both meth-
ods for three values of Nb. The THG results follow the
trends observed in the linear and quadratic responses.
Firstly, the results computed via method A display only
a weak dependence on the size of the truncated basis.
Secondly, the velocity gauge results exhibit strong zero-
frequency divergences, that reduce, although slowly, with
the increasing number of bands. Compared to the linear
response, the divergence at zero frequency of method C
in the third-order spectrum is stronger, i.e. as ω−3 vs.
ω−1.
In Fig. 6(b), we compare the THG spectra obtained
with method A either by calculating the GDs directly
using Eq. (6) or by employing the sum rule Eq. (7), la-
beling the latter approach as A′. The spectra are plot-
ted on a log-scale to be more illustrative. For Nb = 2,
the results show that the approximate GD from Eq. (7)
overestimates the response in the frequency range of
3~ω ∼ {Eg, EvH} and 2~ω ∼ {Eg, EvH}. By increas-
ing Nb to 3 and then 5, however, the 2-5 eV features
of method A′ converge to those of method A. Even so,
the low-frequency response in A′ still deviates consider-
ably from method A, which demonstrates the need for a
large basis set. As in the SHG case, it should be noted
that the high-frequency (~ω > 5 eV) deviation can be at-
tributed to transitions involving higher conduction bands
and, hence, is of less importance.
Convergence analysis: Figures 7(a) to 7(d) show
the truncation inaccuracy ∆(Nb) defined in Eq. (13), as
a function of basis size Nb for linear, SHG, OR, and THG
response of monolayer hBN, respectively. Since the two
length gauge approaches A and B generate numerically
identical spectra for all linear and nonlinear processes,
the truncation inaccuracy of method B is omitted. Note,
however, that method B typically requires additional ef-
forts compared to A in its numerical implementation due
to the additional position operator. The convergence be-
havior of all four investigated linear and nonlinear pro-
cesses is qualitatively similar. For instance, the length
gauge approaches with the direct evaluation of GDs con-
verge faster with respect to the basis set size than the
velocity gauge methods, i.e. C and D, in all cases. If
the sum rule of Eq. (7) is employed for evaluating the
GD appearing in methods A, B and D, the truncation
inaccuracies will be identical to that of the method C
for the second-order responses. Moreover, the truncation
inaccuracy computed in the velocity gauge, method C,
increases significantly for the third-order response due to
the strong zero-frequency divergence. Also, for the third-
order responses, the modified A method, A′, generates
more accurate spectra than method C, when at least 3
bands are used in the calculation. Nevertheless, it un-
derperforms when compared with the original method A
for all basis sizes considered.
V. SUMMARY
In summary, we have investigated the effects of ba-
sis truncation on several linear and nonlinear optical re-
sponse functions including the OC, SHG, OR and THG.
The conductivity tensors are derived and compared using
four computationally different approaches. These result
from combining two choices of gauges and two ways of
evaluating the current density, i.e. directly or via the po-
larization. For the OC, the equivalence of all four meth-
ods has been demonstrated analytically provided a com-
plete basis set is used, whereas for the NLO response, we
have demonstrated it numerically by employing a large
basis set in calculations. The length gauge approaches,
i.e. tensors labeled with A or B, generate the most accu-
rate spectra, compared to the velocity gauge approaches,
particularly for small basis sets. In addition, it has been
shown that the choice of method to compute the GD is
crucial as the evaluation based on the sum rule, Eq. (7),
may result in degrading convergence. Finally, although,
the well-known zero-frequency divergences in the velocity
8gauge responses vanish by increasing the size of basis set,
the calculated spectra are far less accurate than the ones
generated by the length gauge methods. Our results shed
light on the source of the differences arising from several
commonly used computational approaches to the linear
and nonlinear optical response.
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Appendix A: Nonlinear conductivity tensors
1. Perturbative density matrix
The equation of motion can be solved by employing a perturbative approach and expanding the solution as a power
series of the perturbation: ρmn(t) =
∑∞
N=0 ρ
(N)
mn (t), where ρ
(N)
mn (t) at order N is determined iteratively from the
previous order via
ρ(N)mn (t) =
1
i~
∫ t
−∞
[
Vˆ (t), ρˆ(N−1)(t)
]
mn
eiEmn(t
′−t)/~ dt′ . (A1)
In the absence of any perturbation, the system is at equilibrium and its density matrix elements are deter-
mined by ρ
(0)
mn ≡ δmnfn. Hence, by integrating Eq. (A1) for a set of time harmonic perturbations, Vˆ (t) =
1/2
∑
p Vˆ (ωp) exp
(−iωpt), the first three terms read3
ρ(1)mn(t) =
1
2
∑
p
fnm
Vmn(ωp)
~ωp − Emn e
−iωpt, (A2a)
ρ(2)mn(t) =
1
4
∑
p,q
∑
l
e−i(ωp+ωq)t
~(ωp + ωq)− Emn
[
fnlVml(ωq)Vln(ωp)
~ωp − Eln −
flmVml(ωp)Vln(ωq)
~ωp − Eml
]
, (A2b)
ρ(3)mn(t) =
1
8
∑
p,q,s
∑
j,l
e−i(ωp+ωq+ωs)t
~(ωp + ωq + ωs)− Emn
{
Vmj(ωp)
~(ωq + ωs)− Ejn
[
fnlVjl(ωq)Vln(ωs)
~ωs − Eln −
fljVjl(ωs)Vln(ωq)
~ωs − Ejl
]
+
Vln(ωp)
~(ωq + ωs)− Eml
[
fjmVmj(ωs)Vjl(ωq)
~ωs − Emj −
fljVmj(ωq)Vjl(ωs)
~ωs − Ejl
]}
, (A2c)
where Vmn are the matrix elements of the perturbation, i.e. Vmn(ω) ≡ 〈m|Vˆ (ω)|n〉. Two choices of gauge are employed
for the perturbative Hamiltonian Vˆ , i.e. Vˆl and Vˆv as defined in section III.
2. Second-order tensors
Here, we show the tensor expressions derived for the four methods of Table II using Eq. (A2b). The expression
for method C is obtained straightforwardly, since it only contains the matrix elements of the well-defined momentum
operator. For the methods A, B and D, the position operator has to be separated into its interband/intraband parts,
and it should be treated carefully as outlined briefly in section III, and in detail in Ref. 23.
σ
A(2)
λαβ (ωp, ωq) ≡ Cee
∑
k,n,m,l
n6=l 6=m
pλnm
(
gαlnp
β
ml − gαmlpβln
)
EmlEln[~(ωp + ωq)− Emn] + Cie
∑
k,n,m
n6=m
−pλnm
~(ωp + ωq)− Emn
(
gαmn
Emn
)
;kβ
9+ Cie
∑
k,n,m
n6=m
−pλnm
Emn[~(ωp + ωq)− Emn]
pβmn
~ωp
∂fnm
∂kα
+ Cii
∑
k,n
pλnn
~(ωp + ωq)(~ωp)
∂2fn
∂kβ∂kα
, (A3a)
σ
B(2)
λαβ (ωp, ωq) ≡ Cee
∑
k,n,m,l
n6=m 6=l 6=n
~(ωp + ωq)p
λ
nm
(
gαlnp
β
ml − gαmlpβln
)
EmnEmlEln[~(ωp + ωq)− Emn] + Cie
∑
k,n,m
n6=m
−~(ωp + ωq)pλnm
Emn[~(ωp + ωq)− Emn]
(
gαmn
Emn
)
;kβ
+ Cie
∑
k,n,m
n6=m
−~(ωp + ωq)
2E2mn
gαmn(p
β
nm);kλ
~ωq + Emn
+ Cie
∑
k,n,m
n6=m
−~(ωp + ωq)pλnm
E2mn[~(ωp + ωq)− Emn]
pβmn
~ωp
∂fnm
∂kα
, (A3b)
σ
C(2)
λαβ (ωp, ωq) ≡ Cee
1
(~ωp)(~ωq)
∑
k,n,m,l
pλnm
~(ωp + ωq)− Emn
(
gαlnp
β
ml − gαmlpβln
)
, (A3c)
σ
D(2)
λαβ (ωp, ωq) ≡ Cee
~(ωp + ωq)
(~ωp)(~ωq)
∑
k,n,m,l
n6=m
pλnm
(
gαlnp
β
ml − gαmlpβln
)
~(ωp + ωq)− Emn + Cie
~(ωp + ωq)
2(~ωp)(~ωq)
∑
k,n,m
gαmn(p
β
nm);kλ
~ωq + Emn
, (A3d)
where gαmn has been defined in Eq. (10) and the constants Cee, Cie and Cii read
Cee ≡ Cie ~
m
≡ Cii ~
2
m2
≡ ge
3
~
2
4m3A
. (A4)
The expression for tensor σ
A(2)
λαβ consists of four terms: one purely-interband, two mixed interband-intraband, and
one purely-intraband contribution, respectively. By the same token, similar interband and intraband contributions
in σ
B(2)
λαβ can be identified. In contrast, the interband/intraband contributions are not separated in the expression for
σ
C(2)
λαβ , and they are only partly divided in σ
D(2)
λαβ due to the presence of rˆ in the current density operator. For a cold,
intrinsic semiconductor, the terms including derivatives of the band population fn vanish, e.g. the last two terms
of σ
A(2)
λαβ and the last part of σ
B(2)
λαβ . The conductivity expressions in Eqs. (A3) can be symmetrized with respect to
the frequencies and indices by performing a permutation24. In deriving the conductivity tensors, the following useful
expressions that can be derived from Eq. (6) have been used:
lim
k→k′
(
fnk − fmk′
)
r(i)mn = iδnm∇kfn , (A5a)[
r(i)nn − r(i)mm
]
pαnm = iδkk′
(
pαnm
)
;k
. (A5b)
Finally, the GDs appearing in Eqs. (A3a), (A3b) and (A3d) can be computed either directly from the definition Eq. (6)
or by using the sum rule Eq. (7). For the latter, the chain rule property of the GD and an additional expression
(Emn);kα = ~(p
α
mm − pαnn)/m are utilized23.
3. Third-order tensors
The third-order conductivity tensor components σ
(3)
λαβγ are derived by inserting the length and velocity gauge
perturbative Hamiltonian into the density matrix elements of Eq. (A2c). Here, we only present the conductivity
tensors obtained in methods A and C. As in the case of the second-order tensor, σC(3)λαβγ is obtained straightforwardly
as
σ
C(3)
λαβγ(ωp, ωq, ωs) ≡ Ceee
1
(~ωp)(~ωq)(~ωs)
∑
k,n,m,j,l
pλnm
~ω3 − Emn
[
pαmj
(
gγlnp
β
jl − gγjlpβln
)
~ω2 − Ejn +
pαln
(
gγmjp
β
jl − gγjlpβmj ,
)
~ω2 − Eml
]
, (A6)
where we introduce the coefficient Ceee ≡ ge4~3/(i8m4A) and auxiliary variables ω2 ≡ ωq + ωs ω3 ≡ ωp + ωq + ωs,
gβ,γmn ≡ fnmpβ,γmn/(~ωs − Emn). On the other hand, the calculation of σA(3)λαβγ requires dividing the ill-defined position
operator into interband and intraband parts. The resulting eight different combinations of interband/intraband terms,
denoted by eee, eei, eie, eii, iee, iei, iie, iii, are given by
σ
A(3)
λαβγ(ωp, ωq, ωs) ≡ σ(3,eee)λαβγ + σ(3,eei)λαβγ + σ(3,eie)λαβγ + σ(3,eii)λαβγ + σ(3,iee)λαβγ + σ(3,iei)λαβγ + σ(3,iie)λαβγ + σ(3,iii)λαβγ , (A7a)
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σ
(3,eee)
λαβγ ≡ Ceee
∑
k,n,m,j,l
n6=l 6=j 6=m
pλnm
~ω3 − Emn
[
pαmj
(
gγlnp
β
jl − gγjlpβln
)
EmjEjlEln(~ω2 − Ejn) +
pαln
(
gγmjp
β
jl − gγjlpβmj
)
EmjEjlEln(~ω2 − Eml)
]
, (A7b)
σ
(3,eei)
λαβγ ≡ Ciee
1
~ωs
∑
k,n,m,l
n6=l 6=m
−pλnm
ElnEml(~ω3 − Emn)
[
pαmlp
β
ln
~ω2 − Eln
∂fnl
∂kγ
+
pαlnp
β
ml
~ω2 − Eml
∂fml
∂kγ
]
, (A7c)
σ
(3,eie)
λαβγ ≡ Ciee
∑
k,n,m,l
n6=l 6=m
pλnm
~ω3 − Emn
[
pαml/Eml
~ω2 − Eln
(
gγln
Eln
)
;kβ
− p
α
ln/Eln
~ω2 − Eml
(
gγml
Eml
)
;kβ
]
, (A7d)
σ
(3,eii)
λαβγ ≡ Ciie
1
(~ωs)(~ω2)
∑
k,n,m
n6=m
pλnmp
α
mn/Emn
(~ω3 − Emn)
∂2fnm
∂kβ∂kγ
, (A7e)
σ
(3,iee)
λαβγ ≡ Ciee
∑
k,n,m,l
n6=l 6=m
[
pλnm
~ω3 − Emn
]
;kα
gγlnp
β
ml − gγmlpβln
EmlEnl(~ω2 − Emn) , (A7f)
σ
(3,iei)
λαβγ ≡ Ciie
1
~ωs
∑
k,n,m
n6=m
−pλnm
~ω3 − Emn
[
pβmn/Emn
~ω2 − Emn
∂fmn
∂kγ
]
;kα
, (A7g)
σ
(3,iie)
λαβγ ≡ Ciie
∑
k,n,m
n6=m
[
pλnm
~ω3 − Emn
]
;kα
−1
~ω2 − Emn
(
gγmn
Emn
)
;kβ
, (A7h)
σ
(3,iii)
λαβγ ≡ Ciii
1
(~ωs)(~ω2)(~ω3)
∑
k,n
(−pλnn)
∂3fn
∂kα∂kβ∂kγ
, (A7i)
where Ciee~/m ≡ Ciie~2/m2 ≡ Ciii~3/m3 ≡ Ceee and integration by parts has been used in the k−summation when
deriving Eqs. (A7f) and (A7h). It should be noted that Eqs. (A6) and (A7) have not been symmetrized with respect
to the frequencies and indices, which can be performed by permutation of frequencies and component indices47. For
a clean, cold semiconductor only the eee, eie, iee, and iie terms are nonzero.
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