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BOUNDING THE CˇEBYSˇEV FUNCTIONAL FOR A PAIR OF
SEQUENCES IN INNER PRODUCT SPACES
S.S. DRAGOMIR
Abstract. Some new bounds for the Cˇebysˇev functional of a pair of vectors
in inner product spaces are pointed out. Reverses for the celebrated Jensen’s
inequality for convex functions defined on inner product spaces are given as
well.
1. Introduction
Let (H ; 〈·, ·〉) be an inner product over the real or complex number field K. For
p = (p1, . . . , pn) ∈ R
n and x = (x1, . . . , xn) , y = (y1, . . . , yn) ∈ H
n, define the
Cˇebysˇev functional
(1.1) Tn (p;x,y) := Pn
n∑
i=1
pi 〈xi, yi〉 −
〈
n∑
i=1
pixi,
n∑
i=1
piyi
〉
,
where Pn :=
∑n
i=1 pi.
The following Gru¨ss type inequality has been obtained in [1].
Theorem 1. Let H, x,y be as above and pi ≥ 0 (i ∈ {1, . . . , n}) with
∑n
i=1 pi = 1,
i.e., p is a probability sequence. If x,X, y, Y ∈ H are such that
(1.2) Re 〈X − xi, xi − x〉 ≥ 0, Re 〈Y − yi, yi − y〉 ≥ 0
for each i ∈ {1, . . . , n} , or equivalently, (see [2])
(1.3)
∥∥∥∥xi − x+X2
∥∥∥∥ ≤ 12 ‖X − x‖ ,
∥∥∥∥yi − y + Y2
∥∥∥∥ ≤ 12 ‖Y − y‖
for each i ∈ {1, . . . , n} , then we have the inequality
(1.4) |Tn (p;x,y)| ≤
1
4
‖X − x‖ ‖Y − y‖ .
The constant 1
4
is best possible in the sense that it cannot be replaced by a smaller
constant.
In [3], the following Gru¨ss type inequality for the forward difference of vectors
was established.
Date: September 16, 2003.
2000 Mathematics Subject Classification. 26D15, 26D10, 46C05.
Key words and phrases. Cˇebysˇev’s functional, Gru¨ss type inequalities.
1
2 S.S. DRAGOMIR
Theorem 2. Let x = (x1, . . . , xn) , y = (y1, . . . , yn) ∈ H
n and p ∈ Rn+ be a
probability sequence. Then one has the inequality:
|Tn (p;x,y)|(1.5)
≤


[
n∑
i=1
i2pi −
(
n∑
i=1
ipi
)2]
max
1≤k≤n−1
‖∆xk‖ max
1≤k≤n−1
‖∆yk‖ ;
∑
1≤j<i≤n
pipj (i− j)
(
n−1∑
k=1
‖∆xk‖
p
) 1
p
(
n−1∑
k=1
‖∆yk‖
q
) 1
q
if p > 1, 1
p
+ 1
q
+ 1
1
2
[
n∑
i=1
pi (1− pi)
]
n−1∑
k=1
‖∆xk‖
n−1∑
k=1
‖∆yk‖ .
The constants 1, 1 and 1
2
in the right hand side of inequality (1.5) are best in the
sense that they cannot be replaced by smaller constants.
Another result is incorporated in the following theorem (see [2]).
Theorem 3. Let x,y and p be as in Theorem 2. If there exist x,X ∈ H such that
(1.6) Re 〈X − xi, xi − x〉 ≥ 0 for each i ∈ {1, . . . , n} ,
or, equivalently,
(1.7)
∥∥∥∥xi − x+X2
∥∥∥∥ ≤ 12 ‖X − x‖ for each i ∈ {1, . . . , n} ,
then one has the inequality
|Tn (p;x,y)| ≤
1
2
‖X − x‖
n∑
i=1
pi
∥∥∥∥∥∥yi −
n∑
j=1
pjyj
∥∥∥∥∥∥(1.8)
≤
1
2
‖X − x‖

 n∑
i=1
pi ‖yi‖
2
−
∥∥∥∥∥
n∑
i=1
piyi
∥∥∥∥∥
2


1
2
.
The constant 1
2
is best possible in the first and second inequalities in the sense that
it cannot be replaced by a smaller constant.
Remark 1. If x and y satisfy the assumptions of Theorem 1, then we have the
following sequence of inequalities improving the Gru¨ss inequality (1.4):
|Tn (p;x,y)| ≤
1
2
‖X − x‖
n∑
i=1
pi
∥∥∥∥∥∥yi −
n∑
j=1
pjyj
∥∥∥∥∥∥(1.9)
≤
1
2
‖X − x‖

 n∑
i=1
pi ‖yi‖
2
−
∥∥∥∥∥
n∑
i=1
piyi
∥∥∥∥∥
2


1
2
≤
1
4
‖X − x‖ ‖Y − y‖ .
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Now, if we consider the Cˇebysˇev functional for the uniform probability distribu-
tion u =
(
1
n
, . . . , 1
n
)
,
Tn (x,y) :=
1
n
n∑
i=1
〈xi, yi〉 −
〈
1
n
n∑
i=1
xi,
1
n
n∑
i=1
yi
〉
,
then, with the assumptions of Theorem 1, we have
(1.10) |Tn (x,y)| ≤
1
4
‖X − x‖ ‖Y − y‖ .
Theorem 2 will provide the following inequalities
(1.11) |Tn (x,y)|
≤


1
12
(
n2 − 1
)
max
1≤k≤n−1
‖∆xk‖ max
1≤k≤n−1
‖∆yk‖ ;
1
6
(
n−
1
n
)(
n−1∑
k=1
‖∆xk‖
p
) 1
p
(
n−1∑
k=1
‖∆yk‖
q
) 1
q
if p > 1, 1
p
+ 1
q
+ 1;
1
2
(
1−
1
n
)
n−1∑
k=1
‖∆xk‖
n−1∑
k=1
‖∆yk‖ .
Here the constants 1
12
, 1
6
and 1
2
are best possible in the above sense.
Finally, from (1.9), we have
|Tn (x,y)| ≤
1
2n
‖X − x‖
n∑
i=1
∥∥∥∥∥∥yi −
1
n
n∑
j=1
yj
∥∥∥∥∥∥(1.12)
≤
1
2
‖X − x‖

 1
n
n∑
i=1
‖yi‖
2 −
∥∥∥∥∥ 1n
n∑
i=1
yi
∥∥∥∥∥
2


1
2
≤
1
4
‖X − x‖ ‖Y − y‖ .
It is the main aim of this paper to point out other bounds for the Cˇebysˇev func-
tionals Tn (p;x,y) and Tn (x,y) . Applications for Jensen’s inequality for convex
functions defined on inner product spaces are given as well.
2. Identities for Inner Products
For p = (p1, . . . , pn) ∈ R
n and a = (a1, . . . , an) ∈ H
n we define
Pi :=
i∑
k=1
pk, P¯i = Pn − Pi, i ∈ {1, . . . , n− 1}
and the vectors
Ai (p) =
i∑
k=1
pkak, A¯i (p) = An (p)−Ai (p)
for i ∈ {1, . . . , n− 1} .
The following result holds.
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Theorem 4. Let (H ; 〈·, ·〉) be an inner product space over K, p = (p1, . . . , pn) ∈ R
n
and a = (a1, . . . , an) ,b = (b1, . . . , bn) ∈ H
n. Then we have the identities
Tn (p; a,b) =
n−1∑
i=1
〈PiAn (p)− PnAi (p) ,∆bi〉(2.1)
= Pn
n−1∑
i=1
Pi
〈
1
Pn
An (p)−
1
Pi
Ai (p) ,∆bi
〉
(if Pi 6= 0, i ∈ {1, . . . , n} )
=
n−1∑
i=1
PiP¯i
〈
1
P¯i
A¯i (p)−
1
Pi
Ai (p) ,∆bi
〉
(if Pi, P¯i 6= 0, i ∈ {1, . . . , n− 1} ),
where ∆xi = xi+1 − xi (i ∈ {1, . . . , n− 1}) is the forward difference.
Proof. We use the following summation by parts formula for vectors in inner prod-
uct spaces
(2.2)
q−1∑
l=p
〈dl,∆vl〉 = 〈dl, vl〉
∣∣q
p
−
q−1∑
l=p
〈vl+1,∆dl〉 ,
where dl, vl are vectors in H, l = p, . . . , q (q > p; p, q are natural numbers).
If we choose in (2.2), p = 1, q = n, di = PiAn (p) − PnAi (p) and vi = bi
(i ∈ {1, . . . , n− 1}) , then we get
n−1∑
i=1
〈PiAn (p)− PnAi (p) ,∆bi〉
= 〈PiAn (p)− PnAi (p) , bi〉
∣∣n
1
−
n−1∑
i=1
〈∆(PiAn (p)− PnAi (p)) , bi+1〉
= 〈PnAn (p)− PnAn (p) , bn〉 − 〈P1An (p)− PnA1 (p) , b1〉
−
n−1∑
i=1
〈Pi+1An (p)− PnAi+1 (p)− PiAn (p) + PnAi (p) , bi+1〉
= Pnp1 〈a1, x1〉 − p1 〈An (p) , b1〉 −
〈
An (p) ,
n−1∑
i=1
pi+1bi+1
〉
+Pn
n−1∑
i=1
pi+1 〈ai+1, bi+1〉
= Pn
n∑
i=1
pi 〈ai, bi〉 −
〈
n∑
i=1
piai,
n∑
i=1
pibi
〉
= Tn (p; a,b) ,
proving the first identity in (2.1).
The second and third identities are obvious and we omit the details.
The following lemma is of interest in itself.
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Lemma 1. Let p = (p1, . . . , pn) ∈ R
n and a = (a1, . . . , an) ∈ H. Then we have the
equality
(2.3) PiAn (p)− PnAi (p) =
n−1∑
j=1
Pmin{i,j}P¯max{i,j}∆aj
for each i ∈ {1, . . . , n− 1} .
Proof. Define, for i ∈ {1, . . . , n− 1} , the vector
K (i) :=
n−1∑
j=1
Pmin{i,j}P¯max{i,j} ·∆aj .
We have
K (i) =
i∑
j=1
Pmin{i,j}P¯max{i,j} ·∆aj +
n−1∑
j=i+1
Pmin{i,j}P¯max{i,j} ·∆aj(2.4)
=
i∑
j=1
Pj P¯i ·∆aj +
n−1∑
j=i+1
PiP¯j ·∆aj
= P¯i
i∑
j=1
Pj ·∆aj + Pi
n−1∑
j=i+1
P¯j ·∆aj .
Using the summation by parts formula, we have
i∑
j=1
Pj ·∆aj = Pjaj
∣∣i+1
1
−
i∑
j=1
(Pj+1 − Pj) aj+1(2.5)
= Pi+1ai+1 − p1a1 −
i∑
j=1
pj+1aj+1
= Pi+1ai+1 −
i+1∑
j=1
pjaj
and
n−1∑
j=i+1
P¯j ·∆aj = P¯jaj
∣∣n
i+1
−
n−1∑
j=i+1
(
P¯j+1 − P¯j
)
aj+1(2.6)
= P¯nan − P¯i+1ai+1 −
n−1∑
j=i+1
(Pn − Pj+1 − Pn + Pj) aj+1
= −P¯i+1ai+1 +
n−1∑
j=i+1
pj+1aj+1.
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Using (2.5) and (2.6), we have
K (i) = P¯i

Pi+1ai+1 − i+1∑
j=1
pjaj

+ Pi

 n−1∑
j=i+1
pj+1aj+1 − P¯i+1ai+1


= P¯iPi+1ai+1 − P¯iP¯i+1ai+1 − P¯i
i+1∑
j=1
pjaj + Pi
n−1∑
j=i+1
pj+1aj+1
= [(Pn − Pi)Pi+1 − Pi (Pn − Pi+1)] ai+1 + Pi
n−1∑
j=i+1
pj+1aj+1 − P¯i
i+1∑
j=1
pjaj
= Pnpi+1ai+1 + Pi
n−1∑
j=i+1
pj+1aj+1 − P¯i
i+1∑
j=1
pjaj
=
(
Pi + P¯i
)
pi+1ai+1 + Pi
n−1∑
j=i+1
pj+1aj+1 − P¯i
i+1∑
j=1
pjaj
= Pi
n−1∑
j=i+1
pjaj − P¯i
i∑
j=1
pjaj
= PiA¯i (p)− P¯iAi (p)
= PiAn (p)− PnAi (p) ,
and the identity is proved.
We are able now to state and prove the second identity for the Cˇebysˇev func-
tional.
Theorem 5. With the assumptions of Theorem 4, we have the identity
(2.7) Tn (p; a,b) =
n−1∑
i=1
n−1∑
j=1
Pmin{i,j}P¯max{i,j} · 〈∆aj ,∆bi〉 .
Proof. Follows by Theorem 4 and Lemma 1 and we omit the details.
3. New Inequalities
The following result holds.
Theorem 6. Let (H ; 〈·, ·〉) be an inner product space over the real or complex
number field K; p = (p1, . . . , pn) ∈ R
n and a = (a1, . . . , an) ,b = (b1, . . . , bn) ∈ H
n.
Then we have the inequalities
(3.1) |Tn (p; a,b)| ≤


max
1≤i≤n−1
‖PiAn (p)− PnAi (p)‖
n−1∑
j=1
‖∆bj‖ ;
(
n−1∑
i=1
‖PiAn (p)− PnAi (p)‖
q
) 1
q
(
n−1∑
j=1
‖∆bj‖
p
) 1
p
for p > 1, 1
p
+ 1
q
= 1;
n−1∑
i=1
‖PiAn (p)− PnAi (p)‖ · max
1≤j≤n−1
‖∆bj‖ .
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All the inequalities in (3.1) are sharp in the sense that the constants 1 cannot be
replaced by smaller constants.
Proof. Using the first identity in (2.1) and Schwarz’s inequality in H, i.e., |〈u, v〉| ≤
‖u‖ ‖v‖ , u, v ∈ H, we have successively:
|Tn (p; a,b)| ≤
n−1∑
i=1
|〈PiAn (p)− PnAi (p) ,∆bi〉|
≤
n−1∑
i=1
‖PiAn (p)− PnAi (p)‖ ‖∆bi‖ .
Using Ho¨lder’s inequality, we deduce the desired result (3.1).
Let us prove, for instance, that the constant 1 in the second inequality is best
possible.
Assume, for c > 0, we have that
(3.2) |Tn (p; a,b)| ≤ c
(
n−1∑
i=1
‖PiAn (p)− PnAi (p)‖
q
) 1
q

n−1∑
j=1
‖∆bj‖
p


1
p
for p > 1, 1
p
+ 1
q
= 1, n ≥ 2.
If we choose n = 2, then we get
T2 (p; a,b) = p1p2 〈a2 − a1, b2 − b1〉 .
Also, for n = 2,
(
n−1∑
i=1
‖PiAn (p)− PnAi (p)‖
q
) 1
q
= |p1p2| ‖a2 − a1‖
and 
n−1∑
j=1
‖∆bj‖
p


1
p
= ‖b2 − b1‖ ,
and then, from (3.2), for n = 2, we deduce
(3.3) |p1p2| |〈a2 − a1, b2 − b1〉| ≤ c |p1p2| ‖a2 − a1‖ ‖b2 − b1‖ .
If in (3.3) we choose a2 = b2, a2 = b1 and b2 6= b1, p1, p2 6= 0, we deduce c ≥ 1,
proving that 1 is the best possible constant in that inequality.
The following corollary for the uniform distribution of the probability p holds.
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Corollary 1. With the assumptions of Theorem 6 for a and b, we have the
inequalities
(3.4) 0 ≤ |Tn (a,b)| ≤
1
n2
×


max
1≤i≤n−1
∥∥∥∥i n∑
k=1
ak − n
i∑
k=1
ak
∥∥∥∥ n−1∑
j=1
‖∆bj‖ ;
(
n−1∑
i=1
∥∥∥∥i n∑
k=1
ak − n
i∑
k=1
ak
∥∥∥∥
q) 1
q
(
n−1∑
j=1
‖∆bj‖
p
) 1
p
for p > 1, 1
p
+ 1
q
= 1;
n−1∑
i=1
∥∥∥∥i n∑
k=1
ak − n
i∑
k=1
ak
∥∥∥∥ · max
1≤j≤n−1
‖∆bj‖ .
The following result may be stated as well.
Theorem 7. With the assumptions of Theorem 6 and if Pi 6= 0 (i = 1, . . . , n) ,
then we have the inequalities
(3.5) |Tn (p; a,b)|
≤ |Pn| ×


max
1≤i≤n−1
∥∥∥∥ 1PnAn (p)−
1
Pi
Ai (p)
∥∥∥∥ n−1∑
i=1
|Pi| ‖∆bi‖ ;
(
n−1∑
i=1
|Pi|
∥∥∥∥ 1PnAn (p)−
1
Pi
Ai (p)
∥∥∥∥
q) 1
q
(
n−1∑
i=1
|Pi| ‖∆bi‖
p
) 1
p
for p > 1, 1
p
+ 1
q
= 1;
n−1∑
i=1
|Pi|
∥∥∥∥ 1PnAn (p)−
1
Pi
Ai (p)
∥∥∥∥ · max
1≤i≤n−1
‖∆bi‖ .
All the inequalities in (3.5) are sharp in the sense that the constant 1 cannot be
replaced by a smaller constant.
Proof. Using the second equality in (2.1) and Schwarz’s inequality, we have
|Tn (p; a,b)| ≤ |Pn|
n−1∑
i=1
|Pi|
∣∣∣∣
〈
1
Pn
An (p)−
1
Pi
Ai (p) ,∆bi
〉∣∣∣∣
≤ |Pn|
n−1∑
i=1
|Pi|
∥∥∥∥ 1PnAn (p)−
1
Pi
Ai (p)
∥∥∥∥ ‖∆bi‖ .
Using Ho¨lder’s weighted inequality, we deduce (3.5).
The sharpness of the constant may be proven in a similar manner to the one in
Theorem 6. We omit the details.
The following corollary containing the unweighted inequalities holds.
CˇEBYSˇEV FUNCTIONAL 9
Corollary 2. With the above assumptions for a and b, one has
(3.6) |Tn (a,b)| ≤
1
n
×


max
1≤i≤n−1
∥∥∥∥ 1n
n∑
k=1
ak −
1
i
i∑
k=1
ak
∥∥∥∥ n−1∑
i=1
i ‖∆bi‖ ;
(
n−1∑
i=1
i
∥∥∥∥ 1n
n∑
k=1
ak −
1
i
i∑
k=1
ak
∥∥∥∥
q) 1
q
(
n−1∑
i=1
i ‖∆bi‖
p
) 1
p
for p > 1, 1
p
+ 1
q
= 1;
n−1∑
i=1
i
∥∥∥∥ 1n
n∑
k=1
ak −
1
i
i∑
k=1
ak
∥∥∥∥ · max
1≤i≤n−1
‖∆bi‖ .
The inequalities (3.6) are sharp in the sense mentioned above.
Another type of inequality may be stated if ones used the third identity in (2.1)
and Ho¨lder’s weighted inequality with the weights: |Pi|
∣∣P¯i∣∣ , i ∈ {1, . . . , n− 1} .
Theorem 8. With the assumptions in Theorem 6 and if Pi, P¯i 6= 0, i ∈ {1, . . . , n− 1} ,
then we have the inequalities
(3.7) |Tn (p; a,b)|
≤ |Pn| ×


max
1≤i≤n−1
∥∥∥∥ 1P¯i A¯i (p)−
1
Pi
Ai (p)
∥∥∥∥ n−1∑
i=1
|Pi|
∣∣P¯i∣∣ ‖∆bi‖ ;
(
n−1∑
i=1
|Pi|
∣∣P¯i∣∣
∥∥∥∥ 1P¯i A¯i (p)−
1
Pi
Ai (p)
∥∥∥∥
q) 1
q
(
n−1∑
i=1
|Pi|
∣∣P¯i∣∣ ‖∆bi‖p
) 1
p
for p > 1, 1
p
+ 1
q
= 1;
n−1∑
i=1
|Pi|
∣∣P¯i∣∣
∥∥∥∥ 1P¯i A¯i (p)−
1
Pi
Ai (p)
∥∥∥∥ · max1≤i≤n−1 ‖∆bi‖ .
In particular, if pi =
1
n
, i ∈ {1, . . . , n} , then we have
(3.8) |Tn (a,b)|
≤
1
n2
×


max
1≤i≤n−1
∥∥∥∥∥ 1n− i
n∑
k=i+1
ak −
1
i
i∑
k=1
ak
∥∥∥∥∥
n−1∑
i=1
i (n− i) ‖∆bi‖ ;
(
n−1∑
i=1
i (n− i)
∥∥∥∥∥ 1n− i
n∑
k=i+1
ak −
1
i
i∑
k=1
ak
∥∥∥∥∥
q) 1
q (
n−1∑
i=1
i (n− i) ‖∆bi‖
p
) 1
p
for p > 1, 1
p
+ 1
q
= 1;
n−1∑
i=1
i (n− i)
∥∥∥∥∥ 1n− i
n∑
k=i+1
ak −
1
i
i∑
k=1
ak
∥∥∥∥∥ · max1≤i≤n−1 ‖∆bi‖ .
The inequalities in (3.7) and (3.8) are sharp in the above mentioned sense.
A different approach may be considered if one uses the representation in terms
of double sums for the Cˇebysˇev functional provided by Theorem 5.
The following result holds.
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Theorem 9. With the above assumptions of Theorem 6, we have the inequalities
(3.9) |Tn (p; a,b)|
≤ |Pn|×


max
1≤i,j≤n−1
{∣∣Pmin{i,j}∣∣ , ∣∣P¯max{i,j}∣∣} n−1∑
i=1
‖∆ai‖
n−1∑
i=1
‖∆bi‖ ;
(
n−1∑
i=1
n−1∑
j=1
∣∣Pmin{i,j}∣∣q ∣∣P¯max{i,j}∣∣q
) 1
q (n−1∑
i=1
‖∆ai‖
p
) 1
p
(
n−1∑
i=1
‖∆bi‖
p
) 1
p
for p > 1, 1
p
+ 1
q
= 1;
n−1∑
i=1
n−1∑
j=1
∣∣Pmin{i,j}∣∣ ∣∣P¯max{i,j}∣∣ max
1≤i≤n−1
‖∆ai‖ max
1≤i≤n−1
‖∆bi‖ .
The inequalities are sharp in the sense mentioned above.
The proof follows by the identity (2.7) on using Ho¨lder’s inequality for double
sums and we omit the details.
Now, define
k∞ := max
1≤i,j≤n−1
{
min {i, j}
n
(
1−
max {i, j}
n
)}
, n ≥ 2.
Using the elementary inequality
ab ≤
1
4
(a+ b)
2
, a, b ∈ R;
we deduce
min {i, j} (n−max {i, j}) ≤
1
4
(n− |i− j|)
2
for 1 ≤ i, j ≤ n− 1. Consequently, we have
k∞ ≤
1
4n2
max
1≤i,j≤n−1
{
(n− |i− j|)
2
}
=
1
4
.
We may now state the following corollary of Theorem 9.
Corollary 3. With the assumptions of Theorem 6 for a and b, we have the in-
equality
|Tn (a,b)| ≤ k∞
n−1∑
i=1
‖∆ai‖
n−1∑
i=1
‖∆bi‖(3.10)
≤
1
4
n−1∑
i=1
‖∆ai‖
n−1∑
i=1
‖∆bi‖ .
The constant 1
4
cannot be replaced in general by a smaller constant.
Remark 2. The inequality (3.10) is better than the third inequality in (1.11).
Consider now, for q > 1, the number
kq :=
1
n2

n−1∑
i=1
n−1∑
j=1
[min {i, j} (n−max {i, j})]
q


1
q
.
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We observe, by symmetry of the terms under the summation symbol, we have that
kq =
1
n2

2 ∑
1≤i<j≤n−1
iq (n− j)
q
+
n−1∑
i=1
iq (n− i)
q


1
q
,
that may be computed exactly if q = 2 or another natural number.
Since, as above,
[min {i, j} (n−max {i, j})]q ≤
1
4q
(n− |i− j|)2q ,
we deduce
kq ≤
1
4n2

n−1∑
i=1
n−1∑
j=1
(n− |i− j|)
2q


1
q
≤
1
4n2
[
(n− 1)
2
n2q
] 1
q
=
1
4
(n− 1)
2
q .
Consequently, we may state the following corollary as well.
Corollary 4. With the assumptions of Theorem 6 for a and b, we have the in-
equalities
|Tn (a,b)| ≤ kq
(
n−1∑
i=1
‖∆ai‖
p
) 1
p
(
n−1∑
i=1
‖∆bi‖
p
) 1
p
(3.11)
≤
1
4
(n− 1)
2
q
(
n−1∑
i=1
‖∆ai‖
p
) 1
p
(
n−1∑
i=1
‖∆bi‖
p
) 1
p
,
provided p > 1 , 1
p
+ 1
q
= 1. The constant 1
4
cannot be replaced in general by a
smaller constant.
Finally, if we denote
k1 :=
1
n2
n−1∑
i=1
n−1∑
j=1
[min {i, j} (n−max {i, j})] ,
then we observe, for u =
(
1
n
, . . . , 1
n
)
, e = (1, 2, . . . , n) , that
k1 = Tn (u; e, e) =
1
n
n∑
i=1
i2 −
(
1
n
n∑
i=1
i
)2
=
1
12
(
n2 − 1
)
,
and by Theorem 9, we deduce the inequality
|Tn (a,b)| ≤
1
12
(
n2 − 1
)
max
1≤j≤n−1
‖∆aj‖ max
1≤j≤n−1
‖∆bj‖ .
Note that, the above inequality has been discovered using a different method in [3].
The constant 1
12
is best possible.
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4. Reverses for Jensen’s Inequality
Let (H ; 〈·, ·〉) be a real inner product space and F : H → R a Fre´chet differ-
entiable convex function on H. If ▽F : H → H denotes the gradient operator
associated to F, then we have the inequality
F (x)− F (y) ≥ 〈▽F (y) , x− y〉
for each x, y ∈ H.
The following result has been obtained in [3].
Theorem 10. Let F : H → R be as above and zi ∈ H, i ∈ {1, . . . , n} . If qi ≥ 0
(i ∈ {1, . . . , n}) with
∑n
i=1 qi = 1, then we have the following reverse of Jensen’s
inequality
0 ≤
n∑
i=1
qiF (zi)− F
(
n∑
i=1
qizi
)
(4.1)
≤


[
n∑
i=1
i2qi −
(
n∑
i=1
iqi
)2]
max
k=1,...,n−1
‖∆(▽F (zi))‖ max
k=1,...,n−1
‖∆zi‖ ;
[ ∑
1≤j<i≤n
qiqj (i− j)
](
n−1∑
i=1
‖∆(▽F (zi))‖
p
) 1
p
(
n−1∑
i=1
‖∆zi‖
q
) 1
q
if p > 1, 1
p
+ 1
q
= 1;
1
2
[
n∑
i=1
qi (1− qi)
]
n−1∑
i=1
‖∆(▽F (zi))‖
n−1∑
i=1
‖∆zi‖ .
The unweighted case may useful in application and is incorporated in the follow-
ing corollary.
Corollary 5. Let F : H → R be as above and zi ∈ H, i ∈ {1, . . . , n} . Then we
have the inequalities
0 ≤
1
n
n∑
i=1
F (zi)− F
(
1
n
n∑
i=1
zi
)
≤


n2 − 1
12
max
k=1,...,n−1
‖∆(▽F (zk))‖ max
k=1,...,n−1
‖∆zk‖ ;
n2 − 1
6n
(
n−1∑
k=1
‖∆(▽F (zk))‖
p
) 1
p
(
n−1∑
k=1
‖∆zk‖
q
) 1
q
if p > 1, 1
p
+ 1
q
= 1;
n− 1
2n
n−1∑
k=1
‖∆(▽F (zk))‖
n−1∑
k=1
‖∆zk‖ .
By making use, of Theorem 9, we can state the following result as well:
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Theorem 11. Let F : H → R be as above and zi ∈ H, i ∈ {1, . . . , n} . If qi ≥ 0
(i ∈ {1, . . . , n}) with
∑n
i=1 qi = 1, then we have the following reverse of Jensen’s
inequality
0 ≤
n∑
i=1
qiF (zi)− F
(
n∑
i=1
qizi
)
(4.2)
≤


max
1≤i,j≤n−1
{
Qmin{i,j}, Qmax{i,j}
} n−1∑
i=1
‖∆(▽F (zi))‖
n−1∑
i=1
‖∆zi‖ ;
(
n−1∑
i=1
n−1∑
j=1
Q
q
min{i,j}Q
q
max{i,j}
) 1
q (n−1∑
i=1
‖∆(▽F (zi))‖
p
) 1
p
(
n−1∑
i=1
‖∆zi‖
p
) 1
p
for p > 1, 1
p
+ 1
q
= 1;
n−1∑
i=1
n−1∑
j=1
Qmin{i,j}Qmax{i,j} max
1≤i≤n−1
‖∆(▽F (zi))‖ max
1≤i≤n−1
‖∆zi‖ .
Proof. We know, see for example [1, Eq. (4.4)], that the following reverse of Jensen’s
inequality for Fre´chet differentiable convex functions
0 ≤
n∑
i=1
qiF (zi)− F
(
n∑
i=1
qizi
)
(4.3)
≤
n∑
i=1
qi 〈▽F (zi) , zi〉 −
〈
n∑
i=1
qi▽F (zi) ,
n∑
i=1
qizi
〉
holds.
Now, if we apply Theorem 9 for the choices ai = ▽F (zi) , bi = zi and pi =
qi (i = 1, ..., n) , then we may state
n∑
i=1
qi 〈▽F (zi) , zi〉 −
〈
n∑
i=1
qi▽F (zi) ,
n∑
i=1
qizi
〉
(4.4)
≤


max
1≤i,j≤n−1
{
Qmin{i,j}, Qmax{i,j}
} n−1∑
i=1
‖∆(▽F (zi))‖
n−1∑
i=1
‖∆zi‖ ;
(
n−1∑
i=1
n−1∑
j=1
Q
q
min{i,j}Q
q
max{i,j}
) 1
q (n−1∑
i=1
‖∆(▽F (zi))‖
p
) 1
p
(
n−1∑
i=1
‖∆zi‖
p
) 1
p
for p > 1, 1
p
+ 1
q
= 1;
n−1∑
i=1
n−1∑
j=1
Qmin{i,j}Qmax{i,j} max
1≤i≤n−1
‖∆(▽F (zi))‖ max
1≤i≤n−1
‖∆zi‖ .
Finally, on making use of the inequalities (4.3) and (4.4), we deduce the desired
result (4.2).
The unweighted case may be useful in application and is incorporated in the
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Corollary 6. Let F : H → R be as above and zi ∈ H, i ∈ {1, . . . , n} . Then we
have the inequalities
0 ≤
1
n
n∑
i=1
F (zi)− F
(
1
n
n∑
i=1
zi
)
≤


n2 − 1
12
max
k=1,...,n−1
‖∆(▽F (zk))‖ max
k=1,...,n−1
‖∆zk‖ ;
1
4
(n− 1)
2
q
(
n−1∑
k=1
‖∆(▽F (zk))‖
p
) 1
p
(
n−1∑
k=1
‖∆zk‖
p
) 1
p
if p > 1, 1
p
+ 1
q
= 1;
1
4
n−1∑
k=1
‖∆(▽F (zk))‖
n−1∑
k=1
‖∆zk‖ .
Remark 3. If one applies the other Gru¨ss’ type inequalities obtained in the previ-
ous section, then one can obtain other reverses for Jensen’s discrete inequality for
convex functions defined on inner product spaces. We do not present them here.
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