Abstract. In this paper, we develop nonparametric inference on spatial regression models as an extension of Lu and Tjøstheim (2014) , which develops nonparametric inference on density functions of stationary spatial processes under domain expanding and infill (DEI) asymptotics.
Nonparametric spatial regression models
Recently, a considerable interest has been paid on statistical inference of spatial regression models for geostatistical data analysis in some economic and scientific fields such as spatial econometrics, ecology, and seismology. We refer to Robinson and Thawornkaiwong (2012) for the applications of spatial regression models to the analysis of the effects of systems for collecting land revenue on economic performance, Hallin et al. (2009) and Péron et al. (2011) for the application to ecological data, and Francisco-Fernández et al. (2011) for the application to seismology. In this paper, we consider the following spatial regression model. Y (s j ) = µ(X(s j )) + σ(X(s j ))V (s j ), j = 1, . . . , n, (1.1) where Y (s) and X(s) is a scalar for each s ∈ R 2 , V (s) are independent and identically distributed (i.i.d.) random variables, and {Y (s j ), X(s j )} n j=1 are observations. The functions µ(x) : R → R and σ(x) : R → [0, ∞) are mean and conditional variance functions, respectively. Zhang and Wu (2008) considers nonparametric time series regression model, that is, the model (1.1) with s ∈ R and proposes a method to construct confidence bands for the mean and variance functions under regularly observed time series data. Therefore, our model can be seen as an extension of their framework to spatial data. In this paper, we work with domain-expanding infill (DEI) asymptotics. Lu and Tjøstheim (2014) studies nonparametric density estimation for spatial data under this sampling scheme and we extend their results to spatial regression models. As mentioned in their paper, in many applications, the DEI sampling scheme is natural because of physical constraints measurement stations cannot usually be put on a regular grid in space. Precisely, Let · be the Euclidean norm on R 2 and define δ j,n = min{ s k − s j |1 ≤ k ≤ n, k = j}, ∆ j,n = max{ s k − s j |1 ≤ k ≤ n, k = j}.
Then we assume that δ n = max 1≤j≤n δ n,j → 0, ∆ n = min 1≤j≤n ∆ n,j → ∞ as n → ∞.
Recent contributions in the literature of statistical inference on spatial (or random field) models include Prucha (2009, 2012) , and Machkouri et al. (2013) which investigate limit theorems for the statistical inference on spatial process observed on (irregularly spaced) lattice, and Matsuda and Yajima (2009) which studies nonparametric and parametric estimation of the spectral density of stationary Gaussian random fields under irregularly spaced observations. We also refer to Hallin et al. (2004) , Robinson (2011), and Li (2016) . Robinson (2011) studies nonparametric inference on spatial regression models under a dependence structure which is different from our mixing-type conditions. The paper derives central limit theorems of mean functions and discusses an application of the results to spatial data observed on lattice. Hallin et al. (2004) and Li (2016) study nonparametric inference and estimation on mean function of spatial regression models based on regularly spaced random fields. However, those papers do not derive limit theorems of variance functions.
The goal of this paper is to derive multivariate central limit theorems of the mean and variance function of the model (1.1). From a technical point of view, we cannot use small-block and large-block argument due to Bernstein (1926) which is a well known tool for nonparametric inference for regularly observed time series data since we work with DEI sampling scheme.
Although we can apply the blocking argument for regularly spaced data, there is no practical guidance for constructing small and large blocks under the asymptotic framework that the distance between observations goes to 0. Therefore, to avoid the problem, we use another approach due to Bolthausen (1982) which is based on the convergence of characteristic functions of the estimators. As a result, this paper contributes to the literature on nonparametric inference for spatial regression models, and to the best of our knowledge, this is the first paper to derive limit theorems for the mean and variance functions of the model (1.1) under the DEI observations. The rest of the paper is organized as follows. In Section 2, we give conditions to derive limit theorems given in this paper. We give multivariate central limit theorems of the mean and variance functions and propose a method to construct confidence bands for the estimators of those functions on finite intervals included in R in Section 3. In Section 4, we propose a practical method for bandwidth selection and report simulation results to study finite sample performance of the central limit theorems and proposed confidence bands. All proofs are collected in Appendix A.
1.1. Notations. For any non-empty set T and any (complex-valued) function f on T , let f T = sup t∈T |f (t)|, and for
For any positive sequences a n , b n , we write a n b n if there is a constant C > 0 independent of n such that a n ≤ Cb n for all n, a n ∼ b n if a n b n and b n a n , and a n b n if a n /b n → 0 as n → ∞. For a, b ∈ R, let a ∨ b = max(a, b). For a ∈ R and b > 0, we use the shorthand notation [a
The transpose of a vector x is denoted by x .
Assumptions
In this section we summarize assumptions used in the proof of limit theorems given in Section 3.
(A1): Assumption on spatial process
} is a strictly stationary spatial process, satisfying the α-mixing property that there exist a function ϕ such that ϕ(t) ↓ 0 as t → ∞, and a function ψ :
symmetric and increasing in each of its two arguments, such that
where S , S ⊂ R 2 , B(S) be the Borel σ-field generated by {X s , s ∈ S}, and d(S , S ) = min{ s k − s j |s k ∈ S , s j ∈ S } for each S and S .
(ii) For some constant γ > max{1, 2κ/(2 + κ)} and some κ > 0,
Assumption on bandwidths and sampling scheme As n → ∞, Let f , f j,k , f j,k, , and f j,k, ,m be density functions of X(s), (X(s j ), X(s k )) with j = k,
(i) inf x∈I f (x) > 0 and inf x∈I σ(x) > 0 for some compact set I ⊂ R and some > 0 and
, and µ, σ ∈ C 2 (I )
is the set of functions having bounded derivatives on S up to order p, and C 0 (S) is the set of continuous functions on S.
Here, κ > 0 is the constant which appear in Assumption (A1) (ii).
Remark 2.1. The random field {Y (s j ), X(s j )} is called strongly mixing if the condition (2.1) holds with ψ ≡ 1. The same or similar conditions are used in Hallin et al. (2004) , Hallin et al. (2009), and Tjøstheim (2014) . This condition can be seen as an extension of strong mixing conditions for continuous-time stochastic processes and time series models. It is known that many stochastic processes and (nonlinear) time series models are strongly mixing ; see Pham and Tran (1985) and Tjøstheim (1990) for examples. The conditions (2.1) and (iii) in Assumption (A1) are weaker than the uniform strong mixing condition in Nakhapetyan (1980) and those conditions are satisfied by many spatial processes. We refer to Rosenbratt (1985) and Guyon (1987) for detailed discussion on strong mixing conditions for random fields.
Multivariate central limit theorems of the mean and variance functions
In this section we give central limit theorems of the marginal density, mean, and variance functions of the nonparametric spatial regression model (1.1).
3.1. Limit theorems for mean and variance functions. Let K be a kernel function with R K(x)dx = 1, b n and h n are bandwidth with b n , h n → 0 and n(b n + h n ) → ∞ as n → ∞. We estimate µ(x) and σ 2 (x) by
Remark 3.1. The estimator µ * bn (x) is a jackknife version of µ bn (x). We use this estimator instead of µ bn (x) in the definition of σ 2 hn (x) to ignore the effects of its asymptotic bias.
Now we give limit theorems for µ and σ. First we give a multivariate extension of Theorem 1 in Lu and Tjøstheim (2014) .
where I N is the N × N identity matrix.
Remark 3.2. If we also assume nb 5 n = o(1) in Assumption (A2) (ii), we can construct confidence intervals of f (x j ) without estimating asymptotic biases. In general, to construct confidence bands, we need to choose a bandwidth which is smaller order than the optimal bandwidth for the estimation. However, the optimal bandwidth usually depends on some unknown quantities such as the smoothness of the marginal density f , the mean, or variance functions as well as the parameters which appear in mixing conditions, that is, κ > 0 in Assumption (A1) (ii) for example. In Section 4, we propose a data-driven method for bandwidth selection as a practical solution of this problem.
Next we give a general limit theorem for nonparametric spatial regression models. The following theorem are used to prove multivariate central limit theorems of µ bn and σ 2 hn .
Proposition 3.2. Assume that G and H are functions such that
Then, under Assumptions (A1), (A2), (A3) and (A4), for x ∈ I we have that
By using Proposition 3.2, we can finally derive the following two theorems.
Theorem 3.1. Under Assumptions (A1), (A2), (A3) and (A4), for
Theorem 3.2. Under Assumptions (A1), (A2), (A3) and (A4), and
where
and I N is the N × N identity matrix.
3.2.
Confidence bands for mean and variance functions. Build on the results in the previous section, we can construct confidence bands for mean and variance functions on a finite interval I included in R. We estimate V 4 by
instead of the naive estimator n −1 n j=1 V 4 (s j ) − 1 to improve finite sample performance. Let ξ 1 , . . . , ξ J are i.i.d. standard normal random variables, and q τ , τ ∈ (0, 1) satisfy
Then,
are joint asymptotic 100(1 − τ )% confidence intervals of f , µ, and σ 2 when
respectively.
Simulations
In this section we present simulation results to evaluate the finite-sample performance of the central limit theorems and proposed confidence bands in Section 3.
4.1. Simulation framework. To generate the locations irregularly positioned in R 2 , first we set a lattice (u j , v k ) with u j = u 0 +(j −1)×0.3 and v k = v 0 +(k −1)×0.3 for j, k = 1, . . . , n where u 0 = 0.3 and v 0 = 0.6. Next we select n locations randomly from the lattice as the irregular locations (u j , v k ) with 1 ≤ j , k ≤ n, = 1, . . . n and set s = (u j , v k ). As a data generating process, we consider the following spatial moving average process. We also consider the following mean and variance function.
µ(x) = 0.1 + 0.3x and σ 2 (x) = 0.2 + 0.05x + 0.3x 2 .
In our simulation study, we use the Epanechnikov kernel K(x) = 3 4 (1 − x 2 )1{|x| ≤ 1} and set the sample size n as 750. Note that Assumptions (A1) on the spatial process X is satisfied from the definition of the spatial moving average process (4.1).
4.2.
Bandwidth selection. Now, we discuss bandwidth selection. Let I be a finite interval, x 1 < · · · < x J be design points with x j ∈ I for j = 1, . . . , J, and let 0 < b 1 < · · · < b L and 0 < h 1 < · · · < h L be grids of bandwidths. We use a method which is similar to that proposed in Kurisu (2018) . The author adopts an idea of Bissantz et al. (2007) on bandwidth selection for nonparametric inference of probability densities. From a theoretical point of view, we have to choose bandwidths that are of smaller order than the optimal rate for estimation under the loss functions (or a "discretized version" of
h (x j ) − σ 2 (x j )| for our confidence bands to work. At the same time, choosing a too small bandwidth results in a too wide confidence band. Therefore, we should choose a bandwidth "slightly" smaller than the optimal one that minimizes those loss functions. We employ the following rule for bandwidth selection of µ bn . We also choose a bandwidth of σ 2 hn in the same manner.
(1) Set a pilot bandwidth b P > 0 and make a list of candidate bandwidths b = b P /L for = 1, . . . , L.
(2) Choose the smallest bandwidth b ( ≥ 2) such that the adjacent value max 1≤j≤J | µ b (x j )− In our simulation study, we choose b P = h P = 1, L = 20, and τ = 2. This rule would choose a bandwidth slightly smaller than a bandwidth which is intuitively the optimal bandwidth for the estimation of µ and σ 2 as long as the threshold value κ is reasonably chosen. 
It is observed that the shape of
Remark 4.1. In practice, it is also recommended to make use of visual information on how different design points are asymptotically negligible. For x 1 < x 2 , we have that For V n,1 , by the assumption on K and a change of variables, we have that
We can also show that (nb n ) −1 V n,2 → 0 as n → ∞ by the same argument of the proof of Theorem 1 in Lu and Tjøstheim (2014) . Therefore, we complete the proof.
Proof of Proposition 3.2. Let i = √ −1. For the proof of the central limit theorem, it is sufficient to show the following conditions by Lemma 2 in Bolthausen (1982) .
The condition (a) immediately follows from the definition of U n , since by a change of variables and the dominated convergence theorem, we have that
To show the condition (b), we use some technique in Lu and Tjøstheim (2014) .
, and U n,j = a −1/2 n U n,j . We first give a lemma used in the proof of the condition (b).
Proof of Lemma A.1. We show the case when j = in the first result. The other case can be shown in the same way. If j = , we have that
Now we show the second result. If j = and j = , by Proposition 2.5 in Fan and Yao (2003) ,
we have that
Therefore, we complete the proof.
We decompose E[(iλ − U n )e iλUn ] as follows.
Step 2): In this step, we show that |A n,1 | → 0 as n → ∞. Observe that
We have that
By Lemma A.1, since
we have that |A n,11 | (c n /δ n ) 4 (nh n ) −3 → 0 as n → ∞. Moreover, by Lemma A.1, we have that
(Step 3): In this step, we show that |A n,2 | → 0 as n → ∞. Since
. From a similar argument in (Step1), we have that
Therefore, we have that
(Step 4): In this step, we show that |A n,3 | → 0 as n → ∞. Since E[Z n,j ] = 0, by Theorem 5.1
in Roussas and Ioannides (1987) , we have that
We can also show that
Proof of Theorem 3.1. We prove Theorem 3.1 in two steps.
(Step1): In this step, we compute asymptotic bias and variance of the estimator. Note that we can replace f by f in the definition of µ bn since we already have the consistency of f from Proposition 3.1 and define µ bn as µ bn with replacement of f by f . We can decompose µ bn (x)−µ(x) as follows.
For B n (µ), by a change of variables and the dominating convergence theorem, we have that
For V n (µ), by a change of variables and the dominating convergence theorem, we have that
(Step2): The central limit theorem follows from Proposition 3.2 with G(x) = σ(x) and H(x) =
x. The asymptotic negligibility of correlation between different design points can be shown by almost the same argument as the proof of Proposition 3.1. Therefore, we obtain the desired result.
Proof of Theorem 3.2. We prove Theorem 3.2 in two steps.
(Step1): In this step, we compute asymptotic bias and variance of the estimator. Note that as in the proof of Proposition 3.1, we can replace f by f in the definition of σ 2 hn . Define σ 2 hn as σ 2 hn with replacement of f by f . We can decompose σ 2 hn (x) as follows.
{Y (s j ) − µ(X(s j ))} µ * bn (X(s j )) − µ(X(s j )) K x − X(s j ) h n + 1 nh n f (x) n j=1 µ * bn (X(s j )) − µ(X(s j ))
2 K x − X(s j ) h n .
Since µ * bn (y) − µ(y) = O(b 4 n ) + O P (1/ √ nb n ) for fixed x ∈ R and y ∈ {z : |z − x| b n }, and b n ∼ h n we have that
Then we can decompose σ 2 hn (x) − σ 2 (x) as follows.
=: V n (σ) + B n (σ) + o P (1/ nh n ).
For B n (σ), by a change of variables and the dominating convergence theorem, we have that
For V n (σ), by a change of variables and the dominating convergence theorem, we have that
(Step2): The central limit theorem follows from Proposition 3.2 with G(x) = σ 2 (x) and H(x) = x 2 − 1. The asymptotic negligibility of correlation between different design points can be shown by almost the same argument as the proof of Proposition 3.1. Therefore, we obtain the desired result.
