In recent years, the interest in unsupervised learning of disentangled representations has significantly increased. The key assumption is that real-world data is generated by a few explanatory factors of variation and that these factors can be recovered by unsupervised learning algorithms. A large number of unsupervised learning approaches based on auto-encoding and quantitative evaluation metrics of disentanglement have been proposed; yet, the efficacy of the proposed approaches and utility of proposed notions of disentanglement has not been challenged in prior work. In this paper, we provide a sober look on recent progress in the field and challenge some common assumptions.
Introduction
In representation learning it is often assumed that real-world observations x (e.g. images or videos) are generated by a two-step generative process. First, a multivariate latent random variable z is sampled from a distribution P (z). Intuitively, z corresponds to semantically meaningful factors of variation of the observations (e.g. content + position of objects in an image). Then, in a second step, the observation x is sampled from the conditional distribution P (x|z). The key idea behind this model is that the high-dimensional data x can be explained by the substantially lower dimensional and semantically meaningful latent variable z which is mapped to the higher-dimensional space of observations x. Informally, the goal of representation learning is to find useful transformations r(x) of x that "make it easier to extract useful information when building classifiers or other predictors" [4] .
A recent line of work has argued that representations that are disentangled are an important step towards a better representation learning. While there is no single formalized notion of disentanglement (yet) which is widely accepted, the key intuition is that a disentangled representation should separate the distinct, informative factors of variations in the data [4] . A change in a single underlying factor of variation z i should lead to a change in a single factor in the This is a preliminary preprint based on our initial experimental results. Please send any comments to francesco.locatello@tuebingen.mpg.de and bachem@google.com. learned representation r(x). This assumption can be extended to groups of factors as e.g. in Bouchacourt et al. [5] or Suter et al. [49] . Based on this idea, a variety of disentanglement evaluation protocols have been proposed leveraging the statistical relations between the learned representation and the ground-truth factor of variations. Disentanglement is then measured as a particular structural property of these relations [19, 27, 15, 30, 7, 44] .
State-of-the-art approaches for unsupervised disentanglement learning are based on Variational Autoencoders (VAEs) [28] : One assumes a specific prior P (z) on the latent space and then uses a deep neural network to parameterize the conditional probability P (x|z). Similarly, the distribution P (z|x) is approximated using a variational distribution Q(z|x), again parametrized using a deep neural network. The model is then trained by minimizing a suitable approximation to the negative log-likelihood. The representation for r(x) is defined as the mean of the approximate posterior distribution Q(z|x). The usual choice for the prior and variational distribution are multivariate Gaussians. Several variations of VAEs were proposed with the motivation that they lead to better disentanglement [19, 6, 27, 7, 30, 45] . The common theme behind all these approaches is that they try to enforce a factorized aggregated posterior x Q(z|x)P (x)dx, which should encourage disentanglement.
Our contributions. The original motivation of this work was to provide a neutral large-scale study that benchmarks different unsupervised disentanglement methods and metrics on a wide set of data sets in a fair, reproducible experimental set up. However, the empirical evidence led us to instead challenge many commonly held assumptions in this field. Our key contributions can be summarized as follows:
• We theoretically prove that (perhaps unsurprisingly) the unsupervised learning of disentangled representations is fundamentally impossible without inductive biases both on the considered learning approaches and the data sets.
• We investigate current approaches and their inductive biases in a reproducible 1 large-scale experimental study with a sound experimental protocol for unsupervised disentanglement learning. We implement from scratch six recent unsupervised disentanglement learning methods as well as six disentanglement measures and train more than 12 000 models on seven data sets.
• We evaluate our experimental results and challenge many common assumptions in unsupervised disentanglement learning: (i) While all considered methods prove effective at ensuring that the individual dimensions of the aggregated posterior (which is sampled) are not correlated, only one method also consistently ensures that the individual dimensions of the representation (which is taken to be the mean) are not correlated.
(ii) We do not find any evidence that the considered models can be used to reliably learn disentangled representations in an unsupervised manner as random seeds and hyperparameters seem to matter more than the model choice. Furthermore, good trained models seemingly cannot be identified without access to ground-truth labels even if we are allowed to transfer good hyperparameter values across data sets. (iii) For the considered models and data sets, we cannot validate the assumption that disentanglement is useful for downstream tasks, for example through a decreased sample complexity of learning.
• Based on these empirical evidence, we suggest three critical areas of further research: (i) The role of inductive biases and implicit and explicit supervision should be made explicit: unsupervised model selection persists as a key question.
(ii) The concrete practical benefits of enforcing a specific notion of disentanglement of the learned representations should be demonstrated. (iii) Experiments should be conducted in a reproducible experimental setup on data sets of varying degrees of difficulty.
Roadmap. We begin by briefly reviewing the motivations for disentanglement with the current state-of-the-art methods and metrics in Section 2. In Section 3 we present and discuss the theoretical impossibility of unsupervised learning of disentangled representations. In Section 4 we discuss our experimental design with the research questions, our guiding principles, a detailed discussion of the limitation of this study and the differences with existing implementations. In Section 5, we present our the empirical results. Finally, in Section 6 we study the implications of this work.
A review of (unsupervised) disentanglement learning
We first provide an overview of the key concepts and definitions, followed by quantitative evaluation metrics, and briefly review the proposed models based on VAEs and other related work.
What is disentanglement and why is it a desirable property?
Disentanglement is an abstract notion that has been brought back to the spotlight in the seminal paper of Bengio et al. [4] . It has been argued that an artificial intelligence able to understand and reason about the world should be able to identify and disentangle the explanatory factors of variations hidden in the data [4, 41, 33, 3, 46, 31] . A common modeling assumption is that we observe data from a high dimensional random variable x generated by an underlying generative process which can be described by a low dimensional set of factors of variations. These factors can be fully observable, partially observable or not observable at all. We focus our study on this last setting as this one has recently gathered increased interest in the community.
There are many suggestions in the literature why disentangled representations could be useful: First or all, we could use them directly to build a predictive model instead of relying on the high dimensional x. Indeed, they should contain all the information present in x in a compact and interpretable structure [4, 29, 8] . Furthermore, they are independent from the task at hand [17, 34] . Therefore, they would be useful for (semi-)supervised learning of downstream tasks, transfer and few shot learning [4, 47, 41] . Moreover, one can use them to integrate out nuisance factors [30] . Last but not least, they enable interventions (i.e. to conditionally sample) and answer counterfactual questions (i.e. how would this sample look like had a factor been different?) [41, 39] .
What are proposed definitions for disentanglement?
While there is a comprehensive list of requirements for a disentangled representation, there does not yet exist a single, commonly accepted definition. Instead, a variety of different concrete metrics have been proposed by the community where each of these metrics aims to formalize and measure the notion in a slightly different way. In general, all these methods assume that they have access to the ground-truth factors of variations if not the full ground-truth generative model. In the following, we briefly review the metrics that we consider in our study.
1. BetaVAE metric. Higgins et al. [19] suggest to fix a random factor of variation in the underlying generative model constant and to sample two mini batches of observations x. Disentanglement is then measured as the accuracy of a linear classifier that predicts the index of the fixed factor based on the coordinate-wise sum of absolute difference between the representation vectors in the two mini batches.
2. FactorVAE metric. Kim and Mnih [27] address several issues with this metric by using a majority vote classifier that predicts the index of the fixed ground-truth factor based on the index of the representation vector with the least variance.
3. Mutual Information Gap. Chen et al. [7] argue that the BetaVAE metric and the FactorVAE metric are neither general nor unbiased as they depend on some hyperparameters. They compare pairwise mutual information for each ground truth factor and each factor in the computed representation r(x). For each ground-truth factor z i , they then consider the two factors in r(x) that have the highest mutual information. The Mutual Information Gap (MIG) is then defined as the average, normalized difference between the representation factor with the highest and the second-highest mutual information.
4. Modularity and Explicitness. Ridgeway and Mozer [44] argue that two different properties of representations should be considered, i.e., Modularity and Explicitness. In a modular representation each dimension of r(x) depends on at most a single factor of variation. In an explicit representation, the value of a factor of variation is easily predictable (i.e. with a linear model) from r(x). They propose to measure the Modularity as the average normalized squared difference of the mutual information of the factor of variations with the highest and second-highest mutual information with a dimension of r(x). They measure Explicitness as the ROC-AUC of a one-versus-rest logistic regression classifier trained to predict the factors of variation. In this study, we focus on Modularity as it is the property that corresponds to disentanglement. [15] compute the importance of each dimension of the learned representation for predicting a factor of variation. The predictive importance of the dimensions of r(x) can be computed with a Lasso or a Random Forest classifier. Disentanglement is the average of the difference from one of the entropy of the probability that a dimension of the learned representation is useful for predicting a factor weighted by the relative importance of each dimension. Completeness, is the average of the difference from one of the entropy of the probability that a factor of variation is captured by a dimension of the learned representation. Finally, the Informativeness can be computed as the prediction error of predicting the factors of variations. In this paper, we mainly consider Disentanglement which we subsequently call "DCI Disentanglement" for clarity.
6. SAP score. Kumar et al. [30] propose to compute the R 2 score of the linear regression predicting the factor values from each dimension of the learned representation. For discrete factors, they propose to train a classifier. The Separated Attribute Predictability (SAP) score is the average difference of the prediction error of the two most predictive latent dimensions for each factor.
Unsupervised learning of disentangled representations with VAEs
Variants of variational autoencoders [28] are considered the state-of-the-art for unsupervised disentanglement learning. One assumes a specific prior P (z) on the latent space and then parameterizes the conditional probability P (x|z) with a deep neural network. Similarly, the distribution P (z|x) is approximated using a variational distribution Q(z|x), again parametrized using a deep neural network. One can then derive the following approximation to the maximum likelihood objective,
which is also know as the evidence lower bound (ELBO). By carefully considering the KL term, one can encourage various properties of the resulting presentation. We will briefly review the main approaches.
Bottleneck capacity. Higgins et al. [19] propose the β-VAE, introducing a hyperparameter in front of the KL regularizer of vanilla VAEs. They maximize the following expression:
By setting β > 1, the encoder distribution will be forced to better match the factorized unit Gaussian prior. This procedure introduces additional constraints on the capacity of the latent bottleneck, encouraging the encoder to learn a disentangled representation for the data. Burgess et al. [6] argue that when the bottleneck has limited capacity, the network will be forced to specialize on the factor of variation that most contribute to a small reconstruction error. Therefore, they propose to progressively increase the bottleneck capacity, so that the encoder can focus on learning one factor of variation at the time:
where C is annealed from zero to some value which is large enough to produce good reconstruction. In the following, we refer to this model as AnnealedVAE.
Penalizing the total correlation. Let I(x; z) denote the mutual information between x and z and note that equation 1 can be rewritten as
Therefore, when β > 1, β-VAE penalizes the mutual information between the latent representation and the data, thus constraining the capacity of the latent space. Furthermore, it pushes q(z), the so called aggregated posterior, to match the prior and therefore to factorize, given a factorized prior. Kim and Mnih [27] argues that penalizing I(x; z) is neither necessary nor desirable for disentanglement. Therefore, they propose the FactorVAE which augments the VAE objective with an additional regularizer that specifically penalizes dependencies between the dimensions of the representation:
This last term is also known as total correlation [51] . While this term is intractable and vanilla Monte Carlo approximations require marginalization over the training set, it can be optimized using the density ratio trick [38, 48] . Samples from d j=1 q(z j ) can be obtained shuffling samples from q(z) [1] . Concurrently, Chen et al. [7] propose the β-TCVAE. As opposed to FactorVAE, they propose a tractable biased Monte-Carlo estimate for the total correlation.
Disentangled priors. Kumar et al. [30] argue that a disentangled generative model requires a disentangled prior. This approach is related to the total correlation penalty, but now the aggregated posterior is pushed to match a factorized prior. Therefore
where D is some (arbitrary) divergence. Since this term is intractable when D is the KL divergence, they propose to match the moments of these distribution. In particular, to regularize the deviation of either
from the identity matrix in the two variants of the DIP-VAE. This results in maximizing either the DIP-VAE-I objective
Other related work
In a similar spirit to disentanglement, (non-)linear independent component analysis [12, 2, 25, 22] studies the problem of recovering independent components of a signal. The underlying assumption is that there is a generative model for the signal composed of the combination of statistically independent non-Gaussian components. While the identifiability result for linear ICA [12] proved to be a milestone for the classical theory of factor analysis, similar results are in general not obtainable for the nonlinear case and the underlying sources generating the data cannot be identified [23] . The lack of almost any identifiability result in non-linear ICA has been a main bottleneck for the utility of the approach [24] and partially motivated alternative machine learning approaches [14, 46, 11] . Given that unsupervised algorithms did not initially perform well on realistic settings most of the other works have considered some more or less explicit form of supervision [42, 53, 29, 26, 9, 35, 37, 55, 49] . [20, 10] assume some knowledge of the effect of the factors of variations even though they are not observed. One can also exploit known relations between factors in different samples [18, 52, 16, 13, 21, 54] . This is not a limiting assumption especially in sequential data, i.e., for videos.
Impossibility of unsupervised disentanglement learning
The first question that we investigate is whether unsupervised disentanglement learning is even possible for arbitrary generative models. Theorem 1 essentially shows that without inductive biases both on models and data sets the task is fundamentally impossible. The proof is provided in Appendix A.
and where z denotes the independent latent variables and x the data observations. Then, there exists an infinite family of bijective functions f : supp(z) → supp(z) such that P (z ≤ u) = P (f (z) ≤ u) for all u ∈ supp(z) and ∂fi(u) ∂uj = 0 almost everywhere for all i and j.
Consider the commonly used "intuitive" notion of disentanglement which advocates that a change in a single ground-truth factor should lead to a single change in the representation. In that setting, Theorem 1 implies that unsupervised disentanglement learning is impossible for arbitrary generative models with a factorized prior 2 in the following sense: Consider any unsupervised disentanglement method and assume that it finds a representation r(x) that is perfectly disentangled with respect to x in a generative model (z, x) ∼ P with a factorizing prior on z. Then, Theorem 1 implies that there is an equivalent generative model with the latent variableẑ = f (z) whereẑ is completely entangled with respect to z and thus also r(x). Furthermore, since f is deterministic, both generative models have the same marginal distribution of the observations x by construction. Since the (unsupervised) disentanglement method only has access to observations x, it hence cannot distinguish between the two equivalent generative models and thus has to be entangled to at least one of them.
The intuition behind this result may be seen from a generative model where z consists of two independent standard Gaussian random variables. Consider an alternative latent variableẑ obtained by rotating z by 45
• . By definition,ẑ corresponds to two independent standard Gaussian random variables that are fully entangled with the original latent variable z. Any disentanglement method can only be disentangled with respect to one of them and has to be entangled with respect to the other. We note that this result is obvious for multivariate Gaussians; however, perhaps surprisingly, Theorem 1 also holds for distributions which are not invariant to rotation, for example multivariate uniform distributions.
Theorem 1 may not be surprising to readers familiar with the causality literature as it is consistent with the following argument: After observing x, we can construct infinitely many generative models which have the same marginal distribution of x. Any one of these models could be the true causal generative model for the data and by Peters et al. [41] the right model cannot be identified only observing the distribution of x. Furthermore, similar results have been obtained in the context of non-linear ICA [23] .
While Theorem 1 shows that unsupervised disentanglement learning is fundamentally impossible for arbitrary generative models, this does not necessarily mean it is an impossible endeavour in practice. After all, real world generative models may have a certain structure that could be exploited through suitably chosen inductive biases. However, Theorem 1 clearly shows that inductive biases are required both for the models (so that we find a specific set of solutions) and for the data sets (such that these solutions match the true generative model). We hence argue that the role of inductive biases should be made implicit and investigated further as done in the following large-scale experimental study.
Experimental design
Research questions. Theorem 1 opens several questions on the role of inductive biases in the empirical performance of state-of-the-art models. Experimental conditions and guiding principles. In our study, we seek controlled, fair and reproducible experimental conditions. We consider the case in which we can sample from a well defined and known ground-truth generative model by first sampling the factors of variations from a distribution P (z) and then sampling an observation from P (x|z). Our experimental protocol works as follows: During training, we only observe the samples of x obtained by marginalizing P (x|z) over P (z). After training, we obtain a representation r(x) by either taking a sample from the probabilistic encoder Q(z|x) or by taking its mean. Typically, disentanglement metrics consider the latter as the representation r(x). During the evaluation, we assume to have access to the whole generative model, i.e. we can draw samples from both P (z) and P (x|z). In this way, we can perform interventions on the latent factors as required by certain scores. We explicitly note that we effectively consider the statistical learning problem where we optimize the loss and the metrics on the known data generating distribution. As a result, we do not use separate train and test sets but always take i.i.d. samples from the known ground-truth distribution. This is justified as the statistical problem is well defined and it allows us to remove the additional complexity of dealing with overfitting and empirical risk minimization.
We consider four data sets in which x is obtained as a deterministic function of z: dSprites [19] , Cars3d [43] , SmallNORB [32] , Shapes3D [27] . We also introduce three data sets in which x is a stochastic function of z as there are additional continuous noise variables: Color-dSprites, Noisy-dSprites and Scream-dSprites. This means that for a fixed realization of the factors of variations z, two samples from P (x|z = z) can be different. The key idea behind these three additional data sets is that they have exactly the same latent factors as dSprites but that they correspond to increasingly harder problems with more complex observations. In Color-dSprites, the shapes are colored with a random color. In Noisy-dSprites, we consider white-colored shapes on a noisy background. Finally, in Scream-dSprites the background is replaced with a random patch in a random color shade extracted from the famous The Scream painting [36] . The dSprites shape is embedded into the image by inverting the color of its pixels.
To fairly evaluate the different approaches, we separate the effect of the regularization from the other inductive biases (e.g., the choice of the neural architecture). Each method uses the same convolutional architecture, optimizer, hyperparameters of the optimizer and batch size. All methods use a Gaussian encoder where the mean and the log variance of each latent factor is parametrized by the deep net, a Bernoulli decoder and latent dimension fixed to 10. We note that these are all standard choices in prior work [19, 27] .
We choose six different regularization strength, i.e., hyperparameter values, for each of the considered methods. The key idea was to take a wide enough set to ensure that there are useful hyperparameters for different settings for each method and not to focus on specific values known to work for specific data sets. However, the values are partially based on the ranges that are prescribed in the literature (including the suggested hyperparameters suggested by the authors).
We run each model for each regularization strength for 50 different random seeds on each data set. We fix our experimental setup in advance and we run all the methods described in Section 2.3 and evaluate them on every metric of Section 2.2 on each data set. The full details on the experimental setup are provided in the Appendix and we plan to release code to train the considered models, the trained models and the evaluation pipeline for the sake of reproducibility and to establish a strong and fair baseline.
Limitations of our study. While we aim to provide a useful and fair experimental study, there are clear limitations to the conclusions that can be drawn from it due to design choices that we have taken. In all these choices, we have aimed to capture what is considered the state-of-the-art inductive bias in the community.
On the data set side, we only consider images with a heavy focus on synthetic images. We do not explore other modalities and we only consider the toy scenario in which we have access to a data generative process with uniformly distributed factors of variations. Furthermore, all our data sets have a small number of independent discrete factors of variations without any confounding variables.
For the methods, we only consider the inductive bias of convolutional architectures. We do not test fully connected architectures or additional techniques such as skip connections. Furthermore, we do not explore different activation functions, reconstruction losses or different number of layers. We also do not vary any other hyperparameters other than the regularization weight. In particular, we do not evaluate the role of different latent space sizes, optimizers and batch sizes. We do not test the sample efficiency of the metrics but simply set the size of the train and test set to large values.
Implementing the different disentanglement methods and metrics has proven to be a difficult endeavour. Few "official" open source implementations are available and there are many small details to consider. We take a best-effort approach to these implementations and implemented all the methods and metrics from scratch as any sound machine learning practitioner might do based on the original papers. When taking different implementation choices than the original papers, we explicitly state and motivate them.
Differences with previous implementations. As described above, we use a single choice of architecture, batch size and optimizer for all the methods which might deviate from the settings considered in the original papers. However, we argue that unification of these choices is the only way to guarantee a fair comparison among the different methods such that valid conclusions may be drawn in between methods. The largest change is that for DIP-VAE and for β-TCVAE Reconstructions for different data sets and methods. Odd columns show real samples and even columns their reconstruction. As expected, the additional variants of dSprites with continuous noise variables are harder than the original data set. On Noisy-dSprites and Color-dSprites the models produce reasonable reconstructions with the noise on Noisy-dSprites being ignored. Scream-dSprites is even harder and we observe that the shape information is lost. On the other data sets, we observe that reconstructions are blurry but objects are distinguishable.
we used a batch size of 64 instead of 400 and 2048 respectively. However, Chen et al. [7] shows in Section H.2 of the Appendix that the bias in the mini-batch estimation of the total correlation does not significantly affect the performances of their model even with small batch sizes. For DIP-VAE-II, we did not implement the additional regularizer on the third order central moments since no implementation details are provided and since this regularizer is only used on specific data sets. Our implementations of the disentanglement metrics deviate from the implementations in the original papers as follows: First, we strictly enforce that all factors of variations are treated as discrete variables as this corresponds to the assumed ground-truth model in all our data sets. Hence, we used classification instead of regression for the SAP score and the disentanglement score of [15] . This is important as it does not make sense to use regression on true factors of variations that are discrete (e.g., shape on dSprites). Second, wherever possible, we resorted to using the default, well-tested Scikit-learn [40] implementations instead of using custom implementations with potentially hard to set hyperparameters. Third, for the Mutual Information Gap [7] , we estimate the discrete mutual information (as opposed to continuous) on the mean representation (as opposed to sampled) on a subset of the samples (as opposed to the whole data set). We argue that this is the correct choice as the mean is usually taken to be the representation. Hence, it would be wrong to consider the full Gaussian encoder or samples thereof as that would correspond to a different representation. Finally, we fix the number of sampled train and test points across all metrics to a large value to ensure robustness.
Experimental results
5.1 Can one achieve a good reconstruction error across data sets and models?
First, we check for each data set that we manage to train models that achieve reasonable reconstructions. Therefore, for each data set we sample a random model and show real samples next to their reconstructions. The results are depicted in Figure 1 . As expected, the additional variants of dSprites with continuous noise variables are harder than the original data set. On Noisy-dSprites and Color-dSprites the models produce reasonable reconstructions with the noise on Noisy-dSprites being ignored. Scream-dSprites is even harder and we observe that the shape information is lost. On the other data sets, we observe that reconstructions are blurry but objects are distinguishable. SmallNorb seems to be the most challenging data set.
Can current methods enforce a factorizing aggregated posterior and representation?
We investigate whether the considered unsupervised disentanglement approaches are effective at enforcing a factorizing aggregated posterior. For each trained model, we sample 10 000 images and compute a sample from the corresponding approximate posterior. We then fit a multivariate Gaussian distribution over these 10 000 samples by computing the empirical mean and covariance matrix 3 . Finally, we compute the total correlation of the fitted Gaussian and report the median value for each data set, method and hyperparameter value. Figure 2 shows the total correlation of the sampled representation plotted against the regularization strength for each data set and method except AnnealedVAE. On all data sets except SmallNORB, we observe that plain vanilla variational autoencoders (i.e. the β-VAE model with β = 1) enjoy the highest total correlation. For β-VAE and β-TCVAE, it can be clearly seen that the total correlation of the sampled representation decreases on all data sets as the regularization strength (in the form of β) is increased. The two variants of DIP-VAE exhibit low total correlation across the data sets except DIP-VAE-I which incurs a slightly higher total correlation on SmallNORB compared to a vanilla VAE. Increased regularization in the DIP-VAE objective also seems to lead a reduced total correlation, even if the effect is not as pronounced as for β-VAE and β-TCVAE. While FactorVAE achieves a low total correlation on all data sets except on SmallNORB, we observe that the total correlation does not seem to decrease with increasing regularization strength. This may seem surprising given that the FactorVAE objective aims to penalize the total correlation of the aggregated posterior. However, we expect this is due to the fact that the total correlation of the aggregated posterior is estimated using adversarial density estimation, which was shown to consistently underestimate the true TC, see Figure  7 [27]. We further observe that AnnealedVAE (shown in Figure 18 in the Appendix) is much more sensitive to the Figure 3: Total correlation of mean representation plotted against regularization strength for different data sets and approaches (except AnnealedVAE). The total correlation of the mean representation does not necessarily decrease as the regularization strength is increased. Figure 4: Log total correlation of mean vs sampled representations. For a large number of models, the total correlation of the mean representation is higher than that of the sampled representation.
regularization strength. However, on all data sets except Scream-dSprites (on which AnnealedVAE performs poorly), the total correlation seems to decrease with increased regularization strength. While many of the considered methods aim to enforce a factorizing aggregated posterior, they use the mean vector of the Gaussian encoder as the representation and not a sample from the Gaussian encoder. This may seem like a minor, irrelevant modification; however, it is not clear whether a factorizing aggregated posterior also ensures a factorizing representation. To test whether this is true, we also compute the mean of the Gaussian encoder for the same 10 000 samples, fit a multivariate Gaussian and compute the total correlation of that fitted Gaussian. Figure 3 shows the total correlation of the mean representation plotted against the regularization strength for each data set and method except AnnealedVAE. We observe that, for β-VAE and β-TCVAE, increased regularization leads to a substantially increased total correlation of the mean representations. This effect can also be observed for for FactorVAE, albeit in a less extreme fashion. For DIP-VAE-I, we observe that the total correlation of the mean representation is consistently low. This is not surprising as the DIP-VAE-I objective directly optimizes the covariance matrix of the mean representation to be diagonal which implies that the corresponding total correlation is low. The DIP-VAE-II objective which enforces the covariance matrix of the sampled representation to be diagonal seems to lead to a factorized mean representation on some data sets (for example Shapes3D and Cars3d), but also seems to fail on others (dSprites). For AnnealedVAE (shown in Figure 19 ), we overall observe mean representations with a very high total correlation. In Figure 4 , we further plot the log total correlations of the sampled representations versus the mean representations for each of the trained models. It can be clearly seen that for a large number of models, the total correlation of the mean representations is much higher than that of the sampled representations. The only method that achieves a consistently low total correlation both for the mean and the sampled representation is as expected DIP-VAE-I.
Implications. Overall, these results lead us to conclude that, with minor exceptions, the considered methods are effective at enforcing an aggregated posterior whose individual dimensions are not correlated. However, except for DIP-VAE-I, this does not seem to imply that the mean representation (usually used for representation) also factorizes. Overall, we observe that all metrics except Modularity seem to be strongly correlated on the data sets dSprites, Color-dSprites and Scream-dSprites and mildly on the other data sets. There appear to be two pairs among these metrics that capture particularly similar notions: the BetaVAE and the FactorVAE score as well as the Mutual Information Gap and DCI Disentanglement.
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How much do existing disentanglement metrics agree?
As there exists no single, common definition of disentanglement, an interesting question is to see how much different proposed metrics agree. Figure 5 shows pairwise scatter plots of the different considered metrics on dSprites where each point corresponds to a trained model, while Figure 6 shows the Spearman rank correlation between different disentanglement metrics on different data sets. Overall, we observe that all metrics except Modularity seem to be correlated strongly on the data sets dSprites, Color-dSprites and Scream-dSprites and mildly on the other data sets. There appear to be two pairs among these metrics that capture particularly similar notions: the BetaVAE and the FactorVAE score as well as the Mutual Information Gap and DCI Disentanglement.
Implication. All disentanglement metrics except Modularity appear to be correlated. However, the level of correlation changes between different data sets.
How important are different models and hyperparameters for disentanglement?
The primary motivation behind the considered methods is that they should lead to improved disentanglement scores. This raises the question how disentanglement is affected by the model choice, the hyperparameter selection and randomness (in the form of different random seeds). To investigate this, we compute all the considered disentanglement metrics for each of our trained models. In Figure 7 , we show the range of attainable disentanglement scores for each method on each data set. We clearly see that these ranges are heavily overlapping leading us to conclude that the choice of hyperparameters seems to be substantially more important than the choice of objective function. While certain models seem to attain better maximum scores on specific data sets and disentanglement metrics, we do not observe any consistent pattern that one model is consistently better than the other. Furthermore, we note that in our study we have fixed the range of hyperparameters a priori to six different values for each model and did not explore additional hyperparameters based on the results (as that would bias our study). However, this also means that specific models may have performed better than in Figure 7 if we had chosen a different set of hyperparameters. Figure 7: Score for each method for each score (column) and data set (row). Models are abbreviated (0=β-VAE, 1=FactorVAE, 2=β-TCVAE, 3=DIP-VAE-I, 4=DIP-VAE-II, 5=AnnealedVAE). The scores are heavily overlapping and we do not observe a consistent pattern. We conclude that hyperparameters matter more than the model choice. We clearly see that randomness (in the form of different random seeds) has a substantial impact on the attained result and that a good run with a bad hyperparameter can beat a bad run with a good hyperparameter in many cases.
In Figure 8 , we further show the impact of randomness in the form of random seeds on the disentanglement scores. Each violin plot shows the distribution of the disentanglement metric across all 50 trained models for each model and hyperparameter setting on dSprites. We clearly see that randomness (in the form of different random seeds) has a substantial impact on the attained result and that a good run with a bad hyperparameter can beat a bad run with a good hyperparameter in many cases. We note that for AnnealedVAE, this seems to hold for a lesser extent. However, AnnealedVAE appears to be more sensitive to the choice of hyperparameter and bad hyperparameters for AnnealedVAE sometimes seem to lead to consistently bad disentanglement scores.
Implication. The disentanglement scores of unsupervised models are heavily influenced by randomness (in the form of the random seed) and the choice of the hyperparameter (in the form of the regularization strength). The objective function appears to have less impact.
Are there reliable recipes for model selection?
Given that the impact of the randomness and the hyperparameters seems to be more critical than the loss function, this raises the natural question how good hyperparameters can be chosen and how we can distinguish between good and bad training runs. In this paper, we advocate that a key principle that model selection should not depend on the considered disentanglement score for the following reasons: The point of unsupervised learning of disentangled representation is that there is no access to the labels as otherwise we could incorporate them and would have to compare to semi-supervised and fully supervised methods. All the disentanglement metrics considered in this paper require a substantial amount of ground-truth labels or the full generative model (for example for the BetaVAE and the FactorVAE metric). Hence, one may substantially bias the results of a study by tuning hyperparameters based on (supervised) disentanglement metrics. Furthermore, we argue that it is not sufficient to fix a set of hyperparameters a priori and then show that one of those hyperparameters and a specific random seed achieves a good disentanglement score as it amounts to showing the existence of a good model, but does not guide the practitioner in finding it. Finally, in many practical settings, we might not even have access to adequate labels as it may be hard to identify the true underlying factor of variations, in particular, if we consider data modalities that are less suitable to human interpretation than images.
In the remainder of this section, we hence investigate and assess different ways how hyperparameters and good model runs could be chosen. In this study, we focus on choosing the learning model and the regularization strength corresponding to that loss function. However, we note that in practice this problem is likely even harder as a practitioner might also want to tune other modeling choices such architecture or optimizer.
General recipes for hyperparameter selection. We first investigate whether we may find generally applicable "rules of thumb" for choosing the hyperparameters. For this, we plot in Figure 9 different disentanglement metrics against different regularization strengths for each model and each data set. The values correspond to the median obtained values across 50 random seeds for each model, hyperparameter and data set. There seems to be no model dominating all the others and for each model there does not seem to be a consistent strategy in choosing the regularization strength to maximize disentanglement scores. Furthermore, even if we could identify a good objective function and corresponding hyperparameter value, we still could not distinguish between a good and a bad training run.
Model selection based on unsupervised scores. Another approach could be to select hyperparameters based on unsupervised scores such as the reconstruction error, the KL divergence between the prior and the approximate posterior, the Evidence Lower Bound or the estimated total correlation of the sampled representation. This would have the advantage that we could select specific trained models and not just good hyperparameter settings whose median trained model would perform well. To test whether such an approach is fruitful, we compute the rank correlation between these unsupervised metrics and the disentanglement metrics and present it in Figure 10 . While we do observe some correlations (in particular on SmallNORB), no clear pattern emerges which leads us to conclude that this approach is unlikely to be successful in practice.
Hyperparameter selection based on transfer. The final strategy for hyperparameter selection that we consider is based on transferring good settings across data sets. The key idea is that good hyperparameter settings may be inferred on data sets where we have labels available (such as dSprites) and then applied to novel data sets. To test this idea, we Figure 12 the different disentanglement scores obtained on dSprites against the scores obtained on other data sets. To ensure robustness of the results, we again consider the median across all 50 runs for each model, regularization strength, and data set. We observe that the scores on Color-dSprites seem to be strongly correlated with the scores obtained on the regular version of dSprites. Figure 11 further shows the rank correlations obtained between different data sets for each disentanglement scores. This confirms the strong and consistent correlation between dSprites and Color-dSprites. We further observe that the the Mutual Information Gap and DCI Disentanglement appear to be mildly correlated in between all data sets except SmallNORB. While these result suggest that some transfer of hyperparameters is possible, it does not allow us to distinguish between good and bad random seeds on the target data set.
To illustrate this, we compare such a transfer based approach to hyperparameter selection to random model selection as follows: We first randomly sample one of our 50 random seeds and consider the set of trained models with that random seed. First, we sample one of our 50 random seeds, a random disentanglement metric and a data set and use them to select the hyperparameter setting with the highest attained score. Then, we compare that selected hyperparameter setting to a randomly selected model on either the same or a random different data set, based on either the same or a random different metric and for a randomly sampled seed. Finally, we report the percentage of trials in which this transfer strategy outperforms or performs equally well as random model selection across 10 000 trials in Table 1 . If we choose the same metric and the same data set (but a different random seed), we obtain a score of 79.5%. If we aim to transfer for the same metric across data sets, we achieve around 57.4%. Finally, if we transfer both across metrics and data sets, our performance drops to 54.1%. Implications. Unsupervised model selection remains an unsolved problem. Transfer of good hyperparameters between metrics and data sets does not seem to work as there appears to be no unsupervised way to distinguish between good and bad random seeds on the target task.
Are these disentangled representations useful for downstream tasks in terms of the sample complexity of learning?
One of the key motivations behind disentangled representations is that they are assumed to be useful for later downstream tasks. In particular, it is argued that disentanglement should lead to a better sample complexity of learning [4, 47, 41] . In this section, we consider the simplest downstream task where the goal is to recover the true factors of variations from the observations. As all our ground-truth models have independent, discrete factors of variations this corresponds to a set of classification tasks. Our goal is to investigate the relationship between disentanglement and the average classification accuracy on this downstream tasks as well as whether better disentanglement leads to a decreased sample complexity of learning. To compute the classification accuracy for each trained model, we sample true factors of variations and observations from our ground truth generative models. We then feed the observations into our trained model and take the mean of the Gaussian encoder as the representations. Finally, we predict each of the ground-truth factors based on the representations with a separate learning algorithm. We consider both a 5-fold cross-validated multi-class logistic regression as well as gradient boosted trees of the Scikit-learn package. For each of these methods, we train on 10, 100, 1000 and 10 000 samples. We compute the average accuracy across all factors of variation using an additional set 10 000 randomly drawn samples. We observe that all metrics except Modularity seem to be correlated with increased downstream performance on the different variations of dSprites and to some degree on Shapes3D. However, it is not clear whether this is due to the fact that disentangled representations perform better or whether some of these scores actually also (partially) capture the informativeness of the evaluated representation. Figure 13 shows the rank correlations between the disentanglement metrics and the downstream performance for all considered data sets. We observe that all metrics except Modularity seem to be correlated with increased downstream performance on the different variations of dSprites and to some degree on Shapes3D. However, it is not clear whether this is due to the fact that disentangled representations perform better or whether some of these scores actually also (partially) capture the informativeness of the evaluated representation.
To assess the sample complexity argument we compute for each trained model a statistical efficiency score which we define as the average accuracy based on 100 samples divided by the average accuracy based on 10 000 samples for either the logistic regression or the gradient boosted trees. The key idea is that if disentangled representations lead to sample efficiency, then they should also exhibit a higher statistical efficiency score. The corresponding results are shown in Figures 14 and 15 where we plot the statistical efficiency versus different disentanglement metrics for different data sets and models and in Figure 13 where we show rank correlations. Overall, we do not observe conclusive evidence that models with higher disentanglement scores also lead to higher statistical efficiency. We note that some AnnealedVAE models seem to exhibit a high statistical efficiency on Scream-dSprites and to some degree on Noisy-dSprites. This can be explained by the fact that these models have low downstream performance and that hence the accuracy with 100 samples is similar to the accuracy with 10 000 samples. We further observe that DCI Disentanglement and MIG seem to be lead to a better statistical efficiency on the the data set Shapes3D for gradient boosted trees. Figures 16  and 17 show the downstream performance for three groups with increasing levels of disentanglement (measured in DCI Disentanglement and MIG respectively). We observe that indeed models with higher disentanglement scores seem to exhibit better performance for gradient boosted trees with 100 samples. However, considering all data sets, it appears that overall increased disentanglement is rather correlated with better downstream performance and not statistical efficiency. Overall, this leads us to conclude that we lack strong evidence to conclude that disentanglement leads to better statistical efficiency. Figure 14: Statistical efficiency (accuracy with 100 samples ÷ accuracy with 10 000 samples) based on a logistic regression versus disentanglement metrics for different models and data sets. We do not observe that higher disentanglement scores lead to higher statistical efficiency. Figure 15: Statistical efficiency (accuracy with 100 samples ÷ accuracy with 10 000 samples) based on gradient boosted trees versus disentanglement metrics for different models and data sets. We do not observe that higher disentanglement scores lead to higher statistical efficiency (except for DCI Disentanglement and Mutual Information Gap on Shapes3D). Implications. While the empirical results in this section are negative, they should also be interpreted with care. After all, we have seen in previous sections that the considered models in this study fail to reliably produce disentangled representations. Hence, the results in this section might change if one were to consider a different set of models, for example semi-supervised or fully supervised one. Furthermore, there are many more potential notions of usefulness such as interpretability and fairness that we have not considered in our experimental evaluation. Nevertheless, we argue that the lack of concrete examples of useful disentangled representations necessitates that future work on disentanglement methods should make this point more explicit.
Conclusions
In this work we show, perhaps unsurprisingly, that the unsupervised learning of disentangled representations is fundamentally impossible without inductive biases. We then performed a large-scale empirical study with six state-ofthe-art disentanglement methods, six disentanglement metrics on seven data sets and conclude the following: (i) While all considered methods prove effective at ensuring that the aggregated posterior (which is sampled) factorizes, only one method also consistently ensures that the representation (which is taken to be the mean) factorizes. (ii) We do not find any evidence that they can be used to reliably learn disentangled representations in an unsupervised manner as random seeds and hyperparameters seem to matter more than the model and "good" random seeds and hyperparameters seemingly cannot be identified without access to ground-truth labels. Similarly, we observe that good models cannot be reliably identified using transfer of hyperparameters across data sets nor across disentanglement metrics. (iii) For the considered models and data sets, we cannot validate the assumption that disentanglement is useful for downstream tasks through a decreased sample complexity of learning. Based on these findings, we suggest three main directions for future research:
1. Inductive biases and implicit and explicit supervision. Our theoretical impossibility result in Section 3 highlights the need of inductive biases while our experimental results indicate that the role of supervision is crucial.
As currently there does not seem to exist a reliable strategy to choose hyperparameters in the unsupervised learning of disentangled representations, we argue that future work should make the role of inductive biases and implicit and explicit supervision more explicit. Given the seemingly fundamental impossibility of purely unsupervised disentanglement learning, we would encourage and motivate future work on disentangled representation learning that deviates from the static, purely unsupervised setting considered in this work. Promising settings (that have been explored to some degree) seem to be for example (i) disentanglement learning with interactions [50] , (ii) when weak forms of supervision e.g. through grouping information are available [5] , or (iii) when temporal structure is available for the learning problem. The last setting seems to be particularly interesting given recent identifiability results in non-linear ICA [22] which could indicate that significant improvements for auto-encoding based approaches could be possible if the sequential structure of data can be exploited.
2. Concrete practical benefits of disentangled representations. In our experiments we investigated whether disentanglement leads to increased sample efficiency for downstream tasks and did not find evidence that this is the case. While these results only apply to the setting and downstream task used in our study, we are also not aware of other prior work that compellingly shows the usefulness of disentangled representations. Hence, we argue that future work should aim to show concrete benefits of disentangled representations. Interpretability and fairness as well as interactive settings seem to be particularly promising candidates. In such settings, feedback could potentially be incorporated and might alleviate some of the difficulties of the purely unsupervised setting. One potential approach to include inductive biases, offer interpretability, and generalization is the concept of independent causal mechanisms and the framework of causal inference [39, 41] .
3. Experimental setup and diversity of data sets. Our study also highlights the need for a sound, robust, and reproducible experimental setup on a diverse set of data sets in order to draw valid conclusions. First, one has to be careful with the experimental design as for example hyperparameter selection has a substantial impact on the obtained results. We have tried to keep our study fair by choosing a wide set of hyperparameters up front and not modifying them while performing the study. We note that, as our hyperparameter selection was partially based on suggestions from prior work that considered some of the same data sets, one might validly argue that we have implicitly incorporated inductive biases on these data sets. We have also chosen the exact same training and evaluation protocol for all the different methods and disentanglement metrics. Second, we have observed that it is easy to draw spurious conclusions from experimental results if one only considers a subset of methods, metrics and data sets. We hence argue that it is crucial for future work to perform experiments on a wide variety of data sets to see whether conclusions and insights are generally applicable. This is particularly important in the setting of disentanglement learning as experiments are largely performed on toy-like data sets. We are hence interested in insights that generalize across multiple data sets rather than the absolute performance on specific data sets.
A Proof of Theorem 1
Proof. To show the claim, we explicitly construct a family of functions f using a sequence of bijective functions. Let d > 1 be the dimensionality of the latent variable z and consider the function g : supp(z)
Since P admits a density p(z) = i p(z i ), the function g is bijective and, for almost every v ∈ supp(z), it holds that ∂gi(v) ∂vi = 0 for all i as well as ∂gi(v) ∂vj = 0 for all i = j. Furthermore, it is easy to see that, by construction, g(z) is a independent d-dimensional uniform distribution. Similarly, consider the function h : 
Since A is orthogonal, it is invertible and thus defines a bijective linear operator. The random variable Ah(g(z)) ∈ R d is hence an independent, multivariate standard normal distribution since the covariance matrix A T A is equal to
and note that by definition f (z) has the same marginal distribution as z under P , i.e., P (z ≤ u) = P (f (z) ≤ u) for all u. Finally, for almost every u ∈ supp(z), it holds that
as claimed. Since the choice of A was arbitrary, there exists an infinite family of such functions f .
B Implementation of metrics
All our metrics consider the expected representation of training samples (except total correlation for which we also consider the sampled representation as described in Section 5).
BetaVAE metric. We sample two batches of 64 points with a random factor fixed to a randomly sampled value across the two batches and the others varying randomly. We compute the mean representations for these points and take the absolute difference between pairs from the two batches. We then average these 64 values to form the features of a training (or testing) point. We train a Scikit-learn logistic regression with default parameters on 10 000 points. We test on 5000 points.
FactorVAE metric First, we estimate the variance of each latent dimension by embedding 10 000 random samples from the data set and we exclude collapsed dimensions with variance smaller than 0.05. Then, we generate the votes for the majority vote classifier by sampling a batch of 64 points, all with a factor fixed to the same random value. Then, we compute the variance of each dimension of their latent representation and divide by the variance of that dimension we computed on the data without interventions. The training point for the majority vote classifier consists of the index of the dimension with the smallest normalized variance. We train on 10 000 points and evaluate on 5000 points.
Mutual Information Gap. The original metric was proposed evaluating the sampled representation. Instead, we consider the mean representation, in order to be consistent with the other metrics. We estimate the discrete mutual information by binning each dimension of the representations obtained from 10 000 points into 20 bins. Then, the score is computed as follows:
Where v k is a factor of variation, z j is a latent representation and j k = arg max j I(z j , v k ).
Modularity. For the modularity score, we sample 10 000 points for which we obtain the latent representations. We discretize these points into 20 bins and compute the mutual information between representations and the values of the factors of variation. These values are stored in a matrix m. For each dimension of the representation i, we compute a vector t i as:
where θ i = max g m ig . The modularity score is the average over the dimensions of the representation of 1 − δ i where:
and N is the number of factors.
DCI Disentanglement. We sample 10 000 and 5000 training and test points respectively. For each factor, we compute gradient boosted trees from Scikit-learn with the default setting. From this model, we extract the importance weights for the feature dimensions. We take the absolute value of these weights and use them to form the importance matrix R, whose rows correspond to factors and columns to the representation. To compute the disentanglement score, we first subtract from 1 the entropy of each column of this matrix (we treat the columns as a distribution by normalizing them). This gives a vector of length equal to the dimensionality of the latent space. Then, we compute the relative importance of each dimension by ρ i = j R ij / ij R ij and the disentanglement score as i ρ i (1 − H(R i )).
SAP score. We sample 10 000 points for training and 5000 for testing. We then compute a score matrix containing the prediction error on the test set for a linear SVM with C = 0.01 predicting the value of a factor from a single latent dimension. The SAP score is computed as the average across factors of the difference between the top two most predictive latent dimensions.
Downstream task. We sample training sets of different sizes: 10, 100, 1000 and 10 000 points. We always evaluate on 5000 samples. We consider as a downstream task the prediction of the values of each factor from r(x). For each factor we fit a different model and report then report the average test accuracy across factors. We consider two different models. First, we train a cross validated logistic regression from Scikit-learn with 10 different values for the regularization strength (Cs = 10) and 5 folds. Finally, we train a gradient boosting classifier from Scikit-learn with default parameters. Total correlation. We sample 10 000 points and obtain their latent representation r(x) by either sampling from the encoder distribution of by taking its mean. We then compute the mean µ r(x) and covariance matrix Σ r(x) of these points and compute the total correlation of this distribution: 
C Main experiment hyperparameters
In the main experiment, we fix all hyperparameters except one per each model. Model specific hyperparameters can be found in Table 3 . The common architecture is depicted in Table 2 along with the other fixed hyperparameters in Table 4a . For the discriminator in FactorVAE we use the architecture in Table 4b with hyperparameters in Table 4c . All the hyperparameters for which we report single values were not varied and are selected based on the literature.
D Data sets and preprocessing
All the data sets contains images with pixels between 0 and 1. Color-dSprites: Every time we sample a point, we also sample a random scaling for each channel uniformly between 0.5 and 1. Noisy-dSprites: Every time we sample a point, we fill the background with uniform noise. Scream-dSprites: Every time we sample a point, we sample a random 64 × 64 patch of The Scream painting. We then change the color distribution by adding a random uniform 
E Changes compared to previous versions
Creating a large-scale experimental study such as the one in this paper is difficult as there are many crucial details to the considered models and metrics. We took a best effort approach to implement all the models and metrics as close to the original papers and our experimental setup as possible. As we obtain comments from the community and update this preliminary preprint, we document substantial changes to our experimental code and results in this section.
v1 to v2. We substantially changed the computation of the following disentanglement metrics: For DCI Disentanglement, we switched from an SVM with L 1 regularization to gradient boosted trees as linear models appeared to be too restrictive for estimating discrete ground-truth factors (which may be captured by a model in a single continuous dimension). In the previous version, we further incorrectly computed the SAP score by taking the difference across latent factors. The current version takes the difference across latent codes as suggested in the original paper. Finally, we fixed a bug in the computation of the discrete mutual information which affected both the Mutual Information Gap and the Modularity Score. This has changed our discussion in Section 5.3 as with these changes the considered disentanglement metrics seem to be much more correlated. 
