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SUMMARY
In this thesis I discuss four studies carried out during my PhD at Cambridge relating
to using large, public data sets to find new and exciting exoplanet science. The first
of these is discussed in Chapter 2, where I present my database of molecular absorp-
tion cross sections. These were developed using public molecular transition line-lists
(from the ExoMol group). I use them to find limitations in the modelling of exoplanet
atmospheres due to pressure broadening. Pressure broadening, where collisions be-
tween molecules in atmospheres cause a Lorentzian broadening of molecular transi-
tional lines, is little understood in the field. In this chapter I consider its effects on
real exoplanet atmosphere observations, both with current and future instruments.
I show that pressure broadening may affect future observations of exoplanets in the
JWST era. Pressure broadening primarily affects cooler, small exoplanets such as
Earth analogues.
In Chapter 3 I present the pipeline I have developed to reduce HST WFC3 spectra
of exoplanet hosts during transits to create transmission spectra. This code corrects
several instrumental systematics, from varying dark signal in the detector to sub-
pixel shifts in the target position over time. By creating a pipeline to process all
targets, regardless of observing strategy, systematics are dealt with uniformly and
different planets’ spectra can be meaningfully compared. I show that the height of
the water feature in 30 unique exoplanets’ transmission spectra is strongly correlated
with the most simplistic absorption model. I use this to predict a list of the best future
targets for observations with HST WFC3 to find water.
In Chapter 4 I discuss my work with the stellar spectra from WFC3, which utilise
the sub-pixel shifts in target position to oversample the spectra and increase the
resolution. I have compared these exoplanet host stellar spectra with stellar models
to investigate how well stellar atmosphere models describe the near IR. I find a
small discrepancy in temperature when WFC3 alone is used to assess the stellar
temperature, particularly with cooler stars. I attribute this firstly to an error in the
WFC3 sensitivity curve and secondly to an inaccuracy in models of cool, small stars
due to molecular absorption.
In Chapter 5 I present my work on K2 light curve data using machine learning
to find young stellar objects that display unusual, transit-like behaviour. These ob-
jects are known as dipper stars due to their distinctive occultations with depths of
10-50% in flux and very fast orbital periods of a few hours to a few days. Such large
occultations are difficult to explain and are currently attributed to material at the in-
ner edge of the protoplanetary disk. This behaviour is often variable and aperiodic,
suggesting that the occulting material is changing in morphology on the time scale
of a single orbit. Using python’s scikit-learn I have developed a code that utilises a
Random Forest algorithm to classify stars in K2 Campaign Field 2 and distinguish
these objects from other types of variables, such as eclipsing binaries and pulsating
stars. This method has proved very successful and has allowed me to nearly quadru-
ple the number of known dipper candidates in the Upper Scorpius and ⇢ Ophiuchus
clusters.
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PREFACE
This dissertation is the culmination of work from my PhD in astronomy at the Uni-
versity of Cambridge from October 2013 to March 2017 under the direction of my
supervisor Dr. Simon Hodgkin. Chaper 2 uses work from my published paper on
pressure broadening in 2016 (Hedges and Madhusudhan, 2016) and 5 uses work
from my second paper (which is currently in prep) on classifying young stellar ob-
jects with machine learning. Many passages from these works are quoted verbatim
and many figures are exact reproductions. This dissertation is the result of my own
work and includes nothing which is the outcome of work done in collaboration ex-
cept as declared in the Preface and specified in the text. It is not substantially the
same as any that I have submitted, or, is being concurrently submitted for a degree
or diploma or other qualification at the University of Cambridge or any other Univer-
sity or similar institution except as declared in the Preface and specified in the text. I
further state that no substantial part of my dissertation has already been submitted,
or, is being concurrently submitted for any such degree, diploma or other qualifi-
cation at the University of Cambridge or any other University or similar institution
except as declared in the Preface and specified in the text. This thesis (discounting
the bibliography, acknowledgements, table of contents and figure captions) does not
exceed 60,000 words.
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Part I
INTRODUCT ION

1INTRODUCT ION
The field of exoplanet study is unusually young in astronomy. In 20 short years we’ve
moved from scepticism of the existence of exoplanets, to knowledge of a select few,
to enormous surveys and hunts for earth analogues. Now, we are confident there are
planets around most main sequence stars1. This field of study is not only new, but 1 see; Cassan
et al. (2012); Fressin
et al. (2013)
fast growing. With new dedicated instruments coming online in the next few years
we will be able to detect thousands more exoplanets around bright stars. This will
enable further exoplanet characterisation, including measuring the radii and masses
of planets accurately and taking spectra of their atmospheres. As the field continues
to develop and instruments improve, we will be able to push towards detecting
weather systems, surface structure and eventually biosignatures on distant planets.
Studying exoplanets allows us to better understand how planets form, what they
are made from and what conditions are like on their surfaces. The variety of ex-
oplanets can help us understand the formation methods for planets, the effects of
migration and the occurrence rates of planets of different sizes. Studying exoplanets
can help us understand our own solar system (though there are currently no known
solar system analogues). Comparing the architecture of the solar system to those
around other stars allows us to investigate whether we are in a unique or unusual
position. We can therefore investigate whether planets like our own are common, or
whether the Earth is a rarity amongst the planet population.
Over the past few years a new field of study in exoplanet astronomy has begun:
the study of exoplanet atmospheres (see Snellen et al. (2010); Deming et al. (2013a)).
Measurements of atmospheres are difficult, due to small signals and bright host
stars (see Section 1.4) but allow unprecedented measurements of exoplanets. Obtain-
ing atmospheric measurements allows us to quantify the abundance of molecular
species, observe clouds on planets outside our solar system and model the different
surface conditions of exoplanets. Atmospheric study is a tool to enable us to better
characterise worlds beyond our own.
In this thesis I will investigate publicly available, archival data to study several
aspects of exoplanet science. I take a data driven approach to this work, bringing
together data from large surveys and libraries. This includes databases of molecules
used for atmospheric chemistry, archival HST stellar spectra and K2 survey data.
In this chapter I will introduce some of the basics of exoplanet study, including
detection methods and atmospheric characterisation. I will also introduce some of
the necessary physics and geometry for the following chapters. A summary of the
contents of this thesis is given in Section 1.5.
1.1 an overview of exoplanets
The first exoplanets were discovered more than 20 years ago, with Wolszczan and
Frail (1992) finding a planet around a pulsar star. The first detection of a planet
around a main sequence star quickly followed in Mayor and Queloz (1995). Since
then the number of known exoplanets has soared. Figure 1.4 shows the exponential
increase in planet discovery over the last 20 years. This surge in planets has allowed
us to learn more about how planets form and migrate.
planet formation and migration Planets are formed out of protoplanetary
disks around stars. As discussed in the reviews by Larson (2003) and Li et al. (2014),
stars form from the collapse of large molecular clouds. Properties such as the mag-
netic field strength in the gas and the core rotation rate effect the formation of the
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Figure 1.1: ALMA 1mm observation of HL Tau from ALMA Partnership et al. (2015), a young
star with a protoplanetary disk at 140 pc. The dark rings in the disk have been used
to inform models of disk evolution and planet formation, for examples see Meru
et al. (2014); Flock et al. (2015) and the references therein.
final system, from the number of stars to the properties of the circumstellar disk.22 Li et al. (2014)
It is from this disk that planets are eventually able to form. The link between star
formation and disks and the processes by which disks evolve are complex.3 This3 See; Alexander,
Clarke, and
Pringle (2006);
Carpenter
et al. (2006); Kennedy
and Kenyon (2009);
Kennedy et al. (2017)
young stage of stellar evolution is difficult to observe as it is obscured when the star
is young and is a very short lived period of stellar life.
Recently, it has been possible to begin to image some of the closest and brightest
protoplanetary disks using the ALMA at 1.25mm. ALMA Partnership et al. (2015)
observed structure in the disk of T Tauri star HL Tau, showing dark rings that have
been attributed to a variety of processes including planet formation4. Stephens et4 See; Meru
et al. (2014); Flock
et al. (2015)
al. (2014) discuss the properties of the magnetic field in the disk of HL Tau, suggest-
ing that the accretion mechanisms of the disk in young stars is still poorly under-
stood.
While it is possible to observe the region where photo evaporation drives disk evo-
lution with these methods, it is much harder to observe the inner region of the disk,
where accretion occurs onto the star. Interferometric methods can probe into the in-
ner disk region, but observations are limited for the smallest scales. (For examples
across a range of disk sizes see Millan-Gabet et al. (2006).) However, structures such
as disk warps and accretions streams are present at the inner edge of disks, which
alter the light curves of these objects. This presents an alternative method to observe
this inner region and model the structure of disks. For example, objects known as
’dippers’ show rapid and often aperiodic variation due to dust obscuring the host
star at the inner edge of the disk. Similarly ’bursters’ undergo accretion events last-
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ing days due to accretion of inner disk material (see Chapter 5 for more). Kennedy
et al. (2017) discusses some of the disk behaviours that cause light curves of stars to
show variability including small scale dippers and large scale Herbig Ae/Be stars.
A schematic of the evolution of a protoplanetary disk is given in Figure 1.2. As
discussed in Williams and Cieza (2011), these disks are made up mostly of gas with
a small fraction of solids (’dust’) left over from star formation. The solids settle into
the dust midplane over a few Myrs. The gas is accreted onto the star or evaporated
by solar winds and radiation pressure, leaving behind planetesimals in the plane
of the disk. These are the small building blocks that accrete to form planets. The
protoplanetary disk stage lasts for 10-100 Myrs before dissipating.
The laws that govern the growth of grains into planetesimals are complex. Grains
of different sizes and velocities impact each other in a variety of ways, either sticking,
bouncing or breaking apart (see Birnstiel, Fang, and Johansen (2016) for a review of
these processes). Once these small dust grains have grown to large enough sizes
they can begin to hold onto atmospheres. Gas giants can form when cores reach
⇠10Mearth, after which they accrete an atmosphere of gas from the primordial gas
disk ("core accretion")5. Smaller planets that do not reach this mass are unable to 5 Armitage (2007)
hold onto the large atmosphere of gas that causes the run-away growth in gas giants.
Once planets have formed they are initially interacting with the remaining gas
disk. The force the gas exerts on the planets causes them to migrate, as the planets
exchange angular momentum with the disk (see Armitage (2007) and the references
therein). Once this disk evaporates the planets are then able to interact with each
other. The architecture of the system may be unstable on long time scales, causing
planet-planet scattering to occur. This can lead to four scenarios: 1) The separation
between two planets increases until the system is stable 2) A planet is ejected 3) The
planets collide 4) One or more planets impact the star or become close enough for
tidal interactions to significantly alter its orbit. Such events can leave hallmarks on
the system architecture, such as eccentric orbits, high inclination, planets that rotate
out of the orbital plane or very close in planets. These mechanisms have been used
to explain some of the more unusual planets that have been found6. 6 e.g.; Nagasawa, Ida,
and Bessho (2008)
exoplanets great and small Different formation processes and migration
histories can cause different planets types to form; from small terrestrial planets, to
ice giants, to gas giants. The prevalence of each size of planet can be used to inform
models of planetary formation. See the review by Mordasini et al. (2010) which
discusses the different theories of planet formation for terrestrial and gas planets.
Exoplanet surveys have shown us that the planets found in the solar system are not
the only types of exoplanets that can form. The Kepler mission in particular has
highlighted the spread of different planet types, as shown in Figure 1.3. There are
many planets that have been found in between the mass range of Earth and Neptune.
These are termed super-Earths and we have no examples in the solar system, despite
them being one of the most common planet types7. 7 Chen and
Kipping (2017)There is a second class of planet that is particularly unusual and dissimilar to the
solar system: hot Jupiters. They orbit close to their host star, causing the planet to
become hot, with temperatures & 1000K. Their orbits usually last .10 days and are
often circularised by the tidal interactions with the host star.8 This planet type is 8 Batygin,
Bodenheimer, and
Laughlin (2016)
extremely useful for follow up observations of atmospheres (see Section 1.4 and the
review of atmosphere observations of hot exoplanets by Heng and Showman (2015)).
However, they are one of the rarest types of planet, with .2% of FGK stars hosting a
hot Jupiter.Wright et al. (2012) Hot Jupiters have only been found in large numbers
largely due to observational biases and selection effects (see Section 1.2.5).
Despite having found many exoplanets, there are currently no solar system ana-
logues, (planets that have the same mass, radius and orbital period as any of the
solar system planets.) This is almost certainly due to observational bias (see Kipping
and Sandford (2016) for a review of observation bias for the transit method and the
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Figure 1.2: Schematic of protoplanetary disk evolution taken from Williams and Cieza (2011). The initial disk of gas and dust is both
accreting onto the star and being photo-evaporated by the UV emission of the star. Dust grains settle into the core of the disk and grow
in size. As the material at the inner edge of the disk is accreted onto the star, photo-evaporation becomes more dominant and a gap
forms. Finally the gas disk is blown off by photo-evaporation and the debris remains at around 10 Myrs. These planetesimals go on to
form planets over the next 100 Myrs.
1.2 methods in exoplanet discovery 7
Figure 1.3: Number of each planet size found by the Kepler mission as of July 2015. This chart
would suggest that super-Earths are a common type of planet, despite there being
no examples of them in the solar system. This also suggests Neptune-sized planets
are common. However, this graph is subject to observational biases, as discussed in
Section 1.2.5.
discussion in Section 1.2.5). As we increase our capabilities for exoplanet detection
we will likely find evidence of solar system analogues around sun-like stars.
1.2 methods in exoplanet discovery
In this thesis I am concerned primarily with planets discovered by the transit method,
which is discussed below. I also rely on the results of radial velocity surveys, which
provide the exoplanet mass estimates needed to calculate atmospheric properties. I
will introduce the radial velocity method in brief in Section 1.2.2. There are many
other methods used for finding exoplanet (see Section 1.2.3). However, the transit
method and the radial velocity method are most easily applied in large surveys and
to date have been the most successful planet hunting methods. This is shown in
Figure 1.4. The two large spikes in that figure in 2014 and 2016 are due to two data
releases from the Kepler mission of hundreds of planets.
1.2.1 The Transit Method
A transit is an occultation event, where an exoplanet moves between a star and the
observer. This causes a small drop in the observed flux from the star. If the star is
observed during a transit, the relative change in flux can be use to infer the radius
of the planet. The frequency and duration of the transits is used to infer the orbital
distance. An example of the geometry of a transit light curve is given in Figure 1.5.
In this section I will discuss some of the planet parameters that can be found using
the transit method.
transit probability For a transit to be visible the planet must pass directly
between the star and the observer. As such, there are some orbital inclinations where
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Figure 1.4: Distribution of exoplanet discoveries by method. (Accessed on April 20th 2017 from
NASA Exoplanet Archive.) The two peaks in 2014 and 2016 correspond to large
releases of transit data from the Kepler mission. The transit method and the radial
velocity method produce the highest number of planet detections.
Figure 1.5: Geometry of a transit light curve. If the inclination of the planets orbital plane is 90 
the planet will cross the surface of the star. The planet causes a drop in light propor-
tional to its area, as shown in Equation 9. Graphic taken from the Economist.com’s
graphics library.
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a transit will never occur. The probability that a planet will transit (assuming systems
are uniformly distributed in inclination) is given as
P ⇡ R⇤ + RP
a
(1)
where R⇤ is the star radius, RP is the planet radius and a is the orbital separation.
(See Read, Wyatt, and Triaud (2017) and the references therein for a derivation of the
transit probability for both single and multiple planets.) The probability is greatly
increased by having planets that orbit closer to the star. Due to it’s distance, the Earth
would have a transit probability of less than 1% if observed in a random orientation.
orbital distance The transit method requires that we observe for a long pe-
riod of time, to maximise the chances that a transit will occur. From Kepler’s third
law we know the period of a planet to be related to its orbital distance and stellar
host mass by the following equation
P2 =
4⇡a3
G(M⇤ +MP)
⇡ 4⇡a
3
GM⇤
(2)
where P is the orbital period, M⇤ is the mass of the star and MP is the mass of
the planet. As the orbital distance increases so does the orbital period. To calculate
the orbital distance of the planet based on the period we simply rearrange Equation
7 to find a.
For the Earth orbital the period is 365 days, and so to observe an Earth like planet
transiting we would require at least 365 days of continuous observation. However,
in order to confirm that the event is periodic we would require at least 3-4 transits
to be observed. In order to detect a planet at 1 AU from a sun-like star we would
require at least four years of continuous observation. Because of this, planets with
short orbital periods are preferred by the transit method.
equilibrium temperature Using the period of the transits we can also find
the orbital distance by rearranging Equation 7 and using estimates of the stellar mass.
Based on this distance we can calculate the equilibrium temperature of the planet
(which is the temperature it would be if it were only heated by the star). From the
Stefan-Boltzmann law we know that the luminosity of a black-body is given by
L = 4⇡R2 T4 (3)
where R is the radius of the object and T is its temperature. The luminosity re-
ceived by a planet is
Lp =
⇡R2P
4⇡a2
4⇡R2⇤ T4⇤ (1-A) (4)
where T⇤ is the temperature of the star,   is the Stephan-Boltzmann constant and
A is the fraction of luminosity that is reflected away from the planet, referred to as
the albedo. We can substitute in the Stephan-Boltzmann to find the temperature of
the planet
R2P 4⇡T
4
eq =
⇡R2P
4⇡a2
4⇡R2⇤ T4⇤ (1-A) (5)
T4eq =
L⇤
16⇡ a2
(1-A) (6)
Based on Equation 6 it is clear that the temperature for close in planets is high.
Large, close in planets such as HD209458b and HD189733b can reach temperatures
of 1500K or more.
This equilibrium temperature can be used to characterise the planet. For example,
the Habitable Zone for a system is defined as the region where a planet could host
liquid water, based on its Teq. Using the period of the planet transits and the stellar
parameters we can calculate whether the planet would be in the Habitable Zone.
To observe in the Habitable Zone but still benefit from short orbital periods and
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Figure 1.6: Geometry of a transit event. Here we are interested in the time it would take for a
planet to travel from A to B. The angle i is the orbital inclination and the angle ↵ is
the angle that the planet sweeps out during a transit. l is the projected distance that
the planet crosses during the transit. Figure taken from paulanthonywilson.com.
frequent transits, the luminosity of the star should be reduced. This is done by ob-
serving cooler, smaller stars. For example the TRAPPIST-1 system has recently been
detected, with 7 exoplanets in a single system around an ultra-cool dwarf, three of
which are in the habitable zone9.9 Gillon et al. (2017)
transit depth The transit method provides us with a measure the cross sec-
tional area of the planet with respect to the star. The change in the luminosity of the
star is
  =
L⇤,no transit - L⇤,transit
L⇤,no transit
(7)
where L⇤ is the luminosity of the star. We can substitute in the Stephan-Boltzmann
law for the luminosity of the star, assuming a black body, to find
  =
⇡R2⇤ T4⇤ - (⇡R2⇤ - ⇡R2p) T4⇤
⇡R2⇤ T4⇤
(8)
This simplifies to
  =
R2p
R2⇤
(9)
which is the fractional change in brightness during a transit. We can measure the
radius of the star either from interferometry or model fitting to stellar spectra or
photometry (see Chapter 4) or using methods such as asteroseismology and stellar
evolution models. Using the stellar radius and the transit depth we can then calculate
the radius of the planet.
The transit depth for exoplanets tends to be small, particularly for terrestrial plan-
ets. For Earth the transit depth is 1⇥ 10-4, where as for Jupiter the transit depth is
1⇥ 10-2.
transit duration The duration of the transit can be used to establish the dis-
tance to the transiting body. The transit duration is simply given as
Tdur =
d
v
(10)
where d is the distance that the planet travelled in front of the star at velocity v. For
the simplest case of a circular orbit
v =
2⇡a
P
(11)
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Figure 1.7: Geometry of the path a planet will take during a transit. The transit duration will be
the time it takes to cross a distance 2l. Note varying the orbital inclination i alters
the distance, and so the crossing time. The maximum crossing time is at i = 90 .
Figure taken from paulanthonywilson.com.
where a is again the orbital distance and P is the orbital period. The distance d
that the planet travels is shown in Figure 1.6 (the arc through points A to B)
d =
↵
2⇡
2⇡a = ↵a (12)
where ↵ is the angle the planet travels through while transiting. The transit time
is therefore
Tdur =
P
2⇡a
↵a =
P↵
2⇡
(13)
To calculate the angle ↵ we must first calculate the distance l, the projected dis-
tance across the surface of the star. This is shown in Figure 1.7.
The distance across the stellar surface the planet will cross depends on the orbital
inclination. If i=90  the planet will cross a length of 2⇡R⇤. However if the inclination
is slightly higher or lower it will cross a shorter length, as shown in Figure 1.6. The
distance is based on the impact parameter b which is the projected distance between
the planet centre and the stellar centre exactly at the transit mid-point. The impact
parameter is given by
b =
a cos(i)
R⇤
(14)
The projected distance that the planet crosses over the star l is shown in Figure
1.7. This is simply
l =
q
(R⇤ + RP)2 - (bR⇤)2 (15)
From Figure 1.6, the angle ↵ is now
↵ = 2 sin-1
⇣ l
a
⌘
(16)
↵ = 2 sin-1
⇣p(R⇤ + RP)2 - (bR⇤)2
a
⌘
(17)
Substituting this value of ↵ into Equation 13 gives us the final transit duration in
terms of the planet and stellar radii and the orbital distance
Tdur =
P
⇡
sin-1
⇣p(R⇤ + RP)2 - (bR⇤)2
a
⌘
(18)
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Following the prescriptions from Kipping (2010) and the references therein the
reader can find more detailed derivations of the transit duration for eccentric orbits
and derivations of the shape of the transit curve. The transit duration for the earth
is 12 hours, where as for Jupiter the transit would last 32 hours due to its longer
orbital period. The transit shape is also useful for inference. The ingress and egress
shapes (the slopes at the entry and exit points of the transit) can also be used to
infer properties about the transiting body such as optical thickness (for example see
Kennedy et al. (2017)).
limb darkening The base of the transit in Figure 1.5 is curved slightly inwards
towards the transit centre. This is due to the process of ’limb darkening’. The at-
mospheres of stars are optically thin, and stars’ temperatures increase as you move
closer to their cores. When observing the centre of a star we reach an optical depth
of one (where the star becomes opaque) at a layer deep in the star. This deep layer is
hotter than outer layers, making the star appear ’bluer’ at the centre, (with a black
body curve peaking at shorter wavelengths.) At the limbs, due to the curvature of
the star, the same path length does not reach as deep a layer. This causes us to see a
cooler part of the star. This cooler part seen at the limbs of the star is both dimmer
and redder. The severity effect depends on the temperature of the host star and the
wavelength that the observation was made in. Transit models (such as from Mandel
and Agol (2002)) include quadratic parameters for limb darkening to account for
this effect, which causes curvature at the base of the transit.
1.2.1.1 Strengths and Weaknesses of Transit Method
The transit depth measurement is simple in theory, but often more complicated in
practice. These signals are small, particularly where the planet itself is small. This
requires high precision to confirm above the shot noise. The ratio of the radius of
the Earth to the Sun is 0.01. Based on Equation 9, if we were to observe the earth
around a sunlike star, the change in transit depth would be 1⇥ 10-4, or 100 ppm.
To observe 100 ppm with a signal-to-noise ratio of 5 we would require precision
of 20 ppm. Kepler’s precision never reached this level, with a precision of 39ppm
for the brightest targets. However, beyond simple shot noise there are other noise
sources in the light curve, such as star spots. These cool patches on the star surface
are much lower temperature than their surroundings, causing them to be darker. As
the star rotates, these spots modulate the brightness of the star, causing a noise that
can easily wash out variability from small planets or alter transit shapes.
The transit probability limits this method; the chances of observing a transit are
small. The need for multiple transits also limits the method. These problems are over-
come by observing as many stars as possible, for as long as possible. This increases
the chance that a planet will transit while we are observing. Survey missions such as
Kepler10 and CoRoT11 from space and WASP12, MEarth13 and HATnet14 from the10 Batalha et al. (2013)
11 Baglin and
Vauclair (2000)
12 Cameron
et al. (2007)
13 Berta, Irwin, and
Charbonneau (2013)
14 Bakos et al. (2007)
ground have used this approach. The Kepler survey alone observed 145,000 main
sequence stars at visual magnitudes between 8 and 17 over 3 years. This has lead
to 4,496 planet candidates being discovered by the mission (see Figure 1.4. These
surveys all observe over many months and years to maximise the probability of a
planet transiting.
The transit method has proved very beneficial in the hunt for exoplanets. However,
it is limited in the information that it can provide on it’s own. For example, it is
unable to measure the mass of exoplanets. For that we must turn to a new method:
radial velocity.
1.2.2 Radial Velocity
The radial velocity (RV) method relies on the orbit of the planet causing the star to
move. The star and planet orbit a common centre of mass, which causes the star’s
spectrum to be doppler shifted. If the spectra of the star are taken at different points
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Figure 1.8: Geometry of a radial velocity signal. Here the planet and star orbit a common centre
of mass which causes the star to move with respect to the observer. The change in
the velocity of the star over time can then be used to infer the presence of a planet
and find it’s mass. This graphic has been taken from the Economist.com’s graphics
library.
during the planet orbit, the phase folded velocity of the star forms a sinusoid in
the circular case (an example of this is shown in Figure 1.9). The velocity is blue
shift as the planet is travelling towards the observer and red-shifted as the planet is
travelling away. This is shown in Figure 1.8.
The derivation of radial velocity parameters is shown in many works, for example
Lovis and Fischer (2010). Following that work it can be shown that (for circular
orbits)
K⇤ =
⇣2⇡G
P
⌘ 1
3 MPsin(i)
(M⇤ +MP)
2
3
(19)
where K⇤ is the maximum velocity of the star. G is the gravitational constant
and P is the orbital period of the planet. The change to the star velocity is directly
proportional to sin(i) where i is the inclination. We see at face-on geometries (i=0 )
the maximum velocity K⇤ = 0. We see it is also dependent on the mass of the host
star, with lower mass stars causing higher maximum velocities.
The RV method provides a crucial component the transit method was lacking:
the mass of the planet. By combining the mass and the radius of the planet we can
estimate the mean density. From the mean density we can estimate the composition
(e.g. whether it is made from hydrogen, metals, silicates etc). We can also estimate
parameters such as the scale height of the atmosphere (see Section 1.4).
RV measurements require us to take high resolution spectra in order to resolve
the spectral lines. This is done with ground based facilities such as the HARPS spec-
trograph (High Accuracy Radial velocity Planet Searcher)15 which has a precision of 15 Mayor et al. (2003)
1m/s. This precision is easily enough to detect a Jupiter mass planet at 1 AU (which
would have K⇤ = 28m/s) but not enough to detect an Earth at 1 AU (which would
have K⇤ = 0.1m/s). Detections of RV signals also require many repeat observations
in order to sample the velocity at many points during the planets orbit.
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Figure 1.9: Example of a radial velocity curve for a red dwarf star GI 581. The circular orbit of
the second mass in the system causes the curve to be sinusoidal with a period of 6
days and K⇤ = 13m/s. This graphic has been taken from the ESO public images
archive.
This method is limited by two main factors; the mass estimate from the method
is always the minimum mass, and the mass is always derived from the stellar mass.
The maximum doppler shift is produced when the system is edge on to the observer
(which is the case in Figure 1.8). As the inclination of the system decreases to zero
(face-on to the observer) the magnitude of the doppler shift reduces. When the sys-
tem is face-on to the observer, there is no movement in the line of sight and the
planet is not visible. As the inclination for the system is rarely known for planets,
Equation 19 can only ever give us a minimum mass estimate. However, if we have a
case where a planet also transits the inclination of the system is known (based on the
impact parameter) and the RV method can give us an accurate mass estimate. Us-
ing these two methods in conjunction gives us the most information about a planet
possible. However, RV follow-up is time intensive and costly.
1.2.3 Other Methods
There are several other methods to find exoplanet signals. These methods have not
produced the quantity of exoplanets that the RV and transit methods have, as shown
in Figure 1.4. However, they are able to explore parameter space that these two
methods are lacking. Notably, some of these methods (e.g. micro-lensing and direct
imaging) are better suited to observing long period exoplanets.
Of particular interest is astrometry, where a stars movements on the sky due to an
orbiting mass are used to infer the presence of a planet. The star and the planet orbit
a common centre of mass, and the motion of the host star around this centre can
be observed to change over time. Astrometry is useful for finding planets on wide
separations, as they cause the largest motion in the host star (although observations
must be made over many years to find such motion). This makes it a complementary
technique to observing transits or radial velocity, which are both more sensitive
to short period planets. With the Gaia mission accurately measuring star positions
and velocities, astrometry is likely to reveal a great deal of new planet candidates.
Perryman et al. (2014) discuss astrometry with Gaia and suggest that up to 70,000
planets could be found over the missions 10 year life time.
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Other methods such as Transit Timing Variations (TTVS) give insight into multi-
plicity in exoplanet systems. In TTVS the transit of a planet becomes slightly ape-
riodic due to the presence of another mass in the system. This is used to infer the
presence of other masses such as planets and companions.
Other discovery methods include Pulsar timing (which was used to discover the
first exoplanet16) where the regular period of a pulsar is doppler shifted due to an 16 Wolszczan and
Frail (1992)orbiting planet and Microlensing, where a planet close to a lensing star temporarily
increases the signal from a gravitational lens. These methods all produce a low num-
ber of planets (see Figure 1.4) and are harder to do with large surveys, due to the
rarity of amenable targets.
These methods all have their own drawbacks and advantages. This thesis only
focuses on transiting exoplanets, but other methods are useful for characterising
planets. For example, it is possible to directly image planets, though the conditions
needed for this are restrictive: the planet must be bright and far from the host star
in this method. The star light is blocked and the signals for the surrounding planets
are found above the background noise. This has worked for a select few targets. (For
example HR8799, which has four planets that are very young and retain formation
heat, making them observable)17. Observing young, giant planets so far from their 17 Marois et al. (2008)
host star allows us to learn more about how systems form and evolve18. 18 Dodson-Robinson
et al. (2009); Meru
and Bate (2010)
1.2.4 Planets Parameters are Derived from Stellar Parameters
With the above methods, one drawback is clear: all planet parameters are derived
from their host stars. The transit depth and duration are both dependent on the
mass and radius of the stars. The mass of a planet in the radial velocity method is
derived only with respect to the host star mass. This presents a problem for exo-
planet astronomers, as accurate and precise stellar parameters can be hard to obtain.
Largely, the measurement of stellar parameters relies on comparisons of photometry
and optical spectra to stellar atmosphere and evolution models. In some cases we
are able to use independent methods such as interferometry (if we have very bright
stars) and asteroseismology (if we have long, high cadence time series) to measure
stellar mass and radii. However, without first accurately understanding the stellar
properties we are limited in what we can learn about exoplanets.
1.2.5 Biases in Planet Surveys
In the above sections I have discussed the advantages and disadvantages of two
methods for detecting exoplanets. In each method there are ’detection biases’ that
skew the derived sample towards a preferred parameter space. This is illustrated
in Figure 1.10, where all current exoplanets with mass estimates are plotted against
their orbital period. More details on the biases of these methods can be found in liter-
ature, particularly in the review of statistics in exoplanets by Udry and Santos (2007).
There is clearly a skew in the transit method towards shorter period exoplanets.
We are biased towards short periods because they occur more frequently. This al-
lows us to detect them using the shortest amount of time. Large radii planets are
also preferentially selected as they cause this largest change in the transit signal
(see Equation 9. The highest mass planets also tend to have larger radii on average,
particularly where gas giants begin to form (which are lower density). This creates
a bias towards low density planets with large radii and short orbital periods. Not
only do short orbital period planets transit more frequently, but their shorter orbital
distances increases the transit probability as shown in Equation 1
There is a bias in the RV method towards high mass exoplanets as shown in
Figure 1.10. This is clear from Equation 19, where high mass planets cause the largest
maximum velocity. The radial velocity method also requires stars to be bright in
order to collect enough photons to accurately measure the stellar spectral lines. Most
RV planets have been detected around stars brighter than 9th magnitude (see Figure
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Figure 1.10: Mass/ period diagram for known exoplanets that have mass estimates. These have
been split into their discovery methods. The transit method and radial velocity
method have been the most fruitful. It is clear that each method is biased, with both
being more biased towards larger planet. Few exoplanets have been discovered by
other methods. (Data accessed from NASA Exoplanet Archive in April 2017.)
1.11). As very short period planets are quite rare and RV searches are not as deep as
transit searches, there are fewer RV short period exoplanets.
Based on these biases it can be difficult to accurately quantify the underlying dis-
tribution of exoplanet types. However, by understanding and quantifying the biases
in these methods we can gain an understanding of the true distribution of exoplan-
ets. The study of the underlying occurrence rates of planets has been undertaken
by many works (for example Burke et al. (2015); Foreman-Mackey, Hogg, and Mor-
ton (2014); Dong and Zhu (2013)), with a goal of estimating ⌘Earth (the frequency
of Earth-like planets). This goal will become easier in the future with detection mis-
sions TESS and PLATO expanding the known set of exoplanets, particularly around
nearby bright stars.
a desert of neptunes In Figure 1.10 there appears to be a reduced number of
exoplanets at short periods (1-10 days) and Neptune masses. This has been noted
in literature as a desert of short-period Neptune planets (see Mazeh, Holczer, and
Faigler (2016) and the references therein). Features such as these can be used to
better understand the underlying formation mechanisms of planets, since certain
planet types are clearly penalised.
1.2.6 The Future of Exoplanet Detection
There are several exoplanet detection surveys online, actively hunting for planets,
particularly using the transit method. While the Kepler mission has ended due to
faults with the spacecraft, it has been repurposed into K2which continues to provide
light curves for planet hunters. New ground-based survey NGTS (Next Generation
Transit Survey)19 is currently taking data, searching for Earth-like and Neptune-19 Chazelas
et al. (2012) like planets around ⇠ 40,000 stars brighter than 13th magnitude. The TRAPPIST
mission (Transiting Planets and Planetesimals Small Telescope)20 has recently proved20 Gillon et al. (2017)
successful by finding 7 small planets around an M star. It searches for transits around
cool, small stars (which maximises the transit depth as shown in Equation 9). The
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Figure 1.11: Brightness in magnitude of all exoplanet host stars discovered with either transit
or RV method. Many more planets have been discovered with the transit method
to date. The Kepler spacecraft has provided the majority of the transit planets, and
had a magnitude limit of 18th mag (though usually apertures were not placed
over stars dimmer than 16th). The magnitude limit is softer (larger planets can be
confirmed around dimmer stars) but largely RV cannot be used for stars dimmer
than ⇠ 9th magnitude.
SPECULOOS mission (Search for habitable Planets EClipsing ULtra-cOOl Stars)21 21 Gillon et al. (2013)
will follow on from the success of TRAPPIST and continue to search for planets
around small stars.
Other instruments are also being developed and implemented that do not use
the transit method. The ESPRESSO instrument (Echelle SPectrograph for Rocky
Exoplanet- and Stable Spectroscopic Observations)22 is a next generation radial ve- 22 Pepe et al. (2010)
locity instrument that will shortly come online on the VLT. This will greatly help
the effort to characterise small planets with mass estimates. Project 164023 is a new 23 Roberts et al. (2009)
direct imaging instrument that will be able to image Jupiter sized planets around
nearby stars and take spectra of them.
There are two large, dedicated exoplanet missions coming online in the near fu-
ture. TESS (Transiting Exoplanet Survey Satellite) in 2018 and PLATO (Planetary
Transits and Oscillations of stars) in 2025. PLATO is expected to observe up to a
million stars, and TESS is expected to observe 200,000. 24. Kepler’s occurrence rates 24 Rauer et al. (2014);
(2014)of super Earth planets at short periods (P<10 days) is 0.2%. We would therefore ex-
pect TESS to find ⇠ 400 short period super Earths and PLATO to find ⇠ 2000. These
targets are particularly good for follow-up with atmospheric observations and RV
observations as they are larger and transit often.
These missions will drastically increase the known set of exoplanets and crucially
increase the sample around bright stars. Bright stars allow the possibility of follow-
up observations of atmospheres and, in some cases, direct imaging.
1.3 finding planets in the data
With the advent of so many survey missions providing huge quantities of data (par-
ticularly the Kepler mission which has provided three years of data on 145,000 stars)
the next question is how we should go about finding exoplanet signals. Jenkins
et al. (2010) discusses in detail how the automatic processing for Kepler initially
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cleaned light curves and vetted stars, finding ’threshold crossing events’ that should
be further investigated. This is done by finding highly periodic events based on tem-
plate matching in frequency space (see Batalha et al. (2013) and the references therein
for a detailed explanation of this process). Any detections of 7  or greater that occur
multiple times are then taken for further analysis. A transit model from Mandel and
Agol (2002) is then fit to the data and light curves are visually inspected.
There are other ways to search for exoplanets including searching through peri-
odograms and using Box-Least-Squares fitting (see the large sample of exoplanet
light curve fitting tools, for example Akeson et al. (2013a); Paunzen and Vanmun-
ster (2016); Hartman and Bakos (2016)). Recently, more effort has gone into automat-
ically classifying and measuring transit signals using machine learning. For example,
McCauliff et al. (2015) (who proposes automating the search for threshold-crossing
events) and Thompson et al. (2015) (who uses machine learning to identify transit
shapes in light curves). Distinguishing these small signals reliably over the noise of
the star, (which may also be a variable star) is an open problem in the field. With
more data coming in the future from transit surveys, finding fast and reliable ways
to classify light curves will become crucial.
1.3.1 Confirming Exoplanet Signals
When using the transit method, transit signals must be ’confirmed’. This process
attempts to confirm that the signal is from a planet and is not a false positive. The
easiest way to do this is to confirm them with radial velocity follow up. However, this
is often difficult as the stars must be bright, and there are a great deal of exoplanets
to follow up on (see Figure 1.11). Batalha et al. (2013) discusses the process for
confirming exoplanets using statistics from the Kepler mission and attempting to
rule out false positive such as eclipsing binaries. Coughlin et al. (2014) discusses in
detail the process for identifying false positives in Kepler data and finds that 12% of
KOIs (Kepler Objects of Interest) are false positives.
1.4 exoplanet atmospheres
Over the past 15 years it has become possible to not only detect the presence of
exoplanets, but begin to analyse them through their atmospheric composition. Un-
derstanding the composition of atmospheres allows us to investigate many aspects
of exoplanets. We can model atmospheric circulation and study the variety of atmo-
sphere compositions. If the atmosphere is primordial (with the same composition as
the protoplanetary disk it formed from) the atmosphere can be used to infer prop-
erties about the exoplanets formation history. If the atmosphere is not primordial
it will contain chemistry from geological processing in the planet, giving valuable
insight into the composition and even geology of the planet.
In the solar system all planets (and even dwarf planets such as Pluto) have atmo-
spheres, although some are more tenuous than others. It does not seem a stretch
to assume that many (or even most) exoplanets also have atmospheres. However
solar system planets also usually exhibit clouds and weather patterns. Clouds can
become a problem for this technique as they are opaque and sit high in the atmo-
sphere. They block light from being transmitted through the atmosphere and set a
’floor’ on the minimum transit depth. This limits the contrast between wavelengths
where molecules absorb strongly and regions where the atmosphere is mostly trans-
missive. I will discuss clouds and hazes in exoplanet atmospheres in Section 1.4.3.
We can use observations of exoplanet atmospheres as well as mass and radius
estimates to characterise some of their properties. One useful example is the scale
height of the exoplanet. This is used to estimate how thick the atmosphere around a
planet may be.
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scale height The atmosphere becomes less dense as you move further from the
surface of the planet. The height of the atmosphere is measured in scale heights H.
This quantity is the height from the surface such that the pressure of the atmosphere
has fallen off by a factor of e. Scale height is given as
H =
kT
µg
(20)
where k is Boltzmann’s constant, T is the temperature of the surface of the planet,
µ is the mean molecular mass in proton masses and g is the surface gravity. The true
atmosphere has a non-uniform density, becoming much more tenuous at the top
of the atmosphere. Using Seager and Sasselov (2000) we can approximate that this
true atmosphere is equivalent to a uniform gas layer of 5 scale heights with uniform
density.
There is an important factor of µ in the scale height equation. µ is the mean molec-
ular weight of the atmosphere scaled by the proton mass. For molecular hydrogen
this would be µ = 2⇥ 1.66⇥ 10-24. µ is where we would encode the information
about the atmosphere composition. For Earth-like planets we would expect an atmo-
sphere containing molecules such as N2 and a µ value of the order 30 proton masses.
For hot Jupiters, where we expect the atmosphere to be mostly molecular hydrogen
and helium, µ would be 2. We can use this to calculate the approximate scale height
for Earth and a hot Jupiter such as HD209458b.
HEarth =
N⇥ 1.38⇥ 10-23 ⇥ 255
30⇥ 9.8 = 42.5km (21)
HHJup =
N⇥ 1.38⇥ 10-23 ⇥ 1200
2⇥ 30 = 1000km (22)
.
For Earth the scale height is much lower, due to the larger µ and lower tempera-
ture, even though it is smaller and has a low surface gravity.
The hot Jupiter has a large scale height as it is highly irradiated. The scale height
is a useful metric for comparing planets and judging whether they would be strong
candidates for atmosphere observations. Figure 1.12 shows the mass radius diagram
of known exoplanets with lines of constant surface gravity drawn. High scale height
planets, which are the strongest candidates for atmosphere observation, lie at the
top edge of this distribution.
1.4.1 Characterising Transiting Exoplanet Atmospheres
After the initial discoveries of exoplanets, Seager and Sasselov (2000) proposed a
method of observing exoplanet atmospheres: transmission spectroscopy. The prin-
ciple of transmission spectroscopy is relatively simple; when an exoplanet with an
optically thin atmosphere passes in front of its host star during a transit some frac-
tion of stellar light must pass through this atmosphere. Some of this light will be
transmitted and some will be absorbed by the molecules present in the atmosphere.
When taking a spectrum of the star during transit, if the stellar spectrum is accu-
rately removed, what remains must contain the spectrum transmitted through the
atmosphere. This process was then observed in Charbonneau et al. (2001) where the
Sodium doublet at 589.3nmwas observed in the atmosphere of exoplanet HD209458b.
In the years since significant strides have been made in characterising exoplanets in
this way.
The geometry of transmission spectra is shown in Figure 1.13. As discussed in
Section 1.2.1 the signals required for searching for exoplanets are very small. This
is compounded in transmission spectroscopy, where we are attempting to detect the
change in radius of the planet due to molecular absorption in different wavelengths.
Because of this, only the brightest targets are used. (All planets observed with HST
to retrieve transmission spectra have been magnitude 12 or brighter.)
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Figure 1.12: Mass/radius diagram for exoplanets with lines of constant surface gravity g. High
scale height planets will lie above the cyan line as these are the least dense planets.
Planets with shorter periods also have higher scale heights.
Figure 1.13: Diagram of exoplanet transit geometry as used for exoplanet atmospheres. The
light transmitted through the atmosphere during transit can be used to take a
spectrum of the atmosphere. The reflected light from eclipse can be used to esti-
mate the properties of the atmosphere. The phase curve can be useful for finding
hot spots. (Figure from Sara Seagar and Heather Knutson.)
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Transmission spectroscopy provides us with the possibility to detect water using
fairly short observations. However, due to the nature of the geometry it requires that
we wait for the planet to transit. This limits the sample that can be observed to those
planets that are short period enough to have frequent transits. For particularly small
planets, many observations can be stacked in order to increase the signal-to-noise
ratio. This adds to the bias towards short period planets. A further shortcoming of
this method is that it is only viable for planets that do in fact transit, which reduces
the sample that can be used.
ground-based or space-based? More than 1000 HST orbits have been spent
on characterising exoplanet atmospheres using transmission spectroscopy in the IR
(see Chapter 3). Treasury programs of HST data have enabled the largest census of
exoplanet atmospheric spectra to date and several water detections in exoplanet at-
mospheres have been made. 25. Spitzer has also provided longer wavelength follow- 25 Deming
et al. (2013a);
Knutson et al. (2014a);
Kreidberg
et al. (2014c);
Ehrenreich
et al. (2014); de Wit
et al. (2016)
up in the mid-IR26. Further, a great deal of effort and telescope hours have been
26 Demory
et al. (2013);
Stevenson
et al. (2014b);
Wakeford et al. (2017)
used for transmission spectroscopy using ground based facilities including the Mag-
ellan and Keck telescopes.27 These two regimes have their own strengths and weak-
27 Crossfield
et al. (2013); Bean
et al. (2013)
nesses. From the ground we can obtain high resolution spectra of the transitting
exoplanet across a wide range of wavelengths. However, we are limited by the at-
mosphere both in terms of seeing and in terms of water absorption. The absorption
from telluric water makes it impossible to measure water abundance in exoplanet
atmospheres from the ground. From space we are free from the atmosphere and can
observe water. However, we are much more limited in wavelength resolution. The
two current resources at our disposal, HST and Spitzer, have narrow coverage in
the near and mid-IR as well as very low resolution (R<30). This combines to make
our observations degenerate, with atmospheric models able to fit transmission spec-
tra with several molecules. However, recently more work is being done to combine
observations from several sources. For example the work from Sing et al. (2016) com-
bines two HST instruments and ground based observations. By combining the two
sources we can alleviate degeneracies and better constrain the abundances of more
molecules.
1.4.1.1 Beyond Transmission Spectroscopy
In cases of short period, large planets the transit method can provide more than just
transit observations. Large planets can reflect a higher percentage of the planet light,
and they also emit an amount of thermal radiation. This is usually small compared
to the stars radiation, though with small dim stars this is not always the case. As
the planet moves from transit towards the furthest point in the orbit, it increasingly
reflects more starlight back to the observer. This causes the brightness of the star to
increase and decrease sinusoidally, which is known as a phase curve. Once the planet
reaches the furthest point and goes behind the star this reflected light is temporarily
blocked. This reduces the flux from the system temporarily in an ’eclipse’ (see Figure
1.13). These two effects can allow us to measure the planets reflectivity. The eclipse
depth is given below, based on the emitted light of the planet compared to the
emitted light of the star.
 ecl =
R2p
R2⇤
R
B (Teq)d R
F d 
+ r (23)
where B  is a blackbody curve for the planet and Teq is the equilibrium temper-
ature of the planet. r is the amount of light reflected by the planet which is given
by
r = A
R2P
a2
(24)
where A is the planet albedo, which is the fraction of energy that is reflected. (A
high albedo will increase the eclipse depth.)
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In some cases phase curves also allow us to identify hot spots, or particularly
bright regions of the planet surface. These occur when a planet is tidally locked,
causing one side to permanently face the host star. The addition of an atmosphere
with strong winds can displace this hot spot28. This phenomenon has been used28
to measure exoplanet atmospheres and surface brightness, notably in Wasp-43b29,29 Kataria
et al. (2015a) where a full phase curve was obtained with HST’s Wide Field Camera 3 instrument.
1.4.1.2 Effect of Adding an Atmosphere
In working with exoplanet transmission spectra it is beneficial to have an appre-
ciation for the size of signal we are trying to detect. We can calculate the size of
this signal from simple transit geometry. For this purpose we will consider a planet
during transit with a thin atmospheric layer. This layer will become optically thick
in some wavelengths and optically thin in others, depending upon the molecular
absorption. An optically thick atmosphere will slightly increase the radius of the
planet, increasing the transit depth   given by Equation 9 from the sections above.
To establish the effect of the atmosphere we can consider the change in effective ra-
dius of the planet caused by an optically thick layer. The addition of this atmosphere
layer will give us a new effective radius of the form
R 0p = Rp +NH (25)
where H is the height of the atmosphere and N = 5. The new equation for transit
depth taking into account the new effective radius is
 atm =
(Rp +NH)2
R2⇤
(26)
The difference in the transit depth from introducing this atmosphere layer ( ) is
then
  =  atm -   =
(Rp +NH)2
R2⇤
-
R2p
R2⇤
(27)
  =
2RpNH+N2H2
R2⇤
(28)
where we assume R >> H giving
  ⇡ 2RpNH
R2⇤
=  ⇥ 2NH
Rp
(29)
From this we can lastly calculate the change in the transit depth during the transit
when an atmosphere is introduced
 atm -   =  ⇥ H
Rp
=
R2p
R2⇤
⇥ H
Rp
(30)
Substituting in the scale height values and radii for the planets from above we find
 atm, Earth -  Earth ⇡ 0.6 ppm (31)
 atm,HJup -  HJup ⇡ 150 ppm (32)
While we have utilised a µ value to quantify the mean molecular mass of the
atmosphere we have not used any wavelength dependence. In reality we would
observe the atmosphere across multiple different wavelengths where molecular fea-
tures would absorb or transmit light, depending on the molecular transition lines.
Any molecular feature will cause structure in the transmission spectrum as a func-
tion of wavelength.
The analysis of exoplanet atmospheres also relies on molecules that absorb strongly
being present in high abundance. The addition of a molecular absorber creates a con-
trast between the optically thin atmosphere (where there is low absorption) and the
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Figure 1.14: Transmission spectrum for HD209458b using the reduction discussed in this work
with an atmospheric model fit using atmospheric retrieval code BART. The water
feature at 1.34µm is clearly seen in this exoplanet atmosphere. The model is much
higher resolution than the data and is binned down to the observation resolution.
optically thick atmosphere (where there is high absorption). This makes observations
of atmospheres with molecular absorbers high in their atmospheres attractive to at-
mospheric modellers. Figure 1.14 shows an example; at 1.34µm the water molecules
absorb strongly, creating an absorption feature. At 1.1µm-1.25µm however the spec-
trum is fairly flat. This contrast allows the water abundance to be constrained in
models.
The signal that we are trying to detect is exceptionally small. Even in the most
optimistic case of a hot Jupiter with a thick atmosphere, signals will likely never
exceed a few hundred ppm. When hunting for signals from exoplanet atmospheres
astronomers must use techniques where their signal to noise is high. Even with
some of the best instruments available this is often difficult. Currently detecting the
atmosphere of a super-Earth planet is pushing the limits of what can be achieved just
from these physical limitations. Observers focus their attention on planets that have
the highest chance of a detection of an atmospheric signal. Based on their large scale
heights hot Jupiter targets and larger exoplanets are often chosen for this reason. (For
example, see Figure 3.1 in Chapter 3.) Some smaller planets such as GJ1214b have
been observed with a great many Hubble orbits. However, no atmospheric signal
has been detected and the spectrum retrieved is flat.30 30 Berta et al. (2012)
1.4.2 Characterising Non Transiting Exoplanet Atmospheres
It is possible to observe spectra of an exoplanet atmosphere without using a transit-
ing planet. A high resolution technique for deriving exoplanet atmosphere signals
from non-transiting planets has been developed using ground-based instruments.31 31 Snellen
et al. (2010); Birkby
et al. (2013); de Kok
et al. (2013)
The method utilises the motion of the planet and high resolution spectra of the
combine star-planet system. Rather than detecting the transmission through the at-
mosphere, this method directly detects the atmospheric signal. An observation of
the stellar spectrum is taken multiple times as the planet orbits. The stellar spectrum
is able to be isolated and removed, from all observations (as it is constant). Telluric
lines are also removed. The remaining planet signal is then observed as it is Doppler
shifted as the planet orbits the star. This allows a spectrum to be built and template
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spectra to be cross matched. The signal to noise ratio is increased by summing up
multiple lines of the same molecule. Many observations of CO have been made this
way using the CRIRES instrument on the VLT including HD209458b and ⌧ Bootis b
(e.g. see Snellen et al. (2010); Brogi et al. (2012)). An example of a spectrum for one
of these observations is given in Figure 1.15.
Figure 1.15: Schematic of the method for directly observing exoplanet atmospheres, as discussed by Birkby et al. (2013) (Figure taken
from that work.) The top panel shows the original data containing the stellar light, telluric lines and planet signal, with spectral axis as
the x axis and time increasing up the y axis. Next two panels show the different corrections applied to remove the stellar and telluric
signals (grey portions are completely blocked by telluric absorption.) The fourth panel shows the final spectrum, which should only
contain signals from the exoplanet atmosphere. The last panel shows the same data with the expected CO template injected at 10x the
expected value to show how the signal of the exoplanet motion would present in the spectra.
There are some drawbacks to this method. As with the transmission spectroscopy
method, it requires the signal from the planet be bright in order to obtain enough
photons, and so this method has only been attempted with a handful of planets
to date. Spectra are required at many different points during the planet orbit in
order to see the change in the line positions over time and isolate it from the stellar
spectrum. This can make observations expensive. However, this method can be used
on non-transiting planets, greatly increasing the sample of nearby planets where
atmospheric characterisation can be obtained (since transit probabilities are small as
discussed in Section 1.2.1).
1.4.3 Clouds and Hazes
While this simple calculation gives an estimate of the signal size, the addition of
clouds or hazes could alter the retrieved values significantly. Clouds are opaque and
can sit high in the atmosphere. Based on giant planets in the solar system clouds are
common and we would expect them in many exoplanets. However, with the effects
of heating and tidal locking for hot Jupiters it is difficult to model how clouds may
manifest. High level clouds are opaque across all wavelengths, essentially creating
a floor to the possible measurements of the planet radius, reducing the amount of
optically thin material that can cause the transmission spectrum. Unfortunately this
massively limits our ability to observe exoplanet atmospheres in transmission. How-
ever, other methods may prove more beneficial. For example,if looking at a planet
in eclipse varying clouds can alter the albedo of a planet which could potentially be
detectable.32 Beyond clouds there are also particulate hazes which can affect results.32 Marley et al. (2013)
These hazes are modelled with Rayleigh scattering and have a strong wavelength
dependence. They block the light in a similar way to clouds, creating a limit in the
observed transmission spectrum.
Figure 1.16, taken from Sing et al. (2015), shows an example of how these atmo-
spheric features can affect the final spectrum. We see firstly the effect of a hazy at-
mosphere increasing the opacity at bluer wavelengths due to the strong wavelength
dependence of Rayleigh scattering. This causes the atmosphere to be much more op-
tically thick in the visual than in the IR. Secondly the effect of a cloudy atmosphere
is shown where the cloud deck limits the contrast between the absorption features
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Figure 1.16: Example of the effects of different atmospheric features taken from Sing et al. (2015)
who discusses a comparison of the atmosphere of several hot Jupiters. The addition
of a cloud layer raises the effective surface of the planet, reducing the height of any
molecular features. A strong haze adds a steep Rayleigh scattering slope with a
strong wavelength dependence.
and the continuum level. The addition of clouds makes observations of absorption
features much lower signal to noise and also inhibits abundance measurements from
atmospheric modelling.
1.4.4 Biosignatures
Atmospheric characterisation is an important tool to understand more about these
worlds, allowing us to compare chemistry outside the solar system to chemistry with
in it, and potentially to look for biosignatures. Biosignatures are observables that in-
dicate life. Most of these signatures are degenerate with other chemical or geological
abiotic processes. For example, methane is produced by life on earth making it a
biosignature, however it is also produced by geological processes. The most useful
biosignatures are only present due to life. O2 and O3 are much more useful, partic-
ularly in the context of Earth. The level of Oxygen is driven much higher than its
natural value due to life on Earth. It is harder to produce O2 and O3 using geolog-
ical processing. However, the amount of each of these is fairly small and requires
great precision to detect. From the ground the E-ELT will be able to detect Oxygen
on an Earth like planet with a dozen transits33, though even around a small star this 33 Snellen et al. (2013)
would take many years and be extremely costly. By using ground-based and space-
based instruments in conjunction with multiple transits, it may be possible to begin
to detect biomarkers such as O3, H2O and CO2 around planets in the habitable zone
using ten or more transits.34 34 Hedelt et al. (2013)
1.4.5 Future of Atmospheric Characterisation of Planets
In the next few years there will be two new space based missions that will drastically
improve our characterisations of atmospheres. Firstly CHEOPS (CHaracterising Ex-
OPlanets Satellite) will be a small telescope which will launch in the next few years.
CHEOPS will provide much better radii measurements for planets that have been
discovered from the ground.
JWST will also launch in the next few years. The NIRspec and MIRI instruments
will provide near-IR observations from 1-20µm at resolutions of up to R=3000. A
longer wavelength coverage allows absorption frommany different molecular species
to be measured at once. This is gives the extra information needed to fit atmospheric
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models and retrieve molecular abundance estimates. This will drastically improve
our capabilities with transmission spectra, not only by increasing the sampling of
the absorption features but by breaking degeneracies in atmospheric models. For
JWST to be effective at characterising exoplanets, it will require transiting targets
around bright stars. These will be provided by missions such as TESS, as discussed
in Section 1.2.6.
1.5 this thesis
Due to the rapid expansion of the field of exoplanets models are often catching up
with the rate of discovery and data release. New planets are discovered regularly,
(there are 3458 confirmed planets at time of writing). Models for planet formation,
structure and atmospheres have been created and improved greatly in recent years,
and there is a wealth of data to apply them to. On top of this our computing capabil-
ities improve, and data is processed faster and more accurately with new algorithms.
This leaves lots of gains to be made in old data by revisiting it with state of the art
techniques.
In the field of exoplanet study we are moving beyond just detecting exoplanets
and into characterising them. The precision needed for this is extreme, requiring
many hours of follow up observations to measure masses and observe atmospheric
spectra. Characterising exoplanets is difficult and expensive, with most exoplanet pa-
rameters having large errors and most spectra having limited coverage. To properly
understand exoplanets we must handle the data carefully and reduce instrument
systematics where possible.
In this thesis I will address two sides of exoplanet study; the gains we can make
in exoplanet characterisation by using ’big data’ and the new techniques we can use
for discovering unusual light curves. I will split this into four chapters answering
the following questions.
are we prepared for the future of exoplanet observation? Atmo-
spheric models all rely on input data based on molecular absorption. The model in
Figure 1.14 requires the temperature and wavelength dependent absorption cross
section of water to calculate how much light the atmosphere absorbs. This data is
readily available online from sources such as HITRAN, HITEMP and ExoMol. How-
ever, this data is also dependent on pressure, a factor that comes into atmospheric
modelling. Currently pressure broadening at the molecular level is ignored by atmo-
spheric models. This is largely due to observations of exoplanet atmospheres being
low resolution. However, in the future with JWST we will improve our observational
quality. In my first chapter I test whether the inclusion of pressure broadening at the
molecular level will cause changes to the transmission spectrum of exoplanets large
enough to observe and model. This work was published in Hedges and Madhusud-
han (2016)
what can we learn about exoplanet atmospheres as an ensemble?
HST Wide Field Camera 3 has been used to observe more than 30 exoplanet atmo-
spheres, with more than 1000 orbits devoted to transmission spectra. To date, no
one has reduced this entire set as a complete sample. In this chapter I will create a
bespoke pipeline to reduce all WFC3 spatial scan data of exoplanet atmospheres and
produce a sequence of transmission spectra from water-rich to water-poor. Using the
molecular cross sections from the previous chapter I will be able to assess whether
this sequence is consistent with simple molecular absorption by water. Analysing all
spectra together allows me to investigate whether the atmospheric signals paint a
consistent picture of absorption in exoplanet atmospheres.
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are stellar parameters (and so exoplanet parameters) robust in
the near ir? Stellar parameters are key in measuring the radii, masses and
temperatures of exoplanets. They can often be difficult to measure in absolute terms.
Using the sample of stellar spectra observed by HST from the previous chapter I
will derive stellar temperatures based on stellar atmosphere models. Using these pa-
rameters I will project the expected error in exoplanet parameters. The accuracy of
stellar atmosphere models in the IR is not well understood. By testing the accuracy
of measuring stellar parameters in the IR on final exoplanet measurements I will be
able to investigate whether more accurate IR models are needed.
can we improve classification of light curves of unusual objects
using machine learning? There are several large surveys of light curve data
available currently, with several new missions coming online in the next decade. As
the amount of data increases we require state-of-the-art search algorithms to find
and classify objects. In this chapter I will use a Random Forest algorithm to search
for and classify ’dipper’ stars. These stars undergo short period occultation events
on time scales of hours to days. They are very deep events, reducing the star flux by
up to 50%. While these occultation events are not due to planets, they are similar in
geometry to transits. I have chosen these objects as they are not only scientifically
interesting, but hard to classify by eye. They also show much stronger variation
than exoplanets, making them a good test case for machine learning algorithms.
These objects are also young and will inform us about the processes that occur in
protoplanetary disks. By creating a machine learning algorithm I will be able to test
the classification probability of this unusual object and compare it with literature
classifications by eye. This will allow me to test whether Random Forests can be used
to improve the known sample of this unusual object. In theory, similar algorithms
could be applied for search for any type of variable, from eclipsing binaries even
down to exoplanets.
1.5.1 A Data Driven Approach to Exoplanet Study
With the modern age of computing power and precision instruments, astronomy is
becoming a data intensive pursuit. The volume of data we can obtain is growing, and
the computing power at our hands to process it is growing too. While it is possible
to make new observations with the vast range of instruments available, there is also
a wealth of data available for many astronomical purposes, archived for public use.
In this thesis, I will focus on using archived public data to find new and exciting
science.
All of the projects presented here use data that is freely and readily available to
build new scientific insights for exoplanet characterisation and time series analysis. I
intend to release the results from several of my projects online as libraries for public
use. These will include a library of pressure broadened atmospheric cross sections,
with plots showing their major absorption features. I will also release the stellar
spectra I have produced, as they are very useful for stellar modellers to calibrate
models and creating synthetic exoplanet atmosphere observations. These will be
made available shortly after I submit my PhD.

Part II
PRESSURE IN EXOPLANET ATMOSPHERES US ING
PUBL IC MOLECULAR DATA

2THE EFFECTS OF PRESSURE BROADENING ON EXOPLANET
ATMOSPHERES
2.1 introduction
In recent years it has become possible to observe high-precision atmospheric spec-
tra of a variety of exoplanets. High-precision observations with the HST Wide Field
Camera 3 (WFC3) in the near-infrared (1.1-1.7 µm) have led to unambiguous detec-
tions of H2O in several hot Jupiter atmospheres35. The high photometric precisions 35 Deming
et al. (2013b);
McCullough
et al. (2014);
Kreidberg
et al. (2014a);
Madhusudhan
et al. (2014a)
of HST WFC3 spectra have allowed constraints on the H2O abundances in these
atmospheres, despite the modest resolution (R⇠10-100; depending on spectral bin-
ning).36. It has also become possible to detect molecules such as H2O and CO in
36 Kreidberg
et al. (2014a);
Madhusudhan
et al. (2014a)
atmospheres of hot Jupiters using very high resolution (R = 105) infrared Doppler
spectroscopy with large, ground-based facilities37. High-resolution and high-precision
37 Snellen
et al. (2010); Brogi
et al. (2012)
spectra have been reported for young giant planets on large orbital separations dis-
covered via direct imaging from the ground. This has lead to detections of several
molecules, including H2O, CO and CH438. The field will be further revolutionised
38 Konopacky
et al. (2013)
with upcoming facilities including JWST (R ⇠ 1000- 3000) and several large ground-
based facilities such as the E-ELT (R ⇠ 105).
The accuracy of atmospheric models is the key to interpreting observations of
exoplanet atmospheres. In this Chapter I will discuss one aspect of atmospheric
models that effects their accuracy: molecular absorption cross sections. There are
many sources of error in models that are not discussed here; the physics involved is
complex and there are many assumptions made on the astrophysical system and the
chemistry. However, it is possible to quantify the errors from the fundamental inputs
to these atmospheric models. These inputs are the behaviour of molecular absorbers,
which comes in the form of a molecular cross section. Cross sections describe the
amount of light a molecule will absorb as a function of wavelength. These are used
to build the opacity of an atmospheric layer. Any inaccuracies in these fundamental
inputs will limit the accuracy of an atmospheric model, regardless of the physical or
chemical assumptions. With improving observational data quality it is important to
examine the uncertainties in these model inputs.
In this work I investigate various factors involved in computing cross sections from
molecular line lists. I discuss each aspect of the construction of the cross sections and
where errors can be introduced. I compare different data sources, temperatures, pres-
sures, broadening agents, evaluation widths and resolutions. I have also generated
a database of cross sections with only thermal broadening included for comparison
with those including pressure broadening. The cross sections generated span a wide
range of pressures (10-4 - 100 atm) and temperatures (300 - 3500 K) that are rele-
vant for exoplanet atmospheres and sub-stellar objects. I intend to release these cross
sections online for public use shortly after submitting this thesis.
There are a wide array of future instruments that will observe exoplanet atmo-
spheres in a new, detailed light. To benefit from these instruments we must be pre-
pared, with thorough and accurate knowledge of basic inputs to atmospheric models.
The James Webb Space Telescope (JWST) is scheduled for launch in 2018 and will
host several instruments in the infra-red range. NIRSPEC and MIRI spectrographs
will hold significance for the characterisation of exoplanet atmospheres. NIRSPEC
will encompass the 0.6-5 µm range using three overlapping bands. MIRI will be a
broadband instrument, stretching from 5-20 µm in wavelength. NIRSPEC will have a
spectral resolution ranging up to R=1400-3600 for its highest resolution grating and
MIRI will achieve R ⇡ 3000. This is a drastic increase in my current capabilities with
HST which warrants an investigation into our current modelling inputs.
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From the ground, the CRIRES instrument on the VLT has been used extensively to
study exoplanet atmospheres. 39. The instrument provides a resolution of R=100,00039 Snellen
et al. (2010); Brogi
et al. (2012)
which can be used for detailed observations of prominent absorption features such
as CO. At such high resolutions the line profiles themselves can be resolved. In
the distant future the E-ELT will be available, with a resolution of R=100,000 and
be highly capable of atmospheric characterisation for exoplanets. Based on these
instruments I present my tests of cross sections at a range of resolutions of R=100,
1000, 3000, 10,000 and 100,000, encompassing the resolutions of current and future
instruments.
2.1.1 Line List Sources
Significant progress has been made in recent years to generate molecular absorption
line lists for molecules of relevance to exoplanet atmospheres. One of the largest and
most well established of all the repositories for molecular line lists is the HITRAN
database, which has been updated every few years40. The HITRAN database has40 Rothman
et al. (1998); Rothman
et al. (2013)
been mainly used for terrestrial applications and predominantly includes molecules
of importance for the Earth’s atmosphere. HITRAN is only valid at temperatures
.300 K. Because of this low temperature these data are less applicable for the most
currently observable exoplanet atmospheres. Higher temperature line lists are pro-
vided by the newer HITEMP database, which contains fewer molecules but many
more transitions for each41. HITEMP currently covers OH, NO, CO, CO2 and H2O41 Rothman
et al. (2010) which are particularly useful for hot Jupiter atmospheres, accurate up to tempera-
tures of 4000K. More recently, the ExoMol database has begun addressing the deficit
of data available for molecules of astrophysical importance at high temperatures42.42 Tennyson and
Yurchenko (2012) They cover a wide range of molecules and continue to expand their data.
In this work I use many sources of line lists for inputs to generate cross sections. (I
make comparisons across different sources in the sections below.) In this work I focus
on HITRAN, HITEMP and ExoMol. These databases of molecular transitions are
given in a variety of formats. Each source contains the key parameters (e.g. Einstein
coefficients, degeneracies, energy levels, etc.) and a method for obtaining the line
positions ⌫ and the line intensities S(T) for a given temperature T . They cover a
wide spectral range, typically spanning the visible to mid-IR (e.g. ⇠0.5 µm to ⇠30
µm), although this can vary between the different molecules.
Sources range in their completeness, with some containing fewer transitions than
others. Lack of completeness leads to less reliable cross section data for two reasons.
Firstly, gaps in the wavenumber coverage cause some features to be missed from
the cross section. Secondly, lines of lower intensity which are missed can contribute
significantly to the cross section when summed. As such accurate cross sections
require the most complete lists of molecular transitions.
The complete list of molecules used in this work including all sources for data is
given in Table 2.1. Many different line list sources were chosen, particularly for water,
for comparison to investigate how completeness effects the resulting cross section.
2.2 line broadening
Molecular transition lines in spectra are often broadened by external factors such as
heating in the atmosphere. Exoplanet atmospheres span a wide range of tempera-
tures (⇠400 - 3000 K) and dynamical parameters (e.g. wind speeds, and orbital and
spin rotation rates) ranging from tidally locked close-in planets to young giant plan-
ets on wide orbital separations. The diversity of physical conditions in exoplanet at-
mospheres can lead to different types and degree of line broadening. The two promi-
nent sources of line broadening in planetary atmospheres are thermal (Doppler)
broadening and pressure (collisional) broadening43. Thermal Doppler broadening43
Chamberlain (1978);
Mihalas, Auer, and
Mihalas (1978);
Seager and
Deming (2010)
is caused by the line-of-sight thermal velocity distribution of molecules at a given
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temperature in the planetary atmosphere. Pressure broadening is induced by colli-
sions between chemical species with the collision frequency being a strong function
of pressure.
Other sources of broadening can be prevalent depending on the planetary prop-
erties and observing geometry. In principle, natural broadening due to the intrinsic
uncertainty in energy levels is always present, but is negligible compared to other
broadening mechanisms discussed above. Further broadening and shifting of spec-
tral lines can be caused by rotation of the planet and strong winds. This is especially
important for close-in hot Jupiters observed in transmission44. Finally, rotational 44 Spiegel, Haiman,
and Gaudi (2007);
Miller-Ricci Kempton
and Rauscher (2012);
Showman et al. (2013)
broadening due to the spin of the planet can also be significant, especially for exo-
planets that are not tidally locked such as those on wide orbital separations45. I do
45 Snellen et al. (2014)
not investigate these broadening mechanisms here, however the same methods pre-
sented below could be used to create cross sections broadened by these mechanisms.
2.2.1 Broadening Profiles
Under the assumption of a Maxwell-Boltzmann thermal velocity distribution the
Doppler broadening takes the form of a Gaussian profile. Pressure broadening is
represented by a Lorentzian profile. The Doppler and Lorentzian broadening profiles
are given below in wavenumbers in cm-1.
fD(⌫- ⌫0) =
1
 G
p
⇡
exp(-
(⌫- ⌫0)
2
 2G
) (33)
fP(⌫- ⌫0) =
1
⇡
 L
(⌫- ⌫0)2 +  
2
L
(34)
where ⌫o is the centroid in wavenumbers,  G I define as the Doppler width and
 L is the Lorentzian pressure broadening half-width at half-maximum (HWHM)
both in units of cm-1. These are given by works such as Hill, Yurchenko, and Ten-
nyson (2013); Rothman et al. (1998):
 G =
r
2kBT
m
⌫0
c
(35)
 L =
⇣Tref
T
⌘n
P
X
b
 L,b pb (36)
where P is pressure in atm, T is the temperature in Kelvin, Tref is the reference
temperature (usually 296K), pb is the partial pressure of the broadening agent, n
is a temperature scaling factor and  L,b indicates the Lorentzian HWHM due to
a specific broadening molecule in units of cm-1/atm. Here kB is the Boltzmann
constant, m is the mass of the molecule in grams and c is the speed of light in cm/s.
Here,
P
signifies the sum over all the broadening parameters for each broadening
medium.
Pressure broadening is typically harder to evaluate than thermal broadening for
two reasons. Firstly, the line-by-line pressure broadening parameters n(⌫) and  (⌫)
are typically unavailable for most molecules46. Secondly, the Lorentzian has exten- 46 Freedman, Marley,
and Lodders (2008);
Freedman et al. (2014)
sive wings which can result in a significant amount of the intensity being distributed
far from the line centre. In cases of extreme broadening this can significantly increase
the impact of high intensity transitions across a wide wavelength range, where they
influence neighbouring low intensity transitions.
Figure 2.1 shows a comparison between the Doppler HWHM ( G
p
ln2) and the
Lorentzian HWHM over the P-T space of interest in this work. This gives an approxi-
mation of where each profile contributes most significantly. However, as the two pro-
files are quite different, it is hard to make a thorough comparison. A Gaussian profile
contains most information in the core, where as the Lorentzian has extended wings.
As expected, at low pressures thermal (Gaussian) broadening provides a significant
contribution to the final profile core, whereas at high pressures pressure (Lorentzian)
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Figure 2.1: Comparison of widths of line cores of Gaussian vs Lorentzian profiles in pressure-
temperature space. The red (blue) region represents P-T space where the HWHM of
a Gaussian (Lorentzian) profile is wider than that of a Lorentzian (Gaussian) profile.
The Gaussian profile is wider at low pressures and the Lorentzian at high pressures,
as expected.
broadening is stronger. Closer to the boundary between these two regimes, both
broadening mechanisms are likely to contribute significantly to the core of the pro-
file. Due to the extended wings of the Lorentzian it is generally advisable to consider
both broadening contributions, even when the Lorentzian HWHM is narrow in com-
parison to the Gaussian.
2.2.2 Evaluating the Voigt Profile
The joint contributions due to thermal and pressure broadening are modelled using
a Voigt profile. This is a convolution of the Gaussian and Lorentzian profiles, given
as
fv(⌫- ⌫0) =
Z1
-1 fG(⌫0 - ⌫0)fL(⌫- ⌫0)d⌫0. (37)
The issue of how best to evaluate the Voigt profile is a well known problem in
the field. The profile must be calculated accurately and quickly for a wide range
of Lorentzian and Gaussian profiles for potentially millions of transitions. The two
parameters used for generating the profile are
u =
⌫- ⌫0
 G
(38)
a =
 L
 G
(39)
where u is the distance from the profile centroid and a is the ratio of the Lorentzian
and Gaussian widths47. To be able to calculate the Voigt function accurately u must47 Zaghloul (2007)
be evaluated over many orders of magnitude to encompass the relevant temperature
and pressure region.
The Voigt function is given as
fv(⌫, G, L) = H(a,u) (40)
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where as above  G and  L are the widths of the Gaussian and Lorentzian widths
and ⌫ denotes wavenumber. Here,
H(a,u) =
1
⇡
Z1
-1
ae-t
2
(u- t)2 + a2
dt. (41)
From formula 7.4.13 in48 48 Abramowitz and
Stegun (1964)Z1
-1
ye-t
2
(x- t)2 + y2
dt = ⇡Rw(x+ iy), (42)
where
w(z) = e-z
2
erfc(-iz), (43)
where erfc is the complimentary error function
erfc(z) = 1- erf(z), (44)
where erf is the error function
erf(z) =
2p
⇡
Zz
0
e-t
2
dt. (45)
From this we can see that
fv(⌫, G, L) = Rw(u+ ia) (46)
The function w(z) is known as the Faddeeva function and here is calculated using
the Faddeeva package49. The characteristic width of the Voigt function is investi- 49
S. G. Johnson (2012)gated by50. Using coefficients from this work I define the Voigt width  V with the
50 Olivero and
Longbothum (1977)
approximation
 V ⇡ 0.5346 L +
q
0.2166 2L +  
2
G. (47)
This Voigt width is used in later sections to approximate the width of the combi-
nation of the two profile types.
Several numerical methods have been proposed to compute the Voigt profile ac-
curately and efficiently over different regions of parameter space51. I implement 51 Schreier (2011)
the Voigt profile using a method based on the complex error function or Faddeeva
function52. This is a fast and accurate method with the relevant libraries publicly 52
S. G. Johnson (2012)available. In this work I use the Fadeeva package from S. G. Johnson (2012). The
Faddeeva package includes Algorithm 916 from Zaghloul and Ali (2011) which is
also employed in Grimm and Heng (2015) and found to be fast and effective. I find
this package gives computational speeds of less than 2 ms per profile. I use a sam-
pling rate of 6 points per Voigt width, which is much finer than my required final
resolution. I evaluate the Voigt profile to 500 Voigt widths around the centroid to
accurately capture the information in the Lorentzian wings, as the derived cross sec-
tions are critically dependent on this evaluation width. (Rising to 1000 Voigt widths
at pressures of 1 atm and above.) This is discussed in more detail in Section 2.4.2.
Ngo et al. (2012) shows that there is some deviation in reality from the Voigt
profile in real atmospheric broadening through comparisons with experimental data
on pressure broadening. This is due to the change in velocity of the broadening
agent particle by the collision with the broadening agent. This affects the profile
shape, the width of the profile and shifts the line in wavelength. Here I have used
only the standard Voigt profile and have not investigated further in terms of profile
shape. It would be possible to change to a more sophisticated profile and regenerate
molecular cross sections if it were found to be an important factor. These deviations
due to the velocity of the particles undergoing collisions are of the order of a few
percent and I do not expect a more physically accurate Voigt profile shape to impact
my results.
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Figure 2.2: Comparison of purely thermally-broadened H2O cross sections (blue) with cross
sections including both thermal and pressure broadening using a Voigt profile (red)
at the native line spacing of 0.01 cm-1. A combination of the two broadening types
brings extensive wings from the Lorentzian component which brings up the level
of the continuum.
Figure 2.2 shows a comparison between cross sections for H2O generated with
only thermal broadening and those generated with a full Voigt profile including both
thermal and pressure broadening. It is clear that the Voigt profile has a significant
effect on the low intensity lines, and increases the overall continuum of the molecular
cross sections, especially where pressure is high.
2.2.3 Availability of Broadening Parameters
Pressure broadening parameters are not yet readily available for all molecules of rele-
vance to exoplanet atmospheres, despite their critical importance. 53 The parameters53 Freedman, Marley,
and Lodders (2008);
Freedman et al. (2014)
required for computing pressure broadening are the Lorentzian HWHM ( L) for the
required broadening agents and the temperature-scaling parameter (n) for each line
in the line list (as shown in Equation 36). These parameters are hard to determine.
In recent years, significant efforts have been dedicated towards generating pressure
broadening parameters for exoplanetary applications, particularly with a focus on
broadening molecules such as H2. Useful parameters for important molecules can
be found in works such as Li et al. (2015) and Faure et al. (2013), where pressure
broadening coefficients are made available.
Theoretical calculations of pressure broadening parameters are time consuming
and not well understood for a wide range of molecules or broadening agents, partic-
ularly at high temperatures. Methods have been explored by54 and used to generate54 Gamache
et al. (1997); Gamache,
Laraia, and
Lamouroux (2011)
the HITRAN database. For example, Complex Robert-Bonamy (CRB) calculations
are used as discussed in55, where values are also verified experimentally. Molecular
55 Gamache, Lynch,
and Neshyba (1998);
Gamache et al. (2012)
line lists in the HITRAN data base do contain pressure broadening parameters for
self-broadening and air-broadening, but are typically relevant only to low temper-
ature atmospheres (⇠300 K). For high temperature exoplanet atmospheres pressure
broadening data is still scarce. This is particularly true for H2-rich atmospheres,
which are the most observable. Typically, state-of-the-art line lists such as ExoMol
are computed under zero pressure conditions.
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In this work I use only air and self broadening provided by HITEMP and HI-
TRAN and the PS 1997 list for water from Partridge and Schwenke (1997), which
contains H2 broadening56. I focus on H2O as it is the most well studied molecule 56 Partridge and
Schwenke (1997)currently available with a large variety of line list sources and three different broad-
ening molecules available to test: H2O, N2 and H2. H2O is one of the best measured
molecules in exoplanet atmospheres to date.
Where values are not available we are forced to turn to experiments and other
line list sources. Where detailed, line-by-line pressure broadening values are not
available from ExoMol I use the mean of pressure broadening values available from
other sources (e.g. HITRAN) and apply this to every line. While this approach is not
ideal, in some cases it is the only option. For example, the YT10to10 line list for CH4
is has high completion and is valid at high temperatures, making it a useful asset
for modelling of exoplanet atmospheres. However, it does not include line-by-line
pressure broadening parameters. The CH4 HITRAN list has line-by-line pressure
broadening values but only a small fraction of the molecular transitions and is only
vaild at room temperature. In this case I apply the mean of the HITRAN broad-
ening parameters to the YT10to10 list to estimate the effect of broadening with on
CH4 at high temperatures. I refer to this approach as taking ’mean broadening’ pa-
rameters. I will discuss the consequences of this compromise in Section 2.5.2. Table
2.1 shows which molecules have detailed broadening available and which only have
mean broadening. For each case where detailed broadening parameters are available
a mean case has also been investigated in order to make a comparison.
2.3 generating cross-sections
I compute molecular cross sections over a wide range of pressures (P) and temper-
atures (T ) relevant for exoplanet atmospheres. My grid in P-T space is shown in
Table 2.2. For each point in P-T each cross section will usually be calculated multiple
times, using different broadening parameter or line lists source. Interpolation could
be used on the cross sections if a cross section was required between these points.
Interpolation between the nearest pressure and temperature values is discussed in57. 57 Hill, Yurchenko,
and Tennyson (2013)In this section, I describe the procedure I use to compute cross sections.
2.3.1 Line Intensities and Partition Functions
The generation of cross sections requires the intensity of each transition to be accu-
rately calculated. Most line list databases give Einstein coefficients for each transition
with degeneracies and energies for each state. These can be converted into line in-
tensities as showed in Rothman et al. (2013). The line intensity is given by
Si,j(Tref) =
Ai,j
8⇡c⌫2i,jQ(Tref)
gie
-hcEj/kBTref(1- e-hc⌫i,j/kBTref) (48)
where Ai,j is the Einstein coefficient for spontaneous emission for the transition
between states i and j, gi is the upper state degeneracy, Ej is the lower state energy in
cm-1 and ⌫i,j is the transition frequency between i and j, also in cm-1 and finally h
is Planck’s constant. Here, Q(Tref) is the partition function at the required reference
temperature. When an intensity is given at a reference temperature, usually 296 K,
it can be converted to an intensity at any temperature using
Si,j(T) = Si,j(Tref)
Q(Tref)
Q(T)
exp(-hcEj/kBT)
exp(-hcEj/kBTref)
[1- exp(-hc⌫i,j/kBT)]
[1- exp(-hc⌫i,j/kBTref)]
. (49)
This gives the intensity of a transition in units of cm-1/(molecule cm-2).
As shown in equations 48 and 49 the partition function scales the line intensities.
The partition function gives a measure of the number of the molecules of a gas are
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Molecule Source Broadening Max T (K)
Agent
H2O BT21 Self, Air 3000K
H2O HITEMP2 Self, Air 4000K
H2O HITRAN3 Self, Air 296K
H2O PS (1997)4 H2 -
CO2 HITEMP Self, Air 4000K
CO2 HITRAN Self, Air 296K
CO HITEMP Self, Air 4000K
CO HITRAN Self, Air 296K
OH HITEMP Self, Air 4000K
OH HITRAN Self, Air 296K
NO HITEMP Self, Air 4000K
NO HITRAN Self, Air 296K
CH4 YT10to105 Self, Air 2000K
CH4 HITRAN Self, Air 296K
NH3 BYTe6 Self, Air 1600K
NH3 HITRAN Self, Air 296K
HCN Harris7 Self, Air 4000K
HCN HITRAN Self, Air 296K
C2H2 HITRAN Self, Air 296K
Table 2.1: Molecules used to generate cross section database and all line list sources, including
which broadening agents are given. (Note HITRAN is recommended at room tem-
perature of 296K.) Here I choose many different sources to compare the effect that
completion has on my final cross sections.
1 Barber et al. (2006)
2 Rothman et al. (2010)
3 Rothman et al. (2013)
4 Partridge and Schwenke (1997)
5 Yurchenko and Tennyson (2014)
6 Yurchenko, Barber, and Tennyson (2011)
7 Harris et al. (2006)
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T (K) 300 400 500 600 700 800 900
- 1000 1200 1400 1600 1800 2000 2500
- 3000 3500
P (atm) 0.0001 0.001 0.01 0.1 1 10 100
Table 2.2: Pressure-Temperature grid for cross sections. Values between these points could be
interpolated by the user to allow a finer grid. These points have been chosen as they
represent observable temperatures and pressures of currently known exoplanets.
in the ground state compared with all other states. This ratio of state populations
increases with temperature, as it becomes more likely to find particles in higher
energy states. This is intrinsically linked to the energy of each transition, which
makes the partition function unique for each molecule. The partition function is
given by
Q(T) =
X
j
gje
-Ej/kBT (50)
where gj is the lower state degeneracy and Ej is the lower state energy as de-
scribed in Eq. 48. To calculate a partition function in this way the spectral informa-
tion of the molecule must be complete. Missing transitions result in an inaccurate
partition function, which will not be representative (especially at high temperatures).
Information on how partition functions are calculated for ExoMol can be found in
Tennyson and Yurchenko (2012). Errors in the partition function may cause discrep-
ancies that are small when considering individual cross sections at particularly high
temperatures. Models of atmospheres require cross sections at many different tem-
peratures to be included in computing the final spectrum. This allows for different
temperatures and pressures as a function of height in the atmosphere. This will cause
any errors in the cross section from the partition function to become compounded
by many layers of an inhomogeneous atmosphere.
In this work, partition functions have either been adopted from existing databases
or computed using the TIPS code58. The ExoMol database provides partition func- 58 Fischer et al. (2003)
tions for use with each molecular line list. The HITRAN database uses the TIPS code
to create partition functions between 70K-3000K. There can be some discrepancies be-
tween partition functions from different sources, particularly at high temperatures. I
use extrapolation to find the partition function values at higher temperatures. In my
case this only affected my highest temperature point of T=3500K. At this tempera-
ture many of the line lists are unreliable and incomplete. I use this temperature point
only as an edge case for atmospheric modellers and do not recommend trusting it
as much as the lower temperature points.
Using a line list at a temperature greater than recommended by the source is
possible using the partition function. At low temperatures many transitions are low
intensity and can be ignored without greatly effecting the final result. However, as
temperature increases these low intensity lines begin to contribute more consider-
ably. Low intensity lines become much stronger as these states populate at high
temperatures. Any lines that are omitted (because of an incomplete list) begin to sig-
nificantly affect the cross section. Because of this, errors in the cross section can arise
if line lists are used above their recommended temperatures. (These temperatures
are given in the last column of Table 2.1.) With the exception of NH3 and CH4, the
ExoMol and HITEMP line lists provide coverage up to and beyond the temperature
grid used in this work. The HITRAN sources, used primarily for earth applications,
are only valid at room temperature.
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Wavenumber Range [cm-1] Grid spacing  ⌫ [cm-1]
10-100 10-5
100-1000 10-4
1000-10000 10-3
10000-30000 10-2
Table 2.3: Table from Hill, Yurchenko, and Tennyson (2013) giving the staggered spacing of the
grid for used for line mapping. Here I present an alternative adaptive grid spacing
which is given in Equation 51.
2.3.2 Cross-Sections from Line Intensities
Cross sections are derived from line intensities by first broadening with the appropri-
ate profile. This is followed by binning the result to the desired spectral resolution.
This allows the cross section to be easily manipulated and read into atmospheric
codes quickly. This is a general approach followed by several recent studies59, albeit59 Hill, Yurchenko,
and Tennyson (2013) with minor differences in implementation. Here I discuss my implementation. The
differences from other works are discussed in Section 2.4.
Computing the cross sections from line intensities involves three steps as follows,
for a given temperature (T ) and pressure (P). Firstly, the Voigt profile (fv) is com-
puted at a high resolution in order to accurately evaluate each individual line pro-
file, as described in Section 2.2.2. The spacing of this fine grid, here referred to as the
‘sub-grid’, is given as
 ⌫ =
 v(⌫ = 500, T ,P,m)
6
(51)
where  v(⌫ = 500, T ,P,m) is the HWHM of a Voigt profile at ⌫ = 500 cm-1.
This samples each Voigt width with 6 points. I find this provides the resolution and
accuracy necessary with optimal computational speed, as discussed in more detail in
Section 2.4. This sub-grid spacing is a function of T , P and molecular mass, making
it specific to the molecule concerned.
Secondly, the cross section is computed at each point on the sub-grid described
above for every spectral line. The cross section  (⌫) of a transition between states i
and j at a certain pressure (P) and temperature (T ) is given by
 i,j,P,T (⌫) = Si,j,P,T
fv(⌫)R1
-1 fv(⌫) d⌫
⇡ Si,j,P,T fv(⌫)R⌫i,j+ ⌫c2
⌫i,j-
 ⌫c
2
fv(⌫) d⌫
(52)
in units of cm-1/molecule where Si,j,P,T is the line intensity and fv(⌫) is the Voigt
function with broadening parameters corresponding to the line at the given P and
T. ⌫i,j is the wave number of the line centre and  ⌫c is the extent of the profile to
which the line wings are evaluated. For a given line I use a  ⌫c value of 500 Voigt
widths (250 around the line centroid), which I find to be optimal, as discussed in
Section 2.4. The integral is evaluated up to this cut off and normalises the profile.
Evaluating up to this cut off effectively folds in the intensity from the missing wings
that are not evaluated back into the profile, ensuring no intensity is missed.
Finally, the high-resolution cross section described above is binned to a final cross
section grid. This has a coarser spacing for saving on storage space. The final cross
section grid spacing is still high resolution at 10-2 cm-1 which corresponds to a
resolution of R=100,000 or greater. When a lower resolution cross section grid is
desired, this high-resolution grid can be binned down further in frequency-space or
wavelength-space as required. The mid points between adjacent bins are selected and
all values within these bounds are averaged, giving the binned down contribution
at each wavelength on the grid.
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In this work I apply a cut in intensity to only evaluate high intensity lines. This
method is also adopted in the field60. This provides a reduction in computation time 60 Rothman
et al. (2013)with minimal effect on accuracy; very low intensity lines contribute little to the final
cross section even at high resolution. I apply a cut off at 10-30 cm-1/(molecule
cm-2) in intensity across all line lists, with the exception of BYTe and YT10to10 line
lists for NH3 and CH4 respectively. Due to their large size the cut off was increased
to 10-26 cm-1/molecule cm-2.
2.4 optimal resolution and cut off of broadening profile
A high resolution grid is needed to accurately sample the contribution from the
broadening profile. However, a high resolution also influence the computational cost.
It is desirable to adopt the coarsest grid possible while obtaining enough accuracy, to
ensure a reasonable computation time. Several recent studies have adopted different
prescriptions for the grid, in the particular context of molecular cross sections for
exoplanetary applications61. In this section, I systematically investigate the effect of 61 Hill, Yurchenko,
and Tennyson (2013);
Grimm and
Heng (2015)
both the profile grid resolution and extent of the profile wings on the cross sections
to determine optimal values for these parameters.
2.4.1 Effect of Profile Grid Resolution
In this work I present a grid resolution that is adaptive with the equivalent width
of the Voigt profile for a given transition. This is given in Eq 47. This approach
allows for optimal computational time while ensuring high accuracy of the cross
sections. In this formulation the grid in frequency space I use to evaluate the Voigt
profile (sub-grid) is defined by Eq. 51. Evaluating this spacing at ⌫ =500 cm-1
gives a conservative estimate of the width of a Voigt profile where the Gaussian
component is narrowest. (See Equation 35.) This also corresponds to a wavelength
of 20 µm which is the longest wavelength of interest in the present work. This is
the upper wavelength limit of the infrared observations of exoplanet atmospheres
for instruments such as MIRI on JWST. The necessary grid spacing can become very
wide at high pressures (P& 1atm) where the equivalent width of the Voigt profile
becomes large. Therefore, I place an upper-limit of 0.01 cm-1 on the grid spacing.
The grid can become no coarser than this.
This spacing is coarser than that used in some previous studies, but is optimised
for computational time and accuracy in computing cross sections. For example the
spacing used in Hill, Yurchenko, and Tennyson (2013), as shown in Table 2.3 and
referred to here as a staggered grid, is finer than the grid employed here. This is
in part due to that work concerning only thermal broadening where their profile
is Gaussian and much narrower requiring finer grid spacing to accurately assess.
Figure 2.3 shows a comparison between the spacing of my adaptive grid and the
staggered grid for a representative temperature of 1000 K. Both grids are much finer
than the Voigt width for each pressure case, (upper panel). While a fine grid spacing
gives highly accurate profiles using the staggered grid can lead to unnecessarily
high resolution, especially in the limit of high pressures where the profiles become
inherently very broad. This can be computationally expensive particularly for high
pressures. The grid I propose in Eq. 51, referred to here as an adaptive grid as its
spacing with changes in pressure, uses fewer points at higher pressures to overcome
this problem while preserving the accuracy.
To create an accurate cross section we need to accurately represent the transition.
The broadening profile must have a normalised area of 1. This ensures we neither
underestimate or overestimate the contribution of the transition. To normalise the
profiles I compute the area under the curve using a simple trapezium rule. When a
profile is only sparsely evaluated this approach will tend to a greater area estimation,
producing a lower intensity contribution from each line profile after normalisation.
42 the effects of pressure broadening on exoplanet atmospheres
Figure 2.3: Comparison of grid spacing in my adaptive grid with that in the staggered grid
from Table 2.3 of Hill, Yurchenko, and Tennyson ( (2013)) for different pressures.
Top: The coloured lines show the Voigt profile widths at different pressures and
a representative temperature of 1000 K. The staggered grid spacing is shown in
dashed line for reference, demonstrating that the grid spacing is well below the
Voigt profile width for pressures down to 10-4 atm. Bottom: The coloured lines
show the adaptive grid spacing I use. For high pressures (>1 atm), the minimum
spacing is fixed at 10-2 cm-1 as profiles become very broad. While my grid spacing
is coarser than the staggered grid spacing for high pressures the resultant effect
on the cross sections is small, as shown in Fig. 2.4. Note that a single value of
broadening width and temperature scaling has been adopted for this figure.
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Figure 2.4: Comparison of adaptive grid with staggered grid from Table 2.3 . Voigt profiles
are mapped to a fine grid from equation 51. The integrated area under the profile
for the adaptive case is compared with that for the staggered case to produce this
result. Only pressures of ⇠100 atm are affected significantly by the resolution of the
adaptive grid beyond a few percent. Below 1 atm the difference is ⇡ 0.2% or less.
This results in a small percentage of “missing” intensity. To test the validity of my
approach I analyse this amount of missing intensity in a single profile when cal-
culated using the adaptive grid compared with the finer, staggered grid from Hill,
Yurchenko, and Tennyson (2013). This is done for each T and P point. The results are
shown in Figure 2.4.
In order to test my adaptive grid and how well it approximates the Voigt pro-
file it is compared with the staggered grid using a wide cut off of  ⌫c=100 cm-1
wavenumbers for each pressure and temperature case. Here I take one profile per T
and P point and map to each grid. The profiles are generated in the same way as in
section 2.2.2. Any difference in the profiles will effect the integrated area, which is
used for normalisation. I consider the staggered grid to be high enough resolution in
all cases that it will produce an accurate area estimation. The comparisons have been
conducted over a range of wavelengths but here I select a representative wavelength
of   =2µm for illustration. The difference in the final output of these grids is very
small, with .0.2% of intensity missing at P<1 atm. At P=10 atm a maximum of 2%
of the original intensity is missed at low temperatures. The largest differences found
are ⇠10% for pressures of 100 atm. I find that in such cases the cut off chosen  ⌫c is
too narrow for the extreme case of P=100 atm. Such high pressures are not directly
observable for exoplanet atmospheres, based on this difference I recommend that
pressures of & 10 atm are not used. For the 10-4 to 10 atm pressure range I find the
adaptive grid to be very accurate, particularly after binning to the final output grid
with a spacing of 0.01 cm-1 which corresponds to a spectral resolution of R=105-106
at   <10 µm.
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2.4.2 Effect of Profile Evaluation Width
In order to accurately account for the contribution of the line wings the broaden-
ing profile must be evaluated over a wide enough range centred on the line centre.
However, due to computational efficiency this must be finite. The edge up to which
the profiles are evaluated is referred to here as a cut off value ( ⌫c), as discussed in
section 2.3.2. This cut off value determines the extent of evaluation of the profile as
well as its normalisation as described in Eq. 52. The choice of  ⌫c has already been
noted in the field as an important factor in computing cross sections62. A common62 Sharp and
Burrows (2007);
Grimm and
Heng (2015)
approach is to apply a cut off in wavenumber, with values ranging between 10 and
100 cm-1, especially for high pressures as discussed by Sharp and Burrows (2007).
Another approach is to take a number of Lorentzian widths from the centroid such
as in Grimm and Heng (2015). However this does not take into account the full width
of the profile after its convolution with the Gaussian component. I employ a cut off
in multiples of Voigt widths, given by Eq 51 and implemented in Eq 52. The  ⌫c in
this approach adapts with both the Lorentzian and Gaussian components, ensuring
that the wings of the profile are accounted for in an adaptive manner depending on
the broadening conditions.
Based on my investigation I find 500 Voigt widths to be sufficient for current
applications, including JWST-like resolutions and VLT applications, with small un-
certainties.  ⌫c is increased to 1000 Voigt widths at pressures of 1 atm and above
as the pressure broadening increases. Several cut off values have been investigated
to establish the optimal balance between accuracy and computational time. As dis-
cussed above, I use multiples of Voigt widths to establish a cut off that adapts to
the specific profile. When using too few Voigt widths lower intensity lines are un-
derestimated. This is due to the lack of additional intensity from the wings of high
intensity neighbours. The underestimation in the profile wings is 10% for H2O at
the native spacing. However, this underestimation is confined to the lowest intensity
transitions with high intensity neighbours, which are by their nature confined within
high intensity features.
2.5 effect of pressure broadening on cross sections
In this section I systematically investigate the errors introduced in molecular cross
sections by various parameters and assumptions involved in implementing pressure
broadening. I focus on the H2O molecule, which has the most complete line list
and broadening data currently available for exoplanet atmospheres. I investigate
the dependence of the cross sections on the following key factors: (a) pressure and
temperature, (b) average versus line-by-line treatment of broadening parameters, (c)
spectral resolution (i.e. binning) of the cross sections, and (d) broadening agent.
The effect of pressure broadening on cross sections as a function of pressure and
temperature is shown in Figure 2.5. In general, an increase in temperature will mute
the absorption features. This is due to the lower transitions becoming more popu-
lated. As pressure is increased, the broadening becomes much stronger due to the
wide Lorentzian. This causes a smoothing of the whole curve. Figure 2.5 shows the
cross sections at a resolution that is evenly spaced in frequency. By converting this
into a resolution that is reflective of future instruments I can quantify the change we
might expect to observe due to pressure broadening.
2.5.1 Definition of Change Due to Broadening
The cross sections for any molecule can span many orders of magnitude over a
given spectral range and features very drastically with wavelength. Because the cross
section is so varied defining a robust metric to quantify the error is challenging. For
example, a simple metric such as a ’mean difference’ across the entire spectral range
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Figure 2.5: Cross sections for H2O at various temperatures and pressures using air broadening
at a grid spacing  ⌫ of 0.1 cm-1 wavenumbers.
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available is often skewed by one or two errant lines. On the other hand, focusing
on lines with maximum error places undue emphasis on the lowest intensity lines,
which will see the highest fractional change. Conversely, focusing on the highest
intensity lines is unreliable because they are not representative of the line population.
I use the median percentage difference across the entire spectral range as my metric
of choice to quantify the change in cross sections due to any aspect of broadening.
The median percentage change in cross section for each line is defined as
  = Median
⌦ -  0
 0
↵
 
⇥ 100 (53)
where  0 and   are the cross sections before and after incorporating the particular
pressure broadening prescription, and the median is evaluated for cross sections
computed over the entire wavelength range of interest, 0.5 - 20 µm.
2.5.2 Line-by-line versus Mean Broadening Parameters
As currently there is a lack of line-by-line broadening parameters for several molecules
it is often unavoidable to rely on sparse broadening data when computing pressure
broadened cross sections, as discussed in section 2.2.3. In such cases broadening pa-
rameters are available only for a few lines or only at certain temperatures. In this
work values for the broadening parameters are based on the available data and the
mean value is applied across all the lines. In this section I investigate the differ-
ence such an approach makes to the cross sections overall compared to cases where
broadening parameters are available for all the lines.
For purposes of demonstration, I use the latest line list of H2O from the HITEMP
database which includes line-by-line broadening parameters with air broadening.
In one case, I calculate H2O cross sections over a wide range of temperatures and
pressures using detailed line-by-line values for the air-broadening parameters. In
another case, I adopt constant values for the broadening parameters averaged over
the entire line list and apply those values for broadening every line. The median
percentage difference in the cross sections derived from the two cases with a grid
spacing of 0.01 cm-1 is shown in Figure 2.6. At this resolution I find that using
mean broadening values can result in cross sections that are inaccurate by up to
20% for observable pressures (⇠0.1 bar) and low temperatures (T .500 K), where
pressure broadening is strongest. For lower pressures and higher temperatures the
effect is less pronounced. For lower resolutions, the differences reduce. Therefore,
when numerous lines are available to calculate representative average values for the
broadening parameters the mean treatment of pressure broadening is a reasonable
approximation.
Figure 2.6 shows this difference to decrease as pressure increases. In high pressure
cases the broadening becomes wide enough such that many profiles begin to overlap.
This effectively smooths the information and causes the differences in profile shapes
to be less distinguishable. From Figure 2.5 this effect is more clear. We see at high
pressures much of the information from the individual transitions is lost. This effect
occurs at pressures greater than 0.1 atmospheres implying that for high pressures
of P&1 the detailed broadening parameters for each transition may not affect cross
sections as much. However at high pressures there are other problems, such as the
cut off width discussed above.
2.5.3 Effect of Spectral Resolution
One of the most important questions that can be answered in this work is how the
difference created by pressure broadening to molecular cross sections is influenced
by spectral resolution. I use H2O as my case study and consider cross sections in
the HST G141 bandpass (1.1-1.7 µm). This has a significant water feature (see Chap-
ter 3 for more detail on HST and water absorption). Observations of exoplanetary
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Figure 2.6: Effect of mean versus detailed pressure broadening. The curves show comparisons
between cross sections obtained using mean values for all the line broadening pa-
rameters versus those obtained using detailed line-by-line broadening parameters.
These results are for the highest-resolution spacing of 0.01 cm-1, corresponding to
a resolution of 105-106 at   <10 µm.
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Figure 2.7: Comparison of molecular cross sections in the WFC3 G141 bandpass and the NIR-
Spec bandpass at HST-like and JWST-like resolutions, respectively. The cross sec-
tions are generated using air broadening for all the molecules. Degeneracies be-
tween the specific molecule, the abundance of the molecule and the temperature
can be harder to break at lower resolutions, however JWST’s improved wavelength
and resolution will help break these degeneracies in future.
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spectra are conducted over a wide range of spectral resolution, ranging from broad-
band photometric observations and low resolution spectra (R . 100). Resolution can
greatly influence how an observed spectrum can be interpreted and can break the
degeneracies between the presence of different molecules. For illustration, Fig. 2.7
shows molecular cross sections of several molecules binned to the spectral ranges
and resolutions achievable with HST (WFC3 G102 and G141 grisms, R⇠100) and
JWST (NIRSpec, R ⇠3000). At the higher resolution of JWST it is much easier to break
the degeneracies and identify molecules. The longer spectral range from JWST gives
more potential to search for molecules.
In this section I discuss the effect resolution has on   as a function of pressure and
temperature. I find that at the highest resolutions and lowest temperatures (R=105
and T=500K) pressure broadening can introduce a difference to the final cross sec-
tion of  =1000% for P=0.1 atm. For lower resolutions of R=5000, similar to those
that will be attainable with JWST, the differences become much smaller. However at
low temperatures (T=500K) and high pressures (P=1 atm) a   of 40% is found for
H2 broadening at R=5000. For low resolution spectra (R.100) of exoplanets, that
are possible with current instruments, for representative exoplanetary temperatures
(T=500K-2500K, P.1 atm) and H2 rich atmospheres, I find the median difference in
cross sections to be .1%.
Figure 2.8 shows   as a function of P and T. I find that   increases with increasing
resolution, reaching differences up to 100% or higher for R & 104, P & 0.1 atm, and
T . 500 K. For example I find that at a nominal pressure of 1 atm   can be as high as
100% for R ⇡104 or more, as shown in the upper panel of Figure 2.8. For the highest
resolutions possible today of R ⇠ 105,   & 100% even for pressures as low as 0.1 atm.
Similarly, the lower panel of Figure 2.8 shows the variation in   with temperature
for a nominal pressure of 1 atm, showing   can be very high (& 100%) for T < 1000
K for R >104. Consequently, I find that it is very important for atmospheric models
to include pressure broadening when interpreting high-resolution spectra (R& 104)
of exoplanet atmospheres observable with current and upcoming facilities (e.g. VLT,
Keck, and E-ELT). Otherwise, the derived molecular abundances will be limited by
a minimum uncertainty of more than 100% due to inaccurate cross sections. For R
< 104,   is reduced reaching a maximum of ⇠ 10% for pressures of relevance to
exoplanetary atmospheric observations of P . 0.1 atm. Figure 2.9 shows many slices
across these plots with both H2 broadening and self broadening. Self broadening has
a larger effect on the cross sections than H2 broadening, as discussed in section 2.5.4.
2.5.4 Effect of Broadening Agent
Another important factor in pressure broadening is the primary broadening agent
in the planetary atmosphere. As shown in Eq.36, the broadening agent governs the
Lorentzian HWHM of the broadening profile. Molecular line lists containing pres-
sure broadening data, e.g. HITRAN or HITEMP, typically contain data for self and
air as the broadening agents, motivated by the terrestrial applications which HI-
TRAN was originally intended for. However, for giant planetary atmospheres H2
is the dominant broadening agent and is of particular relevance for studying atmo-
spheres at high spectral resolution and photometric precision. Accurate line-by-line
H2 broadening data for high temperatures are still elusive for most molecules of in-
terest though a few molecules have data available, particularly for H2O63 and more 63 Partridge and
Schwenke (1997)recently for CO64.
64 Li et al. (2015)Here, I investigate the effect of broadening agent on the median accuracy of
molecular cross sections for a representative case. I consider the case of H2O for
which I have line-by-line broadening parameters with H2, self, and air as broaden-
ing agents65. To illustrate the differences made by changing the broadening agent I 65 Partridge and
Schwenke (1997)have used cases where the molecule is broadened only by a particular molecule self,
air, or H2 (i.e. the partial pressure is 1 in each case). Figure 2.10 shows the median
percentage difference in cross sections caused by each of the three scenarios com-
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Figure 2.8: Effect of resolution on median difference between H2O cross sections when pressure
broadening is included compared with a Gaussian-only case across the WFC3 band
pass range of 1-1.7 µm. Here I show H2O broadened by H2 though stronger broad-
ening can be achieved using self broadening as discussed in section 2.5.4. (Note:
Here the individual points of the T,P and R grid have been linearly interpolated
over for plotting purposes. Hill, Yurchenko, and Tennyson (2013) discusses interpo-
lation between temperature and pressure points.)
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Figure 2.9: Effect of resolution at different temperatures and pressures on H2O cross sections in the WFC3 bandpass. Median percentage
difference between cross sections evaluated including pressure and cross sections evaluated with a Gaussian-only, thermal broadening.
At high resolutions, high pressures and low temperatures there is the largest change to cross section. At the highest resolution of
R=100,000 the median difference can be more than 1000% for H2 broadening. I see that H2 broadening of H2O is consistently weaker
than self broadening. Resolutions of between R=100 and R=100,000 are shown in colours given by the top right panel.
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pared to Gaussian-only broadening for an illustrative case with resolutions of 104
and 105 and T = 500 K.
Figure 2.10 shows that it is important to carefully choose broadening agents be-
fore generating cross sections for different planet types. Firstly, self-broadening can
cause significantly higher   values compared to air or H2 broadening at observable
pressures (P ⇠ 0.1 - 1 atm). Secondly, the differences between H2 broadening and air
broadening are relatively small in the H2O case. Therefore, while modelling H2-rich
atmospheres in the absence of any H2 broadening data for H2O molecules, though
not ideal, it is more advisable to use air broadening than self broadening. When mod-
elling atmospheres of low-mass exoplanets, e.g. super-Earths that can have volatile-
rich atmospheres such as H2O-rich or CO2-rich atmospheres, it is important to use
cross sections that are generated with the appropriate broadening agent. For exam-
ple, for H2O-rich atmospheres self-broadening of H2O should be considered in the
cross sections rather than air broadening.
There are wide ranges of temperatures and pressures in exoplanet atmospheres
that are accessible to current and upcoming observations. This will present a new
challenge and line-by-line broadening parameters are required in molecular line
lists for different broadening agents. In particular, there is a critical need for high-
temperature (& 500 K) H2 broadening data. The most observable atmospheres are
those of hot and giant exoplanets with H2-rich atmospheres, for which very high
resolution spectra (R ⇠ 105) are also currently being reported. In the mean time, it
is advisable to use air broadening where available for such atmospheres. While not
ideal, air broadening provides closer cross section estimates to H2 broadening for
H2O. It is also an improvement on incorporating no pressure broadening at all.
A realistic atmosphere will contain many different molecules, contributing broad-
ening from many different species. For smaller planets I expect atmospheres that are
more complex, containing more massive molecules with high abundance. This will
effect the pressure broadening particularly as the partial pressure will no longer be 1
and there will be contributions from many species. In such cases I expect the contri-
bution to vary depending on the abundance of more massive broadening molecules
with greater pressure broadening parameters. My current work gives an estimate for
the most extreme cases of H2O or H2 dominated atmospheres.
2.6 effect of pressure broadening on transmittance
A thorough investigation of the effect of pressure broadening on fully modelled ex-
oplanetary spectra is non-trivial and beyond the scope of the present study. Many
factors such as the inhomogeneous P-T structure and composition of the atmosphere
will determine the final spectrum. Nevertheless, as a simpler exercise, here I asses
the effect of pressure broadening on the transmittance through an atmosphere repre-
sented by a uniform column of gas. As in other parts of this study, I use H2O as the
only absorbing species and consider pressure broadening in a H2-rich atmosphere.
Cross sections are used in atmospheric codes to determine the resultant inten-
sity transmitted through a column of gas. Usually, the column will undergo some
changes in pressure, temperature, and number density over the length of the column.
These factors combine to give an optical depth ⌧  where
⌧  =
Zz2
z1
n  dz (54)
where z is length through the column, n is the abundance (number density) of
the molecule and    is the cross section which is a function of wavelength. The
abundance of a molecule is determined by the temperature and pressure of the
column by the simple gas law
P = nkBT . (55)
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Figure 2.10: Effect of broadening agent on cross sections. The curves show median difference
pressure broadening induces when compared with Gaussian-only cross sections
when broadening agent is changed. Here the H2O molecule is considered at
R=10,000 and R=100,000 at a temperature of 500 K, chosen since lower tempera-
tures provide the highest effect from pressure broadening. The figure illustrates
that self broadening is 400% stronger on average than H2 broadening and that air
and H2 broadening are comparable in magnitude.
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Figure 2.11: Effect of pressure broadening on the transmittance in an idealized atmosphere
(see section 2.6). The contours show the maximum percentage difference in trans-
mittance, i.e. the scale factor e(-n x), induced by considering cross sections with
pressure broadening versus those with Gaussian-only thermal broadening in the
HST WFC3 bandpass. The relative difference is shown for a wide range in key pa-
rameters: pressure (P), spectral resolution (R), and maximum optical depth in the
WFC3 bandpass (⌧); a nominal temperature of 1000 K is chosen for illustration but
the general temperature-dependence is discussed in section 2.6. Here the individ-
ual points of the T,P and R grid have been linearly interpolated over for plotting
purposesHill, Yurchenko, and Tennyson (2013)
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The optical depth gives a measure of how much intensity will be transmitted
through a column of gas based on these properties. For a source intensity (I0 ), the
resultant intensity (I ) at the end of the column is given by
I  = I0 e
-⌧  , (56)
where the scale factor e-⌧  is the transmittance.
In order to make a meaningful comparison between the effects of altering the
cross section on emergent intensity as a function of pressure and temperature I
choose to fix ⌧ to a single value. Here, I assume the column of gas to be at a given
constant pressure and temperature, and hence constant density. The length of the
column is allowed to vary in order to contain the same ⌧ regardless of pressure and
temperature. As ⌧ is also a function of wavelength its value alters depending on the
particular molecular feature. To fix ⌧ I take the value at the peak of the water feature
near 1.4 µm in the WFC3 band. If only the cross section    is changed, between a
pressure broadened case  1  and an unbroadened case  2  which will each have
intensities I1  and I2 , I can then find the effect pressure broadening has on the
transmitted intensity. This is given as
I1  - I2 
I2 
=
e
-
Rz2
z1
n 1 dz - e
-
Rz2
z1
n 2 dz
e
-
Rz2
z1
n 2 dz
(57)
As I assume a gas of the same number density at each pressure and temperature
point then I can assume
A =
Zz2
z1
ndz = nx (58)
where x is some distance scale. Substituting this I find
 I  =
I1  - I2 
I2 
= (e-A( 1 - 2 ))- 1. (59)
Using the cross section across the WFC3 bandpass of 1-1.7µm and binning down
to a given resolution I can find the difference to the transmittance of the column of
gas as a function of wavelength. As discussed above, the length of the column is fixed
such that the maximum optical depth of the column in the given bandpass equals
a fixed parameter (⌧), for a given density corresponding to a given temperature
and pressure. I can then alter ⌧ to investigate the optically thin and optically thick
regimes as functions of pressure and temperature. I note that the change induced
in transmittance ( I ) across a given bandpass is higher at wavelengths with higher
absorption, which are also of the wavelengths of interest to observations. I therefore
consider the max( I ) in the WFC3 bandpass as my metric of choice in evaluating
the effect of pressure broadening on transmittance in that bandpass. This does not
take into account how signal to noise might affect taking such observations as zero
transmittance (e-⌧) implies no signal; however, here I consider only values of e-⌧
(which can have values between 0 and 1) that are greater than 0.01.
The effect of pressure broadening on the transmittance in my idealised column of
gas is similar to the effect on cross sections discussed in previous sections. Figure 2.11
shows the fractional difference pressure broadening makes to the transmittance as a
function of several key parameters: the optical depth (⌧), pressure (P), and resolution
(R). A temperature of 1000 K is chosen for illustration. For low resolutions (R.100),
 I  is .1% across for almost the entire range of parameters of relevance to exoplanet
atmospheres, particularly for P< 1 atm, T = 500 - 3000 K, and ⌧ < 5. This shows a
very low impact of pressure broadening in these regions.
 I  is higher for higher resolutions. Considering ⌧ < 1, P<0.1 atm, and T>1000K, I
find a maximum  I  in the WFC3 band to be 6% for a JWST-like medium resolution
of R = 5000, and 75% for a VLT-like very high resolution of R = 105.
This approach is simplistic as clearly it does not factor in the the changes that
could happen within the column in temperature and pressure however this does
give us a first approximation of the difference induced by changing cross sections
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Figure 2.12: Absorption cross sections of molecules in my database for a representative T=1400
and P=0.1 at a resolution of 0.01 cm-1 wavenumbers, using air broadening, with
the same relative abundances. Such cross sections have been generated for all the
molecules over a wide range of P and T using different sources of line lists and
broadening molecules. Sources are listed in Table 2.1.
on observations of transmission spectra of exoplanet atmospheres. In reality, light
travels through many layers of an exoplanetary atmosphere, with different tempera-
tures, pressures, and densities, before reaching the observer. The results above will
hold for a specific pressure but full spectral models of exoplanet atmospheres, both
for transmission spectra and emission spectra, are required for a comprehensive in-
vestigation of the effect of pressure broadening discussed in the present work.
2.7 cross-section database
In this work I present a range of cross sections for H2O, CO2, CO, CH4, NH3 and
HCN from a range of sources shown in Table 2.1. These have been investigated
with detailed, line-by-line calculations of the Voigt profile with pressure and thermal
broadening simultaneously included which no other database to date provides. The
cross sections span a temperature range of 300K-3500K and pressures of 10-4 to 102
atmospheres. Finally the cross sections have been created in a variety of resolutions.
The data in this work benefits not only from the addition of a further dimension of
pressure with an accurate broadening profile, but also in being generated uniformly
with the same code across molecules. This ensures low and consistent systematic
errors across my data. The full database is represented in Figure 2.12. I intend to
publish the cross sections used in this work on an online database for use by anyone,
with pressure included. I have also developed a small web applet to view the data
and pick out which molecules absorb strongly in certain regions, allowing optimal
observation windows to be found.
2.8 discussion and summary
In this work I present a systematic and quantitative investigation of the effects of var-
ious aspects of pressure broadening on molecular cross sections. These directly im-
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pact modelling efforts of exoplanet atmospheres. I use H2O as my primary molecule
of choice for this investigation, as it has the most complete absorption line data.
The factors I investigate include the resolution and evaluation width of Voigt pro-
files, pressure versus thermal broadening, broadening agent, spectral resolution, and
completeness of broadening parameters. I investigate in detail the effect of pressure
broadening, both on absorption cross sections under varied conditions and on the
transmittance of a transmittance in a simple 1D gas cube. I use the optimal methods
resulting from this investigation to systematically and homogeneously generate a
library of pressure-broadened absorption cross sections. These span a wide range of
temperature, pressure, and spectral resolution for a variety of molecules relevant for
exoplanet atmospheres.
This study allows us to address the question of the inaccuracies introduced to
molecular absorption cross sections from pressure broadening, both in the context
of current and future observational capabilities. As new instruments come online
with improved specifications we will have access to a wealth of high resolution data
on exoplanet atmospheres. The interpretations of these data sets will be impacted
by basic model inputs, such as cross sections. The comparisons presented here show
in detail the magnitude of the errors I can expect in these fundamental inputs to
atmospheric models across a range of parameters.
To generate cross sections I follow a prescription of mapping line intensities broad-
ened by an appropriate function to a fine ’sub-grid’ which finely samples the profile
of the line. This is iterated over each transition from the source and binned to an
output grid with a lower resolution, for further use. The lines are broadened by
either a Gaussian-only model, (which uses only thermal broadening,) or a Voigt pro-
file, (which combines the Gaussian thermal and Lorentzian pressure broadening,)
evaluated using the Faddeeva package66. 66
S. G. Johnson (2012)When evaluating the Voigt profile on a grid there are two clear sources of error.
Firstly, the grid spacing may be too wide, leading to a poor normalisation and mis-
representing the line transition intensity. Secondly, the wings of the profile may be
cut off prematurely, leading to small fractions of intensity from the wings being
missed. This is aggravated by the range of intensity values, which span many or-
ders of magnitude within a narrow wavenumber range. This leads to the wings of
isolated high intensity profiles affecting the continuum level of low intensity neigh-
bours greatly. This continuum can be underestimated when a cut off is too narrow.
I present a method of accurately evaluating the Voigt profile on a fine grid that
produces minimal errors in the final cross section at resolutions of interest. This is
achieved with a spacing that is adaptive based on temperature and pressure. The
grid I adopt is found to be as accurate as the grid from Hill, Yurchenko, and Ten-
nyson (2013) to within ⇠0.2% at pressures of 1 atm or less. This grid gives a vast
saving on computational time, particularly for high pressures. I pair this grid with
a cut off value,  ⌫c, of 500 Voigt widths (raised to 1000 above pressures of 1 atm).
 ⌫c describes the separation around the wavenumber centroid of the line transition
up to which the Voigt profile is evaluated. Having investigated a range of values at
different resolutions I find 500 Voigt widths to be sufficient both to provide good
normalisation for the profile and to evaluate far into the extensive Lorentzian wings.
When compared with other values of  ⌫c from literature I find my value to be more
accurate ( 10-100%) at low pressures (P= 0.1 - 0.001 atm) due to the Voigt width
adapting with both temperature and pressure as the Gaussian and Lorentzian com-
ponents change. This combination of  ⌫c and an adaptive grid provides low errors
for all resolutions discussed in this work up to R=100,000. I find errors of less than
1% (averaging ⇠0.2%) in the final cross sections at the peaks of transition features.
This increases to 10% within transition features at very low intensity, however I find
such transitions to be less likely to significantly effect observations and modelling re-
sults. Beyond this resolution it may be wise to increase  ⌫c and use a finer sampling
of the profile.
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In some cases broadening parameters for all lines are unavailable. A mean ap-
proach has been tested, where literature broadening parameters for a few lines are
averaged and applied to each profile. I find that, when taken across a wide wave-
length range, the differences between cross sections generated in a line-by-line man-
ner and those with a mean broadening parameter applied is up to 20%.
I have investigated the influence of different broadening agents on the cross sec-
tions, using H2O as a case study. The broadening agents are air, (N2), H2 and self
broadening, which is H2O in this case. Generally, self broadening is significantly
stronger than H2 broadening by about a factor of 4 on average across the range of
pressure, temperature, and resolution. For H2 broadening I see a smaller effect on
cross sections than that due to self broadening or air broadening.
H2 is the dominant component for giant exoplanet atmospheres that are most
amenable to spectroscopy. Information on this broadening agent is currently un-
available for many molecules. I find air broadening produces a closer result to H2
broadening.
I find the effect of pressure broadening to be varied depending on the resolution,
pressure and temperature. I choose to measure the change induced to H2O cross
sections due to pressure broadening using the median percentage difference. This
provides a reasonable estimate of the characteristic difference, though it is possible
to induce higher changes for specific lines. Generally, the differences are larger for
higher resolutions, higher pressures, and lower temperatures. For low resolution
spectra of exoplanets that are possible with current instruments (R.100), I find this
error to be small. For representative exoplanetary temperatures (T=500K-2500K, P.1
atm) and H2 rich atmospheres I find the median difference in cross sections intro-
duced by various aspects of pressure broadening ( ) to be .1%. For higher resolu-
tions (R.5000), including those attainable with JWST, I find that   can be up to 40%.
For very high resolution spectra (R⇠105) pressure broadening can introduce much
larger errors. For low temperatures (T.500K)  &100%, reaching & 1000%. Such a
case could be found with instruments such as CRIRES on the VLT (and in the future
E-ELT) if cool H2-dominated targets were observed. For hotter targets of T=2000K
this reduces to 15%.
Even with very high resolutions current hot Jupiter targets with temperatures
of 800K-2500K will not be greatly effected by differences induced from pressure
broadening at pressures of .0.1 atm. A more significant change is found at pressures
of 1 atm or above, though current observations of exoplanet atmospheres typically
probe pressures below 1 atm67. Data on cool targets at high resolution is currently a67
Madhusudhan (2012) distant future prospect and we are unlikely to be affected by this level of uncertainty
in the near future. However, even with the lower temperature end of hot Jupiter
targets (T⇠1000K) and modern day instruments such as the VLT pressure broadening
can cause discrepancies in the cross section of 30-200% for H2 dominant atmospheres
with P=0.1-1 atm.
A great deal of work has already been done on obtaining spectra for exoplanet
atmospheres using the VLT (for example Snellen et al. (2010); Brogi et al. (2012);
Birkby et al. (2013); de Kok et al. (2013)) and in that work line profiles themselves
can be resolved. This work would impact inferences made on exoplanet atmospheres
with CRIRES. Additional work is needed to assess whether the data from the VLT is
sufficient to observe pressure broadening in exoplanet atmospheres.
Molecular cross sections are degenerate with abundance in atmospheric models
and any error in cross sections results in an uncertainty in abundance measurements.
From this work I find that for cool targets (T⇠500K) at high resolutions (R&105) I
would expect uncertainties in the abundance measurements of at least 100%. This
is purely from the cross section inputs to atmospheric models over those that do
not include pressure broadening for H2 dominated atmospheres. A true spectrum
involves many cross sections from an atmosphere with many layers of temperature
and pressure and an observation through many optical depths which will compound
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this difference. For a true estimation of the difference pressure broadening will make
to abundances full, rigorous atmospheric models are needed.
A final investigation has been undertaken to assess the difference including pres-
sure broadening in cross sections makes to the transmitted intensity through a
uniform column of gas, as a function of the pressure, temperature, spectral reso-
lution, and optical depth. My investigation focused on an idealised column of H2-
dominated gas with H2O as the only absorber in the HST WFC3 G141 bandpass
(1.1-1.7 µm). For low resolutions (R.100), I find the relative change in transmittance
( I ) to be .1% across the HST WFC3 G141 bandpass (1.1-1.7 µm) for almost the
entire range of parameters of relevance to exoplanet atmospheres. For representative
parameters of ⌧ < 1, P<0.1 atm, and T>1000K,  I  can be up to 6% for a JWST-like
medium resolution of R = 5000, and 75% for a VLT-like very high resolution of R =
105.  I  can be even higher for higher T, lower T, and larger ⌧. While for R . 5000
the  I  are still below ⇠100%, for very high resolutions (R⇠105)  I  can be as high
as ⇠2000%.
Ultimately, my work suggests that incorporating pressure broadening to compute
molecular cross sections for atmospheric models will be necessary, depending on the
desired accuracy in molecular abundance estimates retrieved from spectra. Across all
the various factors considered in this work, for low resolution observations (R.100)
of exoplanetary spectra that are currently possible, e.g. with HST, the median dif-
ferences in cross section induced due to accurate pressure broadening is found to
be .1%. For medium resolutions (R⇠5000), similar to those possible with JWST, the
differences are expected to be at the .40% level. For very high resolution spectra
(R⇠105), that are possible with current instruments such as CRIRES on the VLT (and
future large ground-based telescopes such as E-ELT), significantly higher differences
are possible of 100% or larger, depending on other factors discussed above. In the
case of CRIRES observations in work such as Snellen et al. (2010) this is particularly
important as line profiles are combined in that work to improve signal to noise.
With atmospheric characterisation becoming an ever more important part of ex-
oplanet research we can see that pressure broadening will impact us in the future.
With medium and high resolution spectra of exoplanets, both hot and cool, we can
expect my abundance measurements to be affected in some way. Beyond that we may
be able to detect and characterise the pressure in the atmospheres of other planets
by finding regions of wavelength space particularly affected and using high resolu-
tion spectra. This goal would be difficult to achieve even with a wealth of molecular
data at my disposal as signal to noise ratios for such data are likely to be low. The
structure and dynamics of a full atmosphere leads to a convolution of many profiles
making characterisation of pressure broadening exceedingly difficult. Other factors
such as wind speed and Doppler broadening provide further barriers. These will
be the ultimate challenges of the future when we will eventually be able to conduct
very high resolution spectroscopy of cool low mass exoplanets.

Part III
EXOPLANET AND STELLAR SPECTRA FROM HST WFC 3

3BU ILD ING A UNIFORM REDUCT ION OF HST WFC 3
TRANSMISS ION SPECTRA
The study of exoplanets allows us to uncover the diversity of planets beyond our
own. If we are to learn more about these worlds and their ability to host life, we
must first understand what they are made from. This can include measuring their
temperatures based on their distance from the star, analysing compositions based on
their density, observing hot spots using phrase curves and measuring the activity of
their host star. Understanding the atmospheres of these planets gives astronomers
insight into the surface conditions. This can range from analysing the level of haze
in an atmosphere, observing a cloud deck or deriving abundances for molecular
species68. By observing exoplanet atmospheres astronomers can model the differ- 68 see; Sing
et al. (2016)ent conditions we might expect on planet surfaces, and how that might effect their
habitability.
HST Wide Field Camera 3 has been utilised over the last several years to observe
exoplanet atmospheres, with more than 1000 Hubble orbits spent on the endeav-
our. HST’s Wide Field Camera 3 instrument offers coverage in the near-IR above the
terrestrial atmosphere, allowing us to observe water without contamination. While
its modest resolution (R⇠30) is unable to resolve absorption lines, the long wave-
length coverage (1.1 to 1.7µm) enables a significant water feature to be observed.
This window is also free from contamination from other molecules (see Chapter 2).
These benefits have lead to over 30 unique exoplanets being observed with HST in
transmission in order to assess their water content.
The hottest, largest exoplanets have been chosen as targets for HST, owing to their
extended atmospheres. (See Tables 3.1 and 3.2 for lists of the most recent observa-
tions for exoplanet atmospheres.) These are planets with no solar system analogues.
With the advent of instruments such as JWST, E-ELT and beyond we will push this
boundary down to smaller, earth-like planets. To prepare for this new age of detailed
exoplanet study we can use the wealth of data we already have at our disposal. We
can also identify the best targets for further follow up observations.
In this work I develop a new pipeline to reduce HST WFC3 observations and com-
pare exoplanets as an ensemble. There are no accepted methods for the reduction
of HST WFC3 spatial scan data in the literature. By creating a pipeline I can 1) uni-
formly create transmission spectra for all targets, mitigating the same systematics,
allowing meaningful comparison 2) investigate the level of systematics in each target
to find the best observing strategy 3) create reproducible results with no decisions
needed from the user. To do this I have created and improved several reduction
steps, including an oversampling technique, removing subpixel shifts and stretches
from the detector and improving the divide OOT technique from Berta et al. (2012)
(see Section 3.2.2). I have implemented all stages in one code pipeline which can
convert quickly any ’_ima.fits’ files from WFC3 into transmission spectra with no
user interaction.
I create transmission spectra for 30 unique exoplanet atmospheres using archival
HST WFC3 data. This set includes every publicly available WFC3 IR spatial scan
observation of exoplanets to date, with the exception of those that could not be
reduced by my pipeline automatically due to multiple sources on the detector, data
scanned off the edge of the detector or data without exoplanet transits.
Comparing these planets as an ensemble allows me to correlate exoplanet proper-
ties with observational properties and make empirical claims about the strength of
water feature in a variety of exoplanet atmospheres. In this work I present a relation
between the scale height of the planet, (a metric dependent on the mass and tem-
perature of the planet,) and the observed water feature height. Using this relation I
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find that there are 79 excellent candidates for spectroscopic follow up observations
with HST with a high probability of a strong water signal(& 200ppm). This includes
9 targets with radii smaller than 1 Jupiter radius.
The reduction process for the data is split into three stages. Firstly, the raw data
are corrected for systematics on the detector, such as hot pixels, cosmic rays and
different pixel areas. Secondly, the position of the source must be assessed in order to
accurately stack the individual spectra and create a calibration solution. Finally, the
individual light curves are cleaned and normalised. After the final cleaning stages a
transmission spectrum can be produced.
In this chapter I will discuss my work in developing a pipeline to process exo-
planet atmospheric spectra taken with HST WFC3. I have introduced the concept of
exoplanet transmission spectroscopy in Chapter 1. I introduce the WFC3 instrument
used for these observations in section 3.1. The corrections I apply to the raw data are
discussed in section 4.3. In section 3.3 I propose two methods for correcting for sub-
pixel shifts in the source position to produce more accurate stellar spectra. In section
3.4 I discuss the wavelength calibration procedure. I discuss light curve corrections
in section 3.5. I introduce three methods to fit the transmission spectra and show
the benefits of each in Section 3.6. In Section 3.7 I validate transmission spectra with
comparisons to literature results. In Section 3.8 I show the sequence of transmission
spectra created in this work and discuss the strength of the water feature.
3.0.1 A Sequence of Exoplanet Atmosphere Spectra
Sing et al. (2016) presents a sequence of transmission spectra of 10 hot Jupiter planets.
These include full atmospheric retrieval, making a comparative study of their prop-
erties such as water abundance, clouds and hazes. Their sample includes data taken
with WFC3, Spitzer IRAC and HST STIS covering 0.3-5µm. It is their wide wave-
length range study allows them to measure the Rayleigh slope from hazes. They
show that strong water features are observed in clear atmospheres and weak water
features are measured in cloudy and/or hazy atmospheres. They suggest that ob-
serving weaker water features in hot Jupiter planets is not due to any depletion or
lack of water. It is only due to obscuration by opaque atmospheric clouds and hazes.
In this work I also aim to produce a sequence and compare a large sample of
exoplanet atmospheres. However, I will take a different approach; I will use a narrow
wavelength from one instrument (WFC3   = 1.15- 1.65µm) and a large sample of
30 exoplanet transmission spectra to compare exoplanet atmosphere properties. This
is a data driven approach, I will not use atmospheric models or infer any clouds or
hazes in these atmospheres. Instead I will focus on characterising the strength of the
water feature at 1.34µm. This approach allows me to be free from assumptions of the
atmospheric behaviour of exoplanets. I am able to use the WFC3 band pass to create
a spectral sequence of exoplanets from water-poor to water-rich, shown in Figure
3.36. Finally, using this ensemble of planets I have shown a trend with the height of
the observed water feature and the planetary scale height. This has lead to a list of
transiting targets with a high probability of a strong water detection for HST WFC3.
These final targets are presented in Table 6.1.
3.1 hubble space telescope
The Hubble Space Telescope (HST) was launched in April 1990 and continues to
function today. HST is in a close orbit to the Earth taking 96 minutes to complete
one orbit. The near Earth orbit causes data to be missing during the Earth occulta-
tion. This can cause problems with observations having large gaps. Observers must
be careful when scheduling observations of exoplanet transits to ensure that obser-
vations are taken during the ingress, egress and main transit event.
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With the telescope being so close to the Earth it has been possible to send 4 ser-
vice missions to HST. These have enabled the replacement of instruments as well
as on-site repairs after electrical failures. The telescope orbits above the terrestrial
atmosphere and so the observations are free from seeing, allowing exceptional qual-
ity of observations at the diffraction limit. (0.15” for WFC3 G141). Infra-red (IR)
observations are also possible without the absorption of the atmosphere, which is
particularly important when observing water. Water absorption in the terrestrial at-
mosphere causes it to be opaque in large fractions of the near IR. This particularly
obscures observations of water on other planets when taken through the terrestrial
atmosphere. Crucially for this work the terrestrial water signatures do not pollute
the data, allowing us to measure water signatures from other planets with no confu-
sion from terrestrial signals.
3.1.1 Hubble Programs and Treasury Data
In this work I use archival data from HST Wide Field Camera 3 (WFC3). There are
several large treasury programs with many Hubble orbits on exoplanet host stars
during transits. Notably there are proposals 12181 and 14260 from Drake Deming,
proposal 13467 from Jacob Bean, proposal 13665 from Bjoern Benneke and proposals
12473 and 14767 from David Sing. These proposals have provided 1123Hubble orbits
on exoplanet observations using the IR detector. Several smaller programs with one
off observations of particular planets of interest have also provided exoplanet spectra.
This is one of the largest expenditures on a single science goal in the history of
Hubble, with the famous Ultra-Deep Field image using only 400 orbits. A list of all
of the observations of exoplanet host stars with WFC3 using the spatial scan mode
(discussed below) is given in Tables 3.1 and 3.2.
Of all of the HST WFC3 IR spatial scan programs that observed exoplanets 30
exoplanets have been used to use in this work, given in Table 3.1. Any observations
taken in stare mode, (see 3.1.3) and any observations where the guidance system
failed have been omitted. In this work I have built a set of codes that automatically
reduces the data with no input from the user. Because of this, any targets with further
complications have been removed from this analysis. This includes targets multiple
targets, multiple transits, eclipses or where the data has been scanned off the array.
Those datasets that have not been used are given in Table 3.2 with the reason they
have been excluded. All the data used in this work are publicly available through the
STScI Mikulski Archive for Space Telescopes (MAST) service. The transmission spec-
tra from each of these targets can be found in Section 3.8. The results are available
in a spectral sequence based on the height of the water feature in Figure 3.36.
The final 30 planets make a diverse atmospheric properties, larger than any work
to date including Barstow et al. (2017), who analysed 10 planets simultaneously. Ta-
ble 3.1 shows the final list of exoplanet targets used in this work with their proposal
numbers and the PI of that proposal. The planets are shown in a mass-radius di-
agram in Figure 3.1. Regions of Neptunian or Jovian planets have been included
based on the regions established in Chen and Kipping (2017), which models a mass-
radius relationship for bodies from moons through to stars. The planets in this work
cover a range of masses and radii similar to Neptune and Jupiter, probing a range of
possible atmospheres.
Table 3.1 shows that most of the newer planets observed in the 14260 treasury
program have not yet been published with transmission spectra. This is most likely
as the data has only been recently taken. Several of these targets show prominent
features in the 1.34µm region, which may be fromwater, including HAT-P-32b, Wasp-
52b and Wasp-76b, which are shown in the results section of this work in Figure 3.36.
The number of exposures are shown for each target in Table 3.1. There are a range
of strategies from extreme detail with a single planet (such as GJ-436b69) to rela- 69 Knutson
et al. (2014a)tively short observations covering more exoplanets (such as the planets in proposal
14260 where planets are observed with 50-80 exposures). GJ-436b is a particularly
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Figure 3.1: Mass-radius diagram of the planets with spatial scan mode data. (Note: K2-18b is
missing from this diagram as it does not currently have a mass estimate.) We see
a wide range of planet sizes similar to Neptune and Jupiter. Boundaries for each
region are taken from Chen and Kipping (2017).
small planet which is likely to have a low scale height, corresponding to a thin at-
mosphere and small change in transit depth. Many exposures and multiple transits
are needed to increase the change of observing molecular features in its atmosphere.
Proposal 14260 covers much larger planets that most likely have high scale heights,
(which should correspond to larger atmospheres), allowing measurements of their
atmosphere in only a single transit.
3.1.2 Wide Field Camera 3
Wide Field Camera 3 (WFC3) was one of the last instruments to be fitted on the Hub-
ble Space Telescope and provides spectroscopy across a wide range of wavelengths.
WFC3 has two channels, one in the ultraviolet (UVIS) and one in the infrared. Both
of these channels use grisms to split the light into a spectrum. A grism is a combined
prism and grating that can be rotated, allowing the same camera to take both stan-
dard images and spectra. There are two grisms on board; the redder G141 grism and
the bluer G102 grism. Due to the presence of the water feature at 1.34µm the red-
der grism is most commonly used in the observations of exoplanets. The response
functions for each of the grisms are shown in Figure 3.2.
Images from WFC3 are divided into two categories; direct images of the star
through one of the filters and grism images of the dispersed spectrum. An exam-
ple of each is shown in Figure 3.3. All grism images must be accompanied by a
direct image in order to locate the source on the detector and provide an input for
wavelength calibration.
Figure 3.4 shows an example dispersion from the G141 grism.70 Here the full70 Dressel (2014)
extent of the detector is needed (1014 pixels) in order to cover all of the orders of the
dispersion. Rather than read out the whole array most observers choose to read only
a subarray of the detector. This allows only the most useful order, (the first order)
to be read out. The 1st order dispersion contains approximately 80% of the light. In
cases where the second order has also been read out the observer could increase the
light to ⇡ 90%, however the response of second order is not as uniform as in the first
order and would miss much of the water feature. This is illustrated in Figure 3.2.
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Figure 3.2: The sensitivity curves of the blue G102 and red G141 grisms. Note that water has
a prominent spectral feature at approximately 1.34µm, making the red grism most
useful for observing water. The sensitivity curve converts the count rate, (counts per
second), into flux. See Section 3.4 for more details.
Figure 3.3: Example of the two types of images from WFC3. Left: Direct image of HD209458b.
Right: Grism image of HD209458b. Note the grism image has been spatially scanned
as discussed in Section 3.1.3. In this case there is an offset between the source ob-
servation and the spectrum. The spacecraft is moved between observations to allow
both to be central on the detector.
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The first order can be read out using the smallest subarray on the IR detector
(128x128 pixels). However, the edges of the dispersion will be missed making abso-
lute calibration of the source position difficult. The 256x256 subarray is most com-
monly used and easily covers the first order dispersion. Finally the 512x512 subarray
can cover the first and second orders. It also has the largest spatial extent, allowing a
longer spatial scan and more light to be collected. An example of the different read
outs from the detector is given in Figure 3.5.
Figure 3.4: G141 grism response as a function of wavelength, where a direct image of standard
star GD153 (circled) is overlayed on a grism dispersion with G141. The three spectral
orders can be seen on the right of the circle. The image shows the full 1014 pixels of
the detector in the x dimension and 200 pixels in the y dimension. Dressel (2014)
The G141 grism also introduces a tilt with respect to the dispersion (x) axis of the
detector. This tilt has been measured to be 0.5  71. The G102 Grism is also slightly71 Dressel (2014)
tilted at 0.7 . These tilts cause the spectrum not to lie perpendicular to the dispersion
axis. In section 3.3 I discuss how I mitigate the effect of this small tilt and other
geometric distortions of the image.
3.1.3 Spatial Scan
There are two observation modes in WFC3: stare mode and spatial scan mode (in-
troduced in April 2011.72). Stare mode is simply a fixed pointing at the source. In72 McCullough and
MacKenty (2012) scan mode sources are dispersed in place on the detector and read out. Spatial scan
mode was developed to distribute flux across multiple detector rows, ensuring high
count rates could be registered without saturation. This allows the measurement of
bright stars for long exposures, benefiting from an increased signal to noise ratio.
For example 55 Cancri, one of the most studied exoplanet hosts to date with 5 con-
firmed planets, is a magnitude 6 star. It will easily saturate the detector in less than a
tenth of a second in stare mode. The transits for these planets are shallow, requiring
as many photons as possible to remain above the photon noise. To avoid saturation
while collecting as many photons as possible, the spectrum is scanned over 340 rows
of the detector for 8.5 seconds.
Spatial scan mode can be more difficult to process, the calwfc3 pipelines are not
applicable to scan data and observers must reduce the data themselves. The scan
mode causes a larger fraction of the detector to be illuminated, amplifying the ef-
Figure 3.5: Examples of the different subarray sizes. From left to right the sources are 55 Cancri,
HD209458 and XO-1. In the case of 55 Cancri a large subarray was chosen as the
source is bright and the extent of the spatial scan would be large.
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Figure 3.6: Diagram of spatial scan mode. The pitch of the spacecraft is altered in order to
spread the light of the source over multiple detector rows. The pitch can be altered
to scan up the detector or down the detector, resulting in different readout lengths
as discussed in section 3.2.1.4.
fects of both source drifting and geometric distortions. The flux from the star is
distributed over many rows of the detector with different pixel properties, including
bad portions of the detector.
A diagram of how spatial scan mode operates is shown in Figure 3.6. To scan the
data the telescope alters its pitch to move the target vertically. This pitch change is
not entirely perpendicular to the wavelength axis and the spectrum becomes slightly
shifted as it is moved up the array. Further to this shift, the spectrum is also displaced
from exposure to exposure. This requires careful wavelength calibration to mitigate
systematics and smearing over multiple pixel, as discussed in Section 3.3.
3.2 data
In this section I discuss the initial reduction process that takes the original data
and creates light curves. Before these corrections are applied the fits files are sepa-
rated into individual visits. Visits describe a single set of Hubble orbits and usually
encompass a single transit or eclipse. If the observations were take in ’round-trip’
mode (section 3.2.1.4) the forward scans and backward scans are first separated into
two different groups to be reduced separately. Figure 3.7 shows a light curve with
each of these different sections of the light curve highlighted.
3.2.1 Data Description
In this section I will describe and summarise the properties of the data, including it’s
structure and observation strategies that users have taken. The pixel level corrections
applied are discussed in Section 3.2.4.
3.2.1.1 Subarray Size
The 1024x1024 array can be read out in smaller subarrays which allow detectors to
be read out more quickly. Choosing smaller subarrays also allows observers to limit
their exposure, since there is no shutter on the IR detector to limit exposure. The
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Figure 3.7: White light curve for target Wasp-76b which was taken in round-trip mode. In
this mode the data are alternately scanned up the array and down the array. This
produces slight differences in the readout times, creating an offset in flux. These
two sets are reduced separately in the pipeline.
256x256 is the most commonly used subarray (see Table 3.1) as it balances short
read out times and overheads with the exposure of the detector. 512x512 is used for
extremely bright stars such as 55 Cancri where a large spatial scan is needed to avoid
saturation.
3.2.1.2 Ramps
The _ima.fits files are multi extension fits files which contain several reads from the
MULTIACCUM read out mode of the IR detector. This mode dumps the exposure
level on the detector to a buffer multiple times during a single exposure, set by the
NSAMP keyword. (The number of samples for each observation is given in Table 3.1).
This allows the detector to be read out before the saturation of any pixels, effectively
increasing the dynamic range of any final image. However, for spatial scan data
this creates a set of distinct rows of spectra which slowly increase in counts. When
these are assembled they are known as the ’ramp’ as they increase in counts due to
increased exposure. Figure 3.8 shows the ramp over the detector for HD209458. The
array is read out at different times depending on those chosen by the observer.
Figure 3.8: Example of each individual read out in the MULTIACCUM mode from one exposure of HD209458 with the G141 grism.
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3.2.1.3 Overhead Times
When taking observations there are overheads in time which cannot be avoided.
These include the time taken to move filter wheels, read out the detector and trans-
fer and store data. To read a single image from the IR detector there is a 3 second
overhead. Each exposure is read out multiple times, which is indicated by the num-
ber of samples (NSAMP). For a 16 sample read the read out time will be 48 seconds.
Reducing the sub array size reduces this read out time proportionally to the area of
the subarray.
The WFC3 buffer stores images temporarily before they can be dumped to Science
Data Formatter. This buffer dump will happen either when the WFC3 buffer is full
or 304 image headers are stored. The buffer can hold 2 full frame images with 16
samples before needing to be dumped, which will take 646 seconds. Using a sub
array reduces the amount of data stored so more observations can be taken before
needing to dump the buffer. The number of observations that can be stored is given
by
n = 2
10242
ASA
(60)
where ASA is the area of the subarray in pixels. For the 512x256 subarray 8 expo-
sures with 16 samples could be stored before a buffer dump was required, for the
256x256 subarray 64 could be stored. However, the buffer can hold at maximum 304
image headers before a dump is required. This limits the observer to
n = 304/(Number of Samples) (61)
Balancing the subarray choice and the number of samples enables the highest
observation efficiency and high ’orbit packing’ (number of observations per orbit).
Minimising the need to dump the buffer reduces wasted time. Dumping can occur
’in parallel’ (during an exposure of the detector),’in series’ (between two exposures),
or during earth occultation. The later is the most useful, since no observations can
be taken with HST is behind the earth relative to the source. For the proposals in
this work the buffer dumps occur in occultation. Observations take between 9 and
48 seconds to read out, depending on the number of MULTIACCUM samples.
3.2.1.4 Read out directions
During an exposure the target can be scanned either ’forward’ relative to the read out
direction, ’backward’ or alternate directions in a ’round-trip’ read out. There slightly
different read out times depending on whether the data was scanned in the same
direction as the detector read out or against it. Each of these directions produces
slightly different flux measurements.73 When observed in round-trip mode one set 73 McCullough and
MacKenty (2012)of scans has a consistently lower flux than the other, this is seen in Figure 3.7 for
target Wasp-76b where forward scans are slightly brighter.
To account for this effect in my pipeline the two read directions are split into two
groups. Direct images are copied to each group. The two groups are reduced entirely
separately and each produce a transmission spectrum. These are then compared in
the final results of this work.
3.2.1.5 Transit Observations
The data given in Table 3.1 covers only those targets that were observed during at
least one transit. In the beginning of my pipeline I establish which observations
were taken during the planet transit and which were taken out-of-transit. The out-of-
transit observations establish a base line for the star and the in transit observations
contains the exoplanet atmosphere signal. Using transit data from the NASA Ex-
oplanet Archive74, exoplanets.eu75, exoplanets.org76 I find the transit centre time 74 Akeson
et al. (2013b)
75 Schneider
et al. (2011)
76 Wright et al. (2011)
(T14), transit duration and orbital period for each planet. When using the ’median’
method (see Section 3.6.0.1) observations taken during ingress or egress are not used
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to create the transmission spectrum as the atmosphere is partially obscured. (In other
methods a full transit model fit is used, accounting for these points.)
3.2.1.6 Initial Ramp Up
In each visit the first 5 to 10 exposures are affected by a sharp ramp up in flux. An
example of this is shown in Figure 3.7 which shows the final white light curve for
HD209458b after all corrections. This sharp increase in flux is due to the heating of
the spacecraft as the telescope changes orientation to the Sun in order to take new
observations. 77 The first 30minutes of the exposures are removed from any analysis77 Zhou et al. (2017)
of the white light curve as they can cause transit model fitting to fail. However, they
are still used to create the spectral template of the host star, as described in Section
3.3.
3.2.1.7 Geometric Distortions
There are geometric distortions in the final image on the detector due to imper-
fections in the optics of the telescope, filters and grisms. These add an element of
stretching and skewing to the data as discussed by Kozhurina-Platais et al. (2012).
According to that work the sub-pixel distortions can be modelled with a fourth or-
der polynomial. Further STScI software such as the drizzle package does account for
this distortion, however this cannot handle spatial scan data. I employ my own cor-
rection using a least squares fit of a template spectrum that is allowed to stretch, as
discussed in Section 3.3. This largely corrects for the effect. It would be possible to
utilise the geometric distortion files from STScI to develop a routine to correct for
this in a more rigorous way.
3.2.1.8 Other Neighbouring Sources
One potential source of inaccuracy that is not addressed in this work is contamina-
tion from nearby sources on the detector. In stare mode two spatial resolved sources
will easily remain distinct. However, the scanning of the telescope in spatial scan
mode may cause two sources to overlap. In the targets chosen for this work there are
no neighbouring sources to contaminate the observation. However, there are some
targets with nearby sources such as HAT-P-1b. Such targets have been vetted by eye
and omitted from this work as they are difficult to account for in a uniform pipeline.
These sources would require careful attention to reduce.
3.2.1.9 Persistence
The combination of filters and subarrays play an important role in ensuring the
detector doesn’t saturate. Saturation of the detector can cause charge bleed and per-
sistence leading to artefacts in the data. Persistence is defined as an image of a
previous exposure persisting on the detector through to the next observation. This
is only problematic if an exposure is particularly bright and the detector is not given
adequate time for the charge to dissipate. The amount of time needed for the per-
sistence to dissipate is not well understood.78 When a pixel is saturated to the level78 Dressel (2014)
of 100,000 e- it will contribute 2e-/s after 200s and 0.3e-s after 1000 seconds. Be-
tween most of the read outs in the observations listed in Table 3.1 there are at least
2 minutes. We might naively expect persistence to contribute approximately 2e-/s
in the case of saturated pixels.
It is almost impossible to guard against persistence from a previous observation.
However, persistence within one cycle of observations of the same object is the ob-
servers responsibility. None of the observations used here are close to the saturation
point for the IR detector (78000e-) and so I do not anticipate persistence becoming
a serious problem. There are no procedures in place to correct for it in my reduction
pipeline.
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3.2.1.10 Crosstalk
The WFC3 detector is made up of four 512x512 pixel quadrants. If a source is illu-
minated in one quadrant, due to them being coupled, a negative mirror image of
the source appears in the neighbouring quadrant. This is known as crosstalk. This
effect is not removed in any of the calwfc3 pipelines for the IR detector. The effect
has been measured to be approximately 1ppm of the original source flux. Here we
are measuring signals of the order of 100 ppm. As the effect of cross talk is much
smaller there are no measures in place to address it.
3.2.2 How to Reduce HST Data
In the literature there are several works discussing the reductions of individual trans-
mission spectra79. However there are no reduction routines available for public use 79 Berta et al. (2012);
Deming et al. (2013a);
Wilkins et al. (2014);
Knutson et al. (2014a);
Kreidberg
et al. (2014c); Tsiaras
et al. (2015)
or standard practices for data reduction. As such I have chosen to create a bespoke
pipeline, investigate systematics that present across the targets and apply corrections
uniformly and automatically to each light curve. By writing a pipeline the reduction
process is general and does not require user input, ensuring reproducibility of re-
sults.
As discussed in Chapter 1, the signals for exoplanet atmospheres are of the order
of 100ppm. This requires that we clean large order effects from the data in order be
precise to this level. The stages for correcting WFC3 spectra are 1) pixel level correc-
tions for background, flat fields, cosmic rays etc. 2) wavelength calibration 3) stacking
spectra that have been scanned spatially 4) cleaning each light curve in the channel
by removing out-of-transit variability 5) measuring the transit depth as a function of
wavelength to produce the transmission spectrum. Below I list the corrections that
are standard in the literature for creating clean HST WFC3 transmission spectra. I
discuss how I apply them and their effects in the following sections. I also list the
corrections that are unique to this work. Each of these are discussed in greater detail
in the sections below.
standard corrections These corrections are standard in the literature and I
largely follow procedure described by the works listed. I have created routines which
uniformly implement these corrections across all targets.
• Pixel Level Corrections
– Flat fielding: Standard correction discussed in Tsiaras et al. (2015) and
Wilkins et al. (2014). Requires calibration files from STScI.
– Background corrections: Following procedure from Deming et al. (2013a)
any background sources are masked out of ramp reads.
– Cosmic ray rejection: Following procedure from Deming et al. (2013a) any
6 sigma outliers in pixels as a function of time.
– Data Quality Masking: Using a similar procedure to Berta et al. (2012)
and other works I mask out pixels based on their data quality flags.
• Flux and Wavelength Calibration: Discussed in detail in Tsiaras et al. (2015). I
employ an altered version of this correction using subpixel shifts of the source,
see Section 3.4.
• Variable Scan Rate: Deming et al. (2013a) uses a simple removal of the variable
scan rate (see Section 3.3.5). I present an improved correction, see below.
• Divide OOT Method: Berta et al. (2012) proposes a divide OOT method (see
Section 3.5.4) which is employed by many works (e.g. Kreidberg et al. (2014c);
Knutson et al. (2014a)). I discuss this correction however do not apply it as
standard. I present two other corrections and improve on this method.
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unique corrections applied in this work
• Pixel Level Corrections
– Pixel area map: I employ the pixel area correction suggested by STScI
using their area mask. See Dressel (2014). This is a 4% effect, however as
transmission spectra uses relative photometry this correction only serves
to help in template fitting later in the analysis.
– Masking array: I use a masking array throughout my correction process
which carries information on bad pixels and the edges of the source-
illuminated part of the array. These edges are detected using a simple
algorithm I’ve included to avoid user choices in the pipeline and allow
reproducibility.
• Shift and stretch corrections/stellar template oversampling: In Deming et al. (2013a)
the shifting of the stellar spectrum across the array during a spatial scan was
noted and shown to produce discrepancies between results. In this work I cor-
rect for shifts in the source position in 2D and geometrical distortions using
stretches. This is discussed at length in Section 3.3. These shift and stretch cor-
rections are applied to the wavelength calibration in order to create an oversam-
pled stellar template. This template can then be removed from each spectral
row, correcting for shifts and distortions. This approach is unique. The effect
of removing these shifts is shown in Section 3.3.4.
• Improved Variable Scan Rate Removal: Using a similar process as above the
variable scan rate is corrected for allowing for tilts and geometric distortions.
The variable scan rate is a 2-4% effect across the array and so its careful removal
is essential for clean transmission spectra.
• Improved shift/background removal: In Section 3.5.1 I discuss the corrections
I apply at the light curve level. I use the background, source shift and out of
transit information to correct the light curve and improve transit fitting. These
effects can be at the ⇠ 0.5% level (see Figure 3.20). I have written a procedure to
fold the information in each orbit and increase the signal to noise before each
trend is removed, as discussed in Section 3.5.1.
3.2.3 Calibrations from STScI
In this work I use the ’_ima.fits’ extension files from MAST. These have undergone
initial calibration processes from the STScI calwfc3 pipeline but are an intermediate
stage in their calibration pipeline. The corrections already applied to the data are
• Non Linearity: Where the pixel response is not linear with the amount of flux
it is exposed to. Highly exposed pixels are not as responsive as less exposed
pixels, the counts measured from each pixel is not exactly linear with the flux it
was exposed to. A correction is applied to linearise this. Non-linearity is used
to define the saturation point for the IR detector. Where the non-linearity level
is 5% the pixel is considered to be saturated and flagged in the data quality
file. Additionally, any pixels that are saturated in any of the reads from the
MULITACCUM mode are flagged in subsequent reads, regardless of whether
they have fallen back below the saturation limit.
• Dark current subtraction: There is still an amount of charge in each pixel when
the array is un-illuminated, known as dark current. This current is measured
pre-flight by taking exposures with an opaque aluminium plate instead of a
filter. Each pixel has a slightly different amount of charge. The dark current is
measured and each pixel is weighted to remove the effects. Hot pixels, where
the dark current is higher than ⇠0.1e-/s/pixel, are flagged in the data quality.
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Figure 3.9: Example of how removal of sky background and neighbouring sources works. Each
of the MULTIACCUM frames from Figure 3.8 is subtracted from the subsequent
frames in order to produce one sky-subtracted frame. The sources are then masked,
any pixels that were not exposure to the source are zero’d. (Outline shows mask.)
These frames are then summed to create one sky-subtracted frame. This does not
account for neighbouring sources that are scanned over between MULTIACCUM
readouts. Note: The final frame is added without sky-subtraction.
• Gain calibration: The correct conversion between counts and number of pho-
tons received is put in the header file for later use.
• Reference Pixel Subtraction: While the whole detector is made of 1024x1024
pixels the outer edge of 5 pixels are not used in the detector for collecting
light from the source. These are reference pixels which are designed to be un-
illuminated. They allow an accurate read of the bias of the detector. As here
I employ the intermediate stage ’ima.fits’ file type this 5 pixel border is still
present but has served its purpose during the reduction. It is clipped out at
the start of my pipeline.
3.2.4 Pixel Level Corrections
In this section I discuss the first level of correction I apply to the data at the pixel
level. These follow procedures suggested by Deming et al. (2013a). I have developed
routines to perform both of these corrections to the ’_ima.fits’ files from STScI with
no input from the user. I will briefly explain how each stage works and the effect of
each.
3.2.4.1 Pixel Area Map
The IR detector does not have uniformly sized pixels. Pixels decrease in physical size
by approximately 8% across the full 1014x1014 array, with pixels being smaller at the
top. This is corrected for in my pipeline with the pixel area map from STScI. Smaller
pixels have their flux weighted against larger ones to balance out their response.
3.2.4.2 Background Correction
In each observation there is a level of background noise. I can estimate the back-
ground value in each frame using portions of the detector where no light from the
source fell. This measures the level of exposure experienced by pixels due to resid-
ual sky background and readout noise. I employ the method proposed by Deming
et al. (2013a) to correct for sky background. This method relies on the nature of
scanned data; the area of the detector that the spectrum has been scanned over in-
creases in each MULTIACCUM readout, see Figure 3.8. The illuminated part of the
array contains both the star and any sky background. To correct for this I do the fol-
lowing: 1) each MULTIACCUM read is converted to counts using the exposure time.
2) Each read is then subtracted from the previous read to give one “sky-subtracted”
frame containing the star. (See Figure 3.9) 3) All of these new frames are masked
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Figure 3.10: Measurement of the average background counts for HD209458b. The background
is assumed to be uniform across all wavelengths and parts of the detector. This
trend is removed later in the reduction (see Section 3.5.2). The background trend
is least squares fit to each channel light curve using the out-of-transit data in order
to remove it. This occurs after the stellar information has been fit and removed.
with a ⇠15 pixel border around the star signal, all parts of the detector that are unil-
luminated are zero’d. 4) These sky-subtracted frames are then summed to create one
frame spanning the full exposure. The last frame is added without this procedure
for sky-subtraction. This is given as
St =
n-1X
i=0
Mt(Rt,i+1 - Rt,i) (62)
where St is the summed frame at each time stamp t, Rt,i is the ith read out at
that time stamp and n is the number of reads. Mt is a mask that zeros all parts
of the detector that are not illuminated by the source.. This procedure removes the
effects of having neighbouring sources on the detector, assuming that the scans are
short enough that the two sources do not overlap. A higher MULTIACCUM sample
rate alleviates this overlapping problem, as there are fewer pixels scanned in each
MULTIACCUM frame. This procedure does leave some residual sky background
very near to the source, but this is usually small.80 This is performed for each read80 Deming
et al. (2013a) except the last, which has the minimum possible time exposure. The last frame is
simply included with no sky background correction.
While this method can remove sky background and readout noise, it does not
address any charge that accumulates during the exposure (for example from detector
heating). To correct for this I use the same procedure as above but mask and zero all
pixels containing the star, leaving only the pixels with no direct starlight. These allow
me to measure the residual response in the detector as a function of time. Each of
the MULTIACCUM frames is then summed as above to create a background frame
for every time stamp. An example of this background measurement as a function of
time is shown in Figure 3.10. I have found this trend to be multiplicative in all of the
observed spectra. To account for this background trend I perform a least squares fit
of this trend to all the out-of-transit data and divide it out. This largely removes the
effects. This is performed after the shift corrections described below.
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3.2.4.3 Cosmic Ray Rejection
Cosmic rays are high energy particles of unknown origin. They hit the detector caus-
ing charge to be recorded that is unrelated to the source. For cosmic ray rejection I
use a procedure similar to that adopted by Deming et al. (2013a) where each pixel
is inspected as a function of time. Assuming that each pixel is illuminated by ap-
proximately the same amount of light during each subsequent scan, any significant
outliers will be due to spurious signals such as cosmic ray hits. Pixels that are 5
sigma outliers for each frame are added to the masking array and zero’d, removing
them from further analysis.
3.2.4.4 Flat Field Correction
The flat field for the WFC3 detector can now be built from the coefficients given in
the WFC3 calibration files from STScI, following the prescription from Kuntschner
et al. (2009). The file contains four 1014x1014 frames of coefficients for creating a flat
field based on the wavelength solution, as shown below
F =
i=4X
i=0
xiifi (63)
where x is the relative pixel position in the detector and f is the flat field coefficient
from the STScI calibration file. The flat field is then a value between 0 and 1 which
weights each pixel to correct for small inhomogeneities on the detector. The data are
divided through by the flat field before any further corrections are applied. The flat
field can alter individual pixels by ⇠1% and contains structure (particularly ’blobs’),
which can effect the final transmission spectrum if not masked.
3.2.4.5 Data Quality
The fits files used here contain the data, errors and a third extension for data quality.
Data quality is assessed by calwfc3 which flags each pixel with a sum of binary
values denoting its quality. A list of the quality flags possible are given in Table
3.3. Some flags, such as the cosmic rays detected during up the ramp fitting, are
designed to work in stare mode. These are often raised in spatial scan mode though
the data quality is actually acceptable. Those flags that were used in my analysis
have been highlighted in bold. Pixels with a poor data quality are masked from
the beginning of the analysis by weighting them to zero. Bad pixels and hot pixels,
where a particular pixel in the detector is known to malfunction, make up only a
small fraction of the detector but can provide unreliable results. Full well saturation
is where due to some source in the exposure, such as a cosmic ray hit. Too many
counts are registered in a pixel. This is rare but can affect results. Finally, unstable-
zero read signifies that the response of the pixel may be variable and unreliable.
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Spatial scan mode has provided an excellent resource for observing the brightest
exoplanet host stars, with the best signal to noise ratio possible while not saturating
the detector. However, this method comes with a draw back in the loss of some pre-
cision when the spacecraft moves. The guidance and pointing systems for HST were
designed to work when pointing at a fixed location. Scanning the spectrum leads
to small imprecisions when the spacecraft pitches to drag the light over the spatial
dimension of the detector. These shifts in position cause light to be smeared over sev-
eral pixels, causing a small blurring effect. This causes uncertainty in the positioning
of some spectral features. As the stellar spectrum is 4 orders of magnitude brighter
than the signal from the planet atmosphere, any star light that is not removed causes
discrepancies. Sub-pixel shifts cause stellar features to pollute neighbouring pixels.
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Table 3.3: Data quality with corresponding binary values from STScI. Those flags that I mask
out of the data are highlighted.
FLAG Value Data Quality Condition
0 OK
1 Reed-Solomon decoding error
2 Data replaced by fill value
4 Bad detector pixel
8 Unstable in zero-read
16 Hot pixel
32 Unstable photometric response
64 (Obsolete: Warm pixel)
128 Bad reference pixel
256 Full-well saturation
512 Bad or uncertain flat value
1024 (unused)
2048 Signal in zero-read
4096 Cosmic ray detected by AstroDrizzle
8192 Cosmic ray detected during up-the-ramp fitting
16384 Pixel affected by crosstalk (not used)
This has been noted in the literature81 as causing issues in transmission spectra from81 e.g.; Tsiaras
et al. (2015); Deming
et al. (2013a)
WFC3. In this section I will discuss my procedure for measuring the shifts and ge-
ometric distortions from the exposure and how I mitigate the shift. After finding
the shifts I have also designed a routine to use them to my advantage, creating an
oversampled stellar spectrum as discussed below. When the spacecraft moves the
target would ideally be dragged up the detector exactly perpendicular to the dis-
persion axis. However, in reality the source is dragged at some angle relative to the
dispersion. This is shown in Figure 3.11 for a single exposure, where red lines in-
dicate a (slightly exaggerated) slant in each dimension of the spatial scan. There is
also a smaller shift with respect to the spatial axis due to geometric distortions from
imperfections in the telescope optics and the small 0.5  angle of the grism.
The drift in the spectrum over time causes spectral features to move from one pixel
to another during the course of one exposure. This causes more or less light to be
read as a function of time, proportional to the shifting function. This is particularly
apparent with spectral features of high contrast such as the Paschen   line. Figure
3.12 shows this in greater detail, where we see around the Paschen   line there is
a slope and additional trend similar to that shown in Figure 3.17 from the shift in
wavelength. To account for this effect I build an accurate stellar spectrum template,
shift it in the same way as the original source shift and then bin it to the same pixel
resolution. The data are then divided by the stellar template, normalising all of the
channels.
In this section I will define two different types of shift:
• The shift in position of the spectrum during a single exposure, as shown in
Figure 3.11. I will refer to this as Exposure Shift.
• The shift in position of the spectrum from one exposure to the next. I will refer
to this as Orbit Shift.
The shift is an important factor in both dimensions of the detector. Firstly the
dispersion axis (x pixel) which will cause errors in the calibration of the data, making
it the most crucial. Secondly the spatial axis (y pixel) which is the direction of the
drag. Shifts in this axis become important when attempting to correct for the variable
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Figure 3.11: Example of the shifts on the detector as a function of both spectral and spatial
pixel. The shifts cause the data to be sloped in each dimension, as shown by the red
lines (this has been exaggerated in the above image.) Right: Spectral shift, where
each spectrum is slightly offset from the next by a fraction of a pixel. Left: Spatial
shift. The detector is also subject to stretches and geometric distortions from the
telescope optics.
Figure 3.12: The effect of the Paschen   spectral line on the transit curves in each channel due
to the drifting of the spectrum over multiple pixels. The drift slight slope which
is amplified around strong spectral features. This is removed firstly with a stellar
spectral template which is perturbed by the same shift. Any residual effects are
removed with a fit to the out-of-transit data in each channel light curve.
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Figure 3.13: Orbit Shift in wavelength for HD209458b as measured by two different methods,
discussed in Sections 3.3.0.1 and 3.3.0.2. Both methods produce similar results with
small errors. The template fitting method is used in this work as more points are
used and it is less susceptible to errors in fitting from bad pixels.
scan rate, as discussed in section 3.3.5. I will refer to these as Wavelength Shift and
Spatial Shift respectively.
Correctly assessing each of these shifts should result in the correct wavelength
calibration for all pixels. To create an accurate wavelength calibration solution the
position of the source is needed. The shift in the source is assessed in each of the
grism images before calibration. This shift is then passed to the calibration code to
create a final wavelength solution and flat field.
There are several ways to find the shifts in source position. I have created two
methods which both perform well, the first being more speedy at the cost of accuracy
and the second being more accurate at the cost of time. Both of these methods utilise
the sensitivity curve, which produces a steep slope at the edge of the spectrum. This
provides a high gradient value and an easy point to anchor any template fitting. Both
methods are discussed below. I employ the second method in this work as it is less
susceptible to errors in fitting from masked ’bad’ pixels. The two methods produce
very similar results, as shown in Figure 3.13.
3.3.0.1 Estimating Shifts Using The Gradient
To estimate the path the source took as the telescope moved we can use the position
of the spectrum as a function of time, both as a function of y pixel on the detector
and from exposure to exposure. To estimate the position of the spectrum we can
use the steep sides of the sensitivity curve. At the edges the sensitivity curve any
astrophysical signal is reduced quickly to zero. The shape of a spectrum after it has
been convolved with the instrument sensitivity curve is shown in Figure 3.14, which
illustrates the steep edges of the spectrum. By taking the gradient of this spectrum
and finding the maxima we can accurately locate the steepest parts of the spectrum,
the edges of the sensitivity curve. This produces two peaks, one for each side of
the curve, (see lower panel in Figure 3.14). These peaks can be approximated as
Gaussian in shape and have a FWHM of ⇠ 8 pixels. By fitting an optimal Gaussian to
each of these peaks we retrieve a position estimate for these turning points. As the
slope is much greater than the astrophysical signal this is largely informed by the
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Figure 3.14: Example of how to use the gradient in order to find the position of the spectrum
in each detector row. Turning points in the gradient of the spectrum are fit with
Gaussian to track their movement as a function of time.
motion of the detector. The locations of these peaks are then measured as a function
of time.
In the gradient fitting method any masked pixels in the ⇠ 8 pixel Gaussian will
cause either the shift to be misreported or the Gaussian fit not to converge. This
causes a problem with this method as it relies on data from only a few pixels. The
method discussed below uses more of the data and so is less susceptible to errors
from bad pixels.
3.3.0.2 Estimating the Shift Using a Template and Least Squares Fit
A second approach to find the position of the spectrum on the detector is to use a
template spectrum. In this case we find the position of the template that minimises
the reduced  2. I firstly create a template spectrum. This is initially the average of
all of the frames, weighting each pixel by the data quality and having removed any
cosmic rays. This produces a first estimation of the true stellar spectrum. To ensure
the best signal to noise ratio all of the observations are used, including those that
were taken in transit. We assume that any contribution from the planet is negligible
compared to both the detector sensitivity curve and the stellar spectrum. An example
of a template spectrum is shown in Figure 3.15. The template is then shifted as a
function of dispersion axis (x) pixel to find the optimal fit.
Using the whole spectrum to find the optimal fit provides more information than
using just the two turning points. However fitting each spectrum requires more time
than using only the edges.
3.3.1 Stretch as a Function of Row
Beyond the shift in position there are also geometrical distortions in the image. Im-
perfections in the telescope optics, filters and grisms cause small distortions in the
image before it illuminates the detector. This can result in a sub-pixel stretch or skew.
A fourth order polynomial is used to describe the distortion in Kozhurina-Platais et
al. (2012). In this work I do not employ the full correction. I utilise a very similar
process to the shift finding with a template spectrum. The template spectrum is
re-interpolated onto a stretched grid and reduced  2 is used to find the optimum
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Figure 3.15: Example of how to use a template spectrum and a least squares fit in order to
find the position of the spectrum in each detector row. Upper Panel: Data to be fit.
Lower Panel: The template spectrum (red line) is shifted in dispersion axis pixel to
find the optimum fit based on least squares fitting.
stretch. This information is then used to inform the wavelength calibration solution.
When using the largest subarray, (512x512) this stretch will not exceed 3.2 pixels and
when using the 256x256, (the most common used in all the proposals investigated
here,) the stretch will not exceed 1.1 pixels. Where the spatial scan covers a large
extent of the detector the stretch will increase up to these values. While the effects of
stretches and geometric distortions on the detector are small I find removing them
has only a minor affect in most cases. In HD209458b the effects of stretching alter
the wavelength calibration by at most 3nm. Wakeford et al. (2016) also includes a
stretching term to account for this distortion.
3.3.2 Oversampling And Removing The Stellar Spectrum
Targets with the largest shifts are affected most by the blurring of stellar spectral
information into more than one spectral bin. To reiterate; the stellar spectrum is 4
orders of magnitude brighter than the exoplanet transmission spectrum. Any small
amount of light from a stellar spectral line moving into a neighbouring bin can affect
our final results. It is important to accurately find and correct for shifts. The shifts
found here are then used in the calibration codes to accurately map the counts from
each pixel back to the correct wavelength solution. This new calibration is then used
to create an oversampled stellar spectrum to update the stellar spectral template.
Oversampling in this case refers to placing the spectral information on a finer, sub-
pixel grid with the sub-pixel shifts. Oversampling allows information from narrow
features that span a few pixels or less to be reconstructed. For example the Paschen
  hydrogen line at 1.28µm spans approximately 2 pixels. Using oversampling these
features are reconstructed into a more accurate template which uses the shifts in
the spectrum position to our advantage. If the pixel shifts cover a full pixel this can
increase resolution by a factor of ten. This reconstructed stellar spectrum template is
then shifted in the same way the original source was shifted. This is then re-binned
back to the resolution of the detector. This creates an accurate reconstruction of the
stellar information, preserving the counts in each pixel. This reconstructed stellar
spectrum can then be removed. This corrects for the errors introduced from narrow
features crossing pixel boundaries.
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Figure 3.16: Reconstructed template after shifts have been removed. Here only the Paschen  
line is shown to clarify the effect. Blue data points show the reconstructed spectrum
oversampled to a tenth of a pixel. Black points show the reconstructed template
shifted in the same way as the source and binned to the pixel level. The shift of the
spectral line causes a wide range of flux to be read in each bin. All data in the visit
has been used to reconstruct this spectrum.
Figure 3.16 shows the reconstructed stellar spectrum for HD209458b after source
shifts and geometric distortions have been taken into account. The Paschen   line
has been chosen to show the effect more clearly. Here black points show this recon-
structed template having undergone the same shift as the source and binning back
to the original pixel level. As the spectral line moves over a pixel during the course
of multiple exposures the deep line causes a large variance in the recorded pixel
level. Pixels where the spectrum is more flat undergo a smaller change.
3.3.3 Shifts for All Exoplanet Targets
Both the exposure shift and orbit shift vary greatly depending on the target bright-
ness. Brighter targets are usually scanned over larger areas of the detector than dim-
mer stars to avoid saturation. This causes any shifts in the source position as a func-
tion of time and position to be exacerbated. This leads to the brightest targets having
the largest Exposure Shift. Targets with more exposures have more opportunities for
the pointing to drift. Because of this targets with many observations tend to have
a greater Orbit Shift. Figure 3.17 shows the Orbit Shifts for the first visits of each
of the targets given in Table 3.1. We see some targets such as XO-1b, Wasp-29b and
GJ3470b have fairly good tracking and shift only ⇠5% of a pixel during a single visit
due to short scans. Some targets however such as Wasp-33b, GJ436b and HAT-P-11b
have much larger shifts moving ⇠ one pixel during the visit. The exposure shift is
measured during one exposure of the detector and then approximated with a linear
fit.
The amount of exposures and length of exposure is not the only factor. I have
not investigated further into the causes of this shift. Further work could potentially
correlate the magnitude of the shift with other behaviour detectors, such as the angle
that the data was scanned at.
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Figure 3.17: All shifts in dispersion axis (x) pixel from every exoplanet host target used in this work. Those with the widest shifts
produce the best stellar spectra using the oversampling method.
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3.3.4 Effects of Shift Corrections
The shifts and stretches discussed in section 3.3 can have a small but noticeable effect
on the derived transmission spectra, particularly for those that have been spatial
scanned across a large portion of the detector. Figure 3.18 shows the correction for
shifts and stretches for a few different transmission spectra that show signs of water
absorption. Brighter targets, that are in more danger of saturation, are scanned up
a larger amount of the detector usually increasing the shift, and so some targets are
more affected than others. We see that for some targets the effect is small such as
with HD209458b. However for some targets such as Wasp-76b and HAT-P-26b the
effect is at the 1-2  level.
Figure 3.18: Four exoplanet targets with prominent features in their light curves with flat out of transit tests. Here the shift corrected
and shift uncorrected versions are shown in blue and red respectively. The out of transit test is shown in grey, slightly offset for clarity.
For Wasp-76b the shifts in source position cause a ⇠ 2  discrepancy between the corrected and uncorrected transmission spectra. For
targets with smaller shifts the effect is . 1  in most channels.
3.3.5 Variable Scan Rate
During a spatial scan the telescope tracks the star up or down the array using the
fine guidance system. Small variances in the speed of the motion cause the telescope
to spend longer on some rows than others. This causes some rows to receive more
exposure. This results in a wave like pattern on the detector as shown in Figure 3.19.
I will refer to this variance as the Variable Scan Rate (VSR). The VSR causes a change
in flux on the order of 2% in most exposures in a horizontal striping pattering. The
VSR pattern varies significantly from each exposure.
The VSR would provide no problems in the reduction if it were perfectly perpendic-
ular to the dispersion axis. However, due to the slight tilt in the dispersion of 0.5 
and geometric distortions, this is not the case. As the effect of the VSR on the flux is
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Figure 3.19: Variable scan rate for HD209458b. Left: Data from the first grism exposure of the visit, flat fielded and divided by the
average spectrum to remove the astrophysical variability and highlight the VSR. Right: The reconstructed VSR including the shift in
the y direction as the star is scanned up the detector. Note both images have been masked to only include the illuminated portion of
the detector.
quite large I fit the VSR using the template shifting method discussed in section 3.3.
The procedure is identical but performed in the spatial dimension (y pixel) rather
than the dispersion axis (x pixel). Firstly, I construct a template of the variable scan
rate as follows. 1) The shift and stretch of the spectrum is found in the x dimen-
sion using the methods discussed above. 2) The VSR template oversampled by using
these shifts and stretches in the same way as above. 3) This oversampled template
is then shifted back to find the best approximation of the VSR without the shifts
and distortions. This is done for each frame individually as the VSR changes signif-
icantly from exposure to exposure. This reconstructs in 2D the VSR. An example of
the reconstructed VSR is shown in Figure 3.19.
Once the VSR has been reconstructed it is then divided out of each frame. This
removes the effect of the variable scan rate.
final data cube Each frame has been divided through by a 2D reconstruction
of the VSR and a 2D reconstruction of the stellar spectrum, accounting for shifts in
source position and geometric distortions. Only the illuminated portion of the array
is used in this summation. The final corrected frames are then summed up over the
spatial direction. This creates the final 2D dataset with dimensions of dispersion axis
(x) pixel in microns and time.
3.4 flux calibration and wavelength solution
While there are calibration routines available through STScI and IRAF, I create my
own calibration code. The difficulties of spatial scan mode are not addressed in the
calibration pipelines from STScI. Creating a bespoke calibration routine allows me to
use spatial scan data. It also allows me to use the shifts and geometric distortions to
oversample the stellar spectra to create a highly detailed spectral template. I follow
the prescription from Kuntschner et al. (2009) to calibrate the data as below, however
I also utilise the scan direction to create a calibration as a function of detector row
and source position.
3.4.1 Flux Calibration
The data must be converted from detector counts to flux in ergs/s/cm2/Å. Firstly
any sources where given in units of counts/s are converted to counts by multiplying
by exposure time. The counts are then converted using the PHOTFLAM keyword
from the header file.
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3.4.2 Wavelength Calibration
To produce the wavelength solution I employ the calibration files from STScI. These
provide the flat field, wavelength solution and sensitivity curve as a function of
source position.
To create the wavelength solution the direct image, (taken in a 128, 256 or 512
pixel subarray) is placed in the reference frame of the entire 1024x1024 detector. This
is done using the CRPIX and LTV keywords from the header (the position of the
reference pixel and the subarray starting pixel respectively) This is repeated for the
grism image which is offset from the direct image slightly to encompass the first
order dispersion.
Using a 2D Gaussian fitting routine I find the location of the source in the direct
image in x and y pixel. Some observing strategies take multiple direct images to
update the source position on the detector. In those cases I update the position of
the source with each direct image.
The filter in which the direct image is taken with also adds a small, subpixel shift.
This can be found in Kuntschner et al. (2009) for each filter.
With each of these shift components the x position of the source can be mapped
in the reference frame of the full detector, accounting for all source shifts. The x
position of the star for each grism image is given by
x 0j,f = x0 + (507- 0.5 ⇤ L) + Fx + dsub + sj,f (64)
where x 0j,f is the position of the source in x for a given row j and a given frame f.
x0 is the position of the source in the most recent direct image, L is the size of the
sub array used,  Fx is the shift introduced by the filter, dsub is the offset in pixels
between the direct image and the grism image and sj,f is the shift as a function of
the row and the frame.
This x position can be calculated for every row of the sub-array (j) and every
frame of the observation (f). We can then calculate the wavelength solution at this x
position using
a  = a0 + a1x
0 + a2y+ a3x 02 + a4x 0y+ a5y2 (65)
b  = b0 + b1x
0 (66)
  = a d+ b  (67)
where x’ is the x position of the star after undergoing the shifts from Equation 64
and y is position in the y axis. In this case, we are creating a solution for each row
of the detector and so y is simply each row number. d is the position of each pixel
in the row, (i.e. an array of 1014 values centred around x 0). The coefficients for this
conversion are given in Table 3.4.   can now be corrected in accordance with the
stretch values found in Section 3.3.1 for each row. This removes the geometric dis-
tortions from the telescope optics. Equation 67 is used for converting pixel to wave-
length based on the coefficients from Kuntschner et al. (2009). Wilkins et al. (2014)
proposed alterations to these coefficients. However, I find that if the shifts and geo-
metric distortions in the data are removed there is no need to correct the calibration
coefficients. Tsiaras et al. (2015) also finds the corrections are unnecessary.
3.5 corrections applied to light curves
Once the calibration has been found and the images have been flat fielded the data
can undergo a second stage of correction. The data is divided through by the VSR
and the stellar spectral template. The illuminated portions of the array are averaged
over the spatial dimension. This results in a 2D data frame of flux with dimensions
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Table 3.4: Wavelength calibration coefficients taken from Kuntschner et al. (2009).
Coefficient Value Error
a0 4.51423E1 6.26774E-2
a1 3.17239E-4 3.98039E-04
a2 2.17055E-3 2.31850E-4
a3 -7.42504E-7 4.45730E-7
a4 3.48639E-7 3.20519E-7
a5 3.09213E-7 2.1638E-07
b0 8.95431E3 8.14876E0
b1 9.35925E-2 1.09748E-02
of wavelength in microns and time in days. There is a transit light curve for each
wavelength channels on the WFC3 detector, (107 channels total). By dividing out the
stellar spectrum I have normalised the light curves. This section details the further
corrections I have designed and applied to each light curve. An example of the effect
of these correction steps is shown in Figure 3.20.
3.5.1 White Light Curves
Once the 2D dataset has been generated we are left with a set of light curves, with
one light curve per wavelength channel. A “white light” curve is generated for the
target by averaging over all channels where the sensitivity curve was highly respon-
sive (>50% flux). Here the term white light is used to mean a summation over all
channels. This removes the wavelength dependency but is still centred around 1.41
µm rather than in the visual white light as the name suggests. An example of a white
light curve for HD209458b is shown in Figure 3.21.
The white light curves for all targets used in this work are given in Figure 3.22.
Most proposals use 4-5 Hubble orbits per target to encompass in and out-of-transit
observations. The ingress and egress portions of the light curve are often sampled
where possible as this aides in transit model fitting.
3.5.2 Residual Shift Trends
The Orbit Shift discussed above introduces a slope and multiplicative trend to each
channel, as shown in Figure 3.12. The slope is largely removed with the stellar tem-
plate, as it is shifted for each row in response to the source shift. However, there
can be a slight residual trend left in the channels, particularly around high contrast
features such as the Paschen Beta line. To correct for any further effects of the shift
I have designed the following routine. I least squares fit the Orbit Shift trend to
each channel (an example of Orbit Shift is given in Figure 3.13). This procedure is as
follows:
- renormalise The Orbit Shift is renormalised, removing the long term variation
from orbit to orbit.
- fold The trend is folded on the orbital phase.
- average orbit The folded trend is then averaged and smoothed by a boxcar
(where the width is 2 observations).
- unfold The smoothed trend is re-interpolated back to the original time points.
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Figure 3.20: Example of the effect of the light curve corrections on Wasp-43b. This target
presents particularly strong systematics due to the shifting of the target on the
detector. Wasp-43b has a very narrow transit and so is not used in this work. Nu-
merous orbits were taken to encompass the full phase curve. Each of the three
corrections applied here are discussed below, offset for clarity. The systematics in
the raw light curve are ⇠0.5%. The final light curve (red) has systematics greatly
reduced over the raw case.
Figure 3.21: White light curve for HD209458b with the best fit transit model as derived by
MCMC fitting routine EXOFAST. Note the initial 8 points have been omitted from
the transit model fit due to the ramp up experienced by the first few points of all
exposures. (See section 3.2.1.6)
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Figure 3.22: Examples of the white light curves derived by my pipeline. In cases where multiple visits of data have been taken I reduce
each visit separately. The light curves from each reduction are over-plotted. Here orange points indicate what my pipeline uses as
’in-transit’ observations and blue points are ’out-of-transit’ observations.
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Figure 3.23: Example of how orbit folding works to create a smoothed residual shift trend for
HD209458b. The original shift is first divided by a linear fit, folded based on the
orbital phase and then averaged and smooth. The new trend is then re-interpolated
onto the original time grid. This process is also followed to create a uniform back-
ground trend for each orbit.
- least squares fit The trend is varied in amplitude and least-squares fit to the
out-of-transit data only, this ensures the transit and ingress/egress points do
not affect the fit.
- divide The final trend is divided out of each channel.
The reduced  2 is calculated for each channel individually as channels close to
sharp spectral features are most affected, as seen in Figure 3.12. This procedure is
also shown for clarity in Figure 3.23.
3.5.3 Residual Background Trends
The background found in Section 3.2.4.2 is a multiplicative trend that is found in
each channel. An example of the trend is shown in Figure 3.9. This trend is fit to
each channel in exactly the same way as above. The background is folded, averaged,
unfolded and least squares fit to the out of transit data. Each channel is divided
through by the best fitting background trend.
3.5.4 Divide Out Of Transit (OOT) Method
The Divide OOT method was first shown by Berta et al. (2012) and used in many
other works.82 The method consists of using the average orbit trends in the out-of- 82 etc; Deming
et al. (2013a); Mandell
et al. (2013);
Kreidberg
et al. (2014c)
transit (OOT) light curve data to create a trend to divide out of the in-transit data. It
is assumed that the out-of-transit data samples a periodic trend that is identical in
each orbit. Each orbit has this “OOT” trend divided through. This trend is created
with the white light curve, as this has the best signal to noise ratio. I use the same
method as presented in Section 3.5.2 to construct the average, phase-folded trend for
the out of transit data, smooth and re-interpolate onto the time grid of the observa-
tions. This allows me to include partial information from incomplete orbits or orbits
where some observations are missing.
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The Divide OOT method is used in Deming et al. (2013a) to remove the systematic
they label ’the hook’. The hook receives its name from its distinctive curved shape,
with an increase in the first few exposures then flattening. (Note this is different to
the initial ramp-up from the space craft heating and occurs in every orbit regardless
of the position within the visit.) In my work I find that the combination of dividing
through by the shift trends and the background trend (discussed above) accounts
for this hook in most targets. In most cases the divide OOT methods provides only
a small correction.
3.5.4.1 White Light Residuals
Having corrected for the three trends above there may still be a residual trend. Man-
dell et al. (2013) uses this method to further clean the data. Using the EXOFAST code
from Eastman, Gaudi, and Agol (2013) I fit a transit model to the white light curve
with a Monte Carlo Markov Chain (MCMC). The model is then subtracted from the
white light curve to create "white light residuals". These residuals can then be fit to
each channel using the same procedure as above and removed. However, there is a
criticism of this method; instead of comparing the channel light curves to the aver-
age white light curve you are instead tuning it to the theoretical model flux. Because
of this I do not employ this method as standard in my pipeline.
3.6 transmission spectra
Once the light curves has been cleaned and normalised I create the transmission
spectrum. This is simply the change in transit depth   as a function of wavelength,
  . Having cleaned the data any remaining change in transit depth should be due to
the exoplanet atmosphere. We assume that features such as star spots, which might
also cause changes in transit depth, do not vary greatly with wavelength. I test this
using the out-of-transit data as discussed in Section 3.7.3.
There are three ways to find   : the median of in transit data, least squares fitting
the white light curve and fitting a transit model to each channel light curve. These
are discussed below, and compared in Figure 3.25.
Binning and Smoothing Channels
Knutson et al. (2008) and Deming et al. (2013a) employ a Gaussian smoothing ker-
nel and binning of 4 channels (wavelength pixels) in order to mitigate the effects of
the shifting of the star as a function of time. In this work I follow this procedure
and smooth and bin, increasing the signal to noise ratio for each light curve. This
is performed after all corrections, before analysing the transmission spectrum. Bin-
ning also increases signal to noise in the final transmission spectrum at the cost of
lowering resolution.
An example of the effect of smoothing and binning is show in Figure 3.24 where
we see the peak from the Paschen   line being poorly approximated is smoothed
over. This would theoretically allow atmospheric models to be fit more easily, al-
though inflating the error bars based on the shifts and relevant stellar features would
be more robust.
3.6.0.1 Median Level
The first way to find the change in transit depth as a function of wavelength is
to simply average all the in-transit data and compare with the out-of-transit data.
This is the most simple of the available options. It relies on there being a significant
portion of the data in-transit, as well as the lack of stellar activity such as star spots.
Any ingress and egress points are omitted, as they will only contain a fractional
contribution from the atmosphere and may have contributions from stellar limb-
darkening. The out-of-transit portion of the light curve is assumed to be completely
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Figure 3.24: Example of the HD209458b transmission spectrum in the native WFC3 resolution
(blue) and after binning and smoothing by 4 pixels (red). Note the Paschen  
line at 1.28 µm is a high contrast feature where shifts during the course of the
observation cause large errors.
flat, with a normalised stellar flux of 1. This is enforced in the code with linear fit
on the out-of-transit data in each channel to remove any slopes induced by source
shifting (see Section 3.5.2). The in-transit data is averaged, using only data in the
’base’ of the transit. The in transit data is averaged for each channel, creating one
value as shown below
   = 1-
bX
t=a
f 
(b- a)
(68)
where    is the value of the transmission spectrum in each wavelength (Rp/R2⇤ as
shown in Section 3.2.4.2) and t = a,b are the times at the start of the transit (a) until
the end of the transit (b). f  is the normalised flux as a function of wavelength.
This approach is simplistic. The drawback for fitting in this way is that the ingress
and egress points cannot be used, reducing the number of observations that can be
used to construct the average.
3.6.0.2 Least Squares Fitting
In order to use all of the observations we must fit a transit curve to the data. One
simple way to do this is to fit the white light curve to every channel, allowing only
the transit depth to vary. Deming et al. (2013a) employs this method and I adopt it
in this work. This approach has an added benefit of using more information than
taking the median transit level, as the ingress and egress slopes are used to aid with
the fit. However, there is a drawback that the effects of limb darkening are not taken
into account. Limb-darkening is wavelength dependent and will cause changes to
the ingress and egress shape. Using an average white light transit fixes the shape of
the limb-darkening contribution and may reduce the quality of the fit. In this work
I assume that the effect of limb-darkening is small and can be ignored.
3.6.0.3 Full Transit Model Fitting
A final approach is to fit a transit model to every channel. I do this using the EX-
OFAST code83 which employs an MCMC to fit a transit model. The MCMC will fit 83 Eastman, Gaudi,
and Agol (2013)
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Figure 3.25: Comparison between the results from (Deming et al. (2013a)) and the results of
each different type of fit discussed in Section 3.6.
many more parameters than the transit depth including the transit centre, RP/R⇤
(relative planet radius), a/R⇤ (orbital distance/stellar radius), limb darkening coef-
ficients and orbital inclination. The benefit of fully fitting each light curve is that
more information can be used to constrain the fit. This would include fitting pa-
rameters such as the wavelength dependent limb-darkening. I find fitting a transit
model in this manner leaves too many open parameters, inflating the errors in the
retrieved transit depth unnecessarily. Full model fitting has one final drawback; for
some targets there is not enough in-transit data which causes the fit to produce large
errors or not to converge. In such cases it is not possible to estimate the transmission
spectrum using an MCMC transit model fit.
On balance, the cost of fitting more parameters on the errors outweighs the benefit
of fitting limb-darkening parameters in this case. Further work could be undertaken
to fit a transit model with only limb-darkening and transit depth as free parameters.
3.6.0.4 Comparison of Methods
Examples of all three types of fitting are shown in Figure 3.25 with the literature
data on HD20958b from Deming et al. (2013a). All methods return similar results.
The errors are large in the MCMC fit as too many parameters have remained open
to fitting. Based on the three methods I find the least squares fitting to be optimal
as it has the smallest errors. The median method is more susceptible to errors from
variance in the base of the transit from stellar spots and does not use all of the ingress
and egress data.
3.7 data validation
In the section above I have attributed the wavelength variability to the exoplanet
atmosphere. However, we have made an assumption that we have appropriately
corrected for all systematics. There may be other systematics in the observation that
haven’t been addressed in my pipeline, or other astrophysical sources of variability.
In this section I present four tests to assess the quality of the data and validate it. The
tests performed here show the data are internally and externally consistent, lending
weight to further assessment of the data.
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Firstly, I test different observations of the same planet to find if the data are inter-
nally consistent. I also compare my results with literature results to find if the the
transmission spectra produced in this work are externally consistent.
Finally I test the repeatability of the water abundance measurements using atmo-
sphere models on my results and the accepted literature result for HD209458b. This
tests the repeatability of abundance measurements between independent analysis of
the data. I find that the water abundance retrieved is identical within errors between
my reduction and the literature result. This lends weight to further assessment of
the water feature in this work despite small differences in reduction methods and
systematic corrections.
In this section I present a new test for transmission spectra that I will refer to as
the “out-of-transit test”. This tests the variability in wavelength in all of the out of
transit data and compares it with the transmission spectrum. This is used to discount
targets with high variability from further analysis.
3.7.1 Internal Consistency
I am able to check for internal consistency in my results using multiple observations
of the same target. Allowing for any small changes in systematics or astrophysical
variability I expect observations of the same target to produce the same result. Below
I discuss two such tests, one using the round-trip mode of WFC3 and one using
multiple visits.
3.7.1.1 Round trip Observations
Observations made in round trip mode alternate two different scan directions, (see
section 3.2.1.4). The two sets are split into separate groups at the beginning of the
reduction. This creates two transmission spectra for each target which I can compare.
These two spectra should in theory be identical, since they are both observations of
the same transit with the same observing strategy.
Figure 3.26 shows the different reductions of the transmission spectra of Wasp-76b.
The two scan directions produce identical results within errors. This lends weight to
the reduction process producing consistent results. Figure 3.36 shows all of the final
transmission spectra produced in this work. Each of the
3.7.1.2 Consistency Between Visits
Some targets have benefited from multiple visits by HST. I treat each visit individ-
ually in my reduction and combine them after transmission spectra have been pro-
duced. Unlike the round trip case, multiple visits observe different transits. These
different transits potentially cross star spots or contain different systematics. Addi-
tionally, the exoplanet atmospheric signal itself could be changing, though we would
expect any effects to be small. However, allowing for these factors we would expect
the transmission spectra to be similar from visit to visit.
The exoplanet GJ3470b has been observed in 3 visits, each in roundtrip mode.
Based on the above section each scan direction is consistent. Figure 3.27 shows the
final transmission spectra for each visit of GJ3470b after the round-trip observations
have been averaged. Each of the spectra have been compared with the average of the
three after smoothing by a 6 point boxcar. The spectra are consistent within errors.
Based on these three visits the reduction process appears to be stable from visit to
visit.
3.7.2 Consistency with Literature Results
Having validated that the data produced by my pipeline are consistent I can now
compare them with independently produced reductions from literature. I expect in-
dependent reductions to align with my results within errors. Figure 3.28 shows a
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Figure 3.26: Retrieved transmission spectra for Wasp-76b. The two scan directions are broken
up into two separate groups and reduced entirely separately. (Note there is an
offset between these two transmission spectra which has been removed, due to
slightly different transit depths.)
Figure 3.27: The transmission spectra for three visits of GJ3470b with the two scan directions
added. We see the spectra are largely within errors and there is only a small dis-
crepancy at the blue end of the spectrum.
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Figure 3.28: Examples of transmission spectra with this data from literature as accessed through the NASA exoplanet archive. Many of
the transmission spectra derived in this work have not yet been published and have no literature values to compare to.
Figure 3.29: Residuals between the transmission spectra produced in this work and literature results accessed through the NASA
exoplanet archive. Note that because the literature spectra are quoted at a range of resolutions I have binned down both spectra. In
many targets there is a slight slope towards the red end of the spectrum.
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Planet Ref
55Cnce Tsiaras et al. 2015
GJ1214b Kreidberg et al. 2014
GJ3470b Ehrenreich et al. 2014
GJ436b Knutson et al. 2014
HAT-P-11b Fraine et al. 2014
HAT-P-12b Line et al. 2013
HAT-P-12b Sing et al. 2015
HD209458b Deming et al. 2013
HD209458b Sing et al. 2015
HD97658b Knutson et al. 2014
XO-1b Deming et al. 2013
Table 3.5: List of literature results for exoplanets used in this work reported by the NASA
Exoplanet Archive.
comparison between my work and literature results for the 9 targets where litera-
ture transmission spectra are available. Transmission spectra are retrieved from the
NASA Exoplanet Archive, a table showing all of the planets and each of their refer-
ences is given in Table 3.5. All of the transmission spectra have been renormalised
to account for slight differences in the retrieved transit depth. Different sources use
different wavelength grids for their transmission spectra. To compare each source all
the transmission spectra binned to a lower resolution. I average transmission spec-
tra from this work with multiple sources, either from multiple scan directions in
roundtrip mode or multiple visits.
Figure 3.28 shows the retrieved transmission spectra are largely within errors of
the literature results. Figure 3.29 shows the residuals between the my transmission
spectra and literature results. Note in this work 55 Cancri e and GJ3470b both use
more visits than the literature transmission spectrum, due to more data having been
taken since their publication. This results in smaller errors in my reduction than
in the literature spectra. HAT-P-12b is a smaller planet (see Figure 3.1) and so has
a noisy transmission spectrum. This is shown by both two literature transmission
spectra producing very noisy results.
Based on comparisons with literature results I find that my analysis produces
transmission spectra consistent with other independent reductions. Small differ-
ences are expected due different assumptions in systematic removal. Particularly,
HD209458b is consistent with reductions both from Deming et al. (2013a) (within 1 )
and Sing et al. (2015) (within 2 ). Similarly 55Cnce, XO-1b, HD97658b and GJ1214b
are all consistent within 2 . This lends weight to the consistency of my reduction
and I am confident in the results of my pipeline.
In HD97658b, HAT-P-11b and GJ346b there is a slope at the redder edge of the
spectrum, (clearly seen in the residuals). This suggests there may be a further sys-
tematic in my data that I have not corrected for. In further work I will use the water
feature at 1.34µm to analyse these transmission spectra, which I expect not to be
affected by this systematic. This is discussed further in Section 3.8.
3.7.2.1 Stability of the Water Feature
In the Section 3.8 I investigate the water feature in each of the transmission spectra.
To use this feature in further assessment I must first be confident that the measure-
ment of the water feature is repeatable between different independent reductions of
the data. I do this in the simplest terms by fitting an atmospheric model to the water
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Figure 3.30: Fit to the transmission spectrum of HD209458b derived by this work. The derived atmosphere fits well across the transmis-
sion spectrum. CO and CO2 are unable to be constrained in this portion of the spectrum however methane does peak in the near IR,
though here it is also unconstrained. The water abundance is log10(n) = -2.93± 0.065.
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Figure 3.30: Fit to the transmission spectrum of HD209458b derived by Deming et al. (2013a). All the priors and fixed parameters
have the same value as for the model fit above. The derived abundance parameters are very similar, with a water abundance of
log10(n) = -3.00± 0.046. While this produces a fairly good fit the redder end of the spectrum is not well described. A more
sophisticated atmospheric model may be needed to conclusively find the difference between the two cases.
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Reduction Water Abundance
This Work log10(n) = -2.93± 0.065
Deming et al. (2013a) log10(n) = -3.00± 0.046
Table 3.6: Derived water abundances for HD209458b using atmospheric retrieval code BART.
Both the transmission spectrum from this work and from Deming et al. (2013a) agree
well on the abundance measurement.
feature for HD209458b and measuring the theoretical water abundance. If this abun-
dance measurement is the same between the two reductions the water feature must
be fairly stable, regardless of different assumptions between different reduction pro-
cedures. This is shown for the exoplanet HD209458b, compared with the accepted
literature result from Deming et al. (2013a).
In Figure 3.30 I show the final transmission spectrum of HD209458b from this re-
duction. In the second panel I show the literature result from Deming et al. (2013a).
Each spectrum has been fit using the atmospheric retrieval code ’Bayesian Atmo-
spheric Retrieval Code’ (BART), which is publicly available Cubillos et al. (2014);
Cubillos (2016). BART combines atmospheric models from Blecic, Harrington, and
Bowman (2016) with models of transit geometry and MCMC fitting. It finds the
optimal abundances for molecules in exoplanet atmospheres based on transmission
spectra. BART fits for the abundance of H2O, CH4, CO2 and CO. It also fits for the
surface radius of the planet and the atmosphere opacity. We see from both panels
in Figure 3.30 CH4, CO2 and CO are not constrained in this fit. This is expected, as
they do not exhibit strong features in this wavelength regime (see Chapter 2).
Both transmission spectra are well fit by a water rich model. The model performs
slightly worse at the red end of the spectrum with the literature data, though it
would be possible to achieve a good fit if less strict priors were set on the surface
radius parameter. The surface level of the planet is a few percent smaller than the
one found using my reduction, but is poorly constrained by the same prior. Water
is fairly well constrained in both cases. The water abundance derived in each case is
shown in Table 3.6. I find that the two reductions produce the same water abundance
within errors, suggesting that the water feature itself is fairly similar regardless of
the reduction used. This supports further analysis of the water feature in the sections
below.
3.7.2.2 Evidence for Systematic in Transmission Spectra
In this analysis some transmission spectra show evidence of molecular features in
the same region as the water feature. I have attempted to fit two of these planets with
atmospheric models using BART. Transmission spectra and model fits for Wasp-76b
and HAT-P-32b are shown in Figure 3.31. I have been unable to fit a physical model
accurately to the transmission spectra due to an apparent excess at wavelengths
shorter than the 1.34µm water feature. It is tempting to suggest that there is some
feature in the model that is not being fit, either some haze component or some
molecule beyond H2O and CH4. However, there are no common molecules that
peak in this region, as shown in Chapter 2. I believe this may be evidence of a
further systematic problem that has not been mitigated in my pipeline.
Both the above model fits and comparisons with literature have shown that there
may be additional systematics in the transmission spectra produced in this work.
This includes the slope at bluer wavelengths seen in HAT-P-32b and Wasp-76b and
the slope at redder wavelengths seen in HD97658b, HAT-P-11 and Wasp-18b, (see
Figures 3.28 and 3.36).
One cause of these systematics may be other sources on the detector. In this work
I do not attempt to correct for any background sources contaminating the spectrum.
This is particularly problematic in spatial scan mode where the traces can overlap
between MULTIACCUM readouts. This additional source will cause discrepancies
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Figure 3.31: Best fit BART atmospheric spectrum to HAT-P-32b (top) and Wasp-76b (bottom).
Here only water and methane have been used. Neither fit converges well and the
best fits fail at the blue edge of the spectrum.
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in the measured stellar template and exoplanet transmission spectrum. It is hard
to mitigate such a problem and a detailed investigation into each target would be
needed to find any contaminating nearby sources.
A further cause for any discrepancies or slopes in the final spectra may be from
limb darkening. While the effects of limb darkening are small, there is a wavelength
dependence which will reduce the transit depth towards longer wavelengths. Based
on preliminary investigations, the magnitude of this effect may be large in some
cases and limb darkening may explain the persistent slopes in some targets. Fig-
ure 3.32 shows the observed data for targets Wasp-76b and Wasp-80b with synthetic
HST data I have generated. The synthetic data contains only water absorption, (us-
ing data from Chapter 2), scaled to a physical level based on the scale height of
the planet (see Section 3.8). The synthetic data has been generated both with and
without limb darkening (using the LDTK code84 and PyTransit code85) to gain a 84 Parviainen and
Aigrain (2015);
Husser et al. (2013)
85 Parviainen (2015)
qualitative understanding of the effect. Both targets show an additional slope, with
the hotter Wasp-80b showing a significant slope at the redder end. Based on this, it
is clear that limb-darkening must be accounted for and more work on the pipeline
is warranted.
Figure 3.32: Preliminary test of the effect of limb-darkening. I developed a synthetic model of HST data using my own routines and
the codes LDTK and PyTransit. The top panels show synthetic transits and the lower panels show synthetic spectra. These spectra are
based on simple water absorption and the scale height of each planet. The synthetic model was run on two targets, both with and
without limb-darkening. It is clear that limb-darkening does play a role, particularly in the case of the hotter star Wasp-80b.
3.7.3 Out-of-Transit Testing
One of our assumptions is that the variability between channels occurs only during
transit. However, there may be variability also in the channels before or after the
exoplanet crosses. For example, there may be stellar activity that causes a channel
dependent variability. There may also be systematics which causes the channels to
be noisy. Any signal from the transmission spectrum must be stronger than this
channel variability.
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To test the base level of channel by channel variability we can use the out-of-transit
data. We can perform a simple test by taking the average of the first half of the out-
of-transit data from the average of the second half. This is equivalent to the Median
Level fitting method, see Equation 68. However, in this case we are comparing the
star to itself rather than the star to the transit. This test is given as
  0  =
b1X
t=a1
f 
(b1 - a1)
-
b2X
t=a2
f 
(b2 - a2)
(69)
where t = a1...b1 are the time stamps for the first half of the out-of-transit data
and t = a2...b2 are the time stamps for the second half. I refer to this as the OOT
test. An example of the transmission spectrum for HD209458b compared with the
OOT test is given in Figure 3.33. The OOT test is flat within errors and the transmis-
sion spectrum deviates significantly from it, suggesting there is true astrophysical
variability.
The resultant OOT test spectrum should be flat. If the variance in the OOT test
is similar to the variance in the transmission spectrum this suggests there is no
significant astrophysical signal beyond that of the star and the systematics. If the
out of transit test is correlated with the transmission spectrum this suggests that the
variability is consistent across all channels, regardless of the planet presence. Finally
if the out of transit test is not flat with respect to wavelength we would expect the
same trend in transmission spectrum.
Two examples of the OOT test are given in Figure 3.34. For HD209458b the test is
flat, uncorrelated with the transmission spectrum and has a smaller variance than the
transmission spectrum. For 55 Cancri e the transmission spectrum is sloped, non-flat
to a 2  level and has a much larger variance than the transmission spectrum. Based
on visual inspection of the transmission spectra and OOT tests I present a scheme
for rejecting badly reduced transmission spectra based on the OOT test. The criteria
are the following: 1) The OOT Test variance must be less than twice the transmission
spectrum variance. 2) The transmission spectrum must be flat with respect to wave-
length based on a reduced chi-squared fit. Any targets that are not flat to the 2  level
are discounted. 3) The OOT Test and the transmission spectrum must have a corre-
lation coefficient less than 0.6 based on a Pearson correlation test (implemented by
numpy’s corrcoef function). These cuts are conservative and exclude only the most
extreme cases. Harsher cuts could be applied to get a cleaner sample. Figure 3.35
shows these thresholds against the population of planets. Those targets that were
rejected are given in Table 3.7. In further analysis in the sections below these targets
have been excluded.
3.8 results
Having validated the data and rejected based on the OOT test I can be confident in
the ensemble of transmission spectra. In this section I will analyse the spectra as a
group to establish trends in the strength of the water feature across a range of planet
types.
While estimating the abundance of water would be a useful way to track the
strength of the water feature, this would require full atmospheric retrieval. There
are many assumptions in modelling an exoplanet atmosphere based on chemistry
and the interior conditions. In this work I rely only on the data to make claims about
the strength of the water feature in each target. This is a data driven approach and
has fewer assumptions. This also makes my work easily reproducible.
To measure the water feature height I follow a similar procedure to that in Sing
et al. (2016). I subtract the average of the transmission spectrum from 1.22µm to
1.33µm from the average cross section from 1.34µm to 1.49µm, where the water
feature peaks. The water feature height hw is given as
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Figure 3.33: Example of an OOT test for HD209458b compared with the retrieved transmission
spectrum. The OOT test shows whether there was similar variance in the channels
before and after the planet was transiting. In this case we see a significant signal
above the out of transit test.
Figure 3.34: Two examples of the out-of-transit test from my pipeline. We see HD209458b has
an uncorrelated, low variability out-of-transit test. However, XO-1b has a corre-
lated, highly variable out-of-transit test, suggesting that the signal is not due to
variability in the exoplanet atmosphere.
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Figure 3.35: Thresholds for three different oot test parameters. Top: Ratio of standard deviation
of the OOT test to the standard deviation of the transmission spectrum. Middle:
Correlation between the OOT of transit test and the transmission spectrum as mea-
sured by a Pearson test implemented by numpy’s corrcoef function. Bottom: signif-
icance of reduced chi-squared of the OOT test. All thresholds have been chosen by
eye based on inspection of the transmission spectra and OOT tests.
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Planet Visit Scan Direction Variance Correlation Reduced Chi
55Cnce 1 Forward Failed
55Cnce 2 Forward Failed Failed
55Cnce 3 Forward Failed Failed
Wasp-103b 2 Forward Failed
55Cnce 2 Backward Failed Failed Failed
55Cnce 3 Backward Failed Failed
GJ436b 1 Backward Failed
GJ436b 2 Backward Failed
GJ3470b 2 Backward Failed
Wasp-103b 1 Backward Failed
55Cnce 4 Backward Failed Failed
Table 3.7: Targets disqualified by the OOT testing procedure with the tests that were failed.
hw =  ( ) =1.33...1.49 -  ( ) =1.22...1.32 (70)
where    is the transmission spectrum. In this section I will use the height of
transmission spectrum in this region hw as a measure of the strength of the water
feature. This comes with the caveat that other molecules such as methane may be
polluting the region, and that there may be residual systematics which could affect
this measurement.
Based on the analysis of HAT-P-32b and Wasp-76b in Section 3.7 it seems there
may be an excess in some targets blueward of the water feature. This would disrupt
the height of the water feature as analysed by Equation 70. This is expected to give a
lower estimate for water content in targets that exhibit this excess. In such cases hw
would be an underestimate.
3.8.1 A spectral sequence of Exoplanet Transmission Spectra
In a similar way to work from Sing et al. (2016) I am able to produce a sequence of
transmission spectra based on the strength of the water feature, given in Figure 3.36.
There are only five targets in common between these two works: HD209458b, HAT-
P-12b, Wasp-31b, Wasp-39b and Wasp-12b. The sequence presented here is more
limited in wavelength range, covering only the WFC3 G141 bandpass, but covers
30 unique exoplanets. My sequence has been ordered using the height of the water
feature (hw) to create a sequence of water rich targets to water poor targets. Figure
3.36 shows a wide variety of exoplanet transmission spectra, with clear water signals
in several unpublished targets. (e.g. Wasp-39b, HAT-P-32b and Wasp-52b)
In the sequence we see HD209458b is not the most water rich planet. However,
HD209458b is one of the best approximated transmission spectra with small errors.
This is due to a combination of factors which amount to a high number of photons
through the atmosphere: HD209458 is a bright star, the planet has a large scale height
and the transit is long enough for several observations to be made at the base of the
transit. These combine to make it one of the best measured transmission spectra.
Planets such as HAT-P-32b, Wasp-121b, Wasp-39b and Wasp-52b all appear to
have strong peaks in their transmission spectra, leading them to be at the top of
the sequence. They are much noisier than HD209458b and have larger errors ow-
ing to dimmer stars and the reduced number of in-transit points. Full atmospheric
retrieval would enable further assessment of these features and an estimate of the
water abundance in their atmospheres.
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Figure 3.36: Spectral sequence of exoplanet transmission spectra based on water feature height given in Equation 70. The spectra are
then ordered with the largest water feature to the lowest. The methane feature also peaks in a similar region making this an imperfect
solution. Poor reductions such as XO-1b, where the OOT test is completely correlated with the transmission spectrum have been
omitted.
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Figure 3.36: Figure 3.36 continued.
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Wasp-39b also features in the spectral sequence in Sing et al. (2016). In that work
the observations of Wasp-39b had not been completed with HST WFC3. The target
was modelled using data from Spitzer and STIS only. However, the planet ranked
very highly in their sequence, suggesting that there would be a significant water
feature in the WFC3 G141 bandpass. That data has now been taken and is included
in my sequence. We can see that Wasp-39b is one of the highest ranking watery
planets in my sequence, ratifying what Sing et al. (2016) predicted.
The sequence of planets shows there are clear trends that may be due to systemat-
ics. Wasp-76b, HAT-P-32b and Wasp-80b show a significant blue-edge excess. Wasp-
80b also shows a steep, negative slope that is not shown by any other target and is
not seen in the OOT test. This may be a systematic that has not been addressed in
this work, or an astrophysical slope from a haze. Without full atmospheric fitting it
is difficult to distinguish these two possibilities or find the cause of this blue feature.
Conversely, I find planets HD149026b, Wasp-18b, HD97658b and HAT-P-11b are
sloped in at the redder end of the spectrum. If the atmosphere were hazy we would
expect a negative slope based on Rayleigh scattering. A positive slope is harder to
fit with an physical atmospheric model. This suggests either a molecular feature at
the red end or an error in reduction.
Based on this sequence I believe there may be final systematics that have yet to be
considered in this work. These issues may be addressed by using a more sophisti-
cated fit to geometric distortions or by a full transit model fit to each coloured light
curve including limb darkening.
3.8.2 Comparative Exoplanetology
Using the large sample of 30 unique exoplanet transmission spectra I can investigate
observability of water across and range of planet types. To do this I can first estimate
the expected water feature height under the simplest conditions. I do this by using
an analytic model for the height of the atmosphere that would be measured by the
transit depth. 8686 Lecavelier Des
Etangs et al. (2008) The analytical relation for the transit-measured altitude of an atmosphere (in hy-
drostatic equilibrium) is given by
z( ) = H ln
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where z( ) is the altitude as a function of wavelength. H is the scale height, which
I have discussed in Chapter 1 and is given as H = kBT/µg. ✏ is the abundance of
the absorbing species (in this case water),  ( ,P, T) is the wavelength dependent
absorption cross section (see Chapter 2), P is the pressure at a reference altitude, ⌧ is
the optical thickness at the transit-measured altitude, RP is the planet radius, kB is
Boltzmann’s constant, T is the temperature of the gas at the measured altitude, µ is
the mean mass of the gas particles and g is the surface gravity of the planet.
We see from this relation that the scale height is an important scaling factor to
the transit-measured altitude, as we anticipate (see Chapter 1). The absorption from
particular molecules will alter this transit-measured altitude as a function of wave-
length. By increasing the abundance ✏ the transit-measured altitude is increased as
there are more molecules present to absorb (or scatter) the star light. Observing in
wavelengths where the cross section  ( ,P, T) is high will also increase z( ). In prac-
tice we do this by observing in the G141 waveband, which covers the strong water
absorption feature at 1.34µm (see Figure 3.37).
Sing et al. (2016) uses metrics based on Equation 71 to analyse their transmission
spectra at different wavelengths. By comparing the transit-measured altitude in one
waveband to another many of the factors in Equation 71 will cancel.
z( )- z(  0) =  z - 0 = H ln
⇣ ↵
↵ 0
⌘
(72)
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↵ = ✏ ( ) (73)
where ↵ is the absorption-plus-scattering extinction coefficient. The quantity  Z - 0/H
gives a metric to compare the extinction between different wavelength regions. If
 Z - 0/H deviates significantly from theoretical values this would indicate cloud
layers or hazes altering the transit-measured altitude from Equation 71. For this to be
effective, measurements are ideally taken from different wavelength regimes where
 ( ,P, T) is significantly different.
Sing et al. (2016) uses a full radiative transfer model including chemistry and
clouds to compare their measured values of  Z - 0/H . They also use optical and
mid-infrared data from HST STIS and Spitzer IRAC respectively. In this work the
wavelength coverage is much more limited. The WFC3 band is much too narrow to
perform the above comparison. No measurements of the haze or cloud level can be
made with this data with a limited wavelength range and a simple analytic model.
However, the absorption cross section for water does vary significantly in this band. I
can begin to measure the strength of the water feature and compare it to a theoretical
value using a very simple analytical model.
To measure the theoretical height of the water feature (hw) in the most simplis-
tic terms I use the analytical model given in Equation 71 and 72, using the same
wavelength regions as given in Equation 70 ( =1.22-1.32 and   0=1.33-1.49). I assume
that in these two regions T, P, ⌧ and ✏ do not vary. I also assume no scattering and
use only the absorption cross-sections  ( , T) from Chapter 2. (Here I will assume
pressure makes a negligible difference in the HST WFC3 band pass, which is very
reasonable given the conclusions of that chapter.) Based on these assumptions we
find that the theoretical height of the water feature hw is given as
hw =    -   0 (74)
where    and   0 are the average transmission spectra in the two regions   and   0.
The transit depth is simply (RP/R⇤)2 + an additional atmosphere layer. The height
of this layer as a function of wavelength is z( ) giving
hw =
✓
(RP + z( ))- (RP + z( 
0))
R⇤
◆2
=
✓
 z - 0
R⇤
◆2
(75)
 Z - 0 = H ln
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 ( , T)
 (  0, T)
◆
(76)
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I make the most basic assumption that the atmosphere contains only absorption
from water. Using the water absorption cross section from Chapter 2 and interpolat-
ing to the equilibrium temperature of the planet, (assuming all energy from the star
is absorbed and none is reflected) we can approximate hw for these planets. This is
shown in Figure 3.38.
Equation 77 shows us how we would increase the detectability of water in our
targets. Based on the equation there are two ways we can do this: increase the signal
size or increase the contrast. Increasing the scale height of the atmosphere increases
the amount of material in the atmosphere for light to pass through. Because the at-
mosphere is thicker, there is more water to absorb the stellar light. This increases the
signal from the absorption feature. A low temperature creates a narrow absorption
feature in the cross section (see Figure 3.37). This causes the contrast between the
two wavelength regions to become more pronounced. Finally, by lowering the stellar
radius the transit depth is increased, also increasing the contrast between the two
regions.
Figure 3.38 shows the theoretical water feature height (hw) as a function of scale
height. Hotter targets have much lower theoretical hw values due to the cross section
 ( , T). As temperature increases the absorption feature becomes much broader and
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Figure 3.37: Example of the cross section of water at a resolution similar to transmission spec-
tra reported by literature and this work. (Choices in binning for each individual
target cause different R values.) At low temperatures the cross section is narrow,
as temperature increases it becomes more broad.
shallow, causing hw to decrease. Targets of similar temperatures have a stronger
water feature as a function of scale height, as predicted in Chapter 1.
In Equation 77 there is a third factor which affects hw: the star radius. A small
stellar radius massively increases the transit depth making the relative contribution
of the atmosphere much more pronounced. The smallest host star in this sample
(GJ1214) has a stellar radius of only 0.2 solar radii making the height of the water
feature much stronger. This causes the theoretical height of the water feature to be
more than 50ppm. It has been excluded from Figure 3.38 as an outlier.
Based on this model we would expect high scale height, low temperature plan-
ets to have the strongest water features. Using literature values for the planet and
host parameters I can estimate the scale height for each of my targets and directly
compare the predicted water feature height to the measured one.
Figure 3.39 shows the height of the water feature for each planet used in this work
as a function of scale height. (Note some targets have been removed based on the
OOT Test, see Section 3.7.3). I find a significant correlation between scale height and
the observed water feature in the observed exoplanet sample. Exoplanets with scale
heights of more than 670km±110km show a significant water feature of more than
200 parts per million.
When Figures 3.38 and 3.39 are compared they clearly show the same trends; there
is a general correlation between scale height and the height of the water feature in
the WFC3 band in both the theoretical and observed value of hw. Hotter targets also
show much weaker water features, due to the water absorption cross section being
broader at high temperatures. Figure 3.40 shows the two values are highly correlated.
A Pearson correlation test returns a correlation of 0.65 with a p-value of 1.5 ⇥10-4
suggesting the model is highly predictive of the data. If the hw values were due to
systematics we would expect no correlation between the model and the data at this
level.
There is a high degree of scatter in the relation, suggesting that there are other fac-
tors affecting the results. The measured values are much larger than the predicted
values by a factor of ⇠ 15. This is likely due to the over simplification of the model;
in this case we are using a simple analytic model for a 1D atmosphere containing
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Figure 3.38: Theoretical water height hw based on the most simple analytic model. Here the
height is driven by three factors: the scale height of the atmosphere, the water cross
section and the radius of the host star. Targets hotter than 1500K are less strongly
correlated.
Figure 3.39: Relationship between atmospheric scale height, (derived from planet mass, radius
and effective temperature) and the observed height of the water feature in WFC3.
A linear fit between the two has been used in further analysis. Note here planets
hotter than 2000K have been omitted from the fit as they are seen to be outliers.
Grey dashed line shows 150ppm, a rough threshold for where water detections are
clear for cases such as HD209458b.
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Figure 3.40: The theoretical height of the water feature for each target based on a simplistic
analytic model compared with the true measured height. The correlation between
the two as measured by a Pearson test is 0.65 with a p-value of 1.5 ⇥10-4, sug-
gesting that the water feature height being measured in the transmission spectra
are related. Note GJ1214b has been removed from this correlation as an outlier.
only water and molecular hydrogen. A full radiative transfer model will provide a
much more accurate estimate. Crucially we have ignored the following factors be-
yond radiative transfer. 1) Temperature-Pressure profiles. The actual temperature at
the transit-measured altitude is likely different from the equilibrium temperature. 2)
Albedo. Similarly, we have not included any reflection from the atmosphere which
would reduce the heating in the upper layers. 3) Scattering, hazes and clouds. These
features will affect the measurement of hw and will reduce the observable contrast
between absorption features in this region. 4) No chemistry and uniform abundances.
The addition of more molecules and chemistry may drastically alter the results. To-
gether these could combine to explain the scatter in hw. Full atmospheric model
fitting and better wavelength coverage would allow us to establish whether the vari-
ance in hw is due to any of these atmospheric features and begin to constrain them,
as done in Sing et al. (2016).
Many of the targets in this work also show a negative hw value. This is not al-
lowed for in our simplistic model; there is only one molecular cross section included
and it cannot become negative. By including more molecules in this region, (such
as methane) and particularly by including hazes this negative hw value could be
achieved. Full atmospheric modelling would help understand targets such as HAT-
P-17b with such a low hw value.
Ultimately the correlation between model and data shows that the retrieved trans-
mission spectra are truly informing us about the strength of the water feature in
these atmospheres. The increase in hw as a function of scale height is not simply
due to an unresolved systematic, but is truly astrophysical.
This is a new result which has not been discussed in literature. The benefit of this
work was to use the largest exoplanet sample to date. With only a small sample of
exoplanet transmission spectra it would be difficult to make this assessment. The
strength of having such a large ensemble of planets is being able to see a correlation
in their overall behaviour, based on the simplest models. Using this sample I have
shown water absorption is clearly a dominant factor in the behaviour of exoplanet
atmospheres in the 1.34 µm region.
3.8 results 117
Using this large ensemble and trend it is possible to forecast which planets will
have the strongest water features. It would have been possible to do this using only
the analytic model. However, by using the data we are also including the variance
caused by HST systematics in our prediction and making no assumptions about the
behaviour of these atmospheres. We instead assume that this sample is large enough
to predict general behaviour for all similar exoplanet atmospheres.
3.8.2.1 Future Target Lists
There are many exoplanets which a) have known mass, radius and orbital periods
with which to calculate the scale height and b) are known to transit their host stars.
Using the relation between scale height and hw we can build an optimal target list
of known exoplanets that, if observed with WFC3, would have a strong water sig-
nal. In this Section I will use the correlation discussed above to predict the height
of the water feature hw for these planets. I do this with a linear fit to the planet
sample above for planets with equilibrium temperatures less than 1500K. Tempera-
tures higher than this cause a broad cross section and a much lower hw value to be
measured, as shown in Figures 3.38 and 3.39.
For the purpose of designing a target list we will make a number of assumptions
about our observational needs. In order to find a large enough signal for water to be
identified and model we will assume we require at least hw=200 ppm. I will assume
that observations of 100 seconds are optimal based on the observational strategies
in Table 6.1. 100 seconds is a short enough duration to use the 256x256 subarray for
most targets, maintaining high observation efficiency without requiring data dumps
in the middle of the observations. Lastly we will assume that a signal to noise ratio
of at least 5 is required to confirm any observation.
Using the NASA Exoplanet Archive I have built a list of all the transiting exoplan-
ets that have mass, radius and period estimates. An effective temperature and a scale
height is calculated for each planet, assuming a µ of 2. The scale height in this case
is dominated by the surface gravity of the planet g. This leads to less dense planets
having a much larger scale height. This is shown in Figure 3.41. The most amenable
targets for water observations are in the top left of the radius/mass diagram for
exoplanets.
To estimate the signal to noise ratio of the observation for HST WFC3 we first
estimate the transit depth. This is based on the stellar and planet parameters from
the NASA exoplanet archive. The transit depth in absolute flux units is
  = F⇤R2P/R
2⇤ (78)
where F⇤ is the flux from the star. Using the stellar luminosity and modifying it by
a blackbody curve I obtain the projected stellar flux in the WFC3 waveband. The
final signal to noise ratio of the observation is then the signal in counts due to
the additional layer of the atmosphere. Using the equations from Chapter 1 we can
calculate the counts recorded by HST WFC3 as
counts = t P F 0⇤(
(RP +NH)
2
R2⇤
-
R2P
R2⇤
) (79)
where t is the exposure time in seconds, P is the conversion between ergs/s/cm2/Å
and detector counts/s and F 0⇤ is the flux of the star in the WFC3 bandpass. As dis-
cussed in Chapter 1 N is the number of scale heights of a uniform density gas that
approximates a full atmosphere where density varies under gravity87 (N=5). The 87 Seager and
Sasselov (2000)signal to noise ratio is then
p
counts.
Figure 3.42 shows the projected signal to noise ratio of each exoplanet atmosphere
as a function of mass and radius. Only planets with equilibrium temperatures less
than 1500K have been included, as I assume that the correlation breaks down for
hot planets. In Figure 3.42 we see that most of the ideal candidates are not large, hot
Jupiter planets but instead ’hot Neptunes’ with masses less than 0.5 Jupiter Masses.
Hotter, higher mass planets have broader cross sections. Small planets, particularly
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Figure 3.41: Mass/radius diagram for all known transiting exoplanets with mass and radius
measurements. Different values for surface gravity have been over plotted to show
where planets most amenable to water observation are likely to lie.
with very low masses such as hot Neptunes provide high scale heights and low
temperatures making them perfect targets for observations of water with HSTWFC3.
Beyond HST these would be ideal targets to observe with JWST’s IR instruments in
the future. This is a paradigm shift from what is currently done in the field. As
shown in Figure 3.1 high mass, very hot planets are often chosen for exoplanet
atmosphere observation.
A full list of the known transiting exoplanet targets with conditions ideal for a
detection of hw &200ppm is given in Table 6.1 in the Appendix of this chapter.
These are ordered by the predicted HST signal to noise ratio. Several of the targets
in this list have already been observed with HST, notably Wasp-69b, Wasp-67b and
HAT-P-26b rank highly on the list of candidates and in the spectral sequence given
in Figure 3.36.
There is a shorter version of this table given in Table 3.8. Here only the smallest
exoplanets are shown, with radii less than one Jupiter. I find there are several unob-
served small planets with high predicted hw values. These candidates would pro-
vide excellent opportunities to constrain the water abundance on smaller exoplanets.
Several of these small planets are also part of multiple systems. Notably, Kepler-18c
and Kepler-18d both appear on the list of optimal targets. Studies of atmospheres in
multiple-planet systems may allow us to investigate how water abundance varies as
a function of distance from the host star and better constrain formation models.
3.9 conclusions
In this work transmission spectra for 30 unique1 exoplanets have been derived uni-
formly, mitigating systematics from the shift in source location on the detector and
geometric distortions. Due to the nature of observations of exoplanet atmospheres,
signals from transmission spectra are small. It proves important to remove these
1Note added in Proof: While this work was in the final stages of proofing a similar publication was
added to the arxiv. Tsiaras et al. (2017) presented a set of 30 exoplanet spectra take with WFC3 and fits each
with a full atmospheric model. They note similar features, such as the absorption feature in Wasp-76b which
they attribute to TiO. The analysis of the water feature height presented in this work remains unique.
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Figure 3.42: Mass/period/radius diagram for all known transiting exoplanets. Coloured points
indicate exoplanets with a scale height large enough to expect hw &200 ppm. The
colour scale gives the projected signal to noise if observed with WFC3 for either
100 seconds or until the saturation limit of the detector is reached, (whichever is
shorter).
Name Scale Height Temperature Radius (Rjup) Mass (Mjup) Magnitude (V) Projected HST SNR
Kepler-78b 678.0±45.2 2217.0±42.0 0.105±0.014 0.006±0.001 11.551 12.5825
Kepler-36c 728.0±25.5 1016.0±11.0 0.328±0.005 0.025±0.002 11.866 6.96643
Kepler-18c 733.0±15.0 990.0±34.0 0.49±0.023 0.054±0.006 13.549 6.45995
HAT-P-26b 895.0±37.2 994.0±73.0 0.565±0.072 0.059±0.007 11.744 26.5179
Kepler-18d 986.0±17.1 793.0±27.0 0.623±0.029 0.052±0.004 13.549 8.45964
K2-39b 1046.0±21.7 1855.0±93.0 0.732±0.098 0.158±0.031 10.832 10.6641
WASP-139b 835.0±8.0 917.0±22.0 0.8±0.05 0.117±0.017 12.4 20.7725
Kepler-51c 3747.0±373.0 454.0±108.0 0.803±0.25 0.013±0.001 14.669 12.0111
HATS-8b 1216.0±61.1 1322.0±92.0 0.873±0.123 0.138±0.019 14.03 8.38614
HAT-P-12b 695.0±12.7 958.0±22.0 0.959±0.029 0.211±0.012 12.84 23.2324
WASP-126b 814.0±11.7 1486.0±70.0 0.96±0.1 0.28±0.04 10.8 26.4225
Kepler-425b 683.0±133.1 1072.0±18.0 0.978±0.022 0.25±0.08 14.97 6.09235
HAT-P-18b 709.0±0.3 848.0±31.0 0.995±0.052 0.197±0.013 12.759 22.0615
Table 3.8: Projected best candidates for HST WFC3 observations of water features. Here scale height is derived from the mass of the
planet, temperature of the star and orbital period of the planet as given by NASA Exoplanet Archive with a µ value of 2. HST signal-
to-noise ratio is based on an observation with WFC3 G141 grism with an integration time of 50 seconds. Targets that have also been
observed with HST spatial scan mode have been highlighted, though some have been removed from the reduction.
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small systematics carefully to correctly analyse the transmission spectrum and re-
move all signals from the host star.
In this work I employ several stages of correction. I use only spatially scanned,
ima.fits files from STScI MAST in this work. These have undergone preliminary
corrections in the calwfc3 pipeline. Initially this raw data is corrected for systematics
such as the background and cosmic rays at the pixel level.
In the second stage of correction I use a least squares fitting routine and template
spectrum to find the source position as a function of time. The subpixel shifts in
source position are used to create a high resolution, oversampled stellar spectrum.
This enables accurate removal of the stellar signal despite shifts in the source over
time. The same least squares fitting approach is used to remove small, geometric
distortions due to imperfections in the telescope optics, which result in a stretch
in the spectrum. The variable scan rate is removed using the same template fitting
method.
The final stage of corrections clean the individual light curves from each wave-
length channel. I employ the divide OOT method developed by Berta et al. (2012). I
remove the hook systematic noted by Deming et al. (2013a) using background reads
from the un-illuminated portions of the array and a least squares fit.
The transmission spectrum is generated using the white light curve which is least
squares fit to each channel light curve to find the change in transit depth.
I take several approaches to validating the transmission spectra. Targets that have
been observed in round-trip mode are split into two different groups before reduc-
tion. I analyses the precision of the reduction through comparison of the transmis-
sion spectra from the forward scan group and the backwards scan group. Similarly,
different observations of the same target should produce similar transmission spec-
tra, assuming no additional astrophysical variability. I find that both of these internal
validations show that my transmission spectra are consistent.
9 of the transmission spectra produced in this work have been externally validated
by comparing with literature results. I find that the transmission spectra produced
here are very similar to those from literature. There is also evidence for a small
increase in flux at the red end of the spectra, suggesting there are further systematics
in the data. Targets such as HD209458b, XO-1b and HD97658b are consistent with
literature.
Some targets show a feature blueward of the water absorption that is not well
approximated by an atmospheric model. This is shown particularly for Wasp-76b
and HAT-P-32b where a full atmospheric retrieval fails to converge. This may be
due to further instrument systematics that have not been addressed in this work.
In this work I propose a new test for assessing the quality of the data: the Out-
of-Transit Test. In this test the average of the first half of the out-of-transit data is
subtracted from the last half for every channel. This produces the equivalent of the
transmission spectrum for when the planet is not transiting. Any remaining channel
variance must either be due to the star or due to systematics. For the transmission
spectrum to truly contain astrophysical variability, it must be detected above the
variance of the OOT test. In this work, any instances where the OOT Test is found
to be significantly correlated with the transmission spectrum, noisier than the trans-
mission spectrum or significantly sloped have been removed from further analysis.
In this work I present a spectral sequence of exoplanet atmosphere transmission
spectra from water-poor to water-rich atmospheres. This is similar to the sequence
presented in Sing et al. (2016). By using all spatial scan mode data from HST I am
able to increase the sample size significantly compared to that work (though Sing
et al. (2016) covers a much wider wavelength range enabling modelling of clouds
and hazes). Only 5 targets overlap in the two works, and due to the difference in
wavelength coverage the two cannot be compared. However, in Sing et al. (2016)
the planet Wasp-39b was missing from the analysis as data had yet to be taken
with WFC3. They predicted based on their models and their sequence that Wasp-
39b would have a strong WFC3 water signal. I have since produced a transmission
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spectrum for this planet and find that to be correct; Wasp-39b has one of the strongest
water features as measured by hw in my sample.
In this work I use the averages in two regions of the spectrum ( =1.22-1.32 and
  0=1.33-1.49) to measure hw. This measures the strength of the water feature. Us-
ing an analytical expression for the transit-measured altitude88 I have estimated the 88 Lecavelier Des
Etangs et al. (2008)value of hw for each target. This theoretical value correlates significantly with the
measured value from the transmission spectra of the 30 exoplanets used in this work.
This suggests that the transmission spectra are showing truly astrophysical variation
related to the water absorption in the exoplanet atmosphere.
I find a new, empirical relationship between the scale height of an atmosphere
and hw for planets T.1500K. Using this relationship it is possible to find the list of
exoplanets that are most likely to have an observable water signal with HST. I have
produced a list of the transiting exoplanets that are most likely to have a strong water
signal. Of this list I have highlighted the smallest planets with radii less than 1 Jupiter
radius. These planets have large scale heights due to their extremely low density.
They are the best candidates for water observation in a super-Earth/Neptune type
planets.
Based on this relationship I find that the ideal candidates are not hot Jupiters,
which are often chosen for atmospheric retrieval. Instead I find ’hot Neptunes’ have
properties that create a high hw value. These targets can have large scale heights
due to their low densities, but are cooler than hot Jupiters with temperatures .
1500K. I suggest that the candidates in this list will provide the best opportunities for
characterising water around small exoplanets either with HST or future instruments
such as NIRspec on JWST.
Particularly, I suggest the planets Kepler-18c and Kepler-18d would make excel-
lent targets for observation with HST WFC3. They are small with a high probability
of water observation, making them astrophysically interesting. They orbit a G-type
star and have orbital periods of 7 and 14 days respectively. This make their transit
durations long (&1 hour), providing the opportunity for plenty of in-transit observa-
tions.. Finally, by observing both as members of the same system it may be possible
to constrain water abundance as a function of orbital distance in a single system.
The collection of exoplanet spectra used here span a wide range of morphologies
as shown in Figure 3.36 with some displaying clear and strong water signals. In
particular HAT-P-32b, Wasp-76b and Wasp-52b show very strong signals and have
not been discussed to date in literature. With access to a more sophisticated set of
models it may also be possible to compare the exact abundances of water across the
spectrum and begin a census of exoplanet atmosphere composition in the near IR.
Before any transmission spectra for these planets are investigated further all evi-
dence of systematics should be removed. In particular there is the blue-edge feature
that is not well described by models. There would be many approaches in finding
whether this feature was physical but under-represented in the models or systematic.
One approach would be to use the synthetic exoplanet transit data from BART and
create synthetic observations. Varley, Tsiaras, and Karpouzas (2015) have created a
code for producing synthetic observations based on HST’s behaviour and noise pro-
file. Testing my pipeline in conjunction with synthetic observations would be the
first step in finding any residual systematics.
In this work I have used the collection of public, archival exoplanet atmosphere
observations for a data driven comparison of exoplanet atmospheres. I have shown
with the simplest analytic model that these transmission spectra are consistent with
atmospheric absorption. Using this dataset it is possible to look forward to what we
might achieve with JWST. The increased collecting area of JWST will require less
exposure time to achieve the same signal to noise of HST. The longer wavelength
coverage of NIRspec and MIRI will allow degeneracies in molecular abundance to
be broken. The targets shown here with high hw values will be excellent candi-
dates for follow up with prominent molecular absorption features in the IR, where
Rayleigh scattering is less pronounced. High contrast molecular features allow the
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best constraints of abundances from atmospheric models. By learning more about
atmospheric composition we can inform our knowledge of planet composition and
begin to build a picture of the conditions on these planets.
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4RETR IEV ING STELLAR TEMPERATURES IN THE IR
4.1 introduction
In the previous chapter I have presented an ensemble of 30 unique exoplanet trans-
mission spectra. I have compared them in order to study the range of water content
in exoplanet atmospheres. That work required that the spectra be precise, in order to
make the inter-comparison possible. In this chapter I will focus the stellar spectrum
that was taken in the same data. The stellar spectrum had been actively corrected
for and removed in the reduction process to find these small exoplanet signals. How-
ever, stellar spectra can be used to retrieve stellar parameters, such as temperature.
These in turn are used to find exoplanet parameters such as mass and radius (see
Chapter 1 for more details on this). To study exoplanets further we require that these
parameters are accurate.
Accurate mass and radius parameters allow us to unlock further characterisation
(such as the mean density) and have implications for the composition and formation.
Characteristics such as the effective temperature of the planet are built from the stel-
lar temperature. These stellar parameters are usually found through models based
on the stellar temperatures and metallicities, and in rare cases measured using in-
terferometry (see Section 4.2). Inaccuracies in stellar parameters directly impact our
ability to investigate and characterise exoplanets. Before we can learn more about
exoplanets we must first understand their hosts.
In this chapter, I use space-based, IR spectra to test the accuracy of retrieved exo-
planet parameters. I use state-of-the-art stellar atmosphere models to find mass and
radius estimates using only the near-IR. I compare these values with those obtained
in literature from other methods in the visual. The IR wavelength range has not
been tested in literature, where models are known to be less accurate (see Decin et
al. (2004) for a comparison of ATLAS and MARCS models in the IR). The retrieved
uncertainties in the host star temperatures are then used to project uncertainties in
their planet parameters, were only the IR region used to estimate stellar parameters.
The sample of 32 stellar spectra used in this work present an excellent opportunity
to obtain the stellar properties of some of the most interesting exoplanet host stars.
Their planets are some of the best characterised to date (see Chapter 3). These stars
span a wide range of masses from M to F type, making them also excellent templates
for the majority of exoplanet host stars. Uniquely, this data set has been taken by
HST WFC3 covering a wavelength range of 1.15-1.65µm. This allows a wavelength
regime to be observed that would otherwise be impossible from the ground due to
strong atmospheric water absorption. The stellar spectra also have excellent signal
to noise (SNR⇠30000). Thanks to the spatial scan mode of HST, spectra can be taken
of even the brightest stars without saturation. This includes stars such as 55 Cancri
e (6th magnitude) and would otherwise be difficult to observe in the IR without
saturation. One weakness of this data set is the very limited spectral resolution of
R⇡100. However, in this work I will focus on deriving the temperature, which can
be constrained using only the blackbody slope of the spectra and does not require
high resolution.
Full stellar spectral modelling relies on having distances to the stars, usually
through parallax (see Section 4.2). With Gaia able to provide these parallaxes in the
near future, stellar parameters are likely to be known much more accurately. Fur-
ther, with PLATO being launched in 202589 we will have access to asteroseismically 89 Rauer et al. (2014)
measured mass and radius estimates for stars, though these will depend on mod-
elled stellar temperatures. In this work I normalise the spectra rather than fitting for
distance. This allows a tight fit to the black body slope.
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Surveys such as TRAPPIST have validated that cool M stars are useful for finding
nearby, small exoplanets with deep transits, (see Gillon et al. (2017)). These small
stars provide the largest transit signal and, due to their low luminosity, have close
in Habitable Zones. This makes their planets excellent targets for follow up with
missions such as JWST to measure their atmospheres. However, the temperatures,
masses and radii of these stars are hard to measure. These cool stars often peak in
luminosity in the near-infrared (TRAPPIST-1 peaks at 1.13µm) and so obtaining spec-
tra in the visual can be more difficult. By testing the accuracy of stellar parameter
retrieval only in the near IR we can be better prepared for the coming data on these
cool, small stars.
The spectrum of TRAPPIST-1 has already been observed by HSTWFC3. It was pro-
duced in this work using the methods discussed in the previous chapter. However,
the stellar spectral models used here are not currently valid at the temperature of
this star (T=2600K) due to molecular absorption. This already highlights a potential
shortfall for the accurate characterisation of these star types.
I will discuss the methods of measuring stellar temperatures in Section 4.2. I intro-
duce the data in Section 4.3 and discuss the models in Section 4.4. I present stellar
temperature estimates and show a discrepancy in the accuracy of WFC3 in Sections
4.5 and 4.6.
4.1.1 Importance of Accurate Stellar Parameters
Inaccuracies in the surface temperature of a star relate directly to inaccuracies in the
estimated planet mass, radius and surface temperature. To show the importance of
accurate stellar properties we can use a quick example. From the Stephan-Boltzmann
law
L⇤ = R2⇤ / 1/T4⇤ (80)
where L⇤ is the luminosity of the star, R⇤ is it’s radius and T⇤ is it’s temperature.
The radius of the planet is derived through the transit depth
  = (RP/R⇤)2 (81)
where   is the transit depth and RP is the planet radius. Large errors in T⇤ directly
impact the measured planet radius. A 1% error in the temperature of the star will
result in a 2% error in the measured radius of the planet. For the sun a discrepancy
of 200K in temperature would cause an uncertainty of 7% in the radius of the star
and 14% uncertainty in the radius of the planet. Stellar parameters used in this work
currently have uncertainties of & 50K, though up to 300K for the coolest stars (see
Table 4.1).
4.2 methods of stellar parameter retrieval
There are several methods used in the field for deriving stellar temperatures. I will
briefly discuss the most common methods here, which are split into three families of
detection methods: photometric, spectroscopic and interferometric. These methods
are used to measure the effective temperature of the star, the surface gravity (logg)
and metallicity. The different methods are known to provide slightly different results
(see Section 4.2.1).
4.2.0.1 Photometric
In photometric methods a model stellar spectrum is fit to an SED of a star. For many
stars this SED is sparsely sampled and only a few photometric colours are available.
To counter this, models are used to create a calibration for well known bright stars
where a full SED is available. These calibrations can then be applied to more sparsely
4.2 methods of stellar parameter retrieval 125
sampled stars based on colour-magnitude diagrams. See Casagrande, Portinari, and
Flynn (2006) for a detailed application of this method to main sequence stars.
This method relies heavily on the assumptions made in the specific atmospheric
models. The calibrations will change slightly depending on the set of models used.
Choosing a different set of models can cause the temperatures retrieved to be offset,
though they will be internally consistent. Casagrande, Portinari, and Flynn (2006)
suggests that these inaccuracies will be small, with their work being 50K - 100K
too hot when all systematics are included (see that work for the sources of error
in detail). This method is also susceptible to errors from reddening, where dust
between the star and the observer will cause stars to become more red in the colour-
magnitude diagram. This in turn causes errors in temperature estimation.
4.2.0.2 Spectroscopic
In this method, high resolution spectra of stars are needed. The line profiles of strong
absorbers such as the wings of hydrogen lines and iron lines can be used to measure
the temperature of the star (for example see Tsantaki et al. (2013)). The equivalent
widths of iron lines are strong indicators of temperature. Iron provides many lines
in a single spectrum due to its complex absorption cross section, which allows us
to measure line widths. However, issues with multiple neighbouring lines blending
and inaccurate line-lists can cause errors in this method. This causes issues in cooler
stars particularly (T.5000K) where molecules can persist in the atmosphere, further
complicating the spectrum and crowding the absorption lines90. 90 Bonifacio
et al. (2011);
Gustafsson
et al. (2008)
This method still relies heavily on atmospheric modelling in order to relate the
equivalent widths back to a temperature, as discussed in Tsantaki et al. (2013). As
with the photometric method, different assumptions between models can cause dis-
crepancies in this calibration. This can cause offsets in the temperatures retrieved
between different works (see Section 4.2.1).
4.2.0.3 Interferometric
The final method for obtaining stellar information is through interferometry (for
example Heiter et al. (2015) and Boyajian et al. (2008)). In this method the radius of
the star is measured with no assumptions based on a stellar atmospheric model. The
temperature can then be derived using the measured bolometric luminosity and the
distance to the star. Since this method does not require any atmospheric modelling
it is considered to be the least biased. However, it is only possible for the closest and
brightest stars. In such cases it can be used to compare the accuracy of the other two
methods.
4.2.1 Comparison of methods
Heiter et al. (2015) shows a comparison for bright FGK stars in GAIA between in-
terferometric, spectroscopic and photometric methods of assessing effective temper-
ature. Figure 4.1 shows their comparison. They show there is scatter between the
results with errors of up to ⇠100K for bright stars, effecting cool stars slightly more.
The results are accurate, despite some scatter for individual targets.
We can also compare the results of different methods of temperature estimation
using literature. There are many literature temperature values available for some
stars used in this work. Particularly, bright stars such as HD209458 and 55 Cancri
have many values estimated using all of the different methods discussed above. The
PASTEL database provides an excellent resource for searching for literature values of
stellar parameters.91 Using that database, I find a large degree of scatter in literature 91 Soubiran
et al. (2016)values for HD209458 and 55 Cancri, shown in Figure 4.2. HD209458 shows a spread
of 70K in retrieved temperature values over the last 15 years. 55 Cancri has an error
of 100K, however shows much more consistent temperature retrieval in more recent
works.
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Based on these sources we can expect some degree of scatter in stellar tempera-
tures from different retrieval methods. However, we would not expect a discrepancy
of more than ⇠100K based on these literature values and Heiter et al. (2015) (see
Figure 4.1) for bright stars. Different methods produce accurate results, though they
have a precision limited to ⇠100K.
4.2.1.1 Other Methods
There are other methods for obtaining stellar parameters that can also produce ac-
curate parameters. For example, asteroseismology can produce mass and radius es-
timates independent of the spectrum or photometry of the star. However, asteroseis-
mology does require temperatures of the stars before hand to make these parameters
and is based on models of stellar density and heavy element abundances92. Eclips-92 Gilliland
et al. (2010) ing binaries can also be used to inform stellar evolution models and obtain mass
estimates (see López-Morales (2007)) though there are some limitations for smaller
and more active stars, as discussed in that work.
4.3 data : stellar spectra
In order to derive the correct stellar temperature T⇤, I will analyse spectra of ex-
oplanet host stars in the near IR. The stellar spectra used here have been derived
in Chapter 3 using HST WFC3 spatial scan data and span a wavelength range of
1.15µm-1.65µm. To form the spectra all observations of the system are normalised
and stacked, regardless of whether the planet transited. The addition of the plane-
tary atmosphere is considered to be negligible (.200ppm). The transit and any other
light curve variations have been normalised.
To create the spectra I use the sub-pixel shifts of the source to oversample and
increase the resolution. To recap, the data are taken in spatial scan mode, where the
spectrum is dragged up the y axis of the detector. This is to avoid saturation while
maximising the number of photons collected. The source experiences some shift in
position during a single exposure. This spreads the light over neighbouring pixels.
These shifts are fractions of a pixel. By measuring the shift using a template spectrum
the shift can be calculated and each spectral row can be related back to the original
incident light. The data is placed on an oversampled grid, taking these shifts into
account. Geometric distortions caused by the optics (which causes a “stretching”
of the spectrum) are also used in the same way to oversample. The result of the
oversampling is shown in Figure 4.3. The Paschen   spectral feature from absorption
from molecular hydrogen is reconstructed in this approach. The spectra themselves
are high signal to noise (SNR=29300 for HD209458) and so do not suffer greatly by
dividing the flux into smaller wavelength bins.
Some targets in Chapter 3 do not undergo large shifts on the detector. This min-
imises the gains that can be made in oversampling. Such stars are still valuable and
included in the reduction. The wide wavelength range allows for the slope to be ac-
curately estimated, even in the lower resolution case. The oversampled spectra allow
a tighter fit with models than the lower resolution spectra around features such as
the Paschen   line.
When the spectra are oversampled, the spectrum of the star is essentially smoothed
by a moving boxcar of the same width as the pixel. This effect can be seen in Fig-
ure 4.3, where spectral features such from absorption are smooth. While this does
degrade some of the information of the individual absorption lines, the slope of the
spectrum is preserved. It is this slope that enables temperature fitting.
The errors in Figure 4.3 are derived from the original error array given by the
STScI calwfc3 pipeline. These errors are derived from shot noise having been propa-
gated through the calwfc3 pipeline from the raw data. I propagate these through my
corrections and inflate the errors proportionally during oversampling.
4.3 data : stellar spectra 127
Figure 4.1: Comparison between photometric and spectroscopic methods for stellar temperature retrieval for GAIA benchmark stars,
taken from Heiter et al. (2015). Stars are ordered from coolest to hottest. In the first two panels the methods are compared to ’funda-
mental Teff’ values using interferometric measurements of the bolometric flux of the stars and limb darkening parameters. See Heiter
et al. (2015) for more details. The lower panel compares the methods showing that the temperatures that are retrieved by each method
are generally accurate but can be imprecise, especially at low temperatures.
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Figure 4.2: Temperature estimates for HD209458 and 55 Cancri from literature retrieved using
the PASTEL database (Soubiran et al., 2016). There is a high degree of scatter be-
tween the methods, though temperature estimates for 55 Cancri have become more
consistent in recent years. Based on this and work from Heiter et al. (2015) we would
expect a scatter between different methods of ⇠100K. for bright stars.
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Figure 4.3: Comparison between the stellar spectrum for the raw data for HD209458 and the
full corrected and oversampled spectrum. Here the spectrum is averaged over all
observations, including those when the planet was transiting, as the effect of the
planet atmosphere is a few hundred parts per million.
The exoplanets discussed in the previous chapter all have a matching, oversam-
pled stellar spectrum output from my reduction pipeline. There are some targets that
have been removed from the reduction for the previous chapter. (This is based on
difficulties such as correlated out of transit tests, multiple or neighbouring sources
on the detector or scanning over the edge of the detector.) For some of these targets
stellar spectra are still derived and are presented here. This leads to a sample of 32
distinct exoplanet host stars, with some having multiple spectra from multiple visits
and scan directions. These are stacked to produce one, average stellar spectrum.
Figure 4.4 shows the spectral sequence of stellar spectra as a function of tempera-
ture. In cooler targets (such as GJ1214b, GJ436b and K2-18b) there is an absorption
feature from molecular water at 1.34µm. This feature is similar to that seen in the pre-
vious chapter in exoplanet spectra. In targets such as these, where the stellar surface
temperature is less than 3500K, molecular water can persist in the stellar atmosphere
(see Jørgensen et al. (2001) and the references therein).
Molecular absorption can be problematic, particularly with low resolution data
and photometry. The additional water absorption causes an increased slope in the
spectrum, which mimics the slope of a hotter target. With low resolution spectra
or IR photometry (e.g. 2MASS) this can cause some degeneracy; cool stars with
significant molecular absorption mimic hotter stars with a steeper slope.
Towards the redder end of the spectrum at 1.5µm there are prominent lines that
appear in the warmer stars with temperatures of 3500K-5000K. From Lancon and
Rocca-Volmerange (1992) these lines are due to Mg (peaking at 1.5029-1.5052µm)
and Fe (peaking at 1.5774µm and 1.5817µm).
As temperature increases we see an increase in the depth of the Paschen   line
at 1.282µm as a function of temperature. In the hottest stars with temperatures of
6000K-6500K spectral features from metals have reduced, with absorption hydrogen
becoming the dominant feature.
The star sample used here spans a range of 3000K-6500K in temperature space.
This allows a thorough comparison of stellar models from cool cases containing
molecular features through to hot, molecule-free atmospheres.
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Figure 4.4: Spectral sequence of all the stellar spectra used in this work. All spectra employ some level of oversampling up to a tenth of
a pixel depending on the amount of shift the source underwent on the detector. This reduction method for these spectra is discussed
in the previous chapter. Spectra are ordered in temperature from top to bottom with temperatures ranging from 3500K to 6500K. Two
lines have been added to show the Paschen   feature at 1.28µm and Mg lines at 1.50µm.
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Star Temperature (K) Citation Method
WASP-18 6400 ± 100 Hellier et al. (2009) Spectroscopic (H ↵ Fitting)
HAT-P-17 5246 ± 80 Howard et al. (2010a) Spectroscopic (SME Tool (Valenti and Piskunov, 1996))
HAT-P-32 6207 ± 88 Hartman et al. (2011) Spectroscopic (SME Tool (Valenti and Piskunov, 1996))
HAT-P-11 4780 ± 50 Bakos et al. (2010) Photometric (SED fitting)
HAT-P-26 5079 ± 88 Hartman et al. (2010) Photometric (SED fitting)
GJ 436 3350 ± 300 Torres (2007) Photometric (SED fitting)
HAT-P-18 4803 ± 80 Esposito et al. (2014) Spectroscopic (Iron Line EW Fitting)
WASP-43 4400 ± 200 Hellier et al. (2011) Spectroscopic (H ↵ Fitting)
HAT-P-38 5330 ± 100 Sato et al. (2012) Photometric (SED fitting)
GJ 1214 3026 ±130 Charbonneau et al. (2009) Photometric (SED fitting)
HD 149026 6160 ± 50 Sato et al. (2005) Spectroscopic
HD 97658 5119 ± 80 Howard et al. (2010b) Spectroscopic (SME)
55 Cancri 5196 ±24 Braun et al. (2011) Photometric (SED fitting)
HD 209458 6065 ± 50 Schuler et al. (2011) Spectroscopic (EW Fitting)
WASP-31 6302 ± 102 Anderson et al. (2010) Spectroscopic (H ↵ Fitting)
XO-1 5750 ±75 Tinetti et al. (2010)
WASP-39 5400 ± 150 Faedi et al. (2011) Spectroscopic (H ↵ Fitting)
WASP-80 4145 ± 100 Triaud et al. (2013) Spectroscopic (H ↵ Fitting)
WASP-52 5000 ± 100 Hebrard et al. (2012) Spectroscopic (H ↵ Fitting)
GJ 3470 3600 ± 200 Bonfils et al. (2012) Photometric
WASP-67 5200 ± 100 Mancini et al. (2014) Photometric
WASP-29 4800 ± 150 Hellier et al. (2010) MCMC Transit Fitting with Spectroscopic Priors
HAT-P-3 5185 ± 80 Chan et al. (2011) Spectroscopic + Isochrones
Table 4.1: Literature values for stellar temperatures based on exoplanet discovery papers. Orig-
inal sources for each value are given along with the method used to obtain the effec-
tive temperature where possible.
4.3.1 Literature Temperature Values
In this work, literature values of temperature are used to compare my derived tem-
perature estimates. A summary of these literature temperature values is given in
Table 4.1 with their sources and the method with which they were derived. These
values are taken from the original exoplanet discovery papers. I have chosen these
values as they are the ones used in deriving exoplanet parameters. They are also
the most likely values to be quoted in any further work using these exoplanets, in-
cluding Chapter 3. If these are substantially different to the temperature estimates
retrieved in this work there would be a proportional knock on effect to retrieved
exoplanet parameters.
4.3.2 Checking WFC3 Calibration with 2MASS
To check the calibration and consistency of my stellar spectra I can compare the data
used here to data from other surveys. Many of these stars have 2MASS photometry.
Some of these stars are bright, such as 55 Cancri e, which causes saturation and
larger errors in the retrieved j magnitudes. I have used 2MASS photometry to check
my calibrations for WFC3 are correct.
Using the zero-points from the SVO Filter Service93 I convert the 2MASS magni- 93
Carlos Rodrigo (2012)tudes for each star into j band fluxes. I compare this with the average value from
WFC3 at 1.235µm, the midpoint of the 2MASS j band. The percentage error between
the two is shown in Figure 4.5. Almost all candidates in this work match within a
⇠5% of their 2MASS values. 55 Cancri has the largest errors, likely due to satura-
tion in 2MASS. Some fainter stars are discrepant by 10% or more. Based on testing
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Figure 4.5: Comparison of 2MASS j magnitude values for all the stars used in this work and
the equivalent j magnitude derived from WFC3 spectra. 55 Cancri is the most dis-
crepant as it is bright and most likely saturates 2MASS. Most values are within ⇠5%,
suggesting that my WFC3 data are well calibrated.
against literature spectra and photometry, I am confident in the absolute flux and
wavelength calibration of the spectra produced in this work. This allows meaningful
and accurate comparisons with stellar models, which are discussed below.
4.4 spectral models
In this chapter I employ 1D stellar atmosphere models to create synthetic spec-
tra across a wide temperature grid. These have kindly been produced by Thomas
Masseron and make use of the 1D LTE MARCS model atmospheres of Gustafsson
et al. (2008). The synthetic grid was created using the TURBOSPECTRUM synthesis
code from Plez (2012). The atomic and molecular data are compiled from the VALD
database from Ryabchikova et al. (2015). The models cover a temperature range be-
tween 3000K and 8000K and 0.3µm-2µm. There are three possible free parameters to
this model; the surface temperature (T ), the metallicity (m) and the surface gravity
of the star (log(g)). The models are given in flux as a function of wavelength in units
of ergs/s/cm2/Å per unit surface area of the star. I have fixed the metallicity and
logg parameters in the models to solar values. Due to the low spectral resolution of
the data in this work, these parameters cannot be constrained.
To assess the spectra from WFC3 I have built a grid of models across tempera-
ture in 25K increments. The literature values of temperature for all of the stars in
this work have errors of & 25K, making this fine grid appropriate. The models are
between temperatures of 3000K and 8000K, with the lower limit being due to uncer-
tainties in molecular chemistry and convection in the star.94.94 Bonifacio
et al. (2011) It would be possible to have a second free parameter in this work for the distance
to the star. The distance to the star effectively creates the normalisation in flux. This
normalisation is instead allowed to vary to optimise the fit to the slope.
There are several other models available including ATLAS95 (another 1D LTE95 Kurucz (1992)
model) and more sophisticated 3D models such as CO5BOLD models96. As dis-96 Freytag et al. (2012)
cussed in Bonifacio et al. (2011), these models do produce different results due to
their differences in assumptions and geometry. They each have strengths and weak-
nesses (for example, ATLAS goes to higher temperatures where MARCS is capped
at 8000K, while MARCS is able to hand both plane parallel and spherical geome-
try). Most models assume local thermodynamic equilibrium (LTE), which is not the
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case due to escaping radiation. It is up to the user to choose the models that meet
their needs. In this case we choose the MARCS models as they are considered to be
slightly more reliable and they include a more complete set of molecular opacities,
which are crucial for cool stars (T<3750K)97. However, as these spectra cover a wide 97 Bonifacio
et al. (2011)range of temperatures they would be an excellent test case to compare the reliability
of major stellar atmosphere models in the IR.
4.4.1 Known Problem with Stellar Models and Cool Stars
Stellar spectral models perform poorly for cool stars such as M and K dwarfs. As dis-
cussed in Bonifacio et al. (2011), their low temperatures (. 3750K) allow molecules
to persist in their atmosphere. This can cause absorption in the spectrum and cre-
ate more complex chemistry. Cool stars are also largely convective in deeper layers,
and 1D models (such as the MARCS models used here) make assumptions based
on mixing length to approximate this98. These two factors cause larger errors in the 98 Bonifacio
et al. (2011)reported temperatures for these stars than for the FGK stars.
Cool, small stars present excellent opportunities to classify transiting planets99. 99 Gillon et al. (2017)
Their small sizes create a larger transit depth. The transit depth for a planet around
a small M star is almost double that of a planet around a sun-like, G type star. A
further benefit of cooler stars is that their habitable zone is much closer in, leading
to shorter orbital periods and more frequent transits for habitable zone targets. This
gives a higher observation probability. For these reasons, several missions have tar-
geted smaller stars including the TRAPPIST, MEarth and SPECULOOS instruments.
NGTS will also be able to observe nearby, bright K and M stars. It is imperative to be
able to accurately estimate stellar parameters of cool, small stars for these missions
to produce accurate exoplanet parameters.
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Figure 4.6: Model fit to HD209458 WFC3 data. Here there are two models plotted. The model with the temperature closest to the
literature value and the model that is the best fit to the data. Left: Original spectrum and two model fits. Middle: Residuals between
the data and the two models. The literature model shows a strong slope. Right: Reduced  2 for the model grid with literature best fit
value plotted. Here shaded regions indicate 1  errors.
To fit WFC3 spectra with the model I employ a reduced  2 fit across the model
grid. For literature temperatures above 4250K the entire temperature grid is used.
However, for cooler stars I employ a flat prior. This prior limits the temperature of
the star to between 3000K and 4250K. This prior ensures that the degeneracy between
cool stars with molecular absorption and warmer stars with a steeper blackbody
slope is avoided.
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An example of this fit process is given in Figure 4.6 for HD209458. There are two
models, the literature model (which is atmospheric model at the closest grid point
to the literature value) and the best fit model (which is the model at the grid point
that produces the lowest reduced  2). Note that the  2 here has been normalised to
find the best fit possible given this set of models. The original  2 values range from
& 1.5 to ⇠ 30, with HD209458 having a minimum reduced  2 of 19. This suggests
either the errors on the data are too small (which could be the case as they do not
take into account the correlated errors of neighbouring pixels) or that the model is
not a particularly good fit. The reduced  2 improves to 16 if the Paschen Beta line is
removed from the fit, suggesting that the model is not fitting well around absorption
features and that the inclusion of model errors would improve the fit.
We see from the residuals in the middle panel of Figure 4.6 there is a slope in
the literature model. The best fit model is a slightly steeper model, creating a higher
temperature.
All of the stellar spectra from the sequence in Figure 4.4 have been fit for temper-
ature using the model grid. The results are shown in Figure 4.8. Model fits to IR
WFC3 data are consistently 160K ± 30K hotter than literature values given in Table
4.1. Figure 4.8 shows this offset is consistent across all spectral types used in this
work. There is a large spread in this individual values of this discrepancy of ⇠ 200K.
This is larger than the discrepancy expected from literature values due to different
temperature estimation methods (see Section 4.2).
This temperature offset should equate to a steeper spectral slope in the WFC3
band pass. The ratio of the data to the model given at the literature temperature is
shown in the upper panel of Figure 4.7. Across all stars the blue end of the model
spectrum has consistently higher flux than the data. There is consistently lower flux
at the red end. This equates to a steeper slope in the data than in the model at
the temperatures given by literature. The model flux for this region is found to be
consistently too flat to adequately explain HST observations. This offset is .4% for
targets hotter than 4000K.
In the lower panel of Figure 4.7 the residuals between the data and the model at
the best fit temperature are shown. The slope in the residuals has been removed
and the cooler stars are fit more accurately with average discrepancies of . 5%. In
the best fit residuals we see overall the fit is good. There are no discrepancies due
to the Paschen Beta line at 1.28µm or other elemental absorption lines. However,
there are some remaining discrepancies in cool stars. These are likely due to poor
approximations by the model around individual features and absorption due to
water.
The 160K± 30K offset is not temperature dependant. However, on top of this offset
cool stars are fit much worse in the IR than their hot counterparts, as shown in Figure
4.7. The molecular water feature in stars less than 3500K at 1.3µm is overestimated
by the model by up to 15% causing large errors, shown in the residuals. I discuss
potential sources for these errors below.
4.5.1 Inaccuracy in WFC3 Data
The data presented here have been generated using the calibration files from STSci,
which may be inaccurate. Errors in the detector sensitivity curve may cause a slope
in the final data product. This curve is generated using a combination of pre-launch,
ground-based observations supplemented with further in-flight corrections, see Kuntschner
et al. (2011). These allow for small changes in the spacecraft after a turbulent launch
and settling into a cold vacuum. It is possible that this instrument sensitivity curve
is incorrect and there is an inaccuracy contributing to the slope I detect. Kuntschner
et al. (2011) show their corrected sensitivity curve is accurate to < 5% across the
detector and expect accuracy of ⇠2%. The effect of the slope in the data is 4% from
each edge of the spectrum (see Figure 4.6). This level of discrepancy could be caused
by an inaccurate sensitivity curve.
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Figure 4.7: Residuals of the best fit model compare to the data for all of the stellar spectra
used in this work. The general increase in flux on the blue end of the spectrum
and general decrease in flux on the red side indicates a consistent slope in all the
residuals across all temperatures. Cooler stars are also poorly approximated.
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Figure 4.8: Distribution of discrepancy between literature values and best fit temperature val-
ues a function of stellar temperature. There is a consistent offset between all stars
and their literature value when measured only in the IR and renormalised to the
optimum fit. Here the red line is the weighted average of all stars. There is a mean
offset of 160K ± 30K towards hotter stars. There is also a spread in these values of
200K.
4.5.2 Testing WFC3 Calibration with NICMOS
The accuracy of the sensitivity curve is difficult to test. One method would be to
compare to other IR stellar spectra. There is only one star in this sample with an
available IR spectrum to test against: HD209458. Its stellar spectrum is provided in
calspec, a repository of standard stars from HST as measure by STIS and NICMOS100.100 Bohlin and
Landolt (2015) The full spectrum is shown in Figure 4.9 with literature photometric values adapted
from Boyajian et al. (2015). These include 2MASS points covering the same near-
IR region as the WFC3 data from this work. Blue points show the oversampled
WFC3 spectra from this work. The stellar spectra from calspec and WFC3 match
well and the IR 2MASS photometry agrees. The Paschen   feature also lines up in
both spectra, lending weight to both the wavelength calibration and the photometric
calibration used in this work.
The calspec database provides a spectrum of HD209458 covering a wavelength
range of 0.3µm-3µm. This spectrum uses STIS and NICMOS data. I can compare
the temperature retrieved from this independently produced IR spectrum with the
temperature retrieval for HD209458 for WFC3 using the same method. It can be
divided into different sections; a full spectrum and one only in the IR. Each of these
fit with a model in order to derive a temperature estimate as the wavelength range
is changed. Figure 4.10 shows these two cases with best model fits and the model
point closest to the literature value. The literature value here is taken from Boyajian
et al. (2015), which provides a temperature measurement based on interferometry.
(As discussed in Section 4.2 this is considered to be the most accurate method for
temperature measurements.) Table 4.2 shows the results of the two fits, compared
with literature and WFC3. Both calspec cases are consistent with the literature value
of temperature, though the IR only cases has larger errors due to the reduced number
of points. Only WFC3 is significantly hotter.
Based on this test, WFC3 and NICMOS spectra produce different results. This
suggests there is a problem with WFC3 calibration. The slope in WFC3 spectra may
be introduced by a poorly approximated sensitivity curve. This would cause all
spectra to have a slight (⇠ 4%) slope, explaining the offset in temperature values.
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Figure 4.9: Standard star HD209458 calspec spectrum generated from HST STIS and compared
with the spectrum produced in this work. Error bars in x indicate the width of
the filter. Top: Calspec spectrum including literature values for photometric points
adapted from Boyajian et al. (2015). Bottom: As before, zoomed in to the WFC3
region. Here we see that the red points from 2MASS, grey points from calspec and
blue points from this work agree well.
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Case Temperature (K)
Literature (Interferometry) 6092 ± 103
Calspec (Full) 6050 ± 100
Calspec (IR) 6175 ± 120
WFC3 6325 ± 100
Table 4.2: Retrieved best fit temperature values for HD209458 using calspec spectrum from HST
STIS and WFC3. Here the literature values for temperature and distance have been
used from Boyajian et al. (2015). The literature results are consistent to 1 , however
the WFC3 measured temperature is hotter.
Figure 4.11: Distribution of discrepancy between literature values and best fit temperature val-
ues a function of stellar temperature after the removal of the common mode slope.
This slope is to correct the sensitivity curve and is estimated using HD209458. The
offset from Figure 4.8 has been removed by correcting this slope. However, there
is still a large spread in values suggesting the models do not fit accurately, partic-
ularly for cool stars.
4.5.3 Dividing Through by Common Slope
Based on the calspec data for HD209458 and the offset between literature values
and retrieved values it is clear there is a persistent slope in HST WFC3 spectra.
HD209458 is the only target with an interferometric measurement of temperature.
Using the residuals between the literature model (based on interferometrically mea-
sured temperature) and the WFC3 data for HD209458 I can estimate this slope. These
differences are shown in the middle panel of Figure 4.6. I perform a simple linear fit
to the literature fit residuals (red line in Figure 4.6) and divide all stellar spectra by
this slope, assuming it to be common mode through out all spectra. The results of
this correction are shown in Figure 4.11.
Figure 4.11 shows that the 160K ± 30K discrepancy has been removed, on aver-
age the data accurately reproduce the literature results. However, the scatter in the
retrieved temperature values is 180K and cooler stars are over estimated in temper-
ature. (Particularly GJ1214b, which is the coolest star.) This is larger than the dis-
crepancies we would expect based either on the errors from literature or the scatter
recorded in Heiter et al. (2015) (see Section 4.2.1). This suggests there are additional
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Figure 4.12: Projected change in planet radius measurements under the assumption of stellar
temperatures from Figure 4.8. A increase in temperature of 160K ± 30K causes
stellar radii to increase, reducing the measured planet radius. This is particularly
apparent for cool stars such as GJ1214.
errors in the temperature measurement. This scatter is likely due to inaccuracies in
the models in the IR. In particular, based on the residuals in Figure 4.7 between liter-
ature models and WFC3 data, absorption from molecules causes significant discrep-
ancies. This is due to the molecular absorption features being poorly approximated
by cooler models (shown in the lower panel of Figure 4.7 at temperatures below
4000K).
The large discrepancy might instead suggest that the literature value for GJ1214
is simply too cool. The original literature value from Charbonneau et al. (2009) mea-
sures the stellar effective temperature to be 3026K. Anglada-Escudé et al. (2012) find
a hotter temperature for GJ1214 of 3250K based on HARPS spectra and WISE pho-
tometry. Similarly Rojas-Ayala et al. (2011) finds a find a temperature of 3245K based
on K-band water absorption. If these temperatures were accepted, GJ1214 would not
be a significant outlier in this work, with a 250K discrepancy.
If we were to accept the measured temperature of these stars using WFC3 there
would be large uncertainties in the inferred properties of their exoplanets. Figure
4.12 shows the projected change in exoplanet parameters with the retrieved values
of stellar temperature from Figure 4.11 (after the removal of a common mode slope).
Many planet radii would be under or overestimated by 10% or more compared to
literature values. Planets around cooler (and therefore smaller) stars such as GJ1214b
are reduced in size by 30%. Such large changes in radius could easily cause changes
in the modelled density of the planets. For GJ1214b this would change the compo-
sition from 100% water to a rocky composition, based on the models from Zeng,
Sasselov, and Jacobsen (2016).
4.6 discussion
From the sample of 32 stellar spectra from HST WFC3 spatial scan observations I
have made a robust test of temperature retrieval using stellar spectra and a grid of
stellar atmosphere models. I find that stellar spectra are consistently modelled 160K
± 30K hotter in data retrieved from HST WFC3 than predicted by literature. WFC3
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data does not match stellar spectral models in the IR at the 2 - 4% level. There
are three possible causes for this discrepancy: 1) The reduction of the data from
the previous chapter introduces an error. 2) The calibration files from STScI are not
accurate. 3) The stellar atmosphere models are incorrect.
In this work I have not tested the accuracy of my reduction process. It would
be possible to do this either by comparing to results from other works or by ap-
plying the same procedure to raw data. There are no libraries currently of WFC3
stellar spectra and these spectra often go unreported by those hunting for exoplanet
atmospheres. Applying the same methods discussed above to raw data would be
possible, however raw data would require a wavelength calibration which may also
be a source of error. It would be possible using the Paschen Beta line and other ab-
sorption features to apply a simple wavelength calibration to the data and compare
it to models. This would allow me to test the accuracy of my reduction compared
to raw data, but has not been attempted here. It would be prudent to compare the
accuracy of the spatial scan mode data used here to the accuracy from stare mode
data.
The second source of a discrepancy would be the sensitivity curve applied to the
data. Based on this work, the sensitivity curve appears to be discrepant by 2-4%,
introducing a slope across the data. The sensitivity curve is discussed in Kuntschner
et al. (2011) and discrepancies at this level are expected. This slope is common mode
across all data used here. When the sensitivity curve is corrected there is no offset
between literature temperature values and stellar model fits in the IR. Pirzkal, Ryan,
and Brammer (2016) also shows a correction is needed to the sensitivity curve using
archival science and calibration data for WFC3. They present improved calibration
files compare with those provided by STScI. As further work it would be useful to
compare their updated sensitivity curve to the one currently provided by STScI to
see if this alleviates the problem. By combining their work and the 32 stellar spectra
presented here it may be possible to improve the accuracy of the WFC3 calibration
without the need for more observations of calibration stars.
The final source of error is the stellar atmosphere models themselves. Once the
sensitivity curve has been corrected, there is a large degree of scatter of   =180K
between literature and model fit temperatures. This scatter is larger than would be
predicted from the works of Heiter et al. (2015), which compared three methods of
stellar temperature retrieval. It is also larger than what would be expected based
on literature values of temperature for HD209458 and 55 Cancri from the PASTEL
database. This scatter may be due to inaccuracies in models in the near IR. By in-
cluding a wider range of wavelengths it may be possible to estimate the shape of the
black body curve better and remove this large scatter in retrieved temperature val-
ues. Further data on these exoplanet targets in the optical, near IR and mid IR region
would allow the limits of the stellar atmospheric models to be tested. Some targets
already have high resolution optical spectra from HARPS. Combining HARPS spec-
tra and WFC3 spectra will likely produce a more accurate temperature fit, if the
issues with the calibration of WFC3 could be overcome.
Finally, in this work I have shown that cool stars are modelled to be much hot-
ter using only IR data. This is due to the water absorption feature being poorly
approximated. There is some evidence that this may also be due to literature under-
estimating the true temperature of these cool targets such as GJ1214.101. 101 Anglada-Escudé
et al. (2012);
Rojas-Ayala
et al. (2011)
Stellar atmospheric models contain chemistry which uses inputs of molecular and
atomic transitions(see Gustafsson et al. (2008) for more details of the stellar models
used in this work and the molecules included). The molecular and atomic databases
used in these stellar models are based on room temperature observations. Models
of stars are also informed by observations which are largely taken on the ground
as the opaque atmosphere prevents infrared observations. The use of room temper-
ature, optical information to inform models makes them more accurate under those
conditions than in the IR. This leads to a set of models that are better approximated
in the visual than in the infrared. Models are naturally limited and less reliable in
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the WFC3 wavelength region, potentially contributing to the large scatter I find in
retrieved temperatures. There are also few points being used to constrain the fit in
the IR. With the addition of more points the fit will improve.
This sample of stars covers a wide range of spectral types and a temperature
range of 2600K-6500K (if TRAPPIST-1 is included). This would be a good test case to
compare the performance of stellar spectral models in the IR. It would be possible
to use the ATLAS models and compare with MARCS in this region to find which
1D model is more reliable in the IR. Models such as CO5BOLD could also be tested
to find whether more sophisticated 3D geometry perform better in the IR. This set
could also be used to calibrate these models.
Here and in many literature works, the measured temperature values rely on stel-
lar atmosphere models (see Table 4.1). These models come with various assumptions
about composition and chemistry. Measurements of temperature from interferome-
try are much more reliable, but difficult and only viable for the closest and brightest
stars. In the future we will have access to highly accurate distance measurements
from Gaia. By combining these accurate distances with photometry from GALEX,
2MASS and WISE we will be able to improve calibrations for measuring stellar tem-
peratures via the photometric method. This will create more accurate temperature
measurements for stars that are too dim or distant to measure with interferometry.
As we push the boundaries of what can be achieved with observation, these cool
stars present excellent opportunities for exoplanet astronomers. Brown dwarfs can
be used for the easiest observations of atmospheres and weather. Cool M and K stars
can be used for the highest SNR observations of small, Earth-like planets. But to
capitalise on these gains the host stars must be well understood. Obtaining accurate
stellar information is important as the majority of planet properties are derived from
stellar properties, these are difficult to obtain and model for cool stars. To truly
understand exoplanets we must first model stars well.
Beyond understanding stars in general, small stars such as TRAPPIST-1 are cool
and peak in the infrared. This may mean that for some cool and distant stars the
best way to analyse their temperature will be with IR spectra. Limits in models will
prevent accurate measurements of exoplanet mass and radius values and limit the
possibility to model compositions of planets such as those around TRAPPIST-1.
Part IV
F IND ING YOUNG DIPPER STARS IN K 2 DATA WITH
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5.1 introduction
Young stars are known to exhibit a wide range of variability based on many astro-
physical processes, such as stellar spots, accretion bursts, hot spots and occultations
by circumstellar disks. Variability can be both aperiodic and periodic, ranging in
periods of many years to periods of a few hours.
For example, the eruptive variable FU Orionis stars can increase in brightness by
6 magnitudes, lasting years.102 UX Orionis stars are observed to undergo aperiodic 102 Hartmann and
Kenyon (1996)occultation-like events on the order of days to weeks, reducing their brightness by a
magnitude or more. This is attributed to extinction from circumstellar material.103 103 Herbst
et al. (1994)Herbig Ae/Be stars, which are characterised as having intermediate masses be-
tween 2  and 10M , are early type stars with circumstellar disks.104 Many are 104 Herbig and
H. (1960); Waters and
Waelkens (1998)
known to vary in their light curves and spectra as material occults the star. These are
distinguished from their smaller, cooler counterpart, known as T Tauri stars. T Tauri
stars also host young protoplanetary disks and are divided into Classical T Tauri
Stars (CTTS) and Weak-line T Tauri Stars (WTTS) based on the equivalent width of
their H↵ absorption feature, though their absorption is known to vary. WTTS stars
host tenuous disks where as CTTS stars host optically thick, gas-rich disks.
The variations seen in young stars are often attributed to either features on the
stellar surface or interactions with the stellar environment.105 Due to the young age 105 Herbst (2012)
of the stars they have large dust fractions, causing optically thick material close to the
host star. This in turn leads to variability. This is attributed to one of two processes;
either occultations of the star by dust in the local environment or by interactions
between the disk and the star causing accretion bursts/hot spots. These can vary
from highly regular and periodic to aperiodic and stochastic, particularly in the case
of dipper stars.
In recent years a new class of CTTS’s has been discussed known as a “dipper”
star.106 These are characterised as CTTS with a relatively flat light curve and sharp, 106 Morales-Calderón
et al. (2011); Cody
et al. (2014)
short duration dips. An example of a dipper star is shown in Figure 5.1. These dipper
stars have particularly interesting variability where reductions in flux of more than
50% have been observed. This variability can range in time scales down to that of
a few days or less. Such large dips can not be explained by star spots alone and
are attributed to occulting material at the inner edge of the circumstellar disk. The
observed extinction between the optical and IR during dips adds weight to this
theory.107 107 Bouvier
et al. (2003); Alencar
et al. (2010);
McGinnis
et al. (2015); Bodman
et al. (2016)
Dipper stars are young, disk bearing stars that undergo rapid occultation events
due to circumstellar dust. The dipper phenomenon is characterised by the depth of
the occultations, the re-occurrence of similar events on short time scales, irregularity
in dip depth and changes in dip shape as a function of time. The dip depth must
be large enough to be distinct from star spots, blocking at least 10% of the stellar
flux. Dips must also reoccur during an observation. The dip depth can vary greatly
within the light curves of individual objects. This suggests the material blocking the
stellar light is depleted and replenished regularly during the orbits of the host star.
An example of a dipper light curve is given in Figure 5.1.
Young dipper stars have been observed photometrically with Spitzer, CoRoT and
K2which have provided light curves of more than 40 days of continuous monitoring.
Monitoring of an individual target by a single instrument has not exceeded 80 days.
In work from Cody et al. (2014) the NGC 2264 region was studied using CoRoT and
Spitzer, observing both the optical and infrared simultaneously. Out of the 162 disk
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Figure 5.1: An example of a star in K2 C02 exhibiting the dipper phenomenon. Notable features
include the depth of each dip, the repeatibility of the events and the changing dip
depth over time. While the dips do repeat and reappear, the dipper is not regular
and periodic.
bearing stars in the survey, 35 were found to be dipper stars. This leads to a dipper
fraction quoted in their work of 21.6%±3.7%.
A separate burster class of stars was also discussed in the accompanying paper
Stauffer et al. (2014). Bursts are defined as distinct from stellar flares due to their
symmetric shape, their long duration (up to several days), their frequency and their
periodicity. The bursts in such targets are attributed to accretion instabilities.
Dippers exhibit occultations with periods of . 10 days108. Though many dipper108 Ansdell
et al. (2015) light curves are not periodic, they exhibit recurring events which are attributed to
multiple occultations of the same material. This short period corresponds to an or-
bital distance, if Keplarian rotation is assumed, of . 20R .
Work from Bouvier et al. (2003),Alencar et al. (2010), McGinnis et al. (2015) and
Bodman et al. (2016) suggests that the photometric variability of young T Tauri stars
such as those shown in NGC 2264 by Cody et al. (2014) and Stauffer et al. (2015) can
be attributed to warps in the disk at the inner edge and accretion streams. This warp
would be caused by interactions between the stellar magnetic field and an inclined
disk.McGinnis et al. (2015) show also that when observing dips in both optical and
IR the extinction is large and consistent with some amount of growth of dust grains
in the disk. The occurrence rate of dippers (⇠20%) is therefore attributed to an incli-
nation effect where by the occultations are only observable at inclinations of ⇠70 .
Ansdell et al. (2015) also suggests vortices introduced by Rossby Wave instabilities or
inhomogeneities in the disk as mechanisms for creating the dipper phenomenon. In
Ansdell et al. (2016) it is noted that three of the young dipper sample in Upper Sco
and ⇢ Oph that have resolvable disks in archival sub-mm data are not edge-on, and
suggest that the mechanism to cause dips is not due to a viewing angle observational
bias. However it is possible that these cases have inner disks which are inclined to
the observer at a preferential angle for viewing the dipper phenomenon.
Ansdell et al. (2015) presented 10 new dipper targets discovered in the ⇢ Oph and
Upper Sco region with a range of periods and occultation depths. These objects were
found by eye using the 13399 K2 C02 light curves, searching for targets with semi-
periodic or aperiodic dipping events. This reduced the sample to 100 candidates. The
light curves of this sample were then put through a high pass filter to remove stellar
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Figure 5.2: Cartoon from Kennedy et al. (2017) showing the origins of dippers and UXors. In
the first case of the low mass star material is accreted onto the star surface because
the dust sublimation radius is inside the co-rotation radius. For larger stars dust
sublimates outside of the co-rotation radius (shown in grey) and any material that
is not accreting but is lifted out of the disk due to turbulence is obscured by the
outer disk. For very large stars the turbulence is large enough to be viewed above
the disk and occult the star, causing UXOrs.
variability. Each light curve was then compared with several metrics to determine
whether they would be classified as dippers. This metric based on having several
dips which are deep, narrow and distinguishable from other modes of variability.
This metric is discussed further in Section 5.7.1. The sample was reduced to 25 targets
flagged as dipper candidates with 10 of them being firmly classified as dippers.
Figure 5.2 shows a diagram of the current theory for the dipper phenomenon,
taken from Kennedy et al. (2017). Dippers have only been observed in low mass M
and K stars, with high mass Herbig A/B stars showing UXOr behaviour. In dipper
stars the occultations are attributed to dust from the circumstellar disk accreting
onto the surface of the star. In larger stars the sublimation radius is also larger, and
so the dust sublimates before it can be accreted. Any small warps in the disk where
turbulence causes material to be lifted out of the disk are blocked by the outer edges
of the disk. In UXors the turbulence can cause large outflows out of the disk plane
which can occult the star without the outer disk shadowing it. In the dipper case the
material is funnelled down magnetic field lines onto the surface of the star. Bodman
et al. (2016) discusses how the tilt of the magnetic axis relates to the observability of
dippers and suggests highly tilted systems may show larger amplitude dips. Based
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on this theory of dipper stars we would expect to find 1) dippers are reddened due
to their dusty disks 2) dippers are only seen in M and K type stars.
In this work I present a Machine Learning (ML) approach to finding dipper stars in
the same K2 C02 dataset as used by Ansdell et al. (2015). This approach is preferable
to other methods such as searching by eye, where biases may be introduced that
define the final sample, or colour cuts designed to find IR excesses indicative of a
disk, which may clip out valid and interesting candidates with other disk properties.
A machine learning approach will build a list of features that describe the behaviour
of training candidates which can then inform my selection criteria for dippers. Our
approach is to use the light curves alone to discover and classify dipper stars.
Bloom et al. (2011) have argued that machines can have a number of advantages
over simple classification by eye. Firstly, the speed of a machine learning algorithm
becomes much faster when several thousand light curves are used. Though there
is some time investment needed to build and train the machine there are signifi-
cant speed gains when using large datasets compared to human effort. Secondly,
the exercise can be repeated accurately, whereas if using only classification by eye
people quickly become fatigued. Finally the machine is reproducible between differ-
ent groups, regardless of the biases of human opinion. These advantages combine
together very well to enable possible biases in the ML approach to be tested, and
mitigated against.
One of the goals of this work is to define a (reasonably) unbiased sample. ML
approaches have been shown to be powerful tools for classification109. A further109 Richards
et al. (2012) advantage of ML approaches is the classification is probabilistic, enabling statistical
analyses of the sample.
Buy building an unbiased model I anticipate being able to form a more complete
sample of dippers. If I can build a larger sample of dipper stars, that the ML algo-
rithm classifies as being self-similar, I will be able to investigate population statis-
tics for dippers in this region. A larger sample will also help to define the shared
properties and characteristics of these objects, leading to insights into the physical
mechanism causing the behaviour.
In this work I use K2 C02 observations of the Upper Sco and ⇢ Oph clusters
which are known to contain dipper stars. In Section 5.2 I discuss these observations.
In Section 5.3 I summarise the two young clusters observed in K2 C02. In Section
5.4 I discuss the building of the machine learning algorithm and the features used
for training, designed specifically to highlight features of dipper stars. In Sections
5.5 and 5.7 the sample of dipper stars found by the machine learning algorithm and
their characteristics are discussed. In Section 5.8 I discuss the burster stars found
by this work. I summarise my findings and inferences from this dipper sample in
Section 5.9.
5.2 k2 observations
The K2 mission is a follow-up to the original Kepler mission launched by NASA
in 2009 which failed in 2013 due to the loss of a second reaction wheel. K2 now
uses thrusters to alter the roll angle of the satellite, which fire every few hours.
This process causes a significant systematic in the data which has proven difficult to
correct110. K2 must now observe on a plane close to the ecliptic and observes for 80110 Aigrain
et al. (2015) days in four campaigns each year, with a long cadence sampling of 29.4 minutes.
Figure 5.3 shows the K2 C02 field centred at an RA of 246.12  and Dec of -22.44 
with 13,399 stars observed in long cadence mode beginning on the 23rd of August
2014. Note that two modules (3 and 7) are no longer functional and appear as gaps
in the field.
Unlike the majority of other large scale missions, K2 has not benefited from a sin-
gle reduction team. Instead, the data have been processed by many separate teams.
This results in several light curves per target for the user to choose from, as well
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Figure 5.3: K2 Campaign 2 field. ⇢ Ophiuchus members have been highlighted in red and are
much more localised than the Upper Scorpius members, highlighted in blue. Here
only members that are also observed in K2 C02 are shown. The two large gaps in
the field are from modules that have failed and no longer produce data.
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as the option to reduce the data themselves. While this approach has lead to the
data becoming available quickly and many complex problems in correcting for the
roll angle of the spacecraft being overcome, it does leave us with light curves with
varying assumptions and systematics.
There are several reductions publicly available through the STScI MAST service.
Vanderburg and Johnson (2014) employs a Self-Flat-Fielding technique to remove the
noise from the roll of the space craft. Aigrain, Parviainen, and Pope (2016) uses Gaus-
sian Process regression using the 2D position of each star to model the instrumen-
tal systematics and astrophysical variability in each light curve. Luger et al. (2016)
utilises a pixel level decorrelation to remove systematics as well as Gaussian pro-
cesses to find the astrophysical variability for each source. All of these reductions
improve the raw K2 aperture photometry, known to be up to a factor of 3-4 times
less precise than the Kepler mission. These reductions achieve an improvement in
precision to within a factor of two of the original mission. Another approach is to
use the software PyKE to reduce both Kepler and K2 light curves with a variety of
techniques based on the user requirements, including Principle Component Analysis.
This approach is taken in Ansdell et al. (2015) to produce their dipper sample.
Dippers are very unusual targets. Their strong astrophysical variability may be
misclassified as systematic error by many reduction pipelines. Notably some pipelines
sigma clip their final data product, which could potentially remove dipper trends.
I find that the reduction fromVanderburg and Johnson (2014) (hereafter referred to
as VJ2014) does not heavily penalise dippers by sigma clipping and I employ this
reduction in my work. As the dipper phenomenon causes extreme variance in flux it
would be possible to find evidence for it even in the raw data in some cases, though
I do not explore this possibility in this work.
There are still notable systematics which heavily affect dippers. Particularly step
functions, where at approximately 40-60 days the light curve will increase by some
nominal factor, and long term low order polynomial trends are prevalent in the data.
In order to correct for this I apply a 30-day smoothing kernel to the data and divide
this trend out of the light curve. Since dippers are known to vary on the order of
a few days this 30-day kernel leaves the dipper phenomenon unchanged. I also clip
out any 6 sigma outliers. The data were also converted from normalised flux to
magnitude using a g photometry from APASS.
As K2 pixels are approximately 5 arcseconds across I also remove any sources
that are within 20 arcseconds of another source, assuming they are duplicates or
will contaminate each other. In such cases I take the brightest source and remove the
dimmer source from the search.
5.3 upper scorpius and ⇢ ophiuchus
Membership lists for ⇢ Oph and Upper Sco can be created from the literature111.111 Wilking, Gagné,
and Allen (2008);
Lodieu (2013);
Luhman and
Mamajek (2012);
Parks et al. (2014);
Rizzuto, Ireland, and
Kraus (2015); Ratzka,
Köhler, and
Leinert (2005); de
Zeeuw et al. (1999);
Slesnick, Hillenbrand,
and Carpenter (2008)
Using a cross match radius of 1 arcsecond I am able to differentiate which K2 targets
are likely members of each cluster, though some members have not been identified
in the literature to date. In the K2 C02 sample I find 708 stars to be members of
Upper Sco and 199 to be members of ⇢ Oph. These are shown in Figure 5.3. From
colour diagrams such as Figure 5.19 it is clear that this membership list is incomplete
and there are young stars with IR excesses consistent with being a member of one or
both of the clusters. With the release of measurements of parallax for these targets in
April 2018 from the GAIAmission the two clusters will be much easier to distinguish.
I recommend revisiting the cluster memberships used in this work after GAIA DR2
data is available to better estimate the dipper fraction in these clusters.
Both of these clusters are young star forming regions. ⇢ Ophiuchus is a smaller
cloud complex which is highly extincted causing many stars to be extremely red-
dened. Upper Scorpius was found to have an age of 11 ± 2 Myrs by Pecaut, Mama-
jek, and Bubar (2011) while ⇢ Oph is a younger cluster with an age of 0.1-1 Myrs as
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Figure 5.4: Example of a Random Forest algorithm. Here the training data is shown on the left,
and the decision tree is shown on the right. The data are split into two classifica-
tions, red or green. The data also has two features, x and y. Cuts have been chosen
in x and y to sort the training data into the correct classifications the majority of the
time. The resulting tree can then be applied to data with no known classification. In
reality many trees are used, training on a different subset of the data and features
in order to be robust against overfitting.
found by Luhman and Rieke (1999).Wilking, Gagné, and Allen (2008) find a similar
age for stars in this cloud. However, they note that there are several members on the
edges of the association with ages more consistent with Upper Scorpius.
5.4 building a machine learning algorithm
Machine Learning (ML) has been used to classify the light curves of variable stars
for a host of surveys, including K2112. Previous studies have shown how to construct 112 Armstrong
et al. (2015);
Armstrong
et al. (2016); Richards
et al. (2012); Dubath
et al. (2011)
and test frameworks for the reliable (and testable) classification of light curve data.
My goal is to use these methods and extend them to classify dipper stars. In this
work I will take a slightly different approach to literature works; rather than classi-
fying all objects fairly well I am instead concerned with classifying just one object as
accurately as possible.
In this work I use a Random Forest (RF) algorithm to classify the K2 light curves.
Richards et al. (2011) tested a variety of tree-based Machine Learning classifiers
on noisy time-series data, and demonstrated that RF classifiers were optimal. An
example of how RF classifiers work is shown in Figure 5.4. In the example there are
two ’classifications’; red or green. There are also two ’features’; x and y. Using a
decision tree, each data point can be classified as one of the two classifications based
on ’cuts’ in the features. Once the decision tree has been built based on the training
data, a new point (with no known classification) can be classified using the same
tree.
An RF algorithm is a classification method that relies on many decision trees,
which are individually weaker classifiers, grouped together to create one strong clas-
sifier. Using multiple trees with a random subsample of features and training data
allows the algorithm to become more robust against overfitting. A great strength of
RF classifiers is the ability to weigh the importance of each feature, and find the set
of features that best describes each object.
A RF utilises many “features” of the data, which are single valued numeric quan-
tities. Examples include the median level of a light curve, the number of dips or
the duty cycle of the light curve. (RF classifiers do not handle qualitative informa-
tion or NaN values.) These are used to build decision trees in order to break up the
data into different classifications, based on training data. By building a "forest" of
these decision trees a classifier is built that can be run on any data with unknown
classifications, where the same features are available. After some iteration, 25 fea-
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Figure 5.5: Confusion matrix for the final classifier after 200 iterations using an 80-20 train-test
split. I see for dippers that ⇠86% of dipper stars were correctly classified with most
of the incorrect classifications lying in Beta Persei or Algol type binaries. The matrix
is well diagonalised showing that the method works well for classifying variables.
tures measured directly from the light curves have been used, (see Section 5.4.3). I
use the implementation of RF classifiers from python’s scikit-learn113 which gives a113 Pedregosa
et al. (2011) classification for each target with a weighted probability.
5.4.1 Training Sample
As with all supervised machine learning, RF requires a training set. In this set the
true classification of the data is known. The training set was built from four primary
references, which provided us with classification labels for stars observed in K2 C02.
The first was the K2 Variability Catalogue II 114 (A2016), based on K2 data from114 Armstrong
et al. (2016) campaigns 0–4. A2016 include 7 distinct classes in their final results table: RRab,
DSCUT, GDOR, EA, EB, OTHPER and Noise (see A2016 for more details on these
classes). The second catalogue is the Machine-learned ASAS Classification Catalog
115). Here I chose targets that had a classification probability of more than 60% and115 Richards
et al. (2012) cross matched them with targets in the K2 C02 sample. I also use stars classified in
the Simbad database that have been classified in the literature. Finally we select a
sample of 22 (out of 25) dippers in Ansdell et al. (2015) and Bodman et al. (2016),
3 being rejected as having low signal-to-noise light curves on inspection. Table 5.1
shows the final number of training targets that are in Kepler C02 and were used to
train the machine.
As mentioned previously I am concerned only with classifying dippers well, rather
than comprehensively classifying variable stars. However, as discussed in Section
5.4.2.1, I find that having additional classifications does improve the dipper classi-
fication.The classifications used in this work are Eclipsing Binary (Beta Lyrae type
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Table 5.1: Number of objects in each training class, built from BIGMACC, K2 VarCat and the
literature objects. Includes one iteration as discussed in Section 5.4.2.1
Classification Number
Dipper 40
Beta Persei Type Binaries 69
Beta Lyrae Type Binaries 55
Long Period Variable 45
RR Lyrae 74
Delta Scuti 121
Gamma Doradus 32
and Beta Persei type), Long Period Variable, Gamma Doradus, RR Lyrae, Delta Scuti
and Dipper.
5.4.2 ML Performance
In order to test the efficiency of the RF classifier a portion of the training sample
is kept to one side (20% in this case). The RF classifier is then trained on the re-
maining data (80% in this case). The classifications of both sets are known. Once
the RF classifier is built this can then be run on the remaining 20% set to find the
“predicted” classifications. I then compare the known classifications to the predicted
classifications. This produces a confusion matrix which is shown in Figure 5.5, run
on an 80/20 test-train split. The matrix is well diagonalised, showing the classifier
correctly classifies each variable type the majority of the time.
There are only a small number of targets in each classification, shown in Table 5.1,
which can produce some scatter in results. To avoid errors from the small training
sample I run the classifier 200 times and record the result for each iteration. Figure
5.5 is produced by running the classifier 200 times and taking the average number
of targets in each class.
5.4.2.1 Iterations
Once the RF classifier has been built it is then possible to use metrics such as the
confusion matrix, (see Figure 5.5), to evaluate the quality of the machine. After the
first iteration of the machine it was noted that the classifier did not perform ade-
quately with a small sample of dipper stars. Using only the literature sample of 22
dipper stars in K2 C02 provided a correct classification of the training set 68% of the
time. This small sample caused approximately 32% of candidates to be misclassified,
mostly as Beta Persei or Algol type eclipsing binaries. To avoid this I manually vetted
the results of the machine learning algorithm for dippers in this first iteration (with
the 22 literature dipper stars as a training sample). After running the classifier once,
a further 18 targets that clearly met the classification boundaries were chosen and
added them to the training sample. After retraining, this increased my correct clas-
sification percentage from 68% to 86%. This was then applied again to the K2 C02
data to find my final sample. The final sample of dippers used to train the machine
is shown in the Appendix in Chapter 6.6.
I find the approach of classifying many types of variable produces better results
than classifying dippers and ’non-dippers’ only, improving our correct classification
probability by 18%.
5.4.2.2 Limitations of RF Classifier
RF classifiers are limited in several ways but notably in this application it is not
possible to classify an object as multiple classifications e.g. An eclipsing binary with
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dipper characteristics. This can partly be addressed by running the RF algorithm
many times, as it is using a random method. An object with two potential classifi-
cations will then be classified as each one multiple times over multiple iterations. I
am not concerned with this in my work, as I expect the signature of dipping to over-
come most other modes of variability, e.g. Eclipsing binaries, stellar variation, LPVs
etc, due to the depths of the dips and my designing of a feature list specifically tuned
to highlight the dipper phenomenon.
5.4.3 Features
RF classifiers use a distinct set of features that describe the behaviour of the target.
I use a set of features that I have specifically designed to distinguish dippers from
other variable stars. These features are based solely on the Kepler light curve with
all being easily derivable from the time series based on periodicity, symmetry in the
light curve and “groups” of points that are distinct from the average population. The
25 features used in this work are reduced from an initial 60 features, based on those
that were the most relevant and useful to dipper classification. The final 25 used
here have been shown to have high importance scores using the scikit-learn package
’extra-tree-classifier’ function as shown in Figure 5.6. These are shown in Table 5.3.
Based on the works of Cody et al. (2014) and Richards et al. (2011) I have included
some features that are common in literature works with ML algorithms (see below).
I have uniquely added Gaussian Mixture Models and Wavelet Analysis to measure
asymmetries in the light curve and changes in periodicity. These are also discussed
in the sections below. These features have high importance as shown in Figure 5.6.
I have also developed routines to find features based on ’groups’ of points, that are
three or more points continuously above a threshold. This allows me to find true
astrophysical dips above any spikes due to errors in reduction.
5.4.3.1 Literature Features
I have included several features that the literature works have shown to be important
in the classification of dippers and variables in general. Cody et al. (2014) uses a
statistic to quantify the asymmetry in flux that I will refer to as the M statistic defined
as
M = (< d10% > -dmed)/ d (82)
where < d10% > is the mean of all the data at the top and bottom decile of the
light curve, dmed is the median of all the data and  d is the RMS of the light curve.
I use this statistic as one of my features in my machine learning as discussed in
Section 5.4.3.
Two of the features I use have been chosen based on the work of Richards et
al. (2011) which are shown in Table 5.2. flux_mid20 is very similar to the M statistic
and is a ratio of the lower 40% of the data to the upper 40% of the data, normalised
to the flux in the top 95th percentile. The percentage amplitude was also used, which
gives the maximum flux as a ratio to the median flux. These were found to be par-
ticularly useful in distinguishing variable stars. Richards et al. (2011) also included
several features designed to analyse the periodicity in the data. I have chosen to in-
clude some measures of periodicity, however as dipper stars are often irregular I do
not put a great deal of emphasis on periodic features. I instead include features that
are designed to show whether there is sporadic periodicity in the data, as discussed
in Section 5.4.3.3.
It would be possible in this work to also utilise colour information from surveys
such as WISE, 2MASS, APASS and GAIA DR1. When infrared colours are included
the classification efficiency is increased to 95%, an improvement over my current
86%. Colour information was rejected for two reasons; firstly there are many stars in
the K2 C02 field with incomplete colour information which I would then be unable
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Figure 5.6: Importance score for the classifier when using only two classifications, (’Dipper’
and ’Non-Dipper’.) I see that the most important features for this class of object are
period, M stat, the number of groups of turning points and the standard deviation.
Note that this is the relative importance of each feature, summing to one.
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Table 5.2: Features from the literature used in the random forest algorithm. Here features are
used from works from Richards 2011 and Cody 2014
Feature Description
flux_mid20 The difference between the median
of the lower 40th percentile and the
median of the upper 40th percentile
divided by flux_95.
perc_amp The maximum flux value divided
by the median magnitude value.
M The M statistic as defined in Cody
2014
to analyse and secondly adding colour information greatly weights targets with
obvious disks. In order to ensure this classifier works for any star of any age and will
still perform well for any stars with little to no IR excess, colour has been omitted as
a feature. This ensures we are not preferentially selecting young stars to test. As the
machine is not trained on colour information it would be possible to find any stars
that are dippers with a smaller IR excess (i.e. no dust disk).
By omitting colour information I can also check the performance of the ML al-
gorithm. As dippers are expected to host dust disks I would expect the dippers
classified by the machine to show an IR excess and be distinguished in colour space
from the background population.
Table 5.3 shows the light curve based features used in this work that were found
to have high importance. These include tests of how the data varies in the first half
of the light curve compared with the last half and the variance of the data.
5.4.3.2 Gaussian Mixture Models
I have included the use of 1D Gaussian Mixture Models (GMM) to split the light
curve into different Gaussian populations. A GMM is a model that assumes all data
points are drawn from underlying, finite, unknown Gaussian populations. Using
the python package scikit-learn’s Gaussian Mixture Model package116 I calculate116 Pedregosa
et al. (2011) the optimal number of Gaussians to describe the distributions in the light curve.
This ideally splits the light curve into a stellar activity population and a number of
Gaussians relating to other populations, e.g. dips, bursts, transits, eclipses etc.
In the dipper case this allows us to accurately compare the median level of the star
to the average level of the dips. An example of this diagnostic is given in Figure 5.7.
I use the GMM to establish a background population and then track several features
given in Table 5.4.
I can use the standard deviation of the highest weighted Gaussian as a standard
deviation of the stellar variability itself, assuming that other populations describe
different behaviour (such as dipping, flaring or eclipses). I then use an algorithm for
finding clusters of points 3 sigma away from this distribution which would describe
bursts or dips. I define that clusters must contain at least three consecutive points,
all of which are 3 sigma away from the stellar background population. This ensures
I am not sensitive to the small spikes due to issues in the reduction of the K2 data.
This also limits my sensitivity to those dippers that vary on time scales of longer
than 1.5 hours (as K2’s cadence is approximately 30 minutes). This creates a new
set of features based on groups of points. These features are given in Table 5.5. This
group finding method is simplistic and does have limitations, especially where two
dips might overlap, however I find that this method is sufficient to find the majority
of dips and estimate their behaviour including the depth, duration and number of
dips.
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Table 5.3: Additional light curve features used in the random forest algorithm designed to
highlight dipper stars.
Feature Description
smooth_std The standard deviation of the
smoothed data with a kernel size
of 20 days. (Smoothed to the
wa_period)
std The standard deviation of the high-
est weighted Gaussian from GMM
med_abs_dev The median of the absolute mag-
nitude values less the median
of the absolute magnitude values.
median(|Xi -median(Xi))|
jack1 The ratio of the standard deviation
of the first half of the data to the
standard deviation of the second
half of the data.
diff The maximum of the magnitude
less the minimum of the magnitude.
(After clipping)
dtav The difference between the mean of
the magnitudes and the median of
the magnitudes.
Table 5.4: Gaussian Mixture Model based features used in the random forest algorithm.
Feature Description
GMMdiff The difference between the median
of the highest weighted Gaussian
from GMM to the median of the
second highest weighted Gaussian
from GMM.
GMMstd The standard deviation of the high-
est weighted Gaussian from GMM
GMMstd2 The standard deviation of the entire
set of Gaussian Mixture Models
dGMM The standard deviation of the resid-
uals from the data less the GMM
model
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Figure 5.7: Example of Gaussian Mixture Models in 1D for a single light curve of a quiet star (top) and a dipper star (bottom). Both light
curves have been corrected with a 30-day Gaussian smooth. I see a main population in the dipper star and a second, broad population
due to the dips.
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Table 5.5: Features based on groups of points used in the random forest algorithm.
Feature Description
ngroups Number of groups, defined as a
cluster of at least three consecutive
points below a 3 sigma clip.
medh Median value of the height of the
groups.
medh2 Median value of the height of the 5
deepest groups.
medl Median duration of these groups.
dh Maximum height of these groups
less the minimum height.
dl Maximum duration of these groups
less the minimum duration.
grad_groups The number of groups in the gradi-
ent of the light curve.
5.4.3.3 Wavelet Analysis
Wavelet analysis is a method of describing periodicity in a time series while preserv-
ing information about the localisation of the periodicity.117 The procedure is similar 117 Torrence and
Compo (1998)to applying a windowed Fourier Transform, though by using wavelets adverse ef-
fects such as ringing can be avoided. In wavelet analysis a small wavelet (in this case
a Morlet function which is a sine wave modified by a Gaussian) is passed along the
light curve. The correlation between the light curve at each point and the wavelet is
measured. The wavelet can be scaled as a function of time and the analysis repeated.
This creates a power as a function of wavelet scale and position in time along the
light curve. An example of a wavelet power spectrum is given in Figure 5.8. The high
power features correspond to the deepest dips in the light curve. In the case of this
target, although the dips change and almost disappear they are always on the same
time scale of 2.3 days.
Wavelets are often used where the variability of a source is changing. For dippers
this is particularly relevant. An object with one mode of variability (such as a pulsat-
ing star or an eclipsing binary) has a simple wavelet power spectrum that does not
vary significantly across this diagram in power. However a dipper will have several
modes of variability, changing power wherever there are changes in dip depth. The
use of wavelet analysis allows an important feature to be attained; the change in
aperiodic features over time. This can either be by changes in depth or by the time
scale of the feature changing. For this feature I use the standard deviation of the
wavelet power spectrum as a function of time in the region where the object was
most periodic. This region is highlighted in Figure 5.8 and corresponds to one sigma
around the period with the highest power. This feature is referred to as wa_std in
Table 5.6. This feature is one of the top 10 most important features. It helps to distin-
guish dippers from beta Lyrae type variables, (see Figure 6.3 in the appendix of this
chapter).
Periodic features found using this method are given in Table 5.6. I additionally
compute the standard deviation in the Lomb-Scargle periodogram as a further fea-
ture based on the periodicity of the data. Unlike Lomb-Scargle periodograms, Wavelet
Analysis requires evenly spaced data and that all time stamps have a corresponding
flux value. For any gaps in my data I fill in points with a linear interpolation. This
is an oversimplification at small time scales but allows us to establish my features
given in Table 5.6 across the whole 80 day light curve.
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Figure 5.8: Wavelet power spectrum of dipper target. Here scale refers to the width of the
wavelet packet in days, I see the scale of the dips is 2.3 days. Although the periodic-
ity changes in power as the dips decrease in depth they reappear at the same scale
in days. The red line drawn over the power spectrum indicates the region selected
for determining the wa_period, s_per and std_flat features in Table 5.6.
Table 5.6: Features based on wavelet analysis and the Lomb-Scargle periodogram used in the
random forest algorithm.
Feature Description
wa_period Period from wavelet analysis
s_per Width of the Gaussian fit to the pe-
riod peak in wavelet analysis.
std_flat Standard deviation of the flattened
wavelet analysis
wa_std Standard deviation of the power
spectrum from wavelet analysis
pgram_std Standard deviation of the Lomb-
Scargle periodogram
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5.5 dipper candidates
Once the classifier has been trained on the targets found in Section 5.4.1 the same
algorithm can be used on unclassified data. This gives us a classification probability
for each target between zero and one. The full target list can then be reduced to my
final list of candidates based on this probability.
Firstly, all candidates with a median magnitude greater than 18 are removed.
These targets are faint and, on inspection, have too low a signal to noise to clas-
sify clearly as a dipper phenomenon. From this list I then take all the objects that
were classified as dipper in the majority of the 200 iterations. Of these I take those
that have a dipper probability of 40% or more. This reduces to a list of 229 candidates
with a high probability of being a dipper. From this list targets are verified by eye
to remove any cases where strong systematics may have caused a misclassification.
(This is usually due to strong systematics in a periodic variable, where there is a step
function introduced by VJ2014 or where the target is very dim and has a low SNR.)
The set was further cleaned to remove any low order dippers that could reasonably
be explained with spots on the surface of the star (which are able to reduce the flux
from a star by up to 20%) or eclipsing binaries.
Finally, I also verified by eye any targets that had a dipper probability of more
that 20% but were classified as another object. Of these 120 objects, 4 candidates
were found to be dippers. This resulted 95 dipper stars, including the 40 objects
used to train the machine. My final sample is given in the Appendix of this chapter
in Chapter 6.6, where all 95 dippers are shown (training objects are highlighted in or-
ange). Note, as discussed above, the reduction from Vanderburg and Johnson (2014)
in some cases introduces an offset or step function in the light curves close to the
midpoint of the K2 campaign. (This can be seen clearly in examples such as EPIC
204811478). The final list of dipper candidates was then cross matched with lists of
cluster memberships for Upper Sco and ⇢ Oph.
In this search there were also several stars that I have classified as “burster” stars.
These stars are visually distinct from dipper stars and are discussed in more detail in
Section 5.8. Any burster stars presented in this work have been classified as dippers
by the machine and later distinguished by eye. As the machine was not trained on
this particular class, we can not be certain of completeness. I expect there to be other
burster examples in this data set that have not been found.
Figure 5.9 shows the dipper sample as a function of IR excess and M statistic.
Despite not training on colour information, the dipper population is clearly biased
towards a high infrared excess. This suggests the object really does occur only in
young stars with disks. I find no dipper stars that are inconsistent with this theory.
Similarly, burst stars are consistent with having disks.
5.5.1 Top 10 Features
Figure 5.10 shows how the top 10 high importance features correlate with each other,
with the final dipper sample used in this work highlighted in orange. We see that
the dipper sample is not clear or unique in any of these features, showing the need
for a ML algorithm to distinguish between dippers and other classifications taking
into account multiple features. The dippers themselves occupy broad ranges of each
parameter space, making them harder to identify.
Figure 5.11 shows the frequency of each classification across the value of the M
statistic. (This is calculated after the machine has been run on the data and classified
each light curve.) We see for M stat that, while dippers show different behaviour, the
behaviour is mimicked in Beta Lyrae type eclipsing binaries (bL*). This is expected,
as M statistic measures the asymmetry of the light curve and eclipsing binaries will
show frequent, deep eclipses. In the Appendix of this chapter I show similar plots
for the top 10 features, ranked by importance. The dipper sample is not uniquely
identifiable in any one feature, showing the need for multiple features to be taken
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Figure 5.9: M statistic, defined in Eq 82, as a function of W1-W3 IR excess for Kepler Cam-
paign 2 found using a random forest algorithm. The algorithm was trained only
on light curve parameters and shows dipper stars in K2 C02 occur in systems with
an infrared excess indicative of hosting a disk. Note: the smoothing and clipping
used to clean the light curves creates a slightly different M value than from Cody
et al. (2014).
into account. Together, these features allow me to distinguish dippers from eclipsing
binaries and other variable types.
5.5.2 F1 Score
The F1 score gives a weighted average of the precision and recall where
F1 = 2
pr
p+ r
where p and r are precision and recall, defined as
p =
True Positives
True Positives + False Positives
r =
True Positives
True Positives + False Negatives
.
Here a value of 1would indicate perfect precision and recall. When using multiple
classifications we find an F1 score for dippers of ⇠ 0.8, as shown in Figure 5.12.
This could be improved by including colour information as a feature. However, as
discussed above, by discounting colour we are more sensitive to dustless dippers
(were any to exist). We are also able to test our final sample of dippers in colour
space (see Figure 5.9). We find an F1 score of 0.8 to be sufficient for our purposes,
and further clean the sample by eye as discussed in Section 5.5.
5.6 measuring dip parameters
In the following sections I will refer to the periodicity, the dip depths and the dip
durations for each dipper target. Below I define how these parameters are measured.
I also use the M statistic from Cody et al. (2014), however in this work I clip 6 sigma
outliers and remove a 30 day smoothing kernel before assessing the M value. This
makes the M value used in the machine learning slightly reduced compared with
the ones shown in that work.
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Figure 5.10: Correlation between the top 10 features of the ML algorithm as ranked by importance. Blue points show all 13000 light
curves used in this work, orange points show the 95 dipper candidates that were confirmed by eye as discussed in Section 5.5. Dippers
are mixed with the population in most features and are not uniquely identifiable in any one feature. This supports the need for a ML
approach.
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Figure 5.11: Distribution of each class of object in M statistic, having run the ML algorithm. The classes are (from top to bottom) Algol
Type EB, Long Period Variable, RR Lyrae, Beta Lyrae Type EB, Delta Scuti and Gamma Doradus. While there is some contamination in
each classification this gives a broad idea of where each classification clusters. Beta Lyrae type EBs mimic dippers in M statistic. The
top 10 features ranked by importance are plotted in this way in the appendix of this chapter.
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Figure 5.12: F1 score as a function of classification having run the ML algorithm 200 times. We
see that all classifications have high F1 scores and that dippers score ⇠ 0.8 which
suggests we have fairly good precision and recall. Long period variables are much
easier to retrieve due to their uncomplicated light curves. Precision and recall can
be improved by including colour information in the machine.
5.6.1 Periodicity
To find the period of each dipper I employ a Lomb Scargle periodogram, as dis-
cussed above. The periodicity can then be measured using a Q value from Cody
et al. (2014). I use a slightly different formulation of the Q value to that in Cody
et al. (2014), under the assumption that the noise profile for K2 targets is small com-
pared to the dips and similar across targets. Q is assessed by firstly phase folding
the light curve and smoothing with a boxcar at 25% of the period of the dipper.
This light curve is then ’unfolded’, such that it creates the same smoothed, repeating
pattern for the whole light curve. Q is given as
Q =
RMS(y-m)2
RMS(y-med(y))2
(83)
where y is the light curve, med(y) is the median value of the light curve and m
is the smoothed and unfolded model. The Q value compares the residuals of the
light curve to the residuals when this model is removed. This tests whether it is well
described by a repeating pattern at all points across the light curve. For low values of
Q the model fits well and the dipper is considered to be periodic. For high Q values
the dipper is assumed to be aperiodic, with either a changing period or changing dip
depths in each event. From Cody et al. (2014) I adopt a Q value of 0.6 to distinguish
between dippers that are mostly periodic or mostly aperiodic.
Figure 5.13 shows the value of the M statistic (see Equation 82) and Q statistic
for each dipper and burster found in this work. (Dippers and bursters have been
distinguished by eye.) In order to approximate this we can naively place a cut at
M=0; above this stars are classed as bursters and below this stars are classed as dip-
pers. At Q=0.6 the stars are split into periodic or aperiodic behaviour. Examples of
dippers from each section of this cut are shown in Figure 5.14. The metric performs
qualitatively well, separating out mostly stochastically behaving dippers from those
that are more regular, as shown in Figure 5.14.
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Figure 5.13: Distribution of dippers and bursters in Q and M space. Q tracks the periodicity of
the light curve and M tracks the asymmetry of the light curve. Those targets that
have been classified by eye as bursters have been highlighted in orange and targets
that have been classified as dippers are in blue. Based on Cody et al. (2014) we use
a Q value of 0.6 to distinguish periodic and aperiodic bursters.
Figure 5.14: Examples of dippers from a range of M and Q statistic values. High Q values (Q> 0.6) indicate an aperiodic dipper while
low Q values (Q < 0.6) indicate a periodic dipper. Negative M values indicate a star that mainly exhibits bursting while a positive
M value indicates a star that is mostly dipping. In this work I chose not to have an intermediate class, though stars with M⇠0 display
roughly equal amounts of each behaviour.
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5.6.2 Dip Parameters
Parameters such as the dip depth and duration are useful for characterising the
behaviour of individual dippers. If the model of the inner edge of the disk obscuring
the star is correct, the depth of the dip should relate to the amount of material
obscuring the star. The duration should relate to the orbital distance from the star.
To measure these parameters I firstly find all dips using the methods discussed in
Section 5.4.3.2. I establish a background level using a Gaussian smoothing kernel at
twice the period of the dipping behaviour with a maximum of 20 days. This is offset
to the median level of the continuum as assessed by the GMM (see Section 5.4.3.2).
This continuum level is shown in Figure 5.15. I find the depth of each event by
finding the peak of the dip and ’walking’ on either side until either this continuum
is met or there is a turning point, as assessed by the gradient of the data. (This is
performed on a slightly smoothed version of the data; a boxcar is used at a 25%
of the period to smooth the data and remove any very short term variability.) These
regions are shown in blue in Figure 5.15 for dips and orange for bursts. The duration
of the dip is the width of the final allowed region. The dip depth is continuum level
in that region less the minimum flux found in this region.
The final metric for each dipper target is then the median depth and median
duration of all the dips that have been found. This is different to the approach from
Ansdell et al. (2015), where the median level of the deepest 5 dips is used. This is
designed to be more representative of the overall behaviour of the dipper.
This is not a perfect approach to searching for dips and bursts. Bursts and dips are
sometimes confused, particularly in cases where there is a strong long term trend in
the data. Some dips are also clearly the convolution of two or more events, which are
harder to separate. While this method is not ideal, it provides statistics on the dipper
population as a whole. Further efforts to fully model these stars more conclusively
and physically could be undertaken in future.
Figure 5.15: Example of the output of the dip depth and duration finding algorithm. Here the red line shows the continuum level,
which is a simple 30 day smooth of the data after outliers have been removed. This is also offset to the continuum level as assessed by
the GMM. Blue areas indicate features that have been labelled as dips, with the width and height of the area indicating the duration
and depth of the dip. Orange areas have been labelled as bursts.
5.7 dipper characteristics
With a large sample of 95 dippers available it is possible to investigate basic prop-
erties using the distribution of dip characteristics and infrared excesses. Below I
discuss some of the properties of the dippers in this sample in detail. I also investi-
gate the cluster memberships of each target, the binary fraction in those clusters and
discuss observations of their disks. In the dipper population there are a small num-
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Figure 5.16: Example of two dipper targets that did not meet the criteria set out in Ansdell
2015. Top: The Rdip parameter here is slightly less than 5 as the dips are narrow
and frequent. Bottom: The period of the dipping is approximately 12 days which is
longer than the 10 day cut.
ber of candidates consistent with having evolved disks. These are further discussed
in Section 5.20.
5.7.1 Comparison with Ansdell 2015
In Ansdell et al. (2015) dipper stars were defined by first smoothing with a high
pass filter at 1 day and then measuring the following; the number of dips (Ndip),
the average dip depth of the three deepest dips as measured from the normalised
light curve (Ddip), the ratio of the dip depth to the standard deviation of the data
(Rdip) and the rotation of the period of the star Prot.
A dipper was then defined as a target with Ndip >5, Ddip >0.07, Rdip >5 and
Prot to be less than 10. When I compare my sample of 95 dipper stars to this metric,
35% do not qualify. This is in many cases due to dippers being aperiodic, with no
clear value for Prot. It was found that the Rdip criteria clipped out a small number of
dippers that were particularly symmetric, (flared as well as dipped). Two examples
of dippers found by this work that do not qualify based on this metric are shown in
Figure 5.16. I suggest that these criteria may be too strict and cut out valid dipper
candidates.
In Ansdell et al. (2015) a positive correlation is seen between E(Ks-W2), a measure
of dust content in the inner disk, and dip depth DDip. E(Ks-W2) encodes informa-
tion about the amount of dust in the inner edge of the disk. In this work I have not
obtained spectra for my objects and am unable to correct for reddening in all of my
targets. Of my sample, 35 objects are observed in Luhman and Mamajek (2012) and
have spectral types. I follow their procedure and use their classifications of spectral
type to de-redden these 35 dippers. I use the AV extinction coefficients from Ans-
dell et al. (2015) and the extinction law given in Cardelli, Clayton, and Mathis (1989)
to correct 7 further dippers. The de-reddened values of K-W2 excess (labelled as
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Table 5.7: Dippers as a function of each cluster. These cluster memberships are likely incom-
plete and several dippers were found not to be covered in any literature membership
list, however are consistent in colour space with being members of one or both clus-
ters.
Upper Scorpius ⇢ Ophiuchus
Number of Members 701 199
Number of Dippers 42 22
Percentage of Dippers 5.9% ±0.9% 11.0%±2.3%
Number of Bursters 8 15
Percentage of Bursters 1.1%±0.4% 7.5%±1.9%
E(K-W2)) are used in Figure 5.17. This figure contains 42 unique dipper stars that
are able to be corrected for extinction. There is evidence of a correlation between
dip depth and E(K-W2). A Spearmans rank test gives a correlation of 0.503 and a
p-value of 0.0007. All dippers show an excess in E(K-W2) consistent with hosting a
circumstellar disk. For comparison the lower panel of Figure 5.17 shows the same
plot for all dipper and burster targets, with no de-reddening attempted. A correla-
tion still persists. This suggests that dustier disks result in deeper dipping events.
This supports the theory that the dips are due to dust obscuring the star at the inner
edge of the disk.
Out of 25 dippers that are reported by Ansdell et al. (2015), 24 dippers are inde-
pendently found in this work. In Ansdell et al. (2015), the search was performed by
eye, whereas in this work I search using machine learning. Figure 5.18 shows the
distributions of median depth and median duration for each target across the two
samples, which show very similar distributions. This suggests the two samples are
relatively similar and have similar completeness and biases. The method of machine
learning does not seem to bias the result as compared with searching by eye. How-
ever, this does not exclude us from a further bias. Particularly, in general it is easier
to find deeper dips as they are more easily distinguished from stellar noise. As we
discount any targets with dips small enough to be explained with star spots, we
may be under-representing the dippers at the smallest dip depths. Similarly, as our
cadence is 30 minutes, we do not have the time resolution needed to observe shorter
duration dips than 1.5 hours. We may be under-representing the sample of ’short
period’ dippers.
5.7.2 Comparing Dipper Samples By Cluster
Figure 5.19 shows the colour of all of the targets within Kepler C02 with cluster
members of Upper Scorpius and ⇢Ophiuchus highlighted. All dippers are consistent
with being members of either cluster and there is no evidence for dipper stars in the
older background population.
I find that between the two clusters there is a modest difference between the occur-
rence rates of dippers as shown in Table 5.7, where occurrence rate is defined as the
percentage of dippers in each cluster. In Upper Sco, (10Myr), I find 5.9%±0.9% were
dipper stars and in ⇢ Oph, (1Myr), an occurrence rate of 11.0%±2.3%. Theory from
works such as Alencar et al. (2010), McGinnis et al. (2015) and Bodman et al. (2016)
suggest that the dipper phenomenon is due to the inner edge of circumstellar disks.
As disks are known to evaporate as the system ages and transition into an evolved
state, we might expect the dipper fraction to decrease with age. In these two clusters,
I find only limited evidence that there is a difference between the dipper fraction as
a function of age. As there are a low number of dippers in each cluster it is not pos-
sible to find any significant correlation with age or other cluster parameters. There
are 22 dipper stars in my sample with an unknown membership, likely belonging
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Figure 5.17: Average depth of the three deepest dips as a function of K-W2 excess corrected for extinction. Here blue diamond points
indicate dipper stars found with the machine learning algorithm from this work and orange diamonds indicate dippers found in
Ansdell et al. (2015). Top: targets have been corrected for extinction using the procedure outlined in Luhman and Mamajek (2012).
Bottom: All targets with no extinction correction.
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Figure 5.18: Distributions of dip depth and dip durations for all dipper targets. Blue: Dipping events found in this work using machine
learning. Orange: Dipping events found in Ansdell et al. (2016). We see the two distributions are similar, suggesting there are no
additional biases in these two parameters when machine learning is used.
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Figure 5.19: Median magnitude of light curves compared with g-j colour, with magnitudes from
GAIA DR1 and 2MASS. Upper Sco and ⇢Oph populations are easily distinguished
and ⇢ Oph is seen to be redder as it is embedded in a cloud. At a magnitude of
18 the SNR of each target is too low to accurately find dipper stars. I find all
candidates have an IR excess consistent with disk bearing stars.
to either cluster. With the release of parallax data from the GAIA mission in 2018 it
will be possible to obtain better membership lists and more conclusively define the
dipper fraction.
Cody et al. (2014) discusses the fraction of dippers out of the disk bearing pop-
ulation in NGC 2264. To compare Upper Sco and ⇢ Oph to their work I must first
find out the fraction of stars that are disk bearing. Using the prescription in Cody
et al. (2014) andWilking et al. (2001) I identify the disk bearing stars as those with
↵ > -1.6 where ↵ = d log  F /d log  , using K band photometry from 2MASS and
W4 photometry from WISE. I then compare the fraction of dippers in the disk bear-
ing stars for each cluster. All dippers found in this work meet the ↵ > -1.6 criteria,
suggesting they all have disks.
Cody et al. (2014) have a sample of 1266 cluster members in NGC 2264. 162 were
found to have both disks and high quality light curves. Of this sample 35 were
found to be optical dippers. Table 5.8 shows the final dipper fraction for each of
the three clusters. The average dipper fraction for disk bearing stars (for all dippers
where alpha was obtainable) is 21.0% ± 5.5%. This is consistent with the finding
for NGC 2264. Between the three clusters the dipper fraction in disk bearing stars is
approximately 20%, regardless of age.
Table 5.9 shows the number of periodic and aperiodic dippers for each of the
clusters. I have included the M and Q values for NGC2264 from Cody et al. (2014).
Based on different choices in sigma clipping and smoothing, they are likely to be
systematically offset. As there are small differences between the methods we might
expect the two independent studies to produce slightly different values. The clusters
themselves may also have different levels of periodic and aperiodic dippers. Despite
this, I find that within errors the clusters have a similar split between aperiodic
and periodic dippers. Approximately 25% of the dippers are periodic by this metric.
The sample from Ansdell et al. (2016) also aligns well with the one in this work,
suggesting we have similar completeness.
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Table 5.8: Dipper fractions for the three clusters with well studied dipper populations. Upper
Scorpius and ⇢ Ophiuchus have been added in this work. The dipper fraction quoted
here is as a function of disk bearing stars only. The number of dipper stars is given
in brackets next to the percentage.
Cluster Age Disk Fraction Dipper Fraction
⇢ Ophiuchus 0.1-1 Myr a 40.2%±4.3% 20.1%±4.3% (22)
NGC 2264 1-5 Myr b 12.8%±1.0% 21.6%±3.7% d (35)
Upper Scorpius 10 Myr c 26.7%±2.0% 21.8%±3.4% (42)
a (Luhman and Rieke, 1999)
b (Rebull et al., 2002) Dahm and E. (2008)
c (Pecaut, Mamajek, and Bubar, 2011)
d (Cody et al., 2014)
Table 5.9: The number of periodic and aperiodic dippers this work and the two other major
works on dippers. Ansdell et al. (2015) uses the same data on the same cluster vets
each target by eye. Cody et al. (2014) finds dippers in NGC 2264 using CoRoT. The
classification system for these dippers are discussed above. Within errors, all three
surveys find similar fractions of dippers being periodic and aperiodic.
This Work Ansdell et al. (2015) Cody et al. (2014)
Cluster Upper Sco/⇢ Oph Upper Sco/⇢ Oph NGC 2264
Periodic Dippers (%) 26.6% ± 5.3% 21.7% ± 9.7% 34.7% ± 6.8%
Aperiodic Dippers (%) 68.1% ± 8.5% 78.3% ± 18.4% 65.3% ± 9.3%
5.7.2.1 Multiplicity in ⇢ Ophiuchus
Work from Ratzka, Koehler, and Leinert (2005) discusses the multiplicity of systems
in the ⇢ Oph region. In that work binaries are resolved down to a separation of
0.13". All binaries in their sample of ⇢ Oph had separations of more the 10 AU, with
magnitude differences between the primary and secondary star of 6 2.5magnitudes.
Using this sample I can compare the fraction of dippers in binaries to the fraction
of those outside of binaries. (This does not include very close binaries at narrower
separations than 10 AU.)
Table 5.10 shows the binary fraction in ⇢ Oph for both bursters and dippers. There
was no significant difference found between the binary fraction of the cluster and
the dipper binary fraction, with both ⇠ 30%. There is no significant evidence that
binary systems influence the dipper phenomenon in any way. However, with such
low number statistics and only limited data on binary systems in the cluster it is
difficult to assess.
Table 5.10: Binary Fraction in ⇢ Oph. No difference is found between the binary fraction for
dipper or burster stars.
Binary Non Binary Binary Fraction
Number of Members 32 76 29.6% ± 5.2%
Number of Dippers 5 11 31.3% ± 13.9%
Number of Bursters 4 10 28.6% ± 14.3%
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Figure 5.20: Dipper stars based on disk type as discussed in Barenfeld et al 2016, a survey
of disks in Upper Sco, where Full indicates an IR excess and an SED that shows
no clearing, Debris/Evolved Transition indicates an IR excess with some SED ev-
idence of clearing and Evolved indicates no IR excess and no SED evidence of
clearing. I find no dippers in systems with debris disks or later evolutions.
5.7.2.2 Disk Evolution
Luhman andMamajek (2012) uses infrared excesses in K band andWISE photometry
to distinguish the evolutionary stage of disk bearing stars in Upper Scorpius. They
define disks as full (optically thick with no evidence in the SED of clearing), evolved
(optically thin in the IR with no evidence in the SED of clearing) and transitional
(with an SED showing evidence for gaps and holes). They also define debris/evolved
transitional disks that are composed of second-generation dust and are considered
to be the final stage of disk evolution. Figure 5.20 shows the distribution of these disk
types in those targets that were observed both in Luhman and Mamajek (2012) and
in K2 C02. Debris disks and diskless stars are not found in the dipper population
retrieved by this work. This supports the theory that the dipper phenomenon is
caused by occultations by primordial dust in the disk.
Table 5.11 lists the 7 members of Upper Scorpius observed in Luhman and Mama-
jek (2012) shown to have evolved or transitional disks. (I find no dippers consistent
with being diskless.) These dippers are also shown in Figure 5.21. Other dippers
found here were either not observed in Luhman and Mamajek (2012) or are de-
scribed as having “full” disks.
There are other dippers that have IR excesses consistent with being more evolved
disks but were not observed in Luhman and Mamajek (2012). Of the 11 dipper tar-
gets consistent in colour space with being an evolved or transitional disk, none are
distinct from the full disk dipper population in any of the features used to train the
machine. They are consistent in period, dip depth and duty cycle with the full disk
bearing dipper population.
Figure 5.22 shows a reproduction of Figure 2 from Luhman and Mamajek (2012)
where the disk types of each target has been labelled. Here only targets that were
also observed in K2 C02 are shown. Dippers and bursters found by the machine
learning algorithm and vetted by eye are plotted. The evolved dippers from Table
5.11 highlighted in green. For the majority of the dippers I have no spectral types
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Figure 5.21: Light curves for evolved or transitional type dippers, as identified by Luhman and Mamajek (2012). These are indistin-
guishable from the rest of my dipper sample in any of the features used to train the machine. See also Table 5.11.
Table 5.11: Evolved or Transitional Disks as highlighted by Luhman and Mamajek (2012) that
also exhibit dipper behaviour.
EPIC ID RA Dec Disk Type
204187094 242.82956 -23.322251 evolved
204274743 239.37443 -22.978846 evolved
204344180 243.63696 -22.703707 ev or trans
204472612 242.14397 -22.198866 evolved
204638512 241.09023 -21.507916 transitional
204757338 241.86443 -20.995618 evolved
205068630 242.79566 -19.558912 evolved
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or reddening coefficients and so the targets in this Figure have not been corrected
for reddening. This makes the classification of dippers into disk categories more
difficult.
5.7.3 Orbital Distance to Inner Disk Edge
The dipper phenomenon is attributed to the dust at the inner edge of the circum-
stellar disk occulating the star in either warps or accretion streams. It is useful to
understand the distribution of periods for these dipping events to better charac-
terise the phenomenon. For most dippers a period can be estimated, either by using
a Lomb-Scargle periodogram across the entire time series or selecting sections of the
time series where dips repeat. In the worst cases it is possible to estimate the period
by estimating the median time between successive dips.
Assuming Keplarian velocity, and using the known spectral types of these targets
from Luhman and Mamajek (2012), Wilking, Gagné, and Allen (2008) and Ansdell
et al. (2016), I can find an orbital separation from the host star. The orbital distance,
assuming the the material orbits at a Keplarian rotation, is given by
D3 ⇡  GMP2
4⇡2
 
(84)
where P is the orbital period, G is the gravitational constant and M is the mass of
the star. The mass of the star is calculated from the model grid provided by Pecaut
and Mamajek (2013). The temperature at this distance can be estimated using a
blackbody relation.
T4sub =
  L
16⇡ D2
 
(85)
where L is the luminosity of the star,   is the Stephan Boltzman constant and D is
the oribital distance.
Figure 5.23 shows the Keplerian radius of the material in AU (based on Equation
84) for each dipper target as a function of stellar luminosity, where the solid and
dashed lines indicate a simple black body heating relation given in Eq 85. For aperi-
odic dippers the period has been estimated either using a lomb-scargle periodogram
or the median separation between subsequent dips.The dipper population is notably
cooler than the sublimation temperature with an average temperature of 1000K ±
200K.
This is similar to other findings for T Tauri stars. Eisner et al. (2007) shows using in-
terferometry that low luminosity (. 1 L ) T Tauri stars have wider inner disk edges
than predicted by simple models. Millan-Gabet et al. (2006) also show the same re-
sult, that low luminosity T Tauri stars have larger sublimation radii compared with
that estimated using a black body assumption. They suggest backwarming in the
disk could increase the sublimation radius by a factor of two. They also note that
smaller dust grains could cause the sublimation radius to increase. Muzerolle et
al. (2003) suggest that the inner edge of the disk could be increased in T Tauri stars
due to extra luminosity from acretion. If the dipper phenomenon can be attributed
to the inner edge of the disk, some heating mechanism is required to push the inner
edge of the disk further out.
Figure 5.23 shows that the dippers do not appear to follow a black-body temper-
ature law. The Keplerian radius of the material is fairly constant across two orders
of magnitude of stellar luminosity. Further work is needed to analyse whether this
is due to small number statistics. (For example, the Keplerian radius for aperiodic
dippers may be unreliable.) However, if this finding is robust, it may indicate that
there is a characteristic distance for material being lifted out of the circumstellar disk
that is independent of spectral type. This may be an indication that the interaction
of the stellar magnetic field with the disk causes a warp at a characteristic distance,
which obscures the stellar light and causes the dipping behaviour. Further work,
both in the theoretical modelling of the disk and in observing this phenomenon as
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Figure 5.23: Inner disk edge in AU as a function of the luminosity of the star. I see dippers have
systematically larger inner disk edge radii than predicted from a simple black body.
Invoking backwarming or increased luminosity from accretion is likely to account
for this addtional heating.
a function of spectral type, is needed to better understand this trend. However, this
work makes it clear that the use of observations of dippers stars is an important tool
for observing this inner region and may give us a window into observing the effects
of stellar magnetospheres.
5.7.3.1 Spectral Types of Dipper Stars
Stauffer et al. (2015) and Ansdell et al. (2016) find the dipper behaviour is limited to
late-type M and K stars. Cody et al. (2014) presents 3 members of their sample as
G type "quasi-periodic dippers" or "quasi-periodic symmetric". However, the criteria
for selecting candidates in that work is different and all of these targets would not
meet the criteria laid out by this work due to their low amplitude dips. Using the
spectral types of the cluster members from the literature it is possible to predict
how many FGK type stars would be observed if the phenomenon extended to these
objects.
Luhman and Mamajek (2012) provides spectral types for their sample of 485mem-
bers of Upper Scorpius andWilking, Gagné, and Allen (2008) provides spectral types
for 124members of ⇢Ophicius. Of these stars 53were found to be dipper stars, (yield-
ing a dipper fraction of 8.7% ± 3% for the combined clusters with known spectral
types).
Table 5.12 shows the expected number of dippers in each spectral type, if dipper
fraction was not type dependent. I make the assumption that all stellar types are
observed uniformly. Based on this, we see we would expect more observations of
early-type stars. However, we are biased against high mass stars in our survey as
they are likely to have longer period dips.
The period we would expect for a dipper around a larger star (were one to exist)
is easy to calculate. As stellar mass increases the distance to the inner edge of the
disk, the sublimation radius, will increase. If we assume the occulting material is at
the sublimation radius then the period of the dips should increase as a function of
spectral type. The distance to the inner edge of the disk can be estimated using the
stellar parameters and the sublimation temperature of the dippers. (See Eqs. 84 and
85).
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Table 5.12: Expected and observed number of dipper stars in Upper Sco and Rho Oph where
spectral types have been determined in the works of Luhman and Mamajek (2012)
and Barsony et al. (2012)
Spectral Type Expected Dippers Observed Dippers
B 2.2± 0.9 0
A 1.7± 0.7 0
F 0.9± 0.4 0
G 1.7± 0.7 0
K 5.2± 1.9 14
M 41.2± 14.0 39
L 0.1± 0.1 0
The sublimation temperature Tsub of dust in the disk is approximately 1300K-
1600K as shown by Kobayashi et al. (2011) (depending on the species of dust). We
would expect any dust on the inner edge of the disk to be . Tsub. In this case I
use a sublimation temperature of Tsub = 1000K, which is found to be the average
temperature for the dippers in this sample as discussed in Section 5.7.3 and shown
in Figure 5.23.
Using the stellar models from Pecaut and Mamajek (2013) it is possible to calculate
the expected period for early-type (BAFG) stars if the same dipper phenomenon
were to continue into these spectral types. For G0 type stars I would expect a period
9.8 ± 5.6 days, for F0 type stars I would expect a period of 14.3 ± 8.1 days. As K2 C02
is an 80 day long campaign I would expect G and F type dippers to be detectable, if
they did indeed exist. However as shown in Table 5.12 there are low numbers of G-F
type stars expected in this sample. For later A and B type stars I expect the rotation
period at sublimation temperature to be > 20 ± 10 days and too long to be detectable
with K2 (if a detection limit of 4 occultations was imposed).
disk life times as a function of stellar type As discussed in Kennedy
and Kenyon (2009) and Carpenter et al. (2006), the disk life time varies as a func-
tion of spectral type. Larger stars evaporate their disks much more efficiently than
smaller M and K stars. Using photometry from 2MASS and WISE and spectral type
classifications from above we can see the different SED’s of stars in each cluster.
This is shown in Figure 5.24, which reproduces a similar figure from Carpenter et
al. (2006). (The wavelength of each star has been offset by a random value to show
the distribution.) Here dippers have been highlighted in orange, and bursters have
been highlighted in green. We see that most large stars (F type through O type) do
not have disks (with most being in the younger ⇢ Oph cluster).
Figure 5.25 shows also that larger stars do not have disks, including all stars in
either cluster that have a spectral type from the literature. Dippers are highlighted
in orange. Here, as above, W1-W3 excess is used to track the brightness of the disk
dust around the star. Stars with high masses (&1 solar mass) mostly have no disks,
as shown by the lack of bright, reddened stars. This shows that in these two clusters
there may not be enough dusty, massive objects to test whether dippers can occur
around larger stars.
Due to low number statistics with early-type stars with disks in Upper Sco and ⇢
Oph and the short and the 80 day integration time of K2, I am cannot rule out the
possibility of F and G type dippers with this dataset with high significance.
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Figure 5.24: Reproduction of figure from Carpenter et al. (2006) showing the SED’s of all Upper Scorpius and ⇢ Ophiucius members as
a function of spectral type, normalised to the j band flux. Here a random offset has been added in wavelength in order to distinguish
populations. Dippers are highlighted in orange diamonds, bursters are highlighted in green squares. Disk bearing stars will have an
excess of IR flux, causing their SED’s to move higher in this plot. There are few F-O type stars showing disks in either cluster.
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Figure 5.25: Magnitude of members of either young cluster as a function of W1-W3 excess, which is used to track the dust in the
disk. Targets with a high W1-W3 excess host dusty disks. Using spectral types from the literature and models from Pecaut and
Mamajek (2013) the masses of each target have been added. Dipper stars have been highlighted in orange. We see there is a lack of
large stars with disks. As discussed in Kennedy and Kenyon (2009) and Carpenter et al. (2006) this is due to large stars evaporating
their disks more efficiently than small M and K stars.
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5.8 burster stars
A subset of the candidates flagged by the RF classifier were found to become brighter
in bursting events very similar way to those found in Cody et al. (2014) and Stauffer
et al. (2014). These were distinguished by eye from dippers and flagged as “burster”
stars. This subset also contained targets that both dipped and bursted, referred to
in Cody et al. (2014) as a symmetric morphology. An example of a burster target
is given in Figure 5.26. All such stars were noted to have a significant infrared ex-
cess. These burst stars are otherwise indistinguishable from the dipper sample, they
cluster in the same spaces of all other features.
In this work I do not train on a set of example bursters, since there are no other
examples of burst stars in Upper Sco and ⇢ Oph with which to create a training
class. Instead I serendipitously find burster stars in my classified dipper sample.
This is largely because some of the training data have included dippers where the M
statistic, amongst other features, showed shallow dipping events. This is either due
to the relative symmetry of the light curve or because of a step function introduced
in VJ2014 which reduces the apparent dipper signal. This has caused some burst
stars with a symmetric morphology to be included in my final classified data set.
The set of bursters in this work is likely incomplete and more could potentially be
found in K2 C02.
It would have been possible to iterate further and build a new burster class to find
this type of object. I chose to have one, broad classification rather than split into two
classes for two reasons: firstly the number of bursters is small (which may produce
unreliable training). Secondly, there are some targets that are difficult to classify that
both dip and flare. To ensure the dipper population is as clean as possible any cases
where there was an equal amount of bursting events compared with dipping events
(“symmetric morphology”) were added to the bursting class.
The bursts found in this sample do not resemble stellar flares, which are charac-
terised as a sharp increase in flux with an exponential drop off. These events much
more closely resemble the dipping behaviour in shape. Stauffer et al. (2014) sug-
gests these events are accretion bursts, where mass falls onto the stellar photosphere
over a short duration causing brightening events and hot spots. They show other
candidates that are not bursting but may display a rotating hot spot from such an
accretion mechanic.
The occurrence rate of burst stars for each cluster is 1.1%±0.4% for Upper Sco (10
Myr) and 7.5%±1.9% for⇢ Oph (1 Myr) as shown in Table 5.7, though this may be
an underestimate. If my incompleteness is the same for each cluster, which I expect,
I find more burster stars in the younger ⇢ Oph cluster.
A full description of all targets, including whether they were classified by eye as
burst or dipping, is given in in the Appendix 6.6.
5.9 summary
Dipper stars are a subclass of Classical T Tauri stars, so called because of thier fre-
quent occultations causing drops in flux of 10-50%. In this work I have used a Ran-
dom Forest machine learning classification to find new dipper candidates in within
K2 Campaign 2 using the literature dipper examples as a training set. I find there
are 95 dipper targets in this field. I find that machine learning works excellently to
distinguish this type of variable star, increasing the gains of finding dipper stars by
eye in such a large dataset significantly, almost quadrupling the number of objects
known in the field.
Infrared excesses have shown that all these candidates are likely split between the
two young star clusters Upper Scorpius and ⇢ Ophiuchus. Comparing my candi-
dates with known literature membership lists has allowed us to perform some statis-
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Figure 5.26: Example of a burst star from K2 C02. Here I see the flux of the star doubles over a
few days before returning to normal. The shape and duration of the burst event is
inconsistent with stellar flares. 30 such object have been found in this work.
tics on the dipper fraction in each cluster leading to a dipper fraction of 5.9%±0.9%
for Upper Scorpius and 11.0%±2.3% for ⇢ Ophicius.
The machine learning algorithm built in this work uses 25 different, uncorrelated
features based on light curve metrics only. I use a combination of standard light
curve metrics, Gaussian Mixture Models and wavelet analysis to characterise the
light curves. As my training sample is small the algorithm is iterated 200 times in
order to ensure any classifications by the machine are robust despite a small num-
ber of training objects. From cross-validating my machine learning algorithm using
scikit-learns ’extra-tree-classifier’ I find that 86% of the dippers from the training
sample are retrieved successfully. There is some confusion in the classifier, particu-
larly between dippers and Beta Persei or Algol type eclipsing binaries.
I use information from all 200 runs to classify my final dipper sample. I calculate
the probability of being in each class at each iteration and averaging them to find a
final probability. To construct the dipper sample I take any targets that were classi-
fied as a dipper most frequently across the 200 iterations with a probability of 40%
or greater, providing 229 objects. I check these targets by eye to remove any cases
that are either poorly reduced in VJ2014 or could be explained by stellar variability.
For completeness I also check any stars that have a probability of 20% or greater and
find 4 additional objects out of 120 this way.
In this work I focus on building a machine that effectively classifies dipper stars
only, not other types of variable star. I have found that by including other classifica-
tions I am able to improve my classification over having two simple classes (dipper
or ’non-dipper’). The addition of other variable types improves my classification
probability by 18%.
I find disk bearing stars have dipper probability of 21.0% ± 5.5% in both Upper
Sco and ⇢ Oph. This is consistent with the findings from Cody et al. (2014), where a
dipper fraction of 21.6 pm 3.7% was found in NGC 2264, a similar young cluster.
Of my sample 22 dippers were found to have no known membership. These are
consistent in colour space with being a member of either cluster. In this work I have
not attempted to assign memberships to them. With the released of parallax infor-
mation from GAIA in 2018, the clusters should become much easier to distinguish.
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This will not only allow us to establish the membership of these unknown dippers,
but calculate a more accurate dipper fraction based on a more complete membership
list.
Similarly to Ansdell et al. (2015) and Stauffer et al. (2015) I find the dipper phe-
nomenon only in late-type (MK) stars. Based on spectral types from the literature118,118 Luhman and
Mamajek (2012);
Wilking, Gagné, and
Allen (2008)
I would expect to observe late-type stars in my sample (see Table 5.12). However,
if we assume a rotation period consistent with the sublimation temperature at the
inner edge of the disk, the 80 K2 campaigns may be too short to observe the dipper
phenomenon in B and A type stars. Based on SED’s using 2MASS and WISE pho-
tometry it is also likely that this larger stars have evaporated dust disks, which will
prevent the possibility of them being dippers. Observations of younger clusters such
as Taruas119 may allow us to test the possibility of F and G type dipper stars.119 Kennedy and
Kenyon (2009) Using work from Luhman and Mamajek (2012) I find that several of the dippers
have evolved disk types (see Table 5.11 and Figure 5.21). These have smaller IR
excesses than the rest of the population. These dippers are otherwise identical to the
rest of the sample and are not distinguishable in any of the features used in this
work. I find no debris disk or diskless stars to be dippers. This is consistent with the
theory that the dipper phenomenon is caused by dust in primordial gas-rich disks
occulting the star.
Using work from Ratzka, Koehler, and Leinert (2005), I find no evidence that the
binary fraction between dippers and non-dippers in ⇢ Oph changes. This implyies
there is no effect on the dipper phenomenon by having a companion star at more
than 10 AU.
I also find that 35% of my dipper sample does not meet the criteria set out in
Ansdell et al. (2015), but are still clustered in the same feature space. Most of these
objects were close to the cuts suggested in that work. (They have slightly longer
periods or slightly smaller measurements of Rdip.) I suggest this metric may be
too strict. Similar to Ansdell et al. (2015), I find evidence to support a correlation
between IR excess and dip depth, as discussed in Section 5.7.1.
I find there are 30 burst type stars which exhibit brightening events on time scales
of more than a day. These are inconsistent with stellar flares due to their shape,
frequency and duration. This is a similar finding as in the NGC 2264 region, dis-
cussed in Cody et al. (2014) and Stauffer et al. (2014). As discussed in those works,
bursting events are likely due to accretion in young disk bearing objects. These ob-
jects are likely incomplete in my survey as there is no specific training set for them.
However, they otherwise cluster similarly in feature space as dipper stars. It would
be possible to build up a separate training set for these objects and run the same
classification algorithm to distinguish further examples of this class of object. I find
bursting stars are more prevalent in the younger cluster, with Upper Scorpius con-
taining 1.1%±0.4% bursters and ⇢ Oph at 7.5%±1.9% burster stars. This may suggest
more unstable accretion in younger stars.
K2 will continue to make observations of young clusters in the coming years. Ob-
servations of the Pleiades and Hyades were taken in Campaign 4. Several clusters
younger than 100 Myrs were observed in Campaign 9. New observations of the Tau-
rus region scheduled for mid 2017. With this new data we will have an opportunity
to study a new and important clusters to investigate if dipper fraction correlates with
age. Finally, Upper Scorpius will also be revisited in Campaign 15, though coverage
will be partial. This will allow us to follow up on several of the dippers found in this
work.
By studying the populations of this class of young stellar object across clusters
of different ages we will be able to understand more about this phenomenon. We
will be able to test whether this mechanism is a transition stage in an evolving
circumstellar disk, or whether this is ongoing accretion onto the star over the disk
life time. I intend to extend this work by using this algorithm on other K2 Campaigns.
This will include other large, young star clusters and investigate the prevalence of
dipper and burst stars. By expanding my sample of dipper stars we are able to
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understand more about disk dynamics in young stars, but also have a probe into the
very inner region of the disk.

Part V
CONCLUS IONS

6CONCLUS IONS
In this thesis I have investigated several aspects of exoplanet and time domain as-
tronomy using readily available public data. I have tested the limits of atmospheric
models, build a uniform analysis of exoplanet transmission spectra and classified
young stars with machine learning, quadrupling the output from literature. I have
used the wealth of data on exoplanets available, from K2, the enormous treasury
programs from HST and several databases of molecular absorption data available.
I have used these sources to perform independent and uniform analyses on light
curves and spectra, and to investigate the limits of current exoplanet atmosphere
models. I will summarise the findings of each of my projects here and discuss some
of the applications and future avenues of study for this work.
In this work I have built sets of routines using C++, IDL and python to reduce
and process these datasets. Where possible I will make the results of this work pub-
lic, ensuring transparency and repeatability. By releasing these data products stellar
and exoplanet atmosphere models can be further tested by other groups. I intend to
release the molecular cross sections I have created with pressure broadening values
so they can be used as inputs for exoplanet atmosphere models. I also intend to
release a small applet to view each of the molecular features, so that wavelengths of
interest for exoplanet observation can be easily found. This allows the bandpasses
and resolutions of instruments to be matched for future missions, showing which
molecular absorption features might be observable with each instrument. I also in-
tend to release the stellar spectra I have created using the WFC3 observations, as
they will potentially help to calibrate stellar models and are useful input spectra for
synthesising exoplanet observations.
6.1 atmospheric pressure broadening
In the first part of this thesis I have presented my work with public molecular line
lists. In this project I asked whether we were prepared for future observations of
exoplanet atmospheres with JWST and beyond. One of the short falls of current
models is the lack of pressure broadening at the molecular level. In this project I
have quantified the magnitude of the effect of pressure broadening on atmospheric
models across a range of temperatures and pressures. This investigation included
many aspects of broadening, from the profile evaluation width to the effect of using
a mean profile vs. a detailed line-by-line approach. I have also presented an optimal
grid for calculating pressure broadening which provides significant speed gains over
the standard in literature.
I have found that in general the effects of pressure broadening are small. Par-
ticularly, for hot exoplanets observed at low resolutions (such as hot Jupiters with
HST WFC3) the effect of pressure broadening is negligible. However, for observa-
tions of cool, high pressure atmospheres (T.500K and P&0.1 atm) with JWST-like
resolutions, some discrepancies will begin to show at the ⇠ 5% level. Such pressures
and temperatures could be achieved in the atmospheres of smaller planets such as
super-Earths (though as with all atmospheric observations a high signal-to-noise ob-
servation would be required for a detection). By omitting pressure broadening from
atmospheric models our ability to measure abundances in exoplanet atmospheres
will be limited the near future for cool, Earth-like planets. While these observations
are currently unattainable, we must be prepared for a new age of exoplanet atmo-
spheric observation with detailed pressure broadening parameters, particularly for
H2 and He broadening. As discussed in Chapter 2, these parameters are not cur-
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rently available and will impact hot Jupiters primarily. For low temperature planets
such as super-Earths and mini-Neptunes observed with R=105 (e.g. VLT/E-ELT) dis-
crepancies can reach more than a factor of 2. This effect will compound with strat-
ified atmospheres, complex temperature pressure profiles and multiple molecular
absorbers.
In this project I have developed a grid of molecular absorption cross sections
across a range of temperature and pressure space relevant for exoplanet atmospheres
and (T=300K-3500K and P=0.001 atm-100 atm). I have used this grid to investigate
the impacts of pressure broadening on molecular cross sections and project the mag-
nitude of discrepancies in exoplanet atmosphere models. These grids are high reso-
lution and span a wide wavelength range (  = 0.3- 20µm for most molecules). The
grid could be combined with a simple 1D atmosphere model and temperature pres-
sure gradient to create synthetic observations of exoplanet atmospheres for a range
of resolutions and bandpasses. By using a 1D atmosphere model that combines lay-
ers of gas at different temperatures and pressures the effect of pressure broadening
will be compounded. It would be possible using this approach to investigate if this
compounded effect would be observable in the atmospheres of planets or cool stars
and at what level transmission through a stratified atmosphere would effect a trans-
mission spectrum from a synthetic planet if observed with instruments such as HST
WFC3.
Measuring atmospheres of hotter targets, such as brown dwarfs, can be used to
test exoplanet atmosphere models. Such targets can be used as test beds as the inter-
mediate stage between stellar atmosphere and exoplanet atmosphere models. Their
low density and cool surfaces (T⇠500K for Y and T dwarfs) make it possible for
atmospheres to exist that are much more like exoplanets, with water vapour and
clouds120. Brown dwarfs are brighter than planets, allowing much higher signal to120 Buenzli
et al. (2015) noise observations to be taken, making them possible with current technology with
high resolution instruments. Observations with the VLT have been taken of brown
dwarf atmospheres spectra, such as Luhman 16AB121 at resolutions of R=100,000.121 Buenzli
et al. (2015) Based on my work in Chapter 2, this would be high enough to measure the pres-
sure broadening of the H2O and CH4 molecules in the atmospheres of these brown
dwarfs if the cloud deck in the atmosphere were low. I would be interested to ap-
ply the grid of molecular absorption cross sections produced here and a simple 1D
model to these high resolution spectra, and find if pressure levels could be con-
strained in anyway for these two molecules.
6.2 exoplanet ir spectra
In the second chapter of this thesis I developed a bespoke pipeline to automati-
cally and uniformly reduce HST WFC3 transmission spectra of atmospheres taken
in spatial scan mode. I developed several new corrections for the data and improved
on methods such as the divide OOT method122. By ensuring my pipeline is auto-122 Berta et al. (2012)
matic my results are free from user choices and easily reproducible by other teams.
I am able to create exoplanet transmission spectra uniformly and quickly, mitigat-
ing a range of difficult instrument systematics. This has enabled to me to create the
largest sample of exoplanet transmission spectra to date using all available public
spatial scan data (30 unique exoplanets) and meaningfully intercompare them. 1
Using literature spectra and atmospheric models I have been able to validate my
reduction internally and externally, and have found that it produces consistent spec-
tra. I have found that observations from different visits and using different scan
directions produce the same spectrum within errors, suggesting my methods are
robust. Finally, I have devised the out of transit test (OOT test) to check the quality
1Note added in Proof: While this work was in the final stages of proofing a similar publication was
added to the arxiv. Tsiaras et al. (2017) presented a set of 30 exoplanet spectra take with WFC3 and fits each
with a full atmospheric model. They note similar features, such as the absorption feature in Wasp-76b which
they attribute to TiO. The analysis of the water feature height presented in this work remains unique.
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of each dataset and remove candidates with high channel variability from the final
sample.
I have created a spectral sequence of exoplanet transmission spectra from water-
rich to water poor using a similar method to Sing et al. (2016). In my work I have
no access to visible wavelengths and so measurements of hazes and cloud made in
Sing et al. (2016) are not possible. Instead, I have been able to use the height of the
water feature at 1.34µm to rank spectra in a sequence.
I have then used this dataset to relate the height of the water feature to the theoret-
ical scale height of the planet. The scale height dictates the height of the atmosphere
based on the planet density and equilibrium temperature. Less dense, warmer plan-
ets have larger scale heights. Using the scale height and the water absorption cross
section from the previous chapter I am able to create a simple analytical model for
the expected water feature height. This model is based on a uniform slab of optically
thin gas with a size related to the scale height of the planet. This model predicts the
height of the water feature with no assumptions of clouds, chemistry or temperature-
pressure profiles and depends only on the equilibrium temperature of the planet and
its density.
I find the theoretical height of the water feature predicted by this model correlates
significantly with the observed water height. This shows that the exoplanet transmis-
sion spectra are well described by a simple absorption model that varies based only
on their bulk parameters, without invoking complex atmospheric models. Not only
does this suggest that there is a continuum of water absorption in the transmission
spectral sequence but that the observations are showing true, astrophysical variation
and these small signals cannot be attributed to noise or detector errors.
Using the theoretical water height as a function of planet temperature and density
I have derived a list of 79 planets that would be appropriate to observe water with
HST, given its signal to noise profile. Due to the width of the absorption cross section
as a function of temperature high scale height, low temperature planets are ideal for
observations with HST WFC3. I have found that there are 9 planets that are small,
(< 1 Jupiter radius) and with small masses. This creates a large scale height, making
them amenable to atmospheric observations while still being a smaller, more Earth-
like planet. In particular I highlight Kepler-18b and c, both of which are small, low
mass planets close in to their host star. Their combination of a large scale height and
long orbital period(. 14 day), would make them ideal candidates for observations
with this technique. Based on this relation I have recently proposed for HST WFC3
time to follow up these two objects. If awarded time, I intend to supplement this
data with archival Spitzer data on these planets and Gemini N/GMOS data to make
a comparison very similar to that done in Sing et al. (2016), analysing water content
and hazes in two planets within a single system..
6.2.1 Stellar IR Spectra
Accurate stellar parameters are crucial to obtain mass and radius measurements for
exoplanets and accurately characterise them. In my third chapter I discuss the impact
of inaccurate stellar parameters, specifically on the mass and radii measurements of
exoplanets from the previous chapter. In creating a pipeline to reduce exoplanet
data I have been able to create high SNR spectra of their host stars. Using these high
quality spectra I have tested state-of-the-art stellar spectral models and temperature
retrieval.
I observe an average 160K ± 30K offset between temperature values retrieved us-
ing WFC3 and literature values of stellar temperature. Literature values are derived
either with optical photometry, measurements of absorption line widths or inter-
ferometry. A discrepancy would imply either an error in the data in the IR or an
error in stellar atmosphere models in the IR. Using NICMOS data of standard star
HD209458 I have shown that there is a 2-4% error in the sensitivity curve of WFC3,
which I propose introduces an artificial slope in the data. This slope increases the
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black body slope of the stars, causing temperature to be overestimatedwhen com-
pared to fits from literature. By comparing the standard star HD209458 to data from
the NICMOS instrument in the same wavelength region I was able to remove this
artificial slope.
On testing the data again I have also found there is a discrepancy between models
and data in the near-IR for cool stars (T.3500K). For cool stars such as GJ1214b this
can result in decreasing the measured exoplanet radius by 30%. This would drive
up the density of the planet, causing different composition models to fit better. In
the case of GJ1214b this would cause a rocky model to fit the planet better, rather
than a water rich model (based on composition models from Zeng, Sasselov, and
Jacobsen (2016)). It is likely that this second discrepancy is due to errors in the
models rather than the literature values, as models perform better in the optical
than in the IR. Stellar atmosphere models also perform poorly for cool stars due to
molecular absorption, in this case by water.
Cool, small stars are the focus of exoplanet surveys such as TRAPPIST and MEarth
and so accurately representing these stars, (which often peak in the IR) is a priority. I
propose that this data set could be used to test the accuracy of a range of stellar atmo-
sphere models including the ATLAS models123 and 3Dmodels such as CO5BOLD124.123 Kurucz (1992)
124 Freytag
et al. (2012)
This sequence of stellar spectra could be used to find which is most accurate in the
IR for cool stars with molecular absorbers. By combining these IR spectra with opti-
cal spectra (e.g. from HARPS) better estimates of the stellar temperatures could be
achieved and compared with accepted literature values.
6.3 dipper stars
In my final project I have used light curves from the K2 mission to find examples of
young dipper stars using supervised machine learning. Dipper stars show irregular,
large amplitude occultations which are attributed to dust from the circumstellar disk
accreting onto the star125. By studying such stars we are able to investigate how the125 Bodman
et al. (2016) disk interacts with the star and how the disk evolves. The mechanism behind this
phenomenon is poorly understood and few examples of dippers are available in
literature. Dipper stars present excellent opportunities to study the inner region of
the circumstellar disk. This region will be greatly impacted by stellar winds and
the magnetosphere and is likely to have complex structure. Other methods struggle
to probe this small region. Finding more of these objects, particularly as a function
of cluster age, will allow us to investigate how the disk behaves and dissipates. By
finding more examples of dippers we can ask improve our understanding and find
the limits of the behaviour, whether it correlates with stellar mass and at what age
dippers are no longer present.
Dipper stars were already known to have been present in the Upper Scorpius and
⇢ Ophiucius region as discussed by Ansdell et al. (2015) (and also present in young
cluster NGC 2264126). I have increased the known number of this object from 25 to126 Cody et al. (2014)
96 in Upper Sco and ⇢ Oph, and identified 30 examples of "bursting" objects in that
region. Previously the data had been classified by eye, missing many key examples
of the phenomenon. Using machine learning (ML) algorithms I have reduced the hu-
man bias in discovering these objects and find examples that would otherwise have
been missed, either due to low amplitude dips or long periods. These objects are
complicated and do not easily separate in one particular feature space, suggesting
that a ML approach is warranted. By using a ML approach I am also able to estimate
the completeness and contamination of the sample and estimate a dipper fraction,
based on the number of dippers found per disk bearing star. I find a dipper fraction
of ⇠20%, which is within errors of the dipper fraction from young cluster NGC 2264.
In this project I have also been able to identify a related object, known as a burster
star. This object clusters in all of the same parameter space as dipper stars, suggest-
ing that they are related. Bursters have been theorised to be similarly young dusty
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stars that are undergoing accretion bursts127. By finding bursting objects using an 127 Stauffer
et al. (2014)unbiased ML approach I can lend weight to the theory that these are related objects.
The dippers found in this work behave similarly to those known in literature in
Upper Sco and ⇢ Oph and also in NGC 2264 in terms of their dip depth and dura-
tion. They are all consistent with being M/K stars that are young with IR excesses
indicative of a dusty circumstellar disk. It would have been possible to use infrared
excess as observed by 2MASS and WISE as a feature in the ML algorithm to improve
the accuracy of the retrieval. However, by omitting it the machine is more sensitive
to any dustless dippers, where any to exist. All dippers found in this work show an
IR excess. As this feature was not used to train the machine, this lends strength to
my classification.
K2 has recently observed the Taurus region during Campaign 13, which will be
released in August-October 2017. This will allow us to study a region known to host
young T Tauri stars. If dipper stars can be found in this region we will be able to
observe the dipper fraction as a function of age.
In Campaign 15 Upper Scorpius will be partially revisited, with data released in
April 2018. In this revisit there will be 11 dipper and burster targets that will be
re-observed. Figure 6.1 shows the overlap between these two campaigns, overlayed
on a dust map to show where the cluster is most concentrated. This presents an
excellent opportunity to follow up on these objects three years later and find if their
modes of variability have changed; whether they are periodic still, whether their dip
depths have changed or whether they still display dips and bursts.
Finally, burster objects present the opportunity to study material falling into the
host star. By modelling both the dipping events and the brightness increase during
the bursting events it may be possible to constrain the mass of infalling material
from the disk. Combining this with observations of these objects as a function of
age will allow us to begin to model the dissipation processes for these early disks,
particularly for small stars.
Figure 6.1: K2 Campaign 2 footprint on Upper Scorpius with bursters and dippers found in this work highlighted. Campaign 15 will
partially revisit this region and is shown in magenta. Four of the modules will overlap with a previous visit and contain 13 targets
found in this work to burst or dip. Unfortunately, much of Upper Scorpius is missed by this campaign.
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6.4 future prospects
There are many current efforts in ground based observations of light curves in the
hunt for exoplanets, both in large scale and small scale. Particularly NGTS and
WASP will continue covering large fractions of the sky over long time scales. Un-
like K2 data the cadence for this data is very short (⇠ 10 seconds), allowing much
better sampling of light curve features. Observations of young dipper stars with such
instruments would allow the shapes of the dips to be accurately measured to inves-
tigate the optical thickness and morphology of the accreting mass structures. With
surveys such as these and continued observations from K2 it is an excellent time to
use machine learning to classify variable stars, reducing the amount of human bias
introduced to the process.
In the near future there will be brand new exoplanet discovery missions coming
online, both on the ground and in space. Large missions such as TESS and PLATO
will be able to not only increase the census we know of exoplanets but push to much
smaller, rocky planets in an endeavour to find Earth-like planets around sun like
stars. JWST will be able to characterise atmospheres in great detail with a host of
near IR instruments and a large collecting area. In this new age, with ever smaller
exoplanet signals, it becomes important to accurately reduce data and mitigate in-
strument systematics carefully.
There are other surveys that use the benefits of small stars to boost the transit sig-
nal. The TRAPPIST survey has already proved to be very successful and its follow
on project SPECULOOS will allow us to find small planets around cool, small stars.
In these cases we will rely heavily on models of cool stars from many aspects, includ-
ing their size, their spectra and their activity. It becomes important to understand
their parameters well.
With a wealth of new missions, new light curve and new transmission spec-
troscopy data available we will be inundated with exciting science. Thousands more
planets will be discovered and analysed in great detail. To capitalise on this science
we will begin to rely more on classification techniques from supervised machine
learning not only to reduce the level of human bias, but to reduce the work load. I
look forward to contributing to this new era of exoplanet discovery and characteri-
sation in whatever small way I can.
Part VI
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6.5 appendix a
In Chapter 3 I present an empirical relation between the scale height of a planet
and the height of the water feature observed with WFC3. Using this relation I have
created a list of the optimal candidates to observe with HST WFC3 with a strong
water feature. These are given in Table 6.1.
Name Scale Height Temperature Radius (Rjup) Mass (Mjup) Magnitude (V) HST SNR
WASP-69b 687.0±0.2 961.0±22.0 1.057±0.047 0.26±0.017 9.87 80.5069
WASP-127b 2430.0±64.0 1400.0±30.0 1.37±0.04 0.18±0.02 10.15 70.8632
WASP-76b 1323.0±15.7 2183.0±43.0 1.83±0.06 0.92±0.03 9.5 56.9916
WASP-94 Ab 1749.0±19.8 1605.0±28.0 1.72±0.06 0.452±0.035 10.1 52.6032
WASP-79b 1398.0±72.8 1730.0±169.0 2.09±0.14 0.9±0.08 10.1 50.7125
WASP-20b 1577.0±0.3 1378.0±35.0 1.462±0.059 0.311±0.017 10.68 42.7882
WASP-131b 1338.0±17.4 1458.0±32.0 1.22±0.05 0.27±0.02 10.1 42.0159
WASP-74b 817.0±5.1 1916.0±39.0 1.56±0.06 0.95±0.06 9.7 41.7053
KELT-4 Ab 971.0±3.8 1822.0±27.0 1.699±0.046 0.902±0.06 9.98 40.9797
WASP-121b 1155.0±18.6 2359.0±53.0 1.865±0.044 1.183±0.064 10.44 39.8491
HAT-P-1b 730.0±5.0 1323.0±18.0 1.319±0.019 0.525±0.019 10.34 37.7765
WASP-62b 812.0±7.2 1438.0±37.0 1.39±0.06 0.57±0.04 10.3 36.1123
WASP-13b 1019.0±2.3 1514.0±34.0 1.389±0.045 0.477±0.044 10.42 34.2368
WASP-54b 1275.0±34.0 1782.0±66.0 1.653±0.09 0.636±0.025 10.42 33.815
WASP-52b 759.0±17.3 1301.0±35.0 1.27±0.03 0.46±0.02 12 32.7109
KELT-8b 1114.0±67.1 1677.0±67.0 1.86±0.18 0.867±0.065 10.833 32.3828
HAT-P-30b 690.0±16.7 1641.0±48.0 1.34±0.065 0.711±0.028 10.419 32.2934
WASP-17b 2402.0±27.1 1769.0±48.0 1.991±0.081 0.486±0.032 11.6 31.7458
WASP-39b 1075.0±7.1 1121.0±38.0 1.27±0.04 0.28±0.03 12.11 29.4111
WASP-49b 751.0±11.0 1373.0±39.0 1.115±0.047 0.378±0.027 11.36 28.4815
KELT-14b 772.0±0.7 1961.0±54.0 1.743±0.047 1.284±0.032 11 26.6713
HAT-P-26b 895.0±37.2 994.0±73.0 0.565±0.072 0.059±0.007 11.744 26.5179
WASP-126b 814.0±11.7 1486.0±70.0 0.96±0.1 0.28±0.04 10.8 26.4225
WASP-31b 1316.0±25.3 1574.0±38.0 1.549±0.05 0.478±0.029 11.7 26.1041
TrES-4b 2047.0±18.0 1798.0±48.0 1.838±0.081 0.494±0.035 11.592 25.8868
WASP-15b 1036.0±6.4 1654.0±38.0 1.428±0.077 0.542±0.05 11 25.8797
WASP-63b 1376.0±27.4 1536.0±56.0 1.43±0.1 0.38±0.03 11.2 24.7755
WASP-82b 818.0±18.3 2185.0±56.0 1.67±0.07 1.24±0.04 10.1 24.6795
KELT-6b 691.0±50.0 1318.0±60.0 1.18±0.11 0.442±0.019 10.418 24.366
WASP-67b 804.0±153.7 1036.0±18.0 1.4±0.3 0.42±0.04 12.5 23.9078
HAT-P-33b 1105.0±58.0 1780.0±32.0 1.686±0.045 0.762±0.101 11.188 23.4479
WASP-118b 1159.0±14.0 1726.0±40.0 1.44±0.036 0.514±0.02 11.02 23.3206
HAT-P-12b 695.0±12.7 958.0±22.0 0.959±0.029 0.211±0.012 12.84 23.2324
WASP-21b 849.0±36.5 1336.0±33.0 1.07±0.06 0.3±0.011 11.58 22.1291
HAT-P-18b 709.0±0.3 848.0±31.0 0.995±0.052 0.197±0.013 12.759 22.0615
WASP-139b 835.0±8.0 917.0±22.0 0.8±0.05 0.117±0.017 12.4 20.7725
WASP-88b 1514.0±44.2 1762.0±76.0 1.7±0.13 0.56±0.08 11.4 19.832
HAT-P-19b 737.0±8.9 1009.0±49.0 1.132±0.072 0.292±0.018 12.901 19.4336
WASP-12b 1056.0±15.0 2584.0±59.0 1.9±0.057 1.47±0.076 11.69 19.3128
WASP-113b 1033.0±19.3 1485.0±64.0 1.409±0.096 0.475±0.054 11.771 17.8281
WASP-78b 1081.0±93.5 1999.0±257.0 1.7±0.11 0.89±0.08 12 17.4059
HAT-P-40b 1432.0±11.0 1767.0±32.0 1.73±0.062 0.615±0.038 11.699 16.9226
WASP-90b 1291.0±38.9 1839.0±59.0 1.63±0.09 0.63±0.07 11.7 16.3816
WASP-48b 700.0±8.7 1958.0±60.0 1.396±0.051 0.907±0.085 11.72 15.4521
HAT-P-65b 2179.0±32.7 1931.0±55.0 1.89±0.13 0.527±0.083 13.145 14.0346
HAT-P-51b 1071.0±1.7 1189.0±28.0 1.293±0.054 0.309±0.018 13.44 13.7343
HAT-P-39b 1200.0±16.5 1749.0±60.0 1.571±0.108 0.599±0.099 12.422 13.582
198 conclusions
WASP-142b 923.0±34.8 1990.0±75.0 1.53±0.08 0.84±0.09 12.3 13.1776
Kepler-78b 678.0±45.2 2217.0±42.0 0.105±0.014 0.006±0.001 11.551 12.5825
WASP-83b 672.0±10.5 1120.0±39.0 1.04±0.08 0.3±0.03 12.9 12.1857
Kepler-51c 3747.0±373.0 454.0±108.0 0.803±0.25 0.013±0.001 14.669 12.0111
Kepler-7b 1596.0±109.1 1607.0±10.0 1.622±0.013 0.441±0.043 12.885 11.5841
Kepler-12b 1752.0±103.6 1478.0±29.0 1.754±0.031 0.432±0.053 13.8 10.9982
K2-39b 1046.0±21.7 1855.0±93.0 0.732±0.098 0.158±0.031 10.832 10.6641
HATS-26b 1507.0±100.2 1921.0±69.0 1.75±0.21 0.65±0.076 12.955 10.6309
HATS-27b 1170.0±24.5 1655.0±86.0 1.5±0.2 0.53±0.13 12.766 10.4039
WASP-92b 829.0±11.8 1878.0±68.0 1.461±0.077 0.805±0.068 13.18 9.48616
CoRoT-1b 682.0±11.6 1900.0±43.0 1.49±0.08 1.03±0.12 13.6 9.15283
HAT-P-66b 1022.0±74.5 1901.0±63.0 1.59±0.16 0.783±0.057 12.993 8.97804
Kepler-18d 986.0±17.1 793.0±27.0 0.623±0.029 0.052±0.004 13.549 8.45964
HATS-8b 1216.0±61.1 1322.0±92.0 0.873±0.123 0.138±0.019 14.03 8.38614
HATS-31b 929.0±51.7 1826.0±99.0 1.64±0.22 0.88±0.12 13.105 8.21829
K2-107b 732.0±36.5 1780.0±83.0 1.44±0.15 0.84±0.08 12.92 7.83822
Kepler-36c 728.0±25.5 1016.0±11.0 0.328±0.005 0.025±0.002 11.866 6.96643
Kepler-8b 941.0±85.0 1664.0±52.0 1.416±0.053 0.59±0.13 13.9 6.50863
Kepler-18c 733.0±15.0 990.0±34.0 0.49±0.023 0.054±0.006 13.549 6.45995
Kepler-425b 683.0±133.1 1072.0±18.0 0.978±0.022 0.25±0.08 14.97 6.09235
HATS-11b 729.0±2.8 1632.0±58.0 1.51±0.078 0.85±0.12 14.018 5.93767
Kepler-41b 885.0±70.9 1789.0±35.0 1.29±0.02 0.56±0.08 14.465 5.85696
Kepler-427b 934.0±26.4 1075.0±79.0 1.23±0.21 0.29±0.09 14.42 5.6788
Kepler-426b 758.0±99.8 1302.0±21.0 1.09±0.03 0.34±0.08 15.073 5.30618
Table 6.1: Projected best candidates for HST WFC3 observations of water features. Here scale
height is derived from the mass of the planet, temperature of the star and orbital
period of the planet as given by Nasa Exoplanet Archive with a µ value of 2. HST
signal-to-noise ratio is based on an observation with WFC3 G141 grism with an in-
tegration time of 50 seconds. Targets that have also been observed with HST spatial
scan mode have been highlighted, though some have been removed from the reduc-
tion.
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Figure 6.2: Light curves for Dippers and Bursters from Chapter 5 in normalised flux. These are ordered by M Stat and so start with the
brightest ’bursting’ targets ordered towards the deepest ’dipping’. Dippers used to train the machine learning algorithm are highlighted
in orange. 22 of these training candidates are taken from Ansdell et al. (2015) and Bodman et al. (2016). 18 are taken from the first
iteration of this machine, see Section 5.4.2.1 for more detail.
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Figure 6.3: Plots showing the distributions of the top ten features for dipper analysis from the ML algorithm. Here each possible
classification is shown. In this figure these are the final ML classifications after a iterating 200 times. Some of those classified in the
dipper sample have since been discounted.
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