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Abstract
The Monte Carlo method (MC) is a common numerical technique used to approxi-
mate an expectation that does not have an analytical solution. For certain problems,
MC can be inefficient. Many techniques exist to improve the efficiency of MC meth-
ods. The Multilevel Monte Carlo (ML) technique developed Giles (2008) is one such
method. It relies on approximating the payoff at different levels of accuracy and us-
ing a telescoping sum of these approximations to compute the ML estimator. This
dissertation summarises the ML technique and its implementation. To start with,
the framework is applied to a European call option. Results show that the efficiency
of the method is up to 13 times faster than crude MC. Then an American put option
is priced within the ML framework using two pricing methods. The Least Squares
Monte Carlo method (LSM) estimates an optimal exercise strategy at finitely many
instances, and consequently a lower bound price for the option. The dual method
finds an optimal martingale, and consequently an upper bound for the price. Al-
though the pricing results are quite close to the corresponding crude MC method,
the efficiency produces mixed results. The LSM method performs poorly within an
ML framework, while the dual approach is enhanced.
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Computing expectations is a key component of many mathematical finance prob-
lems. In pricing financial instruments, this expectation comprises a discounted
payoff function conditioned on the information available today. Some expectations
have a closed-form, analytical solution. However, most times, there may not be
such a ‘neat’ solution.
In these instances, numerical techniques can estimate these expectations. Com-
mon numerical techniques include Monte Carlo (MC) methods, finite difference
approaches and Fourier transformations. MC methods have an advantage in that
the order of the error term is independent of the dimension of the problem. This
makes MC methods very popular for solving higher-dimensional problems.
Unfortunately, MC methods have poorer accuracy relative to other methods
when dealing with lower-dimensional problems. A simple way to improve accu-
racy is to increase the number of samples used. However, this increases the com-
putational burden. As a result, many methods have been developed to ease this
problem. Antithetic sampling, stratified sampling, importance sampling and the
use of control variates are all means to improve the efficiency of MC estimates. In
recent times, Multilevel Monte Carlo (ML) methods have also become a popular
technique.
Multilevel Monte Carlo was first introduced by Heinrich (2001) where it was
used as an approximation for high-dimensional parametric integrals. Giles (2008)
tailored the method to approximate expectations in mathematical finance. Since
its introduction, the applications of ML methods have dramatically increased. Be-
lomestny et al. (2013) uses the ML technique to price American style derivatives.
We can also compute the Greeks of an option using the ML framework (Burgos and
Giles, 2012). Jump-diffusion SDEs can be simulated using ML techniques as shown
in Xia and Giles (2012). We can even combine ML methods with quasi-Monte Carlo
techniques to further enhance the efficiency (Giles and Waterhouse, 2009).
A key idea in ML is to approximate the payoff function at different levels of
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accuracy. The less accurate levels are known as the coarse levels, while the more
accurate levels are known as the fine levels. Simulating from the fine levels leads
to better answers, but is more time-consuming. By constructing the ML estima-
tor carefully, this method can ensure that the bulk of the simulations are from the
coarse level while maintaining the accuracy of the finest level. This results in the
ML estimator being more efficient than the corresponding MC estimator for the
same level of accuracy.
It is not always possible to construct the ML estimator in this manner. Luckily,
the complexity theorem describes situations where the ML estimator will be more
efficient than the MC estimator. Unfortunately, proving the complexity theorem
in non-trivial problems is tricky. In these scenarios, convergence plots are used to
determine if the complexity theorem is satisfied.
This dissertation summarises the ML method and applies it to various pricing
techniques. Chapter 2 outlines the framework used for MC and ML methods. It
describes the ML approach and includes an error analysis for both methods. It also
details the ML Algorithm. Chapter 3 applies the ML framework to a European call
option and solidifies the theory from the previous chapter. Chapter 4 summarises
the American pricing problem and outlines two methods of pricing an American
put option. The ML framework is then applied to both these methods and the
results are discussed. Finally, conclusions are presented in Chapter 5.
Chapter 2
Framework for Multilevel Monte
Carlo
Monte Carlo methods can approximate an expectation of a discounted payoff func-
tion. The payoff, P , is usually a function of the underlying asset process. Assume a
probability space (Ω,F , (Ft)0≤t≤T ,P), where (F)t≥0 satisfies the usual conditions.
The asset process, {Xt}0≤t≤T , is commonly modelled as a solution to the following
stochastic differential equation (SDE):
dXt = a(t,Xt)dt+ b(t,Xt)dWt X0 = x , (2.1)
where a(t,Xt) and b(t,Xt) satisfy some integrability conditions.
Under the equivalent risk-neutral measure, Q, the time-0 price of a financial








where r is the constant short rate and X(ω) is a sample path of the asset process,
{Xt}0≤t≤T . From hereon, assume that all expectations are under a risk-neutral mea-
sure.
Sections 2.1 and 2.2 outline how to estimate the expectation in (2.2). This is fol-
lowed by an error analysis which contains the theorem that identifies the instances
where ML is more efficient than MC. Finally, Section 2.4 outlines the ML algorithm
and numerical implementation.
2.1 Crude Monte Carlo Estimation
Monte Carlo estimates rely on the Strong Law of Large Numbers (SLLN) which
states:
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Theorem 2.1. If Y1, ..., Yn are independent and identically distributed (iid) random vari-
ables with E[Yi] = µ, then Ŷn := 1n
∑n
i=1 Yi converges to the expected value. That is:
Ŷn
a.s.−−→ µ as n −→∞ .
To compute the MC estimate, we must simulate n independent sample paths of
{Xt}0≤t≤T and calculate the corresponding payoff values which will also be inde-










) a.s.−−→ E[P (X(ω))] as n −→∞.
Therefore, the MC estimate converges to the true value.
Sometimes it may not be possible to directly simulate P (X(ω)). In those in-
stances, an approximation must be used. A common approximation is an Euler-
Maruyama estimate with a certain number of time steps. As the number of time
steps increases, the path becomes finer and the accuracy of the approximation im-
proves. Let PL denote an approximation for the payoff with ML number of steps.










) n−→∞−−−−→ E[P (XL(ω))] L−→∞−−−−→ E[P (X(ω))].












2.2 Multilevel Monte Carlo Estimation
In the Multilevel Monte Carlo (ML) approach, Giles (2008) suggests a new estimator
that can approximate E[PL]. The ML approach relies on the following telescoping
sum,
E[PL] = E[P0] +
L∑
l=1
E[Pl − Pl−1]. (2.3)
The idea is to estimate each of the expectations on the right-hand side indepen-
dently and efficiently. Each expectation will be estimated by an MC estimate. That







P il − P il−1
]
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Each estimator, Yl, is independent since independent samples are used. Moreover,
the number of samples, Nl, used for each Yl can be different.
The key idea in ML is to construct Pl and Pl−1 in such a way that there is a large
positive correlation between Pl and Pl−1. In other words, minimising Var[Pl−Pl−1].
As a result, fewer samples are needed to estimate E[Pl − Pl−1] to the same level of
accuracy. This is important as generating fine paths (i.e., paths with many time
steps) are computationally intense.
There are many ways to induce this correlation. A simple way to do this is to
re-use the Brownian increments from Pl to construct Pl−1. Further details regarding
this method can be found in Section 4.4.
Equation (2.3) provides a means to interpret the ML estimator. The level-L ap-
proximation of the price, E[PL], can be decomposed into a level-0 price, E[P0], plus
a sum of corrections in price. Each E[Pl − Pl−1] represents the correction in price
from level l − 1 to l. So, if Pl converges quickly to P , then for large l, Pl − Pl−1 will
be close to zero. In those cases, L need not be large to ensure an accurate approxi-
mation of P .
2.3 Mean Square Error Analysis
The error in an estimator, Ŷ , can be analysed using the mean square error,
MSE ≡ E
[
(Ŷ − E[Y ])2
]
, (2.4)
where E[Y ] is the expectation that is being estimated, i.e., E[P ]. This expression can
be manipulated to illustrate the composition of the error due to the variance and
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bias in the estimator. Adding and subtracting E[Ŷ ] results in,
MSE = E
[((




































where the second equality follows due to Ŷ being the only random variable in the
expression.
The bias of an estimator is partly due to the discretisation error. As the path
becomes finer, this bias becomes smaller. Both ML and MC estimators have the
same expected value, i.e., E[ŶMC] = E[ŶML] = E[PL]. Consequently, each estimator
will have the same bias error, (E[Ŷ ] − E[Y ])2. So it can be concluded that any
differences in the accuracy of estimators arise due to differences in the variances of
the estimators.
The bias error will depend on the discretisation scheme. It can be shown that
for both Euler-Maruyama and Milstein schemes, the weak order of convergence is
one. That is, ∣∣E[Ŷ ]− E[Y ]∣∣ = O(hL), (2.6)
where hL is the size of the timestep on the finest level. As a result, the second
term of (2.5) will be O(h2L). If the aim is to keep the MSE ≤ ε2, then we require
hL = O(ε).
2.3.1 Error Analysis for Crude Monte Carlo
The variance of a MC estimator is expressed as,
E
[(



















where the second equality follows due to P iL being independent and identically
distributed. If the aim is to keep the MSE ≤ ε2, then we require N = O(ε−2).
Computational complexity, C, can be defined as the product of the number of
sample paths and the number of time steps per sample path. Then, the computa-
tional complexity is
C = N T
hL
= O(ε−2)O(ε−1) = O(ε−3).
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2.3.2 Error Analysis for Multilevel Monte Carlo
In certain circumstances, ML can maintain the MSE accuracy, while reducing the
computational complexity. This relies heavily on the complexity theorem, pre-
sented below. The proof of this theorem can be found in Giles (2008).
Theorem 2.2. Let P denote a functional of a solution of the stochastic differential equation,
(2.1), for a given Brownian path Wt, and let Pl denote the corresponding approximation
using a numerical discretisation with timestep hl = TM l .
If there exist independent estimators, Ŷl, based onNl Monte Carlo samples, and positive
constants: α ≥ 12 , β, c1, c2, c3 such that:
i. |E[Pl − P ]| ≤ c1hαl
ii. E[Ŷl] =
E[P0] if l = 0E[Pl − Pl−1] if l > 0
iii. Var[Yl] ≤ c2N−1l h
β
l
iv. Cl, the computational complexity of Ŷl, is bounded by
Cl ≤ c3Nlh−1l .
Then there exists a positive constant, c4, such that for any ε < e−1, there are values of L





has a mean square error with bound
MSE ≡ E
[(
ŶML − E[P ]
)2]
< ε2




−2 β > 1
c4ε
−2(log ε)2 β = 1
c4ε
−2−(1−β)/α 0 < β < 1.
Condition (i) refers to the weak convergence of the estimator. In both the Euler-
Maruyama and Milstein schemes, α = 1 > 12 . The second condition, (ii), is trivially
satisfied by the way the estimator is constructed. Condition (iv) is also satisfied
since the computational complexity is simply the product of the number of sample
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paths,Nl, and the number of time steps, T/hl. Condition (iii) is the trickiest require-
ment that needs to be satisfied. Moreover, the value of β determines the bound on
the computational complexity. Regardless, as long as β > 0, these bounds are less
than the MC complexity bound, O(ε−3).
The complexity theorem guarantees the existence of a better estimator. How-
ever, it does not provide any guidance as to the construction of this estimator. Im-
portant questions like how to correlate Pl and Pl−1 while maintaining conditions (i)
and (iii) are not answered. Additionally, the number of samples per level, Nl, and
the finest level of approximation, L, need to be determined.
2.4 Multilevel Algorithm
The Multilevel Algorithm sets out a procedure to estimate the optimal number of
samples per level, Nl, and the finest level of approximation, L. This algorithm does
not guarantee the correct Nl and L will be found, but it does a fairly good job in
most cases. The number of samples is determined by minimising the MSE for a
fixed level of cost, C. Although the MSE consists of the variance and the bias of the
estimator, the variance is the only component that depends on Nl. The variance of




































=⇒ Nl = λ−1/2
√
Vlhl. (2.7)
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As expected, the number of samples per level depends on the variance of that level.
As the variance increases, more samples are required. Additionally, as the accuracy
increases (i.e., ε decreases), the number of samples per level increases.
Although L can be determined by forcing the bias of the approximation to be
proportional to ε/
√
2, Giles and Szpruch (2018) show that this L is not optimal.
Consequently, the ML Algorithm proposes to use (2.9) in an iterative procedure. In
this algorithm, more levels are added as long as the process has not converged. The
iterative algorithm is summarised on the next page.
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ML Algorithm
1. Start with L = 0.



















(P iL − P iL−1)
)2
,
where P iL−1 = 0 if L = 0.
3. Store VL into variance vector, V = [V0, ..., VL].
4. Store NL into sample size vector, N = [N0, ..., NL].
5. Define the optimal N ∗ = [N∗0 , N∗1 , ..., N∗L] using (2.9).
6. For all l ∈ {0, ..., L} such that Nl < N∗l
(a) Generate N∗l −Nl additional samples.












(P il − P il−1)
)2
,
where N∗l contains the original samples from Nl plus additional
samples generated in Step 6a.
(c) Update sample size vector Nl = N∗l .
(d) Update the variance vector Vl = V ∗l .







P il − P il−1
]
where P iL−1 = 0 if L = 0.








(M − 1)ε. (2.10)
9. If L < 2 or not converged, set L := L+ 1 and go to Step 2.
Chapter 3
European Call Option
In this chapter, the ML algorithm is applied to a simple European call option. This
chapter solidifies some of the theory from the previous chapter through an exam-
ple. The first part of the chapter is to show that the complexity theorem is satisfied.
This will be confirmed by the convergence plots. Finally, the prices and execution
times are compared.
3.1 Applying the Complexity Theorem
As mentioned in Section 2.3.2, all but condition (iii) of the complexity theorem are
satisfied. To prove (iii), two important facts should be recalled. Firstly, a function is
Lipschitz continuous if there exists a constant C such that the following inequality
holds:
|f(x)− f(y)| ≤ C|x− y|. (3.1)















































where the second equality is just the shorthand notation. If one can show that
Vl := Var[Pl − Pl−1] = O(hl), then Var[Yl] = O(hl/Nl) and the proof is complete
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with β = 1. Proceed as follows,
Var[Pl − P ] ≤ E
[








where (3.3) is a result of Lipschitz continuity, (3.1), and (3.4) is a result of strong
convergence of paths, (3.2). To conclude the proof,
Vl = Var[Pl − Pl−1]
= Var
[








where (3.5) is due to Cov[Pl − P, Pl−1 − P ] ≥ 0 which true since Pl and Pl−1 are
constructed to be positively correlated. Finally, (3.6) follows from (3.4).
3.2 Results
It may not always be easy to prove the complexity theorem mathematically. In
those cases, convergence plots are used to determine if the conditions of the com-
plexity theorem are satisfied. Figures 3.1a and 3.1b are a visual representation of
conditions (iii) and (i) respectively.
The results in this section are based on the same parameters used by Giles
(2008). The values are: S0 = 1,K = 1, r = 0.05, T = 1 and σ = 0.2. The ML
parameters are M = 4 and N = 2× 106, where N is the number of samples used to
produce the plots.
Figure 3.1a plots Vl := Var[Pl−Pl−1] and Var[Pl] for various levels. It is plotted
on a logarithmic scale so that the slope can be interpreted in a meaningful way. The
gradient of logM (Vl) is approximately −1, which suggests that it can be approxi-
mated by a straight line given by
logM (Vl) ≈ −l + c
=⇒ Vl = M−l+c ∝M−l ∝ hl
=⇒ Vl = O(hl),
which is the expected result from Section 3.1. This means that Var[Pl − Pl−1] de-
creases as the level increases. Consequently, fewer samples are required to estimate
E[Pl − Pl−1] with the same level of accuracy. This is important since it is expensive
to produce samples on the finer levels.
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(a) Variance on each level.
























Fig. 3.1: Convergence plots for a European call option.
Figure 3.1b shows the plots of E[Pl−Pl−1] for various levels. It is plotted on the
logarithmic scale to show a similar convergence relationship regarding E[Pl−Pl−1].
That is, |E[Pl − Pl−1]| = O(hl). This is not surprising, as it results from the weak
convergence of Euler-Maruyama paths. The telescoping identity,




provides a meaningful interpretation as well. The level-L price approximation,
E[PL], can be decomposed into a level-0 price, E[P0], plus a sum of corrections in
price. Each E[Pl−Pl−1] represents the correction in price from level l−1 to l. Figure
3.1b shows that E[Pl − Pl−1] is very small on the last levels which means that the
price is close to the level L approximation.
Figure 3.2a shows the optimal number of levels, L, and the number of samples
for each level, Nl, for a given level of accuracy, ε. As the accuracy increases (i.e.,
ε decreases), so the total number of levels used increases. Moreover, sample sizes
(Nl) decrease on higher levels due to lower Vl.
Figure 3.2b shows the cost for both the ML and MC methods. The plot is scaled
by ε2 so that differences in the MC and ML costs can be observed easily. In the MC
case, the cost is O(ε−3). So the scaled cost is
ε2O(ε−3) = ε−1.
As ε increases, cost decreases. This explains the drop in graph. By the complexity
theorem, the cost in the ML case is O(ε−2(log ε)2). This is the cost given by the











This is the reason why the ML graph is relatively flat.































Fig. 3.2: Cost and samples plot for a European call option.
To conclude this section, the prices and execution times of ML and MC are com-
pared. In the ML framework, the number of samples on each level is given by (2.9).
This ensures the MSE ≤ ε2. For fairness of comparison, MC should also maintain
the same level of error. Equation (2.5) shows that the MSE can be decomposed into
the variance and bias of the estimator. The bias error is the same for both ML and






=⇒ NL ≥ 2ε−2Var[PL].






Although the terminal value of the stock process can be generated analytically,
it was decided to use the Euler-Maruyama method instead. This is done for two
reasons. Firstly, it shows that the ML method is robust under this discretisation
bias. Secondly, Monte Carlo methods are commonly used for problems which do
not have an analytical solution. As a result, it makes sense to compare ML and MC
methods as if the analytical solution does not exist.
The code is run 10 times and the average price is presented in Table 3.1. The
code was executed in MATLAB R2018a on a 2.7GHz CPU with 8GB RAM. The
average was used since these estimators are random variables and, as a result, the
estimates would vary. The use of averages reduces the effect of random noise on
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the estimates. As expected both methods produce answers close to the analytical
solution.
Tab. 3.1: European call price (analytical price: 0.10451).
Epsilon 0.001 0.0005 0.0002 0.0001 0.00005
ML 0.10438 0.10449 0.10453 0.10447 0.10448
MC 0.10468 0.10433 0.10452 0.10450 0.10447
Table 3.2 presents the ratio of MC and ML time based on an average of 10 runs.
A value greater than one shows that ML is more efficient than the MC method.
Clearly, for all levels of accuracy shown, the ML is more efficient. Moreover, this
efficiency is improved for higher levels of accuracy.
Tab. 3.2: Ratio of MC over ML run time.
Epsilon 0.001 0.0005 0.0002 0.0001 0.00005
Ratio 1.20823 2.59685 11.80358 13.43637 13.64791
Chapter 4
Pricing American Options with a
Multilevel Approach
American options, in general, can be tricky to price. The complexity of the option
lies in the ability to exercise the option any time before the expiration. In most cases,
there are no closed-form analytical solutions to these problems. As a result, numer-
ical techniques are used to estimate the price of the option. There have been many
numerical methods developed to price these options. The finite difference (FD) ap-
proach is one such method. It produces very accurate results. The disadvantage
of FD is that the implementation becomes complicated and time-consuming when
the dimension of the problem increases. This is known as the curse of dimension-
ality. This is where Monte Carlo methods prevail. Although this dissertation only
considers one-dimensional problems, ML methods can be applied more widely.
In this chapter, we explore the American pricing problem and summarise two
methods for computing the price of an American put option. Thereafter, the multi-
level approach is applied to both these methods. The chapter is concluded with a
comparison of the price and execution speeds of these methods.
4.1 American Pricing Problem
Traditionally, the American pricing problem has been synonymous with finding an
optimal exercise strategy. That is, the price of an American option is given by
V0 = sup
τ∈T
E[e−rτ h̃τ (Sτ )], (4.1)
where T represents the continuous set of exercise times and h̃τ (Sτ ) the undis-
counted payoff of an American option if exercised at time τ .
One way of simplifying the problem is to consider a finite set of exercise times,
T̃ = {t1, t2, ..., tM = T}, rather than the continuous set of exercise times, T . An
additional assumption is that one cannot exercise at inception (i.e., at time t0 = 0).
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This price corresponds to a Bermudan option with M exercise opportunities. A
Bermudan option is a good approximation for an American option if M is large
enough.
Once the problem has been discretised, a dynamic programming formulation
is used to compute the price of the Bermudan option. This formulation works
backwards in time from maturity to determine the value of the option at each time
step. At maturity, the price of the option is simply the exercise value. At any time
before maturity, the value of the option is computed as the maximum of the exercise
value and the continuation value. In other words,







, i = 0, ...,M − 1, (4.2)
where ∆t = T/M and Vi represents the time-ti value of the option. The conditional
expectation in (4.2) is the continuation value. It is the time-ti value of the option if
it is held to time ti+1, given the current stock price.
4.2 Least Squares Monte Carlo
Various techniques have been developed to estimate the conditional expectation in
(4.2). One of the more famous methods is known as Least Squares Monte Carlo
(LSM) which was developed by Carriere (1996), Tsitsiklis and Van Roy (1999) and
popularised by Longstaff and Schwartz (2001). In this method, the conditional
expectation is approximated by a linear combination of basis functions. That is,






where J + 1 is the number of basis functions used, ψj(x) the weighted jth basis
function and β(i)j the coefficient of the j
th basis function. The weighting factor,
e−x/2, is not necessary, however, it produces better numerical results when a matrix
scaling problem occurs. The Laguerre polynomials with a weighting of e−x/2 were
chosen as the basis functions for this chapter. The unweighted polynomials, φj(x),
are given by,
φ0(x) = 1




(2k − 1− x)φk−1(x)−
k − 1
k
φk−2(x), k ≥ 2.
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The β̂i vector is estimated by minimising the mean square error. The esti-
mated continuation value can be written as β̂
ᵀ








and ψ(Si) = [ψ0(Si), ..., ψJ (Si)]



































Writing (4.5) in matrix notation and generalising to the case of N samples used in
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Now one can estimate (4.2) and consequently the price of the option. For further
details regarding implementation, the reader is referred to Longstaff and Schwartz
(2001).
LSM defines an exercise strategy since at every time step one can decide whether




E[e−rτ h̃τ (Sτ )] ≥ sup
τ∈T̃
E[e−rτ h̃τ (Sτ )] = V LSM0 (S0).
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The price is low-biased for two reasons. Firstly, only a finite number of exercise op-
portunities are considered. Secondly, the conditional expectation in (4.2) is approx-
imated by a linear combination of Laguerre polynomials. Although these polyno-
mials may provide a good estimate for this conditional expectation, it is unlikely to
be the exact value of the expectation. Consequently, an imperfect exercise strategy
may be obtained, generally leading to a low-biased price.
4.3 Dual Pricing Method
In the LSM framework, an optimal exercise strategy was proposed. In contrast,
the dual approach aims to find an ‘optimal martingale’. Haugh and Kogan (2004)
and Rogers (2002) worked independently on this approach and provided different
estimators. Their work is related to the results of Davis and Karatzas (1994). In this
section, we explore the main theorem found in Rogers (2002).
Let ht be the discounted time-t exercise value. Then the discounted time-t price
of an American option is be given by
V ∗t = sup
t≤τ≤T
E[hτ |Ft].
Assuming a few technical conditions are satisfied, Lamberton (2009) shows that V ∗t
is the Snell envelope process of {ht}0≤t≤T . Therefore, V ∗t is a supermartingale and
its Doob-Meyer decomposition is given by







whereM∗t represents the Doob martingale andA∗t represents the previsible decreas-
ing process with M∗0 = 0 and A
∗
0 = 0.
Let H10 be the space of martingales, {Mt}0≤t≤T , such that sup0≤t≤T |Mt| ∈ L1
and M0 = 0 where L1 is the space of integrable random variables. Then an upper
bound for the option price is constructed as













Taking an infimum over all martingales in H10 results in
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We now prove that (4.8) holds with equality. It can be shown that M∗t ∈ H10 .
Moreover, M∗t is the martingale which minimises the expectation in (4.8). First note
that
V ∗t = sup
t≤τ≤T
E[hτ |Ft] ≥ E[ht|Ft] = ht. (4.9)
Now, write (4.9) in terms of its Doob decomposition. That is,









































= V ∗0 , (4.11)
where (4.10) follows since M∗t ∈ H10 and (4.11) results, since A∗t is a decreasing
process. Therefore, the price of an American option can be written as









Unless the exact Doob martingale is used, the price will be high biased.
Unfortunately, determining the optimal martingale is no easier than finding the
optimal exercise time. The Doob martingale can be estimated directly using a re-
cursive formula. Haugh and Kogan (2004) proceed this way, but this method is
computationally intensive as sub-simulations are required. Rogers (2002) describes
finding this martingale as more of an art than a science. By trying different martin-
gales, a good proxy for the Doob martingale can be found. A simple, yet effective,
proxy suggested by Rogers (2002) is the discounted price of the corresponding Eu-
ropean put option with the proxy starting at zero. That is,
Mt = e
−rtBS(St, t)− BS(S0, 0), (4.12)
where BS(St, t) represents the Black-Scholes put formula with St being the stock
price at time t. The second term in (4.12) is needed to ensure that the martingale
starts at zero.
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Since this suggested proxy is not actually the Doob martingale, Rogers (2002)
advises a simple optimisation procedure to improve the price of the estimate. On a








Once λ is estimated, compute V0 by using a new larger set of sample paths and
evaluating (4.13).
4.4 Applying the ML Framework
A key decision required when using the ML approach is how to approximate the
payoff of the option at varying levels of accuracy. A simple way to vary the ac-
curacy is to adjust the number of time steps in the sample path. More time steps
leads to higher levels of accuracy. Let the level-l approximation be based on a sam-
ple path with M l time steps. In other words, let it have M l number of exercise
opportunities.
Another important decision is how to ensure positive correlation between Pl
and Pl−1 which results in fewer samples being needed to estimate E[Pl − Pl−1]
accurately.
In LSM, anM l-sized vector of Brownian increments for the finer path, Pl, is first
created. Then a subset of this vector is formed by grouping Brownian increments
in the following way: Sum the first M increments to form the first coarse Brow-
nian increment. Then sum the second M increments to form the second coarse
Brownian increment. This process is repeated until a new vector of M l−1 Brownian
increments is created. This will be used to construct the coarse path, Pl−1.
For clarity, let [∆W f1 , ...,∆W
f
M l
] represent the M l-sized vector of Brownian in-
crements for the fine path. Then, the Brownian increments for the coarse path can
be constructed as




2 + ...+ ∆W
f
M








∆W cM l−1 = ∆W
f
M l−M + ∆W
f




In the dual approach, the correlation is introduced in the following way. Con-
sider a single sample path that has M l time steps. Then for each time step compute
Zft := ht − λMt. So we have [Z
f
1 , ..., Z
f
M l
] for the fine path. In order to compute the
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Now to compute the payoff, the maximum of each vector is taken. That is,
Pl = max
(










For both LSM and the dual approach, the ML Algorithm was slightly adapted.
Instead of using the ML Algorithm to determine L, it was decided to fix L = 5.
This means that the ML procedure would always allow for ML exercise oppor-
tunities. If the algorithm was allowed to determine L, then there could be cases
where L < 5. In those instances, the number of exercise opportunities is less than
ML. Consequently, the price could be low-biased as an option with fewer exer-
cise opportunities is less than or equal to the price of an option with more exercise
opportunities.
4.5 Results
Results of applying the ML technique to pricing an American option are presented
in this section. The prices and times are an average of 10 executions of the code.
The put option parameters are: σ = 0.2, r = 0.05,K = 20 and T = 1 with the results
presented for varying initial stock price, S0. For comparison purposes, the results
for crude LSM and dual approaches are presented. Since we are only considering
a finite number of exercise opportunities, the finite difference (FD) method is also
low-biased. However, if a sufficiently large number of time steps are considered,
this price will be close to the unbiased price. A FD method with 10000 time steps
and 960 spatial steps is used as a benchmark. The FD method was implemented
with a modified SOR algorithm, which had a weighting of ω = 1.55 and tolerance
of 1e−8. Since the number of time steps and spatial steps are large, the SOR method
should output reliable answers.
The LSM is based on 50000 antithetic samples with 1024 time steps and the first
five Laguerre polynomials, weighted by e−x/2. The dual method used 10000 an-
tithetic sample paths to determine the optimum λ. A further 50000 independent
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antithetic samples were used to determine the price. The convergence plots in Fig-
ures 4.1 and 4.2 used 10000 paths. The ML mesh parameter was set to M = 4. ML
results are produced for varying ε as in ML Algorithm.
As mentioned in earlier sections, the LSM and dual prices are low- and high-
biased, respectively. The pricing results for selected S0 are presented in Table 4.1.
LSM prices form a tight lower bound. These prices, however, become slightly high-
biased for OTM values. This is because some matrices in (4.6) are close to singular
when performing the matrix inversion, which results in poor estimates of β and the
price. The dual prices are always high-biased (except for ITM), but these bounds
are not as tight as the LSM bounds.
In general, the ML prices are very close to corresponding crude MC prices.
Sometimes, they are slightly better than the corresponding MC estimate. The ML
framework maintains the low- and high-biased nature of LSM and dual methods,
respectively. In some instances, there is a small improvement in the estimator, and
the ML prices form a tighter bound on the true price. Except for the ML LSM ATM
case, there seems to be no significant improvement in the accuracy by changing ε
in the ML Algorithm. This is because the ML Algorithm is heuristic and does not
guarantee an improvement in the accuracy.
Each E[Pl − Pl−1] can be thought of as the correction in price from the approx-
imation level l − 1 to l. Figures 4.1 and 4.2 show that E[Pl − Pl−1] is decreasing
and that on the finer levels, these values are rather small. As a result, increasing L
should not have a significant effect on the estimated price. In other words, limiting
the number of levels to 5 will not result in the ML price being vastly different from
the crude price.





0.005 0.002 0.001 0.005 0.002 0.001
ITM (S0 = 15) 4.9991 4.9999 4.9990 4.9990 5.0000 4.9990 4.9944 4.9930 4.9932
ATM (S0 = 20) 1.2117 1.1983 1.2116 1.2150 1.2177 1.2348 1.2326 1.2329 1.2327
OTM (S0 = 25) 0.1831 0.1814 0.1815 0.1814 0.1808 0.1827 0.1827 0.1823 0.1822
As the ML prices are fairly accurate, it makes sense to compare the execution
times, which are presented in Table 4.2. As expected, FD times are the slowest. This
is due to the high resolution grid used for the reasons already mentioned. For the
ML cases, as ε decreases, the execution time increases. This is because ε ∝ 1/Nl as
seen in (2.9). In all LSM cases, the time decreases if the option is more OTM. This is
expected since F in (4.6) only takes sample paths that have a positive exercise value.
OTM options will only have a few sample paths that have a positive exercise value.
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Consequently, fewer paths are considered and the inversion procedure in (4.6) is
quicker.
Unfortunately, except for the OTM (ε = 0.005) case, the ML LSM times are
worse relative to the crude LSM. This is because Var[Pl − Pl−1] starts off relatively
high and does not decrease fast enough. For example, in Figure 4.1e, the average
gradient is approximately only −0.25. The ML method could be enhanced if the
correlation between Pl and Pl−1 is increased.
On the other hand, ML dual times are less than the crude times. In contrast
to the ML LSM method, Var[Pl − Pl−1] starts off low and decreases quickly as l
increases. For example, in Figure 4.2a, the variance value starts at −2 and the aver-
age gradient is −1.5. This means that even on the first level, not many samples are
required.





0.005 0.002 0.001 0.005 0.002 0.001
ITM (S0 = 15) 21.1323 38.4956 234.2211 840.3514 1108.1548 13.7279 6.1410 6.7648 9.2599
ATM (S0 = 20) 11.5520 18.0093 133.1596 547.6129 1081.1995 13.6459 6.2594 7.4644 9.0490
OTM (S0 = 25) 6.0519 4.1325 9.0316 39.9099 1090.0790 15.2328 6.7818 6.7765 7.7134
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(b) Mean Corrections: ITM.


















































(d) Mean Corrections: ATM.





















































(f) Mean Corrections: OTM.
Fig. 4.1: LSM approach: mean and variance of payoff functions.
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(b) Mean Corrections: ITM.

















































(d) Mean Corrections: ATM.
























































(f) Mean Corrections: OTM.
Fig. 4.2: Dual approach: mean and variance of payoff functions.
Chapter 5
Conclusions
ML methods rely on approximating a payoff at different levels of accuracy. Al-
though there may be many ways to do this, a common approach used by Giles
(2008) is to vary the number of time steps in the sample path. That is, the level-
l approximation (Pl) uses a sample path with M l time steps. The ML estimator
comprises the estimate at the coarsest level plus a sum of corrections from the finer
levels. The coarsest level estimate (P0) and the correction terms (Pl − Pl−1) are
estimated by regular MC methods.
A key decision in ML is how to ensure a positive correlation between Pl and
Pl−1. The greater the correlation, the lower the variance of the correction term.
This means that fewer samples are required to compute the estimate. Although
there are many ways to introduce this correlation, the most common way is to re-
use the Brownian increments from the finer path to construct the coarser path.
ML methods are not guaranteed to be more efficient than MC methods in ev-
ery situation. If the ML estimator satisfies the conditions in the complexity the-
orem, then the ML method is more efficient. One of the trickier conditions to
prove is that Var[Pl − Pl−1] = O(hβl ). In most cases, proving this is challenging.
In these instances, Giles (2008) uses convergence plots to determine the behaviour
of Var[Pl − Pl−1] and decide whether the condition is satisfied.
The complexity theorem does not provide any guidance on choosing the finest
level of approximation, L, or on how many samples to use on each level, Nl. The
heuristic ML Algorithm developed by Giles (2008) provides reasonably good esti-
mates for these values.
In the case of the European call option, the complexity theorem is satisfied and
convergence plots confirm this. Therefore, the ML estimator is more efficient than
the classic MC estimator. For finer levels of accuracy, there is up to a 13 fold im-
provement in the execution speeds.
Two methods of pricing an American put option were considered. The LSM
method estimates an exercise boundary and provides a low-biased estimate for the
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price. The dual approach, in contrast, is a high-biased estimate that aims to find an
‘optimal martingale’ rather than an optimal exercise time. The ML framework was
applied to each of these methods.
For both the LSM and dual cases, the ML prices were consistent with the corre-
sponding crude prices. Moreover, the ML framework maintains the low- or high-
biased nature of the estimator. In certain circumstances, this bias is smaller and the
ML estimate forms a tighter bound on the true price. Adjusting the accuracy level
in the ML Algorithm did not provide any significant improvement in the estimate.
The ML framework improved the speed in the dual approach, but not for the
LSM approach. This is due to the behaviour of Var[Pl − Pl−1] over the levels. In
the dual case, this variance starts at a small value and decreases quickly as l in-
creases. In contrast, the LSM variance values started at larger values and decreased
quite slowly over the levels. This could be caused by the correlation in the LSM
approach not being as strong as the correlation in the dual approach. This demon-
strates that the success of the ML method relies heavily on the ability to introduce
this strong correlation.
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