Introduction.
In this paper we study several operator identities on associative algebras.
A Rota-Baxter operator of q-weight is a linear map on an associative algebra satisfying the condition,
R(x)R(y) + qR(xy) = R(R(x)y + xR(y)).
(
The notion of Rota-Baxter operator was first introduced by G. Baxter [3] , and his work was popularized by G.C. Rota [22, 23] , P. Cartier [5] . The integral operator is a typical example of q = 0 cases, The notion of Nijenhuis operator was introduced by Carinena, Grabowski and Marmo [4] , motivated by the study of Quantum bi-Hamiltonian systems. These operators are closely related with Loday-type algebras (dendriform algebras in [20, 21] ). In M. Aguiar [1] and K. Ebrahimi-Fard [8] , it was shown that Rota-Baxter operators generate dendriform (di-and tri-) algebras. The Nijenhuis version of their theorems was studied by P. Leroux [18] . He showed Nijenhuis operators generate a new type algebra which is called a NS-algebra. Author introduced a notion of twisted Rota-Baxter operator which is defined by the condition, R(x)R(y) = R(R(x)y + xR(y)) + Rφ(R(x), R(y)),
where φ is a 2-cocycle. Remark that the twisted Rota-Baxter operator is a twisted version of the classical Rota-Baxter operator of q = 0. He showed that twisted Rota-Baxter operators also generate NS-algebras. In addition, he introduced the homogeneous conditions. Namely, R is Rota-Baxter of q = 0 if and only if R is a solution of 1 2 [R,R]μ = 0,
where the bracket is a graded Leibniz bracket. This condition means that ∂ R := [R, ·] is square zero, i.e., it defines a certain (co)homology.
Here we will study the homology theoretical backbone of Rota-Baxter operators. We will construct a theory of twist operations which is considered as a generalization of classical abelian extension on associative algebras. As an application, we will introduce new operator identities of three types. The Rota-Baxter conditions (1) and (2) are generalized by the new identities. In the context, we will study Nijenhuis operators. We will give a construction and examples of Nijenhuis operators.
In Section 2, we study basic properties of twilled algebras, because our interesting operators are defined on associative twilled algebras. In Section 3, we recall Rota-Baxter operators and the variations. We will introduce the structure equations of those operators as homology theoretical characterizations. Especially, the notion of quasi-Rota-Baxter operator will be introduced as a generalization of Rota-Baxter operator of non-trivial weight. We will see the quasi-Rota-Baxter operator are characterized by the quasi-
In Section 4, we study a twist operation of associative algebra. We will consider a proto-twilled algebra which is an associative algebra T decomposed by two submodules, T = A 1 ⊕ A 2 . Here A 1 and A 2 are not necessarily associative algebras. The associative structure Θ of T is decomposed by 4-structures,
Given a 1-cochain H : A 2 → A 1 , "the result of twisting by H of (T , Θ)" is welldefined by natural algebraic way. The result of twisting also is a proto-twilled algebra (T , Θ H ) equipped with the twisted associative structure. The second structure Θ H also is decomposed by twisted 4-structures. In Theorem 4.6, we will determine the twisted 4-structures. Roughly, the notion of proto-twilled algebra is a generalization of abelian extensions and an orbit of proto-twilled algebras by the twist operation is the isomorphism class. In Sections 4.2.1, 4.2.2, 4.2.3, we will introduce three new operator identities, and we will see that the three Rota-Baxter conditions (q = 0, twisted-, q = 0 or quasi-) are generalized by the new operator identities. An interesting type of the new operators is the solution of the Maurer-Cartan-type equation, 
where
. In Section 5, as an application of our construction, we study Nijenhuis operators. In Proposition 5.2, we will give a construction of Nijenhuis operators. For instance (Example 5.5), the operator below is Nijenhuis on the Weyl algebra
where is an algebraic integral operator on W [x, y].
Twilled algebras
Let T be an associative algebra with a decomposition by two submodules A 1 and A 2 , T = A 1 ⊕ A 2 . We call T a twilled algebra, if A 1 and A 2 are subalgebras. In generally, such decomposition is not unique. We denote a twilled algebra by T = A 1 1 A 2 . Given a twilled algebra T = A 1 1 A 2 , A 1 (resp. A 2 ) is a A 2 -bimodule (resp. A 1 -bimodule). These bimodule actions are defined by the following decomposition of associative multiplication of T . For any a ∈ A 1 and x ∈ A 2 , a * x = (a * 2 x, a * 1 x), x * a = (x * 2 a, x * 1 a).
where * is an associative multiplication on T and * 1 (resp. * 2 ) means the bimodule action of A 1 to A 2 (resp. A 2 to A 1 ). When T = A 1 1 A 2 is a twilled algebra, we call the pair (A 1 , A 2 ) of a good pair. In general, the associative multiplication of A 1 1 A 2 has the form,
where a, b ∈ A 1 and x, y ∈ A 2 . We denote the associative structure of the multiplication by Θ,
The multiplication, * , is decomposed by two associative multiplications of semidirect product,
Hence the structure Θ also is decomposed by two associative structures, Θ =μ 1 +μ 2 , whereμ i is the structure corresponding to the multiplication * i for i = 1, 2. Remark thatμ i , i = 1, 2 are the associative multiplication on A i , i = 1, 2.
It is well-known that the multiplication * , or Θ is associative if and only if 2 −1 {Θ, Θ} = 0, where {, } is a canonical Gerstenharber bracket on T . (See Appendix for Gerstenharber bracket.) Sinceμ 1 andμ 2 are associative, the homogeneous condition, 2 −1 {Θ, Θ} = 0, is equivalent with the following compatibility condition.
This is the condition of good pair.
Rota-Baxter conditions
A linear map R on an associative K-algebra A is called a Rota-Baxter operator of q-weight, if R satisfies the condition,
where x, y ∈ A and q ∈ K. In [26] author introduced a generalized notion as follows.
Let M be an A-bimodule. We consider an associative algebra of the semidirect product, A ⋉ M . The associative structure of A ⋉ M is defined bŷ
where a, b ∈ A and m, n ∈ M . A linear map R : M → A is called a RotaBaxter operators (of zero-weight), if R satisfies the following condition.
It is well-known that if R is a Rota-Baxter operator then the multiplication below is associative.
In addition, R is an algebra homomorphism R(m × R n) = R(m)R(n). Consider the lift of a linear map R : M → A,
Claim. R is Rota-Baxter if and only if R is a solution of the homogeneous equation
Proof. The key lemma is the condition,RR = 0. By definition, we have
From the condition (RB) we easily obtain {{μ,R}, {μ,R}} = 0. Thus {μ,R} is an associative structure on the module A ⊕ M . The induced associative multiplication is (7) on M , because
where φ is a Hochschild 2-cocycle in C 2 (A, M ). If φ = 0 then the twisted RotaBaxter operator is usual (non-twisted) one. Claim. The condition of twisted Rota-Baxter is equivalent with
Proof. The right-hand side of (TRB) has the form,
The defining condition (6) is a generalization of the classical Rota-Baxter condition of "zero weight". We define a generalized notion of the classical RotaBaxter operator of non-trivial weight.
The quasi-Rota-Baxter condition (9) is equivalent with
When φ M = 0, the condition (QRB) back to the condition (RB). 4 Quasi and twisted.
Remark. As a model of the theory of this section, we will use the classical field theory over the class of Lie algebras. See the Hamiltonian formalism by Kosmann-Schwarzbach [14, 17] and Roytenberg [24, 25] .
Notations and assumptions. We denote any elements of A 1 by a, b, c, ... and denote any elements of A 2 by x, y, z, .... We sometimes use identification, (a, x) ∼ = a + x.
Proto-, Quasi-twilled algebras.
We call an associative algebra T a proto-twilled algebra, if T is decomposed by two submodule A 1 and A 2 , T = A 1 ⊕A 2 . Here A 1 and A 2 are not necessarily subalgebras.
Let T = A 1 ⊕ A 2 be a proto-twilled algebra. We denote the associative multiplication of T by Θ. We have {Θ, Θ} = 0.
Lemma 4.1. Under the assumption above, Θ is decomposed by the 4-structures as follows.
Θ =μ 1 +μ 2 +φ 1 +φ 2 .
Proof. Consider the multiplication: (a, x) * (b, y) := Θ((a, x), (b, y)). This multiplication is decomposed as follows.
We define µ 1 andμ 1 by µ 1 (a, b) := a * 1 b and
In same way, φ 2 ,φ 2 ,µ 2 ,μ 2 are defined by
The proof of this lemma is completed.
Lemma 4.2. The homogeneous condition {Θ, Θ} = 0 is equivalent with the following 5 conditions.
Proof. When the 5 conditions are satisfied, one can easily check {Θ, Θ} = 0. We show the converse. The associativity of Θ is equivalent with the 8 associative conditions:
In same way, if (x * a) * b = x * (a * b), (a * x) * b = a * (x * b) and (a * b) * x = a * (b * x) then we have
By the definitions ofφ 1 andμ 1 , for (a, x, y), (x, a, y), (x, y, a) and (x, y, z),
From the linearity we obtain (10). Using the symmetricality of A 1 and A 2 , we have the condition (12) . We consider A 2 -part of (a * b) * c−a * (b * c):
This is the same as
In same way, for any triples of a, b, x, y, z, we can show the condition (13) . From the symmetricality of A 1 and A 2 , we obtain the condition (14) . We consider the condition (11). The A 2 -part of (a * x) * y − a * (x * y) is (a * 2 x) * 1 y − a * 1 (x * 2 y) + (a * 1 x) * 2 y − φ 1 (a, φ 2 (x, y)).
On the other hand,
In same way we can show the condition {μ 1 ,μ 2 } + {φ 1 ,φ 2 } = 0 for any triples of a, b, c, x, y, z.
Definition 4.3. Let T = A 1 ⊕ A 2 be a proto-twilled algebra equipped with the structures (μ 1 ,μ 2 ,φ 1 ,φ 2 ). We call T = A 1 ⊕ A 2 a quasi-twilled algebra, if φ 2 = 0, or symmetrically, φ 1 = 0.
is an associative subalgebra of T .
Proof. By (12), if φ 2 = 0 then {μ 2 ,μ 2 } = 0 which means associativity. The multiplication ofμ 2 is closed on A 2 , because φ 2 = 0.
Whenμ 1 = 0 and φ 1 = 0, the proto-twilled algebra is reduced to an abelian extension,
The notion of proto-twilled algebra can be considered as a generalization of abelian extensions. So, in next section, we study the isomorphism class of proto-twilled algebras.
Twisting by a 1-cochain
Let T = A 1 ⊕ A 2 be a proto-twilled algebra, and let H : A 2 → A 1 be a linear map. We define an module isomorphism on T :
eĤ (a, x) := (a + H(x), x).
A twisting of the associative multiplication of T is defined by
We denote the associative algebra (T , * H ) by T H . It is obvious that T H is a proto-twilled algebra decomposed by A 1 and A 2 . We study the associative multiplication (15) . By definition, we have
where a, b ∈ A 1 . For any a ∈ A 1 , x ∈ A 2 ,
For any x, y ∈ A 2 ,
We denote the associative structure of T H by Θ H . From Lemma 4.1, Θ H is decomposed as follows.
Now we determine the twisted 4 structures. 
where ∂ iĤ , (i = 1, 2) is defined as the Hochschild-type coboundary associated withμ i , (i = 1, 2).
We give a corollary before the proof of the theorem. We set the flow ofĤ, (20)- (23) are equivalent with the identity,
The proof of the corollary is straightforward. Now we give a proof of the theorem.
Proof. From (16), we easily obtain φ 
In addition, we have
On the other hand, from (19), we have
From (24), (25) and (26), we obtain (23) . From (16) we havê
On the other hand
HereĤ(a) =Ĥ(b) = 0 was used. Thus we obtainμ H 1 (a, b) = (μ 1 +{φ 1 ,Ĥ})(a, b). In same way, we can shoŵ
Hence we obtain (20) . From (17) we haveμ
HereĤ(a) = 0 was used. Thus we obtain
In same way, for (a, b), (x, a) and (x, y), we can show the condition (21).
Operator identities.
Let T = A 1 ⊕ A 2 be a proto-twilled algebra equipped with the structure Θ = µ 1 +μ 2 +φ 1 +φ 2 . In the following we study three interesting cases.
4.3.1
The cases of φ 1 = 0 and φ 2 = 0.
In this case, T = A 1 1 A 2 is a twilled algebra. However the result of twisting, T H , is a quasi-twilled algebra in general, becauseφ
Corollary 4.8. T H is also twilled algebra if and only if H is a solution of the Maurer-Cartan-type equation,
or equivalently,
Definition 4.9. Let A 1 1 A 2 be a twilled algebra and let H : A 2 → A 1 a linear map. We call H a Hamiltonian operator, if H satisfies the following condition (27) . A Hamiltonian operator is called strong, if
A linear map H : A 2 → A 1 is a strong Hamiltonian operator if and only if H is a derivation for * 2 and a Rota-Baxter operator for * 1 . The strong Hamiltonian condition is equivalent with
We easily obtain
Corollary 4.10. If a Hamiltonian operator H is strong then the {tH}, t ∈ K is a one parameter family of strong Hamiltonian operators.
If T H is a twilled algebra thenμ H 2 defines the second associative multiplication on A 2 .
Corollary 4.11. Under the assumptions above, if H is a Hamiltonian operator then
is an associative multiplication on A 2 .
Proof. When H satisfies (HO), by Theorem 4.6, the structureμ H 2 is associative. The multiplication has the following form on A 2 , µ 2 (x, y) = H(x) * 1 y + x * 1 H(y) + x * 2 y.
Nijenhuis operators
Remark. I. Vaisman [27] gives a construction of Poisson-Nijenhuis structures. Let (V, π) be a Poisson manifold. He showed that if a 2-form Ω on V satisfies the condition,
then the composition πΩ : T V → T * V → T V is a Nijenhuis tensor as a bundle map. Here the Poisson structure π : T * V → T V satisfies the condition (RB) in Leibniz class.
In this section, using the Vasiman's theorem as a model, we will give a construction of associative Nijnhuis operator associated with Rota-Baxter operators.
Let R : M → A be a Rota-Baxter operator (recall the condition (RB)). Then {μ,R} is an associative structure on A ⊕ M , whereμ is the associative structure of A ⋉ M . The structure {μ,R} defines an associative multiplication which has the following form on M .
Since {μ, {μ, ·}} = 0, we have the condition of good pair, {μ, {μ,R}} = 0. Thus we have a twilled algebra A 1 M R . Here M R is an associative algebra defined by {μ,R}. The twilled algebra A 1 M R is the result of twisting by R of A ⋉ M . Explicitly, the multiplication of A 1 M R has the form,
where · R means the bimodule action of M R on A, explicitly,
Recall (strong) Hamiltonian operators. We give an example of Hamiltonian operators. 
On the other hand, since ∂ 2 (·) = {{μ,R}, ·}, we have
Thus we obtain the condition (HO). The operator H in Introduction (5) is a Hamiltonian operator, because the integration operators are Rota-Baxter operators on
The twilled algebra A 1 M R is identified with M R 1 A. So we consider a linear map Ω : A → M R . The map Ω is a strong Hamiltonian operator if and only if
or equivalently, Ω is a strong solution of the Maurer-Cartan-type equation,
We give the main result of this section. 
for any a, b ∈ A.
Proof. Operate R to (32). Then we have
In the right-hand side,
From (31), we have
Thus we obtain the desired condition, 
Then a derivation from
is a strong Hamiltonian operator. The induced Nijenhuis operator on A is
Proof. We only check the condition (32). For any f, g ∈ A,
We have
In same way, we have
Thus we obtain the desired condition.
Here, in the proof, we used the commutativity with respect to the ω. If ω is 1 (or is in center) then the proof is held over noncommutative setting. 
Example 5.4. Consider an algebra with a formal parameter, A[[ν]]. The multiplication on A[[ν]] is defined by
The formal derivation operator is a strong Hamiltonian operator
Here Z(A) is the space of center elements. The induced Nijenhuis operator is
Let W [x, y] be the Weyl algebra of two generators. Here the commutator relation is [x, y] = xy − yx = 1. As a vector space W [x, y] is spanned by all x i y j , i, j ≥ 0. We define the integral operator,
Claim. The integral operator is a Rota-Baxter operator on W [x, y].
We show this claim.
Proof. Set the inner derivation
In general, •i x = id. However if j = 0 then we have, for any i,
For any u, v ∈ W [x, y], we have
We can put (v) := V y for some V ∈ W [x, y], then we have (u) (v) = ( (u)V )y. Thus (u) (v) is spanned by elements of the form x i y j , j = 0. This gives the Rota-Baxter condition.
By the pair and i x , we obtain the third example. {f, {g, h}} = {{f, g}, h} + (−1) (m−1)(n−1) {g, {f, h}}.
It is well-known that S ∈ Hom k (M ⊗2 , M ) is the structure of associative multiplication on M if and only if 1 2 {S, S} = 0.
In addition, when S is an associative structure, {S, ·} is the Hochschild's coboundary map. We assume that S is an associative structure. Then the second bracket is defined by the derived form, 
