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Abstract. Within the framework of the Coulomb fluid picture, we present a unified
approach to derive the large deviations of bulk and extreme eigenvalues of large Wishart
matrices. By analysing the statistics of the shifted index number we are able to derive
a rate function Ψ(c, x) depending on two variables: the fraction c of eigenvalues to
the left of an infinite energetic barrier at position x. For a fixed value of c, the rate
function gives the large deviations of the bulk eigenvalues. In particular, in the limits
c → 0 or c → 1 it is possible to extract the left and right deviations of the smallest
and largest eigenvalues, respectively. Alternatively, for a fixed value x of the barrier,
the rate function provides the large deviations of the shifted index number. All our
analytical findings are compared with Metropolis Monte Carlo simulations, obtaining
excellent agreement.
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21. Introduction
With the advent of modern technology many branches of science are literally soaked
in humungous amounts of data, some of it yet to be analysed and fully understood.
How all this big data will be transformed into useful data depends primarily on the
mathematical approaches at our disposal to analyse it. Consider, for instance, that the
data collected from our system of interest is given by an N × T matrix X with entries
Xit with i = 1, . . . , N and t = 1, . . . , T . Examples of these type of matrices abound in
many areas of science: (i) Xit may correspond to the displacements of grain i = 1, . . . , N
at time t in granular materials; (ii) Xit ∈ {0, 1} can describe either the neuron activity
of neuron i at time t or market activity of stock i at time t‡; (iii) Xit could stand for
the return of stock i at time t; (iv) Xiγ could be the rating of book i = 1, . . . , N by
reader γ. Regardless of the research area, let us assume that the matrix X is generated
by some unknown underlying process. This implies that there is an actual correlation
matrix C which could be calculated if we were to know the actual intricacies of the
underlying world. Let us denote as 〈· · ·〉t the theoretical average of such process. The
theoretical N × N correlation matrix C with entries Cij = 〈xixj〉t for i, j = 1, . . . , N ,
contains information of how the system reacts to perturbations. One way to have access
to the system’s behaviour is to construct the N×N empirical correlation matrix E with
entries Eij =
1
T
∑T
t=1 XitXjt =
1
T
(XXT )ij and to do a Principal Component Analysis [7]
that yields estimates for the underlying process. To refine these estimates one can
then exploit universal properties of Random Matrix Theory (RMT) of the Wishart-
Laguerre ensemble [3], to obtain, for instance, rotationally invariant estimates [1, 2].
As RMT turns out to be very useful in the analysis of real data, there has been an
increased attention to directly study the various statistical properties related to the
Wishart ensemble -as well as other ensembles of random matrices- like, for instance,
large deviations of extreme value statistics using the Coulomb fluid picture [4–25].
The main goal of the present work is to complement the work done in [8, 12, 22] in the
Wishart ensemble by using the method presented in [18,20] which is able to capture in a
single rate function, and within the Coulomb fluid picture, the statistics of the extreme
and bulk eigenvalues, including both the left and right rate functions of the smallest
and largest eigenvalues.
This paper is organised as follows: in Section 2 we introduce the Wishart ensemble and
its corresponding joint probability density function of eigenvalues, from which we want
to extract the statistics of the shifted index number and, as explained in the section,
the statistics of the k-th eigenvalue. In Section 3, we use the Coulomb fluid picture,
originally introduced by Dyson, to derive the statistics of the shifted index number.
This entails to applying the saddle-point method and solving the corresponding saddle-
point equations using the Hilbert-Stieltjes transform. The analysis of the latter yields
deformations of the spectral density. This deformed Marcˇenko-Pastur law can then be
‡ In both cases the time scale depends on the experimental measurements, the frequency of data
gathering, etc.
3used to obtain an exact expression of the probability density of the shifted index number.
In Section 4, the analytical results are contrasted with extensive Monte Carlo simulations
using Metropolis algorithm directly on the Coulomb fluid. Finally, we conclude with
some remarks and possible research lines in Section 5.
2. Definitions
Let us start with some definitions. Given a random variable X taking values x on
a given set x ∈ Ω, we denote as FX(x) =Prob[X ≤ x] its cumulative density function
(CDF) and FX(x) = 1−FX(x) its tail CDF. Similarly, we denote the probability density
function (PDF) as fX(x) =Prob[X = x].
We are interested in studying certain statistical properties related to the joint
Probability Density Function (jPDF) of eigenvalues y = (y1, . . . , yN) of the Wishart
ensemble. This, recall, is defined by starting with rectangular Gaussian matrices M×N ,
denoted as X, and forming the so-called Wishart matrices as the N × N matrices
W = X†X. The jPDF of eigenvalues for the latter is known to be:
P (y) =
1
A0
e−
β
2
∑N
i=1 yi
∏
i<j
|yi − yj|β
N∏
i=1
yp−1i ,
where p = β
2
(1 +M −N), β is Dyson’s index, A0 is a normalising factor for P (y) such
that 0 < yi <∞ for i = 1, . . . , N .
In particular we focus on what we call the shifted index number (SIN) as the random
variable Nx =
∑N
i=1 Θ(x − yi); this is the number of eigenvalues to the left of x and
therefore Nx can take values on the set nx ∈ {0, . . . , N}. As we will see below the SIN
contains more information than the index number previously studied in [23, 25]. Being
this a random variable, a simple expression for its PDF, viz.
fNx(nx) =
∫ ∞
0
dyP (y)δ
(
nx −
N∑
i=1
Θ(x− yi)
)
,
would be most welcome. Notice that, even thought the SIN takes discrete values, it is
mathematically harmless to consider Dirac deltas instead of Kronecker deltas, at least
in the thermodynamic limit. Its tail CDF is obviously given by§
FNx(nx) =
∫ ∞
nx
dyfNx(y) .
Next, as noticed in [18, 20], we do a trivial observation: the probability that the k-th
eigenvalue yk is smaller than x is precisely the probability that at least Nx is greater
than k, that is
FNx(k) = Fyk(x) .
§ The upper limit in this integral has been put to ∞ while, in principle, it should be N . This is not a
problem if we understand that either the PDF fNx has its support and/or we are already anticipating
the thermodynamic limit.
4Alternatively, we have that FNx(k) = F yk(x). Thus, by studying FNx (or equivalently
fNx) we have access not only to the statisical properties of SIN, but also to the k-th
eigenvalue. As pointed out in the work done [18,20] on the Gaussian ensemble, we will
see here that we recover the full statistical properties (that is, for large N , we obtain
the left and right large deviation functions) for both bulk and extreme eigenvalues.
3. Methods: the Coulomb Fluid approach
We use the Coulomb fluid method to derive an expression for fNx(nx) for large N and
M , while keeping their ratio fixed. We start by rewriting the jPDF of eigenvalues as
P (y) = (1/A0)e
−β
2
F (y) with
F (y) =
N∑
i=1
yi − u
N∑
i=1
ln yi −
∑
i 6=j
ln |yi − yj| ,
with u = 2
β
(p− 1). Next and with a modest amount of foresight, we introduce rescaled
eigenvalues λi = yi/N to write F (y) as follows:
G(λ) ≡ F (Nλ) = N
N∑
i=1
λi − u
N∑
i=1
lnλi −
∑
i 6=j
ln |λi − λj|
− uN lnN −N(N − 1) lnN .
To go to a continuous theory we introduce the density of eigenvalues ρ(λ;λ) =
(1/N)
∑N
i=1 δ(λ − λi) to write G(λ) = N2S[ρ(λ;λ)] with the following expression for
large N
S[ρ(λ;λ)] =
∫
dλρ(λ;λ)(λ− α ln(λ))−
∫ ∫
dλdλ′ρ(λ;λ)ρ(λ′;λ) ln |λ− λ′| ,
where we have defined α = u/N , which, for N and M large, gives α = (M − N)/N =
(1− d)/d with d = N/M . This allows us to write P (y) = (1/A0)e−β2N2S[ρ(λ;λ)].
To derive an expression of the PDF of the SIN, we introduce intensive variables c = nx/N
and denote %(c) = (1/N)fNx(nx/N) to write
%(c) =
1
Z0
∫
D[ρ]e−
β
2
N2S[ρ(λ)]δ
(
c−
∫
dλρ(λ)Θ(x− λ)
)
×
∫ ∞
0
dλδ(F )
(
ρ(λ)− 1
N
N∑
i=1
δ(λ− λi)
)
.
The latter term gives rise to an entropic contribution. After evaluating this part one
ends up with the following formula for %(c):
%(c) =
1
Z0
∫
D[ρ,B1, B2]e
−β
2
N2A[ρ,B1,B2] , (1)
with
A[ρ,B1, B2] =
∫
dλρ(λ)(λ− α ln(λ))−
∫ ∫
dλdλ′ρ(λ)ρ(λ′) ln |λ− λ′|
+B1
(∫
dλρ(λ)Θ(x− λ)− c
)
+B2
(∫
dλρ(λ)− 1
)
, (2)
5where D[ρ,B1, B2] stands for path integral for the density ρ(λ) and standard integration
over the variables B1 and B2. In this derivation various constants have been absorbed
into the normalising constant Z0. The rest to be done is to get an expression of %(c)
for large N by analysing (1) and (2) using the saddle-point method. Looking at eq.
(2) this entails to obtaining the equilibrium distribution of the charge density of a two-
dimensional Coulomb fluid restricted on a one-dimensional line with a fraction charge c
constrained to be to the left of a barrier at position x. This yields fairly intuitively to
deformations of the Marcˇenko-Pastur law.
Being more precise, in the limit of N large we write
%(c) = e−βN
2Ψ(c,x) , Ψ(c, x) =
1
2
(A0(c, x)−AMP) , (3)
where Ψ is the so-called rate function. Here we have used that at the saddle point
the numerator and denominator appearing in (1) can be written as e−
β
2
N2A0(c,x) and
Z0 = e
−β
2
N2AMP , respectively. A0(c, x) corresponds to the value of the action A[ρ,B1, B2]
evaluated at the saddle-point and, therefore, it will depend on the parameters c and x (as
well as on α). Similarly, AMP corresponds to the evaluation of the action associated with
Z0, which is the equilibrium state of the Coulomb fluid yielding the Marcˇenko-Pastur
law. All in all, we see that %(c) is simply related to equilibrium distributions of the
Coulomb fluid in presence of the constraint
∫
dλρ(λ)Θ(x−λ) = c. If we are able to find
this deformed Marcˇenko-Pastur density and evaluate its corresponding free energy, then
we will be able to derive an expression for the rate function. From %(c) = e−βN
2Ψ(c,x) its
tail CDF reads
F Cx(c) = Prob[Cx ≥ c] =
∫ 1
c
dc′%(c′) .
As we will see below the PDF %(c) is peaked at a particular value of c = c?(x). Then
we have that:
F Cx(c) = e
−βN2Ψ(c,x) , c > c?(x)
FCx(c) = e
−βN2Ψ(c,x) , c < c?(x) .
Once that the CDF of the SIN is found, we automatically obtain the corresponding
CDF for the k-th eigenvalue, viz.
Fλk(x) = e
−βN2Ψ(k/N,x) , x < x?(k/N)
F λk(x) = e
−βN2Ψ(k/N,x) , x > x?(k/N) .
Thus, the rate function Ψ(c, x) has a two-fold meaning: as a function of c (for x fixed)
gives information about the large deviations of the SIN; as a function of x (for c = k/N
fixed) gives the large deviations of the k-th eigenvalue. The latter case is even more
surprising when, as we will see later, we find that for extreme eigenvalues, that is for
k = 1 (smallest) or k = N (largest), one is able to derive their left and right large
deviation functions within the Coulomb fluid picture.
63.1. The saddle-point equations
Doing a variation of the action, viz.
δA[ρ,B1, B2]
δρ(λ)
=
∂A[ρ,B1, B2]
∂B1
=
∂A[ρ,B1, B2]
∂B2
= 0 , (4)
yields the following saddle-point equations
(λ− α ln(λ)) +B1Θ(x− λ) +B2 = 2
∫
dλ′ρ(λ′) ln |λ− λ′| , (5)
c =
∫
dλρ(λ)Θ(x− λ) , 1 =
∫
dλρ(λ) . (6)
Henceforth one typically does the following manipulations: first of all we perform the
derivative with respect to λ in (5); the resulting equation is multiplied by ρ(λ)/(z − λ)
and integrated over λ; next one introduces the Hilbert-Stieltjes transform S(z) =∫
dλρ(λ)
z−λ of the density which, after some manipulations yields the following second
order polynomial equation for S(z)
S2(z) = S(z)− α
z
S(z) +
γ
z
+
ω
z − x , (7)
where γ and ω are two parameters chosen appropriately to eliminate unnecessary
constants. Solving Equation (7) and imposing that S(z) ∼ 1/z for z → ∞, relates
the two parameters as γ = −1− ω. After some final manipulations the resolvent takes
the following form
S±(z) ≡ S±(z;x, ω;α) = 1
2z
[
(z − α)±
√
P3(z)
z − x
]
, (8)
with the cubic polynomial
P3(z) = (z − x)(z − b+)(z − b−) + 4xzω , (9)
and b± ≡ b±(α) = (1 ±
√
1 + α)2 being the natural upper and lower limit supports of
the Marcˇenko-Pastur law. Note that when ω = 0 we recover the resolvent associated to
the Marcˇenko-Pastur law ρMP(λ) =
√
(b+(α)−λ)(λ−b−(α))
2piλ
Iλ∈[b−(α),b+(α)], viz
SMP± (z) =
1
2z
[
(z − α)±
√
(z − b+)(z − b−)
]
, (10)
and therefore we conclude that the parameter ω controls the deformation of the
Marcˇenko-Pastur law due to the barrier at the position x and the fraction of eigenvalues
c to the left of it. Looking at the resolvent (8), everything boils down to analysing the
roots of the polynomial P3(z) as a function of the parameters of the problem.
3.2. Analysis of the Roots of P3(z)
The discriminant ∆ of the cubic equation P3(z) = 0 can be written as follows
∆ = −256x3(ω − ω0(α, x))(ω − ω+(α, x))(ω − ω−(α, x)) , (11)
7where ωi(α, x) are the roots of the ∆ given by‖
ω+(α, x) =
1
48x
<
[
κ(α, x)− −1 + i
√
3
2
χ(α, x)− −1− i
√
3
2
Ξ(α, x)
χ(α, x)
]
, (12)
ω−(α, x) =
1
48x
<
[
κ(α, x)− χ(α, x)− Ξ(α, x)
χ(α, x)
]
, (13)
ω0(α, x) =
1
48x
<
[
κ(α, x)− −1− i
√
3
2
χ(α, x)− −1 + i
√
3
2
Ξ(α, x)
χ(α, x)
]
, (14)
with definitions
Γ(α, x) = −64α6 + 96α5(43x− 8) + 24α4(x(503x+ 1000)− 160)
+ 40α3(77x− 16)(x+ 4)2 + 240α2(2x− 1)(x+ 4)3
− 12α(x+ 4)5 − (x+ 4)6 , (15)
Ω(α, x) = 24
√
3
√
α2(−x) (8α3 + 3α2(16− 5x) + 6α(x+ 4)2 + (x+ 4)3)3 , (16)
Ξ(α, x) = 16α4 + 16α3(29x+ 8) + 48α2(5x+ 2)(x+ 4)
+ 8α(x+ 4)3 + (x+ 4)4 , (17)
χ(α, x) =
3
√
Γ + Ω , κ(α, x) = −8((α− 2)α− 2) + x2 − 20(α + 2)x . (18)
These roots are ordered as ω+ ≥ 0 ≥ ω0 ≥ ω−. This allows us to express the roots of
P3(λ) as follows
λ−(α, x, ω) = −1
3
(
−4− x− 2α + C + ∆0
C
)
, (19)
λ0(α, x, ω) = −1
3
(
−4− x− 2α + −1− i
√
3
2
C +
−1 + i√3
2
∆0
C
)
, (20)
λ+(α, x, ω) = −1
3
(
−4− x− 2α + −1 + i
√
3
2
C +
−1− i√3
2
∆0
C
)
, (21)
with definitions
C(α, x, ω) =
3
√
∆1 + 24
√
3x3(ω − ω0(α, x))(ω − ω+(α, x))(ω − ω−(α, x)) , (22)
∆0(α, x, ω) = 16 + x
2 + α(16 + α)− 2x(2 + α + 6ω) , (23)
∆1(α, x, ω) = −27
2
xα2 − (4 + x+ 2α)3 + 9
2
(4 + x+ 2α)(α2 + 2x(2 + α + 2ω)) . (24)
As written, and as one can observe by plotting the roots of P3(λ) as a function of ω
(see Figure 1), they appear ordered as 0 ≤ λ− ≤ λ0 ≤ λ+. From here we see that
two scenarios emerge: the first one corresponds when the position x of the barrier
is within the natural support of the Marcˇenko-Pastur law, that is x ∈ [b−(α), b+(α)]
(this corresponds to the middle panel in Figure 1). Then, depending on the value of c
compared to the natural fraction c?(x) of eigenvalues of the Marcˇenko-Pastur law to the
left of x we may have a doubly supported density (for c 6= c?(x)) or the Marcˇenko-Pastur
‖ The roots are always reals and in principle there is no need to take the real part as it appears in
their expressions. However, this is convenient if one wants to keep them ordered.
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Figure 1. Plot of the roots 0 ≤ λ− ≤ λ0 ≤ λ+ and the position of the barrier (solid
blue line) as a function of ω while fixing the value of α = 2 and x = 1/10, 3, 10 (from
left to right).
law which corresponds when the constraint is ineffective, that is c = c?(x). In this case
one observes that ω ∈ [ω0(α, x), ω+(α, x)] and the value of ω is actually controlling the
fraction c of eigenvalues to the left of x, going from c = 0 for ω = ω0(α, x) to c = 1 for
ω = ω+(α, x). The actual expression relating ω and c will be derived later; the second
scenario corresponds when the position of the barrier is outside the natural support
x 6∈ [b−(α), b+(α)]. In this case we have that either ω ∈ [ω0(α), 0] or ω ∈ [0, ω+(α)],
respectively (and it corresponds to the left and right panels of Figure 1). Actually
both scenarios can be brought together by redefining the roots of the discriminant ∆ as
follows:
ω0(α, x) =
 0 x ≤ b−(α)1
48x
[
κ(α, x)− −1−i
√
3
2
χ(α, x)− −1+i
√
3
2
Ξ(α,x)
χ(α,x)
]
x ≥ b−(α) (25)
ω+(α, x) =
 148x
[
κ(α, x)− −1+i
√
3
2
χ(α, x)− −1−i
√
3
2
Ξ(α,x)
χ(α,x)
]
x ≤ b+(α)
0 x ≥ b+(α)
. (26)
All in all, a summary can be found in Figure 2, where one can see the restricted regions
in the (x, ω)- and the (x, c)-planes. Here the red curve corresponds to the expression of
c?(x) =
∫ x
−∞ dλρMP(λ) whose exact expression is given by
c?(x) =

0 x < b−√
(b+−x)(x−b−)+2(2+α) sin−1
(√
x−b−
4
√
1+α
)
−2α tan−1
(√
b+(x−b−)
b−(b+−x)
)
2pi
x ∈ [b−, b+]
1 x > b+
, (27)
where from now on we will consider that M ≥ N which implies 0 ≤ d ≤ 1 or α ∈ [0,∞).
3.3. The deformed Marcˇenko-Pastur law
With the help of the previous analysis we can finally write an exact expression for the
deformed MP law
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Figure 2.
ρ(λ) =
1
2piλ

√
(λ−λ+)(λ−λ0)(λ−λ−)
x−λ Iλ∈[λ−,x] +
√
(λ+−λ)(λ−λ0)(λ−λ−)
λ−x Iλ∈[λ0,λ+] c > c?(x)√
(λ−λ+)(λ0−λ)(λ−λ−)
λ−x Iλ∈[λ−,λ0] +
√
(λ+−λ)(λ−λ0)(λ−λ−)
λ−x Iλ∈[x,λ+] c < c?(x)
.(28)
This expression is simplified significantly when all eigenvalues are either to the left or to
the right of the barrier. From the point of view of the roots of P3(λ) this algebraically
corresponds to having ∆ = 0 and ∆0 6= 0, which implies in turn to have a double root
and a single root, viz.
λ1(α, x, ω) =
α2(α + 2) + x2(α + 2ω + 2) + x (−2α2 + 4α(ω + 2) + 8(ω + 1))
α(α + 16) + x2 − 2x(α + 6ω + 2) + 16 , (29)
λ2(α, x, ω) =
−4(2α + x+ 4) (α2 + 2x(α + 2ω + 2)) + 9α2x+ (2α + x+ 4)3
α(α + 16) + x2 − 2x(α + 6ω + 2) + 16 , (30)
respectively. Here ω must be chosen so that either ω = ω0 (corresponding to all
eigenvalues to the right) or ω = ω+ (corresponding to all eigenvalues to the left). Notice
that graphically the root that doubles corresponds to the ones attached to the barrier.
Thus for c = 1 we have that λ+ = λ0 (so that the upper blob disappears) while for
c = 0 we have that λ− = λ0. All in all, the following equations summarise the results.
The spectral density for all eigenvalues to the left or to the right of the barrier x has
the following form
ρL(λ) =
{
ρMP(λ) x ≥ b+(α)
1
2piλ
√
(λ−`L(α,x))
x−λ |λ− uL(α, x)| Iλ∈[`L(α,x),x] x ≤ b+(α)
, (31)
and
ρR(λ) =
{
ρMP(λ) x ≤ b−(α)
1
2piλ
√
uR(α,x)−λ
λ−x |λ− `R(α, x)| Iλ∈[x,uR(α,x)] x ≥ b−(α)
, (32)
respectively, and it agrees with the results already presented in [4]. Here we have used
the following definitions:
uL(α, x) =
α2(α + 2) + x2(α + 2ω+ + 2) + x (−2α2 + 4α(ω+ + 2) + 8(ω+ + 1))
α(α + 16) + x2 − 2x(α + 6ω+ + 2) + 16 , (33)
10
`L(α, x) = λ−(α, x, ω+(α, x)) , (34)
`R(α, x) =
α2(α + 2) + x2(α + 2ω0 + 2) + x (−2α2 + 4α(ω0 + 2) + 8(ω0 + 1))
α(α + 16) + x2 − 2x(α + 6ω0 + 2) + 16 , (35)
uR(α, x) = λ+(α, x, ω0(α, x)) . (36)
We are finally left to obtain an expression relating the parameter ω with the fraction c
of eigenvalues to the left of the barrier x. This is done simply by integrating over the
first blob in the deformed MP laws given by eqs. (28). The corresponding integral can
be expressed in terms of elliptic integrals. After a lengthy and tedious derivation one
eventually arrives at:
c(α, x, w) =
1
2pi
√
(a− c)(b− d)
[
(a− c)(b− d)E (k)− (a− d)
(
(a− c)K (k) (37)
− (a+ b− c+ d)Π
(
d− c
a− c, k
)
+ 2bΠ
(
a(d− c)
d(a− c) , k
))]
, (38)
for c > c?(x) and with a = λ+, b = λ0 c = x, and d = λ−. For c < c?(x) we obtain
instead
c(α, x, w) =
1
b
√
(a− c)(b− d)
[
(b− c)
(
− (2a− b)(b− d)K (k)
+ b(a− b+ c+ d)Π
(
c− d
b− d, k
)
− 2adΠ
(
b(c− d)
c(b− d) , k
))
+ b(a− c)(b− d)E (k)
]
, (39)
with a = λ+, b = x, c = λ0, and d = λ−. In both cases k =
√
(a−b)(c−d)
(a−c)(b−d) is the elliptic
modulus, while K(k), E(k), and Π(n, k) correspond to the complete elliptic integrals
of the first second and third kind, respectively. In plot Figure 3 we show an example
of c as a function of ω and contrast it with the numerical integration of the deformed
spectral density.
We have now all the necessary expressions to plot the deformed MP laws. This is shown
in Figure 4 where we plot the exact expressions together with Monte Carlo simulations
for decreasing values of c from left to right.
3.4. Evaluating the action and the rate function at the saddle point
Using the saddle point eq. (5), the action evaluated at the saddle point takes the
following form
A0(c, x) = 1
2
∫
dλρ(λ)(λ− α ln(λ))− 1
2
B1c− 1
2
B2 . (40)
It is possible to obtain integral expressions for the contants B1, B2 and for the first term
in formula (40) in terms of the resolvent. Indeed, the first term of (40) corresponds to
the combination of the first moment of ρ(λ) and the average 〈ln(λ)〉ρ. The first moment
can be obtained by an expansion of the resolvent S(z) in inverse powers of z , viz.
S(z) =
∑∞
`=0
µ`
z`+1
with µ` =
∫
dλρ(λ)λ`. In our case we have that µ1 = 1 + α− xω. To
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Figure 3. Plot of c vs ω for x = 3 and α = 2. Here we compare the theoretical
expressions given in the text (solid red lines) with the numerical evaluation of the
integral defintion of c in terms of the constrained spectral density (solid blue circles)
Figure 4. Deformed MP laws for x = 2 and α = 2 corresponding to the value
c?(α, x) = 0.362418. The green filled part corresponds to MC simulations withN = 600
and with 105 MC steps for thermalising and 105 MC steps for gathering all eigenvalues
every 100 MC steps. The eigenvalues have been distributed to each site of the barrier
to achieve the desired fraction c that, from left to right, corresponds to the following
values c = 1, 5/6, 1/6 and 1.
derive an formula for 〈ln(λ)〉ρ we do the following trick: integrating the resolvent in the
interval z ∈ [0, λ−] yields:∫
dλρ(λ) ln |λ| =
∫
dλρ(λ) ln |λ− − λ| −
∫ λ−
0
dzS+(z) . (41)
Moreover, taking λ = λ− at the saddle-point equation (5) and after combining both
expressions results into the formula∫
dλρ(λ) ln (λ) =
1
2
[B1 +B2 + λ− − α ln(λ−)]−
∫ λ−
0
dzS+(z) . (42)
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Figure 5. Density plot of the rate function in the (x, ω)−plane and the (x, c)−plane
for α = 2
All in all, the first term in (40) can be expressed as
1
2
∫
dλρ(λ)(λ− α ln(λ)) = 1 + α− xω
2
− α
4
[
B1 +B2 + λ− − α ln(λ−)− 2
∫ λ−
0
dzS+(z)
]
. (43)
A similar analysis can be done to express the constants B1 and B2 in terms of the
resolvent. Combining these results the final expression for the action is:
A0(c, x) = 1 + α− xω
2
− α
4
(
λ− − α ln(λ−)− 2
∫ λ−
0
dzS+(z)
)
− 1
2
(
c+
α
2
)(
x− λ0 + α ln(λ0/x) + 2
∫ λ0
x
dzS−(z)
)
(44)
− 1
2
(
1 +
α
2
)(
−λ+ + (2 + α) ln(λ+)− 2
∫ ∞
λ+
[
S−(z)− 1
z
])
,
which is valid for c > c? and c < c?. The rate function is just Ψ(c, x) =
1
2
(A0(c, x)− Ω0)
with
Ω0 =
1
2
(
α2 ln
(
α
α + 1
)
+ 3α− (2α + 1) ln(α + 1) + 3
)
. (45)
As shown in [20, 21] one can obtain an exact expression of the action (44) in terms
of elliptic integrals (see Appendix A). In Figure 5 we present a density plot of the
expression (44) in terms of the pair of variables (x, c).
Finally, we can extract the rate functions of the smallest and largest eigenvalues from
Ψ(c, x). Let us denote as Ψ
(±)
M (x) and Ψ
(±)
m (x) the left (minus sign) and right (plus sign)
rate functions of the largest and smallest eigenvalue, respectively. Indeed, it can be
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Figure 6. Comparison between Ψ(c, x) for the extreme values (green filled circles)
according to the formulas (46-49) and the results obtained in [8,12,22] (solid red lines).
The plots have been done by choosing α = 2.
shown that
Ψ(−)m (x) = lim
c→0+
Ψ(c, x)
c
, x ≤ b−(α) , (46)
Ψ(+)m (x) = lim
c→0+
Ψ(c, x) , x ≥ b−(α) , (47)
and
Ψ
(−)
M (x) = lim
c→1−
Ψ(c, x) , x ≤ b+(α) , (48)
Ψ
(+)
M (x) = lim
c→1−
Ψ(c, x)
1− c , x ≥ b+(α) . (49)
where the expressions of Ψ
(±)
M (x) and Ψ
(±)
m (x) correspond to those reported in [8,12,22].
In Figure 3.4 we present a comparison of the left hand side and right hand side of
Equations (46-49).
4. Monte Carlo Simulations
We have compared our results with Monte Carlo simulations of the Coulomb fluid by
first equilibrating it using Metropolis algorithm and then generating equilibrium samples
to estimate averages. If we denote 〈· · ·〉MC as averages over the Monte Carlo Markov
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Figure 7. Left: Rate function vs c for α = 2 and x = 2 and comparison with
simulations with N = 500, with time window for relaxation of 10000 steps and average
over a window of 10000 MC steps. Right: Rate function vs x for c = 7/10 and
comparison with Monte Carlo simulations. The latter have been performed with
N = 500 and Nleft = 350 and with the same time windows as before for thermalising
and averaging
Chain, then the action can be estimated as:
A0(c, x) = 1
N2
[〈F (y)〉MC + uN lnN +N(N − 1) lnN ] . (50)
In Figure 7, we show a comparison between the exact result (solid lines) together the
estimates resulting from Monte Carlo simulations (orange filled triangles). The plot on
the right panel corresponds to fixing a value of c. From the point of view of the Monte
Carlo simulation this is achieved by putting a number Nleft of eigenvalues to the left of
the barrier at x out of a total N such that c = Nleft/N . Then the Metropolis algorithm
is implemented as normally but eigenvalues are not allowed to cross the barrier. This
is precisely the method that was used to generate the histograms of the deformed MP
law appearing in Figure 4.
5. Conclusions
In this work we have presented a unified way to obtain the large deviations of extreme
and bulk eigenvalues of the Wishart-Laguerre ensemble. Using the fluid Coulomb picture
we are able to derive a rate function Ψ(c, x) depending on two variables: the fraction
of eigenvalues c to the left of the barrier at position x. It was noted that if we fix x
and vary c, Ψ(c, x) gives information about the large deviations of the SIN. On the
other hand, if we fix c = k/N and vary x we obtain the large deviations of the k-th
eigenvalue, particularly when k = 1 for the smallest eigenvalue [12] and k = N for the
largest [8, 22]. We have contrasted our results with Monte Carlo simulations showing
perfect agreement.
It would be interesting to see how this method applies and generalises the work done in
the Jacobi ensemble (see for instance [19]). This line of inquiry is currently under way.
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Appendix A. Action in terms of elliptic integrals
We first recall all the previous results for the integrals of the resolvent in terms of elliptic
integrals¶. We divide them into the two cases. For c > c? we have that
A0(c, x) = 1 + α− xω
2
+
α
4
(
α ln(λ−) + I˜1(λ+, λ0, x, λ−)
)
+
1
2
(
c+
α
2
)
K1(λ+, λ0, x, λ−)
− 1
2
(
1 +
α
2
)(
−λ+ + (2 + α) ln(λ+) + I˜(λ+, λ0, x, λ−)
)
,
¶ For this the book of [26] is extremely useful.
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with the following definitions
I˜1(a, b, c, d) =
(a+ 2b− c)(c− d)√
(a− c)(b− d) F (θ1, k) +
√
(a− c)(b− d)E (θ1, k)
+
(d− c)(a+ b− c+ d)√
(a− c)(b− d) Π
(
θ1, α˜
2, k
)
+
(a− d)(d− b)√
(a− c)(b− d)
cn (F (θ1, k) , k) dn (F (θ1, k) , k) sn (F (θ1, k) , k)
1− α˜2sn2 (F (θ1, k) , k)
− 2ab(c− d)
c
√
(a− c)(b− d)Π
(
θ1,
d(b− c)
c(b− d) , k
)
+
√
abd
c
ln
4abc
abc+ abd− acd− bcd ,
K1(a, b, c, d) =
1
c
√
(a− c)(b− d)
[
c(c− a)(b− d)E (k)
− (c− d)
(
c(b− d)K (k) + c(a+ b− c+ d)Π
(
b− c
b− d, k
)
− 2abΠ
(
(b− c)d
c(b− d) , k
))]
,
I˜(a, b, c, d) = − 1
2
√
(a− c)(b− d)
[
2(a− b)(a− c+ 2d)F (θ2, k)
+ 2(a− c)(b− d)E (θ2, k)− 2(a− b)(a+ b− c+ d)Π
(
θ2,
b− c
a− c, k
)
+ 4d(b− a)Π
(
θ2,
b(a− d)
a(b− d) , k
)
+
√
(a− c)(b− d)
(
(a+ b− c+ d) ln
(
4a
a+ b− c− d
)
− a− b+ c+ d
)]
,
θ1 = sin
−1
√
(a− c)d
(a− d)c , k
2 =
(b− c)(a− d)
(a− c)(b− d) , θ2 = sin
−1
(√
b− d
a− d
)
.
The expression for the action for the case c < c? is almost similar to the previous one.
We just need to replace the function K1 → −K2 and write
A0(c, x) = 1 + α− xω
2
+
α
4
(
α ln(λ−) + I˜1(λ+, λ0, x, λ−)
)
− 1
2
(
c+
α
2
)
K2(λ+, x, λ0, λ−)
− 1
2
(
1 +
α
2
)(
−λ+ + (2 + α) ln(λ+) + I˜(λ+, λ0, x, λ−)
)
with
K2(a, b, c, d) =
1√
(a− c)(b− d)
[
(c− d)
(
(b− d)K (k) + (a− b+ c+ d)Π
(
b− c
b− d, k
)
−2aΠ
(
(b− c)d
c(b− d) , k
))
+ (a− c)(b− d)E (k)
]
, k2 =
(b− c)(a− d)
(a− c)(b− d)
