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This thesis presents a study on the use of vocal source related features in speaker 
recognition. Conventional speaker recognition systems typically employ vocal tract 
features, e.g., Mel-frequency cepstral coefficients (MFCC). These features are closely 
related to the acoustic-phonetic content of speech signals. Under the statistical 
modeling framework, the speaker model and the test utterance may be content-biased, 
depending on the nature of the task and the amount of data. In applications such as 
speaker segmentation, short speech segments are often encountered. The content 
mismatch between the speaker model and the speech tends to affect the correctness of 
classification. 
The vocal source features being studied, named wavelet octave coefficients of 
residues (WOCOR), are extracted by time-frequency analysis of the linear predictive 
(LP) residual signals. We have carried out a series of two-speaker recognition 
experiments to analyze the speaker discrimination power of WOCOR in comparison 
with MFCC. With text-dependent data, both speaker models and test speech are 
content-specific. In this case, WOCOR is found to be less content-sensitive than 
MFCC, and thus more discriminative when there is a content mismatch. With 
text-independent data, a short speech segment contains only a few phonemes. When 
the amount of training data is limited, WOCOR is more discriminative than MFCC. 
The advantages of WOCOR are exploited in speaker segmentation, in which 
statistical speaker models need to be built upon short speech segments. Experimental 
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1.1 Speaker recognition 
Biometric authentication refers to the process of recognizing a person's identity based 
on one or more biometric features of a person. Speaker recognition is one way of the 
biometric authentication which exploits the individuality of human voice. Other useful 
biometrics include iris, retina, face and fingerprint. Different biometric features have 
their own strengths and weakness in term of robustness, distinctiveness, accessibility 
and acceptability [1]. 
Speaker recognition is regarded as one of the most natural and economic means 
of biometric authentication technologies. This technology has many security 
applications, for instances, access control to buildings or data networks, telephone 
credit card purchases and forensic voice samples matching [1]. Recently, speaker 
recognition is also applied to audio indexing of multimedia content [19]. 
Speaker recognition can be categorized into three different applications: speaker 
verification, speaker identification and speaker segmentation. Speaker verification is 
to determine whether an unknown utterance comes from a claimed speaker. There are 
two possible decisions: 1)，accepting the utterance being from the claimed speaker; 2)， 
rejecting it as being from an imposter [25]. Speaker identification is to determine the 
identity of the speaker given an utterance. In closed-set identification, it is assumed 
that the true speaker is one of the registered speakers. In open-set identification, the 
speaker can be out of the registered speakers, and a rejection decision is possible. The 
open-set identification can be considered as a combination of identification and 
verification [2]. Speaker segmentation is to divide a speech signal into homogenous 
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regions, each of which contains the speech of one speaker. A speaker might talk at 
multiple instants and a speaker segmentation system must be able to group similar 
segments into clusters, each of which represents a specific speaker [16]. 
In this thesis, we are interested in speaker segmentation. Compared with speaker 
identification and speaker verification, speaker segmentation faces greater challenge. 
The utterance is composed of a large number of relatively short speech segments from 
different speakers. This implies a relatively limited amount of data to model the 
speakers. Prior knowledge about the speakers is not given and no training data is 
provided. As will be discussed below, the performance of a speaker recognition 
system depends greatly on the amount of training data. In addition, the system needs 
to determine when there is a change of speaker, and to determine the number of 
speakers in the utterance. In speaker verification/identification, only a single speaker 
presents in the utterance. 




Speech ~ • extraction — ^ classification ~ • Decision 
Figure 1.1 the general process of speaker recognition 
Speaker recognition process generally involves feature extraction and pattern 
classification as shown in Figure 1.1 [2]. Feature extraction is to abstract 
speaker-specific information from the input speech, which is represented by a 
sequence of feature vectors. The most commonly used features are the mel-frequency 
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cepstral coefficient (MFCC) or linear predictive cepstral coefficient (LPCC) [3] [5]. 
Both MFCC and LPCC carry acoustic-phonetic information, which is useful for 
speech recognition. It has been shown that MFCC and LPCC work quite well in 
speaker recognition [2]. 
In speaker recognition, each speaker is considered as a class of feature vectors. 
Pattern classification is to determine the class to which the feature vectors belong. In 
the approach of statistical modeling, each class is represented by a statistical model. 
The variation of features is described by a statistical distribution [56]. Given an input 
utterance, we can calculate the probabilistic likelihood with respect to the statistical 
model of a class. The likelihood measures the closeness of the utterance to the model. 
In speaker verification, there are two models for decision making: a client model that 
represents the claimed speaker; an imposter model that represents all alternative 
speakers. A higher likelihood from the client model implies that the input utterance is 
spoken by the claimed speaker. Otherwise, the system would reject the speaker [25]. 
In speaker identification, the system compares the likelihoods calculated from all 
registered speaker models and finds the one with the highest likelihood [2]. In speaker 
segmentation, there are two hypotheses: hypothesis 0 represents that no speaker 
transition is present in the utterance; hypothesis 1 represents that a speaker transition 
is present in the utterance. We can model the hypothesis 0 and hypothesis 1 by two 
statistical models HO and HI respectively. Then we compare the likelihoods from HO 
and HI. If HO has a higher likelihood, no speaker transition is detected; otherwise, a 
speaker transition is assumed [16]. 
There are two factors determining the performance of a speaker recognition 




A statistical model describes the distribution of features in a pattern class. In speaker 
recognition, each class represents a speaker; feature vectors computed from the 
speaker's training utterances are used to estimate the distribution. If the distribution of 
a class is simple, a single mixture model with a few parameters would be adequate 
and a smaller number of training samples is required for model training [56]. Human 
speech contains different phonemes and each phoneme carries speaker specific 
characteristics. Human speech production is a complicated process that requires 
complicated statistical distribution with multiple densities functions [25]. 
Multi-mixture model is more suitable to model the complex distribution of the speech 
features [43], but it requires a greater number of parameters and hence a greater 
amount of training data [56]. 
Acoustic features 
A speaker recognition system is supposed to exploit the speaker specific aspects of 
speech signals. Statistical speaker models are trained to characterize the speaker [22]. 
In addition to speaker-specific information, the feature vectors contain linguistic 
information as well [5]. It is inevitable that such linguistic information is also 
represented by the speaker model [22]. In order to describe the speaker characteristics 
without content bias, we need a set of phonetically balanced feature vectors to train 
the models. In this way, speaker recognition becomes independent of the content. 
Otherwise, if the models are phonetically biased, the effectiveness of recognition 
depends on the condition of content match/mismatch between the speaker models and 
the test utterances. 
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1.3 Motivations 
The problem of content mismatch 
MFCC and LPCC are intended to describe the phonetic content of speech. If 
such content-sensitive features are computed from a training set of content unbalanced 
speech data, content-biased statistical speaker models would be obtained. If the 
content of the test utterance does not match that of the model, speaker recognition is 
not favorable. This problem can be illustrated by the following example. 
Suppose that the training data of the target speaker (speaker a) contains the 
content ‘A，，while the test utterance of speaker a has the content 'B'; Worse still, 
the training data of another speaker (speaker P ) has the content 'B'. Both the 
statistical model of speaker a and the test utterance contain speaker identity of 
speaker a while the statistical model of speaker P contains speaker identity of 
speaker^. However, the content of test utterance matches that of speaker/?, but it 
does not match the content of the target speaker model. The speaker identity 
information tries to bring the statistical model of speaker a and the test utterance 
together and to separate the statistical model of speaker /3 from the test utterance. 
Meanwhile, the content information tries to bring statistical model of speaker p and 
the test utterance together and to separate the statistical model of speaker a from the 
test utterance. 
Clearly, the recognition is a tug of war. It depends on the "strength" of the 
speaker information and the content information contained in the features. Both 
information are reflected in the speaker models [22]. If the content information 
dominates, it will lead to incorrect speaker recognition. On the contrary, if the speaker 
information dominates, it will lead to correct speaker recognition. 
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Acoustic features that are less content-dependent 
Having a wide and balanced phonetic content is not practical in some speaker 
recognition applications. It is desirable to make the statistical speaker models less 
dependent on the phonetic coverage by using alternative acoustic features. In these “ 
features, the speaker identity information is expected to be "stronger" than phonetic 
content. 
MFCC and LPCC capture the vocal tract information for speaker recognition. 
The vocal tract related features contain mainly information for phoneme classification. 
Hence, the content-mismatch problem can adversely affect the performance of 
speaker recognition in which the phonetic coverage is limited. We believe that vocal 
source related features, being potentially less content-dependent in theory, would lead 
to a better performance in such applications. 
This thesis is based on the work of Zheng [6] in applying vocal source related 
features in speaker recognition. Zheng proposed a time-frequency analysis technique 
to capture the spectra-temporal characteristics from the linear predictive (LP) residual 
signal. The LP residual signal is considered to be an approximation of vocal excitation 
source [7]. The so-called Wavelet Octave Coefficients of Residues (WOCOR) are 
finally derived from the LP residual signal [6]. Experimental results showed that 
WOCOR effectively captures the speaker-specific spectra-temporal characteristics of 
the LP residual signal and complements the MFCC features in speaker identification 
and verification [6]. Since vocal excitation is believed to be more content independent, 
the problem of content-mismatch could be alleviated. 
1.4 Thesis outline 
Firstly, we have a review of acoustic features for speaker recognition in Chapter 
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2. Both vocal source and vocal tract related features will be discussed. The statistical 
modeling techniques will be reviewed in Chapter 3. 
Based on the discussion in Chapter 2, we study the content sensitivity of the 
vocal tract related MFCC and the vocal source related WOCOR in Chapter 4. 
Extensive experimental studies are dedicated to compare the discriminative power of 
MFCC and WOCOR under different content-mismatch conditions with 
text-dependent data. 
Furthermore, experiments in Chapter 6 further study the discriminative power of 
MFCC and WOCOR in text-independent data. We compare the error rates of MFCC 
and WOCOR in two-speaker recognitions with the amount of modeling data 
controlled. 
In these experiments, we compare 
1. Content dependency between MFCC and WOCOR in text-dependent data 
2. Discriminative power between MFCC and WOCOR in text-independent data 
A baseline speaker segmentation system is described in Chapter 5. We also 
identify the factors haunting the performance of speaker classification in 
conversations in which frequent transitions of speakers are common. 





speech production includes the processes of respiration, phonation and articulation. 
Speech is generated as modulated air pressure with certain temporal and spectral 
structures. Not only carrying linguistic information for communication, speech also 
contains information about the speakers' personal characteristics. 
Section 2.1 reviews the acoustical model of speech production. Section 2.2 
discusses the contribution of vocal source related feature and vocal tract related 
feature to speaker recognition. Section 2.3 reviews the widely adopted techniques of 
speech analysis that deals with the vocal source and the vocal tract separately. Section 
2.4 describes the feature extraction techniques for speaker recognition. Section 2.5 
describes the Wavelet Octave Coefficients of Residues (WOCOR) which is a vocal 
source related feature for speaker recognition. 
2-1 Speech production 
2.1.1 Physiology of speech production 
Speech production is an activity that involves the coordination of three functionally 
distinct systems: 1) lung; 2) larynx; 3) vocal tract (Figure 2.1). Respectively, the 
process of speech production can be divided into three phases: 1) respiration; 2) 
phonation; and 3) articulation. This section presents a brief review of the three phases 
of speech production. More detailed descriptions can be found in a number of 
references [5] [26] [27]. 
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Respiration 
The respiration provides the air stream and serves as the primary source for phonation. 
During speaking, air is released steadily and the duration of exhalation is roughly 
equal to the length of a sentence or phrase [5] [26] [27]. 
Phonation 
Phonation changes the steady air stream into quasi-periodic pulses which are rich in 
harmonic structures. The larynx is located at the pharynx that selectively obstructs the 
air flow from the lung through the pair of vocal cords. The vocal cords consist of two 
masses of flesh, ligament and muscle, which stretch between the front and back of the 
larynx. The cords are about 15 mm long in men and 13 mm long in women [26]. The 
slit-like opening between the two cords is referred to as "glottis". 
The vocal cords have three states: breathing, voiced and unvoiced [27]. In the 
breathing state, the vocal cords are relaxed and the glottis is wide open. The air from 
the lungs flows freely through the glottis with negligible hindrance. For speech 
production, there is an obstruction of the air flow by the vocal cords. In the unvoiced 
state, the glottis is closed with only a small opening. This constrains the air flow and 
creates a turbulent noise from which aspiration or whisper speech is produced. In the 
voiced state, the vocal cords contract and are brought close together. It closes the 
glottis and the increased tension causes oscillation of the cords. A sequence of glottal 
pulses is generated when the airflow makes its way through the obstruction. Thus, the 
voiced sound is produced. The rate of the periodic phonation - the vibration of the 
vocal cords - is the fundamental frequency (FO), of the speech signal [5]. 
There are three major types of phonation in normal speech: modal, vocal fry and 
falsetto (Figure 2.2) [26] [27]. The modal voice is caused by a gradual opening and an 
abrupt closing of the vocal cords, which results in an asymmetric glottal pulse. It 
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occurs most frequently in normal phonation. The vocal fry is also called as pulse 
register, which occurs in almost every utterance of some speakers. It is characterized 
as very low and irregular FO, with very long glottal-close phase. The falsetto is called 
loft register, which happens rarer than vocal fry in normal speech, but often observed 
in singing, shouting, and gentler activities such as yodeling, giggling, and laughing. It 
is often identified with high FO, when the vocal cords often do not close completely 
due to the very fast vibration [26] [27]. 
In addition to the normal types of voice, another two voice types are: 1) breathy 
voice, in which part of the vocal cords keeps nearly fixed and somewhat open to 
produce turbulence and part of the vocal cords vibrates; and 2) creaky voice, in which 
the vocal cords are tightly closed, allowing only a small part to vibrate. The breathy 
voice is often accompanied with falsetto where the vocal cords are not completely 
closed. Creaky voice is a mixture of modal and vocal fry [26]. 
Articulation 
Articulation modulates the air stream from the larynx into different temporal and 
spectral structures, and hence different categories of sounds. The vocal tract, including 
the oral and nasal cavities, shapes the spectrum of the glottal flow produced from the 
vocal cords. The systematic movement of the articulators, such as tongue, lips, velum 
and palate, gives different acoustic resonances. The resonance structure also named as 
formant is closely related to the phonetic properties [5] [26] [27]. 
The vocal tract system can be regarded as a filter with time-varying 
configurations. As the air flow passes through the vocal tract, the filter passes the 
energy around the formant frequencies, and attenuates the energy around the 
anti-resonances between the formants. Finally, the air flow is emitted at the lips and or 
nostrils [5] [27]. 
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Figure 2.1 cross sectional view of speech production after Thomas F. Quatieri [25] 
modal falsetto vocal fry _AA AA 
Moderate FO, HighFO, LowFO, 
Moderate duration of Very short close phase Very long close phase 
close phase 1-3 overlapping pulses 
Figure 2.2 the three principal types voice register [25] 
2.1.2 Source-filter model 
Speech production can be described simplistically as an excitation source modulated 
by the vocal tract system and radiated through the lips and/or the nostrils. Let the 
glottal excitation signal be u(n), which is a sequence of glottal pulses, and the vocal 
tract filter be V(z). Such a source-filter system is illustrated as in Figure 2.3[4]. 
There are two types of excitation: unvoiced and voiced excitations. The unvoiced 
excitation is modeled as a Gaussian white noise, which has a flat spectrum. The 
voiced excitation is modeled as periodic impulse sequence exciting a low-pass filter 
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G(z) to generate a glottal waveform g(n). Figure 2.4 shows the glottal waveform of a 
typical modal voice. The spectrum of g(n) has rich harmonics with a decaying slope 
of -12dB/octave. G(z) can be approximated by an all-pole model. For example, G(z) 
of a modal phonation can be approximated by an two-pole model [4] [30], i.e., 
则 二 =rT (2.1) 
If we want to model a breathy phonation, an extra pole will be required, i.e., 
Giz) = i — — i r- (2.2) 
The extra pole results in a steeper spectral shape (-18dB/octave) [31]. 
The vocal tract can be approximated as a series of concatenated tubes with 
uneven cross-sectional areas [28]. The first tube starts at the glottis and the last tube 
ends at the lips and/or the nostrils. The number of tubes and the diameter and length 
of each tube, which determine the acoustic resonance and anti-resonance of the tubes, 
change with the manner and the place of articulation. In the source-filter model, the 
concatenated tubes are assumed to be characterized by an all-pole model with the 
following transfer function [4] 
… ) = - 4 = - J T - ^ ( 2 . 3 ) 
i=l 1=1 
Since it is a function with real coefficients, the poles in (2.3) always appear as 
conjugate pairs. Each pair corresponds to a formant in the speech spectrum. A typical 
pair of complex conjugate poles would be 土双F ' r，w h e r e F. is the formant 
frequency and cr. /^ is its bandwidth. 
Thus the z-domain representation of voiced speech production can be written as 
S(z) = A^G(z)V(z) (2.4) 
It should be noted that the vocal source excitation and the vocal tract interact with 
each other. For instance, the glottal flow during its open phase has an effect on the 
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lower formants by widening the formant bandwidth. On the other hand, the first 
formant introduced perturbation or ripple in the flow [32]. Nevertheless, the 
source-tract interaction plays a minor role in speech production and has been ignored 
in most speech analysis and application. The independence simplifies the model and 
facilitates independent analysis of the glottal system. The glottal excitation estimation 
can be achieved by inverse filtering. The filter coefficients can be estimated, for 
example, via linear predictive analysis, within the glottal phase [4]. 
� 
I^ JE s^e Glottal pulse g(n) A 
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generator 丫 An 
Figure 2.3 Acoustic model of speech production [4] 
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Figure 2.4 Simulation of a typical glottal pulse sequence waveform and its Fourier spectrum 
The glottal pulse is simulated by integrating the L-F model waveform [29] comparison of MFCC, vocal 
source feature, WOCOR, early LPC residual, pitch 
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2.2 Vocal tract and vocal source related 
acoustic features 
Different configurations of articulators give different sounds [11]. The vocal tract 
configurations are acoustically related to the formant structure. The formant structures 
are relatively stable within a particular phoneme. Thus, the features derived from the 
vocal tract spectrum carry useful phonetic information for speech recognition [44]. On 
the other hand, vocal tract is speaker dependent. Different speakers may have their 
own styles of articulation. This results in inter-speaker variations in speech spectrum, 
which can be exploited in speaker recognition [5]. 
The vocal source excitation carries speaker characteristics as well as linguistic 
information. The linguistic information includes mainly voiced/unvoiced 
classification, intonation and lexical tones in tonal languages [31]. Compared with the 
formant structures of the vocal tract, this information is believed to be less useful in 
phonetic classification. In other words, vocal source excitation is considered to be less 
content-dependent. Speaker characteristics are reflected mainly by phonation 
characteristics which are closely related to speech quality. Different speakers have 
different phonation characteristics such as modal, breathy, creaky, harsh, etc [9]. As a 
result, the spectral and temporal characteristics of the vocal source excitation contain 
useful information about speaker identity [7]. 
The use of vocal source features in speaker recognition has not been as 
successful as vocal tract features [45]. One of the main reasons is that vocal source 
excitation is difficult to be estimated accurately in practical applications. Moreover, 
the property of being less content-dependent might not be an advantage in practical 
speaker verification/identification applications where text-independent data is used. 
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Because text-independent data is very likely content balanced, the negative effect of 
content mismatch may not be noticeable. 
Researchers have been looking for effective feature extraction technique to 
represent vocal source excitation. Newly developed vocal source features improved 
speaker verification/identification significantly when being used in conjunction with 
vocal tract features [6] [7] [33] [46]. 
2.3 Linear predictive analysis of speech 
Source-filter model portrays that speech production is the excitation of a series of 
vocal tract filters by a sequence of glottal pulses. The speech signal is generated by 
time-domain convolution of the excitation impulses and the impulse response of the 
filter. When performing speech analysis, we want to do the reverse process: derive the 
excitation impulses and the filter parameters from the speech signal [4]. Some signal 
processing methods have been developed to separate the vocal tract and vocal source 
related information from the speech signal. The LP analysis technique is presented 
here [4]. It is assumed that the vocal tract system can be approximated by an all-pole 
model [30] 
H � = 么 = (2.5) 
k=\ 
In the z-domain, speech production can be written as 
S(z)=^U(z)H(z) (2.6) 
The corresponding time domain relation is given by [30] 
p s(n) = ^ a^s(n -k) + u{n) (2.7) 
k=\ 
where u(n) and U(z) correspond to the source excitation. The linear predictive 
analysis assumes that the current sample of the signal is the linear combination of the 
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previous samples, i.e. 
p s{n) = ^ a ^ s ( n - k ) (2.8) 
k=\ 
where d^  are the prediction coefficients and can be estimated with the method of 
autocorrelation and covariance analysis [4] [30]. 
The predictive error is given as 
e{n) = s(n)-s{n) (2.9) 
e(n) is called the LP residual signal. The all-pole model for generating speech signal is 
called the synthesis model and its inverse for source and tract separation is called the 
analysis model (Figure 2.5) [4] [30]. 
The LP analysis employs the minimum error criterion to estimate the filter 
coefficients [30]. The coefficients are optimized to reduce the squared error e{nf • 
Feature parameters derived from e(n) and are orthogonal to each other. 
In order to separate the glottal excitation from the vocal tract modulation, it is 
required to perform LP analysis during the glottal closing interval, where the glottal 
flow is zero, so that the estimated LP coefficients can best represent the vocal tract 
system [37]. The glottal source signal can be obtained by inverse filtering the voiced 
speech signal [4] [37]. 
'似 ^ ^ _ • R e s . e(w) 
(a) (b) 
Figure 2.5 Synthesis (a) and analysis model (b) of speech 
2.4 Features for speaker recognition 
In speaker recognition, feature extraction aims to capture speaker identity 
characteristics from input speech. Speaker identity related features can be extracted 
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from both vocal tract system and vocal source excitation. The features from vocal 
tract are obtained by spectral analysis of the speech signal. They describe the shape of 
the spectral envelope, i.e., the formant structure. The features from vocal source 
excitation are from the time and frequency-domain properties of the glottal pulse 
waveform. 
2.4.1 Vocal tract related features 
There are two major techniques of extracting short-time spectral features: linear 
predictive analysis and short-time Fourier Transform (STFT). Respectively, we have 
two kinds of vocal tract features: linear predictive cepstral coefficients (LPCC) and 
mel-frequency cepstral coefficients (MFCC) [44]. 
LPCC 
The all-pole model 1/1 A{z) f provides an estimate of the short-time spectral envelope 
when p is relatively small (10-16 for speech signal). The LP coefficients can be 
further transformed into cepstral domain. The cepstral coefficients represent the 
inverse Fourier transform of the log power spectrum. They can be derived from the LP 
coefficients using the following recursive procedures [9]: 




One of the advantages of cepstral coefficients is that it incorporates the nonlinear 
compression of the energy- log | S(z) P , which corresponds to human auditory 
perception. More importantly, the cepstral coefficients have been found to be more 
robust than LP filter coefficients [44]. Distortion induced by microphone and 
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transmission channels can be reduced by cepstral mean normalization [9] [40]. 
MFCC 
Mel-frequency cepstral coefficient (MFCC) is based on short-time Fourier transform 
followed by filter-bank analysis [44]. The perceptually motivated frequency band 
structure, e.g., Mel-scale or Bark scale, are commonly adopted [5][44]. The smoothed 
power spectrum is then transformed into cepstral coefficients. The flow of MFCC 
feature extraction process is shown in Figure 2.6 [44]. 
Speech waveform * Mel-scale filter band 
J r 
Preemphasis �� 









Figure 2.6 MFCC feature extraction process 
Preemphasis: to flatten the speech spectrum using a first-order filter P(z)=l-0.95z"' 
Hamming windowing: to divide the speech signal into overlapped frames. Typically 
a window length of 20-30 ms is used. The sampling interval of each frame is about 
10ms. 
Discrete Fourier Transform (DFT): to transform the speech signal from the time 
domain into the spectral domain. 
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Mel-scale bandpass filtering: to divide the signal bandwidth into a number of bands 
Subband energy compression: to compute the energy in each band 
Discrete Cosine Transform (DCT): to transform the coefficients from the spectral 
domain into the cepstral domain 
2.4.2 Vocal source related features 
In linear prediction analysis, a residual signal can be obtained as the input signal to 
the linear predictive filter. The filter is related to the vocal tract while the residual 
signal can be considered as an approximation of the vocal source excitation [6] [7] [39]. 
The source excitation signal contains speaker-specific information in both time and 
frequency domain [7] [31]. For instance, fundamental frequency is highly related to 
the speaker's gender. The ratio of the open phase to the pitch period, the returning 
time and the pulse peak value may contribute more speaker information [7]. 
Fundamental frequency, cepstral analysis of LP residual signal will be discussed 
below. 
Fundamental frequency 
Pitch period has been considered as one of the most important elements of the glottal 
excitation. Pitch has been found useful for speaker recognition by various experiments 
[12] [13] [14]. However, when the pitch varies significantly between enrollment and 
testing stages, speaker recognition performance would degrade significantly [38]. 
Cepstral analysis of LP residual signal 
Thevenaz [39] investigated the complementary properties of the LP residual signal 
and LP filter coefficients in speaker recognition. The peak values on the cepstrum of 
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the LP residual signal are used as the vocal source feature. Experiments showed that 
these features are not as effective as those derived from the LP filter coefficients，but 
they improved the overall performance of speaker recognition system as a 
complementary feature. 
2.5 Wavelet octave coefficients of residues 
(WOCOR) 
In Zheng [6], it was proposed to apply pitch-synchronous wavelet transform to the LP 
residual signal to derive a set of features related to the spectral and temporal 
information of the vocal source excitation. The features are named WOCOR and 
applied to speaker recognition. Only voiced periods are used to derive WOCOR. It 
was shown that WOCOR complements vocal tract related feature (MFCC and LPCC) 
to improve the performance of speaker verification and identification system. 
The residual signal is generated by linear predictive inverse filtering as 
mentioned in Section 2.3. The phase information can be identified by epoch 
localization. With the phase information, Discrete Wavelet Transform (DWT) is 
applied to an analysis window of two pitch cycles in length. The window shift is 
exactly one pitch cycle [6]. 
The wavelet coefficients are computed by: 
• ’ = ( ^ ) (2.11) 
where a={2'' = 1,2,...4} and Z7=1，2，...’N and N is the window length.平O) is the 
4th order Daubechies wavelet function. e(n) is the linear residual signal which is an 
approximation of the source excitation signal, a and b are called the scaling parameter 
and the translation parameter respectively. Assuming a signal bandwidth of 4000Hz, 
the signal is decomposed into four sub-bands at different octave levels: 2000-4000UZ 
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(/：=!), lOOO-lOOOUz {k=2), 500-1000 (ib=3), 250-500 (^=4). At a specific sub-band, 
the time varying characteristics within the analysis window are measured as the 
translation parameter b changes. 
Thus, DWT is a multi-resolution analysis in which different frequency details are 
represented at different frequency bands. Figure 2.7 shows the reconstructed 
time-domain signal from DWT approximation coefficients at each level and Figure 
2.8 shows the respective frequency spectrum. At each level of DWT analysis, the 
detail coefficients extract the high-resolution information within certain bands from 
the LP residual signal. This leaves the low resolution information at the next level. 
Therefore, as the DWT level increases from level 1 to 4, the sharp edges of the 
reconstructed signal become blurred. 
Wavelet coefficients are grouped as: 
W,={w{2\b)\b = \,2,.-,N] (2.12) 
where N is the window length. Each is an octave group. The WOCOR 
parameters are derived as: 
WOCOR, ={||W,||, k=l’2’...’ K] (2.13) 
where ||*|| denotes the 2-norm operation. WOCOR^ only contains spectral details. 




m = l，2，."，M 
Finally, a feature vector with KxM parameters can be generated as: 
f > 
而 = |K(m)|| 众二 i，2 ’ . ’尤 (2-15) 
s. J 
With multi-level wavelet transform, the pitch-related low frequency information 
and the high frequency information associated with pitch epochs can be captured with 
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different time-frequency resolutions. Pitch synchronization and division of each 
octave group into subgroups enable the analysis of temporal variations of spectral 
components within a pitch period and that over consecutive periods. As a result, 
WOCOR,^ is able to capture the spectral and temporal characteristics of the LP 
residual signal. 
Residual signal 
5000 I , , , , , , , 
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Reconstructed signal from approximation coefficients at level 2 2000 j , , , , , , , 
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Reconstructed signal from approximation coefficients at level 3 
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Reconstructed signal from approximation coefficients at level 4 
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Figure 2.7 reconstructed signals from DWT approximation coefficients at different levels 
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Figure 2.8 the spectrum of reconstructed signal from approximation coefficients at different levels 
23 
Chapter 3 
Statistical approaches to speaker 
recognition 
In the statistical approach to speaker recognition, each speaker is represented by a 
statistical model, which is essentially a parametric distribution of acoustic features. To 
determine the speaker identity, the probabilistic likelihood (likelihood) of the input 
utterance is computed from the pre-trained speaker models. The likelihood serves as 
the criterion for identifying speaker or choosing the most likely hypothesis in making 
decision. 
3-1 Statistical modeling 
3-1-1 Classification and modeling 
Statistical classification is a procedure in which feature vectors are assigned to 
appropriate groups. In a formal way, the problem can be stated as follows: given 
training data{(jfi，;yi)，...，（3f„，3;J}，produce a classifier that maps a feature vector 
3c G X to a classification label ye Y . 
To classify feature vector jc, it is required to compute the posterior probability 
P(C0f I x) which measures how likely the classification label is co-, if the observation 
X is given. P(co. | x) can be computed by Bayes formula: 
尸 _ = 糊 m) (3.1) 
'丨 Pix) 
P(co.) is the prior probability of the class co^ and P(x \co.) is the likelihood function 
which represents the probability distribution of feature vectors in the class (0�. 
Statistical modeling is to obtain an estimate of P{x\co^) from a set of training 
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feature vectors. In speaker recognition, the prior probability is often assumed to be 
equal for all classes and P{x) is a constant for all classes. Hence, P{co. | x) can be 
simplified as 
PicOi I 幻=尸(jf 16J1.)Xconstant (3.2) 
In other words, P{co. | x) is directly proportional to the likelihood f u n c t i o n | co.). 
P{x\co^) is intended to describe the characteristics of features in class (O�. In the 
subsequent sections, we will discuss different forms of P(jc | O).^  and the way of 
estimating it from training data. 
3.1-2 Parametric vs non-parametric 
Parametric methods assume that the distribution of the feature vectors belongs to 
some known families of parameterized distributions, for example, Gaussian 
distribution, Rayleigh distribution, Chi distribution. Gaussian distribution, also known 
as normal distribution, has many applications in solving engineering problems. Given 
enough training samples, a multi-mixture Gaussian can imitate any distributions. 
Non-parametric methods differ from parametric methods in that the model 
structure is not specified. 
Parametric methods require relatively smaller amount of training data and is 
robust if the assumed distribution matches the true distribution. In speaker recognition, 
due to the complexity of human speech, the training samples are relatively limited to 
exhaust all probable occurrences. Parametric methods are more preferable [45]. 
3.1.3 Gaussian mixture model (GMM) 
Gaussian Mixture Model (GMM), being a parametric model, is widely used in 
speaker recognition applications [22]. It assumes that the feature vectors are scattered 
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around the centroids (mean) in a multi-dimensional space and the underlying 
distribution is multi-mixture Gaussian. 
In speaker recognition, pattern classification is formulated based on the 
conditional probabilities given by the speaker model. Given a feature vector , 
P(x, I CO) is the weighted sum of M Gaussian densities Nj {p,j ’ S)): 
M 
Pix,\a)) = Y,y^'jNjix,\jUj,tj) (3.3) y=i 
where 
M 
X w j = l (3.4) 
j=i 
〜 代 為 ） 二 （ 2 幻 丄 丨 £ 去 ( 又 , - f i j ) } (3-5) 
D is the vector dimension, ju^  and S,. are the mean vectors and covariance matrices 
jL —» of the i mixture. The parameters of a GMM include w^，/2,. and S,. • They can be 
estimated from the training data using iterative Expectation-Maximization (EM) 
algorithm [22]. 
The likelihood of a sequence of independent feature 
vectors X derived from an utterance is given by: 
logp{X\ CO) = j]\ogp{x,\a)) ( 3 .6 ) 
r=l 
Multiple Gaussian mixtures can better model the speaker characteristics for a broader 
range of phonetic content [22] [23]. Human speech contains a number of phonemes for 
communication and different phonemes carry speakers' characteristics differently [25]. 
GMM is more appropriate to deal with the great variation of a speaker's speech [43]. 
But multi-mixture Gaussian requires more training data. 
When M=1 in (3.3)，GMM turns into single Gaussian model. In certain speaker 
recognition applications, such as speaker segmentation, the amount of training data is 
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often too little to estimate a mixture model. It is assumed that the feature vectors are 
densely populated to a Gaussian density. Single Gaussian model has been commonly 
used in the implementation of statistical modeling in speaker segmentation system 
[ 1 6 ] [ 1 8 ] [ 2 0 ] . 
3.1.4 Model estimation 
The maximum likelihood estimation (MLE) is a widely used method in estimating 
parametric models. MLE assumes that the parameters of the probability density are 
fixed but unknown and aims to find the set of parameters that maximizes the 
likelihood for observed data [56]. For a probability density | 0 ) of a Gaussian 
distribution the components of O includes the parameters of mean//and 
covariance 2 . Suppose that jc,, j C j , . . . , a r e independent random variables, the 
likelihood can be rewritten as follows: 
P“引 = (而 (3.7) 
k=\ 
The likelihood can be viewed as the probability of generating the 
sample data x based on parameter set O. The maximum likelihood estimator of O 
is denoted as that maximizes the likelihood p” i.e. 
^ML£=argmp (3.8) 
Since the logarithm is a monotonically increasing function, the parameter set O肌芯 
that maximizes the log-likelihood should also maximize the likelihood. Besides, 
Gaussian distribution (x | O) is a differentiable function of O. <1>似让 can be 
attained by taking the partial derivative with respect to O and setting it to zero. 
For the multivariate single Gaussian 
P(义|0) = ( 2 幻 � 丨 引 历 ( 3 . 9 ) 
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The maximum likelihood estimate is: 
1 “ 
P'MLE = 一 Z � 
〜 （3.10) ^ 1 � ” , 
KLE = _ 2 > 灰 义 t - K l e 1 n k=\ 
For multivariate Gaussian Mixture model as in (3.3), Expectation Maximization (EM) 
algorithm is required. EM algorithm discovers model parameters by maximizing the 
log-likelihood of the data by MLE and by iteratively maximizing the expectation of 
log-likelihood from complete data. The details of EM algorithm are described in 
[56][58]. 







(3.13) J N 
二 — 购 (3.14) 
� 尸⑷ 
Y j ^ t f i (3.15) 1=1 
3.2 Classification 
3.2.1 Multi-class classification for speaker 
identification 
For identifying a speaker from a pool of known identities (classes), the decision rule 
of classification is straightforward. The recognized speaker is the one whose model 
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best matches the input feature vectors. Thus, we compare the likelihoods given by the 
models directly and select the one with the highest likelihood. If it is an open-set 
identification where an unknown speaker is permitted, the speaker can be classified as 
an unknown speaker if the highest likelihood is lower than a threshold. 
3.2.2 Two-speaker recognition 
For two-speaker recognition, a binary decision is made. Given the likelihoods of the 
input feature against model A and model B, the system has to make a decision 
between two hypotheses: 
• HI: the input speech is spoken by speaker A 
參 H2: the input speech is spoken by speaker B 
HI and H2 are represented by two statistical models O! and Oj respectively. 
The decision can be made based on the log likelihood ratio: 
八二log : “ !，)、= logPix, I ( D i ) - l o g P ( x , ( 3 . 1 6 ) PU, IO2) 
where 尸(jc,. jO,) is the likelihood of jc,. generated by O!，and P{x.\<!>2)is the 
likelihood of x. generated by Oj . The threshold 0 can be determined by 
1. setting 6 =log( p, / p^)’ where pi and p2 are the priori probabilities that speech 
is come from speaker A and speaker B respectively. 
2. experimentally determining the value in the development data set to give the 
desired error rate 
Without prior knowledge about 0，we assume that pl=p2. This gives the threshold 
0 = 0. 
In Chapter 4 and 5, two-speaker recognition tests are used to evaluate the 
discriminative power of MFCC and WOCOR. Two-speaker recognition is a simplified 
task of speaker identification. It involves only two speaker classes while speaker 
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identification generally deal with more than two classes. On the other hand, 
two-speaker recognition can be regarded as a sub-process of general N-class 
identification: the decision can be obtained from many pair-wise comparisons of 
likelihoods. The performance of an ordinary speaker verification/recognition system 
depends on the discrimination power of features and the decision algorithm. The 
decision algorithm is often complicated in an ordinary speaker 
verification/recognition system. If we focus on the effect of features, it is better to 
simplify the decision algorithm. In this way, the performance gain by selecting a good 
feature can be better illustrated. 
3.2.3 Model selection by statistical model 
speaker segmentation is to divide a speech signal into homogenous regions, each of 
which contains the speech of one speaker. The homogenous regions are separated by 
speaker turning points. Statistical method is to determine if there is a speaker turning 
point within an analysis window. Speaker segmentation tests two hypotheses [16]: 
1. HO: There is no speaker turning point in the window 
2. HI: There is a speaker turning point in the window 
The two hypotheses can be represented by two statistical models. The task is thus 
to determine the most likely model that can describe the speech in the window. Very 
often, the two models have different number of parameters. When the number of 
parameters is increased, the likelihood also increases [56]. This makes direct 
comparison of likelihoods be biased to the model with more parameters. In view of 
this problem, Bayesian Information Criterion (BIC) was developed [47]. 
BIC is a likelihood criterion that takes the model complexity into account, i.e. the 
number of parameters in the model. For instance, let X = be the 
30 
data set and M = [M^: j = 1,..., A"} be the candidate models for selection. For each 
model MJ, the likelihood P{X \ Mj) is maximized. We denote the number of 
parameters in the model Mj by )• The BIC criterion is defined as: 
BICiMj) = logP{X \ M j ) x \ o g { N ) (3.17) 
where the penalty weight A is theoretically equal to 1. The second term is a penalty 
for model complexity with A allowing the tuning of the balance between the two 
terms. In coding theory, the BIC with A=\ gives the shortest code length with which 
long sequences of data can be encoded. 
BIC is to choose the most appropriate model by which the criterion is maximized. 
Besides, the BIC criterion can also be viewed as a general change detection algorithm 
since it does not use any prior knowledge on speakers. In Chapter 5，we will use BIC 
for speaker segmentation. 
BIC has been widely discussed in the statistics literature and widely used for 
model identification in statistical modeling, linear regression [59], etc. It has also been 
used in speech recognition, e.g., speaker adaptation [60]. In practical applications, 
we can vary the penalty weight A，although A=l is theoretically defined [18]. 
3.2.4 Performance evaluation metric 
One of the prevalent performance evaluation metrics for speaker recognition is the 
identification error rate (IDER). The IDER is defined as: 
IDER= number of misidentified trials (3.18) 
total number of identification trials 
In Chapter 4 and Chapter 6, performance evaluation of two-speaker recognition 
in the experiments is measured by (3.18). 
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Chapter 4 
Content dependency study of 
WOCOR and MFCC 
Both vocal source excitation and vocal tract filter are believed to contain 
speaker-specific information. Compared with the vocal tract, source excitation is 
expected to be less content-sensitive. LP residual signal can be used to approximate 
vocal source excitation. From the LP residual signal of voiced speech, the 
pitch-synchronous wavelet transform is applied to extract spectral and temporal 
information and produce the WOCOR features. 
Under the statistical modeling framework, the speaker model and the test data 
could be content-biased, depending on the nature of the task and the amount of data. 
In applications such as speaker segmentation, short speech segments are often 
encountered. The content mismatch between the speaker model and the test data tends 
to affect the correctness of classification. We try to demonstrate that the use of 
WOCOR will alleviate the problems caused by content mismatch. 
In this chapter, a series of two-speaker recognition experiments are carried out to 
evaluate the content dependency of WOCOR and MFCC. Different conditions of 
content match/mismatch between training data and test data are experimented with 
WOCOR and MFCC as the acoustic features. 
4-1 Database: CU2C 
A Cantonese connected-digit database is used. It is the male subset of a database 
collected at the Chinese University of Hong Kong for speaker recognition research 
[51]. This database is used for training and evaluation of statistical speaker models. 
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There are 50 male speakers in the database. From each speaker, 72 
connected-digit utterances were recorded. Each utterance contains 14 Cantonese digits 
in randomly generated sequence. The speech data were recorded through a telephone 
handset and transmitted over a fixed-line public telephone network. Finally it was 
collected via a computer telephony card, and saved with 8 kHz sampling rate and S-bit 
jx-law encoding. There is no handset and channel mismatch between training and 
testing sessions. 
We apply the forced alignment technique implemented in HTK [52] to obtain 
digit-level time alignments, locating the boundaries of digits in all utterances. Each 
digit in the utterance is used independently in our tests. The number of occurrences of 
each digit per speaker is between 90 and 120. Two-speaker recognition tests are 
carried out on all pairs of speakers under different content-match/mismatch 
conditions. 
4.2 Methods and procedures 
There are ten different Cantonese digits, each of which is a monosyllable 
containing 7 to 5 phonemes. We use the index, i=0,l’2”"”9 to denote the ten digits. 
The performances of MFCC and WOCOR based models are evaluated in 
two-speaker recognition experiments. We designate A, as the target speaker and |lI 
as the alternative speaker. The recognition performance is measured using only the 
test samples from the target speaker. Each test sample contains one Cantonese digit. 
Due to the limited amount of training data, the speaker model assumes a single 
Gaussian distribution. Let j be the text-dependent model of X, trained with 
content i and ^ be the text-dependent model of trained with content y. Given 
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the test sample Xj^ .^ with content k from speaker X， the log-likelihoods 
l o g / ^ O i J G j , ) and logpO人J 0从））are computed from and . If 
10呂/70：人」@义,)一10§/70义」@从�>0 ’ x^k is considered to be correctly 
recognized as X ； otherwise, Xj^� i s recognized as |li, which is a wrong decision. 
We consider four different test conditions of content match/mismatch as explained in 
Table 4.1. They exhaust all possible conditions in the two-speaker case. 
i = k Test content matched with both the target and 
A (K,K) 
y = k the alternative speaker models 
— i = k Test content matched with the target model and B {K,K) 
y ^k mismatched with the alternative model 
— i 本 k Test content mismatched with the target model 
C ( K , K ) 
y = k and matched with the alternative model 
i * k Test content mismatched with both the target 
D {K,K) 
y ^ k and the alternative speaker models 
Table 4.1 Four experiments in four content dependence conditions 
Under each condition, a large number of tests are carried out. Each test uses a 
specific test sample x^；^. The text-dependent target speaker model and the alternative 
speaker model are trained with M randomly selected digit samples that satisfy the 
respective conditions. For example, under the condition (K, K), the training data for 
the target model are selected from the digit samples with content k spoken by the 
target speaker, excluding the test data x,^ ^ itself, while the training data for the 
alternative speaker model are selected from the digit samples with the same content 
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spoken by the alternative speaker. The same test procedure is applied to all data of the 
target speaker, resulting in a statistical count of recognition errors. 
We expect that the vocal tract related MFCC is more effective than WOCOR if 
the content of the test sample matches with the target model while WOCOR is more 
effective than MFCC if there is a content mismatch between the test sample and the 
target model. 
4.3 Experimental results 
Totally, more than 120 millions tests are carried out. The percentage distribution of 
each digit is nearly even. The range of percentage is between 9.1% and 11%. 
The tests were repeated for different number of training samples-M=i, 2, 4, 8, 16, 
32, 64- for the speaker models. 
Figure 4.1 shows the error rates in the four conditions: {K, K)，{K, K)，{K, K)， 
iK,K) plotted in sub-figures a, b, c, d respectively. The x-axis represents the number 
of training samples. The y-axis is the percentage error rate of speaker recognition. The 
curve with the marker “+’’ represents the performance of WOCOR while the curve 
with the marker "o" represents the performance of MFCC. 
We vary the value of M to control the amount of training data for speaker models. 
Since the duration of a digit is between 0.2s and 0.4s, the duration of training speech 
is between 0.2s and 0.4s for M=1 and between 13s and 25s for M=64. 
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Figure 4.1 Average error of the four conditions of testing for different value of M with conditions: 
(a) (K, K) ； (b) (K,K) ； (c) (K, K) ； (d) ( k J ) 
4.4 Discussion 
The acoustic variability of a speaker's voice and the spoken content is assumed 
to follow a Gaussian distribution. If the amount of training sample is fixed, the 
training set of feature vectors with small variability gives an accurate estimation of 
model parameters. Also, a large amount of training data tends to make an accurate 
estimation. An accurate estimation means reliable speaker recognition. Generally, 
with M increasing, the error rate decreases 
Under the condition {K,K), both the target and the alternative models have 
content matched with the test sample. The likelihood difference revealed by the two 
models lies on the speaker difference. In this way, we can compare the speaker 
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discrimination power of the features. 
Figure 4.1a illustrates the average error rate over the 10 digits under the 
condition {K, K). The error rate of WOCOR drops from 25% when M = J to 0.3% 
when M=64 while the error rate of MFCC drops from 4% when M = i to 0% when 
M=64. WOCOR has a higher error rate than MFCC for all values of M. Under this 
content-matched condition, MFCC is obviously more discriminative than WOCOR. It 
agrees with the finding of Zheng's previous work [6]. Both features have their error 
rate decrease as M increases. But, the error rate of WOCOR is more sensitive to the 
amount of training data. The discriminative power of WOCOR has shown a larger 
improvement than MFCC with the same increment of training data amount. 
Under the condition (K, K)，with the content of the target model matched with 
the test sample, content information brings the test sample closer to the target model 
and keeps the alternative model away. We expect that the error rate of the condition 
{K, K) would be lower than the error rate of the condition (K, K). In Figure 4. lb, the 
error rates of both MFCC and WOCOR are lower than that of Figure 4.1a. The error 
rate of WOCOR drops from 17% when M-1 ioO% when M:64 while the error rate 
of MFCC drops from 0.7% when M = i to 0% when M=64. Noticeably, we find that 
MFCC starts with a very low error rate and does not change much as M changes. This 
suggests that MFCC is more content biased than WOCOR. 
Under the condition {K, K)，with the content of the alternative model matched 
with the test sample, the content information brings the test sample closer to the 
alternative model and keeps the target model away. This could result in a wrong 
decision. With the content mismatch, we expect that the more content-dependent 
feature MFCC will be more severely distracted by the content information. MFCC 
does not have much advantage over WOCOR. 
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In Figure 4.1c, the error rates of MFCC and WOCOR are higher than that of 
Figure 4.1a. Both features suffer from the content mismatch. The error rate of 
WOCOR drops from 40% when M - 1 X.o 33 % when M=64 while the error rate of 
MFCC rise slightly from 67% when M = 7 to 71% when M=64. The error rate of 
WOCOR is clearly lower than that of MFCC. In addition, as M increases, MFCC has 
its error rate increase while WOCOR keeps its error rate dropping. The observation 
validates that MFCC suffers more from content mismatch than WOCOR. 
In theory, more training data tends to produce a more accurate model. MFCC is 
more effective in reflecting the content information. The increase of training data 
makes the MFCC model more content-biased. On the contrary, WOCOR is less 
effective in reflecting content information. The increase of training data does not 
make the WOCOR model significantly biased to specific content. This explains why 
the MFCC based system suffers a greater performance degradation because the 
content information dominates in the models; WOCOR system suffers milder 
performance degradation because the speaker characteristics remain significant in the 
models. 
The condition (AT, AT) reflects the most realistic scenario where the contents of the 
test sample and the training data do not match. The content of the target model does 
not match with the test sample while the content of the alternative model does not 
match with the test sample. 
In Figure 4.Id, the error rate of WOCOR is 10% lower than MFCC. The error 
rate of WOCOR drops from 26% when M = i to 77 % when M=64 while the error 
rate of MFCC drops from 34% when M = i to 30% when M-64. This shows that 
WOCOR is less content-dependent than MFCC. Given that speaker discriminative 
power of WOCOR is weaker than that of MFCC in {K, K)，we conclude that content 
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mismatch is more influential generally. 
Both MFCC and WOCOR have certain degree of content dependency. WOCOR 
is more effective than MFCC when there is content mismatch in the target model, but 
is not as effective as MFCC when contents are matched 
In conclusion, WOCOR is less content dependent and less susceptible to content 
mismatch than MFCC. The discriminative power of WOCOR by itself is not as good 
as MFCC if the problem of content mismatch can be alleviated by other means, e.g. 
by increasing the content coverage in the data. In text-dependent data, the content 
mismatch is influential. 
4.5 Detailed analysis 
The error rates for individual Cantonese digits are given below: 
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Figure 4.2 error rates of the four experiments categorized by Cantonese digits with conditions: 
(a) (A：, K) ； (b) ( k J ) ； (c) (ic, K) ； (d) ( « ) 
It is noted that the error rate varies among the ten Cantonese digits. In the case of 
content matched with the target model, i.e., {K, K) and {K, K), MFCC is more 
effective than WOCOR. Figure 4.2a and Figure 4.2b show that MFCC has lower error 
rate than WOCOR for all of the digits. In the case of content mismatch with the target 
models, i.e. WOCOR is more effective than MFCC. Figure 4.2c 
and Figure 4.2d, show that WOCOR has lower error rate than MFCC for most of the 
digits. There is one exception that concerns the Cantonese digit "5" in (欠,火）• The 
error rate of MFCC is slightly lower than that of WOCOR for this digit. Moreover, as 
shown in Figure 4.2d, digit “5” has the smallest error difference of 3% by using 
WOCOR inCA",^ )，while the other digits have an error difference of more than 5% by 
using WOCOR. The advantage of WOCOR is most significant for the digits "2" and 
“9” in which the error difference can reach 10%. 
From Table 4.2, Cantonese "5" has a pronunciation of [ng] which contains a 
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nasal segment. Linear predictive analysis adopts an all-pole model, which is not 
appropriate to model the anti-resonance caused by the nasal cavity. Therefore, the 
inverse filter of Cantonese "5" may not give good estimation of the excitation signal. 
This affects the discriminative power of WOCOR. Consequently, the effectiveness of 
WOCOR for Cantonese digit “5” is relatively low. 
0 1 2 3 4 5 6 7 8 9 
ling4 jatl ji6 saaml sei3 ng5 luk6 catl baat3 gau2 
Table 4.2 the pronunciation table of the ten Cantonese digits 
PHONEMES j,,.,.. 
I r^ ^ 
Vowels Semi-Vowels Consonants I 
Fh)nl Center Back Liguids Glides Whispers 
i( i) y(R) a (a) r(r) w(w) 
1(1) A (A) 3(c) 1(1) y(y) 
e (e) 0 (o) h (h) ac(@) U(U) I I 
u(u) Nasals Fricatives 
m(ni) 
n(n) Z 、 
AfOricates Diphthongs ^(G) Voiced Unvoiced 
tJ(tS) a l (Y) v(v) f(f) 
d3(J) aU(W) 、rf(D) e c n 
31(0) z(z) s(s) 




d« l ) t(t) 
g(g) k(k) 
Figure 4.3 the tree categorizes phonemes [25] 
Summary 
This chapter studied the content dependency of WOCOR and MFCC in 
text-dependent data. Although MFCC is more stable in presenting speaker identity 
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information, the content information inside may misguide the speaker recognition 
when the content-specific data is given. On the contrary, the discriminative power of 
WOCOR is less dependent on the content information. Thus, WOCOR is more 
tolerance for the content mismatch in content-specific data during speaker recognition. 
But in some special cases, the assumption of LP filter model is not appropriate for 
some content, for example, Cantonese digit "5". This leads to the degradation of 
performance in WOCOR. We conclude that WOCOR is more effective than MFCC in 




speaker segmentation is one of the applications of speaker recognition. It has to deal 
with transitions of speakers, unlike speaker identification in which only single speaker 
is assumed. The speech sample in a speaker segmentation task is usually fragmented 
into small pieces by the shuffles of speakers. The amount of speech data for making a 
decision is limited, and consequently often phonetically biased. The problem of 
content mismatch described in Chapter 4 surfaces in speaker segmentation. We choose 
speaker segmentation as a study ground for content mismatch. This chapter describes 
the speaker segmentation problem and presents the baseline algorithm and system. 
Speaker segmentation system generally consists of three main processes: 1， 
feature extraction; 2，speaker turning point detection; 3，clustering, which merges the 
close segments together, so that each cluster represents a single speaker. 
5.1 Feature extraction 
In Chapter 2, we introduced two major types of acoustic features which are related to 
vocal tract and vocal source respectively. The vocal tract related features, namely 
MFCC, have been widely used in speaker segmentation [16] [17] [18] [19] [20] 
[21][24] [53] [55]. As we have shown in Chapter 4，the vocal source related features, 
namely WOCOR, are comparatively less content-dependent than MFCC. When we 
deal with limited speech data in which content information is specific, WOCOR is 
expected to be more effective in discriminating speakers. 
We are going to exploit WOCOR for speaker segmentation. Before doing so, a 
baseline system is constructed using MFCC. 
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5.2 Statistical methods for segmentation 
and clustering 
In the task of speaker segmentation, we are interested in: 1) if there is no speaker 
turning point within a period, i.e. only one speaker can be found; 2) if there is a 
speaker turning point within a period, i.e. two speakers can be found. The two 
hypotheses are illustrated in Figure 5.1. The decision is made by statistical 
classification methods. 
Energy based silence/speech detection is simple and provide useful information 
about the location of speaker turning points [16]. Researchers have also explored 
more sophisticated statistical techniques to detect speaker turning points. Spectral 
difference [16] and Bayesian Information Criterion (BIC) [18] have been proved 
effective. In addition to speaker turning point detection, BIC has been used for 
segment clustering. 
A sequence of feature vectors 
I I 
Hypothesis 1 ^ , 
• Analysis ；jMMMMHH^^ window 
Hypothesis 2 ！ — W I Speaker B r \ 
Speaker turning point 
Figure 5.1 two hypotheses in a period 
5.2.1 Segmentation by spectral difference 
spectral difference can be used to detect the presence of a speaker turning point 
between a pair of adjacent analysis windows. This technique measures the "distance" 
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between the speeches in the windows. A large "distance" indicates the presence of a 
speaker turning point. The length of the windows trades off between the accuracy of 
modeling and the resolution of detection. A longer window includes more feature 
vectors to facilitate more accurate modeling. However, a long window may cover 
multiple speaker turning points and some of them would be missed in detection. The 
typical window length is two seconds. The pair of windows moves by a step of 100ms 
[16]. Thus, the resolution of detection is 100ms as illustrated in Figure 5.2. 
Sequence of features vectors 
2s 2s 
i lOOms i . I — ->： 1 0 0 m s i i 1 r 
dist (i) d i s t ( i + l ) dist( i+2) 
Figure 5.2 analysis window pair moves by 100ms 
As shown in Figure 5.2, we obtain a sequence of "distances", which can be 
plotted with respect to time as in Figure 5.3. 
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~ A 7 \ A 
d(max) - d (min^) |>； a a / j 
i / i I d{m3x)-d(min^) |> aa 
min, i n m；~ 
Figure 5.3 Spectral difference plot 
In Figure 5.3，a local maximum signifies that there is large dissimilarity between 
the two windows. The dissimilarity could be caused by the change of speaker or the 
change of content. A local maximum is identified if the differences between it and the 
nearby minima are higher than a certain threshold. The threshold is calculated as a 
fraction of the standard deviation crof the plot. The threshold is determined as, 
I ^ / ( m a x ) - | > acr and |d(max)-d(mini) |> a a (5.1) 
where a is a. constant, and min^ and min, are respectively the right minimum and 
left minimum around the maximum(Figure 5.3). The value of a depends on the 
characteristics of data. It controls the sensitivity of detection [16]. We also impose a 
constraint that the time interval between any two turning points should be longer than 
0.8s. 
The spectral distance can be calculated by Kullback-Leibler distance (KLD) [16]. 
The distance between two distributions can be measured as. 
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KL{X,Y) = Yu / ' (^ , ) ( logP(:c , ) - log(2( ;c , ) ) (5.2) 
XteX 
Where P(x) is the probability density of X; Q(x) is the probability density of Y. 
Since KL is an asymmetric distance, to obtain a symmetric measure, we have: 
KLD{XJ) = KL{XJ) + KL{Y, X) (5.3) 
KLD{XJ)= X -logQix,)) + X ！2U)(log！-log八>0) (5-4) 
If we assume that the feature vectors in the window is single Gaussian distributed, 
(5.4) becomes 
= — + 5 ： E ； - 2 / } (5.5) 
5.2.2 Segmentation by Bayesian information 
criterion (BIC) 
Bayesian Information Criterion (BIC) can be used to select the most possible 
hypothesis out of a set of alternatives. We use BIC with a maximum likelihood 
approach to determine speaker turning points. Let X G R'',i = l,...N} be the 
sequence of feature vectors computed from the audio stream. X is assumed to follow a 
Gaussian distribution: 
where ju. is the mean vector and S,. is the covariance matrix. We illustrate the 
algorithm with a simplified problem: there is at most one speaker turning point in the 
analysis window. The window contains the feature vectors set X. 
With BIC, a hypothesis test is performed to decide whether a speaker turning 
point is present at time i: 
versus 
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The likelihood ratio between //Qand//i is defined by: 
R{i) = AHog 121 -N, log | | -N, log | I (5.6) 
w h e r e a n d S j are the sample covariance matrices from the whole window, the 
segments {a:,,...,^.} and {;c,_+”...，jc"}，respectively. In (5.6), we compare the 
likelihoods of the two models: one modeling the data as two Gaussians; the other 
modeling the data as one Gaussian. We want to maximize R(i) such that speaker 
turning point can probably be found at i, i.e. 
r = arg max R(i) i 
we have 
BIC{i) = m)-XP (5.7) 
where P is the penalty term given by 
d is the dimension of the feature vectors. If (5.7) gives a positive value of BIC, the 
hypothesis H � i s preferable. We assume that there exists a speaker turning point if 
max,.{5/C(0}>0 (5.8) 
The sensitivity of detection can be adjusted b y i . The maximum likelihood 
estimate of the speaker turning point can be expressed as 
f = argmax5/C(0 (5.9) i 
To detect multiple speaker turning points, we need to use BIC sequentially. The 
pseudo codes of the algorithm are given below: 
1. Initialize the analysis window with interval [a,b] : a =0 second; b=2 seconds 
2. Detect if there is one speaker turning point in [a’b] via BIC 
3. If (no speaker turning point found in [a，b]) 
Expand the window by assigning b=b+l second; 
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Else 
Let t be the time when a speaker turning point detected; 
Move the analysis window to time t 
Set a= t seconds; b=t+2 seconds; 
End 
4. go to (2) 
The final decision can be made upon as many feature vectors as possible by 
expanding the window [a’b] in step 3. BIC is more robust than KLD, which is based 
on the spectral distance between two windows of fixed sizes. However, BIC is more 
costly in computation. 
5.2.3 Segment clustering by BIC 
BIC can also be used for clustering, in which similar segments are merged into the 
same cluster. BIC is used to measure the "closeness" between a pair of segments. 
Suppose that we have a collection of speech segments, denoted by 
S= {s. :/ = !,...,M} to cluster. Each segment is associated with a sequence of 
independent feature vectors X' = {x'j: j = l，...，n,}. 
Cjt ={c,. :i = l,...,k} are k clusters initialized from S, where k=M at the 
beginning. We model each cluster c,. with a single Gaussian distribution . 
Hierarchical clustering method searches the cluster pairs for merging. It is a 
bottom-up method that successively merges two closest clusters according to BIC. 
Instead of taking actions in the pairs with positive BIC (most distant pair) in 
segmenting, we are looking for the pair with the most negative value of BIC (closest 
pair) to merge. 
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5.3 Baseline system 
5-3-1 Algorithm 
speaker segmentation procedure generally consists of four steps: 
1. Feature Extraction 




A sequence of feature vectors is computed from the speech signal. The acoustic 
features are MFCC in the baseline system and WOCOR will be used in our proposed 
system in Chapter 6. 
2，Preliminary speaker turning point detection 
This step detects N-1 speaking turning points from the feature sequence. There are N 
speech segments separated by those speaker turning points. This step involves the 
sequential use of the two statistical methods. Each method has its own strength and 
weakness. They complement each other. 
I. Spectral difference 
II. Bayesian Information Criterion (BIC) 
1. Spectral difference 
Spectral difference is the first step in detecting speaker turning points [16]. This step 
measures the "distance" between two adjacent windows of fixed size. The "distance" 
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is measured by KLD. By moving the window pair, a sequence of "distance" is 
obtained. The maxima of the plot of the sequence suggest the preliminary turning 
points. Spectral difference has a lower computation cost, but the false alarm rate is 
quite high if we want to keep the missing rate low. The speech is over-segmented. It 
requires other sophisticated tools to verify and re-position the turning points. 
II. Bayesian Information Criterion (BIC) 
BIC is to verify the preliminary speaker turning points. Compared with spectral 
difference, BIC is more robust but has a larger computation cost. Suppose the first 
step detected a set of speaker turning points{•s”...’}, a BIC value is computed for 
each pair of windows , s. ] and [•s,’>s,+i] . If the value is positive, the 
corresponding speaker turning point at time i is identified. Otherwise, the turning 
point Sj is discarded from the set. The BIC value is computed for the new pair of 
windows ， ] and ， ] . The parameter A in BIC is determined empirically 
by an extra training set of speech data. The aim is to reduce the number of falsely 
detected turning points and avoid missing true turning points. 
3，Clustering 
From the previous step, there are N-1 preliminary turning points and N segments 
obtained. Clustering is to merge the N segments into M speaker clusters. BIC is used 
in measuring the "closeness" between segments. 
The strategy of doing clustering is as follow: 
1. initialize N segments to form N clusters 
2. for any two clusters, calculate the BIC; totally ^^ C^  BIC calculated. 
3. choose the pair with the most negative BIC; merge into one cluster 
4. loop back to step 2 until the number of cluster = M 
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Finally, the remaining M clusters are trained into M Gaussian Mixture Model (GMM) 
for the next step. In our application, M=2. 
4，Re-segmentation 
The M speaker clusters are trained to represent M speaker models. The models are 
used to re-segment the speech signal. A Gaussian mixture model with 32 mixture 
components is trained for representing each of the M clusters. Viterbi re-segmentation 
is performed using these models. It determines the most probable path that toggles 
between the M speaker states [53] [55]. There is a constraint of minimum segment 
length of 0.5 seconds. The final sequence of state occurrence reveals speaker 
occurrences in the speech data. 
5.3.2 Speech database 
We use a subset of the speech data provided for the NIST 2004 Speaker Recognition 
Evaluation. The data is for the task of speaker detection in summed-channel 
conversation. It was composed by sample-by-sample addition of the two sides of 
conversations [54]. The speech was sampled at 8 kHz and encoded by S-bit (x-law. 
The duration of each conversation is approximately 5 minutes. No prior knowledge of 
speakers is provided. 
There are about 1200 conversations recorded in the NIST evaluation. In this 
study, thirty six conversations randomly selected are used for testing and extra six 
conversations are used for training up BIC and KLD parameters. The two speakers in 
a conversation could be both male, both female and one male with one female. The 
languages being spoken are English, Mandarin or a mix of them. 
Each of the selected conversations was manually divided into speaker 
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homogenous segments. The human annotator was allowed to visualize the waveform 
and to listen to the audio signal back and forth before making decisions on turning 
point locations. The manual segmentation results are used as the reference for 
evaluation of the proposed speaker segmentation algorithms. A total of 1857 speaker 
segments are marked in the 36 conversations for testing. Excluding the silence and 
non-speech periods, the segment duration is mostly between 1 and 3 seconds. Table 
5.1 shows the information of the selected conversations for testing. 
Two speakers gender M/F M/M F/F 
# of speech samples 16 10 10 
Total segment 1857 
Table 5.1 Information of the 36 chosen conversations for testing 
5-3.3 Performance metric 
An example of speaker segmentation result is presented in Figure 5.4 to aid the 
explanation. There are two speakers: A and B. Both the reference segmentation and 
the system detected segmentation are shown. A reference turning point is denoted by 
"R" while a turning point detected by the system is denoted by "S". Each turning 
point has its position (t=?) marked under its name. 
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, A B A B A B reference 
R1 R2 R3 R4 R5 R6 R7 
t=0 t=30 t=38 t=60 t=70 t=80 t=100 
^ A B 
System 
SI S2 S3 
t=0 t=40 t=100 
Figure 5.4 the example of speaker segmentation result 
In this example, the correctly detected turning points are SI, S3; the missed turning 
points are R2, R3, R4, R5, R6; the falsely detected turning points are S2. 
Turning point detection accuracy 
A false alarm (FA) of turning point detection occurs when a detected turning point is 
not a true one. A missed detection (MD) occurs when a true turning point is not 
detected. The false alarm rate (FAR) and missed detection rate (MDR) are defined as, 
FAR = 100% x = — (5.10) 
YMD. MDR = — (5.11) Xref—turn 丨. 
where EM,- and EMD, are the total number of FA and MD respectively, Htunii is the 
total number of detected turning points. EreOumj is the total number of reference 
turning points. 
In the example of Figure 5.4，there are totally 1 falsely detected turning points and 2 
correct turning points. 
SM/ = 1 ； SF/i,. + "Lturn. 二 1 +2=3 
M/? = (l/3)xlOO% = 33% 
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There are totally 5 missed turning points and 7 reference turning points. 
ZMD/ = 5; Zref_tumi=7 
MDR = (5/7) xl00%=71% 
Speaker coverage 
We also measure the segmentation error in terms of time duration. Assume that we are 
detecting speaker k's speech, a proportion of detected speech is mistakenly identified 
as speaker k and this falsely detected coverage is designated as FDCov_k\ a 
proportion of speaker k's speech is missed in the detected speech and this missed 
detected coverage is designated as MDCovJc. 
MDCovJc and FDCovJc are computed as 
MRC k duration of missed portion for reference segment 6 � � ^ ^ (5 12) 
^ ^ duration of reference segment 6 
/ duration of false portion for detected segment p 
F D C o v _ k = ^ — - X l O O % (5.13) / ^ duration of detected segment p 
For each conversation, the overall error of speaker coverage is derived from missed 
detected coverage and falsely detected coverage of each speaker. Suppose we have 
speaker 1 and speaker 2, the calculation is described as: 
For speaker 1, we have error coverage: MDCov_l and FDCov_L The total duration 
of speaker 1 is Dl ; for speaker 2, we have error coverage: MDCov_2 and FDCov_2. 
The total duration of speaker 2 is D2. We have the overall error coverage: MDCov and 
FDCov: 
f D\ ^ ( D1 \ 
MRCov = MRCov 1 +MRCov 2 (5.14) 
- \D\ + D2) 一 （ D 1 + D2J F D\ \ ( D1 \ FDCov = FDCov 1 + FDCov 2 (5.15) 
一 V D 1 + D 2 ； 一 、 D 1 + D 2 j 
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The MDCov and FDCov for the example are computed as follows. 
Missed detected coverage calculation: 
A B A B A B reference 
R1 R2 R3 R4 R5 R6 R7 
t=0 t=30 t=38 t=60 t=70 t=80 t=100 
S A p 觀 鄉 總 I B I 
ys e m ^ ‘—醒酬』 
SI S2 S3 
t=0 t=40 t=100 
Figure 5.5 missed portion of detecting speaker A 
In Figure 5.5，the grey area is the portion of missing A in the detection 
Missed portion of detecting A = 20+10=30 
Total reference duration of speaker A's speech = 30+22+10=62 
MRCov_A= (30/62) xl00%=48% 
A B A B A B reference 
R1 R2 R3 R4 R5 R6 R7 
t=0 t=30 t=38 t=60 t=70 t=80 t=100 
A E S i M l B System 1翻 
SI S2 S3 
t=0 t=40 t=100 
Figure 5.6 missed portion of detecting speaker B 
In Figure 5.6, the grey area is the portion of missing B in the detection 
Missed portion of detecting B = 8 
Total reference duration of speaker B，s speech = 8+10+20=38 
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MRCov_B = (8/38)xlOO%=21% 
MRCov = 48(62/100) +21(38/100) =38% 
Falsely detected coverage calculation: 
A B A B A B reference 
R1 R2 R3 R4 R5 R6 R7 
t=0 t=30 t=38 t=60 t=70 t=80 t=100 
A 油麟Pi B System m M M 
SI S2 S3 
t=0 t=40 t=100 
Figure 5.7 falsely detected A 
In Figure 5.7，the grey area is the portion of falsely detected A 
False portion of detecting A = 8 
Total detected speaker A's speech = 40 
FDCov_A= (8/40) xl00%=20% 
A B A B A B reference 
R1 R2 R3 R4 R5 R6 R7 
t=0 t=30 t=38 t=60 t=70 t=80 t=100 
System H g H B Iggggl 
SI S2 S3 
t=0 t=40 t=100 
Figure 5.8 falsely detected B 
In Figure 5.8’ the grey area is the portion of falsely detected B 
False portion of detecting B = 20+10=30 
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Total detected speaker B's speech = 60 
FDCov_B= (30/60) xl00%=50.0% 
FDCov = 20(62/100) +50(38/100) =31.4% 
5.3.4 Results 
The acoustic features used in the baseline system are 12 mel-frequency cepstral 
coefficients and log energy. They are computed with a 20 ms Hamming window and 
10ms frame shift. The thresholds for KLD peak detection and the parameter \ from 
BIC are empirically determined from the training set. We select the parameters such 
that the final MDCov low. The same parameters then are applied in all conversations. 
The baseline performance of speaker segmentation is given as in Table 5.2. In 
Table 5.2, the error of speaker coverage is about 12% in FDCov and about 9% in 
MDCov and the average error of speaker coverage is about 77%; the error rate of 
speaker turning point is about 32% in false alarm and about 26% in miss rate and the 
average error rate of speaker turning point is about 29%. The value of MDR is lower 
than FAR because the thresholds are relaxed purposely to avoid missing any true 
turning points in the early steps of segmentation. Figure 5.9 illustrates that the system 
incurs larger error when detecting short segments. Also, the database consists of 
mostly short segments as shown in Figure 5.10. The errors in detecting 
segments of 7 to 4 second in length are high. Those short segments carry limited 
speech data for speaker recognition. They tend to be content-specific. To deal with 
content-specific segments, the MFCC features may not be appropriate because they 
may be biased by specific content. In the next chapter, we will use WOCOR, which is 
less content-dependent, to deal with short segments. 
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Final speaker coverage FDCov 12.3% 
MDCov 9.0% 
(FDCov+MDCov)/2 10.7% 
Final speaker turning points FAR 31.6% 
MDR 25.9% 
(FAR+MDR)/2 28.8% 
Table 5.2 Final result of speaker segmentation 
Missed detected coverage distribution 0.7 1 1 1 1 1 1 1 h I 
I o.jII —Hi^er error 
I jiV[L> I B I U i i U i m n y M ^•丄 I • • ill-0 5 10 15 20 25 30 35 40 
Segment length (s) 
Figure 5.9 Missed detection of speaker coverage versus segment length 
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Segment distribution 
5001 1 -I 1 1 1 1 1 
450 
广 I \ _ 
iS 350, \ -
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s. / 
^ 25C ^ -
I 2(X -
I 1 5 ( 1 1 
、！fcJ 
5 0 o l ^ h k H u 
0 ^ 5 10 15 20 25 30 35 40 
Segment length (s) 
Figure 5.10 segment distribution in the database 
Summary 
This chapter presents the widely adopted approaches in doing speaker segmentation. 
Based on the currently available techniques, we constructed a baseline system. The 
system has been evaluated on the summed-channel conversations from NIST 2004 
Speaker Recognition Evaluation. The error of speaker coverage is about 72% in 
FDCov and about 9% in MDCov and the average error of speaker coverage is about 
77%; the error rate of speaker turning point is about 32% in false alarm and about 
26% in miss rate and the average error rate of speaker turning point is about 29%. The 
system reveals that most of the error is attributed to the short segments found in the 
telephone conversation. Besides, the conversation consists largely of short segments. 
There is room for improvement by reducing error of detecting short segments. 
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Chapter 6 
Application of vocal source 
features in speaker segmentation 
As shown in Chapter 4，WOCOR is less content-dependent than MFCC. For short 
segments which contain specific contents, content-dependent acoustic features tend to 
be ineffective in discriminating speakers. In this chapter, we further investigate the 
difference of discriminative power between WOCOR and MFCC under different 
training conditions. At the early stage of speaker segmentation, WOCOR is used since 
there is little data for modeling. MFCC is used when more training data become 
available, e.g., after segment clustering. 
6-1 Discrimination power of WOCOR 
against MFCC 
The discriminative power of WOCOR is analyzed in contrast with that of MFCC over 
the NIST 2004 database. We use the same conversations as in the baseline experiment 
in Section 5.4.1. The human annotated segments serve as the reference for 
performance comparison. As shown in Figure 5.10，most of the segments in the 
conversations are short and contain limited data. These segments have limited 
phonetic coverage and specific contents. Content-sensitive acoustic features like 
MFCC become ineffective in speaker discrimination. This will be illustrated in 
two-speaker recognition experiments described below. 
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6.1.1 Experimental set-up 
Given a conversation, the two speakers are denoted by A and fi. There are many 
segments from each speaker. Each speaker model is trained with one segment only. M 
randomly selected feature vectors are chosen from the segment to serve as the training 
data for the model. In case that a segment is too short and fewer than M feature 
vectors are available, the segment is not used. In this way, we can control the amount 
of training data by varying M. 
Let denote the segment of speaker A. M randomly selected feature 
vectors are extracted f r o m . The selected features form a training setF^.. The 
features can be either MFCC or WOCOR. 
Without loss of generality, we let A be the target speaker and jj, be the 
alternative speaker. The target speaker model is denoted by ，which is trained with 
F � . T h e alternative speaker model, denoted by ，is trained with F琳,which is 
extracted from a randomly selected segment S灿 of speaker f i . 
Other segments from the target speaker A serve as test segments. Let be 
the test segment, where p 右 j . Only M randomly selected feature vectors, denoted by 
F^p，are used for testing. For each F如，we calculate the likelihoods produced by & 又 
and . 
Let and be the likelihoods for 补 . T h e likelihood ratio 
is computed as 
L / ? , ^ = : l o g p ( F , J 0 , ) - l o g p ( F , j 0 ^ ) (6.1) 
If LR入p > 0，the target model ©^ has a higher likelihood for the test segment 
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than the alternative model ©^ • Thus, a correct decision is recorded. 
The whole set of procedures are repeated for all segments in the conversation and 
for all conversations. There are approximately 56,000 tests and a statistical error rate was 
obtained. 
6.1.2 Results 
Figure 6.1 shows the error rates attained by WOCOR and MFCC with M varying from 
50 to 200, which are equivalent to speech duration of 0.5 to 2.0 seconds. WOCOR is 
more effective than MFCC when the number of feature vectors is small, i.e. M<110 
(or 1.1 seconds). With the amount of data increasing, MFCC begins to catch up with 
WOCOR. When M is greater than 120, MFCC is more effective than WOCOR. 
The results reveal that WOCOR is more effective in reflecting speaker 
characteristics with a small amount of training data. The limited data is believed to be 
content-specific. WOCOR is less susceptible to content mismatch and gives a more 
effective representation of speaker characteristics. When the amount of data increases, 
the phonetic content becomes richer and balanced. With content-balanced training 
data, MFCC gives a more effective representation of speaker characteristics. This 
makes MFCC based models performs better in larger M. 
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Figure 6.1 Speaker classification performance attained by WOCOR and MFCC with different amount 
of training samples. 
In these tests, the training data are text-independent. Thus, more data tends to 
provide wider greater phonetic coverage and the MFCC based models become less 
biased to specific contents. The result in Figure 6.1 is different from the test condition 
(K, K) in Figure 4. Id. In Figure 4.Id, MFCC always performs worse than WOCOR. 
Although there are also content mismatches between test data and training data in the 
condition, increasing the amount of training data doesn't enrich the phonetic 
coverage since each model is trained for a specific Cantonese digit. For WOCOR, the 
speaker models remain less content-sensitive in both the text-dependent and the 
text-independent data. 
Figure 6.2, 6.3 and 6.4 illustrate the performance of MFCC and WOCOR for 
male-male, female-female and male-female conversations respectively. For 
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male-female conversations, WOCOR is more effective than MFCC for a wide range 
of M. For conversations with the same gender, WOCOR is relatively ineffective. The 
effectiveness of WOCOR is not obvious unless M is very small, i.e. M<90. It shows 
that WOCOR is a better gender identifier. In general, the properties of glottal 
excitation are closely related to gender, e.g. female speakers have higher pitch level 
than male speakers. WOCOR is related to the properties of glottal excitation and thus 
be more discriminative for speakers of different genders. 
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Figure 6.2 Male - male 
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6.2 Speaker segmentation using vocal 
source features 
WOCOR represents vocal source information while MFCC represents vocal tract 
information. Up to now, we have two major findings: 
1. WOCOR is less content-dependent than MFCC, thus is less susceptible to 
content-specific data (Chapter 4) 
2. In text-independent data, WOCOR performs better than MFCC when the amount 
of training data is limited (Section 6.1) 
We believe that limited speech data in short segments tends to be more phonetically 
specific. WOCOR features are expected to be very useful in such scenarios. 
In Chapter 5，we found that the telephone conversation data consists of mostly 
short segments. Much error was attributed to those short segments. Hence, we would 
like to make good use of WOCOR for improving speaker segmentation. 
6.2.1 The construction of new proposed system 
In the stage of preliminary speaker turning points detection, over-segmenting 
produces a large number of hypothesized segments so as not to miss any true turning 
points. As a consequence, the speaker segmentation algorithm has to work with 
limited data. It is reasonable to replace MFCC by WOCOR in the computation of both 
KLD and BIC in view of the weakness of MFCC in dealing with limited data. For 
segment clustering, we usually start with short segments of 7 to 2 seconds long. It is 
desirable to jointly utilize the two types of features. As the segment length increases to 
about 2 seconds, the clustering decision depends only on MFCC to make good use of 
its properties. 
The fusion of likelihoods is as follow 
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碰 =�FCC ( 續 C 麗 ) + H V謂 { ^ l C y , 0 C 0 R ) (6.2) 
where w^fcc ~ 0.3 and Wy/ocoR = 0.7 are determined empirically. Similar to the 
baseline experiments, the thresholds for KLD peak detection and the parameter X in 
BIC are empirically determined by the training set. The same values of parameters are 
applied to all conversations. 
The experimental results attained by the baseline system and the proposed 
system with WOCOR integrated are compared in Table 6.1. The proposed system has 
a speaker coverage error of 9.9% and 7.3% in term of FDCov and MDCov 
respectively, i.e. an absolute improvement of 2%. The false alarm rate in turning point 
detection is 27% and the miss rate is 20% i.e. an absolute improvement of 3% and 5% 
respectively. On the average, the system has an average error of 8.6% in speaker 
coverage and an error rate of 24% in speaker turning point detection, i.e. absolute 
improvement of 2% and 5% respectively. 
Baseline Proposed integration of 
system -MFCC WOCOR 
Speaker FDCov 12.3% 9.94% 
coverage MDCov 9.0% 7.33% 
(FDCov+MDCov)/2 10.7% 8.64% 
Speaker FAR 31.6% 27.3% 
turning MDR 25.9% 20.7% 
points (FAR+MDR)/2 28.8% 24.0% 
Table 6.1 Results of the two-speaker segmentation experiments 
The error rate at the intermediate stages is presented in Table 6.2. The error rate 
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was recorded after preliminary turning point detection as described in Section 5.3. It is 
found that MDR is greatly reduced from 47% to 21% with the use of WOCOR, while 
FAR remains almost the same. The allocation of preliminary turning points is more 
accurate before entering the clustering stage. It implies that the clustering algorithm 
can work with a more reliable set of segments. Thus, the clustering error can be 
reduced. 
The experimental result validates our initial motivations on using vocal source 
features. WOCOR is less content-dependent and works better in short segments in the 
early stage of detecting speaker turning points. In the final stage, clusters contain 
more content-balanced training data and the proposed system makes use of MFCC to 
get the best result. It balances the performance gain of WOCOR in limited data and 
that of MFCC in content-balanced data. Figure 6.5 shows that the errors caused by 
short segments are significantly reduced. 
Preliminary turning point detection Baseline Proposed integration of 
system -MFCC WOCOR 
Speaker FAR 70.7% 73.9% 
turning points MDR 47.0% 21.1% 
(FAR+MDR)/2 58.9% 45.0% 
Table 6.2 Results of intermediate step of the speaker segmentation process 
The first-order derivative of MFCC feature provides additional information about 
the speaker identity. The inclusion of MFCC and its first-order derivative showed 
improvement on speaker verification/recognition performance [45]. However, the 
improvement is not quite noticeable in our test. MFCC with its first-order derivative is 
denoted as MFCC&D. We compare the performance of the baseline system using 
MFCC&D and MFCC. The final segmentation result is presented in Table 6.3 and the 
69 
intermediate result is given in Table 6.4. MFCC and MFCC&D have similar 
performance. MFCC is slightly better when comparing the average error rate of 
speaker turning points. 
The inclusion of first-order derivatives does not give much contribution in 
enhancing the performance. One of the possible reasons is that the increased 
dimension of the feature vectors makes the training data inadequate for modeling the 
short segments. It is more imminent in speaker segmentation than in other speaker 
recognition applications because speaker segmentation deals with limited data in short 
segments. This hypothesis is validated by Figure 6.5. MFCC plus its first-order 
derivative has a higher error rate than MFCC alone when the segment length is shorter 
than 2s. When the segment is longer than 2s, the effectiveness of first-order derivative 
becomes visible. 
MFCC MFCC&D 
Speaker FDCov 12.3% 12.8% 
coverage MDCov 9.0% 10.8% 
(FDCov+MDCov)/2 10.7% 11.8% 
Speaker FAR 31.6% 33.8% 
turning MDR 25.9% 35.7% 
points (FAR+MDR)/2 28.8% 34.8% 
Table 6.3 Final results of MFCC and MFCC&D in baseline system 
Preliminary turning point detection MFCC MFCC&D 
Speaker FAR 70.7% 76.2% 
turning points MDR 47.0% 43.9% 
(FAR+MDR)/2 58.9% 60.05% 
Table 6.4 Intermediate results of MFCC and MFCC&D in baseline system 
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Figure 6.5 Error improvement in short segments 
We have also tried using only WOCOR in the new system. As we expected, the 
WOCOR based system does not perform well. The result is shown in Table 6.5. 
Baseline System using WOCOR 
system -MFCC only 
Speaker FDCov 12.3% 17.7% 
coverage MDCov 9.0% 13.1% 
(FDCov+MDCov)/2 10.7% 15.4% 
Speaker FAR 31.6% 48.4% 
turning MDR 25.9% 28.7% 
points (FAR+MDR)/2 28.8% 38.6% 
Table 6.5 Comparison of baseline using MFCC and new system using WOCOR only 
At the end, we want to assure that the performance gains are attributed to the 
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selection of features in the appropriate stages and not the introduction of extra 
parameters in the new system. We compare the result of the new system using MFCC 
and the result of the baseline system using MFCC. The comparison is shown in Table 
6.6. Clearly, the error rate of the two systems is close. 
Baseline New system - MFCC 
system -MFCC 
Speaker FDCov 12.3% 12.1% 
coverage MDCov 9.0% 9.7% 
(FDCov+MDCov)/2 10.7% 10.9% 
Speaker FAR 31.6% 30.3% 
turning MDR 25.9% 27.1% 
points (FAR+MDR)/2 28.8% 28.7% 
Table 6.6 Comparison of baseline and new system using MFCC only 
Summary 
The two-speaker recognition experiment in this chapter found that WOCOR is not 
always more effective than MFCC in text-independent data. WOCOR is more 
effective in short segments, but MFCC is more effective than WOCOR after the 
models acquire more text-independent training samples. Text-independent data has 
wider phonetic coverage. The larger size of training data set implies the training set is 
more content-balanced. This explains the advantage of using WOCOR and MFCC in 
different training conditions. In light of this finding, we construct a new system 
applying WOCOR in the early stages and MFCC in the final stages. The design is to 
make use of the properties of the two types of features in different stages. The new 
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system has a remarkable gain of performance. The proposed system has a speaker 
coverage error of 9.9% and 7.3% in term of FDCov and MDCov respectively, i.e. an 
absolute improvement of 2%. The false alarm rate in turning point detection is 27% 
and the miss rate is 20% i.e. an absolute improvement of 3% and 5% respectively. On 
the average, the system has an average error of 8.6% in speaker coverage and an error 





We have studied the use of vocal source features in speaker recognition and observed 
its effectiveness when limited training data is available for statistical modeling. 
Conventional speaker recognition systems employ vocal tract related features, e.g. 
MFCC or LPCC. These features are closely related to the acoustic-phonetic content. 
For a small amount of text-independent data, the content is specific. 
Content-dependent features tend to provide content-specific information. The content 
mismatch between training data and test data often occurs in certain speaker 
recognition applications. This affects the performance of recognition. Vocal source 
related features, WOCOR, are less content-dependent. Its use would alleviate the 
content mismatch problem in speaker recognition. 
According to the source-filter model of speech production, source excitation has 
a fixed configuration across the articulation of different phonemes. In other words, the 
vocal source features are less dependent on the change of content. On the contrary, 
vocal tract related features, MFCC, are intended to describe the vocal tract filter. They 
contain rich content information derived from the vocal tract configuration. In some 
speaker recognition applications, a wide phonetic content coverage of training data is 
available for statistical modeling. This alleviates the content mismatch problem. 
However, this is not the case for speaker segmentation, in which many short segments 
are encountered. Content mismatch could significantly affect the classification 
decision. Our two experiments have validated our hypothesis. 
We have used a text-dependent database to study the effect of content mismatch 
in speaker recognition. With text-dependent data, both speaker models and test speech 
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are controlled to be content-specific. When there is content match between the model 
and the test data, MFCC is more effective. In the case of content mismatch, although 
both MFCC and WOCOR suffer degradation in discriminative power, WOCOR is 
obviously more effective than MFCC. WOCOR have a lower error rate than MFCC 
by 10% in the case of content mismatch. 
In the experiments using a text-independent database, we also find that WOCOR 
is more effective than MFCC in certain conditions. When the speech data is very 
limited, the content must be specific. This makes WOCOR more effective than MFCC. 
This is validated by experimental results. When more training data are available, the 
phonetic content tends to be more balanced and MFCC begins to be more effective 
than WOCOR. 
In addition, it was observed that WOCOR is more effective in differentiating 
male speakers from female speakers. WOCOR based speaker models outperform 
MFCC based speaker model for a wide range of training data size if the speakers have 
different genders. This shows that WOCOR can reflect the difference of vocal source 
excitation characteristics between male and female speakers. 
The previous research by Zheng demonstrated that WOCOR by itself is 
inadequate for speaker recognition. Instead of applying a single type of features, we 
utilize WOCOR and MFCC jointly to improve the overall performance. We believe 
that the two types of features are complementary. Speaker segmentation consists of 
several stages, which correspond to different training conditions. Our approach is to 
apply the appropriate features in each of the stages. 
We have designed a new system that exploits the properties of WOCOR and 
MFCC in different phases of speaker segmentation. In the initial phase when limited 
training data is available, we use WOCOR to detect the preliminary speaker turning 
points. In the middle stage, we use WOCOR and MFCC jointly for segment clustering, 
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After the final stage when the training data is sufficient, we switch to MFCC. 
Compared with baseline system, the new proposed system has a speaker coverage 
error of 9.9% and 7.5% in term of FDCov and MDCov respectively, i.e. an absolute 
improvement of 2%. The false alarm rate in turning point detection is 27% and the 
miss rate is 20% i.e. an absolute improvement of 5% and 5% respectively. On the 
average, the system has an average error of S.6% in speaker coverage and an error rate 
of 24% in speaker turning point detection, i.e. absolute improvement of 2% and 5% 
respectively. 
Last but not least, this thesis shows that by studying the properties of different 
features, we can make use of the features' properties in different conditions to 
improve the overall performance of speaker recognition. We expect that further 
researches can be done to make good use of other high-level features such as 
linguistic features and prosody features to exploit the other useful information. 
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