Low spatial frequencies of atmospheric turbulence are specially troublesome to astronomers because the phase distortions they cause have large amplitude. We have begun experiments at the Multiple Mirror Telescope (MMT) to remove these errors with tip, tilt, and piston control of pieces of the wave front defined by the telescope's six 1.8 m primary mirrors. We show long exposure images taken at the telescope with resolution as high as 0.08 arcsec under piston control, and 0.32 arcsec under tilt control, using an adaptive instrument designed to restore diffraction-limited imaging in the near infrared. Of particular importance for high resolution imaging is the control of piston, or mean phase errors between the segments. These errors can be found from the Fourier transform of the short exposure combined-focus image, but the accuracy of the reconstructed wave front depends critically on the signal-to-noise ratio of the data. We present theoretical analysis of the effects of photon and detector read noise on the derived piston errors, and computer simulations of wave front reconstructor algorithms. A Wiener filter combined with non-linear weighting of the piston errors is found to minimize the impact of noise. Finally, we summarize expected improvements to our system, and discuss the application of these techniques to forthcoming large telescopes.
INTRODUCTION
Optical wave front distortion caused by atmospheric turbulence has plagued astronomers for centuries, since it places severe limits on the resolving power and signal-to-noise properties of large telescopes. With the advent of fast computing and deformable mirror technology available at relatively low cost, the problem is finally being addressed by an ever-growing group of workers in the field of adaptive optics.
Much work on adaptive wave front control in the past has achieved only partial compensation, with improvement in the resolution in the long exposure image, but not all the way to the limit set by diffraction. 1, 2, 3 Typically, adaptive optics systems have relied on pupil plane measurements of the local wave front slope from sensors such as the Hartmann-Shack or shearing interferometer, often in conjunction with laser guide stars, 1, 4 which are then integrated or fitted to Zernike modes to derive the shape of the wave front. In a related technique, Roddier 5 relies on measurement of the second derivative of the wave front.
On the other hand, the potential scientific rewards for achieving the highest resolution are great. Imaging at the diffraction limit with Strehl ratio of 0.5 or greater requires correction of wave front errors to better than 1 radian rms on all scales from the atmospheric correlation length r 0 out to the longest baseline of the telescope. Since the amplitude of turbulence increases with spatial scale, large scale turbulence is particularly troublesome, and it must therefore be removed with the highest relative accuracy. One of the main goals of our adaptive optics program at the MMT is the development of ways to reconstruct phase errors across large scales, taking advantage of the telescope's 6.9 m baseline. Understanding gained at the MMT will be applied to adaptive optics programs in the visible and near infrared for forthcoming very large filled aperture telescopes, such as the 6.5 m MMT upgrade.
The approach taken by this group has been to exploit the coherence of natural starlight, which permits interferometric methods to be used to measure the shape of the wave front directly over large distances. Interferometry has particular value in the case of segmented mirrors such as the MMT, because it allows direct measurement of the phase errors between segments despite the discontinuities in the wave front.
The MMT is shown schematically in Fig. 1 . It consists of six 1.83 m segments mounted on a circle 5.04 m in diameter. A coherent phased focus is provided by beam combining optics which permit the path lengths of the six beams to be varied independently. Under typical seeing conditions at the site, 6 corresponding to r 0 of 15 cm at 0.5 µm, or 90 cm at 2.2 µm, 7 correction of wave front slope errors (tip and tilt) across each segment and mean phase errors (piston) between segments is sufficient to recover diffraction-limited imaging at 2.2 µm, with resolution of 0.07 arcsec and high Strehl ratio. For reasons discussed in Section 2, our piston phasing technique requires breaking the symmetry of the MMT pupil, so the results presented in this paper were obtained using only the five mirrors highlighted in Fig. 1 . With no aberration, the point spread function of this array appears as shown in Fig. 2 , with a bright central peak containing 25% of the energy, surrounded by twelve weaker peaks. In good seeing, the short exposure images formed by the individual apertures are nearly diffraction limited, but the continuously-changing wave front slope, different for each aperture, causes rapid image motion, and the images do not remain stacked in the focal plane. In addition, piston errors cause continuous motion of the interference peaks in regions where the images do overlap. The effects of correcting tilt and piston errors separately are quite different. Removal of the slope errors stabilizes the stacking of the individual images, but the interference pattern will continue to vary rapidly as the piston errors change. In the long exposure, the effects of interference are blurred out, and the image resembles the Airy function for a single aperture. On the other hand, correction of piston errors stabilizes the interference pattern, but does not constrain the image motion. The width of the integrated image is the same as the uncorrected image, but a fraction of the energy forms a fully diffraction-limited component, which is superposed on a broad halo.
Results of experiments with these two correction schemes are reported in Section 4.
A. Seeing Data from the MMT Site
In the last 15 years, a great deal of effort has been put toward characterizing the effects of the atmosphere on image quality at the site of the MMT on Mt. Hopkins in Arizona. 6 During the first few years of operation, the telescope suffered from significant dome seeing, which has since been greatly reduced by modifications to the telescope structure and building. The site is now an excellent one, being a very sharp peak about 2,000 m above the surrounding plane. The temporal and spatial characteristics of the phase perturbations can be derived from the motion of fringes formed by a star in the focal plane of a multiple beam interferometer. Recently, we have used an infrared speckle camera to collect data on the behavior of atmospheric turbulence above the mountain at 1.65 µm and 2.2 µm wavelength, with the MMT masked as a non-redundant array, using the techniques described in Section 2 to recover the phase fluctuations at a later time. Fig. 3 illustrates a portion of phase data taken with a 6.16 m baseline at 2.2 µm wavelength, and 100 Hz sampling rate. Plotted in Fig. 4 is the structure function of the phase. For times shorter than 0.1 s, the slope approaches the value 5/3 expected from Kolmogorov theory, and for times longer than about 3 s, the curve flattens off as is expected for times greater than B/v where B is the baseline and v is the windspeed. In between however, is a region of intermediate slope which is not expected if the perturbation is caused by a single thin Kolmogorov phase screen. Also shown in Fig. 4 is a structure function calculated from a model which assumes that there are two independent phase screens, each of which obeys Kolmogorov statistics, but which have different values of r 0 and v. The values used in this case were r 0 = 1.3 m and 7.6 m, and v = 5.4 m/s and 36.0 m/s respectively. The fit is extremely good, and the model has been successfully applied to many other similar data sets taken at different baselines and on different dates. The implication seems to be that the atmosphere above Mt. Hopkins is adequately described by two turbulent layers, one moving relatively slowly, with stronger turbulence, the other being considerably weaker, but moving much faster, at a speed consonant with measurements by Merrill et al. 9 In these simulations we have assumed no layer coupling; that is, the phase retardations introduced by the two phase screens are directly summed, neglecting the effects of angular deviations in the light path caused by the first layer. This assumption is equivalent to ignoring the heights of the two layers. In the real atmosphere, the layers are typically separated by 10 to 20 km. The typical deviation of 1 arcsec from the first phase screen thus subtends about 5 to 10 cm at the lower screen, much smaller than r 0 at the observed wavelength. The error in computing the phase is therefore negligible. There are no data to indicate the heights of the layers above Mt. Hopkins, but if as seems likely, the strong slow layer is close to the telescope, and the weak fast layer is at some greater height, then this has exciting implications for the angular size of the isoplanatic patch, which is roughly r 0 /h, where h is the height of the turbulence above the telescope. Assuming h = 10 km for the weak layer in this case, we find an isoplanatic patch for diffraction-limited imaging about 2.5 arcmin in diameter. 10 This is substantially larger than the value of 20 arcsec one obtains by assuming a single layer at 10 km height with the median value for r 0 of 90 cm.
B. Previous Results from the MMT with Adaptive Optics
In early 1991, an instrument, described in Section 3, was constructed based on a six segment adaptive mirror designed to provide tip/tilt and piston control for the whole MMT. Since that time, a number of wave front sensing algorithms have been implemented and tested at the telescope. Our first simulations and experiments employed an artificial neural network to derive all 17 free parameters from the far-field infrared image, using simultaneous in-and out-of-focus images to eliminate ambiguity in the sign of the wave front curvature. 8 A simpler net was used successfully at the telescope to sense and control tilt and piston errors for two of the six apertures. In this experiment, we recovered stable two beam interference fringes at 2.2 µm wavelength at the diffraction-limited resolution of 0.1 arcsec.
Resolution in one dimension as high as 0.05 arcsec has been achieved using a very simple tracking algorithm, in which two of the six adaptive mirror segments were driven as if they were part of a single monolithic mirror, to track the location of the brightest two-beam fringe. 12 We have also successfully used rapid guiding to track the brightest speckle in single mirror images of objects of astronomical interest such as the Becklin-Neugebauer star forming complex in the Orion nebula, and the Galactic halo star µ Cassiopeiae. 13 We have recently begun to explore wave front sensing techniques using a visible detector, taking advantage of the very low noise offered by modern CCDs. Using information from light at visible and infrared wavelengths simultaneously provides a fundamental improvement in the signal-to-noise ratio of the measured wave front, and hence the performance of the instrument.
RECOVERY OF PISTON ERRORS FROM FAR-FIELD IMAGES
Although the median seeing at the MMT site is very good, it is not so good as to obviate the need for direct piston sensing in an adaptive wave front compensator. That is, the typical wave front errors between segments are large enough that it is not possible to extrapolate the shape of the wave front in the gaps between segments solely on the basis of local slope measurements. We rely on interferometry in the wavelength range 1.65 µm to 3.5 µm to determine piston errors, in a technique suggested by Fried, 14 based on the Fourier transform of the short exposure image. The derivation of piston errors can be understood intuitively by considering the simple case of interference from just two apertures. Young's fringes with a well-defined spatial frequency and orientation are observed in the focal plane. In Fourier space, the fringes define a point whose position is determined by the vector separating the two mirrors, and whose phase is directly the piston error between the mirrors. The amplitude at that point is related to the brightness of the source, and the fringe contrast in the image.
In the theoretical development of the Fourier transform technique that follows, reference is made to the notation described in Figure 5 . Consider an M-mirror pupil consisting of circular mirrors of diameter D having centers at coordinates , where α = 1,2,...,M. The mirrors are nonoverlapping, so the distance between them is greater than D. We can describe the incoming optical wave front at point in the telescope entrance pupil as (1) where I 0 is the uniform illumination across each mirror, is the mean phase or piston, is the tilt (measured in radians/meter) of the wave front for mirror α, and is the aperture transmission function, .
(
The assumption of uniform illumination (no scintillation) is justified in the case of the MMT since the typical linear deviation of a ray caused by the turbulence is a few centimeters (see Section 1A), which is much smaller than D.
Throughout the following analysis, phase and piston values are assumed to vary without limit; that is, the arithmetic is not done modulo 2π. This becomes important in the real world where one must use filters of finite bandpass, and one must maintain the phase within the coherence length of the filter. It is not then sufficient to correct the phase to an arbitrary integral number of wavelengths.
Because the image from a single aperture of the MMT site is often characterized by a mirror diameter to seeing parameter ratio, D/r 0 , ≈ 2 at 2.2 µm wavelength, 6 we are usually justified in ignoring the effect of higher order phase aberrations, appearing in the last term of Eq. 1. In this regime, the wave front across each telescope suffers primarily from tilt alone. Thus at the MMT, the nature of a short-exposure far-field interference pattern depends primarily upon the relative piston and tilt values between telescope wave fronts. 
The electric field at point in the combined focal plane of the mirrors is given by the Fourier transform of Eq. 1, (3) where λ is the sensing wavelength, and f is the telescope focal length.
The irradiance measured by a detector at the combined focus is then 15 (4) or .
In Eq. 5, the function is the field for a diffraction-limited single mirror (6) which is given by the Airy function .
The function is independent of α since we assume that each mirror is focused to the center of the optical axis. Each Airy pattern is displaced by an amount due to the tilts . Equation 5 shows that the illumination of the far-field detector contains a DC term, consisting of the superposition of the individual mirror point spread functions with random offsets, plus an interference term depending on both the tilts and the pistons of the mirror wave fronts. The goal of adaptive correction of array telescopes is to measure and compensate for the M-1 pistons and 2M tilts, which will then transform Eq. 5 into the illumination for a coherent phased array.
The key to piston determination from far-field data is provided by the expression for the Fourier transform of the image, .
The function can then be written using the convolution expression for the incoherent optical transfer function, .
Using Eq. 1,
where we have ignored the fitting error terms in Eq. 1. Next, let us examine the contribution to from a single pair of mirrors α, β forming a non-redundant baseline. To do so, we calculate the value of the Fourier transform at the spatial frequency corresponding to the baseline separation of mirrors α and β,
, where
where we have made the substitution , and we have used the fact that for α β. We define the relative piston and tilt errors as and . Within Eq. 11, we recognize the modulus of the complex fringe visibility, 16 (12) and so write, .
The quantity will play a central role in our analysis of measurement noise to come. Using Eq. 2, µ αβ can be evaluated, yielding .
Note that is a strong function of the rms tilt error between mirrors, as shown in Figure 6 . In our analysis so far, we have neglected the residual fitting error across each mirror. The fitting error is the wave front error which remains uncorrected by a perfect correction of tilt and piston. It is given, in units of rad 2 , by 17 .
The effect of this error is to reduce the value of by the factor , which can be a significant degradation in fringe contrast for . 
We have shown, then, that the desired piston difference for mirrors α and β can be derived from Eq. 13:
The measurement in Eq. 16 corresponds to a non-redundant baseline, for which no other term in Eq. 10 contains power at the frequency . However, for redundant array geometries like the MMT, there will be other pairs of mirrors γ, δ, which have the same baseline separation. For the case of two redundant pairs, Eq. 13 becomes the phasor addition of two terms .
The result of Eq. 17 is that one cannot uniquely determine the piston differences and directly from the data, without extra information. Additional information can be gained from a variety of techniques. For example, light from one of the redundant pairs can be split off and made to interfere alone. As another possibility, a form of phase diversity, using an in-focus and an out-of-focus image, can be utilized to break the redundancy. The full six aperture pupil of the MMT contains too much redundancy to be solvable at all using Eq. 16. Thus, we have so far worked with the partially redundant pupil of Fig. 1 , which is a compromise between conserving photons and having sufficient non-redundancy to solve for all phases unambiguously.
A. Measurement Errors
Signal fluctuations arising from photon noise and those induced by the detector and electronics (primarily readout noise), lead to uncertainty in the recovery of relative telescope piston values through the use of Eq. 16. The measurement noise will in turn influence the accuracy of the piston reconstruction applied to the adaptive mirror. Since we want to push the Fourier transform technique to the faintest possible guide stars, and tailor new infrared detectors to the requirements of piston wave front sensing, it is important to understand the sensitivity of the measurements.
We can rewrite Eqs. 8 and 16 to give the measured piston differences in terms of the measured Fourier transform (18) where we have replaced the integration over focal plane coordinate with a summation over detector pixels ij. We wish to know the response of to a small, first-order change in the measured irradiance,
. That is, we let , and compute the corresponding change . Expanding Eq. 18 in a Taylor series, keeping only the first-order terms, we have (19) so that the expected variance of the piston-difference change is .
We assume that the irradiance variations due to noise are uncorrelated pixel to pixel (21) 
where is the noise variance, consisting of a Poisson term, N, the number of photoelectrons generated, and a camera noise term, n 2 , the squared readout noise per pixel. Performing the derivatives in Eq. 20, we have (22) where we have used and . The sine-cosine terms in Eq. 22 average to zero, and substituting Eq. 21, we find .
The quantity on the left-hand side of Eq. 23 is identified as the mean-square uncertainty in the piston difference. From here on, we shall refer to this quantity as . From Eq. 23, we see that depends inversely upon the fringe contrast, µ, so that small values of µ will produce noisy piston differences. Equation 14 gives the dependence of on the relative tilt, , between mirrors. The rms value of this tilt can be calculated using the expected value of tilt from Kolmogorov theory. 17 In the absence of any adaptive tilt correction, we can estimate the magnitude of the tilt error from .
Equation 24 assumes that the s are uncorrelated, which is not strictly true. Thus, Eq. 24 represents an upper bound to the actual tilt error. Without tilt control, we find 3 radians rms tilt for , leading to an expected fringe visibility of 0.31. When the adaptive tilt loop is closed, however, the relative tilt is corrected, leading to near unity fringe visibility for , and an rms measurement noise value 3 times smaller than the case without tilt correction. For , the expected fringe visibility is 0.13 and the reduction in rms measurement noise through use of a perfect tilt control loop is 8. Thus the advantage to implementing a simultaneous tilt control loop for use with the Fourier transform piston phasing method is very significant, corresponding to 1 to 2 magnitudes in effective source brightness. Figure 7 plots the rms measurement error as a function of the number of photoelectrons per pixel, N, for a family of detector readout noise levels. The current Steward speckle camera used in the adaptive instrument has been found to have approximately 300 e -rms readout noise per pixel. Figure 7 makes apparent the reduction in measurement uncertainty, and correspondingly the increase in sky coverage, to be gained from even modest improvements in infrared detector technology.
B. Reconstruction Errors
In the absence of measurement noise, phase closure provides the best means of reconstructing the true pistons, , from the phase differences, obtained from the Fourier transform of the image. Consider a three mirror non-redundant pupil. The measured piston differences are , , and , from which we seek estimates, , that minimize the error (25) while satisfying the closure sum . Minimizing Eq. 25 subject to this constraint leads to the solution for three mirror closure, 
This reconstruction technique leads to a reduction in the uncertainty of our estimate of the piston difference between any two mirrors compared to the originally derived values . For a fully redundant pupil, we are trying to find M-1 relative piston differences from M(M-1)/2 baselines. If 
the measurement errors are uncorrelated and have the same mean squared value for all baselines, then we reduce the uncertainty by a factor of {2(M-1)/M(M-1)} 1/2 = {2/M} 1/2 . In the case of five mirrors, the development is similar. We derive an estimate of the piston differences that best fits the measured data in the least squares sense. The five mirror derivation begins by writing ,
analogous to Eqs. 26 to 28, for adjacent mirrors α and β.
In the case of a pupil with more than three mirrors however, we can further constrain the derived pistons. In the same manner as for the three mirror closure phase, we know that the sum of phase differences around the edge of the pupil must be zero, that is .
We can write the square of the residual closure error as .
Minimizing R 2 with respect to the s gives .
Substituting in Eq. 30 gives the final closure result (34) where . For the M mirror case, this gives us a further improvement in the uncertainty in the derived pistons of a factor {1/M} 1/2 .
C. Piston Reconstruction of Noisy Data
The closure solution, Eq. 34, is the best that one can do for bright sources, adaptive tilt control, and small residual phase fitting error over each of the mirrors. However, even with tilt control, the use of dim guide stars or seeing worse than leads to significant values of . In order to maintain accurate reconstructions as the level of noise increases, we must supplement the measurements with information about the noise level, and statistical properties of the wave front. Information about the level of noise in the data can be found by looking at the amplitude of the Fourier components, and weighting the corresponding phase values accordingly.
We shall consider in this section three alternative techniques for extending the useful function of the Fourier transform piston derivation to faint guide stars. The first technique, derived heuristically, is to weight the terms of the piston reconstruction by a function of the complex fringe visibilities. The function is chosen to discredit phase differences derived from poor visibility fringes
relative to those derived from fringes with good visibility. Thus, we can modify the simple closure relation, Eq. 30, as follows (35) where .
Note that in the case of equal visibilities associated with all piston difference measurements, this reconstruction technique reduces to that of the simple closure described above. A second method of improving the reconstructor performance in the presence of noise can be taken from optimal linear estimation theory 18 and allows for the inclusion of a priori information concerning the noise level and the statistics of the process being corrected. Using a Wiener filter, we can inform the reconstructor about the data and atmospheric wave front so that it can make the best use of the measurements.
Given the measurement vector (37) the optimal least-squares weights are given by the Wiener solution 18 (38) where .
The matrix, [W] , is the product of two matrices, the first having elements .
where is the true wave front piston. The terms in Eq. 40 involving average to zero because the noise is assumed to be a zero mean Gaussian process. The remaining terms involve the piston covariance matrix, which has elements (41) where is the piston structure function, given by for Kolmogorov turbulence, and is the mean square piston value for a single mirror. The term represents a correction to the Kolmogorov structure function for the finite size of the apertures.
For the values of used in the present work, we find numerically Similarly, the matrix to be inverted on the right hand side of Eq. 39 has the elements (43) which may also be evaluated using Eq. 42. It should be noted that the matrix whose elements are given by Eq. 43 does not possess an inverse for , due to the rank deficiency caused by the invariance of the measurement vector, , under the addition of an arbitrary overall piston. For finite , however, the inverse is well behaved. For small, but finite , which is identically the case of a bright source, the Wiener reconstruction matrix approaches the simple closure matrix described above.
In implementing Eqs. 38 to 43, we have found that point-aperture approximation is not accurate enough to establish the true covariances of the mean phase values across the MMT pupil, where 0.3 to 0.7. Therefore in the comparison to follow, we have computed the pistonmeasurement and measurement-measurement correlation matrix elements numerically.
The final reconstruction technique we consider is a combination of the non-linear amplitude weighting and optimal linear reconstructors derived above. We again are motivated by the desire to discredit those piston measurements which are known to have associated with them low values of fringe visibility. We also wish to maintain the improvements in the case of high noise achieved by the Wiener filter.
We therefore form the piston difference estimate as in Eq. 35, but now using the values for the estimate where (44) and is the element of the Wiener reconstruction matrix, W, from Eq. 38, that multiplies the piston measurement in the estimation of . Each technique has been implemented through simulations. A comparison of these methods with each other and the simple closure reconstructor derived above is given in Figure 8 . This graph was plotted assuming D/r 0 = 1, 30% system efficiency at 2.2 µm with 20% bandpass, 10 ms integration time, and a detector with 30 e -per pixel rms noise. Wave front slope was assumed to be removed perfectly, leaving only the effects of piston error to be corrected. The plot shows that, as expected, the Wiener filter performs better than the closure methods, since the Wiener filter contains information about the statistics of the wave front which the closure matrix does not. Furthermore, the addition of noise weighting by Fourier amplitude improves performance significantly in both cases, in terms of the corrected Strehl ratio, and in the case of the Wiener filter, in terms of the limiting magnitude. Our experiments to date have relied upon amplitude weighted closure; Figure 8 shows that we will be well served by changing to the amplitude weighted Wiener filter. Fig. 8 . Variation of Strehl ratio with apparent K magnitude. For this graph, we have made the same assumptions as for Fig. 7 , and 30 e -per pixel rms noise. The sudden drop around K = 12 is due to the effect of noise, which appears in the Strehl ratio as .
THE MMT ADAPTIVE INSTRUMENT
The adaptive instrument constructed for the MMT is shown schematically in Fig. 9 . Just after the pseudo-Cassegrain focus of the telescope, the beam is folded to a parabola which collimates the light, and reflects it to the adaptive mirror, positioned in the focal plane of the parabola, just in front of an image of the entrance pupil. After a second reflection off the parabola, the light is brought to a corrected focus. The central 5 arcsec of the field is transmitted through a hole in the middle of a mirror which folds light in the rest of the field to a 128×128 NICMOS2 array via reimaging optics. This camera is used to record long exposure images in the corrected field of view around the reference star, at 2.2 µm wavelength. Visible light from the star is transmitted through a dichroic beam splitter, and a small lenslet array images each of the six beams separately onto a small format CCD. Image centroids computed from the output of the CCD directly provide wave front slope information for each of the six beams. The infrared light is reflected from the dichroic to a 62×58 indium antimonide speckle camera, 19 with 300 e -per pixel rms read noise, and imaged at a plate scale of 0.04 arcsec/pixel at 2.2 µm wavelength. We can read 26×20 pixel subarrays from this camera at a rate of up to 100 Hz, which is quite adequate for adaptive control in the near infrared.
Images from both the speckle camera and the CCD are transmitted to the wave front computer. This is an array of 21 transputers, manufactured by Inmos, running at a sustained speed of 25 Mflops. After reconstruction of the wave front, a series of digital-to-analog converters and power op-amps is used to drive the PZT actuators of the adaptive mirror. Fig. 9 The MMT adaptive instrument mounts at the Cassegrain focus of the telescope. Three cameras are used for wave front slope control (CCD), piston control (speckle camera), and infrared wide-field imaging (NICMOS camera). Data from the two wave front sensing cameras are fed to a computer which reconstructs the wave front, and sends commands to the adaptive mirror.
A. Piston Correction with the Speckle Camera
For experiments conducted to date at the telescope, limitations on communication bandwidth in the computer hardware have prevented us from running the piston control loop and the tip/tilt control loop simultaneously. Nevertheless, both have been run separately with the five beam pupil of Figure 1 . In the case of piston control, six parameters of the wave front are corrected. These are the four relative piston errors, and the global wave front tilt, determined from the centroid position of the combined focus infrared image. This has the effect of slightly improving the FWHM of the corrected image.
To find the required adjustments to the adaptive mirror, firstly, a 26×20 pixel subarray is read from the speckle camera, in a non-destructive mode. The centroid of the image is used to locate an 11×11 box containing the bulk of the energy. This is transmitted, along with the centroid coordinates to the wave front computer, which computes the Fourier transform of the 121-pixel image. Finally, actuator values are calculated on the basis of the centroid location and the Fourier components.
Because the wave front distortion changes rapidly with time, the delay between sensing the wave front and moving the adaptive mirror (the 'servo lag') must be no more than about 20 ms at 2.2 µm wavelength. For the results of Section 4, 10 ms exposures were read out at a 100 Hz rate. Readout, computation of the Fourier transform and reconstructed wave front, and setting the adaptive mirror took an additional 13.4 ms, giving a total of 23.4 ms between beginning an integration and making a correction on the basis of the image. Since a new cycle was started every 10 ms, successive cycles were overlapped.
B. Tip/Tilt Correction with the CCD Camera
The CCD used in the tilt-sensing camera is a novel 24×48 pixel device designed by J. Geary of the Smithsonian Astrophysical Observatory. For wave front sensing in particular, we require high speed in order to freeze out the dynamic effects of atmospheric turbulence, and low read noise to push to the faintest reference sources. Since use of a shutter is precluded by the high frame rate, frame transfer capability is essential.
The chip used for the experiments described in Section 4 is a frame transfer device with four output amplifiers, and read noise of 7.5 e -per pixel rms at 40 kHz pixel read rate through a single amplifier. 20 For the present work, only one amplifier was implemented, running at 200 kHz, and 80 frames per second. At this read rate, the noise increased dramatically to 60 e -, but we were willing to sacrifice low-noise performance for speed. As will be seen, this is sufficient to achieve excellent wave front correction under moderate to good seeing conditions.
RESULTS FOR PISTON AND TIP/TILT CONTROL
During an observing run at the MMT in May 1992, the method of amplitude weighted closure was used to stabilize the relative piston errors between five of the six apertures of the telescope. 21 The star γ Draconis, which has a K magnitude of -1.3, was imaged in the K′ photometric band (2.2 µm ± 0.12 µm). As illustrated in Fig. 10 , the technique was very successful. Fig. 10a shows a 20 s integration, 26×20 pixels in size, composed of 2,000 consecutive 10 ms frames with no adaptive correction. The image has a typical seeing-limited profile with FWHM of 0.78 arcsec. Contributions to the width include alignment and figure errors in the telescope optics (0.46 arcsec), 10 and residual stacking error in the five beams (estimated to be 0.2 arcsec). The atmospheric component is thus 0.6 arcsec, which corresponds to r 0 = 74 cm (13 cm at 0.5 µm wavelength), in good agreement with values calculated from the phase fluctuations derived from the individual stored frames. This is somewhat worse than the median value of about 90 cm observed at the MMT site. Three new exposures were taken immediately afterwards, with integration times of 10 s, 20 s, and 20 s. These have been added, with no post-processing except to correct for the detector flat-field response, to obtain Fig. 10b . There is a strong diffraction-limited component present in this image, on top of the expected broad halo. The resolution of the central core is 0.073 arcsec vertically, and 0.082 arcsec horizontally, the asymmetry arising because of the shape of the pupil.
The power of the technique can be appreciated by comparing Fig. 2 with Fig. 11 , which shows the corrected image with the seeing halo fitted and subtracted, repixelized at 0.013 arcsec/pixel. With perfect correction of the aberrated wave front, this portion of the image would contain all of the energy, and the halo would disappear. In fact, it contains only 4.5% of the total energy. The reduction is caused by five distinct sources of error in the corrected wave front: These errors were derived from various data taken at the telescope. Alignment and figure error have been previously determined. 10 The tilt error was computed from the rms image motion of a single beam under the same seeing conditions. Piston versus time plots were computed for the uncorrected data of Fig. 10a and used to find the error due to servo lag. The value of r 0 computed from these data sets was used to calculate the residual atmospheric aberration from equation 15. Finally, the error caused by read noise was found by propagating the signal-to-detector noise ratio of the data through the wavefront reconstructor.
By far the largest error is due to the uncorrected wave front slopes over the individual apertures. Simulations indicate that if simultaneous tip/tilt control were applied under otherwise identical conditions, the energy in the diffraction-limited component would increase by a factor of almost three to 13.3%. 21 Correcting slope errors is essential for imaging with high contrast and Strehl ratio. In a separate experiment performed during the same observing run, slope control was demonstrated for the same five-beam pupil as was used for the phasing experiment. Centroid information from the five separated images on the CCD camera was used to drive the adaptive mirror to maintain the superposition of the infrared images on the speckle camera, at a rate of 80 Hz. The results are reported in detail elsewhere, 20 but Fig. 12 shows two 20 s exposures of the star ε Bootis (V magnitude 2.4) taken from the speckle camera illustrating the improvement which can be obtained. Without correction, Fig. 12a , the FWHM is 0.52 arcsec. When the adaptive system was turned on, this improved to 0.32 arcsec. The corrected image shows part of the first Airy ring, split into short arcs, which is an artifact of the three-point hard support under each primary mirror.
The perfectly slope-corrected image would have a FWHM of 0.25 arcsec, and indeed we have achieved 0.26 arcsec in corrected images from a single mirror; the degradation in the five beam case is partly due to fixed telescope aberrations, and partly because of small mismatches in the nominal centered positions of the beams. This latter effect will in future be removed by careful registration of the beams in the laboratory. a b Fig. 12 The effect of wave front slope control on the five beam image at 2.2 µm. The source was the star ε Boo, with a magnitude at V of 2.4. a) With no control, the image has a FWHM of 0.52 arcsec. b) With control, the FWHM is reduced to 0.32 arcsec, and the first Airy ring appears.
FUTURE WORK AND EXTENSION TO FAINTER SOURCES
We have achieved direct imaging at the diffraction limit of the MMT in the near infrared with adaptive control of only six parameters of the wave front. There remains much to be done however before our adaptive optics system can become truly a user instrument. The concentration of light, and the limiting magnitude of the required reference star must both be improved. At present, the infrared speckle camera, with its high read noise, limits us to stars brighter than K magnitude 7 under good seeing conditions. The results of Section 2 demonstrate that roughly a magnitude of improvement can be obtained immediately simply by using the amplitude weighted Wiener filter wave front reconstructor rather than amplitude weighted closure. In addition, we plan to replace the current speckle camera with a 256×256 NICMOS3 array, which has only 30 eper pixel rms read noise. It is possible to read a small rectangle from such a detector repeatedly, while cycling non-destructively and very rapidly through the rest of the array. After some integration period, the entire array can then be read out. Thus, we will be able to use the camera as both the wave front sensor and the science imager. The lower noise will allow reference stars 2.5 magnitudes fainter to be used.
In the immediate future, we plan to implement simultaneous control of the wave front slope and piston errors, to provide full adaptive control of the five beam MMT. A further improvement of 1 in limiting magnitude is expected. This is a result not only of the immediate concentration of light, but also of the improved fringe contrast, which allows a more accurate determination of the phase errors in each baseline. In addition, the reduction in image motion means that fewer pixels need be read out from the wave front sensing camera, which reduces the servo lag, and the amount of detector noise in the Fourier transform.
All together, we believe we can push the technique to reference sources at least as faint as K of 11, at which point a great number of possible scientific applications becomes available. 11 This magnitude estimate agrees with the simulations summarized in Fig. 8 , which shows the limit for the phasing technique to be around 12 to 13. The simulations did not include the effect of servo lag, however, which will reduce the limit by about a magnitude.
Our CCD camera has only one of its four output channels operational at present. A significant improvement in performance is expected when the remaining three channels are implemented. The same frame rate will then be obtainable with a pixel clock running four times slower, which will reduce the noise from 60 e -to 8 e -. We have replaced the lenslet array with a reflective optical relay which allows the visible beams to be steered individually, and positioned at any desired location on the CCD. Thus, with appropriate choice of plate scale, it is possible to center each beam on the intersection of four pixels, and to operate the device as a multiple quad cell. This minimizes the number of pixels required to be read out, with the same benefits for speed and read noise as for the piston sensing camera. We will also be exchanging our present CCD for a newer version with half the noise. We are presently able to guide on stars as faint as 12th magnitude at R (0.7 µm), and we estimate that with these improvements, the limiting magnitude for the tip/tilt system will be pushed to 15, which will provide about 30% sky coverage. 20 Use of a fast, low-noise CCD opens up the exciting prospect of using the Fourier transform phasing technique to do extremely high resolution imaging at visible wavelengths. We plan experiments in which the existing speckle camera will be replaced by a second CCD, operating at a plate scale of 0.02 arcsec/pixel, and 250 Hz frame rate. The pupil will be masked with a set of subapertures, each 0.7 m in diameter, placed in a non-redundant array over the full aperture of the telescope. Using an adaptive mirror matched to the array, we will be able to stabilize a beam profile with a bright central core of 0.024 arcsec at 0.8 µm.
Since the array will necessarily be dilute, the image will consist of many sharp spikes, but these will be well removed by existing algorithms developed to deconvolve the instrumental point spread function from images obtained with speckle interferometry and radio telescope arrays. Before the advent of fully-corrected large aperture telescopes, the system will permit us to look at brighter objects of interest with unprecedented resolution.
