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SOLVING THE SCHRO¨DINGER EQUATION BY REDUCTION TO A
FIRST-ORDER DIFFERENTIAL OPERATOR THROUGH A COHERENT
STATES TRANSFORM
FADHEL ALMALKI AND VLADIMIR V. KISIL
Abstract. The Legendre transform expresses dynamics of a classical system
through first-order Hamiltonian equations. We consider coherent state trans-
forms with a similar effect in quantum mechanics: they reduce certain quantum
Hamiltonians to first-order partial differential operators. Therefore, the respec-
tive dynamics can be explicitly solved through a flow of points in extensions of
the phase space. This generalises the geometric dynamics of a harmonic oscillator
in the Fock space. We describe all Hamiltonians which are geometrised (in the
above sense) by Gaussian and Airy beams and write down explicit solutions for
such systems.
1. Introduction
The coherent states (CS) were introduced by Schro¨dinger in 1926 [47] but were
not in use until much later [9,23,48,52]. Nevertheless, ideas from [47] were crucial
for formation of quantum mechanics [51]. Naturally, further developments of the
concept of CS manifested a remarkable depth and width [4, 20, 40, 45, 56]. The
canonical CS of a harmonic oscillator have a variety of important properties, e.g.
semi-classical dynamics, minimal uncertainty, parametrisation by points of the
phase space, resolution of the identity, covariance under a group action, etc. As
usual, different generalisations of CS start from one particular property used as
a definition, other properties may or may not follow as consequences depending
on circumstances. For example, the approach in [24] employed a connection of
CS with the heat kernel (Gaussian) and its analytical extension, but requires the
compactness of the underlying group—in contract to the original setup of CS
from the Heisenberg group.
This letter revises geometrisation of quantum evolution in CS representation.
More specifically, in Defn. 3 we describe a method to determine all Hamiltoni-
ans admitting a reduction to a first order partial differential equation (PDE) by
means of the coherent state transform (CST) with a given fiducial vector. There-
after, the corresponding first order PDE can be explicitly solved and the ge-
ometrised evolution is realised by a time-dependent coordinate transformations.
The method is based in the development [7, 35, 38, 39] of the CS from group rep-
resentations [4,20,45], notably an analyticity-type condition in the image space of
CST as explained below.
Our inspiration is that the canonical CS [9,20,23,47,48,52,56] are parametrised
by points z = q+ ip of the phase space in such a way that the time evolution of a
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quantum state f˜(t, z) in a harmonic potential is given by
(1) f˜(t, z) = e−piiωtf(0, e−2piiωtz) .
Its key ingredient is the rigid rotations z 7→ e−2piiωtz of the phase space—the dy-
namics of a classical harmonic oscillator. Thus, the geometrisation of the evolu-
tion also manifests the correspondence principle between quantum and classical
mechanics.
However, various “no-go” theorems suggest that this correspondence cannot
be universal. Therefore, there are many different approaches to geometrisation of
quantum dynamics [11, 12, 15, 25, 30, 32, 46, 49, 53, 58], see also [16, 27] for surveys
and further references. Those works are often motivated by conceptual consider-
ations of fundamental structures of Lagrangian and Hamiltonian dynamics. Our
main aim here is more pragmatic: we look for a simple and effective method to
express a quantum evolution through a flow of points of some set. Few connec-
tions to the above papers will be discussed at the end of this letter.
Let the dynamic of a quantum system be defined by a Hamiltonian H and the
respective Schro¨dinger equation
(2) i hφ˙(t) = Hφ(t).
Geometrisation of (2) suggested in [15] uses a collection |x〉 of CS parametrised
by points of a set X. Then the solution |x, t〉 of (2) for an initial value |x, 0〉 = |x〉
shall have the form
(3) |x, t〉 = |xt〉 ,
where xt is an orbit of a one-parameter group of transformations X → X. Recall
that the coherent state transform (CST) f˜(x) of a state f is defined by
(4) f 7→ f˜(x) = 〈x|f〉 .
It is common that CST is a unitary map onto a subspace F2 of L2(X,dµ) for a suit-
able measure dµ on X. If CS |x〉, x ∈ X geometrise a Hamiltonian H in the above
sense, then for CST f˜(t, x) = 〈x|f(t)〉 of an arbitrary solution f(t) = e−itH/ hf(0)
of (2) we have:
f˜(t, x) = 〈x|e−itH/ hf(0)〉 = 〈xt|f(0)〉 = f˜(0, xt).
Thus, if CS geometrise a Hamiltonian H then the dynamic of any image f˜ of the
respective CST is given by a transformation of variables.
It was already noted in [15] that even the archetypal canonical CS do not ge-
ometrise the harmonic oscillator dynamics in the above strict sense due to the
presence of the overall phase factor in the solution (1). The factor is not a minor
nuisance but rather a fundamental element: it is responsible for a positive energy
of the ground state.
To accommodate such observation with geometrising, we propose the adjusted
meaning of geometrisation:
Definition 1. A complete collection |x〉 of CS parametrised by points of a manifold
X geometrises a quantum dynamic, if the time evolution of the CST f˜ = 〈x|f〉 is
defined by a Schro¨dinger equation
(5) i h
df˜
dt
= H˜f˜ ,
where H˜ is a first-order differential operator on X.
To find geometrising CS one can use symmetries of the Schro¨dinger equation
and a Hamiltonian H, cf. [1–3, 29, 43, 44, 54, 57]. In particular [4, 20, 45], group
representations are a rich source of CS. More precisely, let X be the homogeneous
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space G/H for a group G and its closed subgroup H. Then, for a representation
ρ of G in a space V and a fiducial vector |0〉 ∈ V the collection of coherent states
is defined by
(6) |x〉 = ρ(s(x)) |0〉 ,
where x ∈ G/H and s : G/H→ G is a Borel section.
Example 2. The canonical CS [9, 20, 23, 47, 48, 52, 56] are produced by G being
the Heisenberg group [19, 33, 34, 39], H—the centre of G, ρ—the Schro¨dinger
representation and |0〉 be Gaussian e−pi hmωx2 . These CS geometrise the har-
monic oscillator dynamic with the specific potential in the Hamiltonian: H =
1
2
( 1
m
p2 +mω2q2
)
. Indeed, the corresponding CST maps states to the Fock–
Segal–Bargmann space and the harmonic oscillator dynamics (1) satisfies the first
order differential equation:
(7) i h
d
dt
f˜(t, z) = pi hω(f˜(t, z) + 2z∂zf˜(t, z)), z ∈ C.
The construction of CS from the group representations is fully determined by a
choice of G, H, ρ and |0〉. Thus, varying some of these components we obtain dif-
ferent geometrisable Hamiltonians in sense of Defn. 1. For example, the minimal
nilpotent extension of the Heisenberg group G (see (8)) allows to use Gaussian
e−pi hEx
2
with arbitrary squeeze parameter E [20, 56] as a fiducial vector |0〉 for
simultaneous geometrisation of all harmonic oscillators with different values of
mω [7; 14, § 8.2].
Definition 3. The method of order reduction employed in this letter consists of the
following steps. For a group G and its unitary irreducible representation ρ:
(1) Chose a fiducial vector |0〉 which is annihilated by certain form of ρ,
cf. (16);
(2) Calculate [7,35,38,39] the respective operator C, cf. (18), which annihilates
the image space of the CST (4).
(3) Find all Hamiltonians of the form H = F + AC, where F is a first order
PDE and A is any operator.
The above method is quite general and is not limited to a particular group
or representation. As an illustration, we use it in the following extension of the
classic setup from Ex. 2:
• The Heisenberg group is extended to the minimal nilpotent step 3 group
G defined in (8). Consequently our CS are parametrised by an extension
of the classical phase space.
• The fiducial vector |0〉 is changed from the Gaussian to a cubic expo-
nent (15), cf. Fig. 1. The later is the Fourier transform of an Airy wave
packet [10] which are useful in paraxial optics [54, 55].
For the found geometrisable Hamiltonians we can write explicit generic so-
lutions through well-known integral transforms. The letter is concluded by a
discussion a wider framework for our method and some its further usage is out-
lined.
2. Background
Here we briefly introduce the necessary background. It was already used in [7],
which contains a detailed presentation and further references.
Let g be the minimal nilpotent step 3 Lie algebra spanned by {X1,X2,X3,X4}
with the only non-vanishing commutators [5, 7, 8, 17, 21, 28, 33, 41]:
(8) [X1,X2] = X3, [X1,X3] = X4 .
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The corresponding Lie group G ∼ R4 is three-step nilpotent and its elements will
be denoted by
(9) g = (x1, x2, x3, x4) := ex4X4 ex3X3 ex2X2 ex1X1 .
The group can be physically interpreted as a central extension by X4 of the
Galilean group spanned by X1, X2 and X3, see [7] for the related discussion. The
roˆle of central extension in quantisation is described, for example, in [3].
There are two important subgroups of G: the centre Z and the subgroups of
elements (x1, 0, x3, x4), which is isomorphic to the Heisenberg group. On the other
hand G is a subgroup of the Schro¨dinger group [1, 2, 29, 43, 44, 54, 57].
For two real parameters h2 and  h4 6= 0, we will use the unitary irreducible
(UIR) representation of the group G in L2(R) given by, cf. [7; 33, § 3.3, (19)]:
(10) [ρh2 h4(g)f](x
′
1) = e
2pii(h2x2+ h4(x4−x3x′1+
1
2x2x
′2
1 ))f(x ′1 − x1).
Note that ρh2 h4(x1, 0, x3, x4) coincides with the Schro¨dinger representation of the
Heisenberg group [34, 36, 39]. In particular, vectors X1 and X3 ∈ g correspond to
momentum and position observables in the coordinate representation.
Let ρ be a representation of G and |0〉 be a joint eigenvector of operators ρ(h)
for all h in subgroup H of G:
(11) ρ(h) |0〉 = χ(h) |0〉 for all h ∈ H,
where χ is a character of H. Then, CST is completely determined by its values on
G/H [22, 45]. Thus, for a section s : G/H → G we define the induced coherent state
transform (ICST) from a Hilbert space H to a space of functions L0(G/H) by:
(12) f˜(x) = 〈x|f〉 , where |x〉 = ρ(s(x)) |0〉 , x ∈ G/H .
For the subgroup H being the centre Z of G, the representation ρh2 h4 (10) and
the character χ(0, 0, 0, x4) = e2pii
 h4x4 any function in L2(R) satisfies the eigenvector
property (11). Thus, for the respective homogeneous space G/Z ∼ R3 and the
section s : G/Z→ G; s(x1, x2, x3) = (x1, x2, x3, 0), ICST is:
f˜(x1, x2, x3) = 〈x1, x2, x3|f〉(13)
= e−2piih2x2
∫
R
dy f(y) e−2pii h4(−x3y+
1
2x2y
2)φ(y− x1).
It intertwines ρh2 h4 with the representation on L2(R
3):
[ρ˜ h4(g)f](x
′
1, x
′
2, x
′
3) = e
2pii h4(x4−x1x3+ 12x
2
1x2+x1x
′
3−
1
2x
2
1x
′
2)
× f(x ′1 − x1, x ′2 − x2, x ′3 − x3 − x1x ′2 + x1x2).(14)
For a fixed x2 ∈ R, the map f ⊗ |0〉 7→ f˜(·, x2, ·) is a unitary operator: L2(R) ⊗
L2(R)→ L2(R2). Define the cubic extension |0〉 of a Gaussian, see Fig. 1 by:
(15) φ(y) = exp
(
piiD h4
3
y3 − piE h4y
2 + 2piiDh2y
)
,
where square–integrability of |0〉 over R requires that E h4 is strictly positive and
D is real. Physically, the parameter E encodes a squeeze of CS [7]. State |0〉 (15)
is interesting because it is a null-solution of the generic derived representation
dρh2 h4 of g:
dρiX1+iDX2+EX3h2 h4 = idρ
X1
h2 h4
+ iDdρX2h2 h4 + Edρ
X3
h2 h4
= −i
d
dy
− pi h4Dy
2 − 2piiE h4y− 2pih2D .
(16)
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Figure 1. Fiducial vector φ (15): solid blue and red graphs are
its real and imaginary parts respectively. The green dashed en-
velope is the absolute value |φ|, which coincides with a Gaussian.
Thus, this operator is a counterpart of the annihilation operator of canonical CS.
It follows [7, 35, 38, 39], the image space L0(G/Z) of ICST (13) with the fiducial
vector (15) satisfy to
(17) Cf(x1, x2, x3) = 0, for any f ∈ L0(G/Z)
where
C = −i∂1 − iD∂2 + (E− iDx1)∂3 − pi h4(2iEx1 +Dx21)I ,(18)
which we call the analytic condition.
Another condition on f ∈ L0(G/Z) is generated by the Casimir element C =
X23 − 2X2X4 [17, 33]. The corresponding operator acts as a multiplication operator
by 8pi2h2 h4 on L0(G/Z), thus, for any f ∈ L0(G/Z) we have Sf(x1, x2, x3) = 0,
where
S = (dρ˜X3 h4 )
2 − 2 dρ˜X3 h2 dρ˜
X4
 h4
− 8pi2h2 h4I(19)
= ∂233 + 4pii h4∂2 − 8pi
2h2 h4I .
The relation (19) will be called the structural condition determined by the Casimir
operator and is independent from a fiducial vector being used. Summing up, we
conclude that L0(G/Z) is annihilated by elements of the left operator ideal K generated
by C (18) and S (19).
3. Geometrisation with Fourier–Fresnel and Fourier–Airy transforms
Recall, any two operators different by an element of the left operator ideal
K generated by C (18) and S (19) have equal restrictions to the space L0(G/Z).
Among many equivalent operators we can look for a representative with desired
properties, e.g. a first order differential operator, which geometrises dynamics in
the sense discussed above.
In this section we present the complete characterisation of quadratic forms
on the Lie algebra g which admit geometrised dynamics by means of covariant
transform with a fiducial vector (15).
Let ρ be UIR of G, for the respective derived representation dρ of g consider a
general quadratic form:
dρG =
3∑
j,k=1
ajkdρXjdρXk where Xn ∈ g .(20)
If dρG admits a geometric dynamic in Airy-type CS |x1, x2, x3〉 then there is a
first-order differential operator, Hr on L0(G/Z) such that Hr − dρ˜G is in the ideal
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generated by C (18) and S (19):
(21) Hr = dρ˜G + (A∂1 + B∂2 + C∂3 + K)C+ FS .
Here A,B,C,K and F are certain coefficients, which are chosen to eliminate all
possible second-order derivatives in H = dρ˜G. In its turn, this depends on values
D and E in the fiducial vector |0〉 (15) and the respective analyticity operator
C (18).
Substituting the explicit expressions of the derived representation and C (18),
S (19) into the relation (21) we can eliminate second derivatives in Hr if:
A = −ia11, B = iDa11 − i(a21 + a12) ,
C = −a11(2ix2 − iDx1 + E) − i(a13 + a31) ,
F = −a11u
2
2 + (a31 + a13)u2 − a33 , [u2 = Dx1 − x2 + iE]
K = 2pi h4(a13 + a31)x1 − a11
(
− 2pii h4Ex1 +
D
E
+ 5pi h4Dx21 − 4pi h4x1x2
)
+
a21
E
.(22)
The last parameter K is used to get imaginary coefficients in front of ∂1 and
∂3 to obtain a geometric action in the phase space parametrised by momentum-
position variables (x1, x3). Additionally to the above values (22), we have to apply
the following restriction of the coefficients ajk on the quadratic form (20):
a12 = 2Da11 − a21, a22 = D2a11,
a23 = D(a13 + a31) − a32 .
(23)
The remaining coefficients a11,a21,a13,a31,a32 and a33 as well as parameters D
and E are free variables. Thus, we have obtained the desired classification:
Proposition 4. The Hamiltonian (20) can be geometrised over G/Z by Airy-type CS
from the fiducial vector (15) if and only if coefficients ajk satisfy (23).
Note that even the case D = 0 (that is a Gaussian as a fiducial vector) is more
general than the classical result of Schro¨dinger from Example 2: the latter requires
the exact match of the squeezing parameter E = mω in the Hamiltonian and the
CS. The larger group G can treat a harmonic oscillator through Gaussians with
arbitrary squeeze, see [7] or presentation without groups in [14, § 8.2].
4. Solving the geometrised equation
Geometrisable Hamiltonians described in Prop. 4 can be explicitly solved using
the following steps:
(1) Find the generic solutions of the analytic condition (18), which is a first-
order PDE. Since it is Hamiltonian-independent, the obtained solution can
be re-cycled.
(2) Substitute the above analytic solution into the reduced (first-order) form
of the Schro¨dinger equation forHr (21). A resulting dynamical equation is
significantly simplified in analytic variables and admits an explicit generic
solution.
(3) Substitute the generic solution into the structural condition (19), this pro-
duces a second-order PDE solved by well-known integral representations.
Details of calculations can be found in [6], we only indicate milestones here. The
Hamiltonian-independent solution to the analyticity condition (18) is:
f(t; x1, x2, x3) = epi
 h4(−Ex
2
1+iDx
3
1/3)φ(t;u1,u2)
for u1 = Dx21 + 2iEx1 − 2x3, u2 = Dx1 − x2 + iE.
(24)
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The remaining steps will be considered on two specific examples satisfying re-
quirements from Prop. 4.
We consider the matrix satisfying conditions (23):
(25) (ajk) =
1
m
 1 D 0D D2 0
0 0 0
 ,
where m is the mass. The respective Hamiltonian
Hρ = −
1
m
(dρX1 +DdρX2)2 ,(26)
is the Weyl (symmetric) quantisation [34, 36, 39] of the classical Hamiltonian
(27) H = 1
m
(p+Dq2)2 .
The classical orbits in the phase space are presented on Fig. 2 (top).
q
p
q
p
Figure 2. Classical orbits in the phase space of the Hamiltoni-
ans (27) (top) and (32) (bottom).
The Shro¨dinger equation for adjusted Hr (21) with substitution of (22) is a
rather complicated first order PDE on R3. However, it significantly simplifies in
analytic coordinates (24):
i h4∂t +Hr = i h4∂t +
1
m
(4pii h4u1u2
∂
∂u1
+ 4pii h4u22
∂
∂u2
+ (8pi2h2 h4u22 + 2pii h4u2 − pi
2 h24u
2
1)I).
(28)
The method of characteristics solves (28) to
φ(t;u1,u2) =
1√
u2
exp
(
2piih2u2 −
pii h4
4
u21
u2
)
×ψ
(
−
4pi
m
t+
1
u2
,
u1
u2
)
.
(29)
Finally, the structural condition (19) turns into the following Schro¨dinger equa-
tion of a free particle:
(30) ∂2ηηψ(ξ,η) + pii h4∂ξψ(ξ,η) = 0,
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for ξ = 1
u2
, η = u1
u2
. A generic solution of (30) is:
(31) ψ(ξ,η) =
∫
R
ds g(s)e−
4pii
 h4
s2ξ−2piisη ,
for g(s) determined by the initial conditions. Thus, the function f (24) with sub-
stitution of φ (29) and ψ (31), represents the dynamics of (26).
We can similarly treat the Hamiltonian
(32) H = 1
m
(p+Dq2)2 + a
2
m
q2 .
which is different from (27) by a quadratic potential with a = mω > 0. The
classical orbits of this Hamiltonian are presented on Fig. 2 (bottom).
The analytic coordinates (24) simplify the respective first order PDE for (21);
the generic solution is:
φ(t;u1,u2) =
e
2apii
m
t
√
u2 − ia
exp
(
2piih2u2 −
pii h4
4
u21
u2 − ia
)
×ψ
(
e
4apii
m
t u1
u2 − ia
, e
8apii
m
tu2 + ia
u2 − ia
)
.(33)
The structural condition (19) reduces to a heat-like equation:
(34) ∂ηψ(ξ,η) =
1
2pi h4a
∂2ξξψ(ξ,η).
A generic solution to (34) is given by the integral:
(35) ψ(ξ,η) =
(
a h4
2η
)1/2 ∫
R
ds k(s) e
1
2pi
 h4a
(ξ−s)2
η ,
where k is determined by the initial value. Thus, the solution f in form (24) is
obtained by substitution of φ (33) and ψ (35).
5. Discussion and conclusion
Hamilton equations describe classical dynamics through a flow on the phase
space. This geometrical picture inspires numerous works searching for a simi-
lar description of quantum evolution starting from the symplectic structure [32],
curved space-time [11,25,30,46,53,58], differential geometry [12,16,27] and quan-
tildezer–deltaquantildezer formalism [15, 58], coherent states dynamics [49]. A
common objective of those researches is a conceptual similarity between funda-
mental geometric objects and their analytical counterparts, e.g. the symplectic
structure on the phase space and derivations of operator algebras.
This letter is focused on more practical aims. We use an appropriate coher-
ent state transform (CST) to reduce the order of the Schro¨dinger equation as
described in Defn. 1. As specified in Defn. 3 the application of our method is
completely determined by a choice of a group G, its subgroup H, a representa-
tion ρ of G in a vector space V and a fiducial vector |0〉 ∈ V . Once these elements
are fixed one can give a characterisation of Hamiltonians admitting geometrisa-
tion. For those systems explicit solutions can be obtained through standard pro-
cedures. Mathematically our work is close to the framework of transmutations of
PDE [13, 26, 31, 42, 50].
In Prop. 4, we described all Hamiltonians which can be geometrized by the
minimal nilpotent extension G (8) of the Heisenberg group and the most gen-
eral fiducial vector |0〉 (15) annihilated by the derived representation of the Lie
algebra (16). This illustrates, that geometrisation of quantum mechanics may re-
quire a set which is significantly bigger than the classical phase space, despite of
common anticipations [58].
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Our solutions manifest an advantage of the bigger group G over the Heisen-
berg group even in the simplified case D = 0. The Hamiltonian (26) with D = 0
describes a free quantum particle. Its solution is geometric in the well-known
plane wave decomposition, which emerges from (31) if we set D = E = 0 in
analytic coordinates (u1,u2) (24). However, canonical CS do not provide a trans-
parent solution of a free particle through squeezed states with E 6= 0.
Similarly, for D = 0 the Hamiltonian (32) reduces to the harmonic oscillator.
Its geometric dynamic in terms of canonical CS is only possible for the particular
value E = mω of the squeezing parameter. Yet the larger group G allows to
obtain a geometric dynamic for a range of E as shown in [7], which also can be
recovered from |0〉 (33) for D = 0 in (24).
Hamiltonians (27) and (32) are similar to charged particle in a magnetic field.
The Fourier transform, which swaps the coordinate and momentum pictures,
relates |0〉 (15) to Airy wave packets [10, 54] which geometrizes the dual Hamil-
tonian:
(36) H = D2p4 + 1
m
(1 + 2a2D)qp2 + a
2
m
q2 .
Quantisations of Hamiltonians (27), (32) and (36) may be relevant for paraxial
optics [54, 55]. The cubic parameter D of the fiducial vector |0〉 (15) is dictated
by the Hamiltonian, while the squeezing parameter E is not fixed. However, the
convergence of integrals (35) requires that E > a = mω.
The research can be continued in many directions, e.g.:
• Keeping the present group G and fiducial vector |0〉 (15) one may look for
Hamiltonians beyond the quadratic forms (20).
• Keeping the group G look for another fiducial vectors, which will be null-
solutions to more complicated analytic conditions than (16).
• Finally, many different groups can be considered instead of G with the
Schro¨dinger group [1, 2, 29, 43, 44, 54, 55, 57] to be a very attractive choice.
Despite of pragmatic nature of this letter, our method and obtained results offer
a deeper view on correspondence between classical and quantum mechanics. We
use geometrisation, which is very close to that proposed in [15]. However, our
Defn. 1 has notable distinctions, e.g. it is compatible with important requirement
of positive energies of ground states.
Although we were not focused on the broader context of geometrisation of
quantum mechanics [11, 12, 15, 16, 25, 27, 30, 32, 46, 53, 58], this aspect is implicitly
present in this work. For example, the symplectic structure flashes through the
obtained solutions (29) and (33). Indeed, initially our CST (13) is parametrised
by points (x1, x2, x3) ∈ R3 and this odd-dimensional manifold cannot have a non-
degenerate symplectic structure. However, solutions (29) and (33) are defined in
terms of function ψ of two complex variables. The complex structure in the first
variable is compatible with the symplectic structure on the classical phase space
with coordinate (x1, x3). On the other hand, the complex structure in the second
variable requires an analytic extensions, see discussion of this in [7]. Another
prominent theme of geometrisation is a correspondence between classical and
quantum mechanics. Hamiltonians (27) and (32) resemble particles in magnetic
field with velocity-dependent forces, which do not produce a work. Classical
dynamics determined by (27) and (32) in the configuration space is independent
of D. with D = 0 (no field). However, classical trajectories in the phase space for
D 6= 0 are significantly different from the rigid rotation of the phase space familiar
from the harmonic oscillator, see Fig. 2 (bottom). Correspondingly, the quantum
ground state |0〉 (15) in the coordinate representation has the same density ||0〉|
for every D and it coincides with the Gaussian, see Fig. 1. However, quantum
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x
Figure 3. Interference of two displaced ground states.For D = 0
the top graph shows interference of two Gaussians (drawn in
dashed blue and green lines). The magnitude of interference
(drawn in solid red) is simply the sum of the respective mag-
nitudes since phases of ground states coincide.For D 6= 0 the
bottom graph shows the interference (drawn in solid red) of two
displaced ground states (15). The real parts of the ground states
are drawn in dashed blue and green lines, envelopes of their
magnitudes are drawn by dotted lines of the respective colours,
cf. Fig. 1. There is the clear interference pattern since phases of
the ground states are oscillating with variable frequencies.
phase factors of the ground state |0〉 (15) depends on D and it can be visualised
by interference of two ground states slightly displaced in space, see Fig. 3. This
again illustrates the fundamental correspondence between classical momenta and
quantum phases.
At a wider scope, the link between classical and quantum mechanics is a two-
way road: geometrisation of quantum mechanics (discussed in this letter) is nat-
urally complemented by “non-commutativisation” (as a form of quantisation) of
classical theory. Indeed, since Dirac’s paper [18] non-commutativity is deemed to
be the main distinguishing assumption of quantum mechanics from the classical
theory. The degree of non-commutativity is measured by a non-zero Planck con-
stant  h and the correspondence to classical mechanic is implemented through the
semi-classical limit  h → 0. It was only recently shown [37, 39] that there is a nat-
ural formulation of classical mechanics with non-commutative observables and
a non-zero Planck constant. This quantum-like form of classical mechanics was
based on the Heisenberg group representations, which is linked it to the present
work. Further research in this direction seems to be promising.
Acknowledgements: We are grateful to Prof. D. Shalashilin and anonymous ref-
erees for several useful suggestions.
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