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Abstract: In many applications, sensor selection in an optimum sense is not a trivial task, especially when a number of objectives
and constraints are to be satisfied simultaneously. Moreover, for practical implementation the order of the synthesized controller
could be a burden of increased cost and complexity. In this paper, a systematic framework for optimum sensor selection is
considered which considers issues of controller reduction. Efficacy of the proposed framework is illustrated via simulations on
an Electro-Magnetic Suspension (EMS) system.
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1 INTRODUCTION
Reduced order controller structures in practical imple-
mentation of engineering system solutions is an important
issue due to reasons of complexity, cost and fault tolerance
considerations. In this context, a number of different ap-
proaches have been developed throughout the years i.e. re-
duction of order of the original model, reduction of the con-
troller size after designing on the original model, controller
reduction in a closed-loop sense, weighted and unweighted
reduction etc. In fact details on the exact methodologies can
be found in [12] and references within the book.
Furthermore, the selection of sensors in an optimum sense
for control and in complex (usually safety critical) systems
can be a cumbersome task, especially in the case of large
number of sensor choices. Adding choice of controller struc-
ture, raises the difficulty in the design process.
This research work concentrates on optimum sensor selec-
tion subject to given closed-loop performance requirements
and controller order. In particular, for a practical engineer-
ing system the above may be cumbersome to follow manu-
ally, due to issues of strict objectives to satisfy, large number
of sensor set candidates etc. A recently proposed systematic
framework for optimum sensor selection appears in [10], al-
beit with no consideration of controller order reduction. In
this context, extension of that work by considering the ef-
fects of controller reduction in the framework is taken into
account in this paper and present some preliminary design
albeit useful results.
The particular application in this paper is that of an EMS
system. MAGLEV technology has been successfully ap-
plied in transport industry in recent years due to the advan-
tages over conventional wheel-on-rail systems [9]. In par-
ticular, the EMS (Electro-Magnetic Suspension) system is
non-linear, unstable system with non-trivial requirements [7].
From the sensors point of view for a single degree of free-
dom model, 5 possible measurements are considered and
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from those a number of candidate sets arise subject to closed-
loop requirements. The controller design is based on H∞
robust control [14], with weight tuning based on GAs (ex-
tensively applied in control systems [4], in particular the re-
cently developed NSGA-II (Non-dominated Sorting Generic
Algorithm II) algorithm [3]. The case of the controller order
reduction is considered in the objective functions of the de-
sign framework. It is worth noting that in the case of maglev
vehicles, the controllers are duplicated for each side of the
suspensions thus the least possible order could be desired
(subject to achieving the required performance).
The paper organisation is as follows: Section 2 describes
modeling issues of the EMS system emphasising the lineari-
sation approach for the controller design. Section 3 refers
to the track input characteristics that excites the EMS sys-
tem, while describes the performance requirements for the
designed system together with objective functions. The de-
sign framework is presented in Section 4, while Section 5
includes the simulation results and related remarks. Conclu-
sion and future work are given in Section 6.
2 EMS SYSTEM MODEL
The diagram of a one-degree of freedom electromagnetic
suspension system is shown in Fig. 1. The suspension con-
sists of an electromagnet with a ferromagnetic core and a
coil. The coil is attracted to the rail that is made out of fer-
romagnetic material. The carriage mass is attached to the
electromagnet. zt is the rail position and z is the carriage
position. The controlled air gap (zt − z) can provide an ap-
propriate suspension performance (see Section 3.3).
The positive direction is assumed downwards and the
equation of motion derived from Newton’s motion law is
M
d2z
dt2
=Mg − F (1)
where M is the mass of the carriage, g is the gravity acceler-
ation constant taken as 9.81m/s2 and F is the vertical force
produced by the electromagnet to keep the carriage at the op-
erating position. The electrical circuit of the electromagnet
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is given by
Vc = RI + L
dI
dt
+NA
dB
dt
(2)
where Vc is the input voltage; R is the coil’s resistance; L
is the leakage inductance; N the number of turns and A is
the pole face area; I is the coil current and B is the flux den-
sity. As indicated in [8], the four important variables in the
electromagnetic suspension are force F , flux density B, the
air gap G := Go + (zt − z) and the coil current I . The re-
lationship between those variables is shown in Fig. 2. With
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Fig. 2 Relationship between the key variables describing the
magnet. The straight lines show the theoretical relation-
ships and the broken lines indicate the effects of mag-
netic saturation in the magnet core
constant air gap, the flux density is proportional to the coil
current and at constant current is inversely proportional to
the air gap. The force is proportional to the square of the
flux density. The MAGLEV suspension is non-linear but the
system could be linearized around the operating point thus
linear controllers could be used for the control purpose. To
derive the LTI state space model, linearisation is performed
around the operating point (nominal values) of the coil cur-
rent Io, flux Bo, force Fo, nominal input voltage Vo and air
gap Go. Linearisation is done by considering small pertur-
bations around the operating point [10]. Therefore, the model
of the system can be written in state space format as follows
x˙ = Amx+Bucuc +Bz˙t z˙t (3)
y = Cmx
where the state vector is [i z˙ (zt − z)]T ; i is the coil current,
z˙ is the vertical velocity and (zt−z) is the air gap. Note that
small case letters refer to small perturbations around the op-
erating point. The state space matrices are given by formulas
(4), (5). The possible output measurements are the current i,
flux density b, air gap (zt − z), velocity z˙ and acceleration z¨
as shown in formula (6). Different sensor combinations can
be selected by defined sets. All feasible sensor sets are then
given by Nc = 2Ns − 1, where Nc is the total number of
sensors sets and Ns is the total number of sensors (i.e., for
5 sensors Nc = 31 sensor sets). The parameter values are
shown on Table 1.
Tab. 1 Parameters of EMS system.
M = 1000kg R = 10Ω I0 = 10A
G0 = 0.015m L = 0.1H A = 0.01m
2
B0 = 1T N = 2000 F0 = 10000N
Am =

 −
R
L+KiNA
−
K(zt−z)NA
L+KiNA
0
KbKi
M 0 −
KbK(zt−z)
M
0 −1 0


(4)
(Buc Bz˙t) =

 1L+KiNA
K(zt−z)NA
L+NAKi
0 0
0 1

 (5)
Cm =


1 0 0
Ki 0 −K(zt−z)
0 0 1
0 1 0
KbKi
M 0 −
KbK(zt−z)
M

 (6)
3 DESIGN REQUIREMENTS FOR THE EMS
3.1 Stochastic Inputs
The stochastic inputs are random variations of the rail po-
sition as the vehicle moves along the track. This is caused
by the steel rail installation discrepancies due to track-laying
inaccuracies and unevenness. Considering the vertical di-
rection, the velocity variations can be approximated by a
double-sided power spectrum density (PSD) expressed as
Sz˙t = πArVv (7)
where Vv is the vehicle speed (taken as 15m/s in this case)
and Ar represents the roughness and it is assigned a value
as 1 × 10−7 for high quality track. Then the corresponding
autocorrelation function is given as:
R(τ) = 2π2ArVvδ(τ) (8)
Regardless a linear controller is used, the simulations are ac-
tually based on the implementation to the nonlinear model.
Hence, we calculate the Root Mean Squared (RMS) values
of the required quantities (acceleration, current etc) using
time history data. Details of implementation of linear con-
troller onto a nonlinear model can be found in [5].
3.2 Deterministic Input
The main deterministic input to the suspension in the ver-
tical direction is due to the transition onto a gradient. In this
work, the deterministic input (see Fig. 3) is a gradient of 5%
at a vehicle speed of 15m/s, an acceleration of 0.5m/s2 and
a jerk of 1m/s3.
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Fig. 3 Deterministic input to the suspension with a vehicle
speed of 15ms−1 and 5% gradient
3.3 EMS System Requirements
The design requirements for an electromagnetic suspen-
sion (EMS) depend on the type and speed of the train. The
dynamic characteristics of a MAGLEV suspension are de-
scribed in [6,7]. It is focused upon the low speed Birming-
ham Airport Maglev vehicle EMS suspension requirements
which has operated successfully in the UK for a period of 12
years in the 1980s and 1990s [11]. Fundamentally, there is a
trade-off between the deterministic and stochastic responses
of the MAGLEV suspension. In this case, the deterministic
characteristics are limited to the maximum standard values.
Table 2 tabulates the design limitations for the determinis-
tic and stochastic features. The stochastic characteristics are
set as objectives to minimise the vertical acceleration z¨rms
(improve ride quality) and the RMS current variations irms.
The robustness margin γ, order of the controller nKr and
the amplitude of the noise on the control effort unrms that
results from noisy measurements are also minimised. Thus
the variables involved in the objectives are summarized as
follows:
φ1 = irms, φ2 = γ, φ3 = z¨rms, φ4 = unrms , φ5 = nKr
(9)
Tab. 2 Constraints on the EMS system performance
EMS limitations Value
RMS acceleration(≃ 5%′g′),(z¨rms) 6 0.5ms−2
RMS air gap variation, ((zt − z)rms) 6 5mm
RMS control effort, (ucrms) 6 300V (3I0R)
Maximum air gap deviation,((zt − z)p) 6 7.5mm
Control effort,(ucp) 6 300V (3I0R)
Settling time, (ts) 6 3s
Air gap Steady state error, ((zt − z)ess) = 0
4 THE SENSOR OPTIMISATION FRAME-
WORK
The proposed framework can be summarised in the
flowchart of Fig. 4. The particular points include the use of
H∞ robust control, the NSGA-II method for tuning subject
to the strict objective functions for performance and the in-
fusion of controller reduction. Details of the original frame-
work can be found in [10]. Referring to Fig. 5 note the task
of tuning the H∞-controller filter (Wp,Wuc) (performance,
control) such that the optimum Pareto front controllers K(s)
is found. Each controller should satisfy all of the constraints
Initialise algorithm
Select a sensor set.
More
sensor
sets?
yes
STOP
Select controllers that satisfy
all constraints.
Select controller that satisfy
user's selection criteron.
no
Recover Pareto Optimality of
 reduced order controllers 
via NSGAII
REPORT
Select controller 
with minimum 
constraint violation.
yes
no
is all
Save the selected controller
for the corresponding 
sensor set
Select controller/s that satisfy 
controller selection criteria.
(Ωki
= 0)
min(Ωki
)
Ωki
6= 0?
fci
fk
Fig. 4 Flow chart of the sensor optimisation framework
showed in section 3.3 for each sensor set (y) with the min-
imum possible order. Note that the sensor sets are selected
using the output matrix (Cy), as shown in (10). There are
totally 5 available measurements, (i, b, (zt− z), z˙, z¨), which
results to 31 sensor sets i.e. i, b, iz˙, bz¨...etc. The genetic al-
gorithms are merged within the framework for filter optimal
tuning of each sensor set. The MAGLEV state equation in
P(s)
K
to tune
to tune
select sensor set
Wp
Wuc
(zt − z)
uc
uc
w
y
Cy
Fig. 5 Multi-objective generalised plant configuration
formula (3) is imposed into the generalised form:
x˙ = Ax+Bzw +Buu
z∞ = C∞x+D∞1w +D∞2u
y = Cyx+Dy1w +Dy2u (10)
where w are exogenous inputs (deterministic and stochastic
as described in Section 3.3), u is the controller output, z∞
is the regulated output, i.e., uc is the control effort, (zt − z)
is the air gap and y is the corresponding sensor set. The
infinity norm of the closed-loop transfer function from the
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exogenous inputsw, to the regulated outputs z, is minimized
subject to the constraints (mentioned in Section 3.3):
‖ Tzw ‖∞< γ (11)
For each selected sensor set, equation 11) is solved for each
random pair of weighting functions that is produced by the
genetic algorithm using Linear Matrix Inequalities. This
can be easily done in MATLAB environment using function
’hinfmix’ in the robust control toolbox. The weighting fil-
ters Wp and Wuc are appropriate low pass filter and high
pass filter (see formula (12))to adjust the performance of the
controller by varying their parameters. There is no generic
procedure to select weighting functions because it varies ac-
cording to the application. However, some guidelines on se-
lecting the weights for H∞ design of a plant are suggested
in [14].
Wp =

 sM1/npp + ωb
s+ ωbA
1/np
p


np
Wuc =
(
τs+ A
1/nu
u
τ
M
1/nu
u
s+ 1
)nu
(12)
In the performance weighting (Wp), Mp is the high fre-
quency gain,Ap the low frequency gain and ωb the crossover
frequency. For the control effort weight (Wuc), τ deter-
mines the crossover frequency,Au is the low frequency gain
and Mu is the high frequency gain. Both np and nu con-
trol the roll-off rates of the filters, equal to 1 in this case
i.e. first order filters. The structure of the filters is shown in
Fig. 6 which is typical in such an H∞-control design. The
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Fig. 6 Performance weights structure for H∞ controller design
controller output is fixed, as this is only the applied volt-
age to the MAGLEV system. The controller inputs, how-
ever, vary based upon the utilised sensors. i.e., SISO con-
troller for 1 sensor; MISO controllers for more sensor com-
binations. Moreover, the order of the controller is fixed to
the order of the plant plus the order of the chosen filters
i.e. 3 + 2 = 5th order controller. In practical applica-
tions, high order controllers are not favorite since they in-
crease the cost and complication level of the system. In such
case the controller order reduction is considered within the
framework. In particular, a reduced order controller Kr is
aimed that is able to perform close to its original larger order
counterpart. Recall that the original controller is designed
via H∞ mixed approach (based on signal excitation). The
structure of the multi-objective generalised plant configura-
tion is shown in Fig. 5. Note that the maglev system is a
nonlinear, unstable and uncertain system while the desired
controller should satisfy strict performance constraints. In
this context and subject to following controller reduction (in
an open loop sense for simplicity) the balance normalised
coprime factorisation reduction is utilised [13,15]. Compu-
tationally, the aforementioned process can be obtained via
Matlab command ’Kr = ncfmr(K,nKr)’ where nKr is
the desired order of the reduced order controller Kr. More-
over, the variable of controller order in the objective function
nKr varies from 1 (full reduction) to order 5 (no reduction),
while the framework seeks the best controller satisfying the
given requirements as described in Section 3.3.
4.1 Multi-objective Optimisation With NSGA-II
NSGA-II is an evolutionary process that requires some pa-
rameters to be assigned in order to make ensure proper popu-
lation convergence towards optimum Pareto front. These are
mainly selected from experience rather than from a-priori
knowledge of the optimisation problem. The basic NSGA-II
parameters used are listed in Table 3. Details on NSGA-II
can be found in [2,3] for the interested reader. The crossover
probability is generally selected to be large in order to have
a good mix of genetic material. The mutation probability is
defined as 1/nu, where nu is the number of variables. This is
appropriate in order to give a mutation probability that mu-
tates an average of one parameter from each chromosome.
The population to be used consists of 70 chromosomes and
the stopping criterion is the maximum generation number
set at 120. Constraint handling in genetic algorithms can
Tab. 3 Optimisation Parameters for the NSGA-II
Parameter setting
Crossover probability 0.9
Mutation probability 1/nu
Population 70
Generations 120
be done differently [1]. The penalty function approach [2] is
used to achieve the constraint within limits. The constraints
are separated into Soft and Hard constraints. The constraint
violation for each soft constraint, ki, defined in Tab. 2, is
given as,
ωj(k
j) = {
|gj(k
j)|, if gj(k
j)<0
0 otherwise (13)
Each soft constraint is normalised based on (14) for less than
the predefined level.
gj = −
kj
kjdes
+ 1 > 0 (14)
Where kjdes is the predefined constraint value and kj is the
measured value. The hard constraint violation is given as,
ψi(f
i) = {
0, if hi(f
i)=0
|hi(fi)| otherwise
(15)
This is transformed into a soft constraint, allowing a small
tolerance value ǫ as follows
hi =| f
i | −ǫ < 0 (16)
Additionally, the overall constraint violation formed as
given in (17). Notice that the overall constraint violation
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Ω(k(j), f (i)) is zero if all of the constraints are satisfied. The
overall constraint violation is going to be used as a metric for
the controllers that either satisfy or not satisfy the constraints
described in Section 3.3.
Ω(k(j), f (i)) =
j∑
j=1
ωj(k
(i)) +
i∑
i=1
ψi(f
(i)) (17)
This constraint violation is then added to each of the objec-
tive functions values
Φm = φm +RmΩ(k
(i), f (i)) (18)
where Rm is the penalty parameter and φm the objective
function value. In this case, a dynamically updated penalty
parameter is required, where it is helpful to avoid infeasible
solutions. The penalty parameter is set to be a function of
the generation number [1], which are finalized as follows
Rirms = β ∗ 1 Rγ = β ∗ 1 Rz¨rms = β ∗ 0.1
Runrms = β ∗ 1 RnKr = β ∗ 1 (19)
where β is the generation number.
5 SIMULATIONS AND DATA ANALYSIS
As it is noted in Fig. 4 the NSGA-II can be merged to the
sensor selection framework efficiently, where it produces the
optimum Pareto front of optimised controllers for each pos-
sible sensor set satisfying the requirements in Section 3.3.
Initially, the NSGA-II parameters, controller selection cri-
teria, fci , and the user’s controller selection criterion, fk,
are given. The last two criteria make sure that the selected
controller results in a desired closed-loop performance. At
the beginning of the optimisation procedure, the first sensor
set is selected and the NSGA-II optimally tunes the perfor-
mance weights to recover the optimum Pareto front of con-
trollers (which is equal to the number of population, 70 con-
trollers). In the sequence, the controllers satisfying all con-
straints are selected base on the overall constraint violation
function (17). If there is no sufficient controller then the con-
troller which results to minimum (17) is selected and the op-
timisation proceeds to the next sensor set. Otherwise, those
controllers satisfying (17) are selected.
The next step is to select those controllers that satisfy
the controller selection criteria fci . Finally, the user’s con-
troller selection criteria, fk is used to select the controller
which results in the desired closed-loop response. The op-
timally tuned with the minimum possible order controller is
saved and the algorithm moves to the next sensor set. Un-
der the controller selection criteria, the selected controllers
can guarantee the closed-loop response is less than 0.5m/s2.
The finally selected controller will have the minimum possi-
ble order due to the user’s selection criteria. The criteria can
be formally written as
fci ≡ z¨rms 6 0.5m/s
2, fk ≡ min[nKr ] (20)
The overall algorithm is tested in MATLAB 7.2 simulation
environment without Java function due to large computa-
tional need (simulation based). The average simulation time
per sensor set was about 6 hours and the procedure for all
possible sensor sets takes around 180 hours.
From the simulation results it was found that the pro-
posed systematic framework is able to identify controllers
that satisfy the constraints for 23 out of 31 sensor sets. Tab.4
presents the number of sensor sets with the corresponding or-
der of controllers. It can be seen that one sensor set is able to
successfully supply information for a third order controller
and 10 sensor sets were found to satisfy 4th order controllers.
Similarly, 20 sensor sets can work with 5th order controllers
(i.e. the original order). Tab.5 shows 10 selected sensor sets
Tab. 4 Reduced order controllers recovered
nKr 3
rd 4th 5th
No of sensor sets 1 10 20
from the total of 31. The first column identifies each sen-
sor set. The second column is the corresponding sensor sets
under test for deterministic and stochastic disturbances. The
closed-loop responses are shown in the next 4 columns for
stochastic and the following 4 for deterministic. Remaining
columns present the performance margin γ, the level of noise
on the driving signal unrms , the order of the corresponding
controller nKr , the overall constraint violation function Ω
and whether the controller is Stable (S) or Unstable (U). As
it has been mentioned Ω indicates whether the closed-loop
response with a sensor set satisfy the constraints or not. Two
sensor sets, id:1 and id:7, have constraint violations on the
steady state error (ess) and the vertical acceleration (z¨rms).
It is clear that these cannot be used for control of the suspen-
sion regardless the association of smaller order controller.
With regards to the single measurements (id:2,3) it can be
seen that both satisfy the constraints with id:3 having a 4th
order controller. Compared with the full sensor set, id:10 is
seen that a control state is diminished. Observing id:4, with
two sensors, can perform equally well having a third order
controller. Figure 7 shows the singular value plot of the orig-
inal and reduced order controller for set id:4. Clearly the bal-
anced truncation on normalised coprime factors degrades the
integral action of the controller, however the algorithm auto-
matically tunes the reduced order controller to accommodate
this. At high frequencies the plots have similar characteris-
tics.
Figure 8 illustrates the deterministic input response of the
EMS system using sensor set id:4 (3rd order controller).
Clearly, the steady state error, settling time and peak val-
ues are within the required constraints. The control effort
not shown here has similar shape and relies within the con-
straints as described in Section 3.3. Note that the stochas-
tic input response is also satisfactory as it can be seen from
Tab.5.
6 CONCLUSIONS
Using the proposed sensor optimisation framework it is
possible to identify the sensor set that results to the desired
performance with minimum order of the controller which
satisfies the assigned constraints. Although at its current
form the procedure utilises controller reduction in an open-
loop sense (for simplicity), the preliminary results are quite
promising and work is continuing on assessing robustness
and closed-loop controller reduction issues.
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Tab. 5 Optimised sensor configurations with the minimum possible order of controllers
Stochastic input response Deterministic input response
grms ucrms z¨rms irms gp ucp ts ess γ unrms nKr Ω S/U
id Sensor set mm V ms−2 A mm V s V
1 i 1.19 128.7 0.52 1.02 2.66 18.4 2.9 x 266 0.2 4 x S
2 b 1.58 18.5 0.35 1.21 7.27 52.2 2.1 X 0.07 1.8 5 X U
3 z¨ 1.55 22.0 0.49 1.25 7.26 52.19 2.31 X 33.02 1.97 4 X U
4 i, (zt − z) 2.03 27.33 0.49 1.59 3.64 27.59 2.38 X 40.07 2.18 3 X S
5 i, z¨ 1.23 91.69 0.38 0.98 6.40 46.25 2.46 X 292.69 2.41 4 X S
6 i, b, (zt − z) 1.22 107.34 0.39 0.98 6.21 44.96 2.56 X 334.00 0.82 4 X S
7 (zt − z), z˙, z¨ 1.05 164.72 1.97 1.66 0.80 8.53 2.03 x 38.57 2.62 4 x U
8 i, b, (zt − z), z¨ 1.22 102.67 0.43 0.99 5.02 36.82 2.32 X 41.41 0.64 4 X S
9 b, (zt − z), z˙, z¨ 1.57 21.28 0.46 1.24 5.78 41.85 2.36 X 43.96 1.41 4 X S
10 i, b, (zt − z), z˙, z¨ 1.71 21.79 0.46 1.34 6.31 47.71 2.15 X 72.57 0.49 5 X U
gp ≡ (zt − z)p,grms ≡ (zt − z)rms
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