Concept lattices are an ordering of the maximal rectangles defined by a binary relation. This paper, using the idea of neighbor sets in graph theory, presents an approach to obtain all the concepts for a context, and simultaneously gets the diagram of the concept lattice.
Introduction
Using neighbor idea, this paper searches the concepts and the diagram for a context. Though, there are many outcomes in concept lattice theory obtained by lattice theory and graph theory (see [1] [2] [3] 6, 7, 9 ,10]), we still hope to find a new walk for neighbor's application. First of all, we will review some knowledge what we need later on. We assume that all sets under consideration in this paper are finite.
Graph theoretical notions
In this subsection we introduce some necessary graph theoretical terminologies from [1, 5] . For more information, see [1, 5] . Definition 1 [1, 5] A graph G is a pair (V, E) such that V is a nonempty set and E is a subset of P 2 (V ), the set of all two-element subsets of V . In a graph G = (V, E), for x ∈ V , its neighbor is N (x) = {y ∈ V |(x, y) ∈ E}. A bipartite graph (bigraph) is a graph G = (V, E) for which there exists a non-trivial partition {V L , V R } of V such that for each e ∈ E, e ∩ V L = ∅ and e ∩ V R = ∅.
Concept lattice notions
We follow the definitions introduced in [1, 6, 7] , and repeat a few here, especially when there are graph-theoretical interpretations of interest. 
The set of concepts of K is denoted by B(K) and it is called the concept lattice of K. [6, 7] has the following simple rules: . Under such suppositions, G K is an undirected simple bipartite graph. By [1, 3] , we see that
. Hence, it is valuable to consider concept lattices with bigraph theory.
Lattice notions
According to [4, 8] : in a lattice L, a covers b (in notation, b ≺ a) if b < a and, for no x, b < x < a. In this paper, all the other knowledge regarding lattice theory follows [4, 8] . We just present a definition of co-height which is not presented in [4, 8] .
Concept lattice
This section presents the relationship between a concept and its covered elements in a concept lattice by the terminology of neighbor sets. Meanwhile, we may compute the concepts along with their structure, i.e. the arcs of the Hasse diagram of the lattice. Obviously, we can not
We will find the necessary or sufficient conditions for (X, Y ) ∈ B(K) covered by (A, B) ∈ B(K) \ (∅, M ) in the following lemmas. In addition, though the results in Lemma 1(2) are familiar to the readers if they use the terms of lattice theory, we just try to prove them using the neighborly languages. Additionally, we discover the sufficient conditions for (X, Y ) ∈ B(K) covered by (A, B) ∈ B(K) by the language of neighbor.
, and is covered by (A, B) .
Proof. Routine verification. (X, Y ) ∈ B(K) leads to Y = X = {y ∈ M |∀x ∈ X, xIy} = B ∪ {y ∈ M \ B|∀x ∈ X, xIy}. In graphic words, we have X ⊆ N (y) for all y ∈ Y . Thus, X ⊆ N (y) ∩ A for all y ∈ Y . Suppose there is y ∈ Y such that X = N (y)∩A. This leads to X ⊂ N (y)∩A for some y ∈ Y . Thus, X ⊂ N (y 2 ) ∩ A = ∅. Further, by Lemma 1(2), there is
We assert X = ∅. Otherwise, we will have
For Lemma 2(2), we continue to discuss its further properties as follows. Furthermore, we have the main result in this paper as follows. 
and besides,
Because in B(K), the greatest element is (O, ∅). Using Theorem 1, we find out all the concepts covered by (O, ∅). These covered elements have co-height 1. For x ∈ B(K) and ch(x) = 1, we can use Theorem 1 to get all the concepts covered by x.
Step by step, we will obtain all the members in B(K), because in B(K) the least element is (∅, M ) and ch(∅, M ) < ∞ and any of other members has co-height less than ch(∅, M ).
We may easily know that on the efficient generation of the concepts defined by a binary relation, we compute the concepts along with their structure, i.e. the arcs of the Hasse diagram of the lattice. We will show the complexity for concept generation using our graph results. Let |O| = n and |M | = t. For every y ∈ M , it will be generated its neighbor in linear O(n) time. For per generate concept (A, B), the complexity for all the elements covered by (A, B) will take O(t) time. Furthermore, because of ch(B(K)) ≤ n, the complexity of our method described beyond is O(nt). A.Berry et.al. in [3] give a way to generate and store all the concepts in O(n 2 ) using graph theory. Also A.Berry et.al said [3] that using graph theory, some best algorithms have complexity O(nt). Thus, we believe that our approach here is a better way to generate a concept lattice using graph theory.
