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Abstract
Employing the recently developed isomorphic
Hamiltonian framework for including nuclear
quantum effects in mixed quantum-classical
non-adiabatic dynamics, we present a flux-side
formulation of state-resolved thermal reaction
rates for ring-polymer surface hopping (iso-
RPSH). An appealing aspect of the new ap-
proach is that calculation of multiple state-
resolved non-adiabatic thermal reaction rates is
enabled with only a single free-energy surface
calculation, whereas previous non-adiabatic
flux-side formulations for surface hopping in-
volve multiple free-energy surface calculations.
The method is shown to be robust and straight-
forwardly implemented, and numerical results
reveal that RPSH in the isomorphic Hamilto-
nian framework leads to better dividing-surface
independence than alternative RPSH meth-
ods, due to improved preservation of the path-
integral statistics.
Introduction
Ring polymer molecular dynamics (RPMD)1–6
provides a simple method for including nuclear
quantum effects (NQEs), such as zero-point en-
ergy and tunneling, in rate calculations for elec-
tronically adiabatic processes. RPMD is based
on the imaginary time path-integral formal-
ism7–9 and captures NQEs by evolving classical
trajectories of a ring-polymer Hamiltonian that
exactly preserve quantum Boltzmann statistics.
The RPMD thermal reaction rate is rigorously
independent of the choice of dividing surface for
the reaction,3 numerically exact at high tem-
perature limit and for a parabolic barrier,2 and
connected with instanton theory in the deep
tunneling region.10 These properties, in com-
bination with favorable scaling of the compu-
tational cost of RPMD with respect to system
size, have led it to be widely applied for the
study of thermal reaction rates and mechanisms
in complex systems.11–25
Recent effort has focused on extending
RPMD for the description of processes in-
volving multiple electronic states.26–33 To this
end, we recently introduced a multi-state iso-
morphic ring-polymer Hamiltonian34 that al-
lows for the inclusion of NQEs in any mixed
quantum-classical (MQC) non-adiabatic dy-
namics method, including surface hopping,35
Ehrenfest dynamics,36 and other widely used
methods.37–41 The isomorphic Hamiltonian was
shown to provide a natural and accurate way
to combine RPMD with fewest switches sur-
face hopping (i.e., iso-RPSH),34 although the
previously reported thermal rate calculations
were performed using the relatively inefficient
method of calculating rates from direct dynam-
ics (i.e., without rare-event sampling). Here,
we address this inefficiency by developing the
theory for state-resolved iso-RPSH thermal re-
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action rates in the flux-side formulation. The
new approach has the appealing feature of re-
quiring only a single free energy calculation
to obtain the quantum transition state theory
(QTST) rate, and the subsequent dynamical
recrossing correction makes the rate prediction
state-resolved and (nearly) dividing-surface in-
dependent. The method is illustrated in a
model for the non-adiabatic F+H2 reaction
and compared to other implementations of ring-
polymer surface hopping.
Method
We begin by reviewing the multi-state isomor-
phic ring-polymer Hamiltonian and its combi-
nation with fewest switches surface hopping.34
The methodology is then extended for the cal-
culation of state-resolved thermal rates in the
flux-side formulation.
The isomorphic Hamiltonian
Consider a general Hamiltonian for a physical
system with N electronic states in the diabatic
representation,
Hˆ =
pˆ2
2m
+V(qˆ), (1)
where pˆ, qˆ and m are the nuclear position, mo-
mentum, and mass, respectively. The physical
potential, V, is expressed as an N × N Her-
mitian matrix where the diagonal terms corre-
spond to the diabatic potential energy surfaces
and the off-diagonal terms correspond to elec-
tronic couplings. Throughout this paper, re-
sults are presented for a single nuclear degree
of freedom, although extension to higher dimen-
sions is straightforward.
By considering the path integral discretiza-
tion of the canonical partition function, Q, we
thus introduce the multi-state isomorphic ring-
polymer Hamiltonian, Hison (p,q),34 such that
Q = tr
[
e−βHˆ
]
= lim
n→∞
( n
2pi~
)n∫
dpdq tre
[
e−βH
iso
n (p,q)
]
,
(2)
where β and n are the inverse temperature
and the number of imaginary time discretiza-
tion steps, respectively. The vector q =
{q1, q2, . . . , qn} represents the positions of the
ring-polymer beads, and p represents the corre-
sponding momenta. The symbol ‘tre’ denotes a
partial trace over the electronic subspace. The
resulting isomorphic Hamiltonian describes a
ring-polymer comprised of n replicas, or beads,
associated with copies of the original physical
system,
Hison (p,q) =
n∑
α=1
p2α
2mn
+ Uspr(q) +Vison (q) (3)
with mn ≡ m/n. Neighboring beads are con-
nected by harmonic springs,
Uspr(q) =
1
2
mnω
2
n
n∑
α=1
(qα − qα+1)2 , (4)
where ωn = (βn~)−1, βn = β/n, and following
Ref. 34, the isomorphic potential Vison is an N×
N matrix that satisfies
µ(q) ≡ tre
[
e−βV
iso
n (q)
]
= tre
[
n∏
α=1
e−βnV(qα)
]
(5)
and is chosen to have the form
Vison = V
diag
n +V
coup
n + V
mb
n I, (6)
where I is the identity matrix. The diagonal
elements of the isomorphic potential correspond
to the usual ring-polymer potentials associated
with each diabatic state,
[
Vdiagn (q)
]
ij
= δij
1
n
n∑
α=1
[V(qα)]ii . (7)
with δij the Kronecker delta function. The po-
2
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tential coupling between pairs of states in the
isomorphic potential is given by
[Vcoupn ]
2
ij =(1− δij)
×
{
acosh2
[
e
β
(
[Vdiagn ]
ii
+[Vdiagn ]
jj
)
/2
µij/2
]
/β2
−
([
Vdiagn
]
ii
− [Vdiagn ]jj)2 /4},
(8)
where
µij(q) = tre
[
n∏
α=1
exp
(
−βn
[
[V(qα)]ii [V(qα)]ij
[V(qα)]ji [V(qα)]jj
])]
,
(9)
and the sign of the potential coupling is kept
to be the same as that of the physical poten-
tial evaluated at the ring-polymer centroid po-
sition. Lastly, the many-body potential term
ensures that path-integral isomorphism (Eq. 2)
is rigorously satisfied,
V mbn (q) = −
1
β
ln
 µ(q)tre[e−β(Vdiagn (q)+Vcoupn (q))]
 .
(10)
Like the standard ring-polymer Hamiltonian
for a single-level system,1 the Hamiltonian
in Eq. 3 exploits the quantum-classical ring-
polymer isomorphism, in the sense that Boltz-
mann sampling in the classical limit for the nu-
clear degrees of freedom on Eq. 3 yields the
exact quantum Boltzmann distribution for the
physical system.
iso-RPSH
An appealing feature of the isomorphic Hamil-
tonian (Eq. 3) is that it immediately can
be combined with any mixed quantum-classical
(MQC) dynamics method, thereby including
nuclear quantum effects. The case for which the
MQC method is trajectory surface hopping35
leads to the iso-RPSH method.34 For iso-RPSH,
the evolution of the nuclei is described via the
extended classical equations of motion
mnq¨α = mnω
2
n (qα−1 + qα+1 − 2qα)−
∂
∂qα
εisoγ (q),
(11)
where εisoγ (q) is the γth adiabatic potential en-
ergy surface that is obtained by diagonalizing
the isomorphic potential Vison (q), and the evo-
lution of the electronic wavefunction, ψ, is de-
scribed using the time-dependent Schro¨dinger
equation along the nuclear trajectories,
i~
∂
∂t
ψ(q, t) = Vison (q)ψ(q, t). (12)
As illustrated in Fig. 1, the ring-polymer
evolves on a particular adiabatic potential en-
ergy surface until all ring-polymer beads simul-
taneously hop to a different adiabatic potential
energy surface with probability
pγ→ζ =max
{
− 2
aγγ
Re
(
aγζ
∑
α
dζγ q˙α
)
∆t, 0
}
.
(13)
Here, aγζ and dζγ are the elements of the
adiabatic electronic density matrix and first-
derivative non-adiabatic coupling, respectively,
and ∆t is the propagation timestep. A hop can
only occur under the condition of energy conser-
vation, and hops are rejected if the ring poly-
mer has insufficient velocity component along
the non-adiabatic coupling vector; exactly as in
classical surface hopping,35 the velocity of each
nuclear degree of freedom is modified along the
direction of the non-adiabatic coupling vector.
Although the current paper only presents re-
sults obtained using the Tully-surface hopping
algorithm in its simplest form,35 modified algo-
rithms42–44 including momentum reversal, de-
coherence corrections and extension to Liou-
villian space can also be straightforwardly and
unambiguously implemented in the isomorphic
Hamiltonian framework.
Flux-side formulation of the iso-
RPSH thermal rate
By extension of classical surface hopping rate
theory,45 the flux-side formulation of the RPSH
3
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Figure 1: Schematic illustration of a hopping
ring-polymer near avoided crossing. In RPSH
dynamics, ring-polymer moves along a single
surface until interrupted by instantaneous state
transitions. The ring-polymers hop as a whole.
thermal reaction rate is46
kRPSHi→f Qr =
lim
n→∞
lim
t→∞
( n
2pi~
)n∫
dp0dq0 ρn (p0,q0)
× δ(q¯0 − q‡) v¯0 h(q¯t − q‡) δiθ−t δfθt . (14)
Here, i and f specify the state upon which
the system enter and exit, respectively, Qr is
the reactant partition function, and t → ∞
defines a time period that is sufficiently long
to allow for dynamical recrossing. The ring-
polymer centroid position at time t is given by
q¯t, and v¯0 denotes the initial centroid veloc-
ity, v¯0 =
∑
α q˙0,α/n. q
‡ indicates the position
of the dividing surface that separates the reac-
tant and product regions in position space, and
ρn (p,q) is the path-integral representation of
the equilibrium quantum Boltzmann distribu-
tion for the multi-level system. The Heaviside
function, h(q− q‡), is non-zero only if the posi-
tion of the system is in the product region, and
the Kronecker δ function, δiθ, is non-zero only if
the system resides on adiabatic surface i, with
θt specifying the active adiabatic surface upon
which the RPSH trajectory resides at time t.
In the earlier work,46 ρn was approximated
using a Boltzmann-weighted sum of adiabatic
ring-polymer surfaces,
ρn (p,q) '
∑
γ
e−βHn,γ(p,q), (15)
where
Hn,γ(p,q) =
n∑
α=1
p2α
2mn
+ Uspr(q) +
1
n
n∑
α=1
εγ(qα),
(16)
and εγ(qα) is the γth eigenvalue of the physical
potential V(qα). A quantum transition state
theory (QTST) rate47,48 was computed for each
adiabatic potential energy surface,
knokinksQTST,γ(q
‡)Qr =
lim
n→∞
( n
2pi~
)n∫
dp0dq0 e
−βHn,γ(p0,q0)
× δ(q¯0 − q‡)v¯0 h(p¯0), (17)
to yield the state-resolved thermal rate,
knokinks−RPSHi→f =
∑
γ
knokinksQTST,γ(q
‡)κi→f,γ(q‡),
(18)
where κi→f,γ is the recrossing factor46 associ-
ated with trajectories that are initialized at the
dividing surface on adiabat γ and that reside on
adiabat i as t→−∞ and on adiabat f as t→∞.
Here, the superscript “nokinks" is included to
indicate the approximation to the path-integral
statistics made in Eq. 15. Note that to calcu-
late a single state-resolved rate, this protocol
requires the independent calculation of N free
energy surfaces and N recrossing factors.
In the current work, the quantum Boltzmann
distribution is expressed exactly in terms of the
isomorphic Hamiltonian,
ρn (p,q) =tre
[
e−βH
iso
n (p,q)
]
(19)
=e−βp
Tp/2mn e−βUspr(q) µ(q) (20)
=
∑
γ
e−βH
iso
n,γ(p,q), (21)
4
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where
H ison,γ(p,q) =
n∑
α=1
p2α
2mn
+ Uspr(q) + εisoγ (q) ,
(22)
and εisoγ (q) is the γth eigenvalue of the isomor-
phic potential, Vison (q). The analog of Eqs. 17
and 18 is still applicable with QTST rate now
defined in terms of the adiabats of the isomor-
phic Hamiltonian, such that
kisoQTST,γ(q
‡)Qr =
lim
n→∞
( n
2pi~
)n∫
dp0dq0 e
−βHison,γ(p0,q0)
× δ(q¯0 − q‡)v¯0 h(p¯0). (23)
The resulting expression for the state-resolved
thermal rate is
kiso−RPSHi→f =
∑
γ
kisoQTST,γ(q
‡)κisoi→f,γ(q
‡), (24)
where the κisoi→f,γ(q‡) are the same state-resolved
recrossing factors as in Eq. 18, except with tra-
jectories run on the adiabats of the isomorphic
Hamiltonian. As in Eq. 18, for a single state-
resolved rate calculation, Eq. 24 requires the in-
dependent calculation of N free energy surfaces
and N recrossing factors.
A central result of the current work is that
by combining Eqs. 23 and 24 with Eq. 20, the
state-resolved thermal rate expression can be
formulated more simply,
kiso−RPSHi→f = k
MF
QTST(q
‡)κisoi→f (q
‡), (25)
in terms of a state-unresolved (i.e., mean-field)
QTST,
kMFQTST(q
‡)Qr =
lim
n→∞
( n
2pi~
)n∫
dp0dq0 e
−βHMFn (p0,q0)
× δ(q¯0 − q‡)v¯0 h(p¯0), (26)
where
HMFn (p,q) =
n∑
α=1
p2α
2mn
+ Uspr(q)− 1
β
lnµ(q)
(27)
is the familiar mean-field (MF)-RPMD
Hamiltonian.26–28 In this formulation, state-
resolution of the rate appears only via the dy-
namical recrossing factor,
κisoi→f (q
‡) =
lim
n→∞
lim
t→∞
∫
dp0dq0 ρn (p0,q0) δ(q¯0 − q‡) v¯0 h(q¯t − q‡) δiθ−t δf,θt
lim
n→∞
∫
dp0dq0 ρn (p0,q0) δ(q¯0 − q‡) v¯0 h(p¯0)
. (28)
Practical evaluation of the dynamical re-
crossing factor in Eq. 28 involves initializa-
tion of the iso-RPSH trajectories from the
quantum Boltzmann distribution with the ring-
polymer centroid constrained to the divid-
ing surface. First, using that ρn (p,q) =
e−βH
MF
n (p,q), nuclear configurations and veloci-
ties are sampled from the constrained distribu-
tion e−βHMFn (p0,q0)δ(q¯0 − q‡); then, using Eq. 21,
the electronic state at the dividing surface,
γ, is conditionally sampled from the Boltz-
mann weight of the isomorphic adiabatic sur-
faces at that ring-polymer nuclear configura-
tion. The initialized trajectories are propa-
gated both backwards and forwards in time us-
ing the iso-RPSH Hamiltonian in the adiabatic
representation (Eq. 22) and with transitions in-
duced by non-adiabatic couplings that are de-
rived from Eq. 3. This leads to characterization
of the position-space recrossing, as well as de-
termination of the initial and final electronic
state for each trajectory.
The primary advantage of the rate expres-
5
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sion in Eq. 25 is that evaluation of the state-
resolved reaction rates requires only the single
MF-QTST in Eq. 26 and thus only a single
free-energy calculation with respect to the well-
behaved MF Hamiltonian in Eq. 27. This is a
distinct feature of the method proposed here.
It is worth noting, however, that although the
rate expression in Eq. 25 provides importance
sampling with respect to the ring polymer nu-
clear configurations, it does not involve impor-
tance sampling with respect to the electronic
states. That is, the electronic state of the tra-
jectory at the dividing surface is sampled di-
rectly from the conditional probability distribu-
tion
∑
γ e
−βHison,γ(p0,q0)δ(q¯0 − q‡), such that more
trajectories will be initialized from electronic
states that are thermally accessible at the divid-
ing surface. As a result, the rate expression in
Eq. 25 will provide a simple and efficient avenue
to obtaining the state-resolved reaction rates
that are most thermally accessible, whereas the
rate expression in Eq. 24 may provide a more
efficient means of obtaining state-resolved rates
that make small contributions to the total ther-
mal reaction rate.
Finally, we note that in direct analogy to
Eqs. 25-27, the state-resolved thermal rate for
the no-kinks approximation to RPSH can be
expressed in terms of a state-unresolved MF-
QTST, so that it too can be obtained with only
a single free-energy calculation,
knokinks−RPSHi→f = k
MF−nokinks
QTST (q
‡)κnokinksi→f (q
‡),
(29)
in terms of a no-kinks approximation to the
MF-QTST,
kMF−nokinksQTST (q
‡)Qr =
lim
n→∞
( n
2pi~
)n∫
dp0dq0 e
−βHMF−nokinksn (p0,q0)
× δ(q¯0 − q‡)v¯0 h(p¯0), (30)
where
HMF−nokinksn (p,q) =−
1
β
ln
(∑
γ
e−βHn,γ(p,q)
)
.
(31)
Table 1: Parameter values for the poten-
tial of two-level reactive scattering model
in Eq. 32.
Parameter Value Parameter Value
A1 7 a1 1
A2 −18/pi a2
√
3pi/4
A3 0.25 a3 0.25
B1 −0.75 q1 −1.6
B2 54/pi q3 −2.625
For the evaluation of the recrossing factor in
Eq. 29, the initialized trajectories are propa-
gated both backwards and forwards in time us-
ing the nokinks-RPSH Hamiltonian in the adi-
abatic representation (Eq. 16)) and with tran-
sitions induced by non-adiabatic couplings that
are averaged over the bead positions (i.e., the
“bead approximation" from Ref. 46).
Computational Details
Calculations are presented for the one-
dimensional, two-state model of gas-phase
F+H2 reactive scattering introduced in Ref. 34,
which exhibits both substantial nuclear tunnel-
ing and electronically non-adiabatic effects.
Potential energy surfaces and couplings for
the system in the diabatic representation are
V1(q) =
A1
1 + e−a1(q−q1)
+B1
V2(q) =
A2
1 + e−a2q
+
B2
4 cosh2 (a2q/2)
K12(q) = A3e
−a3(q−q3)2 (32)
with parameters given in Table 1. Both diabatic
and adiabatic surfaces are plotted in Fig. 2A,
with the reactant region at q → −∞ and the
product region at q →∞. For the computed
state-resolved thermal reaction rates, we will
use the notation that k1 indicates the rate for
the system that entering on adiabat 1 and exit-
ing to the product region on adiabat 1, and k2
indicates the rate for the system that entering
on adiabat 2 and exiting to the product region
on adiabat 1. Note that the reaction channels
are named here differently from those in Ref.
6
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Figure 2: (A) Potential of the model system
described as in Eq. 32. Diabatic and adiabatic
states are shown in solid and dash lines, respec-
tively. The filled area is the region in which fol-
lowing dividing surface independence tests are
performed. (B) Optimized positions of the di-
viding surface as a function of reciprocal tem-
perature is shown in the dotted line. Solid green
lines depict the mean-field quantum transition
state theory (MF-QTST, Eq. 26) rate on a log
scale as a function of the dividing surface posi-
tion for three different temperatures. Position
of the reaction barrier on ground adiabat is in-
dicated with a thin solid line.
34. We indicate the total (state-unresolved)
thermal reaction rate as ktotal, mainly consist-
ing of contributions from above two channels at
the investigated temperature range β ≥ 1. All
the rate results below are reported in the unit
of m·molecule−1 s−1.
Three different surface hopping rate calcula-
tions are compared: (i) RPSH with the iso-
morphic Hamiltonian, called iso-RPSH, using
Eqs. 25-27, (ii) RPSH with the no-kinks Hamil-
tonian, called nokinks-RPSH, using Eqs. 29-
31, and (iii) classical surface hopping using
the (shared) 1-bead limit of these expressions.
We note that iso-RPSH employs an exact ex-
pression for the quantum Boltzmann distribu-
tion, nokinks-RPSH employs an approximate
for the quantum Boltzmann distribution, and
classical surface hopping employs the classical
Boltzmann distribution. Exact quantum re-
sults are provided using wavepacket propaga-
tion the split-operator technique based.49,50
Each of the surface-hopping rate calculations
is implemented in two stages - a statistical and
a dynamical part. As in previous RPMD sim-
ulations,12,13 the QTST rate for a biomolec-
ular reaction is calculated using the Bennett-
Chandler procedure.51,52 An auxiliary dividing
surface, q∗, is placed in the reactant asymptotic
region, and the QTST rate is then given by
kQTST(q
‡) = kQTST(q∗)
kQTST(q
‡)
kQTST(q∗)
=
1
(2piβm)1/2
ρc(q
‡)
ρc(q∗)
(33)
with
ρc(q
‡) =
∫
dq e−βUspr(q) µ(q) δ(q¯ − q‡) (34)
the MF centroid density. For all the results pre-
sented in this section, QTST rates are obtained
with importance sampling in the path-integral
representation. Monte Carlo (MC) samplings
with both 8β and 16β ring-polymer beads are
conducted to make sure imaginary-time dis-
cretization convergence is reached. Statistical
convergence is achieved for all the simulations
with up to 109 MC moves. Optimized divid-
ing surfaces in QTST calculations are obtained
with a scan accurate to 0.01 a.u.
The dynamical recrossing factor κ is com-
puted for each method by trajectory simula-
tions. The ring-polymer Hamiltonian is inte-
grated using the velocity Verlet algorithm,53
7
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with the Liouville operator for nuclei mo-
tion factorized such that the free ring-polymer
movements are solved analytically.4,5 The
isomorphic Hamiltonian and its derivatives
are calculated using Bell’s algorithm.34 The
electronic Schro¨dinger equation is evolved in
the interaction representation with an uni-
tary nuclear-position-coupled mid-point prop-
agator54 for four times during each nuclear
timestep. The trajectories are initialized from
a thermal distribution at the dividing sur-
face. The thermal ensemble is generated using
Metropolis algorithm while velocities are sam-
pled from the Maxwell-Boltzmann distribution.
Utilizing a standard reweighting strategy,45 tra-
jectories are first propagated backward in time
to determine the correct quantum amplitude at
the dividing surface, before they are propogated
forward in time. The trajectories are simulated
using a timestep of 0.0001 a.u. Dynamics sim-
ulation for ring-polymers with both 8β and
16β beads have been performed to check the
convergence of the path-integral discretization.
Rate results below are obtained using 105 tra-
jectories, although we emphasize that to within
graphical accuracy, identical results could have
been obtained using only 103 trajectories. For
the calculations reported with the dividing sur-
face placed away from the optimized position,
8×105 trajectories are performed to fully de-
scribe the trajectory recrossing at each dividing
surface position.
Results
We begin by demonstrating ring-polymer sur-
face hopping (RPSH) in the flux-side formula-
tion for a one-dimensional, two-state model of
gas-phase F+H2 reactive scattering (Fig. 2A).
Given that the flux-side calculations involve a
dynamical recrossing correction (Eq. 28, for ex-
ample) to a QTST, Fig. 2B illustrates how the
QTST estimate in Eq. 26 for the total thermal
reaction rate varies as a function of the choice of
dividing surface over a range of temperatures.
Consistent with previous observations of elec-
tronically adiabatic RPMD,3 the optimal posi-
tion of the dividing surface shifts away from the
Figure 3: Arrhenius plots of state-resolved
thermal rates versus reciprocal temperature for
two reaction channels, (A) adiabat 1→ 1 and
(B) adiabat 2 → 1. Rates are calculated
from exact quantum mechanics (QM, thick
solid black), classical surface hopping (classical
SH, dashed black), ring-polymer surface hop-
ping dynamics with the no-kinks approxima-
tion (nokinks-RPSH, dotted green) and RPSH
in the isomorphic Hamiltonian framework (iso-
RPSH, solid red). Mean standard deviations for
all the data points plotted are smaller than the
size of markers. Dividing surfaces in the RPSH
calculations are placed at the optimal positions.
position of the barrier-top for the ground-state
adiabat at lower temperatures (β > 1), due to
significant nuclear tunneling effects. However,
in a strictly non-adiabatic effect, Fig. 2B also
shows that the optimal position of the dividing
surface shifts away from the barrier-top posi-
tion at high temperatures (β < 1), due to the
influence of the excited electronic state.
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Fig. 3 presents the state-resolved thermal re-
action rate versus inverse temperature for two
different reactive channels, obtained using ex-
act quantum mechanics, classical surface hop-
ping, iso-RPSH,34 and nokinks-RPSH.46 As is
clear from comparison of the exact quantum
results and classical surface hopping, the nu-
clear tunneling effects accelerate the reaction
rate and becomes more significant at lower tem-
peratures. Flux-side formulation of iso-RPSH
dynamics provides accurate state-resolved rates
for the full range of temperatures, as seen pre-
viously when employed with the side-side for-
mulation of the rate.34 The key difference using
the flux-side formulation in the current work is
that substantially smaller statistical errors are
achieved with 1000-fold fewer dynamical trajec-
tories than in the previous study. The nokinks-
RPSH method overestimates the rate for both
channel, but the effect is much more stubstan-
tial for rate k1, which corresponds to the sys-
tem entering and exiting on the lower electronic
adiabat; the deviation of nokinks-RPSH from
exact results is due to underestimation of the
influence of the low-lying excited state, which
acts to suppress the rate (see for example, Fig.
2 in Ref. 21).
We now explore the robustness of the RPSH
methods to the choice of dividing surface posi-
tion. The RPSH calculations in Fig. 3 were ob-
tained using the flux-side formulation with the
optimal choice of dividing surface for the as-
sociated MF-QTST (i.e., Eq. 26 for iso-RPSH
and Eq. 30 for the nokinks-RPSH). For the in-
verse temperature β = 8, Fig. 4A presents to-
tal (state-unresolved) thermal reaction rate for
the reaction, using a variety of methods, as a
function of the dividing surface position. As
is necessary,55 the exact quantum mechanical
rate is strictly independent of the choice of di-
viding surface, and in stark contrast, the MF-
QTST of Eq. 26 is exponentially dependent on
the position of the dividing surface. The clas-
sical surface hopping result differ substantially
from the quantum result due to the exclusion of
nuclear tunneling effects, and as has been seen
previously,56 they vary as a function of divid-
ing surface position due to inexact preservation
of the mixed quantum-classical Boltzmann dis-
Figure 4: Dividing surface dependence of ther-
mal rates at β = 8 for (A) state-unresolved
total rate, channels (B) adiabat 1 → 1, and
(C) adiabat 2→ 1. Rates are calculated from
exact quantum mechanics (QM, thick grey),
classical surface hopping (classical SH, dash-
dotted black), mean-field quantum transition
state theory (MF-QTST, dashed red, Eq. 26),
mean-field ring polymer molecular dynamics
(MF-RPMD, dashed violet), and three imple-
mentations of ring-polymer surface hopping as
described in the main text (RPSH, solid red,
dashed blue and dotted green lines). For data
points error bars are not explicitly shown, mean
standard deviations are smaller than the size
of markers. Optimal positions for the dividing
surface are shown in dashed grey.
tribution by the dynamical trajectories,57,58 al-
though the degree of variation (∼40%) is small
9
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on the scale of this plot. Both RPSH methods
likewise vary slightly on this scale as a func-
tion of dividing surface position due to inexact
preservation of the quantum Boltzmann distri-
bution by the dynamical trajectories. Notably,
the rate obtained using MF-RPMD is strictly
independent of the dividing surface position due
to exact preservation of the quantum Boltz-
mann distribution by the dynamical trajecto-
ries, although this method has the disadvantage
of not enabling state-resolved rate calculations.
Figs. 4B and C present the state-resolved
thermal reaction rate for the adiabat 1 → 1
channel (k1) and the adiabat 2 → 1 chan-
nel (k2), computed using exact quantum me-
chanics, iso-RPSH (red), and nokinks-RPSH
(green). Again, it is seen that the exact quan-
tum results are strictly independent of the po-
sition of the dividing surface, and as in Fig. 3,
it is seen that nokinks-RPSH (green) substan-
tially overestimates the k1 rate while iso-RPSH
(red) provides the best estimate of both chan-
nels. Given the more narrow range of rates plot-
ted in these panels, the variation of the RPSH
methods is more clearly seen with both iso-
RPSH and nokinks-RPSH varying by a similar
degree (∼25%) as a function of dividing surface
position.
Also shown in Figs. 4B and C is the re-
sult of a rate expression that uses MF-QTST
with the exact quantum Boltzmann distribu-
tion (Eq. 26), while the recrossing factor is eval-
uated by trajectories that are initialized from
the exact quantum Boltzmann distribution and
are propagated using nokinks-RPSH dynamics.
Whereas this hybrid method, analogs of which
have been suggested in other contexts,27 im-
proves the rate associated with the lower adi-
abat (k1), it does so at the cost of introduc-
ing a much stronger dependence on the posi-
tion of the dividing surface. This example il-
lustrates the statistical importance of kinked
ring-polymer configurations in describing these
non-adiabatic reaction rates, as well as the fact
that iso-RPSH does a substantially better job
of preserving the true quantum Boltzmann dis-
tribution than the nokinks-RPSH method.
Summary
The development of practical, robust, and
accurate quantum methods that incorporate
both nuclear quantum effects and allow for
electronically non-adiabatic transitions remains
an important challenge for the description of
complex photochemical, charge-transfer, and
energy-transfer processes. In this work, we
present an efficient flux-side formulation of
ring-polymer surface hopping on the isomor-
phic path-integral Hamiltonian (iso-RPSH).
The method is straightforwardly implemented,
involving no greater complexity than a standard
trajectory surface hopping rate calculation, and
it is shown to be accurate and relatively insen-
sitive to the position of the transition-state di-
viding surface. A novel and appealing aspect
of the flux-side formulation presented here is
that calculation of multiple state-resolved non-
adiabatic thermal reaction rates is enabled with
only a single free-energy surface calculation.
The combined accuracy and simplicity of iso-
RPSH make it amenable to useful application
in realistic chemical systems.
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