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Abstract
Simulations of the gas-dynamic phase of a small detonation are performed using
Large-Eddy simulations with the HLLC-solver and diﬀerent equations of state.
Three problems are considered, and the results are compared to analytical so-
lutions and experimental results where they are available. These comparisons
show good agreement between the simulations and the reference data. The re-
sults from simulations with diﬀerent equations of state are compared, and it is
shown that the choice of equation of state has signiﬁcant impact on the results, in
particular on the strength and arrival time of the shocks and on the subsequent
development of instabilities.
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Chapter 1
Introduction
The study of the ﬂow-dynamics in detonations is relevant for a variety of applica-
tions. A few examples are safety measures in industry, rocket engines and study
of various astrophysical phenomena.
A detonation is a very diﬃcult problem to study because of the complex
interactions between chemical reactions and ﬂow phenomena, the very large sep-
aration of scales from the beginning of the detonation to the end of the gas-
dynamic phase, and because of the extreme conditions in the explosion. The
gas-dynamic phase of detonations features many diﬀerent interesting processes
that are large subjects in themselves. The determination of the strength and
propagation speed of shock waves are classical problems and has been studied
for a long time. The development of instabilities that grow from perturbations
of the geometrical shape and internal inhomogeneities in the explosive charge,
also has signiﬁcant eﬀects on the ﬂow ﬁeld, and creates a turbulent mixing layer
between the detonation products and the surrounding gas. This turbulent mix-
ing layer is important because shock waves interact with turbulence, and usually
ampliﬁes the ﬂuctuations. The interaction is two-way and the turbulence might
distort the shape, strength, and velocity of the shock wave. This interaction has
signiﬁcant consequences for many applications, for example in engines, aircraft
and detonations.
Computational ﬂuid dynamics (CFD) is used for almost every situation where
knowledge about a ﬂuid ﬂow is of interest. Simulations have an advantage over
experiments in that they are typically signiﬁcantly cheaper and faster. They also
give access to data that are not easily available from an experiment, and errors
in the results are often more easily identiﬁed. The caveat of CFD is that it is
usually required to be veriﬁed by experimental data. Once that has been done
the CFD methodology can be used with relatively high conﬁdence in cases close
to the veriﬁcation case.
Using simulations to investigate the near-ﬁeld in a free-air detonation is more
or less the only option for obtaining complete data sets. Experimental results are
often restricted to data in point locations or images from high-speed cameras,
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but these methods give limited data, and three-dimensional structures might be
very diﬃcult to identify.
The ﬂow in the time after the explosive is completely burnt is extremely com-
plex and has temporal and spatial scales that diﬀer by many orders of magnitude.
This scale-separation provides a challenge to simulations because it can be very
computationally expensive to resolve all scales. In previous studies of detona-
tions, the primary dynamics of the problem seem to be captured reasonably well.
The primary shock wave in simulations matches the experimental results quite
well, both in the maximum overpressure [Cheng et al., 2013] and the time of ar-
rival [Omang et al., 2009] [Weber et al., 2014]. There are larger deviations from
experimental results in the phase after the passage of the main shock-wave. Ef-
fects such as after-burning and mixing of detonation products with air are not
always captured by the simulations, as this requires sophisticated models for
chemical reactions and well resolved velocity ﬁelds in three dimensions.
With increasing computer power, detonation simulations become more fea-
sible and a wide range of new applications become available. Recent studies
have investigated the eﬀect of inhomogeneous explosives [Balakrishnan, 2010],
the dispersion of bacterial spores by explosives [Gottiparthi et al., 2014], and the
combustion process after a detonation [Kuhl et al., 2013], all of which are pro-
cesses that have been too complex to simulate until recent years.
1.1 Outline
This study will explore some challenges associated with the simulation of small
detonations. The signiﬁcance of the equation of state will be investigated, and
to this end three equations of state will be implemented in the compressible
ﬂow solver "Charles", from Cascade Technologies Inc. [CTI, 2014], and used in
simulations in addition to the equation of state that is already available. The
equation of state that is already available in "Charles" is the ideal gas equation
of state. The equations of state that will be implemented in the code are the
Noble-Abel equation of state, the van der Waals equation of state and the Jones-
Wilkins-Lee equation of state.
The development of instabilities and their importance in the ﬂow ﬁeld will be
investigated and compared for the diﬀerent equations of state.
Three main problems will be considered. The classical Sod's shock tube prob-
lem will ﬁrst be investigated because this problem features both a shock-wave, a
contact discontinuity and a rarefaction wave, and the analytical solution can be
computed. This will be used as a test-problem to investigate the quality of the
results obtained with the CFD software. The second problem that will be con-
sidered is a two-dimensional cylindrical detonation. This problem will be used to
investigate the development of instabilities. The ﬁnal problem is a three dimen-
sional detonation, where a charge is detonated two meters above ground. Results
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from this simulation will be compared to results from an experiment conducted
at the Norwegian Defence Estates Agency [Omang et al., 2009]. For all three
problems, the results will be compared for diﬀerent equations of state.

Chapter 2
Theory
This chapter presents the theory relevant for this thesis. The ﬁrst section starts
with a discussion of ﬂuid ﬂow in general, followed by a discussion of the diﬀerent
types of waves present in compressible ﬂows. The next section discusses insta-
bilities in ﬂuid ﬂow and introduces three instabilities that are relevant in the
problems considered in this thesis. Then turbulence is brieﬂy discussed and its
relevance for this study is described. Section 2.2 describes the four equations of
state used in this thesis, and section 2.3 introduces the detonation models used
to obtain the initial condition for two of the problems considered here.
2.1 Fluid ﬂow
Fluid ﬂow is the movement of gases and liquids. Knowledge about ﬂuid ﬂow
has been of interest since ancient times for the purpose of constructing various
tools such as irrigation systems, spears, arrows, transport vehicles etc. The ﬁrst
mathematical description of ﬂuids seems to be from Archimedes around 250 BC,
where he describes the hydrostatic properties of ﬂuids. The most famous result
from this work is known as Archimedes' principle, and states that the force
exerted on a body submerged in a ﬂuid is equal to the weight of the ﬂuid that is
displaced by this body.
The classical concept of ﬂuid ﬂow is based on the assumption that the gas or
liquid in question behaves as a continuum. The continuum description assumes
that the ﬂuid occupies all space within its boundaries. This is not true at the
molecular level, but on macroscopic scales this is almost always a very good
approximation. The Knudsen number, deﬁned as:
Kn =
λ
L
,
where λ is the mean free path of the ﬂuid particles and L is a length-scale over
which the ﬂow varies in the problem considered, is a quantitative measure of how
5
6 Theory Chapter 2
good the continuum approximation is. It is typically very small, for example
of order 10−9 for common ﬂows such as atmospheric winds. A low Knudsen
number (Kn 1) indicates that the continuum approximation is well justiﬁed,
while a high Knudsen number (Kn ≈ 1 or Kn > 1) indicates that the continuum
approximation is not valid.
The treatment of ﬂuids as a continuum along with the requirement of conser-
vation of mass, momentum and energy, lead to an equation set which describes
ﬂuid ﬂow. In real ﬂows, viscous eﬀects are generally important and the equation
set that describes the conservation of momentum in viscous ﬂows is commonly
referred to as the Navier-Stokes equations. Complemented with the mass and
energy conservation equations and a complete equation of state, these provide
a complete description of the dynamics of ﬂuid ﬂow. The set of incompress-
ible conservation equations for ﬂuid ﬂow was derived in 1822 by Claude Navier,
and extended to compressible ﬂows in 1845 by George Stokes, hence the name
Navier-Stokes equations.
In many applications, the assumption that there is no friction between layers
of ﬂuid is made. A ﬂuid that behaves this way is called an inviscid ﬂuid. This
special case of the Navier-Stokes equations gives rise to a hyperbolic equation set
called the Euler equations. We will consider the Euler equations in the discussion
on Riemann solvers in section 4.1 and they will also be used for the problem
considered in section 5.1. However, there are problems with the Euler equations
that are not present in the Navier-Stokes equations. One of these is the presence
of unphysical solutions that lower the total entropy in the ﬂow. This is in conﬂict
with the second law of thermodynamics, which states that the entropy cannot
decrease in the full system, and care must be taken not to use these solutions.
The use of the Euler equations should be done such that the solution of the Euler
equations is the limiting solution of the Navier-Stokes equations as the viscous
eﬀects become unimportant.
As the viscous eﬀects become less dominant in the ﬂow, the Reynolds number
of the ﬂow, deﬁned as the ratio of inertial eﬀects and viscous eﬀects, increases,
and the ﬂow will typically become turbulent. Viscous eﬀects are still important
in the turbulent ﬂow regime because the turbulent energy cascade relies on the
viscous dissipation that converts kinetic energy to internal energy.
In the major part of history of ﬂuid mechanics, experiments were very impor-
tant. Today however, experiments have in many cases been replaced by numeri-
cal simulations, but they are still important for veriﬁcation of numerical models
and for investigation of problems that are too diﬃcult to simulate. The usage
of numerical simulations has provided a dramatic increase in the understanding
of ﬂuid ﬂows for the last 60 years. Today, numerical simulations are used for
practically everything where ﬂuid ﬂow is relevant, from aerospace engineering
to printer technology. There is a wide range of numerical methods available,
and choosing the appropriate method and model for a particular problem can
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be quite diﬃcult. The methods of computational ﬂuid dynamics (CFD) can be
divided into two major categories. The ﬁrst category is Direct Numerical Simula-
tions (DNS), where all dynamically relevant scales in the ﬂow are resolved. This
approach is extremely resource-demanding and there are very few cases outside
academic problems that can be simulated with this approach. The other cate-
gory is under-resolved approaches, such as Large Eddy Simulations (LES) and
Reynolds-Averaged Navier-Stokes equations (RANS). These methods use models
to represent the eﬀects of unresolved ﬂow phenomena. RANS models the eﬀect
of unresolved ﬂuctuations on all length-scales while LES models the eﬀect of all
length-scales below a given threshold. These under-resolved approaches are less
computationally expensive and can be good approximations to the real solution
if their assumptions are well justiﬁed for the problem in question.
2.1.1 Waves in compressible ﬂow
This section provides a description of the diﬀerent waves present in compressible
ﬂuid ﬂows. A wave is a disturbance in some quantity like pressure or density that
travels through space. Information can only travel through the ﬂuid through one
of the possible waves. The waves in compressible ﬂow can be identiﬁed through
the method of characteristics. The characteristics are lines along which the partial
diﬀerential equations become ordinary diﬀerential equations.
The method of characteristics can be used for constructing numerical methods
for the Euler equations. In particular, it ﬁts very nicely in the ﬁnite volume
framework, where cell averaged values of physical quantities are known. The ﬂux
between the cells is computed using the characteristics, and the solution can be
advanced in time.
For the Euler equations, there are three types of waves. These are shock
waves, rarefaction waves and contact discontinuities. Shock waves are waves
where the characteristics are converging, while rarefaction waves are waves where
the characteristics are diverging. This is illustrated in Figure 2.1 where the
characteristics are drawn as solid lines. Contact discontinuities are waves where
the characteristics are parallel to each other close to the wave.
t
x
Shock wave
t
x
Figure 2.1: Characteristics for two diﬀerent waves. Left: shock wave with
converging characteristics. Right: rarefaction wave with diverging characteris-
tics.
8 Theory Chapter 2
Shock waves
As mentioned above, shock waves are waves where characteristics converge. Re-
lations between the states in front and behind the shock wave can be established
using conservation of mass, momentum and energy. These relations are called
Rankine-Hugoniot equations, and will be derived in section 3.4.
Shock waves contain a discontinuous jump in the physical quantities for in-
viscid ﬂows. In viscous ﬂows, they are not discontinuous due to viscous eﬀects,
but appear instead as extremely high gradients. The shock-waves are always
compressive (apart from in some exotic ﬂuids), as required by the second law
of thermodynamics. For normal ﬂuids, a compressive shock wave increases the
entropy of the ﬂow while an expanding shock-wave lowers the entropy and is
therefore not a physical solution.
Contact discontinuities
Contact discontinuities are waves where there is no ﬂux of particles through the
waves. All particles initially contained on the left side of the wave will stay at
the left side over time. For the Euler equations the quantities that change across
a contact discontinuity are internal energy and density (or some other quantity
that depends on these through the thermodynamic identities). The pressure and
velocity are constant across the contact discontinuity.
Rarefaction waves
Rarefaction waves are waves that expand the ﬂuid without any increase in en-
tropy. They decrease the density in the ﬂuid smoothly during their passage. The
rarefaction wave is bounded by the head and tail of the rarefaction wave, where
the head travels faster than the tail. Each part of the wave travels with the
local speed of sound relative to the gas velocity. There is a continuous change
in physical quantities across the wave, and the proﬁle within the wave can be
calculated using the method of characteristics.
2.1.2 Instabilities
The development of instabilities is the reason that laminar ﬂows become turbu-
lent. A system is said to be unstable when a perturbation will evolve in such
a way that the system moves away from the initial state. In an unstable ﬂow,
perturbations in the ﬂow are ampliﬁed through various mechanisms and their
amplitude increases. Eventually, the development of the instabilities make the
ﬂow turbulent. This process is not well understood, but the study of instabilities
has provided some insight.
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Instabilities are important in the simulation of a detonation because their
development strongly increase the mixing of detonation products and the sur-
rounding air. If the detonation products can undergo additional chemical reac-
tions, like after-burning, these will be aﬀected by the gas-composition. Increased
mixing will for example increase the availability of oxygen, which is usually a
limiting factor for burning processes. This thesis will not speciﬁcally investigate
any particular instability, but the eﬀect of the instabilities on the ﬂow ﬁeld in
the gas-dynamic phase of the detonation will be investigated.
The analysis of instabilities in real ﬂows is diﬃcult because of the non-linearity
of the equations and because the exact nature of the perturbations is unknown.
For known perturbations the initial development of the instabilities can in some
cases be calculated by linear stability analysis. One usually ﬁnds that above
some critical factor, for example a critical Reynolds number, there are some
perturbation modes that will be ampliﬁed, and the ﬂow will be unstable. In
general, a perturbation in real ﬂows excites all modes. There might also be some
dependence on the amplitude of the perturbations, but the details of the critical
parameters are highly dependent on the exact ﬂow problem considered.
Some instabilities may be triggered by inﬁnitesimal perturbations. This pro-
vides a challenge to numerical simulations, particularly large eddy simulations,
because they cannot resolve all scales.
Below we will brieﬂy introduce three of the most important instabilities for a
detonation simulation. These are the Rayleigh-Taylor instability, the Richtmyer-
Meshkov instability and the Kelvin-Helmholtz instability.
Rayleigh-Taylor instability
The Rayleigh-Taylor (RT) instability occurs when a light ﬂuid is accelerated into
a heavier ﬂuid. It was ﬁrst described by Lord Rayleigh in 1883 for the case where
a heavy ﬂuid is at rest above a light ﬂuid in a gravitational ﬁeld. Taylor later
showed that this instability also occurs for other types of acceleration.
The primary features of the Rayleigh-Taylor instability are spikes of heavy
ﬂuid penetrating into the light ﬂuid, and bubbles of light ﬂuid rising into the
heavy ﬂuid. An illustration of a Rayleigh-Taylor instability is shown in Figure
2.2.
This instability is present in the detonation simulation after the passage of
the shock wave(s) because they are followed by a rarefaction wave. In the rarefac-
tion wave, the gas is continuously accelerated, which allows for Rayleigh-Taylor
instabilities at the interfaces between air and detonation products. [Sharp, 1984]
presents and overview of the Rayleigh-Taylor instability, and a recent study inves-
tigating the instability in gas-particle mixtures can be found in [Balakrishnan, 2014].
10 Theory Chapter 2
Figure 2.2: Illustration of an isolated Rayleigh-Taylor instability. Black:
heavy ﬂuid. White: Light ﬂuid. Figure created by Espen Åkervik at FFI.
Richtmyer-Meshkov instability
The Richtmyer-Meshkov (RM) instability occurs when a shock interacts with
an interface between two ﬂuids. Vorticity is generated as a result of baroclinic
torque. The mechanism is illustrated in Figure 2.3. The shock is travelling
downwards and eventually meets a density gradient that is not aligned with the
shock. The shock accelerates the lighter ﬂuid more than it accelerates the heavy
ﬂuid resulting in a velocity shear and in this case clockwise vorticity.
Figure 2.3: Illustration of the Richtmyer-Meshkov process where vorticity
is generated by the passage of a shock through a density gradient that is
misaligned with the pressure gradient. Red arrows indicate the velocity of the
ﬂuid after the shock, and the red spiral indicates the vorticity.
This instability is the impulsive-acceleration limit of the Rayleigh-Taylor in-
stability. Brouilette [Brouillette, 2002] describes the instability in detail and
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presents experimental and numerical results. Further analysis of the Richtmyer-
Meshkov instability can be found in [Ukai et al., 2011], and [Lombardini et al., 2014]
shows in detail when both Richtmyer-Meshkov and Rayleigh-Taylor instabilities
are triggered in a spherical implosion problem.
The Richtmyer-Meshkov instability is important in detonation simulations
because there are multiple shocks appearing. First, the detonation wave will
trigger Richtmyer-Meshkov instabilities when it hits the edge of the explosive.
Because there is a re-shock occurring in the simulations, as we shall see, there is
also a second time where Richtmyer-Meshkov instabilities will be triggered.
Kelvin-Helmholtz instability
The Kelvin-Helmholtz instability is an instability that occurs along the interface
between two ﬂuids in relative motion. A slight perturbation on the interface
between the ﬂuids will generate vorticity, and if certain criteria are met, the
perturbation will grow in time. For further discussion of this instability, see for
example [Kundu and Cohen, 2010] or [Trussoni, 2008].
The diﬀerent instabilities are typically coupled, and one instability might
trigger another. As a simple example, the spikes occurring in the Rayleigh-
Taylor instability might trigger the Kelvin-Helmholtz instability because there
is now a velocity and density diﬀerence between the ﬂuid inside the spike and
outside the spike. Over time, this interaction of instabilities creates extremely
complex structures, which eventually resemble chaos.
2.1.3 Turbulence
Properties and description Turbulence is a ﬂow regime characterising ﬂow
at high Reynolds number. In this regime, the ﬂow is seemingly chaotic, but
is completely described by the Navier-Stokes equations provided boundary and
initial conditions are known. The deﬁnition of turbulence is not quite clear,
and one usually lists diﬀerent properties of turbulent ﬂow rather than a precise
deﬁnition.
Turbulence is a three-dimensional phenomenon. Turbulence greatly increases
mixing and energy dissipation in the ﬂow. The ﬂow is generally rotational and
unpredictable. Any uncertainty in the ﬂow will result in completely unpredictable
behaviour at later times. The special properties of turbulent ﬂow are exploited
in many applications. For example, turbulence is used to enhance the mixing of
fuel and air in many engines in order to achieve eﬃcient combustion.
The dynamics of turbulence are typically described in terms of an "energy
cascade", where kinetic energy is drained from the mean ﬂow by the largest
eddies, converted to turbulent kinetic energy, and transported to smaller and
smaller scales. At the smallest scales, this turbulent kinetic energy is dissipated
to thermal energy.
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The description of turbulence relies on statistical analysis. One typically
looks at properties such as the Reynolds stress and turbulent kinetic energy. The
former is deﬁned as uiuj where ui is a ﬂuctuating velocity component and the x
notation is some form of averaging. In general, the averaging used must be an
ensemble average, but depending on the ﬂow problem considered, other types of
averaging like time-averaging and spatial averaging may be used. Time averaging
can be used if the ﬂow is statistically stationary and spatial averaging can be used
if there are statistically homogeneous directions.
Turbulence in simulations Turbulence is present in most real ﬂows. In or-
der to predict the turbulence in computations, there are two diﬀerent approaches.
Either the computational mesh must be ﬁne enough to resolve all scales in the
ﬂow, or some form of turbulence model must be used. The ﬁrst option leads to
the methods named Direct Numerical Simulation (DNS). In practice, the second
approach is the only option at this time, except for some cases considered in
academic applications. There are many diﬀerent approaches to modelling turbu-
lence, which can be divided into two major categories. These are Reynolds Aver-
aged Navier-Stokes models (RANS) and Large Eddy Simulations (LES). There
are also some hybrid methods, such as Detached Eddy Simulations (DES). The
diﬀerent approaches have diﬀerent strengths and weaknesses, and care must be
taken when choosing one particular model. In this project, all simulations will
be performed using LES models, which are described in section 3.2.
Relevance for this study For the application of simulating a detonation,
turbulence plays an important role because it greatly increases the mixing of
detonation products and the surrounding air. If after-burn is present it is am-
pliﬁed by turbulence, which in turn increases the temperature of the air behind
the detonation front. Turbulence also aﬀects any solid particles present in the
ﬂow. Small enough particles will react fast to the ﬂuctuations in the velocity
ﬁeld, while larger particles will experience much higher drag from the gas. The
turbulence aﬀects the shock waves and the shock waves aﬀect the turbulence.
This interaction between shock waves and turbulence is important in this study
because there are re-shocks occurring. These re-shocks pass through the turbu-
lent mixing layer and interact with the ﬂow there. In addition, after the shock
waves have travelled far away, the gas close to the center of the explosion is very
hot compared to the surrounding gas. This leads to signiﬁcant buoyancy eﬀects,
and in this phase, turbulence is a dominant factor in the ﬂow. This late phase of
the explosion will not be considered in this study.
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2.2 Equations of state
This section provides a brief discussion about equations of state and their inﬂu-
ence on compressible ﬂow. General concepts will be discussed ﬁrst and afterwards
we discuss the details of the four equations of state that will be used in this thesis.
An equation of state (EOS) is a relation between two or more state variables of
a system, valid only for systems that are in thermodynamic equilibrium. Typical
equations of state are the ideal gas EOS:
p = ρRT,
where p is the pressure, ρ is the mass density, R is the gas constant and T is the
temperature, and the van der Waals EOS:
p =
ρRT
1− ρb − aρ
2,
where a and b are empirical constants. These equations of state relate the pres-
sure, density and temperature in the system, but other combinations of thermo-
dynamic variables are possible. We will in this thesis mostly need mechanical
equations of state, which are equations of state on the form
p = p(e, ρ),
where e is the internal energy, but these can be related to the thermal form
p = p(T, ρ),
through the thermodynamic identities.
Some equations of state can be derived from ﬁrst principles using statistical
mechanics, see for example [Callen, 1985] or [Liepmann and Roshko, 1957], while
other may be semi-empirical or purely empirical. Most equations of state are not
possible to derive purely from ﬁrst principles, but some approximate EOS can be
derived from statistical mechanics as shown below. The empirical equations of
state are often very problem speciﬁc, and are tuned to represent the behaviour
of a system in a limited range. We will in this thesis only use one non-empirical
EOS, the ideal gas EOS. The other equations of state we will use are the semi-
empirical Noble-Abel EOS and van der Waals' EOS, and the purely empirical
Jones-Wilkins-Lee (JWL) EOS.
The EOS is needed in compressible ﬂow simulations to couple the energy and
momentum equations. To solve the Euler equations, only an incomplete EOS
relating energy, density and pressure is needed. If viscous eﬀects are important,
the incomplete EOS must be replaced by a complete EOS so that the temperature
is possible to predict, because viscosity typically depends on the temperature.
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The EOS has signiﬁcant eﬀects on the ﬂow. In particular, it determines
which waves are present in the Riemann problem, and their speeds. As shown
by [Anand, 2012] the EOS also aﬀects the range of speeds for which compressible
ﬂow phenomena appear. In particular it is shown that non-ideal equations of state
might allow shock waves to occur at sub-sonic upstream speeds, while the ideal
gas EOS only allows shock waves at sonic or supersonic speeds. The inﬂuence of
equations of state on the ﬂow will be discussed in detail later. The next sections
contain more detailed discussions about the four diﬀerent equations of state used
in this thesis.
2.2.1 Ideal gas
The ideal gas EOS is:
p = ρRT.
It was proposed by Emile Clapeyron in 1834. The ideal gas EOS assumes that
the molecules in the ﬂuid are non-interacting and that they undergo no chemical
reactions. The assumption of non-interacting particles is usually a good approx-
imation for low densities.
The ideal gas EOS can be derived from statistical mechanics. The way one
does this is by calculating the energy of the diﬀerent microstates the system can
be in. From these one can calculate the partition function from the Boltzmann
factors corresponding to the energies of the microstates. The Boltzmann factors
are terms on the form
e−/(kBT ),
where  is the energy of the microstate and kB is the Boltzmann constant. The
partition function is then deﬁned as the sum of all possible Boltzmann factors
for the system:
Z =
∑
s
e−s/(kBT ).
The thermodynamic variables follow from the partition function by calculating
the Helmholtz free energy as shown below.
The ideal gas EOS will now be derived from from statistical mechanics. A
system consisting of a single free particle inside a cubic domain can be described
by the time-independent Schrödinger equation:
Hˆψn (x) = nψn (x) .
where Hˆ is the Hamilton operator, ψn is the wave-function and n is the energy
of ψn. If the system is one-dimensional, the wave functions take the form
ψn (x) = sin (knx) ,
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where kn = npiL and L is the length of the domain. The wave functions take
this form because they have to vanish at the boundaries of the domain. This is
easily extended to more dimensions by multiplying the wave functions for each
dimension. In three dimensions, this gives:
ψn (x) = sin (knxx) sin
(
kny
)
sin (knz) ,
which gives energy eigenvalues:
n =
~2pi2
2mL2
(
n2x + n
2
y + n
2
z
)
,
where m is the mass of the particle.
Knowing the energy eigenvalues, the partition function can be calculated. In
the limit where L→∞, this can be done analytically, and the partition function
becomes:
Z1 =
V
(2pi~)3
(2pimkT )3/2 ,
where V = L3 is the volume of the domain. For a system of N free particles,
the partition function becomes the product of all single-particle wave-functions
divided by N ! because the particles are identical:
ZN =
ZN1
N !
.
The EOS can then be obtained by writing the Helmholtz free energy F :
F = −kT lnZN ,
and the pressure is obtained from:
P = −
(
∂F
∂V
)
T
= ρRT.
This gives a thermal EOS for the ideal gas. The caloric EOS is obtained by
the equipartition theorem which states that any quadratic component of the
Hamiltonian contributes 1
2
kT to the average internal energy per particle. Since
each velocity component is a quadratic degree of freedom for non-interacting
particles, the result is:
e =
3
2
kT,
which we can rewrite in a more common form:
e = CV T,
where CV is the heat capacity at constant volume.
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2.2.2 Van der Waals equation of state
The van der Waals equation of state is:(
p+
n2a
V 2
)
(V − nb) = nRT.
It was proposed by Johannes van der Waals in 1873. This EOS takes into account
that the particles in the gas or liquid each occupy a non-zero volume and that
the particles have mutual interactions.
The derivation of the van der Waals equation can be done systematically
using statistical mechanics. Each particle is assumed to move in an average
potential, which is the result of the interaction with the potential from all the
other particles. Thus the system is reduced to a system of independent particles,
and the Helmholtz free energy can be found. The van der Waals EOS is commonly
written in thermal form as:
p =
ρRT
1− ρb − aρ
2.
2.2.3 Noble-Abel equation of state
The Noble-Abel equation of state is a simpliﬁcation of the van der Waals EOS. It
only considers the ﬁnite volume occupied by the particles and not their long-range
interactions. The Noble-Abel EOS can be written:
p =
ρRT
1− ρb.
This EOS is one of the simplest examples of a co-volume EOS, which are equations
of state that accounts for the physical size of the molecules in the ﬂuid. The
Noble-Abel equation is mostly used for ballistic modelling.
2.2.4 Jones-Wilkins-Lee equation of state
The Jones-Wilkins-Lee EOS is an example of a purely empirical EOS. It can be
written as:
P = A
(
1− ωρ
R1ρ0
)
e−R1ρ0/ρ +B
(
1− ωρ
R2ρ0
)
e−R2ρ0/ρ + ωeρ,
where A, B, R1 ,R2 and ω are empirical constants that must be speciﬁed for the
problem of interest. This EOS is used for computations where high-explosives
are considered and was introduced by [Lee et al., 1968]. The EOS contains three
terms which are calibrated to each be representative for some pressure range. The
two ﬁrst terms are intended to represent a high-pressure region and a medium
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pressure region. The last term is dominant in the low-pressure region and asymp-
totes to the ideal gas value if the parameter ω is set to γ − 1, where γ is the
adiabatic index.
2.3 Detonation models
Detonation models are models that describe the dynamic result of the chemical
processes occurring in a detonation. There are many diﬀerent models, and in this
thesis we will use two very simple approaches. These are the Chapman-Jouguet
model, and the Constant Volume Model. These models will be explained below.
2.3.1 Chapman-Jouguet model
In the Chapman-Jouguet (CJ) model of detonations, the detonation is assumed
to consist of a shock wave of inﬁnitesimal thickness where the chemical reactions
take place within the shock wave. The unburnt explosive releases a speciﬁc
amount of energy instantly when the shock wave passes through it. Figure 2.4
shows an illustration of the CJ-model. The energy released in the chemical
reactions drives the shock wave ahead until it reaches the edge of the explosive.
The CJ-model states that the shock wave moves at the speed of sound with
respect to the particle velocity behind it. This is commonly referred to as the
CJ condition. The state behind the detonation wave can be computed through
a similarity assumption. This calculation is outlined in section 3.5. The CJ-
state is measured for many common explosives, and can be found in for example
[Dobratz and Crawford, 1981].
Detonation products Unburnt explosive
Detonation wave
Figure 2.4: Illustration of the Chapman-Jouguet model. The unburnt ex-
plosive is shown at the right-side of the detonation wave in white. The burnt
explosive (detonation products) is shown as grey.
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2.3.2 Constant Volume model
In the Constant Volume Model (CVM), the detonation wave travels at inﬁnite
velocity. The conversion from unburnt explosive to detonation products is as-
sumed to happen instantaneously, which leaves a uniform state of high pressure,
energy and density behind the detonation wave. There is no initial gas velocity
in this model, because the gas has no time to respond to the change in pressure.
Other more complicated models are for example the ZND-model developed by
Zel'Dovich, Von Neumann and W. Doering during World War II, and the non-
equilibrium ZND model [Tarver et al., 2007]. The ZND model uses an energy
release from burning of explosive over a ﬁnite time, initiated by the passage of
the shock wave. Both the ZND-model and the Chapman-Jouguet models are
one-dimensional models, but can be extended to include geometrical eﬀects such
as cylindrical or spherical symmetry. In real ﬂows, there are three-dimensional
structures appearing behind the shock wave, which are not captured by these
models.
Chapter 3
Mathematical formulation
3.1 Navier-Stokes equations
The Navier-Stokes equations are a set of equations that expresses the conservation
of mass, momentum and energy in viscous ﬂuids. They are valid as long as the
material can be described as a continuum, as discussed above. The Navier-
Stokes equations can be expressed either in integral form, where they express
conservation within a control volume of arbitrary shape, or in diﬀerential form
where they are valid for an inﬁnitesimally small control volume. The integral
form can be easily manipulated to give the diﬀerential form of the equations,
but there are diﬀerences in the formulations, especially for compressible ﬂows.
Compressible ﬂows may contain discontinuities, which will not be a solution to the
conservation equations expressed in diﬀerential form. The integral form allows
such solutions, and is the formulation that will be used in this thesis, but for
notational convenience only the diﬀerential form is given here.
3.1.1 Mass conservation equation
The mass conservation equation is:
∂ρ
∂t
+
∂
∂xj
(ρuj) = 0, (3.1)
where ρ is the mass density, t is time, xj is the j'th spatial coordinate and uj
is the velocity component in the xj-direction. The ﬁrst term represents the rate
of change of density and the second term represents the ﬂux of mass. The mass
conservation equation expresses that the density at a given point can only change
through transport of mass from nearby points.
3.1.2 Momentum conservation equations
The momentum conservation equations are:
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∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) = − ∂p
∂xi
+
∂
∂xj
(
µ
[
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
∂uk
∂xk
])
, (3.2)
where p is the pressure, µ is the molecular viscosity, and δij is the Kronecker-
delta. The ﬁrst term represents the rate of change of the momentum in the
i-direction. The second term represents the ﬂux of i-momentum by advection.
The third term describes the force resulting from pressure gradients. The fourth
term is a term representing viscous forces.
To simplify the notation one can deﬁne the two tensors:
τij = µ
[
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
∂uk
∂xk
]
,
and
σij = −pδij + µ
[
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
∂uk
∂xk
]
= −pδij + τij,
where τij is the viscous stress tensor and σij is the total stress tensor. The
momentum conservation equation can then be written as:
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) =
∂σij
∂xj
.
3.1.3 Energy conservation equation
The energy conservation equation is:
∂e
∂t
+
∂
∂xj
(euj) = − ∂
∂xj
(puj)− ∂
∂xj
(qj) +
∂
∂xj
(τjkuk) , (3.3)
where e is the total energy, i.e. the sum of kinetic and internal energy, and qj
is the heat-ﬂux in the xj-direction. The ﬁrst term represents the rate of change
of internal energy. The second term represents the ﬂux of total energy through
the surface of the control volume. The third term represents the work done by
the pressure force. The fourth term represents the heat ﬂux and the ﬁfth term
represents the work done by the viscous forces.
These ﬁve equations must be supplemented by a complete EOS, relating the
thermodynamic variables. A complete EOS is needed for the viscous equations
because viscosity and heat ﬂux require the temperature to be deﬁned. For the
Euler equations, there are no viscous or heat ﬂux terms, and an incomplete
equation of state is suﬃcient to close the equation set.
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3.2 Large Eddy Simulation
In high Reynolds number ﬂow the large separation of scales makes exact simula-
tions very resource-demanding. Often, most of the energy is conﬁned to the large
scales, and the small scales only take the role of dissipating energy at the rate
given by the energy cascade. LES assume that the behaviour of the small scales
of the ﬂow can be modelled. The size of the scales that need to be modelled
is set by the computational grid. The computational grid used in LES must be
constructed such that it captures most of the dominant eﬀects in the problem
considered. For example, when there are major geometric eﬀects in the ﬂow like
there will be if one is interested in the ﬂow in a city, the grid must properly
resolve the edges of any buildings or other large structures. The models used
for the scales that are smaller than those resolved by the computational grid are
called sub-grid scale (SGS) models. These will be discussed below.
3.2.1 Filtering
The LES equations are obtained by ﬁltering the conservation equations. This
ﬁltering operation removes the small scales from the solution, and the resulting
variable is referred to as a ﬁltered variable. Let a ﬁltered variable be denoted
with an overline, ·. Then the ﬁltering operation is:
u (x, t) =
ˆ ˆ
G (x− x′, t− t′)u (x′, t′) dx′dt′,
where u is the quantity to be ﬁltered, x and x′ are spatial coordinates, t and t′
are time variables and G is the ﬁlter kernel. Typically the ﬁlter is only a function
of space and is only applied implicitly through the under-resolved computational
grid, but explicit ﬁltering is also used in some cases. The ﬁltering operation must
satisfy the normalization condition:
1 =
ˆ
D
G (x− x′, t− t′) dx′dt′. (3.4)
A simple example of a ﬁlter is just a constant value satisfying equation 3.4. If
we take this constant to be A, the ﬁltering operation becomes
u (x, t) = A
ˆ
u (x′, t′) dx′,
which is simply the spatial average of u (x, t) over the domain. Another simple
ﬁlter is the box-ﬁlter deﬁned as
G (x− x′) = 1
∆3
H
(
1
2
∆− |x− x′|
)
,
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where ∆ is the ﬁlter width, which determines the size of the domain which con-
tributes to the ﬁltered variable, and H is the Heaviside function. The box ﬁlter
takes the spatial average of u (x, t) over a box with volume ∆3. This is the type
of ﬁlter that is implicitly applied by the computational grid. In the grid the
volume might not have the shape of a cube, but the principle is the same. The
ﬁltering operation corresponding to this ﬁlter can be written as
u (x, t) =
1
∆3
ˆ
u (x′, t′) dx′,
where the integral runs over all points within the volume. Figure 3.1 shows the
eﬀect of using these two ﬁlters. Here the domain is time, but result is completely
identical for a signal varying in space. As can be seen, the constant value ﬁlter
gives just a constant value equal to the average of the signal over the domain,
and provides very little information about the signal. The box-ﬁlter on the other
hand, acts as a running average and retains the general shape of the signal. The
smallest scales are removed by the ﬁlter, but the diﬀerence between the original
and the ﬁltered signal is small.
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Figure 3.1: A signal ﬁltered by two diﬀerent ﬁlters. The constant-value ﬁlter
gives the average of the signal over the full domain while the box ﬁlter gives a
moving average.
Figure 3.2 shows the residual ﬁeld from ﬁltering with the box-ﬁlter. The
residual ﬁeld in this case has the appearance of random noise, but this is not the
case if the ﬁlter is applied to a real ﬂow ﬁeld. Also shown is the ﬁltered residual
ﬁeld, which is non-zero. This property makes the derivation of the LES equations
slightly diﬀerent than the derivation of the commonly used RANS equations.
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Figure 3.2: The residual ﬁeld obtained by subtracting the ﬁltered signal from
the original signal and the ﬁltered residual ﬁeld. Also shown is the ﬁltered
residual ﬁeld.
3.2.2 Filtered equations
When applied to the conservation equations, the ﬁltering operation gives the fol-
lowing equations [Geurts et al., 1993]. See appendix A for the complete deriva-
tion.
∂ρ
∂t
+
∂
∂xj
(ρu˜j) = 0. (3.5)
∂
∂t
(ρu˜i) +
∂
∂xj
(ρu˜iu˜j) = − ∂p
∂xj
+
∂τˆij
∂xj
− ∂
∂xj
(ρaij) +
∂
∂xj
(τ ij − τˆij) . (3.6)
∂
∂t
(eˆ) +
∂
∂xj
((eˆ− p) u˜j)− ∂
∂xj
(τˆiju˜i) +
∂
∂xj
(qˆj) =
− ∂
∂xj
(eintuj − eintu˜j)−
(
p
∂ui
∂xj
− p∂u˜i
∂xj
)
−
(
∂
∂xj
(ρaiju˜i)− ρaij ∂
∂xj
(u˜i)
)
+ τij
∂ui
∂xj
−τ ij ∂
∂xj
(u˜i)− ∂
∂xj
(τˆiju˜i) +
∂
∂xj
(τ iju˜i)− ∂
∂xj
(qj − qˆj) . (3.7)
These are respectively the ﬁltered mass conservation equation (3.5), the ﬁl-
tered momentum conservation equations (3.6) and the ﬁltered energy conser-
vation equation (3.7). Here u˜j is the Favre-ﬁltered velocity component in the
xj-direction, deﬁned as
u˜j =
ρuj
ρ
.
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The ·ˆ notation is used for variables based on Favre-ﬁltered variables. aij is the
Reynolds stress tensor, and eint is the internal energy.
The ﬁltered mass conservation equation takes the same form as equation 3.1,
but the variables it describes are not quite the same.
The four ﬁrst terms in the ﬁltered momentum conservation equations are
again similar to the terms in equations 3.2, but there are also two additional
terms. These are sub-grid terms that are purely an eﬀect of the ﬁltering operation.
Some understanding of the eﬀects of these terms can be gained by comparing the
LES equations with the RANS equations.
The ﬁltered energy conservation equation is also written in a form that re-
sembles equation 3.3, but it has a bunch of sub-grid terms as well.
3.2.3 Sub-grid models
Sub-grid models are a necessary part of LES. Because LES do not resolve all
scales in the ﬂow, a model is needed to capture the eﬀects of the scales that are
not resolved. This is accomplished using a sub-grid model. In some applications,
the SGS-model might only be to needed increase dissipation in the ﬂow, but this
is not always the case. For example, in a wall-bounded ﬂow there is a signiﬁcant
production of turbulent kinetic energy occurring at small scales close to the wall.
Therefore, if a coarse grid is used close to the wall along with a SGS-model that
does not capture this production, one would expect quite bad results.
Most sub-grid models are developed for incompressible ﬂow. The incompress-
ible ﬂow equations contain only one sub-grid term in each momentum equation,
while the compressible ﬂow equations have two sub-grid terms in each of the mo-
mentum equations and a bunch of sub-grid terms in the energy equation. This
is further complicated because there are multiple forms of the energy equation
in use. These are equations for the internal energy, total energy, enthalpy etc.
This makes the development of sub-grid models more diﬃcult for compressible
ﬂow than for incompressible ﬂow. Usually some of the sub-grid terms are simply
ignored because they can be shown to be orders of magnitude smaller than some
of the other terms.
The only sub-grid scale model that is available in the CFD software used in
this study is the Vreman model [Vreman, 2004]. It is an eddy-viscosity based
model that calculates the sub-grid viscosity based on the resolved velocity ﬁeld.
The sub-grid heat conductivity is related to this viscosity through the Prandtl-
number deﬁned as
Pr =
Cpµ
k
,
where µ is the molecular viscosity and k is the thermal conductivity. The sub-grid
heat conductivity is thus known from the sub-grid viscosity if the Prandtl-number
and heat capacity at constant pressure are known. The heat capacity is given by
Section 3.3 The Riemann problem 25
the EOS. In the CFD software used in this study, the Prandtl-number is set to a
constant value.
The Vreman-model eddy viscosity is:
νsgs = c
√
Bβ
αijαij
,
and
ksgs =
Cpµsgs
Pr
,
where c is a model constant,
αij =
∂
∂xj
ui,
and
Bβ = β11β22 − β212 + β11β33 − β213 + β22β33 − β223,
where
βij = ∆
2
mαmiαmj,
and ∆m is the ﬁlter width in the m-direction.
This sub-grid model is not based on the compressible ﬁltered conservation
equations (3.5 - 3.7). It is based on the incompressible Navier-Stokes equations
where the only sub-grid term is in the momentum equation and usually written
on the form
τij = uiuj − ui uj,
and approximated by an eddy-viscosity model:
τij = −2νtSij + 1
3
τkkδij,
where
Sij =
1
2
∂
∂xj
ui +
1
2
∂
∂xi
uj.
Because the Vreman-model is based on the incompressible Navier-Stokes equa-
tions, the usage of this model assumes that the compressible sub-grid eﬀects are
not important.
3.3 The Riemann problem
The Riemann problem is a central part of the ﬁnite volume methods used for
compressible ﬂows. Finite volume methods will be described in the next chapter.
The Riemann problem consists of a hyperbolic equation and a system where a
single discontinuity separates two constant states. This situation occurs naturally
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in ﬁnite volume methods due to the discrete nature of the methods. At each face
of a ﬁnite volume cell, one can deﬁne a local Riemann problem. The solution of
the Riemann problem can therefore be used to construct an algorithm for solving
hyperbolic equations with ﬁnite volume methods. The Riemann problem can be
formulated as the initial value problem:
q (x, 0) =
{
qL, x < 0
qR, x > 0
,
where q is some state variable described by the hyperbolic equation. In the Euler
equations, we have a set of hyperbolic equations and the Riemann problem can
be formulated as:
q (x, 0) =
{
qL, x < 0
qR, x > 0
,
where q now is a vector containing the conserved variables. This problem can be
deﬁned at the face of any ﬁnite volume cell, regardless of its orientation. If the face
is not aligned with any Cartesian direction a simple coordinate transformation
gives the above formulation.
Algorithms for solving Riemann problems are called Riemann solvers. These
can be used with Godunov type schemes in order to evolve the hyperbolic equa-
tions in time.
The exact solution of the Riemann problem can be found by determining
the diﬀerent states that can be connected to each of the initial states by given
waves. Take for example a solution containing a left rarefaction wave, a contact
discontinuity and a right shock wave. Then the solution to the Riemann problem
is found by ﬁrst determining all states that can be connected to qR by a shock,
and all states that can be connected to qL by a rarefaction. These states deﬁne
the wave-curves, which are curves in ρ×p space and u×p space (or other similar
spaces) that contain all states that can be connected by a single wave. When the
two sets of states that can be connected to qL and qR have been determined, the
fact that the pressure and velocity is constant through the contact discontinuity
is used by projecting the wave curves onto the p×u plane. The intersection of the
wave curves in this plane deﬁnes the pressure and velocity behind the shock and
the rarefaction wave. The contact discontinuity is then the wave that connects
the state behind the shock to the state behind the rarefaction, which diﬀer only in
density. In this way, all four states deﬁning the solution of the Riemann problem
are known.
In practice this procedure of calculating the exact solution of the Riemann
problem often contains some iterative procedure, which becomes very costly when
solved for all local Riemann problems in a computational mesh. This provides
the motivation for approximate Riemann solvers, one of which will be discussed
in chapter 4.3.
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3.4 Rankine-Hugoniot conditions
The Rankine-Hugoniot conditions describe relations between the states in front
of and behind a shock wave. They are relations obtained by applying the re-
quirement of mass, momentum and energy conservation through a shock.
The Rankine-Hugoniot conditions are derived from the Euler equations by ap-
plying the conservation equations over a volume that includes the shock. Taking
this domain to be x ∈ [x0, x0 + ∆x] and the time-domain to be t ∈ [t0, t0 + ∆t],
the integral form gives:
ˆ x0+∆x
x0
ρ (x, t0 + ∆t) dx−
ˆ x0+∆x
x0
ρ (x, t0) dx =
ˆ t0+∆t
t0
u (x, t) ρ (x, t) dt
−
ˆ t0+∆t
t0
u (x+ ∆x, t) ρ (x+ ∆x, t) dt,
stating that the change in mass within the control volume from time t0 to t0 +∆t
is equal to ﬂux of mass through the boundaries of the control volume. Taking the
limit where the control volume becomes very small, the above equation becomes:
∆xρ (x)−∆xρ (x+ ∆x) = ∆tu (x) ρ (x)−∆tu (x+ ∆x) ρ (x+ ∆x) .
Let the shock speed be s and let the control volume, for any choice of ∆t, contain
the distance travelled by the shock. Then ∆x = s∆t, and the equation becomes:
s (ρ (x)− ρ (x+ ∆x)) = u (x) ρ (x)− u (x+ ∆x) ρ (x+ ∆x) .
which can be written in a more common form by letting ρ (x) = ρ2, u (x) = u2,
ρ (x+ ∆x) = ρ1 and u (x+ ∆x) = u1:
s (ρ2 − ρ1) = u2ρ2 − u1ρ1.
The same procedure can be applied to any conservation law and the general
expression is:
s (q2 − q1) = f (q2)− f (q1) ,
where f (q) denotes the ﬂux based on the value q. To summarise, for the Euler
equations the Rankine-Hugoniot conditions can be written:
s (ρ2 − ρ1) = ρ2u2 − ρ1u1, (3.8)
s (ρ2u2 − ρ1u1) =
(
ρ2u
2
2 + p2
)− (ρ1u21 + p1) , (3.9)
and
s
(
ρ2
(
e2 +
1
2
u22
)
− ρ1
(
e1 +
1
2
u21
))
= ρ2u2
(
e2 +
1
2
u22 +
p2
ρ2
)
−ρ1u1
(
e1 +
1
2
u21 +
p1
ρ1
)
.
(3.10)
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Equations 3.8 to 3.10 can be combined to form the Hugoniot equation:
e2 − e1 = 1
2
(p2 + p1)
(
1
ρ1
− 1
ρ2
)
. (3.11)
When combined with a mechanical equation of state, the Hugoniot equation
deﬁnes the states that can be connected to an initial state through a shock. This
equation will later be used in the construction of the solution to the Riemann
problem in the way described in section 3.3.
Another useful equation can be obtained by dividing equation 3.9 by equation
3.8 and solving for u2. This gives:
u2 = u1 ±
√
(p2 − p1) (ρ2 − ρ1)
ρ1ρ2
.
This equation provides the velocity behind the shock for any state with given p
and ρ. The shock speed is also obtained by combination of equations 3.8 and 3.9:
s =
√
(ρ2u22 + p2)− (ρ1u21 + p1)
ρ2 − ρ1 .
3.5 State behind the detonation wave
Behind the detonation wave, there is a continuous decay of pressure, density and
velocity to a constant state that extends to the center of the explosive charge. The
proﬁles in this region can be computed from the Euler equations under a similarity
assumption as shown by [Taylor, 1950]. The same set of similarity equations was
solved by Lee [Lee, 1965], with the addition of the solution for cylindrical and
spherical detonations. The way this is done will be brieﬂy outlined here.
The Euler equations, under the assumption that the ﬂow is one-dimensional,
are:
∂ρ
∂t
+ u
∂ρ
∂r
+ ρ
∂u
∂r
+
jρu
r
= 0,
∂u
∂t
+ u
∂u
∂r
+
1
ρ
∂p
∂r
= 0,
and
∂e
∂t
+ u
∂e
∂r
+
p
ρ2
(
∂ρ
∂t
+ u
∂ρ
∂r
)
= 0,
where r is the radial coordinate and j is 0 for planar detonation, 1 for cylindrical
detonation and 2 for spherical detonation. Together with the Rankine-Hugoniot
relations and a similarity assumption, the above equations can be transformed
to two equations in the dimensionless variables φ = u/D and η = c/D, where u
Section 3.6 State behind the detonation wave 29
0.0 0.2 0.4 0.6 0.8 1.0
r/r0
0.0
0.2
0.4
0.6
0.8
1.0
1.2
u/D
ρ/ρ0
p/p0
Figure 3.3: Proﬁles for the pressure, density, speed of sound and particle
velocity obtained with the similarity approach for a cylindrical geometry and
the CJ-model.
is the radial velocity, D is detonation wave speed and c is the speed of sound,
which are functions of the similarity variable ξ = r/r0. The equations for φ and
η are:
dη
dξ
=
γ − 1
2
(−jηφ
ξ
)
φ− ξ
(φ− ξ)2 − η2 ,
and
dφ
dξ
=
jφ
ξ
η2
(φ− ξ)2 − η2 .
The imposition of the CJ-state into these equations with j 6= 0 leads to a sin-
gularity, and therefore an approximation must be made to calculate the point
closest to the detonation wave. This can be obtained by the ﬁrst order Taylor
expansion:
φ (ξ) = φ (1) +
√
2jη (1)φ (1)
γ + 1
(1− ξ)1/2 + ...
and
η (ξ) = η (1) +
γ − 1
2
√
2jη (1)φ (1)
γ + 1
(1− ξ)1/2 + ...
With known values for the CJ-state, these equations can be used to construct the
initial condition for the simulations of the gas-dynamic phase of the detonations.
The distribution of density, pressure and velocity obtained by this method are
shown in Figure 3.3.
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3.6 Thermodynamic relations
The thermodynamic relations needed to solve the compressible ﬂow equations
for diﬀerent equations of state will now be derived. For each EOS, the required
equations are those for the speed of sound, the relation between the heat capac-
ities and for the Jones-Wilkins-Lee (JWL) EOS a relation to temperature must
be given, since it is not a thermal EOS. The derivations of the expressions given
in this section can be found in appendix B.
3.6.1 Speed of sound
The speed of sound is the speed at which an inﬁnitesimal disturbance in a gas
propagates relative to the gas speed. The speed of sound squared, c2, is given by
the isentropic derivative of pressure with respect to density
c2 =
(
∂p
∂ρ
)
S
,
where S is the entropy. This expression is not convenient to use in practice unless
the EOS is known on the form p (S, ρ). Many other formulations are possible,
and which one is the more convenient depends on the EOS. In this thesis two
diﬀerent expressions for the speed of sound will be used. The ﬁrst expression is:
c2 = γ
(
∂p
∂ρ
)
T
,
where γ is the adiabatic index deﬁned as the rate of speciﬁc heats
γ =
Cp
CV
.
where Cp is the speciﬁc heat at constant pressure and CV is the speciﬁc heat at
constant volume. The second expression for the speed of sound is
c2 =
p
ρ2
(
∂p
∂e
)
ρ
+
(
∂p
∂ρ
)
e
. (3.12)
The ﬁrst expression is convenient for the case where the adiabatic index is a
constant. This is true for the ideal gas EOS and the Noble-Abel EOS as will be
shown below. For the van der Waals EOS and the JWL EOS, γ is not constant
and the second expression is easier to use. This formulation requires an equation
of state on the form e = e (ρ, p), which is obtained from the thermal EOS through
a choice of heat capacity. For example, if the constant CV approach is used, as
we do here, the mechanical EOS is determined from the thermal EOS by the
relations given in [Cowperthwaite, 1966]. The speed of sound for the diﬀerent
equations of state, given the above assumption, are:
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Ideal gas:
c2 = γ
p
ρ
.
Noble-Abel:
c2 = γ
p
ρ (1− ρb) .
Van der Waals:
c2 =
(
1 +
R
CV
)
RT
(1− ρb)2 − 2aρ.
Jones-Wilkins-Lee:
c2 =
p
ρ
(ω + 1) + A
[
R1ρ0
ρ2
− (ω + 1)
ρ
(
e−R1ρ0/ρ +B
[
R2ρ0
ρ2
− (ω + 1)
ρ
]
e−R2ρ0/ρ.
When comparing the expressions for the speed of sound we see that the van
der Waals equation is the only one where there are terms that have a density
dependence that is not on the form ρ−n with positive n.
3.6.2 Heat capacity diﬀerence
The heat capacity diﬀerence is needed in order to determine Cp for a given choice
of CV . This is needed to determine the thermal conductivity of the gas. The
heat capacity diﬀerence is given by
Cp − CV = −T
(
∂p
∂T
)2
v
(
∂p
∂v
)−1
T
.
For the above equations of state, this results in:
Ideal gas:
Cp − CV = R.
Noble-Abel:
Cp − CV = R.
Van der Waals:
Cp − CV = R
1− 2aρ (1− ρb)2 /(RT ) .
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Jones-Wilkins-Lee:
Cp − CV = −T (ωρCV )
2
−A (R1ρ0) e−R1ρ0/rho +B (−R2ρ0) e−R2ρ0/ρ − ωCV Tρ2 .
3.6.3 Thermal Jones-Wilkins-Lee equation of state
The thermal JWL EOS can be derived from the mechanical JWL after choosing
a relation for the heat capacity. With the constant CV approach, the resulting
thermal JWL EOS is:
p = Ae−R1ρ0/ρ +Be−R2ρ0/ρ + ρCV ωT + Cρ1+ω.
3.7 Viscosity
The viscosity of the ﬂuid generally depends on the temperature. There are many
diﬀerent models for the temperature dependence, but the one we will use is a
power law on the form:
µ = µref
(
T
Tref
)m
, (3.13)
where µref is the known viscosity at temperature Tref . As seen by equation 3.13
the viscosity increases as temperature increases. The parameter m is usually set
to a value around 0.7, but can be calibrated speciﬁcally for the ﬂuid in question.
Chapter 4
Numerical formulation
This chapter describes the numerical methods used to solve the governing equa-
tions described in section 3.2. It begins with a general discussion about ﬁnite
volume methods, and then the chosen Riemann solver is described. Afterwards,
the time-stepping algorithm is presented and the last section discusses the com-
putational grid.
The CFD software used in this thesis is the compressible ﬂow solver "Charles"
from Cascade Technologies Inc. [CTI, 2014]. It is a compressible ﬂow solver
for LES that uses a control-volume based low-dissipation and dispersion ﬁnite
volume method on unstructured grids. Initially, the only EOS that was available
was the ideal gas EOS. This work has extended the software by implementing
the Noble-Abel EOS, van der Waals EOS, and the JWL EOS.
4.1 Finite volume methods
Finite volume methods are a group of numerical methods for solving partial dif-
ferential equations. They divide a spatial domain into a set of sub-volumes and
stores an approximation to the integral of the desired variable over each sub-
volume. The set of sub-volumes is determined by the cells in the numerical mesh
used to represent the spatial domain. For each time step, the ﬂux through the
cell boundaries is computed, and the solution is advanced in time. For com-
pressible ﬂows, one method of calculating the ﬂux through the boundaries is by
using a Riemann solver. Riemann solvers will be discussed below. We start by
introducing Godunov's scheme, which was the ﬁrst exact Riemann solver to be
developed for the Euler equations. Then we describe the Harten-Lax-van Leer-
Contact (HLLC) approximate Riemann solver [Toro et al., 1994] and a few other
necessary components of the numerical algorithm.
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4.2 Godunov's scheme
Godunov's scheme is a ﬁnite volume method for solving partial diﬀerential equa-
tions. It solves the hyperbolic equation for the discrete, cell-averaged values of
some exact function q (x, t). A one-dimensional example will now be considered
to explain Godunov's scheme. In one dimension, the cell-averaged quantity will
be denoted as as Qni where i is the spatial index and n is the time step index.
Godunov's scheme ﬁnds the solution at the next time step, Qn+1i , based on the
solution of the Riemann problems occurring between neighbouring cells. For the
cell i the relevant Riemann problems are those located between cell i−1 and cell
i, and between cell i and cell i+ 1.
Godunov's scheme can be written as:
Qn+1i = Q
n
i −
∆t
∆x
(
F n
i+ 1
2
− F n
i− 1
2
)
, (4.1)
where ∆t is the time-step, ∆x is the cell width and F n
i+ 1
2
is the ﬂux at the interface
between cell i and i + 1 and F n
i− 1
2
is the ﬂux at the interface between cell i − 1
and i. Following [LeVeque, 2002], we write:
F n
i+ 1
2
= F
(
Qni , Q
n
i+1
)
= f
(
q↓
(
Qni+1, Q
n
i
))
,
where q↓
(
Qni , Q
n
i+1
)
is the exact solution to the Riemann problem between cell
i and i + 1 evaluated at the interface between the cells, and f is the ﬂux func-
tion. To use Godunov's scheme the state q↓
(
Qni , Q
n
i+1
)
must be determined.
This can be done either exactly or approximately. In Godunov's scheme, the
Riemann problem was solved exactly, but schemes that use the formulation 4.1
with an approximation of the ﬂux are also referred to as Godunov-type schemes.
In practice, approximate solvers are used because exact solvers rely on iterative
schemes, which can become too costly for large simulations. Examples of ap-
proximate solvers are the Roe solver [Roe, 1981], the Harten-Lax-van Leer solver
[Harten et al., 1983] and the HLLC solver. The HLLC solver will be described
in detail below.
A convenient property of Godunov's scheme is that the state q↓
(
Qni , Q
n
i+1
)
is
independent of time because the solution of the Riemann problem can be written
as a similarity solution in the variable xˆ/tˆ where the xˆ × tˆ coordinate system is
centered at the interface between cell i and i+1. The solution along the line xˆ/tˆ =
0 is the only quantity needed to compute the ﬂux between cells, and since the ﬂux
is only a function of xˆ/tˆ, the ﬂux is constant up to the time where information
from neighbouring faces reaches xˆ = 0. Note that the similarity solution is only
valid if the states on each side of the interface are not functions of x. If this is
not the case, it is still possible to deﬁne a generalised Riemann problem at the
interface, but this will introduce additional equations to be solved, because higher
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order derivatives must be included. Discussion about the generalised Riemann
problem can be found in [Toro, 2009].
The source terms in the mass, momentum and energy conservation equations
are not included in the Riemann solver. These are computed from the face based
gradients at each time step.
4.3 Harten-Lax-van Leer-Contact solver
The HLLC solver [Toro et al., 1994] is an approximate Riemann solver that as-
sumes a three-wave conﬁguration for the solution of the Riemann problem. In
the three-wave conﬁguration there are four possible solutions for the state at a
cell interface. Figure 4.1 shows the four states, each separated by one wave. The
HLLC solver relies on estimates for the speed of the diﬀerent waves. Denoting the
three wave speeds by SL, S∗ and SR, as in [Toro, 2009], where SL is the velocity
of the slowest wave, S∗ is the velocity of the middle wave and SR is the velocity of
the fastest wave, we can write the approximate solution of the Riemann problem
as:
Figure 4.1: One possible wave-pattern in the solution of the Riemann-
problem.
q˜
(
Qni , Q
n
i+1
)
=

Qni , SL ≥ 0
Q∗L SL ≤ 0 ≤ S∗
Q∗R S∗ ≤ 0 ≤ SR
Qni+i SR ≤ 0
,
where the the diﬀerent parts of the solution can be described as; (1): The undis-
turbed state on the left side of the Riemann problem, (2): The disturbed state
to the left of the middle wave, (3): The disturbed state on the right side of the
middle wave and (4): the undisturbed state on the right side of the Riemann
problem, see ﬁgure 4.1. The ﬂux at the interface between cell i and i+ 1 is then
36 Numerical formulation Chapter 4
obtained by:
F˜ n
i+ 1
2
=

f (Qni ) , SL ≥ 0
F hllcL , SL ≤ 0 ≤ S∗
F hllcR S∗ ≤ 0 ≤ SR
f
(
Qni+1
)
, SR ≤ 0
,
where
F hllcL = f (Q
n
i ) + SL (Q∗L −Qni ) ,
and
F hllcR = f
(
Qni+1
)
+ SR
(
Q∗R −Qni+1
)
,
which are related by:
F hllcR = F
hllc
L + S∗ (Q∗R −Q∗L) .
These equations are not closed, and must be supplemented by additional
equations. In [Toro, 2009], the equations used are relations between the pressure
and velocity in the Q∗L and Q∗R states, relations between the tangential com-
ponents on the two states left of the middle wave and between the two states
on the right side. One can then ﬁnd closed form equations for the ﬂuxes, and
Godunov's scheme can be applied to solve the hyperbolic equations. The only
remaining issue is to estimate the wave speeds SL, S∗ and SR.
4.3.1 Wave speed estimates
In order to use the HLLC solver we must provide estimates for the wave speeds
SL and SR. The S∗ wave speed can be assumed to be equal to the particle velocity
in the Q∗L and Q∗R states, as it is in the exact solution, since the middle wave is
always a contact discontinuity. There are many possible choices for SL and SR
which have diﬀerent strengths and weaknesses. A simple choice, as suggested by
[Davis, 1988] would be to pick the slowest and fastest velocity based on the left
and right states:
SL = min [λ1 (UL) , λ1 (UR)] ,
SR = max [λm (UL) , λm (UR)] ,
where λ1 is the lowest wave speed and λm is the highest wave speed. As was
shown, this choice ensures that entropy never decreases for expansions, which
can be an issue for other choices of wave speeds, but it always underestimates
the shock speed.
[Einfeldt, 1988] suggested a wave speed estimate based on a Roe-average of
the left and right states. The wave speeds are then estimated by:
SL = min [λ1 (UL) , λ1 (URoe)] ,
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SR = max [λm (URoe) , λm (UR)] .
This algorithm was also recommended by [Batten et al., 1997], who shows that
this algorithm gives the exact result for isolated contacts and isolated shocks. He
also shows that the algorithm is guaranteed to give physically realistic results in
the sense that if the initial condition has positive density and energy, then all
subsequent states also have this property. It is this choice of wave speeds that
will be used in this study.
For a general EOS we need to deﬁne the Roe averaged state used in the wave
speed estimates. A possible choice, suggested by [Hu et al., 2009] is to deﬁne the
Roe averaged pressure and density by:
ρRoe =
√
ρLρR,
(
p
ρ
)
Roe
=
√
ρL
(
pL
ρL
)
+
√
ρR
(
pR
ρR
)
√
ρL +
√
ρR
+
1
2
(
uR − uL√
ρR +
√
ρL
)2
,
pRoe = ρRoe
(
p
ρ
)
Roe
.
The speed of sound can then be calculated by any of the methods described above
from ρRoe and pRoe. The wave speed estimates is the only point where the EOS
enters into the HLLC algorithm.
4.3.2 Shock-capturing schemes
To arrive at a Riemann problem at each cell interface the data from each sub-
volume must be interpolated to the interface. The simplest way to do this is of
course to assume a constant state within each volume, and use these states at
each side of the volume. This is the approach used by the classical Godunov
scheme. Other schemes use reconstruction based on some basis functions, typ-
ically polynomials. Two diﬀerent approaches are shown in Figure 4.2. The left
ﬁgure shows the reconstructed state when piecewise linear states are assumed,
and the right ﬁgure shows a polynomial reconstruction. As can be seen, diﬀerent
reconstruction schemes give diﬀerent values at the cell interface, and therefore
provides diﬀerent Riemann problems.
The reconstruction schemes can be divided into linear schemes and non-linear
schemes. The linear schemes reconstruct the states based on a ﬁxed set of cells.
The set of cells that are used for reconstruction are called a stencil. By Go-
dunov's theorem any linear stencil give an oscillatory scheme if the accuracy is
higher than one [Toro, 2009]. This oscillatory behaviour is called the "Gibbs
phenomenon", and happens when a higher order scheme is applied over a strong
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Figure 4.2: Two types of data reconstruction. Left: linear reconstruction,
right: polynomial reconstruction. The initial, piecewise constant, state is the
black lines, and the reconstructed state is the red lines. The dashed lines
indicate cell interfaces.
gradient. Schemes that do not have a ﬁxed stencil are called non-linear schemes
and can avoid the problem of oscillations. A commonly used group of non-linear
schemes are called "essentially non-oscillatory" (ENO) schemes. They are de-
scribed in detail in [Shu, 1998]. The principle behind these schemes is to select
for each cell interface the stencil, consisting of a ﬁxed number of points, that give
the smoothest function compared with all other stencils that could be used for
this cell interface. An extension to these types of schemes are the weighted essen-
tially non-oscillatory (WENO) schemes. These schemes use all possible stencils
with a given number of points, and assign a weight to each one based on the
smoothness of the corresponding function. The use of ENO schemes should in
principle remove any oscillations because they should not include the discontinu-
ity in the stencil used for reconstruction.
In this thesis, the reconstruction schemes used are ﬁrst order reconstruction,
ENO reconstruction, and two methods where ENO reconstruction is applied only
to regions around and inside shocks. These will be referred respectively as "All
ﬁrst order", "All eno", "Rs eno" and "Ankit eno". The ﬁrst order reconstruction
uses ﬁrst order polynomials, as illustrated in Figure 4.2, inside each volume to
reconstruct the states at the cell interfaces. "All eno" uses ENO reconstruction
in the whole domain. "Rs eno" uses ENO reconstruction only in areas where the
changes in pressure and density are large compared to the surrounding pressure
and density. In the rest of the domain, a central diﬀerence scheme is used. "Ankit
eno" uses a shock sensor to determine where the ENO reconstruction should be
applied [Bhagatwala and Lele, 2009].
4.3.3 CFL condition
In order for the numerical scheme to be stable, the CFL condition is a necessary,
but not suﬃcient, requirement. For any numerical scheme the CFL condition
states that the numerical domain of dependence must contain the true domain
of dependence. For Godunov's scheme this means that the time step must be
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limited such that any wave coming from the Riemann problem at the interface
between Qni and Q
n
i+1 does not reach the neighbouring interfaces. The time step
must therefore be chosen such that
∆t ≤ C∆x
S
,
for all cells. Here C ∈ 〈0, 1] is the CFL coeﬃcient, ∆x is the cell width and S is
the highest wave speed occurring within the cell.
4.4 Time stepping algorithm
The compressible ﬂow solver "Charles" uses a third order, three step, explicit
Runge-Kutta scheme. The Runge-Kutta schemes are predictor-corrector schemes,
where the initial guess for the function value at time tn+1 is corrected in one or
more steps.
The Runge-Kutta schemes evaluate the function derivative at multiple points
within the interval [t, t+ ∆t]. The schemes can generally be expressed as:
yn+1 = yn + ∆t
s∑
i=1
biki,
where k1 is the initial step, and the ki's for i > 1 are corrector steps. bi is the
weight given to the step ki. If f denotes the derivative of y then k1 = f (tn, yn).
The corrector steps are evaluated at diﬀerent points within the interval using the
previous ki. The weight of each point is usually determined by comparing the
Taylor expansion of yn+1 with the Taylor expansions of all intermediate steps.
The weight is then chosen such that the terms match, and then the error of the
method is known.
Parameters for a given Runge-Kutta scheme are usually given in the form of
a Butcher tableau:
0
c2 a2,1
c3 a3,1 a3,2
...
...
...
. . .
cs as,1 as,2 · · · as,s−1
b1 b2 b3 · · · bs
where the ci's are called the nodes of the scheme, the bi's are the weights and the
matrix aij is called the Runge-Kutta matrix. The ci's give the points where the
corrector steps are evaluated. They are used to compute the ki's by:
ki = f
(
tn + ci∆t, y
n + ∆t
i−1∑
j=1
aijkj
)
.
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For the method to be consistent, i.e. the truncation error goes to zero as the
step size goes to zero, the sum of the weights must equal one.
The third order, three step, explicit Runge-Kutta scheme is given by the
Butcher tableau:
0 0 0 0
1
2
1
2
0 0
1 −1 2 0
1
6
4
6
1
6
which can be written more explicitly as:
yn+1 = yn +
∆t
6
(k1 + 4k2 + k3) . (4.2)
More details concerning the Runge-Kutta scheme can be found in appendix C
4.5 Computational mesh
To use the ﬁnite volume method for a given problem, one needs to provide a
computational mesh. This mesh divides the computational domain into a set of
volumes, which can in principle be of any shape. Usually one uses simple shapes
such as tetrahedra or hexahedra, but this is not strictly necessary.
The quality of the computational mesh aﬀects the quality of the solution
obtained with the ﬁnite volume method. There are multiple factors that are
relevant. The simplest of these is the number of volumes in the mesh. In general,
a higher number of volumes gives a better solution because the error related to
spatial discretization becomes smaller. In the LES-method the size of the volumes
is also related to the sub-grid model, because the size determines the upper limit
of the length of the scales that must be modelled by the sub-grid model. A smaller
upper limit to the scales that must be modelled generally gives a better solution.
The actual volume each grid cell should have depends on ﬂow parameters and
geometry parameters. Another relevant factor to the quality of the solution
is the shape of the volumes. There are multiple properties to consider here,
such as aspect ratio, orthogonality and the relative size of neighbouring volumes.
Constructing a good computational mesh is a diﬃcult task, and usually involves
a few iterations of trial and failure until an adequate mesh is obtained.
Chapter 5
Results
This chapter presents the results from the three problems considered in this
thesis. The chapter is organised as three separate sections. In each section one
of the problems is described and then the results from the simulations of this
problem are presented and discussed.
5.1 Sod's shock tube
5.1.1 Problem description
The Sod shock tube problem is a standard test problem for any compressible
ﬂow solver. It is named after Gary A. Sod who investigated it in order to com-
pare diﬀerent ﬁnite diﬀerence schemes [Sod, 1978]. The problem consists of two
domains separated by a discontinuity in the density and pressure at x = 0 m.
The experimental equivalence of this problem is a shock tube with a diaphragm
located at x = 0 m which is removed instantly at a time t = 0 s. The solution of
the problem can be found analytically for a given EOS through computing the
wave curves joining the states on the left side and the right side through a given
set of waves, as explained in section 3.3. This problem will be simulated without
viscosity since the analytical solution is based on the Euler equations.
The set-up for the problem is illustrated in Figure 5.1. There are two do-
mains with gases in two diﬀerent states. The computational domain is x ∈
[−0.5 m, 0.5 m]. In the left domain, there is a dense gas under high pressure. In
the right domain there is a lighter gas under less pressure. The ratio between the
density of the heavy gas and the density of the light gas is ρ1/ρ2 = 8. The ratio
between the high pressure and the low pressure is p1/p2 = 10. The problem is
one-dimensional and the length of the domain is 1.0 m.
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x
Figure 5.1: Illustration of the Sod shock tube problem. There are two do-
mains with gases in diﬀerent states separated by one discontinuity. In the left
state, there is a dense gas under high pressure, and in the right state there is
a light gas under low pressure.
Table 5.1: Diﬀerent parameters tested in the Sod shock tube problem.
Grid Shock-capturing scheme
Nx = 100 None
Nx = 200 All ﬁrst order
Nx = 400 All eno
Nx = 800 Rs eno
Nx = 10000 Ankit eno
The initial conditions of the problem can be summarised as: ρ1P1
u1
 =
 1.0 kg/m31.0 Pa
0 m/s
 ,
 ρ2P2
u2
 =
 0.125 kg/m30.1 Pa
0 m/s
 .
The boundary conditions are: ρP
u

x=0
=
 1.0 kg/m31.0 Pa
0 m/s
 ,
 ρP
u

x=1.0
=
 0.125 kg/m30.1 Pa
0 m/s
 .
This problem will be solved using diﬀerent grids and diﬀerent shock-capturing
schemes. The grids and shock-capturing schemes are listed in Table 5.1. All
combinations of these parameters have been tested, but only some results are
shown here. Afterwards the problem will be solved for the diﬀerent equations of
state on a given grid with one shock-capturing scheme.
5.1.2 Results
The analytical solution of this problem for a polytropic gas is described in
[Toro, 2009]. It consists of a left rarefaction wave, a right contact wave and
a right shock wave. Figure 5.2 shows the full solution for one grid and one shock-
capturing scheme along with the analytical solution. As can be seen by these
plots, the analytical solution is reproduced almost perfectly. The diﬀerent waves
propagate with the correct speed, the values behind the waves are correct and
the discontinuities are quite sharp.
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Figure 5.2: Solution overview for the Sod shock tube problem at t = 0.1 s.
The dashed line is the analytical solution and the solid line is the solution with
the Nx = 800 grid and the "all eno" shock capturing scheme.
44 Results Chapter 5
Grid convergence
Figure 5.3 shows the grid dependence of the numerical solution for one shock-
capturing scheme. As can be seen, the solutions depend on the spatial resolution,
and for low resolutions the discontinuities are smeared out over a longer distance
than for higher resolutions. All the lines converge at one point within the jumps,
and in that sense the structure of the solution is not grid dependent for the range
of resolutions used here. The waves propagate at the correct speed, and the
values in the disturbed regions are correct. In the density plot with 100 grid
points there is some indication that this number of grid points might be close
to a lower limit where the solution is no longer correct because the ﬂat regions
on each side of the contact discontinuity will no longer be ﬂat and the contact
discontinuity might merge with the other waves.
Shock capturing schemes
In Figure 5.4 the diﬀerent shock capturing schemes are compared on theNx = 800
grid. For some of the shock capturing schemes we observe the Gibbs phenomenon,
where we obtain oscillations near the discontinuities. The two schemes that show
this behaviour are the "Rs eno" scheme and the "Ankit eno" scheme. Since these
schemes are supposed to be non-oscillatory, this means that the sensors used to
determine where to apply ENO reconstruction are not functioning properly here.
We see that for higher resolutions, the frequency of this oscillation is higher and
it is more concentrated close to the shock. We observe that the shock-capturing
schemes that have the Gibbs phenomenon resolve the discontinuities better than
the other schemes. Judging by these results, the choice of shock capturing scheme
must be made by choosing either sharp discontinuities with oscillations, or smooth
solutions with less sharp resolution of the discontinuities.
Varying γ
The problem was also solved for varying γ = Cp/CV . This parameter reﬂects the
complexity of the gas. For all these simulations, the gas constant is set to R = 1.0
and so a lower γ corresponds to higher heat capacities since Cp = 1/ (1− 1/γ).
The solutions are shown for diﬀerent γ in Figure 5.5. The wave structure is
the same for all cases, but the tail of the rarefaction changes direction somewhere
between γ = 1.4 and γ = 1.2. At this point, the ﬂow between the rarefaction wave
and the shock wave becomes supersonic, and therefore the tail of the rarefaction
propagates to the right. For lower γ the temperature change across the shock
wave and rarefaction wave becomes smaller, and since the pressure change stays
more or less the same, the density change becomes larger. At γ = 1.001, the
temperature change is so small that the gas becomes denser in front of the contact
discontinuity than behind it.
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Figure 5.3: p (left) and ρ (right) in the simulation of the Sod shock tube
problem at t = 0.1 s for diﬀerent grids with the "all eno" shock capturing
scheme.
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Figure 5.4: p (left) and ρ (right) in the simulation of the Sod shock tube
problem at t = 0.1 s for diﬀerent shock capturing schemes with the Nx = 800
grid.
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Table 5.2: EOS parameters for the Sod shock tube problem.
EOS CV a b R1 R2 ω ρ0
Ideal gas 2.5
Noble-Abel 2.5 0.5
Van der Waals 2.5 0.5 3.0
Jones-Wilkins-Lee 2.5 10 300 4.15 1.15 0.3 7.0
The sound speed varies as c =
√
γp/ρ for the ideal gas. Therefore the sound
speed in the undisturbed ﬂuid decreases as γ decreases. As a result, the solution
to the Riemann problem is contained in a smaller domain. The time step could
be increased if wanted because the characteristics now travel slower, which allows
for a larger time step if the CFL-number is kept constant.
As seen in Figure 5.5, the shock strength increases and the shock becomes
slower with decreasing γ in this problem.
Diﬀerent EOS
This section presents the results from simulations of the Sod shock tube problem
for diﬀerent equations of state. The parameters used for the diﬀerent EOS are
summarised in Table 5.2. This choice of parameters corresponds to the standard
γ = 1.4 for air with the ideal gas EOS and the Noble-Abel EOS. The choice of
parameters is done purely to get a noticeable diﬀerence in the solution of the
problem.
The results from the simulation of the Sod shock tube problem with diﬀerent
equations of state are shown in Figure 5.6. Figure 5.7 shows the isobaric speed
of sound for the range of densities that exist in the solution to the shock tube
problem, and the initial sound speed distribution. As can be seen, all the diﬀerent
EOS tend to the same speed of sound for low densities, while the diﬀerences
increase for high densities. The ideal gas sound speed and Noble-Abel sound
speed are monotonically decreasing functions of ρ, while for the van der Waals
EOS and JWL EOS the sound speeds are increasing functions of ρ above ρ =
0.3 kg/m3 and ρ = 0.7 kg/m3 respectively at p = 0.1 Pa and increasing from
ρ = 0.6 kg/m3 and 0.8 kg/m3 at p = 1.0 Pa with these EOS parameters. This is
important, because a wave that has states in the region where the sound speed is
increasing as a function of density will behave diﬀerently than a wave with states
in the region where sound speed is decreasing with density. This is observed in
the solutions in Figure 5.6. The rarefaction waves for the van der Waals EOS
and the JWL EOS are not straight lines as they are for the ideal gas EOS and
the Noble-Abel EOS. The front of the wave is curved, which happens because the
states here are in the region where the sound speed is increasing with density.
To be precise, the states in the rarefaction wave are not isobaric, which means
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Figure 5.5: Density, pressure, temperature and velocity proﬁles for the ideal
gas EOS with diﬀerent values of γ. Blue lines: γ = 1.67, green: γ = 1.5, red:
γ = 1.4, cyan: γ = 1.2, purple: γ = 1.1, yellow: γ = 1.001.
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Figure 5.6: Results from the simulation of the Sod shock tube problem for
diﬀerent equations of state. Blue lines: ideal gas EOS. Green lines: Noble-Abel
EOS. Red lines: van der Waals EOS. Cyan lines: JWL EOS.
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Figure 5.7: Left: Isobaric speed of sound for p = 0.1 (solid lines), and p = 1.0
(dashed lines). Right: Initial sound speed distribution in the Sod shock tube
problem.
that the curves in Figure 5.7 are not directly applicable, but the general result
still holds. Analysis of these types of eﬀects are outside the scope of this thesis,
but discussion can be found in for example [Bulgakova and Burakov, 2004].
The structure of the solution is the same for all equations of state. A shock
wave travels into the light gas on the right side and a rarefaction wave travels into
the dense gas on the left. The gas is compressed and heated by the shock, and
the contact discontinuity is a jump to a denser but cooler gas for all equations of
state except the van der Waals EOS. The van der Waals EOS has a warmer gas
behind the contact discontinuity. This exempliﬁes the importance of the EOS
in the solution of the Riemann problem. A diﬀerent temperature proﬁle leads
to diﬀerent viscous eﬀects, which can be important in some applications. For
the van der Waals EOS we observe that the temperature proﬁle has a strange
minima at the contact discontinuity. It is the result of a local minima in the
isobaric temperature proﬁle, which is coincidentally within the range of densities
traversed in the jump over the contact discontinuity.
The speed at which the diﬀerent waves travel is also diﬀerent for the diﬀerent
equations of state. The rarefaction wave travels with the local speed of sound
relative to the gas, which is signiﬁcantly diﬀerent for the diﬀerent equations of
state, as seen from the location of the head and tail of the rarefaction wave. The
contact discontinuity travels at the gas velocity, which is also very diﬀerent for
the diﬀerent equations of state. The gas velocity for the ideal gas EOS and the
JWL EOS is almost twice the gas velocity for the van der Waals EOS here.
Figure 5.8 shows the wave curves in the ρ × P plane and in the ρ × u plane
computed for the Sod's shock tube problem for the diﬀerent equations of state.
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Figure 5.8: Wave curves in the ρ × P plane and in the ρ × u plane. Blue
lines: Ideal gas EOS; green lines: Noble-Abel EOS; Red lines: van der Waals
EOS; Cyan lines: JWL EOS.
These curves represent the states that are reachable from the initial left and
right states through a shock wave from the right state and through a rarefaction
wave from the left state. By comparison of Figures 5.6 and 5.8 we can see that
the solutions approximate the analytical solutions pretty well. The pressure in
the region between the shock wave and the rarefaction wave correspond to the
pressure in the contact discontinuity curves. The density on the two sides of the
contact discontinuity correspond to the density where the contact discontinuity
curves intersect the shock curves and rarefaction curves. For the ideal gas and
the JWL gas, the results are in very good agreement while for the Noble-Abel
gas and the van der Waals gas there are some diﬀerences. The general structure
of the solution is however still in good agreement. We see that the gradient of
the rarefaction curves are much larger for the Noble-Abel EOS and the van der
Waals EOS than those for the ideal gas EOS and the JWL EOS in both the p×ρ
and p × u planes. This results in a lower velocity and pressure in the middle
state, and a much larger jump in density through the contact discontinuity.
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5.2 Two-dimenisonal cylindrical detonation
5.2.1 Problem description
This section describes and presents the results from the simulation of a two-
dimensional detonation of an initially cylindrical charge. The initial condition
consists of a cylindrical region where the velocity, density and pressure are set by
solving the similarity equations described in section 3.5. The boundary conditions
for the similarity equations are set from the CJ-parameters for TNT. These are:
D = 6930 m/s,
ρCJ = 1630 kg/m
3,
and
pCJ = 21× 109 Pa,
where D is the velocity of the detonation wave, ρCJ is CJ-density and pCJ is
the CJ-pressure. The radius of the initial charge is taken to be r = 0.005 m.
It should be noted that this initialisation method changes the amount of energy
that is released by the explosion because it is the pressure and density that are
determined and not the energy. The energy content of the detonation will depend
on the mechanical EOS used. Around the detonation region, the state is taken
to be that of a standard atmosphere. The pressure and density are given by:(
ρ
p
)
=
(
1.203 kg/m3
1.013× 105 Pa
)
, if r > 0.005 m,
which corresponds to the density and pressure in a standard atmosphere at 20◦C.
The gas constant is set corresponding to this state. In order to remove the
symmetry from the simulation, random noise was added to the density with an
amplitude of 1% of the local density value. If this was not done, the results
would be symmetric around the line x = y which looks very artiﬁcial. This
problem is simulated with viscosity, but without any temperature dependence,
as the constant heat capacity assumption does not give realistic temperatures
for both detonation products and air simultaneously. The viscosity is set to
µ = 1.8× 10−5, which is approximately the value for air at 300 K.
The computational domain is a quadratic domain given by 0 ≤ x ≤ 2 m,
0 ≤ y ≤ 2 m. The cylindrical high-pressure high-density region is centred at the
origin and only one quadrant of the cylindrically symmetric problem is considered.
The boundary conditions are symmetry for the x = 0 m and y = 0 m boundaries,
and Neumann boundary conditions for the x = 2 m and y = 2 m boundaries.
The shock capturing scheme used for these simulations is the "Ankit eno"
scheme.
Due to a minor error in computing the initial condition, the actual distribution
of density, pressure and velocity used for the two-dimensional simulations are
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Figure 5.9: Detonation proﬁles used for initialisation of the simulations of
the two-dimensional cylindrical detonation. Radial proﬁles of velocity, speed
of sound, density and pressure with the CJ model are shown.
shown in Figure 5.9. They are structurally similar, but not identical to those
shown in Figure 3.3. The diﬀerence is mainly in the levels of the curves, which are
higher in the correct proﬁles. This certainly aﬀects the results obtained here, but
since the same initial condition is used for all simulations of the two-dimensional
detonation, the comparisons done here are still valid.
5.2.2 Angular averaging
To analyse the instabilities in the detonation simulation, we want to look at the
mean and root-mean-square (rms) values of the thermodynamic variables at a
given point. As this simulation is not statistically stationary, time averaging is of
no use. One could in principle apply ensemble averaging by repeating the simula-
tion many times with slightly diﬀerent initial conditions, but this is impractical.
A more practical option is to make use of the symmetry of the problem, which
makes it possible to do angular averaging. If there were no instabilities present
in the problem, and no approximation in the initial conditions, the variables
would just take one value at a given radius. Since there are instabilities, there
will at one radius be many diﬀerent values for the variables, and it is possible to
deﬁne a mean value and rms-value for the ﬂuctuations. The rms-value reﬂects
instabilities because if there were no instabilities, the rms-value would be zero.
Figure 5.10 illustrates the principle behind the angular averaging. The do-
main is divided into cylindrical shells with a given thickness as shown in the
ﬁgure. Within such a shell, the mean value is calculated and this is again used
to calculate the rms-value in the shell. In this way, a radial proﬁle of mean and
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rms-values is obtained, and can be used to analyse the instabilities.
The thickness of the bins must be chosen, and this choice aﬀects the result
obtained. In principle one would like to deﬁne the shells such that a shell only
contains data points with at a given distance from the origin. This would be
possible with a mesh that consists of cylinder shells, but for a general mesh a
given shell will contain points at diﬀerent distances from the origin. A thin shell
will contain a set of points with a smaller distribution of radial coordinates, but
will contain fewer points. A well deﬁned radial coordinate for the mean and
rms-values therefore comes at the price of a smaller sample of points, which gives
worse statistics. The sample of points used to calculate the mean and rms-values
in a shell is shown in Figure 5.11 for two bin thicknesses. The sample of points
in the right ﬁgure looks better than the left, and is probably a better choice in
this case. As long as the thickness of the shell is larger than the largest radial
grid spacing at any point within the shell, a large enough sample of points to
calculate a proper mean and rms value is obtained.
.
Figure 5.10: Illustration of the binning used for angular averaging. The
domain is divided into cylindrical shells which are used to calculate mean and
rms-values.
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Figure 5.11: Sample of points used to calculate the angular mean and rms
values within a shell for two diﬀerent shell thicknesses. The left ﬁgure shows
the sample of points with a shell thickness that is four times as large as that
in the right ﬁgure.
5.2.3 Results
The following sections are structured as following: First the dynamics of the
gas-dynamic phase of the two-dimensional detonation are described. Then the
results from a grid convergence test are presented and discussed. Afterwards a
secondary simulation method is presented and compared to the results obtained
in the grid convergence test. Then diﬀerent equations of state are tested, and the
results are compared. Lastly, a simulation with the ideal gas EOS is run with
and without a sub-grid scale model and the results are compared.
Dynamics of the two-dimensional detonation
The solution for early times consists of a shock wave, a contact discontinuity and
a rarefaction wave. The shock wave and the contact discontinuity propagate out-
wards while the rarefaction wave propagates towards the origin. This is shown in
Figure 5.12, which shows radial density proﬁles for diﬀerent times. These proﬁles
are taken from the simulation with the ﬁnest grid in the grid convergence test de-
scribed in the next section. The primary shock is the spike that is furthest from
the origin in each proﬁle, and is closely followed by the contact discontinuity,
which initially contains a jump to a higher density than that immediately behind
the primary shock wave. As the solution progresses, instabilities start to grow at
the contact discontinuity. The instabilities are not very visible in the ﬁrst pro-
ﬁles in Figure 5.12, but in the last proﬁles, they show up as spikes in the region
r ∈ [8 cm, 25 cm]. These primary instabilities grow from the slight perturbations
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Figure 5.12: Density proﬁle along one line from the origin of the two-
dimensinal detonation at diﬀerent times. The time for each proﬁle is indicated
by the number above the primary shock spike, given in µs.
to the cylindrical shape of the initial detonation region that occur due to the rect-
angular shape of the grid cells. These perturbations trigger Richtmyer-Meshkov
instabilities because they interact with the initial shock wave as described in
section 2.1.2. As these instabilities develop they trigger Kelvin-Helmholtz insta-
bilities at the edges of the Richtmyer-Meshkov instabilities and Rayleigh-Taylor
instabilities triggered by the interaction with the rarefaction wave. Eventually,
a second shock develops because the detonation products over-expand, creating
a region of very low pressure. This second shock wave will be referred to as a
re-shock. The re-shock is visible already in the ﬁrst proﬁle in Figure 5.12 as the
jump to a lower density behind the contact discontinuity. At ﬁrst, this second
shock propagates outwards from the origin because the gas velocity is still very
high, but after some time it starts to propagate towards the origin. It can be seen
that in the last proﬁle in the left plot the re-shock is about to start propagating
back towards the origin, as its position is almost the same in the two latest pro-
ﬁles. When the re-shock reaches the origin, it is reﬂected and starts propagating
outwards once again. The interface between air and detonation products interacts
with the re-shock when it passes, which triggers additional Richtmyer-Meshkov
instabilities.
Grid convergence
In LES simulations the result always depends on the numerical grid used because
the grid determines the range of scales that are resolved and the range of scales
that must be modelled by the SGS-model. To investigate some of the eﬀects of
the numerical grid, one simulation has been run on multiple grids of various sizes.
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Table 5.3: EOS parameters used for the two-dimensional cylindrical detona-
tion simulations.
EOS CV a b R1 R2 ω ρ0
Ideal gas 702
Noble-Abel 701 3.0× 10−4
van der Waals 721 1.0× 10−7 3.0× 10−7
JWL 721 371× 109 3.23× 109 4.15 0.95 0.3 1630
Table 5.4: Properties of the grids used for the grid convergence test.
Grid Nx Ny Nx ·Ny
1 100 100 104
2 200 200 4× 104
3 400 400 1.6× 105
4 800 800 6.4× 105
5 1600 1600 2.56× 106
6 3200 3200 1.024× 107
The reasoning behind this is that for a suﬃciently ﬁne grid, the result should be
independent of the grid. Outside this grid independent range, the results are
grid dependent, but there is a range where the results converge against the grid-
independent solution. This range is often achievable, and the results obtained
from a simulation in this range can hopefully be used to extract the same major
results as those that would be obtained with a perfect simulation.
The EOS used for the grid convergence test was the JWL EOS with constant
heat capacity. The EOS parameters used are given in Table 5.3. The shock cap-
turing scheme used was the "Ankit eno" scheme. The properties of the grids used
are summarised in Table 5.4. They are all Cartesian grids with even distribution
of nodes in the x and y directions.
The resolution of the grid aﬀects the shape of the initial charge area. The
grids with higher resolutions resolve the cylindrical shape better, and the interface
perturbations are therefore smaller to begin with. This is shown in Figure 5.13.
These plots are written after running the code for one time step due to technical
issues.
As can be seen, the resolution of the initial charge area is extremely bad for
the two ﬁrst grids, and the cylindrical shape is non-present. The third grid is
ﬁne enough to make out some of the circular shape, while in the three last grids
the circular shape is quite well approximated.
The density contours for the six grids at the time when the re-shock exits
the computational domain are shown in Figure 5.14. The results are all quite
similar, but the mixing layer behind the second shock wave shows much more
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Figure 5.13: Density contours showing the resolution of the initial charge area
in the cylindrical detonation for the diﬀerent grids used in the grid-convergence
test.
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complicated structure for the ﬁner grids. Visually there are quite large diﬀerences
between all grids. The three ﬁnest grids indicate that there exists a mixing layer
with very complicated structure, which is very dependent on the initial state. As
the grid is reﬁned, this layer seems to become more and more homogeneous, but
this might be an eﬀect caused by more perturbations with lower amplitude in the
initial state. This large dependence on minor geometrical details in the initial
charge shape is also present in real detonations, and the real explosive charge
will always have many geometrical details that will trigger instabilities.
Figure 5.15 shows radial proﬁles of the angular mean value of the density and
the angular rms-value for the density ﬂuctuations for the diﬀerent grids, at the
time when the re-shock exits the computational domain. Surprisingly, even the
coarsest grid gives a similar average density proﬁle as the ﬁner grids. Considering
the resolution of the initial charge area for the coarsest grid, the proﬁle is very
good. As the grid is reﬁned, there are a higher number of local extrema in the
mean proﬁles, but the amplitudes of these bumps decrease with ﬁner grids. These
bumps are a result of the large instability structures, which become much smaller
for the ﬁner grids.
The radial proﬁles of angular rms-values for density ﬂuctuations show larger
diﬀerences between the diﬀerent grids. The two coarsest grids do not have the
same peak in the rms-proﬁle at r ≈ 0.2 m, as the ﬁner grids do. There is a
small peak in the proﬁle for the N = 104 grid but it is signiﬁcantly lower, and
is probably not an indication of the same type of angular variation as the peaks
in the proﬁles for the ﬁner grids. The peak at r ≈ 0.2 m is also not present for
the ﬁnest grid, where the rms-value seems to be more constant throughout the
mixing layer.
Figure 5.16 shows the pressure at the point located at (0.2 m, 0.2 m) as a
function of time. The two initial peaks present in all the proﬁles show that all
grids capture the two major shock waves present in the problem. The three
ﬁnest grids give very similar results, while the two coarsest grids give a weaker
shock that propagates slower. After these two shock waves have passed, there
is a signiﬁcant diﬀerence in the proﬁles for the two coarsest grids and the ﬁner
grids. The two coarsest grids give pressures that drop below 1.013 × 105 Pa,
while the ﬁner grids stagnate to about ≈ (2− 3)× 105 Pa . The time when the
pressure is below the far-ﬁeld pressure is commonly called a negative phase and
its presence is important because it eventually creates a backward motion. This
negative phase does not appear for the ﬁner grids during the time simulated here.
Grid switching Because of the apparent importance of a proper resolution
of the initial condition, a diﬀerent initialization of the simulation was tested.
This second method was based on using multiple grids with the same resolution,
but on computational domains of increasing size. The ﬁrst grid was set to a
computational domain of 0.01 m×0.01 m. This means that the initial charge area
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Figure 5.14: Density contours in the cylindrical detonation at the time when
the reshock exits the computational domain for diﬀerent grids.
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Figure 5.15: Left: Radial proﬁles of angular averaged density for diﬀerent
grids in the cylindrical detonation at the time when the re-shock exits the
computational domain. Right: Radial proﬁles of angular rms values for density
ﬂuctuations for diﬀerent grids.
covers roughly one quarter of the initial computational domain. The simulation
was run on this grid until the primary shock wave reached 0.9 times the length of
the domain. The results from this ﬁrst simulation were then interpolated onto a
grid with a larger computational domain, and run until the primary shock wave
reached 0.9 times the length of this new domain. This was repeated numerous
times until the grid was the same size as those used in the grid convergence test
described above. Then the simulation was run for a longer time at this ﬁnal grid,
to get comparable results to those above. Figure 5.17 shows a comparison of the
diﬀerent grids used in this procedure.
For the ﬁnest grid, the simulation had to be started with a diﬀerent shock-
capturing scheme than the other grids. The shock capturing scheme used for
these simulations was the "Ankit eno" scheme. The simulation for the ﬁnest grid
had to be started with the "All ﬁrst order" scheme in order to preserve physically
realisable values for the thermodynamic variables for the ﬁrst time steps. After
the ﬁrst grid switch, the "Ankit eno" scheme was used for the ﬁnest simulation
as well.
Figure 5.18 shows the density contours after the ﬁrst time step. The circular
shape is now properly resolved for all grids, and for the grids of size 1.6×105 and
larger, the deviations from the circular shape are not even visible. Figure 5.20
shows the density contours at the time when the re-shock exits the computational
domain of the ﬁnal grid in the grid switching method. The results are signiﬁcantly
diﬀerent from those shown in Figure 5.14. Even the coarsest grid now shows the
same type of instabilities as the ﬁner grids.
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Figure 5.16: Temporal pressure proﬁles at the point (0.2 m, 0.2 m) for diﬀer-
ent grids. The right plot shows the same proﬁles zoomed to the time interval
around the time when the two shocks pass the point.
The interpolation between grids introduces a new source of error in the sim-
ulations. In each transition from a smaller to a bigger grid, the state is smeared
out, and it is hard to say what the eﬀect of this is. Judging by the results, the
error from interpolation between grids is much less signiﬁcant than the error from
bad resolution of the initial state, and this method therefore seems to be more
suitable for this type of simulation.
Figure 5.20 shows the radial proﬁles of angular mean density and the rms
proﬁles of the density ﬂuctuations. The mean density proﬁles are now much bet-
ter for the coarsest grids, and the three ﬁnest grids are almost indistinguishable.
The rms proﬁles of the density ﬂuctuations are also much more similar for all
the grids than they were in Figure 5.15. The large spike close to r = 0.4 m is
primarily an eﬀect of the sample of points being distributed evenly in the x-,y-
and z-directions, and not in radial shells. Because of this distribution, close to a
shock, there will be points within a radial shell that have not been shocked, and
points that have been shocked. This will give very high rms-values, which is what
we see here. There is a diﬀerence between the coarsest grid and the ﬁner grids in
the area r ∈ [0.05, 0.12], where the coarsest grid has a higher rms value than the
other grids, but the other grids have a peak close to r = 0 m. This peak is likely
a grid eﬀect appearing when the re-shock reﬂects oﬀ the origin. In the rest of the
domain, the proﬁles are more or less the same. The proﬁles are not quite smooth
enough to identify any signiﬁcant diﬀerences between the diﬀerent grids in other
parts of the domain. A simulation where the computational domain spans the
full angular range, θ ∈ [0, 2pi], might reveal diﬀerences that are not visible here
because it would have a larger sample of points for each radial shell.
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Figure 5.17: Illustration of the diﬀerent grids used in the grid switching
method. The increase in area is 4 times for each transition except for the
last transition where the computational domain goes from 0.32 m× 0.32 m to
0.4 m× 0.4 m.
Grid switching with diﬀerent equations of state
The grid switching procedure was apparently much more suitable for this type
of simulation than the method where one grid was used for the entire simula-
tion. This provides motivation for using this method when comparing results for
diﬀerent equations of state. The parameters used for the diﬀerent equations of
state are given in Table 5.3. It is slightly more challenging to compare results
for diﬀerent equations of state than it was to compare results on diﬀerent grids.
This is because with diﬀerent equations of state, the dynamics of the problem
proceed at signiﬁcantly diﬀerent speeds. If the simulation was stopped at a given
time, the results would not have been comparable because one EOS might have
the primary shock at for example, r = 0.4 m, while another has the primary
shock at r = 0.3 m. The results are therefore compared at the end of the grid
switching instead of comparing results at a given time. This way, the primary
shock is located at the same radial distance for all equations of state.
Figure 5.21 shows the mean density proﬁles and density ﬂuctuation rms pro-
ﬁles, at the time where the primary shock has reached r = 0.35 m. This happens
at the times given in Table 5.5. The proﬁles for diﬀerent equations of state are
very similar, but the JWL EOS is slightly diﬀerent. The primary shock com-
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Table 5.5: Time of arrival at the point r = 0.35 m for the primary shock
wave for diﬀerent equations of state in the cylindrical detonation.
EOS Time [s]
Ideal gas 1.03× 10−4
Noble-Abel 1.16× 10−4
Van der Waals 1.16× 10−4
Jones-Wilkis-Lee 1.03× 10−4
presses the gas to a denser state and the re-shock has travelled a bit further
towards the origin. Because the gas is denser close to the shock, the rms proﬁle
has slightly lower values for the JWL EOS than the other equations of state.
Figure 5.22 shows the radial proﬁles of mean pressure and pressure ﬂuctuation
rms values. While there were no signiﬁcant diﬀerences between the mean density
proﬁles for the Ideal gas, Noble-Abel and van der Waals equations of state, the
mean pressure is signiﬁcantly higher for the ideal gas than for the other two. The
pressure for the JWL EOS is similar to the pressure for the ideal gas EOS. In
the rms proﬁles, the JWL EOS is again lower than the other three.
Figure 5.23 shows the radial proﬁles of mean internal energy and internal
energy ﬂuctuation rms values. These proﬁles show the same trend as the pressure
proﬁles. The Noble-Abel and van der Waals equations of state are very similar,
while the ideal gas has slightly higher values. The JWL EOS is again a bit
diﬀerent from the other equations of state, and has signiﬁcantly higher internal
energy. The rms proﬁle for the JWL EOS is quite close to the proﬁles for the
other equations of state, indicating again, that the JWL EOS suppresses the
instabilities a bit. The large diﬀerence in the mean internal energy proﬁles is
an eﬀect of the initialisation method used for these simulations. As already
mentioned, the initial internal energy is diﬀerent for the diﬀerent equations of
state because the initial state must be consistent with the EOS. Only two of the
thermodynamic variables can be set independently and the third follows from
the EOS.
Eﬀect of sub-grid scale model
The Vreman model models the sub-grid scales by computing a sub-grid viscosity
and sub-grid heat conductivity. To investigate what the eﬀect of these are, one
simulation was run with and without the Vreman model active. Without any
model, all sub-grid terms are simply ignored. The simulation was done with
the ideal gas EOS, with exactly the same parameters as used above. The grid-
switching method was used to get a decent resolution of the initial state. Figure
5.24 shows the density contours at the time when the primary shock wave reaches
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r = 0.34 m with and without the SGS-model active. We see that the primary
dynamics of the problem are very similar for both cases. The instabilities in
the simulation without a SGS-model seems to be a bit less smooth than in the
simulation with the Vreman model. This is to be expected because the Vreman
model introduces additional viscosity in areas with velocity gradients, which are
present along the interfaces of the instabilities. Figure 5.25 shows the averaged
density and density ﬂuctuation rms proﬁles with and without the Vreman model.
There are no signiﬁcant diﬀerences in the mean proﬁle, while there are slight
diﬀerences close to the shock in the rms proﬁles. These diﬀerences are likely an
eﬀect of the boundary condition, as can be seen close to the boundaries in the
ﬁgure. While there are visible boundary condition eﬀects in the simulation with
the Vreman model as well, these are more smeared out, and therefore not as
visible in the rms proﬁles.
While the diﬀerences are insigniﬁcant in the radial proﬁles in Figure 5.25,
the less smooth structure in the simulation without the Vreman model might be
signiﬁcant if the simulation included chemical reactions. The grainy structure
makes the interface between the detonation products and the air longer, which
can for example increase the amount of available oxygen.
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Figure 5.18: Density contours after the ﬁrst time step domain for diﬀerent
grids with the grid switching procedure.
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Figure 5.19: Density contours in the cylindrical detonation at the time when
the re-shock exits the computational domain for diﬀerent grids with the grid-
switching procedure.
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Figure 5.20: Left: Radial proﬁles of angular averaged density for diﬀerent
grids and the grid-switching procedure in the cylindrical detonation. Right:
Radial proﬁles of angular rms values for the density ﬂuctuations on the same
grids.
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Figure 5.21: Left: Radial proﬁles of angular averaged density for diﬀerent
equations of state and the grid switching procedure in the cylindrical detona-
tion. Right: Radial proﬁles of angular rms values for the density ﬂuctuations.
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Figure 5.22: Left: Radial proﬁles of angular averaged pressure for diﬀerent
equations of state at the end of the grid-switching method in the cylindri-
cal detonation. Right: Radial proﬁles of angular rms values for the pressure
ﬂuctuations.
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Figure 5.23: Left: Radial proﬁles of angular averaged internal energy for
diﬀerent equations of state at the end of the grid switching method in the
cylindrical detonation. Right: Radial proﬁles of angular rms values for the
internal energy ﬂuctuations.
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Figure 5.24: Density contours in the cylindrical detonation at the time when
the primary shock wave reaches r = 0.35 m. Left: Vreman SGS-model. Right:
no SGS-model.
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Figure 5.25: Left: Radial proﬁles of angular averaged density for the two-
dimensional cylindrical detonation with and without the Vreman model active.
Right: Radial proﬁles of angular rms values for the density ﬂuctuations.
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5.3 Three-dimensional spherical detonation
5.3.1 Problem description
The three-dimensional spherical detonation is considered in this section. This
time the computational domain is much larger than for the previous simulations,
and features a wall located two meters from the explosive charge. Results from
this simulation will be compared to experimental results from a "height of burst"
experiment performed at the Norwegian Defence Estates Agency. The results of
these experiments have previously been presented along with simulations using
Regularized Smoothed Particle Hydrodynamics (RSPH) [Omang et al., 2009].
The initial condition is set in the same way as for the cylindrical detonation,
but with initial proﬁles corresponding to a spherical geometry. The explosive
used for the experiments is C4, and the CJ parameters are therefore diﬀerent for
this problem than for the previous problems. The CJ parameters for C4 are:
D = 8193 m/s,
ρCJ = 1601 kg/m
3,
and
pCJ = 28 GPa.
The initial radius of the charge is also much larger than for the previously consid-
ered problems. The explosive charge consists of 2.95 kg of C4, which corresponds
to an initial radius of
r = 7.816 cm.
Again the problem is simulated with viscosity, but without temperature de-
pendence. The viscosity is set to µ = 1.8× 10−5.
In addition, a second simulation has been performed, where the initial state is
set with the CVM model. This was the initialisation method used in the RSPH
simulations. The diﬀerence between the two initialisation methods is shown in
Figure 5.26. The energy density is much higher for the CJ-detonation initialisa-
tion than the CVM initialisation. There are also signiﬁcant diﬀerences between
the diﬀerent equations of state. If the adiabatic index is set to a higher value,
for example γ = 3.0, as is sometimes used for detonation products, the pressure
would be ﬁve times higher with the ideal gas EOS in the CVM model, illustrat-
ing the signiﬁcant dependence on the EOS parameters. The inspection of these
proﬁles reveals that the CJ-detonation initialisation might not be appropriate
for this simulation, because the energy released is so much higher than it should
be. Again, the use of a higher adiabatic index would lower the energy content,
and with γ = 3.0, the energy would be smaller by a factor ﬁve. From these two
examples, it can be seen that the higher adiabatic index brings the two initial-
isation methods much closer to each other. However, the high adiabatic index
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Figure 5.26: Initial radial proﬁles for pressure (left) and internal energy
density (right) with the two initialisation methods for the simulation of the
detonation of 2.95 kg of C4 two meters above ground. Solid lines: CVM
method. Dashed lines: Similarity method.
will not be used here, as the gas surrounding the explosive is supposed to be
air, which will be very poorly represented if the high adiabatic index is used.
If it was possible to deﬁne two materials in the CFD software, this problem of
proper representation of both air and detonation products could be overcome,
since diﬀerent adiabatic indexes could be used for air and detonation products.
It should also be noted that the CVM initialisation sets the velocity of the gas
to zero in the whole domain, which clearly is not true for real detonations.
5.3.2 Computational set-up
The grid switching method will be used for this simulation, as it seems to be a
good initialisation method for this type of simulation. The initial domain used is a
cube with sides of length 20 cm. The explosive charge is centred at x = y = z = 0
m and only one octant of the problem is simulated. Five such cubes are used
in the grid-switching method. The side lengths of these cubes are L = 0.2 m,
L = 0.4 m, L = 0.8 m, L = 1.6 m and L = 2.0 m. The boundary conditions for
these cubes are symmetry for the x = 0 m, y = 0 m and z = 0 m boundaries and
free boundaries for the other boundaries. When the shock approaches the free
boundary of the last cube, the solution is mapped onto a much larger domain.
This domain has dimensions:
Lx = 10 m, Ly = 10 m, Lz = 2.0 m,
and the z = 2 m boundary is now a wall. All the meshes had the same number
of cells.
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Table 5.6: EOS parameters used for the two-dimensional cylindrical detona-
tion simulations
EOS CV a b R1 R2 ω ρ0
Ideal gas 702
Noble-Abel 701 3.0× 10−4
van der Waals 721 1.0× 10−2 3.0× 10−7
JWL 721 610× 109 13.0× 109 4.50 1.40 0.30 1601
The EOS parameters used for these simulations are given in Table 5.6.
5.3.3 Results
The pressure-time proﬁles were measured at four locations in the experiment.
Pressure sensors were placed at the ground at a radial distance of 4, 5, 6 and
10 meters, measured from the ground beneath the explosive charge. Figure 5.27
shows the experimental results along with results from this simulation. The
overpressure and pressure impulse are shown as functions of time at location of
the pressure sensors.
The main dynamics of the problem are seen to be captured by the simulations.
The primary shock wave reaches all the measurement positions slightly early, and
is a bit too strong. The re-shock happens much faster in the simulation than in
the experiments. The results are similar for all equations of state, but there are
minor diﬀerences in arrival time and peak pressure. Similar to the result in the
two-dimensional problem, the peak pressure is higher and the arrival time of the
primary shock is earlier for the ideal gas EOS and the JWL EOS than for the
Noble-Abel EOS and the van der Waals EOS. For all equations of state, the
shock wave is not as sharp as the experimental shock wave. This is a resolution
eﬀect, and is a problem for three-dimensional simulations because of the limited
computational resources available.
The re-shock is seen to happen too early in the simulations, and for the Noble-
Abel EOS and the van der Waals EOS, it is much weaker than the re-shock in
the experiment. For the ideal gas EOS and the JWL EOS, the strength of the
re-shock is a bit better, but it also arrives too early. To properly capture the
re-shock in simulations is very hard because the resolution of the re-shock when
it reﬂects oﬀ the center of the explosion is very bad. This might introduce errors
which are signiﬁcant for the result. For the primary shock wave, the issue of
proper shock resolution was overcome by using multiple grids, but extending this
method to properly resolve the re-shock as well is not trivial.
A factor which might inﬂuence the results in the simulations with other equa-
tions of state than the ideal gas EOS is the treatment of the boundary condition
used for the z = 2 m boundary. The implementation of boundary conditions for
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arbitrary equations of state has not been a part of this thesis. Since the mea-
surement positions are on the ground, the boundary condition aﬀect the result
here. It is hard to judge how signiﬁcant this error is.
The overpressure over time with the CVM-model and the ideal gas EOS is
shown in Figure 5.28 along with the experimental results. The proﬁles are in
excellent agreement, showing that this initialisation is better for this type of
measurements. The peak pressure in the simulation is a bit lower than the
experimental value, but again the peak is a bit wider, resulting in the same
pressure impulse as the experimental impulse. Again, the re-shock happens too
early in the simulations, showing that there are dynamics behind the primary
shock wave that are not captured by these simulations.
Figure 5.29 shows the overpressure and pressure impulse over time for diﬀerent
equations of state. The result is seen to be almost identical for the ideal gas EOS,
Noble-Abel EOS and the van der Waals EOS. The JWL EOS is a bit diﬀerent,
with weaker shocks that arrive later.
As stated above, the energy released with the CVM model is in better agree-
ment with what is released in the experiment than what is released with the sim-
ilarity initialisation. This seems to be important for the result at the distances
measured here. In the near-ﬁeld of the detonation, it is likely that the CVM-
model has signiﬁcant deviations from experiments because it starts with zero
velocity, which is not true for real detonations. In this area, the CJ-detonation
initialisation might be better, but this cannot be conﬁrmed from the results ob-
tained here.
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Figure 5.27: Overpressure over time and pressure impulse (dashed) at four
points on the ground for the detonation of 2.95 kg of C4 two meters above
ground. Blue lines: simulation with ideal gas EOS, green lines: Noble-Abel-
EOS, red lines: van der Waals EOS, cyan lines: JWL EOS, black lines: exper-
imental results.
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Figure 5.28: Overpressure over time and pressure impulse (dashed) at four
points on the ground for the detonation of 2.95 kg of C4 two meters above
ground. Blue lines: simulation with ideal gas EOS, black lines: experimental
results.
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Figure 5.29: Overpressure over time and pressure impulse (dashed) at four
points on the ground for the detonation of 2.95 kg of C4 two meters above
ground. Blue lines: simulation with ideal gas EOS, green lines: Noble-Abel-
EOS, red lines: van der Waals EOS, cyan lines: JWL EOS. Black lines: ex-
perimental results.
Chapter 6
Conclusions
This study has explored some of the challenges associated with the simulation of
the gas-dynamic phase of a detonation. As was clearly demonstrated, the initial
condition for the simulations has signiﬁcant eﬀects on the result, and is especially
diﬃcult because of the extreme separation of scales throughout the simulation.
The thermodynamic states in the initial condition depends on the EOS, and since
only two variables can be set independently, the EOS should be chosen such that
the last variable has reasonable values.
Three equations of state were implemented in the code as part of this thesis,
and one equation of state was already available. The equations of state that were
implemented were the Noble-Abel EOS, the van der Waals EOS and the JWL
EOS. It was shown that the EOS aﬀects the shock strengths, propagation speed
of the diﬀerent waves, and the development of instabilities. It is therefore a very
important factor in the simulation of the gas-dynamic phase of a detonation.
With the Sod's shock tube problem, it was shown that the CFD solver used
here was able to reproduce the exact solution of the problem with great accuracy.
This problem was then solved with diﬀerent equations of state, demonstrating
some of the diﬀerences occurring using diﬀerent equations of state.
The two-dimensional detonation problem illustrated the diﬃculty of the ini-
tialisation of a simulation of the gas-dynamic phase of a detonation. The resolu-
tion of the initial charge area was shown to be very important for the structure
of the mixing layer, but the shock waves were quite well approximated even with
very coarse grids.
Two detonation models were tested and compared to experimental results in
the three-dimensional detonation problem for diﬀerent equations of state. The
constant volume method was found to give better results than the similarity so-
lution method. Of the equations of state tested here, the ideal gas EOS gave
the best result, and it was in very good agreement with the experimental results,
except for the arrival time of the re-shock. The re-shock happened too early
in the simulations for all equations of state, suggesting that there are impor-
tant dynamics behind the primary shock wave that are not captured by these
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simulations.
6.1 Future work
There are many diﬀerent ways that the work in this thesis can be extended.
The computational mesh was shown to be very important in order to capture
the post-detonation ﬂow dynamics properly. The grid-switching method used in
this thesis could be replaced by the use of an adaptive mesh. This would enable
very sharp resolution of for example shocks if the exact properties of these are of
interest.
The inclusion of multiple materials, where separate equations of state can be
used for each material would certainly be an improvement to the simulations in
this thesis. This would allow for proper representation of detonation products,
undisturbed air and mixtures of the two. This would also open the way for the
addition of chemical reactions which are important both in the detonation phase
and the gas-dynamic phase.
The development of a more complex detonation model would also be an in-
teresting way to extend this work. The use of an initial state that depends on
the EOS could then be avoided, and the EOS would instead be included in the
initial burn of the explosive material.
Lastly, the interaction of solid particles with the ﬂow could be considered.
This is very relevant in many applications, and is a challenging problem because of
the possibly signiﬁcant two-way coupling between the gas and the solid particles.
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Appendix A
Derivation of the LES equations
A.1 Filtering the mass conservation equation
Starting with the mass conservation equation, equation 3.1:
∂ρ
∂t
+
∂
∂xj
(ρuj) = 0,
and applying the ﬁlter, we get:
∂ρ
∂t
+
∂
∂xj
(ρuj) = 0.
If we assume that the ﬁltering operation commutes with the temporal and spatial
derivatives, we can write:
∂ρ
∂t
+
∂
∂xj
(ρuj) = 0,
or
∂ρ
∂t
+
∂
∂xj
(ρu˜j) = 0, (A.1)
which is the ﬁltered mass conservation equation.
A.2 Filtering the momentum conservation equa-
tion
Starting with the momentum conservation equations, equations 3.2:
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) = − ∂p
∂xi
+
∂
∂xj
(
µ
[
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
∂uk
∂xk
])
,
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and applying the ﬁlter, we get:
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) = − ∂p
∂xi
+
∂
∂xj
(
µ
[
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
∂uk
∂xk
])
,
∂
∂t
(ρu˜i) +
∂
∂xj
(ρu˜iu˜j + ρaij) = − ∂p
∂xi
+
∂
∂xj
(
µ
[
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
∂uk
∂xk
])
,
where
aij ≡ u˜iuj − u˜iu˜j
is the Reynolds stress tensor. The term
∂
∂xj
(
µ
[
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
∂uk
∂xk
])
=
∂
∂xj
τ ij,
can be written:
∂
∂xj
τ ij =
∂
∂xj
(τ ij − τˆij + τˆij) ,
where τˆij is the viscous stress tensor based on the Favre-ﬁltered temperature and
velocity. Then:
∂
∂t
(ρu˜i) +
∂
∂xj
(ρu˜iu˜j) = − ∂p
∂xi
+
∂
∂xj
τˆij − ∂
∂xj
(ρaij) +
∂
∂xj
(τ ij − τˆij) , (A.2)
which is the ﬁltered momentum conservation equation. The two last terms
∂
∂xj
(ρaij) and ∂∂xj (τ ij − τˆij) are sub-grid terms.
A.3 Filtering the energy conservation equation
Starting with the energy conservation equation, equation 3.3:
∂e
∂t
+
∂
∂xj
(euj) = − ∂
∂xj
(puj)− ∂
∂xj
(qj) +
∂
∂xj
(τijui) ,
and applying the ﬁlter, we get:
∂e
∂t
+
∂
∂xj
(euj) = − ∂
∂xj
(puj)− ∂
∂xj
(qj) +
∂
∂xj
(τijui) .
We now subtract the ﬁltered kinetic energy equation obtained by multiplying the
momentum equation, equation 3.2 with ui. The momentum equation multiplied
by ui is:
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ui
∂
∂t
(ρui) + ui
∂
∂xj
(ρuiuj) = −ui ∂p
∂xi
+ ui
∂τij
∂xj
.
After ﬁltering this gives:
ui
∂
∂t
(ρui) + ui
∂
∂xj
(ρuiuj) = −ui ∂p
∂xi
+ ui
∂τij
∂xj
.
We subtract this from the ﬁltered energy equation:
∂e
∂t
+
∂
∂xj
(euj)− ui ∂
∂t
(ρui)− ui ∂
∂xj
(ρuiuj) =− ∂
∂xj
(puj)− ∂
∂xj
(qj)
+
∂
∂xj
(τijui) + uj
∂p
∂xj
− ui∂τij
∂xj
.
We rewrite the pressure and viscous terms:
− ∂
∂xj
(puj) + uj
∂p
∂xj
= −p∂ui
∂xj
,
∂
∂xj
(τijui)− ui∂τij
∂xj
= τij
∂ui
∂xj
.
This gives us:
∂e
∂t
+
∂
∂xj
(euj)− ui ∂
∂t
(ρui)− ui ∂
∂xj
(ρuiuj) = −p∂ui
∂xj
− ∂
∂xj
(qj) + τij
∂ui
∂xj
.
We now rewrite the term ui ∂∂t (ρui):
ui
∂
∂t
(ρui) =
∂
∂t
(ρuiui)− ρui ∂
∂t
(ui) =
∂
∂t
(ρuiui)− ui ∂
∂t
(uiρ) + uiui
∂
∂t
(ρ) .
ui
∂
∂t
(ρui) =
1
2
∂
∂t
(ρuiui) +
uiui
2
∂
∂t
(ρ) .
We insert this and replace uiui
2
∂
∂t
(ρ), using equation 3.1, with −uiui
2
∂
∂xj
(ρuj).
This gives:
∂
∂t
(
e− 1
2
(ρuiui)
)
+
∂
∂xj
(euj)+
uiui
2
∂
∂xj
(ρuj)−ui ∂
∂xj
(ρuiuj) = −p∂ui
∂xj
− ∂
∂xj
(qj)+τij
∂ui
∂xj
.
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We rewrite the terms uiui
2
∂
∂xj
(ρuj)− ui ∂∂xj (ρuiuj):
uiui
2
∂
∂xj
(ρuj)− ui ∂
∂xj
(ρuiuj) =
1
2
∂
∂xj
(uiuiujρ)− 1
2
ρuj
∂
∂xj
(uiui)
− ∂
∂xj
(uiuiujρ) + ρuiuj
∂
∂xj
(ui)
= −1
2
∂
∂xj
(uiuiujρ)− ρuiuj ∂
∂xj
(ui) + ρuiuj
∂
∂xj
(ui)
= −1
2
∂
∂xj
(uiuiujρ) .
Inserting this:
∂
∂t
(
e− 1
2
ρuiui
)
+
∂
∂xj
(
euj − 1
2
uiuiujρ
)
= −p∂ui
∂xj
− ∂
∂xj
(qj) + τij
∂ui
∂xj
.
Since e = eint + ekinetic and ekinetic = 12ρuiui we can now write:
∂
∂t
(eint) +
∂
∂xj
(eintuj) = −p∂ui
∂xj
− ∂
∂xj
(qj) + τij
∂ui
∂xj
. (A.3)
We want to include the resolved kinetic energy, so we add the terms ∂
∂t
(
1
2
ρu˜iu˜i
)
and ∂
∂xj
(
1
2
ρu˜iu˜i
)
:
∂
∂t
(
eint +
1
2
ρu˜iu˜i
)
+
∂
∂xj
(
eintuj +
1
2
ρu˜iu˜i
)
= −p∂ui
∂xj
− ∂
∂xj
(qj) + τij
∂ui
∂xj
+
∂
∂t
(
1
2
ρu˜iu˜i
)
+
∂
∂xj
(
1
2
ρu˜iu˜iu˜j
)
.
Following [Geurts et al., 1993] we now deﬁne a resolved energy:
eˆ = eint +
1
2
ρu˜iu˜i,
so we can write:
∂
∂t
(eˆ) +
∂
∂xj
(
eintuj − eintu˜j + eintu˜j + 1
2
ρu˜iu˜iu˜j
)
= −p∂ui
∂xj
− ∂
∂xj
(qj) + τij
∂ui
∂xj
+
∂
∂t
(
1
2
ρu˜iu˜i
)
+
∂
∂xj
(
1
2
ρu˜iu˜iu˜j
)
,
or:
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∂
∂t
(eˆ) +
∂
∂xj
(eˆu˜j) = −p∂ui
∂xj
− ∂
∂xj
(qj) + τij
∂ui
∂xj
+
∂
∂t
(
1
2
ρu˜iu˜i
)
+
∂
∂xj
(
1
2
ρu˜iu˜iu˜j
)
− ∂
∂xj
(eintuj − eintu˜j) .
We have already shown indirectly that ∂
∂t
(
1
2
ρu˜iu˜i
)
+ ∂
∂xj
(
1
2
ρu˜iu˜iu˜j
)
can be written:
∂
∂t
(
1
2
ρu˜iu˜i
)
+
∂
∂xj
(
1
2
ρu˜iu˜iu˜j
)
= u˜i
∂
∂t
(
1
2
ρu˜i
)
+ u˜i
∂
∂xj
(
1
2
ρu˜iu˜j
)
.
We now substitute u˜i ∂∂t
(
1
2
ρu˜i
)
in the above equation using the ﬁltered momentum
equation:
= −u˜i ∂
∂xj
(ρu˜iu˜j)+u˜i
∂
∂xj
(
1
2
ρu˜iu˜j
)
−u˜i ∂p
∂xi
+u˜i
∂
∂xj
τˆij−u˜i ∂
∂xj
(ρaij)+u˜i
∂
∂xj
(τ ij − τˆij)
= −u˜i ∂p
∂xi
+ u˜i
∂
∂xj
τˆij − u˜i ∂
∂xj
(ρaij) + u˜i
∂
∂xj
(τ ij − τˆij) .
Rewrite this a bit:
= −∂pu˜i
∂xi
+ p
∂u˜i
∂xj
− u˜i ∂
∂xj
(ρaij) + u˜i
∂
∂xj
(τ ij)
= −∂pu˜i
∂xi
+ p
∂u˜i
∂xj
− ∂
∂xj
(ρaiju˜i) + ρaij
∂
∂xj
(u˜i) +
∂
∂xj
(τ iju˜i)− τ ij ∂
∂xj
(u˜i)
Insert this into the equation for eˆ:
∂
∂t
(eˆ) +
∂
∂xj
(eˆu˜j) = −p∂ui
∂xj
− ∂
∂xj
(qj) + τij
∂ui
∂xj
− ∂pu˜i
∂xi
+ p
∂u˜i
∂xj
− ∂
∂xj
(ρaiju˜i)+ρaij
∂
∂xj
(u˜i)+
∂
∂xj
(τ iju˜i)−τ ij ∂
∂xj
(u˜i)− ∂
∂xj
(eintuj − eintu˜j) .
Finally we rewrite the above equation so that we get all resolved terms on the
left-hand side:
∂
∂t
(eˆ) +
∂
∂xj
((eˆ− p) u˜j)− ∂
∂xj
(τˆiju˜i) +
∂
∂xj
(qˆj) = − ∂
∂xj
(eintuj − eintu˜j)
−
(
p
∂ui
∂xj
− p∂u˜i
∂xj
)
−
(
∂
∂xj
(ρaiju˜i)− ρaij ∂
∂xj
(u˜i)
)
+ τij
∂ui
∂xj
− τ ij ∂
∂xj
(u˜i)− ∂
∂xj
(τˆiju˜i) +
∂
∂xj
(τ iju˜i)− ∂
∂xj
(qj − qˆj) .
(A.4)
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Equation A.4 is the ﬁltered computable energy equation, where all sub-grid terms
are grouped on the right-hand side. This equation is identical to the equation
used in [Geurts et al., 1993] except that it is not restricted to the ideal gas EOS.
Appendix B
Equation of state relations
This chapter contains all the needed relations for the equations of state. The
mechanical equations of state are given in section B.1. The thermal equations
of state are given in section B.2. The speed of sound is given for each EOS in
section B.3. The heat capacity diﬀerence for each EOS is given in section B.4.
Finally the thermal Jones-Wilkins-Lee EOS is derived in section B.5.
B.1 Mechanical equations of state
This section lists the diﬀerent mechanical equations of state used in this thesis.
Ideal gas:
e =
1
γ − 1.0
p
ρ
.
Noble-Abel:
e =
1
γ − 1.0
p
ρ
(1− ρb) .
Van der Waals:
e =
CV
R
(
p+ aρ2
)(1
ρ
− b
)
− aρ.
Jones-Wilkins-Lee:
e =
1
ωρ
(
p− A
(
1− ωρ
R1
)
e−R1/ρ −B
(
1− ωρ
R2
)
e−R2/ρ
)
.
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B.2 Thermal equations of state
This section lists the diﬀerent thermal equations of state used in this thesis.
These are related to the above mechanical equations of state through a constant
CV approach.
Ideal gas:
p = ρRT.
Noble-Abel:
p =
ρRT
1− ρb.
Van der Waals:
p =
ρRT
1− ρb − aρ
2.
Jones-Wilkins-Lee:
p = Ae−R1ρ0/ρ +Be−R2ρ0/ρ + CV ωTρ+ Cρ1+ω.
This equation is more cumbersome to derive than the other thermal equations of
state. The derivation is shown in section B.5.
B.3 Speed of sound
Ideal gas:
c2 = γ
∂
∂ρ
(ρRT )T = γ
p
ρ
.
Noble-Abel:
c2 = γ
∂
∂ρ
(
ρRT
1− ρb
)
T
= γ
(
RT
1− ρb +
ρRT
(1− ρb)2 b
)
= γ
p
ρ
(
1 +
ρb
1− ρb
)
= γ
p
ρ (1− ρb) .
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Van der Waals: For the van der Waals equation we use the expression for the
speed of sound given in equation 3.12. The two derivatives are:(
∂p
∂e
)
ρ
=
R
CV
1(
1
ρ
− b
) .
(
∂p
∂ρ
)
e
=
R
CV
1(
1
ρ
− b
)
a+ CV T
ρ2
(
1
ρ
− b
)
− 2aρ.
The speed of sound is then
c2 =
R
CV
1(
1
ρ
− b
)
 RT
ρ2
(
1
ρ
− b
) − a
+ R
CV
1(
1
ρ
− b
)
a+ CV T
ρ2
(
1
ρ
− b
)
− 2aρ.
c2 =
R
CV
1
ρ2
(
1
ρ
− b
)2 [RT + CV T ]− 2aρ.
c2 =
(
1 +
R
CV
)
RT
ρ2
(
1
ρ
− b
)2 − 2aρ.
JWL: The two derivatives in equation 3.12 for the JWL EOS are:(
∂p
∂e
)
ρ
= ωρ.
(
∂p
∂ρ
)
e
= A
[
− ω
R1ρ0
+
R1ρ0
ρ2
− ω
ρ
]
e−
R1
ρ +B
[
− ω
R2ρ0
+
R2ρ0
ρ2
− ω
ρ
]
e−
R2
ρ +ω (e− e0) .
Inserting these, the speed of sound is
p
ρ2
ωρ+ω (e− e0)+A
[
− ω
R1ρ0
+
R1ρ0
ρ2
− ω
ρ
]
e−
R1ρ0
ρ +B
[
− ω
R2ρ0
+
R2ρ0
ρ2
− ω
ρ
]
e−
R2ρ0
ρ ,
which can be rewritten purely in terms of ρ and p by substituting e. This gives
c2 =
p
ρ2
ωρ+
p
ρ
− A
(
1
ρ
− ω
R1ρ0
)
e−
R1ρ0
ρ −B
(
1
ρ
− ω
R2ρ0
)
e−
R2ρ0
ρ
+ A
[
− ω
R1ρ0
+
R1ρ0
ρ2
− ω
ρ
]
e−
R1ρ0
ρ +B
[
− ω
R2ρ0
+
R2ρ0
ρ2
− ω
ρ
]
e−
R2ρ0
ρ .
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c2 =
p
ρ
(ω + 1) + A
[
−1
ρ
+
ω
R1ρ0
− ω
R1ρ0
+
R1ρ0
ρ2
− ω
ρ
]
e−
R1ρ0
ρ
+B
[
−1
ρ
+
ω
R2ρ0
− ω
R2ρ0
+
R2ρ0
ρ2
− ω
ρ
]
e−
R2ρ0
ρ .
c2 =
p
ρ
(ω + 1) + A
[
R1ρ0
ρ2
− (ω + 1)
ρ
]
e−
R1ρ0
ρ +B
[
R2ρ0
ρ2
− (ω + 1)
ρ
]
e−
R2ρ0
ρ .
B.4 Heat capacity diﬀerence
The heat capacity diﬀerence is given by
Cp − CV = −T
(
∂p
∂T
)2
v(
∂p
∂v
)
T
.
This will be calculated below for the four equations of state.
Ideal gas. The two derivatives are(
∂p
∂T
)2
v
= ρR,
and (
∂p
∂v
)
T
= −ρ2RT.
So the heat capacity diﬀerence is
Cp − CV = − Tρ
2R2
−ρ2RT = R.
Noble-Abel (
∂p
∂T
)
v
=
ρR
1− ρb.(
∂p
∂v
)
T
=
−RT
(v − b)2 =
−ρ2RT
(1− ρb)2 .
Cp − CV = − Tρ
2R2 (1− ρb)2
(1− ρb)2 (−ρ2RT ) = R.
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Van der Waals (
∂p
∂T
)
v
=
(
R
1
ρ
− b
)
.
(
∂p
∂v
)
T
= − RT
(v − b)2 +
2a
v3
=
−RT(
1
ρ
− b
)2 + 2aρ3.
Cp − CV =
T
(
R
1
ρ
−b
)2
RT
( 1ρ−b)
2 − 2aρ3
=
R
1− 2aρ (1−ρb)2
RT
.
JWL (
∂p
∂T
)
v
= ωρCV .(
∂p
∂v
)
T
= A
(
−R1
v0
)
e
−R1v
v0 +B
(
−R2
v0
)
e
−R2v
v0 − ωCvT
v2
.
Cp − CV = −T (ωρCV )
2
A
(
−R1
v0
)
e
−R1v
v0 +B
(
−R2
v0
)
e
−R2v
v0 − ωCvT
v2
.
B.5 Thermal JWL
The thermal JWL EOS will now be derived from the mechanical JWL with the
constant CV approach [Helte, 2001]. It will be repeated here for convenience:(
∂e
∂v
)
T
= T
(
∂S
∂v
)
T
− P.
Using the Maxwell relation
(
∂S
∂v
)
T
=
(
∂P
∂T
)
v
, this gives(
∂e
∂v
)
T
= T
(
∂P
∂v
)
T
− P.
Writing the internal energy as a function of v and p we get:
de =
(
∂e
∂v
)
p
dv +
(
∂e
∂p
)
v
dp.
Inserting the analogous relation for p (v, T ) we get
de =
(
∂e
∂v
)
p
dv +
(
∂e
∂p
)
v
[(
∂p
∂T
)
v
dT +
(
∂p
∂v
)
T
dv
]
.
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So: (
∂e
∂v
)
T
=
(
∂e
∂v
)
p
+
(
∂e
∂p
)
v
(
∂p
∂v
)
T
.
Equating the two expressions for
(
∂e
∂v
)
T
we get(
∂e
∂v
)
p
+
(
∂e
∂p
)
v
(
∂p
∂v
)
T
= T
(
∂P
∂v
)
T
− P.
The energy derivatives are easily computed for the mechanical JWL EOS.(
∂e
∂p
)
v
=
v
ω
.(
∂e
∂v
)
p
=
1
ω
[
p− A
(
1− ωv0
R1v
)
e−R1v/v0 −B
(
1− ωv0
R2v
)
e−R2v/v0
]
+
v
ω
[
−A
(
ωv0
R1v2
− R1
v0
+
ω
v
)
−B
(
ωv0
R2v2
− R2
v0
+
ω
v
)
e−R2v/v0
]
.
(
∂e
∂v
)
p
=
1
ω
[
p− A
(
1− R1v
v0
+ ω
)
e−R1v/v0 −B
(
1− R2v
v0
− ω
)
e−R2v/v0
]
.
Inserting these relations, we get:
v
ω
(
∂p
∂v
)
T
− T
(
∂P
∂T
)
v
+
(
1
ω
+ 1
)
P =
A
ω
(
1− R1v
v0
+ ω
)
e−R1v/v0
−B
ω
(
1− R2v
v0
− ω
)
e−R2v/v0 .
The solution to this equation is:
p = Ae−R1v/v0 +Be−R2v/v0 +
f (vωT )
v1+ω
,
where f (vωT ) is a function related to CV by:
CV =
(
∂e
∂p
)
v
(
∂p
∂T
)
v
=
f ′ (vωT )
ω
,
so choosing constant CV , the resulting thermal JWL EOS is
p = Ae−R1v/v0 +Be−R2v/v0 +
CV ωT
v
+
C
v1+ω
,
where we set C to zero.
Appendix C
Third order explicit Runge-Kutta
The third order, three step, explicit Runge-Kutta scheme is given by the Butcher
tableau in Table C.1.
Table C.1: Butcher tableau for the third order explicit Runge-Kutta scheme.
0 0 0 0
1
2
1
2
0 0
1 −1 2 0
1
6
4
6
1
6
To show how these values are obtained we write the Taylor expansion of y:
yn+1 = yn + f (tn, yn) ∆t+ f ′ (tn, yn)
∆t2
2
+ f ′′ (tn, yn)
∆t3
6
+ O
(
∆t4
)
,
where
f ′ =
∂f
∂t
+
∂f
∂y
∂y
∂t
= ft + fyf,
and
f ′′ = ftt + ftyf + fytf + fyft + fyyff + fyfyf,
where the y and t subscripts denote diﬀerentiation with respect to y and t, evalu-
ated at (tn, yn). Inserting these expressions the Taylor expansion can be written:
yn+1 = yn + f∆t+ (ft + fyf)
∆t2
2
+ (ftt + ftyf + fytf + fyft + fyyff + fyfyf)
∆t3
6
+ O
(
∆t4
)
.
(C.1)
Writing out the third order, three step, Runge-Kutta method we get:
yn+1 = yn + ∆t (b1k1 + b2k2 + b3k3) , (C.2)
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where
k1 = f (t
n, yn) ,
k2 = f (t
n + c2∆t, y
n + a21k1) ,
and
k3 = f (t
n + c3∆t, y
n + a31k1 + a32k2) .
We now need the Taylor expansions of the ki's in order to compare the Runge-
Kutta method to the exact Taylor expansion. The expansions around (tn, yn)
are:
k1 = f,
k2 = f + ftc2∆t+ fyfa21∆t+
1
2
∆t2
(
fttc
2
2 + 2ftyfc2a21 + fyya
2
21f
2
)
+ O
(
∆t3
)
,
and
k3 = f + ftc3∆t+ fy∆t (a31f + a32k2)
+
1
2
∆t2
(
fttc
2
3∆t
2 + 2ftyc3∆t (a31f + a32k2) + fyy (a31f + a32k2)
2) .
If these expressions for the ki's are inserted into equation C.2 and rearranged on
the same form as equation C.1 we get:
yn+1 =yn + ∆tf (b1 + b2 + b3) + ∆t
2ft (b2c2 + b3c3)
+∆t2fyf (b2a21 + b3a31 + b3a32) +
∆t3
2
ftt
(
b2c
2
2 + b3c
2
3
)
+
∆t3
2
ftyf (2b2c2a21 + 2b3c3a31 + b3a32) + ∆t
3fyft (b3a32c2)
+
∆t3
2
fyyf
2
(
b2a
2
21 + b3 (a31 + a32)
2)+ ∆t3f 2y f (b3a32a21) + O (∆t4) .
By comparison of equations C and C.1 it will be seen that they are identical up
to order O (∆t4) if the following conditions are met:
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3∑
i=1
bi = 1
c2b2 + c3b3 =
1
2
,
a21b2 + b3 (a31 + a32) =
1
2
,
b2c
2
2 + b1c
2
3 =
1
3
,
b2c2a21 + b3c3 (a31 + a32) =
1
3
,
b3a32c2 =
1
6
,
b2a
2
21 + b3 (a31 + a32)
2 =
1
3
,
b3a32a21 =
1
6
.
(C.3)
These are six independent equations for eight unknowns. Two parameters can
then be chosen to obtain a particular Runge-Kutta method of third order. The
standard choice is c3 = 1 and a21 = 12 which leads to the scheme:
yn+1 = yn +
∆t
6
(k1 + 4k2 + k3) , (C.4)
which is a third order Runge-Kutta scheme with three steps.
