Huffman codes are being extensively used as a very efficient technique for image compression. To obtain a high compressing ratio, the cost table need to be reduced. A new approach has been defined which reduces the cost table of the traditional Huffman Algorithm. This paper presents a minor modification to the Huffman coding of the binary Huffman compression algorithm. A study and implementation of the traditional Huffman algorithm is studied. In this paper a new methodology has been proposed for the reduction of the cost table for the image compression using Huffman coding Technique. Compared with the traditional Huffman coding the proposed method yields the best results in the generation of cost tables. The advantages of new binary Huffman table are that the space requirement and time required to transmit the image is reduced significantly.
INTRODUCTION
In computer science and information theory, Image compression [1, 2, 3, 9] is the process of encoding Image using less than an un-encoded representation would use, through use of specific encoding schemes. Huffman coding as a high efficient method is playing a larger role in image compression [1, 2, 3, 9, 10] . Therefore, how to save the algorithm's storage space and how to increase its compression ratio have always been concerned. The compressed image obtained by Huffman algorithm [4, 6, 7, 9] consists of two parts, one is the compressed source file and the other is the file head (Huffman Table) used to decode or the mapping table between the symbols in the source file and the related codes in the compressed image. The nature of Huffman coding [2, 4, 8] algorithm decides the constancy of the source image's compression ratio, so the algorithm's compression ratio is directly related to the cost of Huffman table.
With the rapid development of information technology, Huffman coding as a high efficient method is playing a larger role in text/ picture/ video compression, telecommunication and so on. Therefore, how to save the algorithm's storage space and how to increase its compression ratio have always been concerned [1, [4] [5] [6] . The compressed file obtained by Huffman algorithm consists of two parts: one is the compressed source file and the other is the file head (Huffman Table) 
VARIOUS TECHNIQUES

BINARY HUFFMAN ALGORITHM
The binary Huffman coding [1, 2, 4, 8, 13] is the process of dividing the image into matrix of colour codes representing various colours and then it will calculate the probabilities of occurrences of each pixel, put them into descending order and then will append the binary digits to each probability/pixel in a systematic way such that no two or more pixels should have same binary code. After obtaining these values we can make two types of files. One representing compressed file and other is Huffman cost table [1, 2, 3, 4] used to decode or the mapping table between the symbols in the source file and the related codes in the compressed image.
Algorithm for constructing the Binary Huffman tree is, Step1. Start Step2. Convert image into matrix of colour codes. Step3. Calculate probabilities for each colour code. Step4. Select the two parentless nodes with the lowest probabilities.
Step5. Create a new node which is the parent of the two lowest probability nodes.
Step6. Assign the new node a probability equal to the sum of its children's probabilities. Step7. Repeat Step 1 until there is only one parentless node left.
Step8. Stop
The flow chart for the above algorithm is,
Figure 1: Binary Huffman Tree
Once a Huffman tree [1, 2, 5, 6, 9] is built, Canonical Huffman codes, which require less information to rebuild, it will be generated by the following steps:
Step1. Start
Step2. Assign binary digits 0 and 1 to the last iteration probabilities.
Step3. For the previous iteration assign the same codes of parent node to its children nodes.
Step4. Then append binary digits 0 and 1 again to child nodes respectively.
Step5. If it is not a parent node then assign the same code as in the next iteration.
Step6. Repeat the process until all symbols or pixels are assigned codes.
Step7. Stop
Encoding Data
Once a Huffman code has been generated, data may be encoded simply by replacing each symbol with its code.
Decoding Data
If you know the Huffman code for some encoded data, decoding may be accomplished by reading the encoded data one bit at a time. Once the bits read match a code for symbol, write out the symbol and start collecting bits again.
PROPOSED APPROACH FOR REDUCING THE COST TABLE
we may occur more than one bit code for the highest probability pixel, so its waste of memory to send more bits for more times for higher probability pixel.
Algorithm for constructing the Huffman tree from the image is,
Step1. Start
Step2. Convert image into matrix of colour codes.
Step3. Calculate probabilities for each colour code and place them in descending order.
Step4. Select the top two probabilities and assign them 0 and 1.
Step5. Select the two parentless nodes with the lowest probabilities.
Step6. Create a new node which is the parent of the two lowest probability nodes.
Step7. Assign the new node a probability equal to the sum of its children's probabilities.
Step8. Repeat Step 1 until there is only one parentless node left.
Step9. Stop
Figure 2: Huffman Tree from Image
Once a Huffman tree is built, Canonical Huffman codes [1, 3, 5, 9] , which require less information to rebuild, it will be generated by the following steps:
Step1. Start Step2. Assign binary digits 0 and 1 to the higher two probability pixels.
Step3. For the remaining part of an image assign binary digits 0 and 1 to the last iteration probabilities. Step4. For the previous iteration assign the same codes of parent node to its children nodes. Step5. Then append binary digits 0 and 1 again to child nodes respectively. Step6. If it is not a parent node then assign the same code as in the next iteration.
Step7. Repeat the process until all symbols or pixels are assigned codes.
Step8. Stop
Encoding Data
Decoding Data
ASSUMPTION
The third probability of an image must be lesser than the sum of probabilities of the image from fifth probability.
EXPERIMENTAL RESULTS
This software tutorial gives a comparative study on both of the two algorithms Huffman and proposed. According to the experimental results obtained, it is observed that the efficiency of the proposed cost table is high and the space and time complexity is low The results can be seen from the figure 3 The number of iterations is: 7 The number of iterations is: 5 Figure 4 : Proposed algorithm Tree from 
According to traditional Binary Huffman algorithm
According to Proposed algorithm
