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Mes domaines de recherche s’articulent autour de la modélisation et de la simulation numérique de
systèmes complexes multi physiques avec en particulier des applications en mécanique des fluides.
D’un point de vue général, on peut nommer complexe tout système dans lequel interviennent de nombreux
effets : mécaniques, thermiques, électromagnétiques, chimiques, biologiques etc., ...ces effets étant couplés de
façon non linéaire à des échelles différentes. La modélisation, la prédiction, l’expérimentation pour de tels
systèmes présentent des difficultés. La problématique des systèmes complexes est amenée à se développer en
tant que telle non seulement dans le secteur des Sciences pour l’Ingénieur, mais aussi dans des disciplines
comme la biologie et l’économie.
Les problèmes de l’expérimentation. Le couplage des effets rend l’expérimentation difficile et
presque nécessairement indirecte. Il est, pour ces systèmes, délicat (à cause du couplage) d’isoler un pa-
ramètre et de le faire varier seul pendant une expérience. L’expérimentation est, quelquefois, impossible (en
économie elle l’est toujours). Les paramètres des modèles ne peuvent être identifiés que par des méthodes
indirectes faisant intervenir les modèles (méthodes dites inverses). La plupart des données accessibles ne
peuvent être considérées que comme des grandeurs « contrôlables » et non pas mesurables. La métrologie est
associée presque toujours à un problème inverse qui lui même se formule comme un problème de contrôle.
La modélisation. Un modèle de système complexe doit être maniable ou utilisable pour se faire la
réduction et l’expertise de ces systèmes est nécessaire. La réduction consiste à trouver un système plus
"simple" ayant, dans une gamme de paramètres donnés, le même comportement. L’expertise ayant pour
objet de chercher les bonnes gammes et échelles des paramètres. Ces deux activités sont liées. La solution
idéale au problème de la réduction est de trouver une solution analytique au modèle complet considéré. Ceci
s’avère tout à fait impossible en général : on va donc plutôt chercher des "modèles approchés" dont on puisse
maîtriser la solution et dont le comportement soit proche. Il y a, entre autres, deux approches adaptées à
la réduction : les méthodes asymptotiques et d’invariance et les méthodes de projection. Dans la première il
s’agit de simplifier le modèle et ses équations, dans la deuxième on simplifie l’espace de phase dans lequel
varie les paramètres en n’autorisant les grandeurs dépendantes à n’évoluer que dans un espace de dimension
finie.
La simulation. Le troisième volet est celui de la simulation. Etant donné les difficultés expérimentales et
la lourdeur des modèles, l’étape de simulation est incontournable. La simulation doit être considérée comme
une "expérience numérique" qui quelquefois remplacera l’expérience physique réelle.
Domaines de recherches
Principalement, je me suis intéressé à des problèmes issus de la mécanique des fluides. Après ma thèse
j’ai également abordé des problèmes de modélisation, de contrôle et de simulation de systèmes de réaction
diffusion avec une application à la lutte contre les feux de forets. Cette thématique ne sera pas présentée dans
ce mémoire.
Mes activités s’articulent principalement autour des points modélisation et simulation mentionnés
précédemment. En particulier, je me suis intéressé à la réduction de modèle par méthode d’invariance (non
présentée dans ce manuscrit) et essentiellement à la réduction de modèle sur bases réduites construites par
Décomposition Orthogonale aux valeurs Propres (POD, Proper Orthogonal Decomposition). Mes activités ont
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ensuite été centrées autour de la simulation numérique en mécanique des fluides pour des écoulements incom-
pressibles. Cette thématique s’étend actuellement à des problèmes multi physiques tels que les interactions
avec des structures élastiques.
Organisation du manuscrit
Ce manuscrit s’organise autour de deux axes de recherches : la réduction de modèle sur des bases ré-
duites (partie I) et la modélisation et la simulation numérique en mécanique des fluides (partie II). Uni-
quement les activités de recherches engagées depuis mon arrivée à l’INRIA Bordeaux Sud-Ouest (ex-INRIA
Futurs) seront présentées.
La première partie est composée d’un unique chapitre qui regroupe mes contributions à l’amélioration des
modèles réduits construits par POD. Ces activités correspondent aux deux années après mon recrutement à
INRIA, ainsi que des activités plus récentes dans le cadre du projet européen FP7 FFAST 1. En particulier,
je me suis intéressé à améliorer la robustesse des fonctions de bases POD ainsi qu’à améliorer la stabilité des
modèles réduits construits sur ces bases. Les fonctions de bases sont soit mises à jours via des algorithmes
efficaces basés sur les résidus des équations détaillées lorsque des paramètres du système évoluent, soit des
fonctions de bases représentatives d’une large gamme de paramètres sont générées par des méthodes inspirées
des tesselations de Voronoi. Les modèles réduits sont stabilisés par des méthodes de type SUPG et VMS.
Couplés à des simulations numériques directes (DNS), les modèles réduits peuvent permettre, dans certains
cas, d’accélérer les calculs.
La seconde partie consacrée à la modélisation et la simulation numérique en mécanique des fluides s’arti-
cule autour de trois chapitres, les chapitres 2, 3 et 4. Cette activité a été engagée dans l’ANR CARPEiNTER 2
fin 2009. Un problème majeur pour la modélisation et simulation en mécanique des fluides est la gestion des in-
terfaces (fluide/fluide, fluide/structure, ou encore fluide/fluide/structure). Nous avons choisi de résoudre tous
les modèles par des méthodes eulériennes sur des maillages cartésiens. En particulier nous avons opté pour le
modèle continu de Navier-Stokes. Le chapitre 2 présente les modèles eulériens utilisés et les méthodes numé-
riques associées. Essentiellement ce chapitre s’articule autour de l’utilisation de grilles cartésiennes couplées
avec des méthodes de pénalisation volumique/frontières immergées (pour prendre en compte les obstacles)
et fonctions level set (pour suivre et capturer les interfaces). J’ai développé le code de calcul massivement
parallèle NaSCar (Navier-Stokes Cartésien) dans des versions 2D et 3D qui regroupe toutes les méthodes
précédemment citées. Le chapitre 3 est centré autour de l’étude de prototypes de nageurs autopropulsés de
type poissons. Ceci est une application de l’interaction entre un fluide et un obstacle déformable qui se déplace
dans un fluide. Le premier objectif de chapitre est donc d’illustrer le potentiel des méthodes développées au
chapitre 2 pour modéliser et simuler des écoulements autour de géométries complexes. Le second objectif a été
d’étudier la physique de la nage avec en particulier le souci de s’intéresser à la l’énergie dépensée. Nous avons
commencé avec des simulations bidimensionnelles pour finalement arriver à des simulations tridimensionnelles
plus réalistes avec notamment la simulation de la nage d’un poisson reconstruit à partir de photographies.
Enfin, le chapitre 4 présente des études qui sont encore dans un stade exploratoire. Ce chapitre présente en
partie quelques perspectives. Nous nous intéressons à des systèmes de l’extraction de l’énergie d’un écou-
lement. Nous présenterons essentiellement deux applications. La première application concerne l’étude des
éoliennes. Cette application est apparue avec une collaboration avec la société VALEOL (localisée à Bègles
en Gironde) filière du groupe VALOREM. En particulier, VALEOL est intéressé par l’optimisation des pales,
et principalement d’étudier le potentiel bénéfice d’ajout d’appendices sur des pales existantes. Ce problème
d’optimisation n’est pas réalisable avec l’outil NaSCar en raison des coûts de calcul (temps CPU et mémoire
si une méthode adjointe était choisie). Nous avons alors développé un modèle réduit bidimensionnel axisy-
métrique basé sur la méthode de disque actif. Ce modèle est développé dans la thèse de CIFRE de Xin Jin.
L’idée est alors d’optimiser la forme de la pale avec ce modèle simplifié, puis d’expertiser cette pale avec le
modèle détaillé NaSCar. Pour le moment, le code de calcul détaillé n’est pas en mesure de simuler fidèlement
ce type d’écoulement et doit être amélioré dans ce sens. La seconde application prospective est l’étude des
serpents de mer qui sont des structures élastiques articulées qui flottent sur l’océan et qui devraient per-
mettre de récupérer de l’énergie de la houle. Cette application est une interaction two way entre eau, air et
une structure élastique. Ce dernier chapitre représente en soi une perspective des travaux à court et moyen
terme. Le chapitre 5 présentent les conclusions et perspectives générales de ces travaux. Outre la perspective
1. Future Fast Aeroelastic Simulation Technologies, texttthttp ://www.bris.ac.uk/aerodynamics-research/ffast/
2. Cartesian grids, penalization and level set for the simulation and optimisation of complex flows,
http://www.math.u-bordeaux1.fr/CARPEINTER/
LISTE DES TABLEAUX 3
de continuer les travaux engagés sur la modélisation et la simulation de systèmes d’extraction d’énergie, une
part importante des travaux futurs va se reconcentrer sur les modèles réduits. La thématique porte toujours
sur l’énergie, mais cette fois-ci sur le stockage d’énergie. Nous allons encadrer une thèse avec Mejdi Azaiez
(I2M, Bordeaux) et Angelo Iollo (IMB, Bordeaux), financée par le cluster CPU du labex, sur la modélisation
et la simulation du stockage d’énergie en partenariat avec la société espagnole ABINGOA localisée à Seville.
L’idée du stockage envisagé est par changement de phase du sel (dégagement de chaleur) contenu dans une
matrice porteuse. De plus, nous avons donné une part importance aux modèles réduits dans la nouvelle équipe
INRIA que nous sommes en train de créer (la branche "fluide" de l’équipe INRIA actuelle MC2).
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Première partie




Introduction et motivations de l’étude
Depuis le début des années 1980 l’optimisation aérodynamique et aéroacoustique des véhicules terrestres
et des avions a été approchée numériquement. Les applications concernent principalement les écoulements
turbulents à très hauts nombres de Reynolds. Les simulations numériques et le contrôle de ce type d’écou-
lements nécessitent des ressources informatiques de très grandes capacités (clusters massivement parallèles
couplés avec beaucoup de mémoire). En effet, après discrétisation des équations de Navier-Stokes nous devons
résoudre un système d’équations dont la complexité croît de façon algébrique avec le nombre d’inconnues à
résoudre. De nos jours, et malgré les progrès conséquents apparus ces dernières années dans le domaine du
calcul (puissance des ordinateurs et nouveaux algorithmes de résolution), il est encore très difficile de résoudre
des problèmes de grandes dimensions en temps réel, ce qui est in fine, un enjeu majeur pour les industriels.
Pour éviter ces difficultés, il est possible de déterminer des modèles réduits de la dynamique en ne conser-
vant qu’un nombre limité de modes globaux. Le choix de ces modes n’est pas unique et dépend fortement
des caractéristiques de l’écoulement que l’on souhaite approcher. Ces modes peuvent également dépendre de
certaines quantités de sortie que l’on souhaite représenter au mieux (Goal-oriented models, Bui-Thanh et al.
(2007)), comme la traînée générée par un obstacle par exemple. Plusieurs méthodes sont habituellement utili-
sées, parmi lesquelles la décomposition orthogonales aux valeurs propres (Proper Orthogonal Decomposition,
POD) (Holmes et al., 1996; Sirovich, 1987; Cordier et Bergmann, 2002a), la balanced truncation (Nocedal et
Wright, 1999; Rowley, 2005; Willcox et Peraire, 2002), les modes globaux de stabilité (Akervik et al., 2007),
les modes de Galerkin (Noack et Eckelman, 1994) etc. En raison de l’optimalité énergétique de la base, nous
avons opté pour la POD. Avec cette technique il est possible d’extraire les caractéristiques dominantes (modes
POD) d’une base de données, et finalement d’obtenir un modèle réduit (Reduced Order Model, ROM) par
projection de Galerkin des équations du modèle sur la base POD. Bien que cette technique puisse être très
efficace dans certaines situations d’écoulement, elle présente également quelques défauts. En plus de l’éven-
tuel manque de stabilité numérique des méthodes POD/Galerkin, même pour des systèmes simples (Rempfer,
2000), les principaux défauts sont :
– Puisque dans la plupart des applications pour les écoulements incompressibles les base POD sont
construites à partir des champs de vitesse 3 il est nécessaire de modéliser le terme de pression. Gé-
néralement, dans la plupart des écoulements fermés la contribution du terme de pression s’annule en
choisissant des conditions aux limites appropriées. Cependant, pour des écoulements qui présentent des
couches de cisaillement instables telles que des couches de mélange, il a été prouvé par Noack et al.
(2005) que négliger le terme de pression pouvait engendrer des erreurs de grandes amplitudes dans
le modèle de Galerkin. Une modélisation précise de ce terme de pression est alors indispensable pour
représenter fidèlement ce type d’écoulements (Noack et al., 2005; Galletti et al., 2004). Afin de passer
outre cette difficulté de modélisation, nous avons développé un modèle réduit étendu à la pression §1.1.3.
Le terme de pression peut alors directement être calculé à partir du mode POD de pression.
– En raison de l’optimalité énergétique de la base POD, un nombre très limité de fonctions de base POD
est suffisant pour représenter la majeure partie de l’énergie cinétique de l’écoulement 4. Dans l’optique
de la réduction de modèle, nous conservons uniquement les modes associés aux structures d’écoulement
à grandes échelles (telles que les tourbillons de l’allée de Von Kármán qui se développe en particulier
dans le sillage de corps). Mais puisque la majeure partie de la dissipation visqueuse s’effectue dans les
petites structures représentées par les modes qui ne sont pas considérés dans le modèle réduit (car pas
suffisamment énergétiques), le modèle réduit n’est pas en mesure de dissiper suffisamment d’énergie. Il
est alors nécessaire de développer un modèle de fermeture afin de modéliser les interactions entre les
structures calculées par le POD ROM et les structures non résolues. Ce problème est similaire à celui
de la Simulation des Grandes Echelles (Large Eddy Simulation, LES, Sagaut (2005)) d’écoulements
turbulents. Dans cette étude le modèle réduit est fermé en utilisant les résidus des équations de Navier-
Stokes en exploitant des idées proches des méthodes SUPG (Streamline Upwind Petrov-Galerkin) et
VMS (Variational Multiscale, Bazilevs et al. (2007)).
– Enfin, puisque les fonctions de bases POD sont optimales pour représenter les caractéristiques do-
minantes inclues dans la base de données générée pour certains paramètres d’entrée, la même base
n’a aucune garantie de représenter fidèlement un écoulement généré avec d’autres paramètres d’en-
trée (Prabhu et al., 2001; Noack et al., 2003; Bergmann et Cordier, 2008). Pour répondre à cette
3. Dans la plupart des travaux expérimentaux le champ de pression n’est pas directement accessible.
4. Ceci est vrai pour de simples écoulements bidimensionnels, mais des milliers de modes peuvent être nécessaires
pour représenter fidèlement l’énergie fluctuante des écoulements turbulents pleinement développés.
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problématique, nous proposons plusieurs méthodes pour adapter la base POD pour des coûts de cal-
culs réduits. Ceci est le point central de la section §1.3.
Ce chapitre est essentiellement basé sur la publication Bergmann et al. (2009), et est complété par les
travaux réalisés dans le projet européen FP7 FFAST piloté par l’université de Bristol (UK) avec Airbus UK.
Ces travaux dans le projet européen ont été réalisés en collaboration avec Edoardo Lombardi et Haysam Telib
d’OPTIMAD Engineering 5, spin off du Politecnico de Torino (Bergmann et al., 2012a,b, 2013).
5. OPTImization Methods for Aerodynamics Design, http://www.optimad.it
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1.1 Du modèle classique vers le modèle à pression
1.1.1 Configuration d’étude
Dans une grande partie de cette étude, nous nous intéressons à l’écoulement bidimensionnel confiné autour
d’un cylindre carré (figure 3.1). Cet écoulement est intéressant car il présente un détachement de la couche
limite, un sillage ainsi que des interactions avec les parois. Nous étudions les équations de Navier-Stokes dans
leur forme sans dimension :
∂u
∂t




∇ · u = 0, (1.1b)
où le nombre de Reynolds Re = U∞L/ν est construit avec la vitesse d’entrée maximale U∞ = u(0, H/2),
la longueur d’un coté du carré L et la viscosité cinématique du fluide ν. Dans ce qui suit nous considérons











Figure 1.1 – Configuration d’écoulement et cliché de la vorticité pour Re = 200.
présentés par Galletti et al. (2004) sont utilisés. En particulier, le blocage β = L/H est égal à 0.125 et le
domaine Ω est (0, 4H) × (0, H). Un cliché de la vorticité est présenté sur la figure 3.1. Les phénomènes
décrits précédemment sont visibles. Ces résultats numériques ont été obtenus grâce au code de calcul NS2D 1
développé à l’institut de Mathématiques de Bordeaux par Charles-Henri Bruneau.
1.1.2 Modèle réduit standard basé sur la décomposition orthogonale aux valeurs
propres
Décomposition orthogonale aux valeurs propres
La décomposition orthogonale aux valeurs propres (Proper Orthogonal Decomposition, POD) a été in-
troduite initialement par Lumley (1967) en 1967 pour définir les structures cohérentes présentes dans un
écoulement turbulent. Des études détaillées de la POD peuvent être trouvées dans Holmes et al. (1996),
Sirovich (1987) et Cordier et Bergmann (2002a). La POD, également connue sous le nom de décomposition
de Karhunen-Loève , analyse en composantes principales, méthode de décomposition empirique, consiste à
rechercher la fonction déterministe Φ(x) qui est le mieux corrélée en moyenne aux réalisations de l’écoule-
ment U(x, t). Les réalisations U(x, t) sont généralement les champs de vitesse, mais nous verrons comment
les étendre au champ de pression. Puisque les données sont issues de simulations numériques, nous adoptons
la méthode des snapshots introduite par Sirovich (1987) (voir Cordier et Bergmann (2002a) pour plus de
justifications). Le problème d’optimisation avec contraintes se réduit à un problème aux valeurs propres pour




′)dt′ = λnan(t) (1.2)




(U(x, t),U(x, t′))Ω. (1.3)
Le produit scalaire (., .)Ω entre deux champs U et V est :
(U ,V )Ω =
∫
Ω





U iV i dx,
où U i est la ime composante du vecteur U de dimension nc.
Les valeurs propres λn (n = 1, 2, . . . ) déterminées par (1.2) sont toutes positives et forment une suite
décroissante et convergente. Chaque valeur propre correspond à la contribution du mode Φn à l’information
relative des données initiales. Si U est le champ de vitesse, l’information relative est l’énergie cinétique.
1. Cette étude est antérieure au développement du code de calcul NaSCar.
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Dans l’équation (1.2), les termes an sont les modes propres temporels POD d’ordre n. Ces modes forment





an(t)am(t)dt = λnδnm. (1.4)
Les vecteurs propres associés Φn forment une base complète et vérifient : (Φn,Φm)Ω = δnm.
Les fonctions de bases Φin peuvent être calculées à partir des réalisations U






U i(x, t)an(t)dt. (1.5)
Puisque les fonctions de base POD sont une combinaison linéaire des réalisations de l’écoulement, elles
ont les mêmes propriétés. Par exemple, si la base est construite à partir de champs de vitesse à divergence
nulle, les fonctions de base seront également à divergence nulle. De plus, les fonctions de bases satisfont les
mêmes conditions aux limites.
Le jeu de modes POD {Φn}NPODn=1 est complet dans le sens où toute réalisation U(x, t) contenue dans
les données initiales peut être décomposée avec une précision arbitraire (en fonction de NPOD ≥ 1) sur les
fonction de bases




Nous notons Û [1,··· ,NPOD ] une estimation de U , où les crochets contiennent les indices des modes utilisés.
Dans la suite nous considérons Ns réalisations de l’écoulement (appelées snapshots) U(x, ti), x ∈ Ω, extraites
à ti ∈ [0, T ] , i = 1, · · · , Nt.
L’optimalité énergétique de la base POD suggère qu’un faible nombre de modes est suffisant pour décrire
de façon efficace les snasphots de la base de données i.e. Nr ≪ Ns. En pratique, Nr est généralement





i=1 λi, est plus grande qu’un certain pourcentage prédéfini, δ. DoncNPOD = Nr et
l’approximation (1.6) devient :




Modèle réduit classique : avantages et inconvénients
Un modèle réduit classique est construit à partir des champs de vitesse de l’écoulement, U(x, t) ≡ u(x, t).





où φn est le n-ième vecteur de base POD. Un système dynamique d’ordre réduit est obtenu à l’aide d’un
projection de Galerkin des équations de Navier-Stokes (1.1). Cela consiste à restreindre la forme faible des
équations de Navier-Stokes au sous espace SPODNr engendré par les premières Nr fonctions de bases spatiales
φn.





+ (u · ∇)u
)
Ω









Le terme de pression (φi, ∇p)Ω est généralement négligé car il ne peut pas être évalué avec la formulation
standard en vitesse. En utilisant la décomposition (1.8), Le modèle réduit devient (voir Cordier et Bergmann











Cijk aj(t)ak(t) i = 1, · · · , Nr. (1.10a)
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avec les conditions initiales
ai(0) = (u(x, 0), φi(x))Ω i = 1, · · · , Nr. (1.10b)
Un problème bien connu de ce type de modèle réduit est que l’intégration numérique de ce modèle (1.10) donne
une solution qui a tendance à s’éloigner de la solution du modèle détaillé (Navier-Stokes). Ce phénomène ne
permet donc pas de calculer une solution précise aux temps longs (Sirisup et Karniadakis, 2004). Dans certains
cas, même la solution aux temps courts n’est pas en mesure de fournir une solution approchée suffisamment
précise.
Nous pouvons identifier trois sources d’erreurs numériques. Tout d’abord, comme il vient d’être mentionné,
un modèle réduit POD/Galerkin peut être instable structurellement même pour des problèmes simples (Remp-
fer, 2000). Ensuite, le terme de pression est souvent négligé dans un modèle réduit POD (POD ROM). Nous
verrons au paragraphe §1.1.3 qu’il est possible de créer un modèle réduit étendu avec le champ de pression.
Enfin, la dernière source d’erreur est due à la troncature effectuée dans l’approche POD/Galerkin. En effet,
seules les structures les plus énergétiques sont calculées. La dissipation visqueuse s’effectue principalement
dans les petites et moyennes structures qui ne sont pas calculées. Le système n’est pas en mesure de dissiper
assez d’énergie et peut devenir instable ou converger vers une solution erronée. Ce problème est comparable
à la simulation de grandes échelles (SGE, ou LES en anglais pour Large Eddy Simulation) ou le transfert
entre les échelles résolues et les échelles de sous grille doit être modélisé (Sagaut, 2005). Par exemple, quatre
modes sont suffisants pour retrouver plus de 99% de l’énergie cinétique du sillage d’un cylindre circulaire en
régime 2D laminaire, mais la solution de ce modèle réduit ne converge pas vers la solution numérique du
modèle détaillé de Navier-Stokes (Deane et al., 1991). Il est alors nécessaire de stabiliser le POD ROM. Dans
cette étude, nous étendons la base POD au champ de pression. Avec les champs de vitesse et de pression nous
pouvons évaluer les résidus des équations détaillées (Navier-Stokes). Différentes stratégies de stabilisation
seront basées sur ces résidus.
1.1.3 Un modèle POD avec pression
Il a été montré que la contribution du terme de pression s’annule pour des configurations d’écoulements
fermés. Cependant, pour la plupart des écoulements avec au moins une condition aux limites ouverte (couche
de mélange par exemple), ne pas prendre en compte ce terme de pression peut amener des erreurs importantes
dans le modèle réduit (Noack et al., 2005). Une solution peut être de modéliser ce terme Noack et al. (2005);
Galletti et al. (2004), mais nous souhaitons le calculer de façon précise. Le but de ce paragraphe est de dériver
un modèle réduit étendu à la pression de telle sorte que nous puissions reconstruire les champs de vitesse
et de pression avec la solution du POD ROM. Ce terme de pression peut être calculé en utilisant p = p̃
(voir (1.11b)). Un autre point important est que la connaissance de la pression nous permettra de calculer de
façon précise les résidus des équations de Navier-Stokes évalués avec la solution POD ROM 2. Les résidus de
Navier-Stokes vont nous aider à stabiliser le modèle réduit (§1.2) et à améliorer la robustesse du sous espace
POD (§1.3).
Construction du modèle réduit étendu à la pression
Comme il a déjà été mentionné §1.1.2, un modèle réduit est basé sur la restriction de la forme faible des
équations de Navier-Stokes à vivre sur le sous espace SPODNr engendré par les Nr premières fonctions de base
Φi. Nous développons ici une base globale pour la vitesse et la pression (voir Bergmann (2004) pour plus de









Les fonctions de base pour la vitesse et la pression φi et ψi sont déterminées en utilisant U(x, t) =
(ũ(x, t), p̃(x, t))T pour calculer le tenseur des corrélations (1.3). Les fonctions de base φi et ψi sont dé-
terminées par Φ(x, t) = (φ(x, t), ψ(x, t))T , Φ(x, t) étant obtenue par (1.5). La substitution (1.11) dans les
2. Il est également possible d’évaluer les résidus de Navier-Stokes en formulation vortex.
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∆φj aj . (1.12)




































































ijk = − (φi, (φj ·∇)φk)Ω . (1.15c)
L’exposant m est pour les équations de quantité de mouvement.
Dans ce modèle réduit nous avons utilisé en base globale construite par POD, mais cette méthode peut
facilement être transposée à d’autres bases globales comme les modes de stabilité (Akervik et al., 2007). De
plus, il peut être intéressant d’utiliser des modes qui ne sont pas à divergence nulle comme les résidus des
équations de Navier-Stokes. De tels modes peuvent être utilisés pour stabiliser le POD ROM §1.2 et pour
améliorer la représentativité de sous espace POD 1.3. Si le modèle (1.14) n’est pas construit avec de modes
à divergence nulle, il ne satisfait pas l’équation de continuité. Il est alors nécessaire d’ajouter une contrainte
au modèle réduit.
Un modèle réduit modifié qui satisfait les équations de conservation de la quantité de mouvement et de











+ (qi, ∇ · u)Ω = 0, (1.16)
où wi et qi appartiennent à des sous espaces appropriés. Les champs de vitesse et de pression sont alors
représentés sur la base POD {φi}Nri=1 et {ψi}
Nr
i=1 en utilisant les équations (1.11a) et (1.11b).
Une solution est alors d’utiliser une projection de Galerkin où wi = φi et qi = ψi. Une autre approche
est d’utiliser wi = φi et qi = α(∇ · φi)T . Ce choix correspondrait à la minimisation du résidu de l’équation
de continuité,
∑Nr




où B(c)ij = (∇ ·φi)
T∇ ·φj et l’exposant c représente l’équation de continuité. Numériquement, cette dernière


























où le poids α doit être fixé par l’utilisateur. Dans cette étude nous avons choisi α = 10−2.
3. D’une façon générale, nous avons (Φi, Φj)Ω = δij , mais pas (φi, φj)Ω = δij . Donc, L
(m)
ij 6= δij .
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Puisque nous utilisons la décomposition (1.11), le champ moyen est calculé et reconstruit à l’aide du
modèle réduit U(x, t) = a1(t)Φ1(x). Lors de la résolution numérique du modèle réduit, des variations du
coefficient a1 peuvent apparaitre. Le débit est alors modifié. Il est donc nécessaire d’ajouter une deuxième
contrainte au modèle réduit pour forcer le débit à rester constant (1.17). Pour un écoulement confiné 2D, la
conservation du débit est : ∫
S
u ds = c, (1.18)
où S est la section verticale du canal et c est une constante donnée par la condition initiale. Numériquement,
la conservation du débit doit être constante sur chaque section Sl ≡ S(xl), 1 ≤ l ≤ NX où NX est le nombre
de points de discrétisation dans la direction x. Ceci est simplifié par l’utilisation d’un maillage cartésien.






φuj ds = c, (1.19)
La constante est initialement évaluée par projection d’un snapshot sur la base φ. Numériquement nous







φuj ds = 0.
En notant fj le vecteur de composantes f lj =
∫
Sl






Cette contrainte supplémentaire est prise en compte en enrichissant le sous espace de projection avec βfi.







où Lrij = f
T
i fj . L’exposant r est pour la conservation du débit (flow Rate conservation). Finalement, le





























avec les conditions initiales
ai(0) = (U(x, 0), Φi(x))Ω i = 1, · · · , Nr, (1.20b)
où nous choisissons β = 102. Les paramètres α et β ont été optimisés sur notre cas test. Ce modèle réduit
satisfait sous une forme faible les équations de conservation de la quantité de mouvement et de conservation
de la masse, ainsi que la conservation du débit, et ce, même en cas d’utilisation de modes qui ne sont pas à
divergence nulle.
Résultats numériques du modèle réduit complet
Le modèle réduit (1.20) est utilisé sur le cas test présenté à la section 1.1.1 pour Re = 200. La base POD
Φ est construite par la méthode des snapshots introduite par Sirovich (1987). Nous utilisons ici 80 snapshots,
répartis uniformément sur une période de lâché tourbillonnaire, pour calculer le tenseur de corrélations (1.3).
Le spectre de valeurs propres est représenté sur la figure 1.2. Ce spectre est dégénéré dans le sens où il présente
des paires de valeurs propres identiques pour les modes de fluctuation (le mode moyen est indexé par 1). La
base POD est obtenue à l’aide d’une projection des valeurs propres du tenseur des corrélations sur le jeu de
snapshots.
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Figure 1.3 – Représentation de quelques modes POD en iso vorticité (gauche) et isobares (droite).
Les traits pointillés représentent des valeurs négatives (la pression est arbitrairement initialisée à
zéro).
Certains modes POD sont représentés sur la figure 1.3. L’évolution de l’information relative RIC intro-
duite au §1.1.2 est présentée sur la figure 1.4. Nous voyons que seulement les 5 premiers modes sont suffisants
pour représenter plus de 98% de l’information. Un choix raisonnable de ces 5 modes est de prendre les 5
premiers. Cependant, on peut voir que dans notre cas, on pourrait obtenir pratiquement la même informa-
tion relative en remplaçant les modes 4 et 5 par les modes 6 et 7. En effet, même si structurellement ces
4. Si des modes POD sont utilisés, nous pouvons prendre Nr = 1 puisque la conservation du débit est uniquement
donnée par l’écoulement moyen. Cependant, pour d’autres modes qui ne satisfont pas la conservation de débit, nous
avons Nr 6= 1.
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modes sont très différents (voir figure 1.3), ils contribuent de la même manière au contenu informatif (voir
figure 1.5). Un choix judicieux n’est pas évident. Une autre méthode consiste à sélectionner tous les modes qui
ont une contribution supérieure à un seuil à définir (voir figure 1.5). Ici, tous les modes ayant une contribution
supérieure à 10−2 sont conservés, ce qui correspond à 10 modes de fluctuation plus le mode du champ moyen,
i.e. Nr = 11 modes. Une fois que nous avons calculé les opérateurs du modèle réduit (1.20) à Nr = 11 modes,











Index des modes POD
Figure 1.4 – RIC des modes de fluctua-
tion.














Index des modes POD
Figure 1.5 – Spectre des valeurs propres.
nous effectuons une prédiction sur plus de 1000 périodes de lâché tourbillonnaire. La figure 1.6 présente
l’évolution temporelle de quelques coefficients {ai}Nri=1, solution du système (1.20), sur 40 périodes. Aucune
divergence n’est observée. La figure 1.7 présentent une comparaison de quelques cycles limites obtenus par
projection (DNS) et par prédiction (POD ROM). Les cycles limites prédits sont en très bon accord avec les
cycles limites projetés, et ce, même pour les petites échelles à hautes fréquences où la dynamique est plus
complexe. Le système (1.20) à 11 modes est numériquement stable pour une intégration aux temps longs et

























Figure 1.6 – Evolution temporelle des coefficient de prédiction sur 40 périodes de lâché tourbillon-
naire pour le modèle à 11 modes.
pas suffisamment de modes nous pouvons observer une déviation de la solution qui peut même amener le
système à diverger. En effet, nous voyons sur la figure 1.8 que la solution du système à 5 modes donne des
cycles limites éronnés. De plus, la solution du système à 3 modes diverge (figure 1.9). Dans ce cas très simple,
nous avons vu que Nr = 11 modes sont suffisants pour construire un modèle réuit qui soit stable. Cependant,
dans la plupart des applications (3D, turbulence, géométries complexes, etc) le nombre de modes nécessaires
peut devenir très grand. En général, approximativement 60% à 80% de l’énergie cinétique est retenue et de ce
fait le ROM est instable. Dans ce qui suit, nous présentons des méthodes de stabilisation basées sur le résidu
des équations de Navier-Stokes en utilisant un faible nombre de modes (3 ou 5 modes dans notre cas).
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Figure 1.7 – Comparaison des cycles limites pour les modes projectés (NS : ♦) et les modes prédits
(ROM : −−−) sur 1000 périodes de lâché tourbillonnaire, avec 11 modes.










































Figure 1.8 – Comparaison des cycles limites pour les modes projectés (NS : ♦) et les modes prédits
(ROM : −−−) sur 1000 périodes de lâché tourbillonnaire, avec 5 modes.













Figure 1.9 – Comparaison des cycles limites pour les modes projectés (NS : ♦) et les modes prédits
(ROM : −−−) sur 1000 périodes de lâché tourbillonnaire, avec 3 modes.
1.2 Amélioration de la stabilité du modèle réduit
1.2.1 Synthèse des méthodes de stabilisation existantes
Viscosité artificielle
La première classe de méthode est basée sur l’introduction des viscosités artificielles (Aubry et al., 1988).
La façon la plus simple consiste à ajouter une viscosité constante qui agit de la même manière sur tous les
modes. Le modèle ainsi obtenu est appelé modèle d’Heisenberg (Podvin et Lumley, 1998; Delville et al., 1999).
La viscosité sans dimension 1/Re est alors remplacée par (1 + c)/Re, et le problème consiste à déterminer la
constante c > 0 pour obtenir un modèle réduit stable et précis. Rempfer et Fasel (1994) et Rempfer (1996) ont
amélioré cette idée en supposant que la dissipation n’est pas identique pour chaque mode POD. La viscosité
globale est alors remplacée par des viscosités différentes 1/Rei = (1+ci)/Re sur chaque modes POD Φi. Il est
alors nécessaire de déterminer le jeu de coefficients ci pour i = 1, . . . , Nr. Rempfer (1996) propose de définir
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des viscosités fonction de l’index des couples de modes j = 1, . . . , Nr/2. Les coefficients cj sontcj = K × j
où K est une constante à déterminer. Plus récemment, Karamanos et Karniadakis (2000) propose un modèle
dissipative SVVM (Spectral Vanishing Viscosity Model). Le modèle est alors plus précis Sirisup et Karniadakis
(2004). Dans cet esprit, nous avions proposé un modèle SVVM optimal basé sur l’adjoint (Bergmann et al.,
2005).
Calibration
La seconde classe de méthodes consiste à calibrer les coefficients polynomiaux du modèle réduit (Galletti
et al., 2004; Buffoni et al., 2006; Couplet et al., 2005; Kalb et Deane, 2007). Le tenseur B est déterminé par
moindres carrés ou par une méthode adjointe pour minimiser l’erreur entre les coefficients prédits ai(t) et les
vecteur propres temporels du tenseur de corrélations (equation (1.2)). Sur le fond, ces méthodes sont assez
proches des méthodes SVVM.
Pénalisation
La troisième classe de méthodes est basée sur la pénalisation en ajoutant un terme supplémentaire dans
le modèle. Cazemier (1997) et Cazemier et al. (1998) utilisent un opérateur cinétique modal pour déterminer
les viscosités à ajouter sur chaque mode. Cazemier (1997) suppose que le manque d’interaction entre échelles
résolues et non résolues est à l’origine de l’éventuelle divergence des modes temporels POD. Pour résoudre ce
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Cijk 〈aiajak〉 − Bii.
Pour des écoulements compressibles, Vigo (1998) propose une stabilisation par ajout d’un terme cubique dans
le modèle afin d’éviter une amplification non linéaire. Cette méthode semble donner de bons résultats mais
la construction et la détermination des coefficients sont fastidieuses. Un terme linéaire peut être ajouté pour
modéliser la pression. L’inconvénient relatif à toutes ces méthodes reste le coût CPU.
Stabilisation basée sur le résidu
Finalement, la dernière classe de méthode dans la littérature introduit une dissipation directement dans
le schéma numérique utilisé pour construire le POD ROM (Iollo et al., 2000a). A la place du produit scalaire
standard L2, la norme de Sobolev H1 est utilisée Iollo et al. (2000b). Cependant, le montant de dissipation
doit toujours être fixé.
L’inconvénient majeur de toutes ces méthodes de stabilisation est qu’il y a toujours de nombreux para-
mètres à fixer ou à optimiser. Le but de la section suivante est de proposer des méthodes de stabilisation
faisant intervenir le moins d’empirisme possible.
Soit A[Nr] le modèle défini par (1.20) avec Nr modes. On rappelle que des modèles instables sont obtenus
pour Nr = 3 ou Nr = 5.
Dans ce qui suit nous allons présenter deux types de méthodes basées sur le résidu de l’opérateur de
Navier-Stokes évalué avec les champs construits par POD. Ces résidus, appelés résidus POD-NS, sont :







RC(x, t) = ∇ · ũ, (1.21b)
où les champs POD ũ et p̃ sont donnés par (1.11).
Nous avons montré que le POD ROM est stable si un nombre suffisant de modes est conservé. Par exemple,
le modèle A[11] est stable. Le modèle est stable si les champs POD sont proches des champs exacts (DNS).
Les champs exacts s’écrivent :
u(x, t) = ũ(x, t) + u′(x, t), (1.22a)
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p(x, t) = p̃(x, t) + p′(x, t), (1.22b)
où u′ et p′ sont les échelles non résolues par le POD ROM. Le calcul de ces petites échelles nécessite des
coûts de calculs similaires à ceux générés pour le calculer les champs DNS. L’objectif est alors de dériver des
méthodes de stabilisation qui utilisent des approximations de ces petites échelles non résolues.
1.2.2 Méthodes de stabilisation basées sur le résidu : Modèle B[Nr;K]
Le but de cette partie est d’approximer les petites échelles u′ et p′ sur des fonctions de bases adaptées.































Si les fonctions de base φ′i et ψ
′
i sont respectivement égales à φi et ψi l’optimalité énergétique est améliorée.
Cependant, il n’est pas garanti que ces modes soient également optimaux pour stabiliser le modèle réduit.
Par exemple, le modèle A[5], i.e. le modèle B[3;2] avec Φ′ ≡ Φ dans (1.23), n’est pas stable. Cependant, nous
allons monter qu’un autre modèle à 5 modes avec Nr = 3 et K = 2 est stable en utilisant d’autres fonctions
Φ
′. Il est bien connu que le résidu des équations régissant le problème joue un rôle majeur dans la stabilité
des systèmes dynamiques (Bazilevs et al., 2007). L’idée de cette section est de choisir φ′i et ψ
′
i comme étant
la base POD des résidus POD-NS définis par (1.21). La méthode est la suivante.
Algorithme 1 (Stabilisation basée sur le résidu)
1. Intégrer le ROM A[Nr] pour obtenir ai(t) et calculer les Ns coefficients ai(tk), k = 1, . . . , Ns.
2. Calculer les champs POD ũ(x, tk) =
Nr∑
i=1
ai(tk)φi(x), p̃(x, tk) =
Nr∑
i=1
ai(tk)ψi(x), et les résidus POD-
NS RM (x, tk) et RC(x, tk).
3. Calculer les modes POD φ′i(x) et ψ
′
i(x) des résidus POD-NS RM (x, tk) et RC(x, tk) .
4. Ajouter les K premiers modes φ′i et ψ
′
i à la base existante φi et ψi (à l’aide d’une procédure de
Gram-Schmidt) et construire le nouveau ROM (les conservation de la masse et du débit sont ici très
importants).
Le modèle réduit obtenu avec cet algorithme est noté B[Nr;K] avec Nr le nombre de fonctions de base POD
et K le nombre de modes POD des résidus. Les résultats de cette approche sont donnés à la section 1.2.4.
1.2.3 Méthodes SUPG et VMS : modèles C [Nr ] et D[Nr]
La méthode SUPG (Streamline Upwind Petrov-Galerkin) et la méthode VMS (Variational Multiscale)
ont été développées pour la stabilisation des solutions numériques des équations Navier-Stokes. La méthode
SUPG est une version simplifiée de la méthode VMS, et les principales étapes donnant ces modèles sont
décrites dans Bazilevs et al. (2007).
L’idée de base des méthodes SUPG and VMS est d’approximer les petites échelles non résolues par :
u′ ≃ −τM RM (1.24a)
p′ ≃ −τC RC , (1.24b)
où τM et τc sont des constantes à fixer.
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où le terme de pénalisation Fi(t) est défini par :
– Modèle SUPG C [Nr] :
FSUPGi (t) = (ũ ·∇φi +∇ψi, τM RM (x, t))Ω + (∇ · φi, τC RC(x, t))Ω. (1.26)
– Modèle VMS D[Nr] :
FVMSi (t) = F
SUPG
i (t) + (ũ · (∇φi)
T , τM RM (x, t))Ω
− (∇φi, τM RM (x, t)⊗ τM RM (x, t))Ω
(1.27)
Les paramètres τM et τC peuvent être déterminés par des considérations d’échelles (Hugues et al., 1998),
et aucune modélisation ou empirisme n’est alors nécessaire. Ceci donne un modèle de fermeture POD ROM
"universel". Dans ce qui suit les paramètres τM et τC seront déterminés par une procédure optimale de telle
sorte que les coefficients temporels ai(t) soient aussi proches que possible des vecteurs propres temporels du
tenseur des corrélations (1.3).
La table 1.1 synthétise les différents modèles, où Nr est le nombre de modes POD utilisés pour construire
le modèle réduit POD ROM.
ROM Method
A[Nr ] Sans stabilisation
B[Nr,K] Stabilisation avec K modes POD de résidus
C [Nr] Stabilisation SUPG
D[Nr] Stabilisation VMS
Table 1.1 – Description des différents modèles réduits. Nr est le nombre de modes POD utilisés
pour construire le modèle réduit POD .
1.2.4 Résultats numériques des méthodes de stabilisation
La configuration d’écoulement et les paramètres utilisés sont les mêmes que ceux introduits à la sec-
tion §1.1.3. Le nombre de Reynolds est Re = 200 et nous avons utilisé Ns = 80 snapshots uniformément ré-
partis sur une période tourbillonnaire. Nous étudions les configurations instables observées à la section §1.1.3,
i.e. Nr = 5 et Nr = 3. Pour le modèle B[Nr;K] nous utilisons K = 2 modes de résidus. Ces deux modes sont
très différents des modes POD 4 et 5 utilisés pour A[5] (figure 1.10).
Les cycles limites obtenus avec les modèles B, C et D sont représentés sur les figures 1.11 et 1.12,
respectivement pour Nr = 5 et Nr = 3. Ces cycles limites représentent 1000 périodes. Ces cycles limites sont
comparés aux cycles limites obtenus par DNS, et nous observons un très bon accord entre tous les cycles
limites.
Afin de mettre en évidence les différences entre chaque modèle nous étudions la norme L2 des résidus
POD-NS (1.21). L’évolution temporelle de la norme L2 des résidus POD-NS obtenus par le modèle A (modèle
(1.20) ou (1.25) avec Fi = 0) avec Nr = 5 et Nr = 3 est représentée sur les figures 1.13(a) et 1.14(a),
respectivement. Nous observons une croissance initiale avant d’atteindre un régime asymptotique. Ceci peut
être expliqué par le fait que la dynamique converge vers un attracteur erroné (figure 1.7). Nous observons
même une divergence pour Nr = 3 (en accord avec la figure 1.9). Nous comparons l’efficacité des modèles B,
C et D sur les figures 1.13(b) et 1.14(b). Tous les modèles stabilisés donnent des solutions précises (norme
des résidus POD-NS faible). Pour Nr = 5 ou Nr = 3, les modèles C et D sont plus précis que le modèle B.
Comme on pouvait s’y attendre, le modèle VMS est même un petit plus précis que le modèle SUPG. En
conclusion pour la première méthode de stabilisation (modèle B), nous observons que le modèle à 5 modes
B[3;2] est stable et précis alors que le modèle à 5 modes A[5] ne l’est pas. La stratégie qui consiste à ajouter
beaucoup de modes POD pour stabiliser un modèle réduit n’est pas optimale. Il vaut mieux en effet ajouter
des modes appropriés comme les modes d’amortissement (figure 1.10).
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∇∧φ4 ∇∧φ4
∇∧φ5 ∇∧φ5
Figure 1.10 – Comparaison des modes POD originaux (gauche, modèle A[5]) avec les modes de
résidus (droite, modèle B[3;2]). Les valeurs négatives sont représentées en pointillés.










































Figure 1.11 – Comparaison des cycles limites DNS projetés (NS : ♦) et prédits (ROM : −−−)
sur1000 périodes pour les modèles B[5,2], C [5] et D[5] (tous les cycles sont confondus).











Figure 1.12 – Comparaison des cycles limites DNS projetés (NS : ♦) et prédits (ROM : −−−)
sur1000 périodes pour les modèles B[3,2], C [3] et D[3] (tous les cycles sont confondus).
1.3 Amélioration de la robustesse de la base POD
La POD a été initialement introduite par Lumley (1967) en 1967 pour identifier les structures cohérentes
d’un écoulement turbulent. Plus récemment, les modèles réduit POD ROM ont été utilisés pour des pro-
blèmes de contrôle d’écoulement (Ito et Ravindran, 1998; Ravindran, 2000; Graham et al., 1999b; Bergmann
et al., 2005; Bergmann et Cordier, 2008). Ceci permet de réduire significativement les coûts de calcul CPU,
notamment pour des optimisations par des méthodes adjointes. Le principal inconvénient pour le contrôle est
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(a) Modèle POD initial.
















Figure 1.13 – Evolution temporelle de la norme L2 des résidus POD-NS avec 5-modes.














(a) Modèle POD initial.












Figure 1.14 – Evolution temporelle de la norme L2 des résidus POD-NS avec 3-modes.
que la base POD est uniquement capable de donner une représentation optimale des snapshots utilisés pour
construire la base (Prabhu et al., 2001; Noack et al., 2003; Bergmann et Cordier, 2008) . Pour le contrôle
d’écoulement, différentes stratégies peuvent être utilisées pour construire des fonctions de base adaptées.
La première méthode, que nous décrivons à la fin de ce chapitre, consiste à générer une base globale
qui est robuste pour différents paramètres d’entrée du système. Par exemple il est possible de générer des
snapshots pour différentes lois de contrôle (Bergmann et Cordier, 2008) ou différents nombres de Reynolds (Ma
et Karniadakis, 2002). Une solution efficace que nous détaillerons est basée sur la CVT (Centroidal Voronoi
Tessellations), initialement proposée par Burkardt et al. (2004). Une autre solution que nous avions également
étudiée est de générer une large gamme de dynamiques en utilisant une loi de contrôle ad hoc (Bergmann
et al., 2005).
La seconde méthode est d’actualiser la base POD pendant le processus d’optimisation. La méthode que
nous avions développée, Trust Region Proper Orthogonal Decomposition (TRPOD), basée sur des idées de Fahl
(2000), illustre bien cette idée (Bergmann et Cordier, 2008)). Le principal défaut de la TRPOD est que la
base POD doit être entièrement réactualisée par DNS et nécessite de ce fait des coûts de calcul qui peuvent
être importants. Dans ce qui suit nous allons présenter des méthodes efficaces pour actualiser la base POD.
1.3 Amélioration de la robustesse de la base POD 23
Par exemple, nous allons essayer de construire une base POD pour une nombre de Reynolds Re2 = 200 en
partant d’une base POD construite pour Re1 = 100. Ces bases POD sont relativement différentes comme le











Figure 1.15 – Comparaison de quelques modes POD en iso-vorticité pour Re1 = 100 (gauche) et
Re2 = 200 (droite).
Nous allons présenter deux méthodes. La première méthode consiste à améliorer la représentativité de la
base en utilisant des approximations résiduelles de l’information manquante u′ and p′. Il s’agit d’une mise
à jour itérative (§1.3.1) qui utilise la même idée que celle présentée à la section §1.2.2. La seconde méthode
utilise des simulations DNS pour mettre à jour la base POD. Ces deux méthodes sont itératives. Notons
Φ ≡ Φ(n) la base obtenue au cours du processus itératif avec n le nombre d’itérations effectuées.
Nous avons Φ(0) = ΦRe1 et espérons Φ(+∞) = ΦRe2 . Le critère de convergence utilisé ici est la meilleure
projection de Φ(n) sur ΦRe2 , notée Φ ·ΦRe2 . Dans notre cas, pour Re1 = 100 et Re2 = 200, la valeur initiale
est ΦRe1 · ΦRe2 ≈ 0.5. La valeur désirée serait Φ(n) · ΦRe2 ≈ 1, avec le nombre d’itération n le plus petit
possible.
1.3.1 Une méthode basée sur les sous espaces de Krylov
Cette méthode est basée sur une application successive de l’opérateur de Navier-Stokes sur les résidus. Il
s’agit en fait de la version itérative de l’algorithme de stabilisation présenté à la section §1.2.2. L’adaptation du
sous espace POD est décrit en détail par l’algorithme 2 et est schématiquement représenté sur la figure 1.16.
L’intégration du POD ROM (1.20) est toujours effectuée avec le nombre de Reynolds Re ≡ Re2 (le nombre de
Reynolds Re intervient dans l’évaluation du terme B(m), voir équation (1.15b)). Tous les autres coefficients,
i.e. L(m), L(r), B(m), B(c), C(m), sont construits à partir la base POD courante, Φ = Φ(n), suivant (1.15).
Algorithme 2 (Adaptation de la base POD par une méthode de Krylov)
Commencer avec la base POD à adapter, Φi avec i = 1, . . . , Nr (dans notre cas construite avec Re =
Re1). Soit N0 = Nr et T = [0, T ] une période d’observation.
1. Construire et résoudre le modèle réduit ROM correspondant sur T avec Re = Re2 pour obtenir ai(t)
et extraire Ns snapshots ai(tk) avec i = 1, . . . , Nr et k = 1, . . . , Ns. Calculer les champs ũ(x, tk)),
p̃(x, tk) à partir de l’équation (1.11).
2. Calculer les résidus POD-NS R(x, tk) = (RM (x, tk), RC(x, tk))
T à partir de l’équation (1.21).
3. Calculer les modes POD Φ̃(x) = (φ̃(x), ψ̃(x))T à partir de la base de données des résidus POD-NS
R(x, tk), k = 1, . . . , Ns.




– Nr ← Nr +K
– Si Nr est inférieur à un seuil Nmax retourner à l’étape 1. Sinon, aller à 5.
5. Faire l’étape (1). A partir des champs ũ et p̃, effectuer une nouvelle compression POD avec Nr = N0.
– Si un critère de convergence est satisfait, arrêter. Sinon, retourner à l’étape 1.
Cet algorithme est une version simplifiée de l’algorithme GMRES (generalized minimal residual) pour les
systèmes linéaires (Saad et Schultz, 1986). Avant de tester cette méthode sur les équations de Navier-Stokes
Let Nr = N0. {Φi}
Nr
i=1 for Re1.
Construire et résoudre le ROM(Φ)
Extraire Ns snapshots ai(tk)
Calculer ũ(x, tk) et p̃(x, tk)
⇒ Echelles résolues Φ
Calculer les résidus R(x, tk)
à partir de ũ(x, tk) et p̃(x, tk)
Evaluer l’opérateur NS avec Re2
⇒ Echelles manquantes u′ = −τR
Effectuer une POD
à partir de R(x, tk)







Nr ← Nr +K
Effectuer une nouvelle POD
avec ũ(x, tk) et p̃(x, tk)
Extraire les N0 premiers modes Φi
Poser Nr = N0
if Nr < Nmax
if Nr ≥ Nmax
Figure 1.16 – Représentation schématique de l’adaptation de la base POD avec une méthode de
type Krylov.
(§1.3.1), nous allons la tester sur un modèle simple de l’équation de Burgers 1D(§1.3.1).
Equation de Burgers 1D















avec une condition initiale 5






and cs = 1.3, (1.29)
et les conditions aux limites
u(0, t) = 0,
u(L, t) = 0.
(1.30)
Cette équation est résolue dans le domaine D défini par :
D = {(x, t) ∈ [0, 1]× [0, 1]}.
5. La valeur de cs est choisie pour favoriser un choc dans le domaine de calcul D.
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Nous choisissons une base POD initiale ΦRe1 et une base POD cible ΦRe2 de telle sorte que ΦRe1 ·ΦRe2 ≈ 0.5,
i.e. Re1 = 50 et Re2 = 300 dans ce contexte. Nous utilisons 40 snapshots uniformément répartis sur T = [0, 1].
Une compariason de quelques modes POD pour Re1 et Re2 est représentée sur la figure 1.17. Des différences
significatives peuvent être observées. L’évolution du critère de convergence en fonction de nombre d’itération











































Figure 1.17 – Comparaison de quelques modes POD pour Re1 = 50 (−−−−) et Re2 = 300 (−−−).
est présentée sur 1.18. La convergence est obtenue avec environ 6 itérations. Nous avons donc adapté la base
POD sans DNS. La base POD pour Re2 peut même être déterminée en partant d’un seul mode (la condition
initiale normalisée par exemple), ou alors en partant de n’importe quelle autre base. Il s’agit donc d’une
méthode très efficace pour l’équation de Burgers. Voyons maintenant si cette méthode est aussi performante
pour les équations de Navier-Stokes.















Figure 1.18 – Evolution du critère de convergence en fonction du nombre d’itérations pour l’équation
de Burgers 1D.
Equations de Navier-Stokes 2D pour le cylindre confiné
Le cas test est l’écoulement confiné autour d’un cylindre de section carré en régime laminaire. Nous
prenons Re1 = 100 et Re2 = 200, et nous extrayons 40 snapshots uniformément distribués sur une période
tourbillonnaire T , et donc T = [0, T ]. Naturellement, au cours du processus d’adaptation de la base nous
devons également adapter la période T . Comme le montre la figure 1.19 nous n’obtenons pas de convergence.
L’algorithme est arrêté lorsque les coûts de calcul dépassent les coûts DNS (l’algorithme ne serait plus
performant). Des résultats similaires sont obtenus en utilisant 400 snapshots sur T = [0, 10T ]. L’information
contenue dans les résidus de Navier-Stokes n’est pas suffisante pour adapter la base POD, mais ils sont tout de
même nécessaires pour stabiliser le modèle réduit pour une dynamique donnée (voir §1.2.2). Une explication
possible est que l’approximation de échelles manquantes, u′(x, t) = −τMRM (x, t) et p′(x, t) = −τCRC(x, t),
est uniquement précise pour des très petites échelles, i.e. celles non retenues par la troncature POD. Les modes
de résidus ont donc uniquement un impact dissipatif. On peut alors se poser la question de savoir s’il est
possible de déterminer des paramètres τM et τC pour des échelles manquantes qui ne sont pas forcément
petites. La réponse n’est pas évidente, et une solution serait peut être de regarder U ′(x, t) = M(t)R(x, t),
avec M ∈ R3×3 pour les équations de Navier-Stokes 2D. Un pas en direction de l’algorithme GMRES complet






n, ..., ont été ajoutés à la base initiale.
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Figure 1.19 – Evolution de critère de convergence en fonction du nombre d’itérations pour les
équations de Navier-Stokes 2D.
L’opérateur A représente l’opérateur linéaire obtenu une discrétisation adaptée des équations de Navier-
Stokes, et donc AU = b(U). Les résultats n’ont pas réellement été améliorés. Une base d’Arnold relativement
large serait nécessaire et les coûts de calcul rendraient la méthode inefficace.
La section suivante présente un autre type d’algorithme qui couple POD ROM et DNS. Si la solution des
équations de Navier-Stokes vit sur un attracteur bien défini (en particulier, pas de changement de dynamique),
la DNS pourra être grandement accélérée en utilisant des fonctions de base POD (Sirisup et al., 2005) .
1.3.2 Une méthode hybride DNS/POD ROM
Il a été démontré que la représentativité énergétique POD décroît rapidement en dehors de l’intervalle
temporel de la base de données (snapshots) pour des écoulements 3D (Buffoni et al., 2006). Le but de ce qui suit
est alors de mettre à jour la base de données quand le temps évolue. De cette façon la base POD est actualisée
et représente fidèlement l’écoulement. L’idée est de remplacer les plus anciens snapshots par de nouveaux,
si possible avec un coût CPU réduit. Ces nouveaux snapshots sont obtenus en utilisant quelques simulations
du modèle détaillé (DNS). A partir de cette nouvelle base, un nouveau modèle réduit est construit et intégré
jusqu’à qu’un nouveau snapshot soit nécessaire. Cette procédure est alors répétée. La figure 1.20 présente
schématiquement l’algorithme utilisé. Posons Re1 le nombre de Reynolds utilisé pour construire la base POD
initiale, et Re2 le nombre de Reynolds associé à la nouvelle dynamique que l’on souhaite simuler. Toutes les
simulations (ROM et DNS sur la figure 1.20) sont effectuées avec Re = Re2. Après quelques itérations DNS,
ROMROMROM DNSDNS DNS
U(x, tk−1) U(x, tk) U(x, tk+1)
Time
Figure 1.20 – Représentation schématique d’une méthode hybride DNS-POD ROM pour améliorer
la base POD.
un nouveau snapshot est disponible. Avec ce snapshot nous actualisons la base de données (§1.3.2), puis nous
calculons le tenseur de corrélations (§1.3.2) et enfin nous calculons la nouvelle base POD (§1.3.2). Tous les
coefficients du ROM (1.20), i.e. L(m), L(r), B(m), B(c), C(m), sont construits avec la base POD actualisée, et
l’intégration est effectuée avec Re ≡ Re2. En effet, le nombre de Reynolds Re est nécessaire pour calculer B(m)
(voir (1.15b)). Pour obtenir une actualisation rapide et efficace de la base POD, des méthodes performantes
sont développées pour chaque étapes mentionnées ci-dessus.
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Modification de la base de données
Chaque snapshot de la base de donnée peut être évalué avec l’équation (1.7) :




Le nouveau snapshot peut être ajouté à la base de donnée ou alors il remplace le snapshot le plus ancien
(supposé le moins adapté à la nouvelle dynamique). La position du nouveau snapshot est notée s. Le nombre
de snapshots inclus dans la base de données est alors N = max(s,Ns). Le snapshot Us peut être décomposé
linéairement sur la base POD plus une partie orthogonale :
Ũ(x, ts)
[1,··· ,Nr] = Û [1,··· ,Nr](x, ts) +U
⊥
s (x, ts).
De manière générale on a :
Ũ(x, tk)
[1,··· ,Nr] = Û [1,··· ,Nr](x, tk) + δksU
⊥(x, ts),
où δ est le symbole de Kronecker.
Evaluation du tenseur des corrélations temporelles
Afin de réduire les coûts de calcul CPU le tenseur des corrélations C est calculé en utilisant la décompo-






































































L’évaluation de cette matrice est très rapide. En effet, il n’est pas nécessaire de calculer toutes les corré-
lations en espace mais uniquement sur les coefficients temporels plus l’auto-corrélation U⊥s pour évaluer la
composante Css.
Actualisation de la base POD
Toutes les quantités évaluées avant le calcul du tenseurs des corrélations (1.32) sont notées avec l’exposant

































































































i (x) + S
(n+1)
k (x). (1.33)




, la nouvelle base POD peut être obtenue
de l’ancienne à partir de l’application linéaire ϕ : Rn × Rn 7→ Rn × Rn définie par :
ϕ : φ(n) 7→ φ(n+1) = φ(n)K(n+1) + S(n+1). (1.34)
L’actualisation de la base POD est alors très rapide (il n’est pas nécessaire de reconstruire une nouvelle base).
Résultats numériques
Le tenseur des corrélations est évalué avec 40 snapshots uniformément répartis sur une période. Nous
testons tout d’abord la méthode d’approximation du tenseur des corrélations introduit à §1.3.2. Une com-
paraison des valeurs propres entre tenseur exact (évalué avec U) et approché avec Ũ [1,··· ,Nr] (avec Nr = 5
et Nr = 11 modes) est présentée sur la figure. (1.21). Dans les deux cas l’information relative RIC(Nr)
est supérieure à 99%. Les Nr premières valeurs propres approchées sont en très bon accord avec les valeurs
propres exactes. Toutes les autres valeurs propres pour n > Nr approchées sont égale à zéro sauf pour λNr+1,
ce qui indique une contribution non nulle de la partie orthogonale U⊥.













index des modes POD
Ũ [1,··· ,5]
U ≡ Ũ [1,··· ,40]
Nr = 5
Contribution de U⊥
(a) Nr = 5.













index des modes POD
Ũ [1,··· ,11]
U ≡ Ũ [1,··· ,40]
Nr = 11
Contribution de U⊥
(b) Nr = 11.
Figure 1.21 – Comparaison des valeurs propres entre tenseur exact (évalué avec U) et approché
avec Ũ [1,··· ,Nr ] (avec Nr = 5 et Nr = 11 modes).
Les résultats de l’actualisation de la base POD avec la transformation linéaire introduit à la section 1.3.2
est présentée sur la figure 1.22. Une étape d’actualisation de l’écoulement transitoire entre Re1 = 100 et
Re2 = 200 est présentée.
Pour la méthode hybride POD-DNS nous considérons la base initiale ΦRe1 et la base cible ΦRe2 , qui
correspondent à des nombres de Reynolds Re1 = 100 et Re2 = 200. La figure 1.23 présente l’évolution
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Figure 1.22 – Modification des fonctions de base POD avec l’application linéaire ϕ. Représentation
en lignes de courant.
du critère de convergence Φ · ΦRe2 en fonction du nombre de périodes tourbillonnaires (et donc le nombre
d’actualisation de bases) pour différents pourcentages de DNS. On note TNS et TROM les intervalles de temps
utilisés par la DNS et le POD ROM 6 et le pourcentage de DNS est défini par PNS = TNS/(TNS + TROM ).
La simulation avec PNS = 100% ne fait pas intervenir de POD ROM. Seulement 10 périodes tourbillon-
naires sont suffisantes pour converger vers la bonne base POD. Ce temps est nécessaire pour atteindre le
régime asymptotique à Re2. Des résultats similaires sont obtenus avec PNS = 90% et PNS = 80%, et égale-
ment avec une précision moindre avec PNS = 80%. Cependant, nous n’observons pas de réelle convergence
avec PNS = 70%. Un grand pourcentage de DNS est tout de même nécessaire pour atteindre la convergence.
Une explication de ce phénomène est donné sur la figure 1.24. Puisque la base POD n’est pas bien adaptée
pour donner une bonne représentation de l’écoulement courant la solution s’éloigne du bon cycle limite. Si la
DNS est capable de corriger cette erreur (voir figures 1.24(a) and 1.24(b)), la convergence est obtenue. Sinon
(voir figure 1.24(c)), la convergence ne peut pas être atteinte























nvs, nombre de périodes tourbillonnaires (n = 40nvs).
Figure 1.23 – Evolution de critère de convergence en fonction de nombre de période tourbillonnaires.
Le temps de calcul engendré par le ROM est négligeable par rapport au temps de calcul DNS. De même
l’actualisation de la base décrite dans la section 1.3.2, 1.3.2 et 1.3.2 ne nécessitent pas de coûts de calcul
importants. En pratique nous avons estimé une réduction globale des coûts de calcul de la méthode hybride
POD-DNS d’environ 20% en comparaison avec une DNS pour un changement de dynamique (modification
du Reynolds). Naturellement, sur une dynamique bien définie, nous pourrons utiliser presque 100% de ROM.
Les POD ROM peuvent donc être considérés comme de vrais accélérateurs de simulations numériques.













(c) PNS < 70%.
Figure 1.24 – Représentation schématique de la convergence de la méthode hybride DNS-POD.
· · · · cible exacte ; −−− POD ROM ; −−−−− DNS.
1.3.3 Construction d’une base POD robuste : Iterative Centroidal Voronoi Tes-
selation (ICVT)
Ce travail a été réalisé dans le cadre du projet européen FFAST, et est décrit dans les documents de Berg-
mann et al. (2012a,b).
Configuration d’étude
Le but de cette section est de construire une base POD qui soit robuste vis à vis de paramètres d’entrée
du système. La construction de la base POD est effectuée "off-line" et elle n’est donc pas réactualisée. Par
exemple, Braconnier et al. (2011) ont utilisé une méthode dite leave-one-out pour déterminer à quel endroit du
sous espace considéré il est nécessaire d’enrichir la base POD. Nous avons opté pour une méthode différente
dans cette étude. Le travail de cette dernière section a été effectué lors du projet FP7 FFAST piloté par par
l’université de Bristol (UK) avec Airbus UK. Le cas test est un écoulement compressible autour d’un profile
d’aile 2D qui oscille sinusoïdalement autour de son centre de masse. Les paramètres d’entrée du système
sont donc l’amplitude et la fréquence des oscillations. Ce travail à été réalisé avec Haysam Telib (OPTIMAD
Engineering http://www.optimad.it, spin off du Politecnico di Torino).
Nous avons considéré le même profil d’aile NACA0012 oscillant que dans le rapport AGARD-R702. Le
centre de rotation est situé à 25% de la corde. Ce test correspond à un nombre de Mach 0.6 à l’infini. Le
nombre de Reynolds dans les expériences est 4.8 × 106, et nous avons fait l’approximation d’un écoulement
sans viscosité. L’espace des paramètres d’entrée est en deux dimensions : la fréquence des oscillations varie
entre f1 =30Hz et f2 =70Hz (le cas CT1 : 50Hz) et l’amplitude des oscillations varie entre α10 = 1.6̊ et
α20 = 3.6̊ (CT1 : 2.5̊ ). Le domaine de calcul est Ω = 30c × 20c, où c est la corde du profile d’aile. Le
profil est positionné avec 10c au dessus, 10cen dessous, 10c an amont et 20c en aval. Le maillage utilisé est
(4.8 × 103) × (4.8 × 103). La condition initiale est est un écoulement non perturbé uniforme. L’intégration
temporelle est poursuivie jusqu’à obtention d’un cycle périodique qui correspond approximativement à deux
périodes d’oscillations (voir figure 1.25). Le code de calcul et les simulations numériques sont réalisés avec
le code CoCoFlo par Haysam Telib. Des snasphots du nombre de Mach sont représentés sur la figure 1.26.
Figure 1.25 – Coefficient de force normale en fonction de l’angle. Résultats DNS et expérimentaux
d’AGARD R702.
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Nous avons alors développé et implémenté un algorithme d’échantillonnage du sous espace engendré par les
(a) t = τ (b) t = τ + T
2
Figure 1.26 – Nombre de Mach.
paramètres d’entrée (f et α) afin d’enrichir les fonctions de base POD. L’objectif de cette procédure est de




Pour être plus précis nous construisons 3 bases POD, une pour la vitesse du son a, une autre pour la pression
p, et enfin une autre pour la vitesse u (variable primitive). De même, lorsque nous parlerons d’erreur associée
à la base POD, nous étudierions en fait l’erreur moyenne sur les 3 bases 7. Puisque le profil d’aile bouge en
espace (il oscille), nous avons décidé de réaliser toutes les corrélations spatiales sur le domaine entier Ω privé
d’un sous domaine rectangulaire entourant le profil d’aile. Un exemple de fonctions de base ainsi obtenues est





Figure 1.27 – Fonctions de base POD pour la pression (gauche) et la vitesse verticale (droite).
7. Ceci est tout à fait arbitraire, et des pondérations plus judicieuses pourraient être effectuées au besoin pour
donner plus d’importance à certaines quantifiés
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Figure 1.28 – Spectre des valeurs propres pour les composantes de vitesse u et v, la pression p et
la vitesse du son a.
Méthode
L’idée principale est de construire itérativement un diagramme de Voronoi ainsi que la triangulation de
Deulaunay associée 8 basés sur l’erreur de projection POD. Cette procédure est décrite dans Bergmann et al.
(2013) et est une extension des travaux que nous avions réalisés dans le cas monodimensionnel (Lombardi et al.,
2011). Soit Pn le jeu de points P1, · · · , Pn dans l’espace des paramètres qui correspondent aux simulations
Navier-Stokes déjà réalisées, et soit Tn la triangulation de Deulaunay associée. Nous construisons M fonctions
de base POD 9 φi, i = 1, · · · ,M à partir des simulations aux points P1, · · · , Pn. Nous déterminons ensuite
l’erreur de représentation E(Pk), k = 1, · · · , n, qui correspond à la norme L2 des résidus de la projection
des solutions détaillées (DNS) aux points Pk sur la base φi, i = 1, · · · ,M . Soit V (Ts) la base formée par les
points Ts ∈ Tn. Nous sélectionnons le triangle Tmax ∈ Tn sur lequel l’erreur Pk ∈ V (Ts) (le produit de son
aire avec la somme des erreurs aux sommets E(Pk)) est maximale. Le point suivant de la triangulation est
le barycentre de Tmax. Avec ce nouveau point, nous construisons une nouvelle triangulation de Deulaunay. A
chaque itération nous avons alors besoin de recalculer une nouvelle triangulation de Deulaunay.
Nous réalisons tout d’abord une transformation du sous espace S = [α10, α
2
0] × [f
1, f2] sur la carré unité
(α0 = [α10, α
2
0] 7→ A = [0, 1] et f = [f
1, f2] 7→ F = [0, 1]). La figure 1.29 représente une itération donnée de
l’algorithme d’enrichissement avec 8 triangles relatifs à 7 points de simulation construits initialement avec
les points P1, P2, P3, P4. La triangulation de Delaunay (en rouge)) et la tessellation de Voronoi (en bleu)
sont présentés. Le nouveau point P8 est ajouté au barycentre du triangle P2, P4, P5 d’erreur maximale. Cette
procédure peut être étendue à des sous espaces de paramètres d’entrée de dimensions supérieures 10
Résultats
Nous commençons le processus d’enrichissement à partir d’une base POD, appelée BInitial, construite
avec les simulations numériques (DNS) des points P1, P2, P3 et P4 (voir Fig. 1.30). Nous extrayons 20
réalisations temporelle uniformément réparties sur une période d’oscillation pour chaque point Pi, 1 ≤ i ≤ 4.
8. La triangulation de Deulaunay est le dual du diagramme de Voronoi
9. Le nombre de modes POD M est arbitraire, et il est gardé constant dans tout le processus d’enrichissement de
la base POD. Une étude de convergence de ce paramètre pourra être nécessaire.
10. Nous savons que la triangulation de Deulaunay existe, même si sa construction est moins triviale à partir
d’hypersphères.
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(a) itération typique (itération 3) (b) un nouveau point P8 est ajouté et la triangulation est
mise à jour
Figure 1.29 – Exemple d’une itération du processus d’enrichissement de Voronoi. Le sous espace S
est représenté.
Figure 1.30 – Echantillonnage des paramètres d’entrée.
A partir de ces points, 4 nouveaux points P5, P6, P7 et P8 ont été rajoutés itérativement avec la méthode
décrite précédemment. Une base sous optimale, notée BSubopt, est alors construite avec ces 8 points, P1 à
P8. Nous voulons comparer cette base sous optimale avec une autre base construire arbitrairement avec 8
points. Le plus naturel est de construire une base avec des points uniformément répartis sur le sous-espace
des paramètres d’entrée. On note BUniform cette base construite avec les points P1 à P4 et les points P9 à
P12 où des DNS sont réalisées. La table 1.2 récapitule les points de simulations utilisés pour construire chaque
base POD.
La précision des 3 bases POD est évaluée en calculant la norme L2 de l’erreur de projection des tous
les points à disposition (P1 à P12) sur chaque base POD, voir la table 1.3. L’erreur PT représente l’erreur
moyenne sur tous les points P1 àP12. La base BSubopt présente l’erreur la plus faible avec une réduction de
l’erreur d’environ 15% par rapport à la base BUniform. Il est également intéressant de noter que les erreurs
sur les points P9 à P12 qui ne sont pas inclus dans la base POD BSubopt sont très proches des erreurs obtenues
avec BUniform (qui inclue ces points). La réciproque n’est pas aussi bien vérifiée. Ceci mais en lumière la
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base POD P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12
BInitial uniforme X X X X
BUniform uniforme X X X X X X X X
BSubopt sous optimale X X X X X X X X
Table 1.2 – Bases POD utilisées.
robustesse de la base POD obtenue avec la processus d’enrichissement proposé.
E P1 P2 P3 P4 P9 P10 P11 P12 P5 P6 P7 P8 PT
BInitial 3.71 3.75 7.36 4.80 6.20 5.25 5.58 3.80 4.69 4.53 3.75 4.63 4.82
BUniform 3.85 4.07 6.70 5.29 4.91 4.20 4.87 4.18 4.38 4.29 3.89 4.45 4.60
BSubopt 3.24 3.23 5.42 5.41 5.11 4.62 4.99 4.20 3.74 3.37 3.01 3.06 4.08
Table 1.3 – Erreur de projection L2 (×104). L’erreur moyenne PT est évaluée sur les 12 points Pi.
Les bases BUniform et BSubopt sont calculées avec 160 snapshots. La base BInitial est calculée avec
80 snapshots.
1.4 Conclusions et perspectives
Le but de ce chapitre était de présenter des méthodes pour améliorer les modèles réduits (ROM) construits
par décomposition orthogonale aux valeurs propres (POD). En effet, la POD est une méthode très efficace
pour construire des modèles réduits, mais possède également quelques inconvénients : (i) en général, la POD
est construite à partir des champs de vitesse et la pression doit être modélisée, (ii) il est nécessaire de modéliser
les effets des petites échelles non résolues par le POD ROM dans lesquelles s’effectue une grande partie de
la dissipation visqueuse, et (iii) les fonctions de base POD sont uniquement capables de bien représenter la
dynamique d’écoulement que présente la base de données (snapshots).
Nous avons proposé une méthode pour construire un modèle réduit POD étendu au champ de pression.
La construction de ce modèle n’engendre pas de coûts réellement supérieurs par rapport au modèle classique
construit sur les champs de vitesse. L’utilisation de ce modèle à pression permet de s’affranchir de la mo-
délisation du terme de pression dans le ROM. Il est de plus possible d’évaluer les résidus de l’opérateur de
Navier-Stokes évalué avec les champs de vitesse et de pression reconstruits par POD. Bien que ce modèle
donne de bons résultats, il est tout de même nécessaire de modéliser l’effet des échelles non résolues.
A cet effet, plusieurs méthodes de stabilisation du modèle réduit ont été proposées. L’idée est de modéliser
l’effet des échelles non résolues en utilisant les résidus de l’opérateur de Navier-Stokes évalué avec les champs
POD. La première méthode consiste à augmenter la taille du sous espace POD en ajoutant quelques modes
POD des résidus. Cette méthode permet de stabiliser une base POD qui était nativement instable. Nous
avons par exemple montré sur notre cas test qu’un modèle POD à 5 modes n’état pas stable (plus exactement
pas précis), mais qu’un modèle à 5 modes avec 3 modes POD classiques plus 2 modes POD de résidus permet
d’améliorer significativement la précision du modèle. De plus cette stabilisation n’introduit aucun paramètre
empirique. Dans la seconde approche les échelles non résolues sont approchées. Des méthodes de type SUPG
et VMS ont été développées et donnent de très bons résultats. Dans ce cas, 2 paramètres doivent être ajustés
(ou optimisés). Dans certains cas particuliers, Hugues et al. (1998) ont montré que ces paramètres pouvaient
être obtenus avec des arguments physiques pour les équations de Navier-Stokes.
Finalement, nous avons proposé des méthodes pour améliorer la représentativité du sous espace propre
POD. La première classe de méthodes consiste à adapter itérativement la base POD quand la dynamique de
l’écoulement évolue (variation de paramètres d’entrée ou paramètres de contrôle). Nous avons initialement
étudié une méthode de Krylov. Cette méthode consiste à ajouter itérativement des modes POD de résidus
quand la dynamique évolue (il s’agit de la version itérative de la première méthode de stabilisation du ROM).
Quand la taille de la base dépasse un seuil fixé, une nouvelle compression POD est effectuée. Cette méthode
donne de très bons résultats pour l’équation de Burgers 1D mais ne rencontre pas le même succès pour les
équations de Navier-Stokes 2D où la convergence, si elle existe, est très lente. Une explication est que les
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échelles non résolues ne sont pas forcément des petites échelles, et leur approximation sur les résidus n’est
peut être pas adaptée. Ensuite, nous avons développé une méthode hybride qui couple POD ROM et DNS.
L’idée est de modifier et d’actualiser la base de données quand la dynamique évolue, de telle sorte que la base
de donnée soit toujours adaptée à la dynamique. Cette méthode, couplée avec des algorithmes très efficaces
pour actualiser les fonctions de base POD, donne de très bons résultats si un certain seuil de DNS est effectué.
La seconde classe de méthode consiste à construire une base globale qui soit robuste vis à vis d’un sous
espace de paramètres d’entrée du système de façon à ne pas réactualiser la base au cours d’un éventuel
processus d’optimisation. Nous avions déjà développé une méthode pour calculer une base dite généralisée en
utilisant une loi de contrôle qui balaye un ensemble de dynamiques dans un sous espace considéré (Bergmann
et al., 2005). Cette méthode est très efficace mais nécessite tout de même un certain empirisme dans le choix
de la loi de contrôle. Nous avons ici proposé une méthode sans empirisme basée sur la CVT (centroidal
voronoi tesselation). Cette base POD est construite itérativement en ajoutant des points dans les zones du
sous espace, formé par les paramètres d’entrée, dans lesquelles une approximation de l’erreur est maximale.
L’approximation de l’erreur est basée sur les résidus, et la construction de nouveaux points est basée sur une
triangulation de Delaunay (dual de la CVT). Cette méthode est très robuste, l’erreur étant approximativement
constante sur tout le sous-espace considéré.
Enfin, comme il sera mentionné plus en détail dans la conclusion générale de ce manuscrit, je vais m’intéres-
ser à d’autres types de méthodes de réduction de modèle comme la PGD (Proper Generalized Decomposition).
Ceci sera effectué via une thèse que je vais co-encadrer avec Mejdi Azaiez (I2M, Bordeaux) et Angelo Iollo.
Cette thèse concerne la simulation numérique du processus décrivant le stockage d’énergie par changement
de phase, en partenariat avec la société espagnole ABENGOA 11.
Finalement, pour conclure réellement avec les modèles réduits construits par POD, on peut dire plusieurs
choses. Tout d’abord, les modèles réduits POD n’ont rien de magique comme on peut le penser au premier
abord (du moins comme je l’avais imaginé naïvement en commençant ma thèse). Ils peuvent être très utiles
pour la compression de données par exemple, ou pour l’interpolation. Par contre, la prédiction est plus
délicate. En effet, nous pouvons rencontrer des problème de stabilité et de robustesse comme il a déjà été
mentionné. Ensuite, avec un certain recul, nous pouvons dire que les modèles réduits POD peuvent être
efficacement utilisés conjointement avec une connaissance a priori de la physique étudiée. Il faut donc prendre
de nombreuses précautions, que ce soit sur la construction de la base ou sur la construction du modèle. La
"magie" de la POD peut opérer sur des problèmes simples (burgers monodimentionnel, par exemple), mais dès
que la complexité croît (Navier-Stokes), il n’en va plus de même. Par exemple, la construction de bases POD
a priori (i.e. sans avec recours à des simulations numériques) est efficace pour de simples problèmes, mais
pas pour Navier-Stokes. Après avoir un temps cherché des solutions pour encore améliorer les modèles réduits
POD, j’ai décidé de réorienter quelque peu mes activités de recherches, mais sans abandonner les modèles
réduits. En effet, la dernière section consacrée à la construction d’un base robuste a été réalisée récemment
dans le cadre du projet européen FFAST. Mes activités les plus récentes concernent la modélisation et la
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Introduction et motivations de l’étude
Cette partie a été initiée dès 2009 dans l’ANR CARPEiNTER portée par Angelo Iollo. En particulier,
il était question de développer et d’implémenter des méthodes numériques efficaces pour la simulation et le
contrôle de phénomènes physiques qui intervennent dans de nombreuses applications. L’application centrale
est la mécanique des fluides. Nous nous sommes néanmoins intéressés à des problèmes en aérodynamique, en
environnement, et dans un contexte biologique en utilisant un paradigme innovant basé sur l’utilisation de
grilles cartésiennes, de pénalisation volumique et frontières immergées, ainsi que de fonctions level set. L’uti-
lisation de grilles cartésiennes permet d’éviter les problèmes de maillage et remaillage pour des géométries
complexes, et permet également d’utiliser des schémas numériques simples et précis. La pénalisation volu-
mique, initialement développée à Bordeaux par Angot et al. (1999), est une technique efficace pour imposer
implicitement les conditions aux limites sur des obstacles immergés. La pénalisation permet d’appréhender
le calcul des interactions fluide structures, et des interactions multi physiques en général, pour des coût de
calculs réduits avec une mise en place simplifiée. Les fonctions level set décrivent les géométries d’une façon
non paramétrique, et les changements topologiques dus à la nature physique ou à l’optimisation peuvent
facilement être pris en compte. Notre objectif est de résoudre des problèmes réalistes en développant un code
de calcul qui prend avantage de la structure cartésienne de la grille pour un calcul massivement parallèle.
Le but final est de simplifier la mise en route des simulations numériques. En effet, il est souvent difficile
d’initialiser les simulations : on a besoin d’un maillage pour la structure et d’un maillage pour le fluide, qui
en général coïncide avec le maillage de la structure. Le temps de développement est alors très important, et
à reproduire pour chaque étude où la géométrie change. Notre objectif est de faire un premier pas vers se
que l’on nomme Drag And Drop Simulation. On veut remplacer le temps de développement ingénieur pour
la mise en route des simulations par du temps machine en profitant des nouvelles architectures massivement
parallèles des clusters de calcul.
Cette partie se compose de trois chapitres (chapitres 2, 3 et 4), dont le dernier reste encore dans un stade
exploratoire.
Le chapitre 2 a pour but de présenter le modèle physique étudié, à savoir les équations de Navier-Stokes
incompressibles, et les méthodes numériques communes utilisées dans les chapitres suivants. Au besoin, des
méthodes numériques spécifiques sont introduites dans chaque chapitre. En particulier nous présenterons le
suivi et la capture d’interface §2.2 avec notamment les méthodes utilisant les fonctions level set, et plus parti-
culièrement la fonction distance signée §2.3. Nous présenterons ensuite les méthodes de modélisation des écou-
lements fluides en présence d’interfaces fluide/structure, fluide/fluide voire fluide/fluide/structure §2.4. Une
fois que nous aurons établi les différents modèles, nous proposerons des méthodes numériques pour résoudre
les interfaces fluide/structure §2.5, les interfaces fluide/fluide §2.6, et les interfaces fluide/fluide/structure §2.7.
Enfin, le code de calcul NaSCar 12 est présenté et brièvement validé §2.8. Les méthodes spécifiquement déve-
loppées pour les interactions fluide/structure sont publiées dans Bergmann et Iollo (2011) et Bergmann et al.
(2014b)
Le chapitre 3 présente une application d’écoulement autour d’obstacles qui se déforment et se déplacent
dans le fluide : le déplacement autopropulsé de nageurs de type poissons. Dans tout ce chapitre, nous imposons
une nage paramétrique §3.2 en déformant la ligne médiane du corps que nous appellerons colonne vertébrale.
Dans tout ce qui suit, nous nous intéresserons aux mécanismes de la nage, et plus particulièrement à des
aspects liés à des considérations énergétiques de la nage. Nous avons naturellement commencé par étudier
des nageurs plongés dans un écoulement bi-dimensionnel §3.3. Nous avons en particulier comparé l’efficacité
énergétique pour différents nageurs (différents profils et différentes lois de nage). Nous nous sommes éga-
lement intéressés à la nage en groupe ou la nage intermittente. Après cette entrée en matière, nous nous
sommes intéressés à des nageurs de type poissons dans un écoulement tridimensionnel §3.3. L’efficacité de la
nage en fonction de la loi imposée a été considérée. Nous nous sommes ensuite concentré sur la rigidité ou
flexibilité de la nageoire caudale. Nous avons observé que, pour certains paramètres de rigidité, l’efficacité
peut être améliorée de plus de 30%. Différents prototypes de nageurs tels que des méduses ou des raies ont
également été brièvement étudiés. Enfin, nous nous sommes intéressés à ce que l’on appelle Drag And Drop
Simulation. Ceci consiste à effectuer des simulations numériques à partir d’un corps défini par des images
(photographies). A partir de photographies d’un poisson, nous calculons le squelette (avec une technique de
12. Navier-Stokes Cartésien
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squelettisation en collaboration avec Cédric Galusinski et Christian N’Guyen de l’IMATH à Toulon) puis
nous reconstruisons des profils associés à une loi de nage. Le champ de déplacement d’une image à l’autre
est déterminé par transport optimal. Enfin, à partir de ces profils et champs de déplacement, nous pouvons
effectuer une simulation numérique. Une partie des résultats de ce chapitre est publiée dans Bergmann et
Iollo (2011), Bergmann et al. (2014b) et dans le proceeding Bergmann et al. (2014a).
Le chapitre 4 présente les premiers résultats obtenus pour des systèmes de récupération de l’énergie. Ce
chapitre est encore dans un état relativement exploratoire. La première application est toujours un obstacle
qui se déplace dans un fluide : il s’agit d’une éolienne. Cette étude a été initiée en 2010 par une collaboration
avec la PME VALEOL 13, filière du groupe VALOREM 14. VALEOL est une société localisée à Bégles en
Gironde. Un de leurs objectifs est d’optimiser des pales d’éoliennes, et en particulier d’étudier le potentiel
bénéfice d’ajouter des appendices aux pales existantes. Je co encadre actuellement la thèse CIFRE de Xin Jin.
Le but de ce projet est de réaliser une chaîne de conception pour optimiser la forme d’une pale. Les coûts de
calculs associés à une simulation tridimensionnelle d’une turbine éolienne sont très élevés et ne permettent pas
d’effectuer une optimisation via une simulation haute fidélité. Nous avons alors opté pour une modèle simplifié
bidimensionnel axisymétrique. Le code associé s’appelle VALDAG 15 et a été développé dans le cadre de la
thèse de Xin. Ce code, avec une interface graphique java, permet de calculer (via quelques approximations)
la puissance que peut extraire le rotor pour différentes vitesses de vent. Il est également possible d’optimiser
la pale pour répondre aux attentes industrielles. Actuellement l’optimisation agit uniquement sur le l’angle
d’attaque pour toute section de la pale. Idéalement, la pale à optimiser sera testée par le solveur 3D NaSCar.
Beaucoup de travail reste cependant à accomplir sur ce solveur pour le rendre fiable pour des simulations
avec des nombres de Reynolds très élevés, et donc des couches limites turbulentes qu’il est actuellement
impossible de calculer avec la méthode décrite au chapitre 2. La seconde application est encore plus récente
et consiste à extraire l’énergie de la houle par des structures articulées en forme de serpents de mers. Cette
étude est réalisée en collaboration avec Lisl Weynans (IMB) et Francky Luddens (post-doc INRIA, IMB)
sur l’interaction bi fluide et level set, ainsi qu’avec Pierre Lubin (I2M, Bordeaux) pour son expertise de la
houle. Cette application couple deux fluides (air et eau) avec une structure articulée qui est élastique. Avant
d’arriver à cette application nous avons testé le solveur qui couple un fluide avec une structure, puis le soldeur
bi fluide. Des validations restent cependant à effectuer. Certains résultats de ce chapitre sont publiés dans les
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2.1 Introduction
Ce chapitre a pour but de présenter les modèles étudiés ainsi que les méthodes numériques associées
pour résoudre différents problèmes issus de la mécanique des fluides. Le point central est de modéliser et
de simuler des problèmes faisant intervenir des interfaces entre différents milieux : on considérera des in-
terfaces fluide/structure et fluide/fluide ou encore fluide/fluide/structure. De grandes déformations peuvent
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être présentes dans le cas d’une interface entre deux fluides, et il est donc nécessaire de pouvoir suivre ce
type d’interfaces de façon précise. Le paragraphe §2.2 présentera deux classes de méthodes qui permettent
de suivre précisément les interfaces. La première est basée sur un suivi lagrangien où un remaillage est
nécessaire à chaque instant. La seconde est basée sur une méthode eulérienne qui permet de représenter
l’interface sur un maillage fixe, comme un maillage cartésien par exemple. En particulier, nous utiliserons
des fonctions level set tout au long de ce manuscrit §2.3. Nous présenterons ensuite quelques modèles d’écou-
lements fluides pour différents types d’interfaces §2.4 avec les conditions aux limites associées. Une fois ces
modèles présentés, nous proposerons des méthodes numériques pour résoudre ce type d’écoulements sur des
maillages cartésiens avec des interfaces fluide/structure §2.5, des interfaces fluide/fluide §2.6, puis des inter-
faces fluide/fluide/struture §2.7. Enfin, le code de calcul NaSCar sera brièvement présenté §2.8
2.2 Suivi et capture d’interface : choix du maillage
Deux approches peuvent être utilisées pour représenter une interface entre deux phases différentes (que
ce soit fluide/solide ou fluide/fluide). La première consiste en un suivi Lagrangien de marqueurs (particules)
sans masses initialement répartis sur l’interface. Cette technique est adaptée pour représenter une interface
évolutive fluide/solide pour des petites déformations. Nous utiliserons cette technique dans la suite sur certains
exemples, notamment dans les chapitres 3 et 4. Une autre approche est de représenter implicitement l’interface
à l’aide d’une fonction scalaire. La capture de l’interface est identifiée à l’iso ligne zéro de cette fonction
scalaire. Cette méthode Eulérienne permet de modéliser les grandes déformations qui peuvent intervenir
lorsque l’on souhaite suivre une interface fluide/fluide comme présenté au chapitre 4. Cette fonction peut
prendre différentes formes comme un champ de phase ou une fonction level set. Dans la suite nous utiliserons
principalement une fonction level set qui est la distance signée à l’interface. Ce choix repose principalement
sur les propriétés mathématiques que présente la fonction distance.
2.2.1 Approches Lagrangiennes : suivi d’interfaces
L’interface fluide/fluide ou fluide/structure peut être suivie par des marqueurs ou particules sans masses.




Suivant le type de méthode utilisé, la vitesse ui sera soit interpolée sur un maillage fluide qui ne coïncide
pas avec les particules, soit directement évaluée sur le nœud du maillage fluide si celui ci coïncide avec les
particules.
Les marqueurs de volume basés sur la méthode Marker And Cells (MAC)
La méthode MAC a été initialement développée par Harlow et Welch (1965) pour simuler des écoulements
visqueux incompressibles à surface libre, i.e. en présence d’une seule phase. Le fluide est résolu dans un
domaine Ω discrétisé sur une grille fixe, en général cartésienne. Le fluide occupe uniquement un sous domaine
Ωf délimité par l’interface Γ (voir figure 2.1(a)). Des marqueurs sont initialement (uniformément) répartis
dans Ωf et transportés via l’équation (2.1). L’interface est alors déterminée sur le maillage fluide par la
présence ou non de marqueurs d’une cellule à l’autre. Cette méthode a ensuite été beaucoup étudiée, et des
développements vers des problèmes diphasiques ont été apportés peu après par Daly (1967). Cette méthode
est performante pour déterminer les séparations ou jonctions de l’interface, ainsi que pour conserver le volume.
Cependant, puisque l’interface est identifiée par la présence ou non de marqueurs d’une cellule fluide à l’autre,
il est nécessaire d’introduire beaucoup de marqueurs en comparaison du nombre de cellules fluides. De plus,
en présence de grandes déformations, il est également nécessaire de redistribuer (de remailler) ces marqueurs
sur la grille fluide. Le temps de calcul associé à cette méthode peut alors devenir rapidement prohibitif,
notamment pour des problèmes en trois dimensions.
Les marqueurs de front
La méthode des marqueurs de front est une extension des marqueurs de volume bifluide qui a été initiale-
ment proposée par Daly (1968). Cette méthode propose de distribuer et suivre des marqueurs sur l’interface
uniquement (voir figure 2.1(b)). De cette manière, l’interface peut être calculée très précisément en reliant
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les marqueurs voisins par des splines de degrés élevés. Bien qu’étant a priori attractive, cette méthode pos-
sède également quelques défauts. Il n’est pas aisé de simuler des coalitions et ruptures de l’interface. Il peut
également être nécessaire de redistribuer les marqueurs sur l’interface. De plus, l’extension aux écoulements












(b) Marqueurs de fronts.
Figure 2.1 – Représentation schématique de la méthode de marqueurs.
2.2.2 Approches Eulériennes : capture d’interface
L’idée des méthodes eulériennes de capture d’interface est d’utiliser un champ scalaire, ayant des valeurs
différentes dans chaque phase, qui permet de reconstruire implicitement l’interface. Ce champ scalaire, notée
φ par exemple, est alors transporté par la vitesse locale u(x, t) de l’écoulement 1 :
∂φ
∂t
+ u ·∇φ = 0. (2.2)
Si le fluide est incompressible (∇ · u = 0), l’équation (2.2) peut se réécrire sous la forme :
∂φ
∂t
+∇ · (φu) = 0. (2.3)
Ce champ est capable de gérer aisément les ruptures d’interface, et dans certains cas de conserver des propriétés
utiles telles que la masse, ou de permettre un calcul précis de la courbure. Plusieurs méthodes sont couramment
utilisées comme la méthode Volume Of Fluid (VOF), la méthode level set ou la méthode des champs de phase.
Nous allons présenter succinctement les deux premières, puis nous développerons dans le section suivant la
méthode level set que nous avons régulièrement utilisée dans cette étude.
La méthode Volume Of Fluid (VOF)
La méthode VOF utilise une fonction couleur φ (fonction masque), qui vaut 1 dans la phase définie par le
domaine Ωf (voit figure 2.1(b)) et 0 dans l’autre phase. Au cours de l’intégration numérique de l’équation (2.2)
(ou (2.3)), la valeur du champ φ pourra être 0 < φ < 1 sur les cellules traversées par l’interface. Le volume
d’une phase peut être évalué de façon précise (si un schéma numérique adapté est utilisé pour discrétiser
l’équation (2.3)). En effet, l’équation (2.3) est une équation de conservation de la quantité φ qui représente
ici la proportion du volume sur chaque cellule. Pour la phase initialement à φ = 1, le volume est simplement
obtenu en intégrant φ sur tout le domaine de calcul. L’inconvénient est qu’il est difficile de localiser de
façon précise la position de l’interface sur une cellule du maillage avec la caractéristique 0 < φ < 1. On sait
1. En général, il suffit que le champ u coincide avec le champ de vitesse du fluide sur l’interface.
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uniquement qu’il y a un peu de chaque phase. Essentiellement, deux méthodes de reconstruction de l’interface
sont utilisées : les méthodes SLIC et PLIC. La méthode SLIC étant moins précise que la méthode PLIC, elle
est moins utilisée. Par contre, l’application de la méthode PLIC pour des géométries en trois dimensions
peut être complexe. Dans tous les cas, l’interface n’est pas reconstruite de façon très précise, et le calcul du
gradient normal ou de la courbure n’est pas directement envisageable. Les méthodes level set ont alors été
introduites en partie pour palier ce problème.
La fonction Level Set
Cette méthode a pour but de résoudre les problèmes de la méthode VOF, en particulier de résoudre
précisément l’interface. L’idée est de transporter un champ scalaire ainsi que certaines propriétés liées à ce
champ. Par exemple, il peut être intéressant de transporter des propriétés de l’interface telles que la normale
ou la courbure. En particulier, la fonction distance signée permet de reconstruire ces propriétés de façon
précise en prenant quelques précautions de modélisation et de résolution numérique. Les caractéristiques de
cette fonction vont être détaillées dans la section suivante.
2.3 Fonction level set : la fonction distance signée
Cette méthode a été originellement introduite par Osher et Sethian (1988) pour apporter des solutions
pour une reconstruction précise de l’interface. Nous avons vu à la section précédente que la méthode VOF,
largement utilisée pour modéliser et calculer des écoulements diphasiques, ne permet pas une reconstruction
précise de l’interface. Osher et Sethian (1988) ont alors introduit la méthode PSC pour "Propagating Surface
under Courbature". Ils ont remarqué qu’il était intéressant d’un point de vue géométrique d’utiliser des
fonctions à ligne de niveau (i.e. φ(x) = c) pour calculer la courbure. Soit un domaine Ω qui est divisé en




φ(x) = 0 si x ∈ Γ,
φ(x) > 0 si x ∈ Ω+,
φ(x) < 0 si x ∈ Ω−.
(2.4)
La fonction φ peut être choisie en fonction des besoins de l’utilisateur et des propriétés désirées. De part sa
régularité mathématique, la fonction distance signée a alors été introduite. Le signe est arbitraire et est choisi
par l’utilisateur. Soit d(x) ≥ 0 la distance minimum d’un point quelconque x à l’interface Γ. L’interface Γ




φ(x) = 0 si x ∈ Γ,
φ(x) = +d si x ∈ Ω+,
φ(x) = −d si x ∈ Ω−.
(2.5)
Propriétés mathématiques de la fonction level set
En plus de permettre de capturer facilement l’interface Γ = {x | φ(x) = 0}, les fonctions level set
possèdent également quelques propriétés mathématiques intéressantes.











– De plus, la fonction distance signée est hyper régulière :
‖∇φ(x)‖ = 1, ∀x. (2.8)
En plus de ces propriétés mathématiques, les fonctions level set sont facilement transposables à des
problèmes de dimensions supérieures (le passage du 2D au 3D est immédiat), et l’expérience montre que les
connexions et ruptures sont bien prises en compte.
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2.3.1 Transport de la fonction level set
Les fonctions level set peuvent être transportées à l’aide de l’équation de transport (2.2). La forme
conservative (2.3) pourra également être considérée lorsque ∇ ·u = 0. Les schémas numériques pour résoudre
cette équation de transport doivent être extrêmement précis en temps et en espace. Des schémas classiques de
type Euler, Adams-Basforth en temps, ou centrés voir décentré upwind d’ordre 3 en espace ne sont en général
pas suffisants. Les schémas doivent être (i) robustes, (ii) peu diffusifs et (iii) très peu dispersifs. Pour répondre
à cette demande, on utilise des schémas Essentiellement Non Oscillants (ENO) et Weighted ENO (WENO)
pour la discrétisation en espace ainsi que des schémas TVD (total variation diminishing) Runge-Kutta pour
la discrétisation en temps.













Nous considérons de plus une discrétisation spatiale sur un maillage cartésien de pas ∆x = (∆x, ∆y, ∆z)t,
l’avancement en temps se fera par pas ∆t. Notons de façon général φni,j,k = φ(xi, yj , zk, t
n) la fonction
discrète en espace et en temps.
Discrétisation en espace : upwind et WENO 5
Le schéma le plus intuitif pour résoudre une équation de transport (ou d’advection) et est schéma décentré
de type upwind. Ce schéma consiste à calculer le gradient ∇φi,j,k en choisissant un stencil de discrétisation
d’un coté ou de l’autre en fonction du sens de la vitesse ui,j,k. Par exemple,
– si ui,j,k > 0, nous choisissons
∂φi,j,k
∂x




– si ui,j,k < 0, nous choisissons
∂φi,j,k
∂x




Les autres directions spatiales sont traitées de façon identique.
Ce schéma est numériquement stable, mais également très dissipatif. Ceci peut avoir pour conséquence
une modification de la position de l’interface (déplacement artificiel de l’iso ligne φ = 0), ce que l’on souhaite
absolument éviter. L’utilisation d’un schéma d’ordre plus élevé et moins dissipatif est alors indispensable.
Nous introduisons alors un schéma d’ordre élevé qui est le schéma Weight Essentially Non-Oscillatory
(WENO) d’ordre 5. Les schémas WENO sont basés sur des schémas ENO (Essentially Non-Oscillatory) intro-
duits par Harten et al. (1987). Le principe de ces schémas est de proposer plusieurs stencils de discrétisation
(3 en général) pour finalement choisir le stencil le plus régulier afin d’éviter les oscillations qui peuvent se
produire notamment dans les zones où la solution varie fortement. Malheureusement, le choix du stencil le
plus lisse peut dans certains cas dégrader la précision de la solution près des chocs comme l’ont montré Liu
et al. (1994). Au lieu de retenir uniquement le stencil le plus régulier Liu et al. (1994) proposent un schéma
d’ordre 4 qui utilise une combinaison convexe de tous les stencils à disposition, chaque stencil ayant un poids
qui définit sa contribution (les poids sont compris entre 0 et 1 et leur somme vaut 1). Ce schéma a alors
été amélioré par Jiang et Shu (1996) pour atteindre l’ordre 5. Des ordres supérieurs ont par la suite été
développés, mais l’ordre 5 est largement suffisant pour nos applications.
Comme pour le schéma upwind, nous allons raisonner pour la direction x, l’extension aux autres directions
est immédiate.















































































Le schéma WENO 5 quant à lui utilise une combinaison convexe des trois dérivées ci-dessus, i.e.

































































Le paramètre ǫ est arbitraire est généralement pris très petit, ǫ < 10−6, et permet d’éviter que le dénominateur
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Cette procédure est répétée pour les autres directions spatiales.
Discrétisation en temps
Pour certaines applications, notamment les écoulements qui présentent de très basses vitesses en micro
fluidique notamment, un schéma d’intégration temporel à l’ordre un de type Euler explicite peut s’avérer




Le schéma d’Euler est :
φn+1 = φn +∆tL(φn). (2.17)
Ce schéma est stable sous la condition CFL (Courant-Friedreichs-Levy) :









Cependant, pour les applications considérées dans ce manuscrit, il nous a paru nécessaire d’utiliser un schéma
d’ordre supérieur et TVD (total variation diminishing). Shu et Osher (1988) ont donné la forme générale des






(k)), i = 1, ...,m
φ(0) = φ(n), φ(m) = φ(n+1).
(2.19)
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Pour αik ≥ 0 et βik ≥ 0 ∀i, k le schéma de Runge-Kutta est un combinaison convexe de schémas d’Euler . La
condition de stabilité est (Shu et Osher, 1988) :





Gottlieb et Shu (1998) ont montré, sous les conditions αik ≥ 0 et βik ≥ 0 ∀i, k, que le schéma optimal
Runge-Kutta TVD est le suivant :































La condition CFL est alors c = 1 dans l’équation (2.20).
Le couplage d’une méthode WENO 5 TVD avec une méthode de RK3 TVD permet de s’affranchir de
toutes oscillations parasites. Une méthode de RK3 conservative peut également être implémentée, mais nous
nous sommes contentés de la méthode RK3 classique, non conservative.
2.3.2 Redistanciation
Généralités
La propriété de fonction distance n’est a priori pas conservée lors du transport, sauf pour quelques cas
particuliers dans lesquels la vitesse u le permet. Le principe de la redistanciation est, à partir d’une fonction
φ0 qui définit implicitement une interface Γ = {x ∈ Ω | φ0(x) = 0} avec |∇φ0| 6= 1, de déterminer la fonction
φ telle que Γ = {x ∈ Ω | φ(x) = 0} avec |∇φ| = 1. La propriété de distance
|∇φ| = 1 (2.22)
est utile à plusieurs égards. Le fait d’avoir une fonction distance permet de déterminer facilement la courbure
de l’interface par exemple. De plus, la fonction distance étant hyper régulière, elle permet d’éviter les erreurs
numériques qui pourraient intervenir par transport de forts gradients. Afin d’être certain d’obtenir une fonc-
tion distance après chaque étape de transport (ou de temps à autre lors de la simulation), il est nécessaire
d’appliquer un algorithme de redistanciation. Ces algorithmes consiste, à partir de la ligne de niveau zéro, de
modifier les autres lignes de niveau pour obtenir la condition (2.22).
Le premier algorithme, introduit par Sethian en 1996, et amélioré en 1999, est le fast-marching. Cet
algorithme est très rapide comme l’indique son nom, mais est uniquement à l’ordre 1. La ligne de niveau
zéro peut donc être modifiée de la taille d’une maille, ce qui est trop important pour nos applications. Des
extensions à l’ordre deux et trois ont été introduites par Ahmed et al. (2011).
Cependant, nous avons opté pour une méthode itérative basée sur l’idée originale de Sussman et al.
(1994). Le principe est de résoudre une équation aux dérivées partielles afin de modifier les lignes de niveaux
non nulles pour obtenir la condition (2.22). L’équation instationnaire à résoudre est :
∂φ
∂τ
+ sign(φ0)(|∇φ| − 1) = 0,
φ(x, τ = 0) = φ0 = φ(x, t).
(2.23)
Cette équation est résolue à un temps de la simulation t pour 0 ≤ τ ≤ τF . On souhaite obtenir une solution






1, si φ > 0,
0, si φ = 0,
−1, si φ < 0.
(2.24)
2. Cette fonction signe peut être lissée proche de l’interface.
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Afin d’alléger les notations, l’équation de redistanciation (2.25) peut s’écrire sous forme condensée
∂φ
∂τ
+ sign(φ0)G(φ) = 0. (2.25)
Remarque 1 L’équation (2.25) est une équation hyperbolique d’ordre 1 qui peut se réécrire sous la forme
∂φ
∂τ
+w · ∇φ = sign(φ0), (2.26)
avecw = sign(φ0)n et n = ∇φ|∇φ| . L’équation (2.26) propage les caractéristiques suivant la normale à l’interface
à la vitesse sign(φ0) = ±1 à partir de l’interface. En général, nous sommes intéressés à la propriété de distance
uniquement dans un voisinage de l’interface, soit environ 3∆x. Le temps fictif final peut alors être choisi
τF = 3∆x.
Remarque 2 L’équation de redistanciation (2.25) peut se réécrire sous la forme d’une équation de type
Hamilton-Jacobi (Sussman et al., 1994)
∂φ
∂τ
+ sign(φ0)H(φ, ∇φ) = 0, (2.27)
où H désigne l’Hamiltonien correspondant.
Pour la discrétisation en espace, nous allons brièvement introduire quelques méthodes, de la première
introduite par Sussman et al. (1994), à la plus performante développé par Chéné et al. (2007) qui est une
amélioration de la méthode proposé par Russo et Smereka (2000). Pour la discrétisation en temps, nous
avons utilisé le schéma RK3 TVD (2.21) introduit par Gottlieb et Shu (1998). Cependant, pour des raisons
de simplicité d’écriture, nous allons présenter les différentes méthodes de discrétisation en espace en couplant
avec une méthode d’Euler explicite au premier ordre.
Discrétisation standard de type HJ-WENO
Afin d’alléger l’écriture, nous nous plaçons dans un espace en deux dimensions. Un schéma upwind de











y φ)] = 0, (2.28)






y φ correspondent aux dérivées de part et d’autre de l’interface (one-sided derivatives)
et HG désigne une approximation numérique de l’Hamiltonien H, i.e.
HG(a, b, c, d) =
{ √
max(|a+|2, |b−|2) + max(|c+|2, |d−|2)− 1, si sign(φ0) ≤ 0,√
max(|a−|2, |b+|2) + max(|c−|2, |d+|2)− 1, si sign(φ0) > 0,
(2.29)
avec f+ = max(g, 0) et f− = min(g, 0) pour tout f réel. La précision des méthodes de discrétisation






y φ, notamment proche de l’interface. Pour
la discrétisation standard, les dérivées D± sont calculées en utilisant le schéma HJ-WENO de Jiang et Peng
(2000), comme pour l’équation de transport. L’inconvénient majeur de ce schéma est de perturber quelque
peu la position de l’interface. En effet, ce schéma n’est pas totalement upwind : le calcul des φ > 0 utilise
les informations des φ < 0 proche de l’interface (et inversement). L’information ne se propage pas totalement
à partir de l’interface dans la direction normale, mais elle peut localement autour de l’interface remonter en
direction de celle-ci. Deux conséquences majeures en découlent :
– Une petite perturbation de l’interface produit de grosses erreurs sur le calcul des dérivées d’ordre
élevées, comme par exemple la courbure (ordre 2) nécessaire pour imposer la tension de surface par
exemple,
– Une perte de surface (ou volume en trois dimensions) est souvent présente, une goutte pouvant "dis-
paraître".
La fonction sign(φ) est de plus lissée proche de l’interface pour limiter les erreurs liées à la discrétisation
proche de l’interface. Ces problèmes empirent avec le nombre d’itérations utilisées pour faire converger la
solution φ vers une fonction distance.
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Schéma totalement upwind de Russo et Smereka (2000) : "The Subcell Fix"
Comme mentionné ci dessus, la forme de l’équation de redistanciation impose que l’information doit
se propager de l’interface dans la direction normale. Partant de ce constat, Russo et Smereka (2000) ont
proposé une solution numérique pour imposer cette condition. Afin d’empêcher l’utilisation de stencils de
discrétisation avec des points de part et d’autre de l’interface (quand on est proche de celle-ci), ils proposent
d’utiliser la valeur de φ à l’interface. La méthode proposée se faisant direction par direction, nous présentons






La fonction signe est donnée par (2.24) et
G(φ)iφi =
{
max(|a+|, |b−|)− 1, si φ0i > 0,
max(|a+|, |b−|)− 1, si φ0i < 0,
(2.31)
avec a = D−x φi et b = D
+
x φi. Comme précédemment, on utilise la notation f
+ = max(f, 0) et f− = min(f, 0)
pour tout réel f .
















est la distance signée à l’interface. Le terme ∆φ0i = peut être évalué de différentes manières, dont la plus
stable numériquement est :
























































Ce schéma "Subcell Fix" ne modifie pas la position de l’interface, et la perte de volume (ou surface) de-
vient indépendante du nombre d’itérations utilisées pour la redistanciation. Ce schéma 1D peut facilement
être étendu au 2D ou 3D avec une précision à l’ordre 2 (Russo et Smereka, 2000). Pour obtenir l’ordre 2,
les équations (2.30) et (2.31) sont résolues en remplaçant le calcul des dérivées (2.37) à l’ordre 1 par des
approximations d’ordre 2. Cette idée utilise des ingrédients développés par Sussman et Fatemi (1999). On se
donne 5 points autour du point xi, soient (xp(k), fp(k), k = −2, . . . , 2). Les dérivées à gauche et à droite,
respectivement a et b sont calculées comme suit. On commence par calculer la table des différences divisées
pour une interpolation de type Newton :
Φ[k] = fp(k), k = −2, . . . , 2,
Φ[k, k + 1] =
Φ[k + 1]− Φ[k]
xp(k + 1)− xp(k)
, k = −2, . . . , 1,
Φ[k, k + 2] =
Φ[k + 1, k + 2]− Φ[k, k + 1]
xp(k + 2)− xp(k)
, k = −2, . . . , 0.
(2.38)
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On peut ensuite calculer a et b
a = D−x φ(xp(0)) = Φ[−1, 0] + c
−(xp(0)− xp(−1)),




c− = minmod(Φ[−2, 0],Φ[−1, 1]), c+ = minmod(Φ[−1, 1],Φ[0, 2]), (2.40)





α, si |α| ≤ |β| et αβ > 0,
β, si |α| > |β| et αβ > 0,
0, si αβ ≤ 0.
(2.41)
Les points du stencil de discrétisation sont alors choisis de la façon suivante. Si le point xi n’est pas proche
de l’interface, alors
xp(x) = xi(k), fp(k) = φi+k, k = −2, . . . , 2.
Si xi est proche de moins de une maille de l’interface, alors le point de l’interface remplace le point qui serait
de l’autre coté de l’interface. Habituellement, le point de l’interface est calculé à l’aide d’une interpolation
cubique de la level set initiale φ0 en utilisant deux points de part et d’autre de l’interface. Une grande précision
dans le calcul de la position est nécessaire puisque un point sur l’interface est maintenant utilisé pour calculer
les dérivés décentrées proche de l’interface. Le schéma obtenu est alors d’ordre 2. Ce schéma fonctionnant
direction par direction, l’extension au cas 2D et 3D est directe.
Amélioration du schéma "The Subcell Fix" par Chéné et al. (2007)
Le schéma Subcell fix peut être étendu à des ordres supérieurs en utilisant des reconstructions ENO. Ces
schémas sont construits en ajoutant itérativement des nœuds afin de construire des interpolants d’ordre plus
élevés sans recalculer les différences divisées déjà existantes. Cependant, comme mentionné par Chéné et al.
(2007), deux conditions doivent être satisfaites pour un nœud proche de l’interface :
– Les nœuds à travers l’interface ne doivent pas être utilisés dans le calcul des interpolants pour conserver
un schéma totalement upwind, à la manière de Russo et Smereka,
– Les nœuds à rajouter pour construire un interpolant d’ordre plus élevé doivent être choisis dans la
région la plus lisse pour φ autour du point étudié.
Pour les points non adjacents à l’interface, un schéma standard HJ-WENO est utilisé.
Chéné et al. (2007) ont obtenu un schéma à l’ordre 4 pour φ, et donc à l’ordre 2 pour la courbure. Comme
pour la méthode d’ordre 2 proposée par Russo et Smereka, une méthode de Newton basée sur les différences
divisées est utilisée pour construire les interpolants. On se donne maintenant 7 points autour du point xi,
soient (xp(k), fp(k), k = −3, . . . , 3).
En reprenant les notations de Russo et Smereka (par soucis d’homogénéité), les différences divisées sont
alors :
Φ[k] = fp(k), k = −3, . . . , 3,
Φ[k, k + 1] =
Φ[k + 1]− Φ[k]
xp(k + 1)− xp(k)
, k = −3, . . . , 2,
Φ[k, k + 2] =
Φ[k + 1, k + 2]− Φ[k, k + 1]
xp(k + 2)− xp(k)
, k = −3, . . . , 1.
Φ[k, k + 3] =
Φ[k + 1, k + 3]− Φ[k, k + 2]
xp(k + 3)− xp(k)
, k = −3, . . . , 0.
(2.42)
On peut ensuite calculer a et b
a =
{
(xp(0)− xp(−1))(xp(0)− xp(−2))MinAbs(Φ[−2, 1],Φ[−3, 0]) si |Φ[−2, 0]| < |Φ[−1, 1]|,
(xp(0)− xp(−1))(xp(0)− xp(1))MinAbs(Φ[−2, 1],Φ[−1, 2]) sinon .
b =
{
(xp(0)− xp(−1))(xp(0)− xp(1))MinAbs(Φ[−2, 1],Φ[−1, 2]) si |Φ[−1, 1]| < |Φ[0, 2]|,
(xp(0)− xp(−1))(xp(0)− xp(2))MinAbs(Φ[−1, 2],Φ[0, 3]) sinon .
(2.43)
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avec la fonction MinAbs définie par :
MinAbs(α, β) =
{
α, si |α| < |β|,
β, sinon (2.44)
Les gradients sont alors calculés comme suit :
D−x φ(xp(0)) = Φ[−1, 0] +minmod(Φ[−2, 0],Φ[−1, 1])(xp(0)− xp(−1)) + a,
D+x φ(xp(0)) = Φ[0, 1] +minmod(Φ[−1, 1],Φ[0, 2])(xp(0)− xp(1)) + b.
(2.45)
La même procédure est ensuite appliquée aux autres directions spatiales. Cette amélioration du schéma
de Russo et Smereka n’est pas anodine et permet d’obtenir une fonction distance à l’ordre 4 et donc une
courbure à l’ordre 2.
Remarque sur le suivi lagrangien
Dans certaines applications, notamment les interfaces fluide/structures, les interfaces seront suivies à
l’aide de marqueurs Lagrangiens. La position de l’interface pourra être reconstruite de façon précise avec des





Ce calcul peut s’avérer un peu lourd, mais permet d’avoir une grande précision sur la fonction distance, à
condition que la distance entre deux marqueurs adjacents soit très petite par rapport au pas d’espace du
maillage fluide.
2.3.3 Conservation de la masse
Les méthodes basées sur les fonctions level set ont longtemps souffert du problème de perte de masse. De
nombreux chercheurs lui ont de ce fait préféré la méthode VOF qui assure cette conservation. Cependant, de
nombreux progrès ont été effectués pour obtenir des fonctions level set qui conservent mieux la masse. Notam-
ment, des méthodes numériques d’ordre élevées ont été développées pour assurer une meilleure conservation
la masse, comme nous l’avons vu dans les paragraphes précédents. D’autres méthodes, avec des philosophies
différentes, ont également été développées.
La première méthode est une redistanciation sous contraintes. Cette méthode, proposée par Sussman et
Fatemi (1999), consiste à ajouter une contrainte de conservation de la masse lors de la résolution de l’équation
de redistanciation. L’équation à résoudre est alors :
φt + sign(φ
0)(|∇φ| − 1) = λ f(φ), (2.47)




Pour ne modifier que le volume dans un voisinage de l’interface Sussman et Fatemi choisissent f(φ) =









D’un point de vue numérique le paramètre λ doit être évalué sur toutes les cellules et donc les intégrales sur
tout l’espace Ω sont discréditées sur les mailles Ωij .
Une deuxième méthode consiste à coupler méthode VOF et level set. Nous savons que chacune des
méthodes possède des avantages, mais également des inconvénients. Les avantages de l’une sont principalement
les défauts de l’autre. En effet, quand la méthode VOF propose une bonne conservation de la masse et une
mauvaise reconstruction géométrique de l’interface, la méthode level set propose une bonne reconstruction
géométrique de l’interface et une mauvaise conservation de la masse. Il peut donc paraître astucieux de coupler
la méthode VOF et la méthode Level Set. Sussman et Puckett (2000), puis Sussman (2003) ont proposé une
méthode nommée CLSVOF qui permet via un algorithme complexe de coupler Level Set et VOF. Cette
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méthode permet de réduire considérablement les défauts des deux méthodes, mais malheureusement produit
également une petite perte des avantages.
Une troisième méthode, appelé le choix de contour peut être facilement appliquée (Couderc, 2007). L’idée
de cette méthode est de considérer que n’importe quel contour défini par {x | φ(x) = c} peut représenter
l’interface. Nous savons que des erreurs numériques ont été introduites après les étapes de transport et de
redistanciation. La seule propriété qui est vérifiée est que la fonction obtenue, notée φ̃n, est bien une fonction
distance. Par contre, il est probable qu’une petite perte de masse soit apparue. La méthode par choix de
contours consiste à identifier l’interface au contour c de telle sorte que la masse soit préservée. En deux








où Hǫ est un fonction Heaviside régularisée. Il est également nécessaire de calculer le périmètre à l’aide de la





. Finalement, la level set est choisie




Puisque cette étape est réalisée à chaque pas de temps, le contour choisit est |c| ≪ 1, et donc la topologie de
la fonction n’est que très peu affectée par ce choix. L’extension au cas tridimensionnels est immédiate.
Notons également qu’une nouvelle méthode nommée CLSMOF (Coupled Level set and moment of fluid)
est apparue récemment (Jemison et al., 2013).
2.4 Modélisation d’écoulements fluides en présence d’interfaces
Dans le suite de cette section nous allons présenter des méthodes de modélisation et de simulations
numériques pour résoudre des écoulements de fluides incompressibles en présence d’interfaces. Nous allons
distinguer deux types d’interfaces : les interfaces fluide/structure et les interfaces fluide/fluide. La combinaison
des deux d’interfaces nous permettra d’appréhender des problèmes complexes d’interaction de deux phases
liquides avec une structure.
De façon générale, nous considérons un domaine Ω qui se décompose en deux sous domaines Ωf (pour
le fluide) et Ωs (pour le solide) séparés par une interface Γs qui est le zéro d’une fonction level set ψs. Par
convention, nous choisissons ψs > 0 dans Ωs et ψs < 0 dans Ωf .
Le domaine de la phase fluide Ωf peut se décomposer en deux sous domaines Ω+f et Ω
−
f (eau et air par
exemple) séparés par une interface Γf qui est le zéro d’un fonction level set ψf avec ψf > 0 dans Ω+f et
ψf < 0 dans Ω−f . Ceci peut naturellement s’étendre à plusieurs phases liquides.
Le domaine solide peut également se décomposer de différentes manières. Par exemple, si l’on considère
Ns structures chacune définies avec une level-set ψsi, i = 1, .., Ns nous avons ψs(x) = mini ψsi(x), pour tout
points x ∈ Ω. De même, pour des matériaux composites, le domaine Ωs peut se décomposer en sous domaines
"par couches".
2.4.1 Modèle avec interfaces fluide/fluide/structure
Dans la suite, avec un souci de simplicité, nous nous limiterons à deux phases fluides avec une seule struc-
ture. La masse volumique de la structure est notée ρs ∈ R. Les masses volumiques et viscosités dynamiques
des fluides sont notées ρ± ∈ R et µ± ∈ R. Le champ de vitesse est u ∈ Rd (d étant la dimension de l’espace
étudié, généralement 2 ou 3), le champ de pression est p ∈ R et la gravité est g ∈ Rd (que l’on peut prendre
égale à zéro dans de nombreuses applications). De façon générale, en notant D(u) = ∇u+∇
Tu
2 , le système
d’équations à résoudre est :







= −∇p+∇ · 2µ(ψf )D(u) + ρ(ψf )g dans Ω+f et Ω
−
f , (2.49a)
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∇ · u = 0 dans Ω+f et Ω
−
f , (2.49b)
munies d’un jeu de conditions initiales ainsi que des conditions aux limites sur le bord du domaine u(x, t) =
ug(t) pour tout x sur ∂Ω et sur les interfaces.
Conditions sur l’interface fluide/structure Γs : imperméabilité
u(x, t) = û(x, t) sur Γs. (2.49c)
Le champ de vitesse û peut être soit prescrit soit obtenu par un calcul des forces et moments exercés par le
fluide sur l’obstacle via les lois de Newton. Nous reviendrons plus en détails sur point au chapitre suivant.
Conditions sur l’interface fluide/fluide Γf : Deux types de conditions de sauts.
Une condition cinématique qui se traduit par une discontinuité nulle de la vitesse à travers l’interface Γf ,
[u] = 0 à travers Γf , (2.49d)
et une condition dynamique qui traduit l’équilibre des forces de pression, de frottement et de tension de
surface 3
[−pI + 2µD(u)] · n = σκn à travers Γf , (2.49e)
où σ est le paramètre de tension de surface, κ la courbure à l’interface, et n la normale unitaire à l’interface.
Enfin, la masse volumique et la viscosité dynamique subissent un saut [ρ] = ρ+ − ρ− et [µ] = µ+ − µ− à
travers l’interface, et nous avons donc :
ρ(ψf ) = ρ
+ +H(ψf )(ρ
− − ρ+), (2.49f)
µ(ψf ) = µ
+ +H(ψf )(µ
− − µ+). (2.49g)
Transport des fonctions leve-set : Enfin, les fonctions level-set satisfont des équations de transport
(couplées éventuellement avec de la redistanciation). Classiquement, la fonction level set associée à l’interface
fluide/fluide est transportée avec le champ de vitesse du fluide :
∂ψf
∂t
+ u ·∇ψf = 0 dans Ω, (2.49h)
Ensuite, la fonction level set associée à l’interface fluide/structure est transportée avec un champ de vitesse 4
ũ qui satisfait ũ = û sur l’interface de la structure :
∂ψs
∂t
+ ũ ·∇ψs = 0 dans Ω. (2.49i)
Gestion de la ligne triple : Un modèle pour gérer les intersections des level set ψf et ψs doit être
ajouté. En effet, si l’on considère par exemple un solide à vitesse nulle, la ligne d’eau ψf = 0 ne peut pas se
déplacer sur ψs = 0 car elle satisfait l’équation (2.51g) avec u = û = 0 sur Ωs. Nous pouvons considérer un
modèle de type Cahn-Hilliard ou un terme de dissipation peut être ajouté à l’équation (2.51g) . Un modèle
de Cox peut également être utilisé.
Dans ce qui suit nous allons faire dégénérer le modèle (2.49) en étudiant le modèle mono fluide (masse
volumique et viscosité constantes) avec une interface fluide/structure, et ensuite le modèle bifluide sans
interface fluide/structure.
3. Nous avons supposé que la tension de surface est constante.
4. Ce champ est souvent confondu avec le champ de vitesse obtenu par intégration des équations de Navier-Stokes.
Il peut également être obtenu par une méthode appelée extension velocity (Adalsteinsson et Sethian, 1999) qui peut































Figure 2.2 – Configurations des différents types d’écoulements étudiés.
2.4.2 Modèle avec interface fluide/structure







= −∇p+∇ · 2µD(u) + ρg dans Ωf , (2.50a)
∇ · u = 0 dans Ωf , (2.50b)
+ conditions initiales + conditions aux limites sur le bord du domaine ∂Ω.
Conditions sur l’interface fluide/structure Γs : imperméabilité
u(x, t) = û(x, t) sur Γs. (2.50c)
Transport de la fonction leve-set :
∂ψs
∂t
+ ũ ·∇ψs = 0 dans Ω. (2.50d)
avec ũ = u sur Γs.
2.4.3 Modèle avec interface fluide/fluide







= −∇p+∇ · 2µ(ψf )D(u) + ρ(ψf )g dans Ω+f et Ω
−
f , (2.51a)
∇ · u = 0 dans Ω+f et Ω
−
f , (2.51b)
+ conditions initiales + conditions aux limites sur le bord du domaine ∂Ω.
Conditions sur l’interface fluide/fluide Γf :
[u(x, t)] = 0 à travers Γf , (2.51c)
[−pI + 2µD(u)] · n = σκn à travers Γf , (2.51d)
On a également :
ρ(ψf ) = ρ
+ +H(ψf )(ρ
− − ρ+), (2.51e)
µ(ψf ) = µ
+ +H(ψf )(µ
− − µ+). (2.51f)
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Transport de la fonction leve set :
∂ψf
∂t
+ u ·∇ψf = 0 dans Ω. (2.51g)
2.5 Domaine fictif et interface fluide/structure
2.5.1 Configuration d’écoulement et modèle de Navier-Stokes incompressible
Dans toute cette étude nous nous sommes intéressés à des écoulements de fluides incompressibles. La
configuration générique de notre étude est donnée par la figure 2.2(c). L’écoulement est gouverné par le
système (2.49).
Une méthode pour résoudre numériquement le système (2.50) est d’imposer explicitement des conditions
aux limites sur les interfaces fluide/structure. Numériquement, il peut sembler naturel d’utiliser un maillage
conforme aux obstacles. Dans ce cas, l’interface est discrétisée et il est facile d’imposer des conditions aux
limites. Ce problème se complique lorsque les interfaces se déplacent et surtout se déforment. Il serait alors
nécessaire d’adapter le maillage à chaque instant.
Une alternative est alors de résoudre les équations précédentes sur un domaine Ω̃f non adapté au domaine
physique Ωf avec idéalement 5 Ωf ⊂ Ω̃f . Nous verrons dans la suite que la contrainte Ωf ⊂ Ω̃f n’est pas
toujours vérifiée, notamment pour la méthode Cut-Cells. Ce domaine peut être adapté au maillage fluide 6
et peut donc être bien plus facile à gérer numériquement. Dans la suite nous allons utiliser un maillage fixe,







= −∇p+∇ · 2µD(u) + ρg dans Ω̃f , (2.52a)
∇ · u = 0 dans Ω̃f , (2.52b)
et de modéliser implicitement la présence des interfaces. Les méthodes de modélisation et de résolution
numérique d’EDP sur des domaines non adaptés aux domaines physiques sont appelées méthodes de domaines
fictifs. Ces méthodes ont été introduites par Saul’ev (1963). Dans ce qui suit nous allons présenter deux types
de méthodes de domaines fictifs : les méthodes continues et les méthode discrètes. Deux ingrédients entrent
en jeu, le modèle et les schémas de discrétisation du modèle. Pour l’approche continue, le modèle est modifié
pour prendre en compte l’interface et les schémas numériques sont les mêmes dans tout le domaine de calcul.
Pour l’approche discrète, le modèle est inchangé, mais les schémas numériques sont adaptés pour prendre en
compte les interfaces d’un point de vue discret. Nous verrons qu’il est également possible de coupler approche
continue et approche discrète. Deux types de modélisation d’interface sont utilisés : interface diffuse (interface
lissée sur une ou plusieurs cellules) et interface fine (traitée se façon "raide"). Nous venons de présenter à la
section précédente des méthodes pour suivre et capturer les interfaces. A partir de ces interfaces, nous devons
modéliser, éventuellement de façon numérique, la présence de l’obstacle. L’obstacle peut alors être considéré
comme étant une phase.
2.5.2 Approche continue
Dans ce type d’approche nous modifions les équations et conservons les mêmes schémas numériques 7
de résolution dans tout le domaine. Nous introduisons alors une force extérieure f ∈ Rd qui modélise la
présence d’une éventuelle interface, appelée frontière immergée. Les schémas numériques de discrétisation des
équations ne sont pas impactés par la présence de l’interface. En général, le domaine Ω̃f peut être confondu
avec le domaine tout entier Ω, et le modèle à résoudre est alors :
∂u
∂t










∇ · u = 0 dans Ω, (2.53b)
5. Le domaine tout entier Ω est un bon candidat.
6. Un domaine Ω̃f en marche d’escalier est également envisageable.
7. Dans cette étude nous utilisons des schémas aux différences finies. Il est bien sûr possible d’utiliser de volumes
finis, et même des éléments finis sur des maillages non structurés fixes dans l’espace (Abgrall et al., 2014).
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munies d’une condition initiale et de conditions aux limites sur les bords extérieurs. Dans le cas d’un écoule-
ment incompressible avec ρ = Cste et µ = Cste, et donc ν = µ/ρ = Cste, nous avons 1
ρ
∇ · 2µD(u) = ν∆u.
Nous remarquons que nous n’imposons pas explicitement de conditions aux limites sur les interfaces
fluide/solide. En effet, les forces extérieures f sont imposées pour forcer le champ de vitesse à satisfaire les
bonnes conditions aux limites sur ces interfaces.
La première méthode de frontière immergée a été introduite par Peskin en 1972 pour modéliser et étudier
les écoulements sanguins proche des valves cardiaques. Cette méthode ayant été largement étudiée dans la
littérature, nous ne le présenterons pas dans ce mémoire.
La seconde classe de méthodes est basée sur la pénalisation des équations de quantité de mouvement. Là
encore, plusieurs méthodes ont été développées, comme la méthode de pénalisation pour des obstacles qui
peuvent bouger d’une manière prescrite (Fujita et Sauer, 1969), la pénalisation de Darcy introduite par Arquis
(1984) ou encore la méthode de pénalisation du tenseur des contraintes utilisée par Glowinski et al. (2001).
Pour la plupart, ces méthodes sont principalement utilisées pour des obstacles fixes ou rigides. La méthode
de pénalisation dans le cas des solides rigides dont le déplacement n’est pas connu a été introduite par Conca
et al. (2000) (pénalisation L2) et par San Martin et Starovoitov (2002) (pénalisation H1). Enfin, la méthode





où χ est une fonction indicatrice (χ = 1 dans l’obstacle et χ = 0 dans les fluides), K est un paramètre de
perméabilité choisi très petit de tel sorte que le solide soit considéré comme étant imperméable, et enfin û est la
vitesse du corps solide. Cette vitesse peut dépendre du temps et de l’espace. Une justification complète couplée
à des estimations d’erreurs liées à cette méthode ont été données par Angot et al. (1999). Un point important
est que le champ de pression est correct à travers les interfaces 8. Nous avons utilisé cette méthode pour
modéliser et simuler le mouvement autopropulsé de corps déformables (Bergmann et Iollo, 2011). L’avantage
de cette méthode est principalement sa simplicité de mise en œuvre : en effet, les mêmes équations (2.53b)
et (2.53a) couplées à (2.53c) sont résolues dans tout le domaine. Son principal défaut est par contre l’ordre
de précision qui ne dépasse par l’unité si on ne prend pas de précautions particulières.
2.5.3 Approche discrète
Une autre solution est de ne pas modifier les équations (utiliser f = 0) mais de modifier les schémas
numériques proche des interfaces. Plusieurs choix pour le domaine Ω̃f sont possibles. Le premier consiste à
couper les cellules en présence d’interface. Une approximation linéaire est utilisée : les cellules sont coupées
par une droite en 2D et par un plan en 3D. On parle alors de méthode de cut-cells (Clarke et al., 1986).
Sans renter dans des détails, cette méthode couplée à un schéma volumes finis permet une formulation
totalement conservative (Cheny et Botella, 2010). Cette méthode est cependant très difficile à mettre en
œuvre numériquement car il existe plus d’une centaine de configurations pour les cut-cells en 3D. Il n’existe
à ce jour que très peu de codes de calcul 3D cut-cells (Mittal et Iaccarino, 2005). La figure 2.5.3, tirée de Ye
et al. (1999), présente la méthode Cut-Cells en 2D.
Les méthodes de frontières immergées discrètes utilisent généralement un domaine minimal Ω̃f qui peut
être choisi conforme au maillage cartésien en étendant le domaine Ωf sur quelques mailles 9 à l’intérieur
des domaines "solides" Ωs. Eventuellement, le domaine tout entier Ω peut être considéré. Plusieurs types
de méthodes existent et le lecteur intéressé pourra se référer à la synthèse 10 de Mittal et Iaccarino (2005).
Dans la thèse de Hovnanian (2012) nous avons fait une synthèse plus détaillée des différentes approches.
Nous allons présenter la base des méthodes des cellules fantômes (Ghost Cell Method, GCM) que nous avons
utilisées dans cette étude. Cette méthode est une variante de la méthode Ghost Fluid introduite par Fedkiw
et al. (1999a). La méthode Ghost Fluid a été utilisée avec succès dans de nombreuses application comme
la résolution d’une équation de Poisson sur un domaine irrégulier (Gibou et al., 2002). Sans renter dans les
détails, cette méthode peut devenir instable pour des points très proches de l’interface, et il convient alors
de déplacer légèrement l’interface pour que cette dernière soit confondue avec le point de maillage cartésien
8. Ce point est important lorsque les équations de Navier-Stokes sont résolues en temps par des méthodes de
projection à pas fractionnaire. Il faut généralement imposer des conditions aux limites pour la correction de pression
sur les interfaces. La pénalisation volumique permet d’éviter cette étape, qui peut être coûteuse car l’opérateur doit
être modifié et un nouveau préconditionneur doit être recalculé à chaque itération.
9. Le nombre de mailles dépend de la précision du schéma de discrétisation en espace choisi.
10. Cette synthèse devrait être mise à jour en raison des importants développements effectués ces dernières années.
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Figure 2.3 – Schématisation de la méthode Cut-Cells en 2D par Ye et al. (1999).
considéré. Pour remédier à ce (léger) problème, les méthodes GCM ont été développées. Le principe de ces
méthodes est représenté sur la figure 2.5.3 pour un cas 2D, tirée de Ghias et al. (2007). Le but est de modifier
Figure 2.4 – Schématisation de la méthode GCM de Ghias et al. (2007)
la valeur de la vitesse uGC sur les cellules fantômes (GC, ghost cells) afin de satisfaire les bonnes conditions
aux limites uBI sur l’interface au points BI. Pour ce faire, nous utilisons la vitesse uIP du point symétrique
(Image Point). La position du point xIP peut facilement être calculée à partir de la fonction distance signée
φ par xIP = xGC + φ∇φ, de même la position du point symétrique est donnée par xIP = xGC + 2φ∇φ.
Nous pouvons alors imposer uGC = 2uBI − uIP . La valeur uBI est connue 11 et la valeur uIP doit être
interpolée en utilisant les informations de ses voisins proches. Par exemple, pour un cas 3D, nous identifions
la cellule "cubique" à laquelle appartient le point IP . La valeur de la vitesse est alors obtenue à l’aide d’une
interpolation faisant intervenir les valeurs de vitesse aux 8 sommets du cube. Pour chaque composante de
vitesse, notée ξ nous connaissons les valeurs {ξ}T = {ξ1, ξ2, . . . , ξ8} et pouvons écrire
ξ(x1, x2, x3) = C1 x1x2x3 + C2 x1x2 + C3 x2x3 + C4 x1x3 + C5 x1 + C6 x3 + C7 x3 + C8.
11. Cette valeur est soit fixée par l’utilisateur pour un mouvement imposé du corps, soit découle d’un calcul d’in-
teraction fluide/structure (one-way ou two-way) pour un mouvement libre ou autopropulsé.
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x1x2x3|1 x1x2|1 x2x3|1 x1x3|1 x1|1 x2|1 x3|1 1









x1x2x3|8 x1x2|8 x2x3|8 x1x3|8 x1|8 x2|8 x3|8 1

 .
Chaque évaluation de uGC ne nécessite alors que la résolution d’un système linéaire 8 × 8 en 3D et 4 × 4
en 2D. Cette méthode permet d’obtenir l’ordre 2 numériquement 12 (Ghias et al., 2007; Mittal et al., 2008).
Notons efin que, le cas échéant, le point à modifier n’est pas considérer dans les 8 points, mais est remplacé
par son projeté sur l’interface.
Cette méthode ne permet pas d’obtenir un champ de pression correct proche des interfaces sans imposer
∂p
∂n
= 0 par exemple. Dans le cas d’une méthode de projection à pas fractionnaires, il est alors nécessaire
d’imposer des conditions aux limites à l’incrément de pression.
2.5.4 Une méthode hybride au second ordre
Cette méthode a en partie été développée dans le cadre de la thèse de Jessica Hovnanian (2012). L’idée
est de coupler les avantages des méthodes de frontières immergées (précision d’ordre 2 sur la frontière
fluide/structure) et les avantages de la méthode de pénalisation volumique (modèle physique et simplicité
de mise en œuvre, non imposition explicite de condition de pression sur les interfaces fluide/structure) tout
en ignorant leurs défauts mutuels (ordre 1 pour pénalisation et imposition de condition de pression pour
frontières immergées). Le modèle continu à résoudre est alors :
∂u
∂t






∇ · 2µD(u) + g +
χ
K
(û2 − u) dans Ω, (2.54a)
∇ · u = 0 dans Ω, (2.54b)
où la valeur de la vitesse de pénalisation û2 est calculée d’un point de vue discret de façon à obtenir la valeur
désirée sur la frontière de l’obstacle. La vitesse en chaque point du solide sera notée û1. Les vitesses û2 et û1
différent uniquement sur les mailles ayant au moins un voisin 13 dans le fluide.
2.5.5 Résolutions numériques des équations
Discrétisation en espace
Dans cette étude nous avons choisi d’utiliser une discrétisation des équations de Navier-Stokes par diffé-
rences finies. Ce choix se justifie par la mise en œuvre de schémas numériques très simples et par le fait que
nous utilisons des grilles cartésiennes uniformes avec lesquelles les différences finies sont confondues avec des
volumes finis. Un regain d’intérêt pour les schémas aux différences finies est apparut. En effet, les différences
finies sont de plus en plus utilisées, même pour traiter des applications complexes comme des écoulements
compressibles en présence de chocs (Cinnella, 2013) et des problèmes en aéroacoustique (Marsden, 2013).
Les approches de résolution sur maillage cartésien se divisent en deux groupes : l’utilisation de grilles
collocalisées et les grilles MAC (Marker And Cells). Ces grilles sont représentées sur la figure 2.5.5, où la
grille est collocalisée pour les variables (u, v, p) et MAC pour les variables (U, V, p).
L’avantage d’une grille collocalisée est que toutes les variables sont placées au même endroit et il est donc
aisé d’imposer des conditions aux limites sur toutes les composantes du vecteur vitesse. L’inconvénient est
qu’il est possible de voir apparaître des modes parasites. En effet, la divergence n’est pas satisfaite d’un point
de vue discret (simplement à la précision du schéma numérique) et nous pouvons observer une oscillation de
pression sur 2∆x.
L’avantage d’une grille MAC est que la divergence peut être satisfaite à la précision machine. Par contre,
il peut paraître plus difficile d’imposer des conditions aux limites, en particulier pour les méthodes de péna-
lisation ou de Ghost Cells.
Dans ce qui suit, nous allons utiliser une grille hybride qui permet de tirer avantage des deux types
de grilles au prix du stockage d’un champ de vitesse supplémentaire. Cette méthode a été motivée par de
12. L’ordre 2 est uniquement obtenu si les schémas de discrétisation des équations de Navier-Stokes sont d’ordre 2
ou plus.
13. On appelle voisin d’un point (x, y, z) tout point (x±∆x, y, z), (x, y ±∆y, z) ou (x, y, z ±∆z).




Figure 2.5 – Grille collocalisée pour (u, v, p) et MAC pour (U, V, p).
nombreuses discussions avec Rajat Mittal lors de son séjour à Bordeaux. Cette méthode est également basée
sur les idées initiales de Rhie et Chow (1983) où les vitesses aux faces sont obtenues par interpolations des
vitesses aux centres des cellules.
Nous avons discrétisé tous les termes des équations avec des différences finies centrées au second ordre.
Pour certaines applications où la convection est dominante, nous avons utilisé des schémas upwind au troisième
ordre, voir un schéma WENO5, pour discrétiser les termes convectifs.
Discrétisation en temps
Il existe différentes méthodes de résolution en temps des équations de Navier-Stokes incompressibles. La
première est une méthode de lagrangien augmenté basée sur un algorithme d’Uzawa. Cette méthode est très
performante pour des écoulements bas Reynolds, voir Stokes. Par contre la convergence est bien plus délicate
pour des nombres de Reynolds modérés à forts. Un autre type de méthode est basée sur des schémas de
projection. Les plus connues sont les méthodes à correction de pression, initialement introduite par Chorin
(1968) et Temam (1969). Notons qu’il existe également des méthodes à correction de vitesse. Ces schémas de
projection sont eux plus adaptés pour traiter des nombres de Reynolds élevés. Dans ce qui suit nous allons
utiliser une méthode à pas fractionnaire basée sur une correction de pression. Puisque nous souhaitons coupler
pénalisation volumique et GCM discrète, nous prenons Ω̃f = Ω. Nous devons donc résoudre les équations de
conservation de la masse (2.54b) et de conservation de la quantité de mouvement (2.54a). Une discrétisation
au second ordre de l’équation de quantité de mouvement est utilisée. Dans ce qui suit, pour simplifier les





















∇ · un+1 = 0, (2.55b)
avec les conditions aux limites sur les bords extérieurs ∂Ω du domaine
un+1 = un+1b . (2.55c)
Puisque nous allons utiliser une méthode à pas fractionnaires, nous allons séparer certains termes de l’équa-
tion (2.55a) et les réécrire de façon différentes.














































































































où û1 et û2 sont respectivement les vitesses de pénalisation à l’ordre 1 et pénalisation à l’ordre 2. Ces
vitesses de pénalisation sont identiques, excepté sur les premières mailles dans le solide où la vitesse
au second ordre û2 est calculée par une méthode GCM.
Les termes I correspondent à la prédiction du champ de vitesse avec pénalisation d’ordre 1. Les termes
II correspondent à la correction des champs pour satisfaire la divergence nulle, et enfin les termes III
correspondent à la correction avec la méthode IPC d’ordre 2 (frontières immergées) plus le reste des termes.
L’algorithme de résolution est le suivant :



















(L(ρ, µ, u)∗ + L(ρ, µ, u)n)+λχn(ûn1 −u
∗), (2.61a)
avec les conditions aux limites
B(u∗) = 0. (2.61b)
Le champ de vitesse obtenu par prédiction u∗ n’est a priori pas à divergence nulle, ∇·u∗ 6= 0, mais u∗ −→
λ→+∞
un1 dans l’obstacle (à l’ordre 1 en espace). A ce stade, deux choix sont généralement utilisés pour la pression
prédite q.
Le premier choix est q = 0. Dans ce cas, le champ prédit peut être relativement différent du champ
souhaité un+1 et l’imposition de la condition limite B(u∗) demande quelques ajustements. En effet, il manque
le gradient de pression à ce champ de vitesse, et il conviendrait alors d’inclure une estimation non triviale de
∇pn+1 dans B(u∗).
Le second choix, proposé Goda (1979), consiste à poser q = pn−
1
2 , ou alos une extrapolation d’ordre
supérieure pour approcher pn+
1
2 . Cette méthode est habituellement appelée méthode incrémentale. Dans ce
cas, q est une relativement bonne approximation de pn+
1
2 et il semble plus naturel d’imposer pour u∗ les
mêmes conditions aux limites que pour un+1, i.e. B(u∗) = (u∗ − ub)|∂Ω = 0.
14. Le choix de faire des moyennes sur la fonction caractéristique χ est le plus simple, même s’il n’est pas le plus
réaliste.
2.5 Domaine fictif et interface fluide/structure 61
Etape II : Correction on calcule la divergence de l’équation qui rassemble les termes II, en imposant










, avec ψ = pn+
1
2 − q. (2.62a)









résoudre ∆ψ = −∇·u
∗
∆t .
Afin que ce problème soit bien posé, on fixe également la valeur de la pression, par exemple sur un point de
la frontière amont. Le champ u∗ étant évalué avec pénalisation, il n’est pas nécessaire d’imposer explicitement
des conditions aux limites sur l’interface pour la pression (Angot et al., 1999). On corrige ensuite les champs
de vitesse et de pression :






2 = q + ψ. (2.63b)
La correction de pression proposée ici est la plus utilisée. Cependant, Brown et al. (2001) proposent une







∆ψ. Timmermans et al. (1996) proposent quant à eux un schéma rotationnel pn+
1




D’autres choix sont encore possible, mais pratiquement, la correction (2.63b) donne de très bons résultats
pour des nombres de Reynolds modérés.
Etape III : Transport et correction IPC au second ordre Si nécessaire, si χn+1 6= χn, le
transport de la fonction caractéristique (et distance signée) est effectué pour obtenir χn+1, et on résout

















n)− λχn(ûn1 − u
∗) (2.64)








n = 1 (imposé au pas de temps précédent)
De plus, on néglige souvent le terme de correction de la dissipation 12
(
L(ρ, µ, u)n+1 − L(ρ, µ, u)∗
)
, et l’équa-








Ce schéma numérique est particulièrement adapté pour calculer des écoulements en présence d’interfaces
fluides/structures. Nous allons traiter dans la section suivante le cas des interfaces fluide/fluide.
Conditions de stabilité sur le pas de temps : afin d’obtenir un algorithme stable numériquement
nous devons imposer des conditions sur le pas de temps ∆t. Le système est gouverné par des termes de
convection et des termes de diffusion visqueuse.
La première condition, connue sous le nom de condition CFL (Courant, Friedrichs et Lewy), impose
qu’une particule fluide ne doit d’une distance excédant la taille de la maille dans chaque direction spatiale.


















Si les termes visqueux sont traités de manière explicite dans l’étape de prédiction (2.61a), une condition


















Le cas échéant, une contrainte liée aux forces de volume g = (gx, gy, gz) peut être ajoutée. A chaque
pas de temps, une approximation linéaire de la vitesse suivant x est ‖u‖∞ + ∆t‖gx‖∞, et la condition CFL















On procède de même pour les autres directions spatiales et on obtient finalement :
∆t
(
Cc + Cν +
√
(Cc + Cν)2 + 4Cg
)
≤ 2, (2.66)










2.6 Modélisation et résolution numérique des interfaces fluide/fluide
Les écoulements en présence d’interfaces fluide/fluide sont régis numériquement par le modèle (2.51).
En particulier, on rappelle que l’on a un saut de masse volumique et de viscosité dynamique à travers
l’interface fluide/fluide, à savoir :
ρ = ρ+ +H(φ)(ρ− − ρ+), (2.67)
µ = µ+ +H(φ)(µ− − µ+). (2.68)
Dans ce qui suit nous allons présenter deux méthodes pour traiter les conditions de sauts à l’interface : la
méthode CSF (Continuum Surface Force) dans laquelle nous utiliserons une interface lissée (la fonction de
Heaviside H est lissée) et la méthode GFM (Ghost Fluid Method) dans laquelle une interface raide sera
utilisée (H est raide).
2.6.1 Interface lisse et Continuum Surface Force (CSF)
Méthode CSF (Continuum Surface Force) a été initialement introduite par Brackbill et al. (1992) et
développée par Sussman et al. (1994). L’idée de la méthode CSF est de traiter le terme de tension de surface
comme une force volumique supplémentaire dans les équations de la conservation de la quantité de mouvement.
Le saut
[−pI + 2µD(u)] · n = σκn à travers Γf , (2.69)







= −∇p+∇ · 2µ(ψf )D(u) + σκδ(ψf )n+ ρ(ψf )g dans Ωf . (2.70)
Nous voyons que la tension de surface intervient comme une force singulière localisée sur l’interface (δ re-
présente la distribution de Dirac). L’interface étant a priori dissociée du maillage fluide, la résolution de
l’équation de quantité de mouvement (2.70) peut poser quelques problèmes. Pour remédier ces problèmes,
nous régularisons la distribution de Dirac sur quelques mailles fluides. Pour ce faire nous régulation la fonction




















si |ψf | ≤ ǫ,
1 si ψf > ǫ.
(2.71)
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si |ψf | ≤ ǫ.
(2.72)
L’avantage de cette approche est sa grande simplicité de mise en œuvre. A partir d’une représentation level
set de l’interface, il est aisé de simuler les changements topologiques. L’inconvénient majeur de cette approche
est l’apparition de courants parasites au voisinage de l’interface. Ces courants se traduisent par des vitesses
non physiques qui peuvent déstabiliser l’interface. De nombreuses études ont été apportées à cette problé-
matique.Nous avons ajouté un terme de correction du gradient de pression pour obtenir un schéma dit well
balanced.
Conditions de stabilité sur le pas de temps : le terme de tension de surface est traité comme une
force supplémentaire dans les équations. Cette force engendre également une restriction sur le pas de temps
qu’il faut ajouter aux conditions sur le pas de temps déjà obtenues (2.66). La condition complète est est :
∆t
(
Cc + Cν +
√





min (ρ(ψf ))min (∆x, ∆y, ∆z)
2 et cfl ≤ 1. On prend généralement cfl = 0, 5.
2.6.2 Interface raide et Ghost Fluid Method (GFM)
L’idée principale de la méthode GFM est de prolonger de façon continue de chaque côté de l’interface des
variables discontinues en créant des cellules fantômes (Ghost cells) qui respectent les sauts à imposer (Kang
et al., 2000; Fedkiw et al., 1999b; Liu et al., 2000). Cette méthode repose alors sur l’utilisation de domaines
fictifs. Nous avons choisi cette méthode par rapport à la méthode Immersed Interface car cette dernière ne
préserve pas un opérateur symétrique comme c’est le cas pour la méthode Ghost Fluid. La méthode Ghost
fluid a été introduite pour résoudre le problème elliptique suivant :
∇ · (β(x)∇ψ(x)) = f(x), x ∈ Ω, (2.74a)
ψ(x) = g(x), x ∈ ∂Ω.
Le coefficient β > 0 est supposé discontinu à travers l’interface Γ. Les conditions de saut sont :
[ψ]Γ = a(x), x ∈ ∂Γ. (2.74b)
[βψn]Γ = b(x), x ∈ ∂Γ. (2.74c)
avec ψn = ∂ψ∂n = ∇ψ · n, n étant la normale unitaire à l’interface. Sans rentrer dans les détails techniques
qui peuvent être trouvés dans l’article de Kang et al. (2000), nous considérons que nous pouvons résoudre le
système (2.74) de façon précise.
On rappelle en particulier que nous devons résoudre un problème elliptique similaire à (2.74a) lors de










, avec ψ = pn+
1
2 − q. (2.75a)
Le problème des écoulements bifluides avec discontinuité des masses volumiques et des viscosités réside dans
le traitement du saut
[−pI + 2µD(u)] · n = σκn à travers Γf .
Ce saut du tenseur des contraintes dans la direction normale peut être ré-écrit :
[p]− [2µ(∇u · n, ∇v · n, ∇w · n)n] · n = σκ à travers Γf .
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Le fluide étant incompressible nous avons [(∇u · n, ∇v · n, ∇w · n)n] = 0 et la condition de saut devient :
[p] = [2µ](∇u · n, ∇v · n, ∇w · n)n+ σκ à travers Γf . (2.75b)
Il nous manque à ce stade uniquement une condition du type (2.74c). En considérant que la dérivée particulière








(∇ · (2µD(u))T · n
ρ
]
à travers Γf . (2.75c)
En utilisant ψ = pn+
1
2 − q, nous pouvons réécrire les sauts pour la quantité ψ.
Le problème (2.75) est maintenant tout à fait similaire au problème elliptique modèle (2.74).
2.7 Interfaces fluide/fluide/structure et ligne triple
On appelle ligne triple 15 de contact la ligne où se coupent les interfaces fluides/solide et fluide/fluide.
Plusieurs méthodes on été étudiées pour modéliser le déplacement de la ligne triple, notamment la méthode
du film précurseur, la méthode d’interface diffuse et la méthode du modèle de glissement. Ces méthodes on
été largement décrites dans la thèse de Pinilla Velandia (2012).
Comme nous l’avons déjà vu précédemment, dans les méthodes d’interfaces diffuses, les quantités phy-
siques peuvent varier très fortement à travers l’interface tout en restant continues. La ligne triple peut alors
se déplacer grâce aux flux numériques. Le modèle le plus répandu est le modèle de Cahn-Hilliard
∂φ
∂t
+ u · ∇φ = ∇ · (γ∇G), (2.76)
où γ est un paramètre de mobilité et G un potentiel chimique. Cette équation est semblable à l’équation de
transport de la fonction level set avec un terme diffusif supplémentaire. En général φ dénote une phase, à
savoir 0 ≤ φ ≤ 1.
En ce qui concerne les méthodes de glissement, nous avons choisi la modèle macroscopique de Cox (1986).
A l’équilibre, l’angle formé par l’interface fluide/fluide avec la surface solide est appelé angle de contact et





où σ sont les tensions de surface à l’interface des différents milieux. Si θ < π/2 on parle de mouillage partiel
par le fluide + et si θ > π/2 le fluide est dit mouillant. Aux extrémités, si θE = 0 on parle de mouillage total
et si θE = π le fluide est non mouillant. L’angle θE est défini à l’équilibre lorsque l’interface est stationnaire.
Si par contre l’interface se déforme, l’angle est dynamique et est noté θD. Si θD 6= θE , la ligne triple se déplace
sous l’action de la force FθD = σs+ − σs− − σ+− cos θE . Les détails de cette méthode sont bien expliqués
dans la thèse de Pinilla Velandia (2012).
2.8 Le code de calcul NaSCar (NAvier-Stokes CARtésien)
2.8.1 Description
Le code de calcul que j’ai développé à l’INRIA se nomme NaSCar, en abréviation de Navier-Stokes
Cartésien. Ce code est écrit en langage C/C++ et est couplé au standard MPI pour la parallélisation.
Il utilise la libraire PETSC http://www.mcs.anl.gov/petsc/ pour la résolution de systèmes linéaires en
parallèle. Ce code permet de simuler différents types d’écoulements, en deux ou trois dimensions, tels que
les interactions entre un fluide et des structures déformables (voire élastiques) ou encore des écoulements
bifluides.
Le développement de ce code a pu être réalisé dans des conditions favorables grâce au cluster de calcul
PLAFRIM (Plateforme Fédérative pour la Recherche en Informatique et Mathématiques), qui a été déve-
loppé par une action INRIA PlaFRIM avec le soutien du LABRI et de l’IMB et d’autres partenaires : Conseil
15. Cette ligne se réduit à un point pour des écoulements en deux dimensions.
16. Nous faisons l’hypothèse ici que l’angle de contact est mesuré dans le fluide +.
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Régional d’Aquitaine, FeDER, Université de Bordeaux et CNRS (voir https ://plafrim.bordeaux.inria.fr/).
Toutes les expérimentations numériques ont donc été effectuées sur PLAFRIM. La production de résul-
tats a largement été effectuée sur le cluster de calcul du Mésocentre de Calcul Intensif Aquitain (MCIA,
http://www.mcia.univ-bordeaux.fr/). Ces deux clusters possèdent à eux deux environ 4000 cœurs de cal-
culs.
Le code est articulé autour des points suivants :
Librairies pour générer des profils d’obstacles
– Importation de géométrie discrète et maillage régulier de cette géométrie (pales d’éoliennes)
– Génération de profils 3D par B-splines (poissons, raies, ...)
Librairies interaction fluide/structure
– Calcul des forces et des moments
– One-way : déformation imposée des obstacles et déplacement par lois de Newton
– Two-way : couplage fortement implicite, structure poutre élastique
Librairies pour capturer et suivre les interfaces
– Génération d’une fonction level set (distance signée) à partir d’une géométrie quelconque
– Transport de la fonction level set (WENO5 et RK3 TVD)
– Redistanciation (méthode de type Godunov pour réaliser l’upwinding)
– Sélection de contour au besoin pour assurer la conservation du volume
Librairies pour la résolution des équations de Navier-Stokes




– Méthode IPC hybride
– Bifluide avec tension surface : méthodes CSF et GFM
– Modèle de turbulence SGS Smagorinsky-Lilly et modèle de Vreman (2004)
Librairies d’exportation pour visualisation paraview
– Output généralisé : Choix des variables, pour snapshots, films, etc ...
Un dépôt APP est en cours.
Ce code est largement validé pour de nombreuses applications pour des nombres de Reynolds faibles et modé-
rés, en deux et trois dimensions (Bergmann et Iollo, 2011; Bergmann et al., 2014b). Excepté une application
à affiner, les forts nombres de Reynolds n’ont pas réellement été étudiés, en partie du au fait que la méthode
basée sur des grilles cartésienne ne s’y prête pas réellement. Ce problème reste ouvert (voir perspectives).
2.8.2 Validations
Nous avons effectué de nombreuses validations et calculs d’ordre (Bergmann et Iollo, 2011; Bergmann
et al., 2014b) pour des écoulements 2D. Nous avons bien obtenu l’ordre 2 en vitesse et pression (norme L2) en
espace pour la méthode IPC. L’ordre sur la pression tombe cependant à 1 pour la norme L∞. Dans ce qui suit
nous allons simplement présenter une validation 3D. Beaucoup d’autres simulations et calcul de convergence
seront effectués dans les chapitres suivants.
La sédimentation d’une sphère sous l’effet de la gravité a été largement étudiée dans la littérature, tant
d’un point de vue expérimental (Clift et al., 1978) que numérique (Glowinski et al., 2001; Coquerelle et Cottet,
2008). La configuration de l’étude est donnée sur la figure 2.6. Nous choisissons les mêmes paramètres sans
dimension que ceux introduits par Coquerelle et Cottet (2008), la sphère (de diamètre D) tombe dans un
cylindre vertical (de diamètre L = 1) rempli d’un fluide de viscosité ν sous l’effet de la gravité g = −980. Nous
modélisons un cylindre infini et imposons des conditions aux limites de Neumann homogènes ( ∂u
∂n
= 0 où n
est le vecteur unitaire normal sortant) sur les frontières en haut et en bas du cylindre, respectivement ΓT et
ΓB. Des conditions aux limites de non glissement, u = 0, sont imposées par pénalisation (Angot et al., 1999)
sur la frontière latérale du cylindre ΓL. La table 2.1 présente une comparaison entre les vitesses terminales
pour différents diamètres et viscosités. La vitesse terminale obtenue dans notre étude, U , est comparée à des
résultats expérimentaux UE obtenus par Clift et al. (1978) et des résultats numériques UG et UC obtenus
respectivement par Glowinski et al. (2001) et Coquerelle et Cottet (2008). Tous les résultats reportés sur la
table 2.1 sont obtenus avec un pas de discrétisation en espace h = 1/100. Les résultats obtenus sont en très
bons accords avec les résultats de la littérature.
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Figure 2.6 – Configuration de la sédimentation d’une sphère avec un exemple de champ de vorticité.
D ν UE UG UC U
0.2 0.10 0.2571 0.2567 0.256 0.266
0.2 0.05 0.4603 0.4844 0.475 0.497
0.2 0.02 0.9129 0.9480 0.937 0.953
0.3 0.10 0.4047 0.4072 0.401 0.420
0.3 0.05 0.7493 0.7599 0.748 0.764
0.3 0.02 1.4359 1.3920 1.390 1.472
Table 2.1 – Comparaison entre les vitesses terminales de la sédimentation de sphère pour plusieurs
diamètres et viscosités du fluide.
2.9 Conclusions
Ce chapitre avait pour but de présenter tous les outils que nous utiliserons pour étudier les diverses
applications qui seront présentées dans les chapitres suivants. Tous ces outils ont été implémentés dans
le code de calcul massivement parallèle NaSCar que j’ai développé ces dernières années. Parmi ces outils
figurent des méthodes bien connues, et d’autres que nous avons spécifiquement développés pour certaines
applications (IPC). Nous sommes encore en train de développer d’autres méthodes notamment pour étudier
des problèmes multi-physiques où interviennent plusieurs effets à différentes échelles. En particulier, comme
nous le détaillerons par la suite, nous développons des modèles d’interactions entre deux fluides et une
structure élastique (code spécifique pour la structure). Afin d’appréhender les phénomènes physiques qui
interviennent à différentes échelles (couches limites, sillages) nous développons également des raffinements
de maillages de type quadtree/octree (grille cartésienne raffinée en découpant les cellules et en conservant
la structure cartésienne), mais également des méthode overset de type chimère (une grille cartésienne plus
une grille conforme à l’obstacle). Cette partie qui concerne les maillages s’effectue en collaboration avec
OPTIMAD engineering (politecnico di Torino).
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3.1 Introduction
Afin de mettre en évidence l’efficacité des méthodes numériques mises en place de ce manuscrit, nous nous
intéressons à la simulation numérique d’écoulement autour de corps déformables et en mouvement. Ce type
de simulation serait en effet très difficile à réaliser en utilisant des outils classiques de simulation numérique
basés sur des maillages adaptés à la géométrie des corps. Un remaillage serait nécessaire pour suivre les
corps lors de leurs mouvements. La simulation autour de corps déformables sera mise en évidence sur le
déplacement autopropulsé de corps assimilés à des nageurs. Différents types de nageurs seront étudiés, mais
une très grande majorité sera de type poisson. Initialement, cette étude était limitée à illustrer le potentiel
bénéfice de l’utilisation conjointe de maillages cartésiens, de méthodes de pénalisation et de fonctions level
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set. Au fur et à mesure de l’évolution du travail et des simulations que nous avons effectuées, nous nous
sommes intéressé de plus près à l’étude de la nage de poissons avec une attention particulière apportée à
l’énergie dépensée.
3.2 Préliminaires et définitions
3.2.1 Introduction
La modélisation et la simulation numérique de la nage de poissons peut être d’un grand intérêt en biologie
et dans les applications du domaine de l’ingénieur. En effet, mieux comprendre les mécanismes de la nage
peut aider à clarifier certains aspects liés à l’évolution biologique et la physiologie de certains organismes
aquatiques. Dans le domaine de l’ingénieur, l’étude et l’optimisation du transport sous marin peut aider
à concevoir des véhicules sous marins performants ayant des capacités de manœuvre supérieures à celles
actuellement développées. De façon plus générale, beaucoup d’autres applications allant de la sédimentation
d’écoulement granulaire à la simulation d’un avion en pleine manœuvre peuvent bénéficier d’une modélisation
précise des interactions instationnaires entre un fluide et des obstacles.
Les premiers résultats mathématiques concernant la nage de poisson sont ceux de Lighthill dans une
série de papiers (Lighthill, 1960, 1969, 1970, 1971). Les principaux résultats sont obtenus dans une approche
linéarisée pour des écoulements non visqueux. Depuis, plusieurs papiers ont suivi cette étude pour des fluides
non visqueux, et une revue détaillée est donnée par Sparenberg (2002). Un exemple plus récent est présenté
par Alben (2009), où une méthode numérique pour la dynamique d’un corps flexible dans un écoulement non
visqueux est décrite.
Les premiers résultats prouvant le caractère bien posé du modèle d’interaction fluide-poissons ont été
donnés par San Martin et al. (2008) et Nečasová et al. (2011).
En ce qui concerne la nage de poisson dans un écoulement visqueux il existe très peu de résultats numé-
riques, la plupart des résultats connus sont obtenus expérimentalement. En particulier, Barrett et al. (1999)
ont proposé un dispositif expérimental pour étudier la réduction de traînée dans la nage de poisson (le robot
bluefin tuna). Un résultat marquant est que la puissance nécessaire pour nager est moindre que celle nécessaire
pour tirer le robot immobile à la même vitesse. Un résultat encore plus marquant est qu’il est possible pour
un poisson passif d’extraire de l’énergie d’une allée tourbillonnaire. En effet, Beal et al. (2006) ont montré
qu’un poisson mort (anesthésié en fait) est capable de "nager" par couplage de son corps flexible avec les
tourbillons.
Motivés par ces exemples, nous allons par la suite étudier la nage de poissons, sous différentes formes.
Nous allons commencer par une étude en deux dimensions. Ensuite, nous étudierons brièvement le cas tridi-
mentionnel, avec notamment d’autres nageurs de type méduses ou raies.
3.2.2 Configuration d’écoulement
Notre but est d’étudier l’écoulement incompressible atour de Ns corps déformables et autopropulsés. Le
domaine considéré est noté Ω = Ωf ∪ Ωi, où le domaine Ωf est rempli avec un fluide de densité constante
ρ et de viscosité dynamique µ. Le domaine Ωi représente le i−ème corps de densité ρi. La vitesse du corps
xi ∈ Ωi est notée ui. La figure 3.1 présente une schématisation de la configuration d’écoulement étudiée.
En fonction des tests effectués, les équations de Navier-Stokes seront résolues soit sous forme dimension-
nelle soit sous forme sans dimension en introduisant classiquement le nombre de Reynolds Re = ρUrefDref
µ
,
où Dref la longueur du poisson et Uref une vitesse de référence. En particulier, nous prendrons un poisson
de longueur ℓ = 1, et choisissons alors Uref = 1 et Dref = 1. Le choix de Uref = 1 se justifie a posteriori par
le fait que les poissons étudiés nagent avec une vitesse approximativement égal à une longueur de corps par
seconde. Notons enfin que la définition du nombre de Reynolds pour la nage de poisson n’est pas unique, et
d’autres choix peuvent se présenter (Gazzola et al., 2011).
3.2.3 Déformation et déplacement de corps
Nous sommes intéressés par des corps autopropulsés, i.e. les déplacements des corps ne sont pas imposés
mais résultent de l’action des efforts exercés par le fluide sur les corps.









Figure 3.1 – Configuration d’écoulement générique.
Vitesses de translation et de rotation
La vitesse d’un corps immergé peut se décomposer comme étant la somme d’une vitesse de translation
ui et d’une vitesse de rotation uθi relatives au centre de masse, plus une vitesse de déformation u
′
i. Dans la
suite, la vitesse de déformation sera explicitement imposée, et les vitesses de translation et de rotation seront
déterminées à l’aide des lois de Newton.
Soient Fi et Mi les forces et moments exercés par le fluide sur le i−ème obstacle. La vitesse de translation








avec mi la masse du i−ème obstacle et Ji sa matrice d’inertie. A partir de la vitesse angulaire, la vitesse de




i le centre de masse.
Le tenseur des contraintes sans dimension est T(u, p) = −pI+ 1
Re
(∇u+∇uT ). Soit ni le vecteur unitaire








ri ∧ T(u, p)ni dx. (3.2b)
On rappelle que la frontière ∂Ωi ne coïncide a priori pas avec le maillage fluide. Puisque nous utilisons une
méthode de discrétisation en espace d’ordre 2 (frontière immergée ou IPC), nous pouvons directement calculer
ces quantités. En effet, une simple interpolation de Lagrange permet d’obtenir les valeurs de pression et de
vitesse sur l’interface. Les vitesses étant d’ordre 2, les gradients seront d’ordre 1 d’où un calcul des forces et
moments qui est consistant. Si par contre nous utilisons une méthode de pénalisation à l’ordre 1, les gradient
à l’interface ne sont plus consistants, et une autre méthode de calcul est utilisée (voir Bergmann et Iollo
(2011)).
La déformation des nageurs considérés ici est imposée. La force nécessaire pour imposer cette déformation
n’est pas prise en compte pour le moment. Cette force est considérée comme une force intérieure et est supposée
découplée de toutes les forces extérieures. Par conséquent, la déformation relative doit être de telle sorte que
les moments linéaires et angulaires soient uniquement dus à l’action des forces extérieures. Autrement dit, la
classe des déformations admissibles u′i doit satisfaire :
∫
Ωi




x ∧ u′i(x, t) dx = 0, (3.4)
où la densité du corps est supposée constante.
3.2.4 Classification de la nage
La nage de poisson est généralement ordonnée en différentes catégories qui sont fonction de la forme
et du mode de locomotion. Ces catégories sont décrites par Webb (1984) : La première est appelée BCF
(Body and Caudal Fin), la seconde est BCF transitoire (accélération, manœuvres, etc) et la troisième est
MPF (Median and Paired Fin). Dans la suite de ce chapitre, nous nous intéresserons aux modes BCF pour
une nage périodique ainsi que pour les manœuvres. Le mode BCF représenté sur la figure 3.2.4 est classé en
différentes sous catégories, i.e. anguiliforme, subcarangiforme, carangiforme et thunniforme (Lindsey, 1978;
Sfatiotakis et al., 1999).
Après avoir défini la forme du poisson §3.2.5, nous modéliserons la nage BCF périodique §3.2.5 et la nage









Figure 3.2 – Classification de la nage des poissons de type BCF (Body and Caudal Fin) par Lindsey
(1978).
3.2.5 Représentation paramétrique de la nage de poissons
Modélisation de la forme du poisson
Nous commençons par définir une forme symétrique et stationnaire. Nous avons fait le choix d’approximer
le profil 2D du poisson (vue de dessus) par une section d’une aile d’avion. Une méthode simple pour para-
métriser une aile d’avion est d’utiliser une transformation conforme de Joukowski qui transforme un cercle
de rayon rc = 1 défini par un nombre complexe ζ = η + iθ en un profil d’aile défini par le nombre complexe
z = xs + iys dans le plan de transformation. La transformation est la suivante :
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Pour éviter que l’angle d’ouverture de la queue soit nul, nous avons opté pour une variante qui est la trans-




















où l’angle d’ouverture de la queue est α = (2 − n)π. Une translation et contraction (ou extension) du plan
z sont appliquées pour obtenir 0 ≤ x ≤ ℓ. A ce moment, la forme du poisson est entièrement définie par 4
paramètres, à savoir l’origine du cercle (ηc et θc), l’angle de la queue (α) et la longueur du poisson (ℓ). Puisque
un profil symétrique est désiré (θc = 0), nous choisissons ηc < 0, α > 0 et ℓ ≥ 0. Différentes épaisseurs peuvent
être obtenues en variant ηc. Par exemple, ηc = −0.01 approche un profil anguiliforme, ηc = −0.04 approche un












Figure 3.3 – Exemple de transformation de Karman-Trefftz.
un poisson 3D a été généré de façon différente. La colonne vertébrale du poisson est discrétisée en vertèbres
xi pour i = 1, .., N . Non déformée, la colonne vertébrale coïncide avec 0 ≤ x ≤ 1, y = z = 0. Le profil
3D est composé avec N ellipses d’axes y(xi) et z(xi). Les axes y(x) et z(x) sont calculés avec des B-splines
(voir figure 3.4). La coupe 2D du profil se rapproche toujours d’un profil d’aile d’avion. En particulier, nous
utiliserons les dimensions maximum suivantes, 2y = 0.17 et 2z = 0.24. La nageoire caudale a une hauteur
maximum de 2z = 0.25. Ces paramètres ont été imposés pour s’approcher du profil du robot bluefin tuna
du MIT (Barrett et al., 1999). Un exemple de nage 3D est représentée sur la figure 3.6. Au besoin, d’autres
profils seront utilisés.












Figure 3.4 – Représentation des axes des ellipses axes y(x) et z(x) qui définissent le profil 3D.
Modélisation de lois de nage périodique de type BCF
Nous allons maintenant définir une loi de nage périodique. L’idée est de déformer la colonne vertébrale
du profil stationnaire (defini par 0 ≤ x ≤ ℓ, y = 0 et z = 0) avec une loi y(x, t). Il est nécessaire de conserver
la contrainte ℓ = 1. Soit s l’abscisse curvilinéaire de la colonne vertébrale déformée (0 ≤ s ≤ ℓ). Nous fixons












La déformation correspondante y(x(s), t) peut être évaluée numériquement. Comme décrit par Barrett et al.
(1999), une loi de nage naturelle y(x, t) est :
y(x, t) = a(x) sin(2π(x/λ+ ft)), (3.7a)
où l’enveloppe est donnée par
a(x) = c0 + c1x+ c2x
2. (3.7b)
En considérant que la longueur du poisson reste contante, ℓ = 1, nous avons x(ℓ) ≤ ℓ.
La loi est définie avec une vitesse de phase constante cp = λf , où λ et f sont la longueur d’onde et la
fréquence des oscillations. La longueur d’onde λ n’est pas nécessairement égale à la longueur du poisson (Deng
et al., 2007). Cette loi de nage peut être centrée au nez du poisson (Deng et al., 2007) ou à un certain
pourcentage δ de la longueur du corps (Zhu et al., 2002). Les paramètres c0, c1 et c2 peuvent alors être
ajustés pour imposer une amplitude maximale de la nageoire caudale A/2 qui est un paramètre important
pour l’efficacité de la nage (Lighthill, 1970). En pratique nous utilisons une transition durant une courte
période entre le profil non déformé y(x, t) = 0 et le profil déformé avec y(x, t) = a(x) sin(2π(x/λ+ ft)). Une












circle with radius r







Figure 3.5 – Configuration des profils de nage et de manœuvres.
Figure 3.6 – Exemples de profils de nage.
Dans la suite nous notons b les paramètres de forme du poisson (3 paramètres en 2D) et s = (c0, c1, c2, λ, f, δ)T
les paramètres de nage. Le profil instationnaire du poisson est noté P (b, s, t). Concrètement, nous procédons
de la façon suivante :
1. imposer une déformation de la colonne vertébrale,
2. soustraire le déplacement du centre de masse pour vérifier (3.3),
3. effectuer une rotation opposée à celle induite par la déformation pour vérifier (3.4),
4. effectuer une homothétie si nécessaire (pour conserver la masse).
Modélisation de lois de nage de type BCF pour les manœuvres
Puisque nous avons défini une loi de nage ayant une courbure moyenne égale à zéro, les manœuvres
peuvent sembler délicates à effectuer. Afin d’améliorer la manœouvrabilité, nous introduisons une stratégie
qui consiste à modifier la loi de nage y(x, t) pour obtenir une déformation moyenne non nulle. Nous choisissons
3.3 Simulations bidimensionnelles de nageurs 73
h u d (%) tCPU (minutes)
1/32 −0.62 50 8
1/64 −0.81 14.8 42
1/128 −0.9 3.3 298
1/256 −0.93 − 2552
Table 3.1 – Evolution de la vitesse moyenne u, de la déviation relative d et du temps CPU tCPU
en fonction du pas d’espace h.
la transformée R : P (b, s, t) 7→ Pr(b, s, t) telle que le profil de nage P (b, s, t) s’enroule sur une cercle de
rayon r pour générer un nouveau profil Pr(b, s, t) (voir figure 3.5(b)). Nous avons P∞(b, s, t) = P (b, s, t).
Le rayon minimal r peut varier en fonction du poisson considéré (Blake, 2004). Par exemple, r = 0.47ℓ pour
le thon à queue jaune (Blake et al., 1995), r = 0.13ℓ pour le dauphin Corypaena hippurus (Webb et Keyes,
1981) et même r = 0.065ℓ pour le poisson angelfish Pterophyllum eimekei Ahl (MPF) (Domenici et Blake,
1991). Comme pour la nage périodique, le profil final est recentré et réorienté pour éviter l’ajout de forces et
moments artificiels. Un exemple du profil 2D Pr(b, s, t) est donné sur la figure figure 3.5(c).
Remarques pour les simulations numériques
Les simulations numériques présentées dans ce chapitre ont été effectuées avec les méthodes décrites au
chapitre précédent. Les paramètres de la simulation seront introduits au besoin dans chaque sous-section.
Notons néanmoins que les simulations de poissons sont effectuées dans ce que l’on peut appeler aquarium,
i.e. les conditions aux limites sont de type Dirichlet homogènes pour toutes les composantes de vitesses. On
impose donc u = 0 sur toutes les frontières extérieures du domaine de calcul. Les domaines de calcul sont
des boîtes (2D ou 3D) de taille minimale, mais telle que la sensibilité des résultats en fonction de la taille du
domaine soit négligeable.
3.3 Simulations bidimensionnelles de nageurs
Cette section est largement inspirée de Bergmann et Iollo (2011). Ce travail correspond au début de
nos travaux autour de la modélisation et la simulation en mécanique des fluides. Nous avons utilisé une
pénalisation classique à l’ordre 1.
Dans ce qui suit nous avons utilisé un pas de discrétisation h = ∆x = ∆y. Le pas de temps est choisi
pour vérifier la condition CFL décrite au chapitre précédent. La résolution spatiale est basée sur l’étude de
convergence suivante.
3.3.1 Choix de la résolution en espace
Le calcul d’écoulement autour d’obstacles rigides qui se déplacent a déjà été validé au chapitre précédent,
ainsi que dans Bergmann et Iollo (2011) et Bergmann et al. (2014b). Nous sommes maintenant intéressés à
l’étude de la convergence de grille pour des obstacles déformables. Cette étude se fera sur la vitesse limite
qu’atteint le poisson. Cette quantité est intéressante car elle fait appel à plusieurs quantités sensibles comme
le calcul des forces et des moments agissants sur le corps. Nous choisissons des paramètres de profil b et une
loi de nage s (ce poisson est du type F1, voir la section suivante 3.3.3). Nous effectuons des calculs pour
différentes valeurs de h pour Re = 1000. Ce poisson nage sur une distance égale à 9 et l’évolution de la vitesse
uh pour 0 ≤ t ≤ 10 est présentée sur la figure 3.7. Le maillage le plus fin est obtenu pour h = 1/256. Pour
le domaine considéré [−10, 2]× [2, 2] nous avons 3072× 1024 ≃ 3.1 millions de nœuds. La solution u256 est
alors prise comme solution de référence. La déviation relative de la vitesse moyenne finale uh est alors définie
par d(h) = ‖uh−u256‖2/‖uh‖2. la vitesse limite uh, la déviation relative d(h) et le temps de calcul tCPU (sur
un processeur) sont reportés dans la table 3.1. La déviation relative est divisée par 4 quand h est divisé par
2. La table 3.1 montre que h = 1/128 est un bon compromis entre la déviation relative (seulement 3.3%) et
le temps de calcul (8 fois moins que pour h = 258). Nous choisissons donc h = 1/128 pour la suite de nos
simulations à Re = 1000.
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Figure 3.7 – Convergence de la vitesse de nage en fonction du pas d’espace h.
3.3.2 Mécanisme de la nage en 2D
Le mécanisme de la nage est représenté sur la figure 3.3.2. Une allée de Von Karman inversée est générée
ce qui induit la formation d’un écoulement de type "jet" qui propulse le nageur.







création de tourbillons négatifs
(a) Allée tourbillonnaire "inversée"
Force poussée
ωz > 0ωz > 0
ωz < 0ωz < 0
(b) Création de la force de poussée.
creation de tourbillons positifs
ωz > 0 ωz > 0
tourbillons négatifs
ωz < 0
création de tourbillons négatifs
(c) Allée tourbillonnaire classique.
Propulsion, u > 0
u < 0u < 0
u < 0u < 0
u < 0
(d) Création d’écoulement de type "jet".
Figure 3.8 – Schématisation 2D des mécanismes de la nage d’un poisson.
3.3.3 Simulations numériques de nageurs de type BCF
Le but de cette section est de présenter une étude pour la nage de type BCF. Tout d’abord nous allons nous
intéresser à la vitesse maximale atteinte sans considération de puissance dépensée. Comme nous l’avons déjà
mentionné, il existe quatre types de modes BCF : anguiliforme, subcarangiforme, carangiforme et thunniforme.
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Le mode anguiliforme présente de larges oscillations sur tout le corps effilé du nageur, et le mode thunniforme,
à l’opposé, présente uniquement des oscillations localisées vers la queue d’un corps plus épais. Les deux
autres modes présentent des caractéristiques intermédiaires. Ces modes sont modélisés avec la paramétrisation
introduite à la section §3.2.5. Comme mentionné à la section précédente, il existe deux catégories de modes
BCF : le mode périodique et le mode transitoire.
Mode BCF pour la nage périodique
La nage périodique présente un caractère instable dans le sens où tout le déplacement est influencé par le
battement initial de la queue, générant un déplacement latéral non nul en moyenne. Un traitement spécifique
doit alors être apporté comme allons le présenter dans la suite. Afin d’obtenir un déplacement latéral à
moyenne nulle, nous corrigeons la trajectoire par ajout d’un rayon de courbure r qui est proportionnel à la
déviation latérale du centre de mass ∆yG, i.e. r ∝ ∆yG, avec yG(t = 0) = 0.
Chaque mode de nage est modélisé avec différents profils et loi de nages. Comme décrit à la section
§3.2.5, les modes sont définis par les paramètres b et s. On choisit quatre jeux de paramètres représentant
quatre poissons F1, F2, F3 et F4, qui modélisent les modes thunniforme, carangiforme, subcarangiforme et
anguiliforme, respectivement. Ces paramètres sont synthétisés dans la table 3.2. Nous avons choisi d’utiliser la
même angle de queue α = 5, la même longueur ℓ = 1, la même fréquence f = 2, δ = 0 et c0 = 0. Uniquement
l’épaisseur du poisson défini par η, l’enveloppe de nage (définie par c0, c1 et c2) et la longueur d’onde λ
sont modifiées. Les paramètres c0, c1 et c2 sont réajustés pour obtenir A = 0, 4. Toutes les simulations sont
Poissons Profil loi de nage
Fi ηc α ℓ c1 c2 λ f δ
F1 −0.04 5 1 0.1 0.9 1.25 2 0
F2 −0.03 5 1 0.4 0.6 1.00 2 0
F3 −0.02 5 1 0.7 0.3 0.75 2 0
F4 −0.01 5 1 1.0 0.0 0.50 2 0
Table 3.2 – Paramètres utilisés pour modéliser les quatre modes de nage.
indépendantes et sont stoppées quand le nageur a parcouru une distance égale à 9 fois la longueur de son
corps. Le temps associé est noté T9. Les sillages pour Re = 103 sont représentés sur la figure 3.9. Des allées
tourbillonnaires inversées de Von Karman sont visibles.
(a) F1 (b) F2
(c) F3 (d) F4
Figure 3.9 – Représentation du sillage généré par des nageurs de type BCF pour Re = 103. −100 ≤
ωz ≤ 100.
Le temps T9 nécessaire pour parcourir la distance d = 9, la vitesse limite maximale Umax, l’accélération
maximale γmax et la vitesse moyenne U pour Re = 103 et Re = 104 sont reportés dans la table 3.3 .
L’accélération maximale est naturellement dépendante du régime transitoire imposé pour de t = 0 à t = 0.2.
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Re = 103 Re = 104
fish |Umax| |U | |γmax| T9 |Umax| |U | |γmax| T9
F1 0.91 0.83 3.3 10.81 1.42 1.22 3.4 7.37
F2 0.97 0.93 4.6 9.70 1.39 1.27 4.9 7.06
F3 0.92 0.89 7.5 10.13 1.18 1.14 8.0 7.88
F4 0.65 0.63 9.5 14.2 0.81 0.79 10.4 11.4
Table 3.3 – Comparaison de quelques caractéristiques de nage pour Re = 103 et Re = 104.
Mode BCF pour virages et manœuvres
L’objectif de cette section n’est pas de comprendre le mouvement complexe de vrais poissons, mais
uniquement d’étudier le mouvement pour un prototype de robot. Nous allons montrer l’efficacité d’un simple
contrôle basé sur la déformation introduite au §3.2.5 et l’angle de vision θf . Cet angle est arbitrairement défini
comme étant l’angle orienté entre ligne passant par la tête et le centre de masse avec la ligne passant par la
tête et l’objectif ciblé (de la nourriture par exemple), comme illustré sur la figure 3.10. Si θf = 0 (l’objectif
est droit devant), nous voulons retrouver Pr(b, s, t)→ P (b, s, t), i.e. r →∞. En pratique nous n’imposons
pas r → ∞, mais nous passons du profil Pr(b, s, t) au profil P (b, s, t). Pour des raisons physiques, nous
imposons |r| ≥ r. Nous avons choisi r = 0.5 ce qui représente approximativement le rayon d’un virage pour
un thon (Blake et al., 1995). Nous supposons que cette limite peut être atteinte pour |θf | ≥ θf . Dans cette
étude on fixe θ = π/4. Nous avons également imposé la relation r(θf ) pour |θf | ≤ θf . Nous avons choisi
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Les résultats sont illustrés sur la figure 3.11 pour le nageur F1 à Re = 103. Les positions initiales de la tête
cible






Figure 3.10 – Schématisation de l’angle de vision.
et de la queue sont (0, 0) et (ℓ, 0) respectivement, et la nourriture est localisée en (2, −1). L’angle initial de
vision est alors θf = 2π − arctan1/2 ≈ 0.85 π tel que r(t = 0) = r. Nous imposons toujours une transition
entre corps non déformé r →∞ et déformé r = f(θf ). Nous venons de voir quelques mécanismes de nage de
poisson sans considérations énergétiques de la nage. La prise en compte de la puissance dépensée au centre
des sections suivantes.
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(a) t = 0.0 (b) t = 1.4 (c) t = 2.8 (d) t = 4.2
Figure 3.11 – Sillage et trajectoire du poisson qui manœuvre pour atteindre automatiquement la
cible (disque gris) pour Re = 103. −100 ≤ ωz ≤ 100.
3.3.4 Considérations énergétiques de la nage
Puissance nécessaire pour nager










Sans dimension, la puissance nécessaire pour nager est :
P (t) = −
∫
∂Ωi
pu · n dS +
∫
∂Ωi
(σ′ · n) · u dS. (3.9)
L’énergie nécessaire pour le poisson Fk pour atteindre la distance d est E(k) =
∫
Tk
P (k) dt, où Tk est le temps
nécessaire pour atteindre la distance d = 9. Cependant, la quantité d’énergie dépensée par unité de temps
dépend naturellement de la vitesse. Si tous les poissons avaient la même vitesse de nage Ur du poisson le
plus lent (F4), nous pourrions classer ces poissons par endurance. Pour ce faire, l’amplitude de la queue A
est alors régulée à chaque itération : si U > Ur nous diminuons A de façon proportionnelle, et vice versa.




3 les nageurs F1, F2 et F3 avec le régulateur de vitesse. L’énergie nécessaire est
maintenant reportée sur la table 3.4. Le poisson le plus efficace est F r1 pour les deux nombres de Reynolds
considérés.
fish Re = 103 Re = 104
F r1 0.64 0.24
F r2 0.66 0.26
F r3 0.77 0.28
F r4 0.77 0.30
Table 3.4 – Comparaison de l’énergie E(k) dépensée pour nager sur une distance d = 9 pour




3 ont régulé l’amplitude de la queue pour nager à la
vitesse du poisson F4.
La nage intermittente BAC (burst and coast)
Nous observons fréquemment le fait que les petits poissons ne nagent pas de manière continue, mais
plutôt avec un caractère intermittent. Nous allons alors étudier si la nage intermittente, appelée burst and
coast (BAC), permet d’obtenir des avantages énergétiques (Weihs, 1974; Videler et Weihs, 1982). La procédure
utilisée est celle décrite par Weihs (1974). Nous supposons que à t = t0 le corps rigide a une vitesse égale à
Ui. Une période de nage commence de t = t0 jusqu’à t1 = t0+Tb qui correspond au temps mis pour atteindre
une vitesse maximale Uf . Une nouvelle période commence où la nage est arrêtée. Le poisson rigide glisse
alors de la vitesse maximale Uf à t1 à la vitesse minimale Ui à t2 = t1 + Tc. Une nouvelle période de nage
de type BAC T = Tb + Tc recommence. L’efficacité énergétique de la nage dépend a priori du choix de Uf et
Ui (Weihs, 1974; Videler et Weihs, 1982). Dans ce qui suit nous étudions le nageur F1 à Re = 103 et Re = 104.
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A chaque nombre de Reynolds, quatre cas tests sont considérés. On note Uf = αfUmax et Ui = αiUmax, où
Umax est la vitesse maximale atteinte par F1 avec la nage périodique pour A/2 = 0.2 (voir table 3.3). Nous
considérons tout d’abord un grande différence entre Uf et Ui, i.e. nous choisissons αf = 0.8 et αi = 0.2.
Ensuite, nous choisissons de faibles différences pour des fortes vitesses (αf = 0.8 and αi = 0.6), des vitesses
moyennes (αf = 0.6 and αi = 0.4) et des faibles vitesses (αf = 0.4 and αi = 0.2). Pour la nage intermittente,
nous considérons de rapides transitions linéaires entre phases de nage et phases de repos (et inversement).
Nous notons R le ratio entre la puissance Pbac obtenue pour la nage intermittente (avec une vitesse moyenne





Dans chaque cas nous imposons également le correcteur sur la courbure moyenne de telle sorte que le poisson
nage "droit". Les paramètres utilisés et les résultats sont reportés sur la table 3.5. Pour quasiment tous les
(αi, αf ) Re = 10
3 Re = 104
(0.2, 0.8) 0.77 0.85
(0.6, 0.8) 1.02 1.00
(0.4, 0.6) 0.85 0.81
(0.2, 0.4) 0.63 0.71
Table 3.5 – Efficacité R de la nage intermittente pour F1 à Re = 10
3 et Re = 104 avec différents
paramètres Uf = αfUmax et Ui = αiUmax.
cas étudiés, la nage intermittente est plus efficace que la nage périodique. Cette efficacité augmente quand la
vitesse de nage moyenne diminue. Ces résultats sont en très bon accord avec les résultats obtenus par Stöcker
et Weihs (2001).
Influence de la nage en groupe sur l’efficacité énergétique
Il a été démontré que les poissons peuvent exploiter les tourbillons présents dans l’écoulement pour
réduire l’énergie nécessaire pour se mouvoir (Liao et al., 2003)). De façon plus surprenante, un poisson passif
(anesthésié) est également capable de "nager" via une interaction avec les tourbillons (Beal et al., 2006).
Ce phénomène sera brièvement étudié et simulé au chapitre suivant. Le but de ce paragraphe est d’étudier
les interactions entre plusieurs nageurs pour essayer de comprendre les mécanismes de nage en groupe qui
amènent à une réduction de la puissance dépensée (Weihs et Webb, 1983). Tous les nageurs considérés
dans la suite sont identiques (même profil et loi de nage). Soit D la distance latérale entre deux nageurs.
Cette distance tend à diminuer pendant la nage à cause de l’effet venturi. Nous allons à nouveau utiliser un
régulateur sur la courbure afin de garder cette distance fixe au cours du temps. On étudie tout d’abord deux
nageurs initialement localisés aux points (0, −D/2) et (0, D/2). Nous considérons des lois de nage en phase et
antiphase. Les figures 3.12(a) et 3.12(b) représentent les sillages associés en terme d’iso contours de vorticité
pour D = 0.5. Les isolateurs de vitesse horizontale u sont représentés sur les figures 3.12(c) et 3.12(d). Dans
les deux cas il existe des zones de vitesses négatives (de même signe que la vitesse des poissons) dans le sillage
généré par les deux poissons. Notons maintenant L la distance longitudinale entre ces poissons et un troisième
placé en y = 0 dans le sillage. L’amplitude de la queue du poisson placé dans le sillage est régulée pour nager
à la même vitesse que les deux poissons de tête. L’amplitude est diminuée car ce poisson nage dans une eau
entraînée par les deux premiers poissons. De ce fait, L et D restent approximativement constants pendant
la nage. L’énergie économisée par le groupe de poissons pour 0.3 ≤ D ≤ 0.7 et 2 ≤ L ≤ 3.5 à Re = 103 est
reportée sur la table 3.6. La configuration la plus efficace est la nage en phase des deux premiers poissons.
Pour la configuration en antiphase, les résultats dépendent beaucoup de D et de L. Le troisième poisson doit
nager en phase avec le sillage généré par les deux premiers poissons et pas nécessairement en phase avec la loi
de nage de ces mêmes poissons. Dans la limite D →∞ et/ouL→∞, il n’y a naturellement pas d’interactions
entre les poissons et donc pas d’énergie économisée.
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(a) ωz phase. (b) ωz antiphase.
(c) u phase. (d) u anti-phase.
Figure 3.12 – Sillages générés par 2 poissons F1 pour Re = 10
3 avec D = 0.5. Les figures de
gauche et droite correspondent à la nage en phase et antiphase respectivement. −100 ≤ ωz ≤ 100,
−1.1 ≤ u ≤ 0.7.
Phase Anti-phase
L D 0.4 0.5 0.6 0.7 0.4 0.5 0.6 0.7
1.5 15.0 16.3 11.1 7.1 6.8 6.9 9.8 7.1
2.0 10.1 14.5 9.8 6.0 6.8 6.1 9.8 6.0
2.5 8.4 13.6 9.0 5.1 6.7 5.3 9.0 5.1
3.0 15.0 15.1 6.9 5.0 5.2 5.1 7.0 3.2
3.5 5.2 13.2 6.2 2.2 4.9 5.0 6.2 0.5
Table 3.6 – Pourcentage d’énergie économisée par le groupe de trois poissons par comparaison avec
trois nageurs indépendants à Re = 103.
3.4 Simulations tridimensionnelles de nageurs
Dans cette section nous allons nous intéresser plus particulièrement à des nageurs de type poisson thun-
niforme et leur efficacité énergétique, puis nous donnerons également quelques rapides exemples de nageurs
de type méduse, raie, ou knifefish. Nous avons ici utilisé une méthode de frontière immergée à l’ordre 2 (IPC)
et donc toutes les quantités intégrales comme les forces, les moments et la puissance dépensée ont pu être
calculés directement par intégration sur le profil du poisson.
Le poisson considéré dans cette étude est celui représenté sur la figure 3.6 avec ℓ = 1. Pour illustrer la
nage d’un poisson 3D, nous avons utilisé la loi de nage (3.7) avec λ = ℓ, f = 2, c0 = c2 = 0 et c1 = 0.1. La
figure 3.13 présente un exemple de sillage 3D généré par un poisson à Re = 104. Nous voyons que le sillage
3D est très différent du sillage 2D. En effet, la figure 3.14 qui représente une coupe 2D du sillage 3D montre
que le sillage à une forme de "V" tandis que pour la nage 2D le sillage est plutôt rectiligne.
Dans cette partie consacrée à la nage 3D nous allons nous intéresser plus particulièrement à l’efficacité





où Wtotal et Wutile sont le travail total et le travail utile générer par le nageur durant une période de nage
(un battement de queue).




Figure 3.13 – Visualisation du sillage 3D (iso vorticité) généré par un poisson à Re = 104.
Figure 3.14 – Coupe 2D du sillage généré par une nage 3D.
La force exercée par le fluide sur la section surface ∂Ωis est








T(u, p) · n dx,
où n est la normale extérieure à ∂Ωis. Afin que les relations suivantes soient consistantes, le champ de pression
p à l’infini est zéro. En d’autres termes, le champ de pression doit être considéré comme une variation de
pression par rapport à l’infini (dépression ou surpression).






F i · ui dt, (3.12)
où ui est la vitesse moyenne sur la surface ∂Ωis.
Le travail utile est défini comme étant la partie du travail total qui correspond aux forces exercées dans
la direction de nage (von Loebbecke et al., 2009). Par exemple, si la vitesse de nage dans la direction x est
positive, Ux > 0, la force utile est (Fx + |Fx|)/2.










U ix dt. (3.13)
Notons enfin que cette définition de l’efficacité d’un nageur n’est pas universelle et fait encore débat. Une
autre définition est donnée par Borazjani et Sotiropoulos (2008).
3.4.1 Convergence de grille
Tout d’abord nous allons étudier l’influence du maillage sur la solution numérique. Nous allons effectuer
une étude de convergence de maillage pour Re = 1000. Nous nous intéressons à deux quantités, à savoir la
vitesse de nage 〈v〉 et l’efficacité 〈η〉 (〈·〉 est un opérateur de moyenne agissant sur deux périodes quand le
régime asymptotique est atteint). L’évolution de la vitesse et de l’efficacité est représentée sur la figure 3.15
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en fonction du pas d’espace 1/h (ici nous avons h = ∆x = ∆y = ∆z). Ces deux quantités semblent converger
vers des valeurs limites pour les maillages les plus fins. Cependant, le cas h = 1/120 est un bon compromis
entre précision et coûts de calcul. En effet, il n’y a que 2% de différence entre h = 1/120 et h = 1/160, mais
h = 1/120 nécessite la moitié du temps de calcul de h = 1/160. Dans les simulations qui vont suivre, nous
prendrons donc h = 1/120.

















Figure 3.15 – Evolution de la vitesse moyenne 〈v〉 et de l’efficacité moyenne 〈η〉 en fonction 1/h
(avec h le pas d’espace). Les crochets représentent un opérateur de moyenne.
3.4.2 Manœuvres : proie/prédateur
L’algorithme basé sur l’angle de vision défini sur la figure 3.10 est utilisé pour imposer la courbure.
L’angle de vision est mis à jour à chaque instant en prenant compte de la position des deux poissons (proie et
prédateur). La figure 3.16 présente un exemple de simulation numérique. Dans cet exemple, la proie nage de
façon rectiligne et n’essaie pas d’échapper au prédateur. Il serait intéressant d’imposer une loi de nage pour
échapper au prédateur (manœuvre brusque si la distance entre les deux poisson est inférieur à un seuil), et
voir si, et quand, le prédateur peut atteindre sa proie.
(a) t = 0 (b) t = 2 (c) t = 4
Figure 3.16 – Exemple de la chasse par un prédateur. La proie nage mais n’esquive pas le prédateur.
3.4.3 Efficacité en fonction des paramètres de nage
Nous étudions tout d’abord l’influence de la loi de nage (3.7) sur l’efficacité η. Nous considérions unique-
ment deux paramètres ouverts, la fréquence de nage f et l’excursion maximale de la queue A (pour ℓ = 1 nous
avons A = 2 c1). Nous commençons par fixer l’amplitude A = 0, 1. Plusieurs simulations sont alors réalisées
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pour différentes fréquences comprises entre f = 0, 5 et f = 3, 5. Ensuite, nous fixons la fréquence à f = 2 et
effectuons des simulations numériques pour différentes amplitudes allant de A = 0, 05 à A = 0, 2. Les résultats
sont reportés sur les figures 3.17(a) et 3.17(b). L’efficacité maximale est obtenue pour les plus grandes valeurs









(a) Efficacité de nage η en fonction de l’amplitude A
pour f = 0.5









(b) Efficacité de nage η en fonction de la fréquence f
pour A = 0.2
Figure 3.17 – Evolution de l’efficacité de nage en fonction de l’amplitude et de la fréquence de
battement de la queue.
de l’amplitude A et de la fréquence f . Les efficacités les plus grandes sont obtenues pour les vitesses de nage
les plus grandes (pour le nombre de Reynolds considéré, Re = 1000). Cela peut paraître surprenant, mais
ce phénomène est observé dans la nature : les petits poissons (assimilés à Re = 1000) ont des fréquences et
amplitudes de nages importantes. Il peut alors être intéressant d’étudier une autre alternative pour améliorer
l’efficacité pour une même loi de nage. Nous choisissons A = 0.1 et f = 2. La principale différence entre nos
simulations et l’observation physique que l’on peut faire d’un vrai poisson réside dans le fait que la queue
d’un vrai poisson est élastique. Nous verrons au chapitre suivant qu’un couplage élastique two way est très
coûteux numériquement. Nous proposons alors un modèle qui permet de changer la rigidité de la queue de
telle sorte qu’un couplage faible alterné est suffisant pour obtenir une bonne stabilité numérique.
3.4.4 Efficacité en fonction de la rigidité de la nageoire caudale
Modèle de rigidité de la nageoire caudale
L’objectif est d’étudier l’influence de la rigidité de la queue sur l’efficacité de la nage. La déformation
peut être imposée sur toute la colonne vertébrale (voir figure 3.18), ou seulement sur une partie qui exclue
la queue (environ 15− 20% du corps). Dans ce dernier cas, nous modélisons la queue par un système discret
masses/ressorts/amortisseurs (traits pointillés rouges sur la figure 3.18). La queue est alors composée par des
segments rigides reliés entre eux par des joints élastiques. Chaque joint est soumis à un couple Ci que nous
choisissons proportionnel au carré de la vitesse tangentielle locale Vi+1 du joint suivant 1. Pour simplifier le
modèle, on considère que les forces d’inertie de l’élément suivant sont négligeables. Le modèle est :
θ̈i + βθ̇i + kθi = Ci, i = 1, ..NL − 1
où θi est l’angle de rotation en fonction de l’élément précédent, Ci = −α|Vi+1|Vi+1, NL est le nombre de
liaisons. Le point i = 0 correspond à s = 0.8ℓ (loi de nage (3.7)). La condition initiale est θi = 0, ∀i. De ce fait,
pour une queue extrêmement rigide nous avons θi = 0, ∀i. Dans ce qui suit nous prenons β = 1, k = 4 · 103,
0 ≤ α ≤ 16 · 10−2 et NL = 60. Ces paramètres sont choisis empiriquement pour obtenir des déformations que
nous avons jugé réalistes, comme sur la figure 3.18.
Résultats numériques
Des expériences numériques montrent que des valeurs α comprises entre 0.02 (très rigide) et 0.16 (très
mou) permettent d’obtenir des déformations réalistes. La variation de l’efficacité en fonction de α pour f = 2
1. Ce choix pour être discutable, mais est supporté par des expériences numériques.
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(a) t = τ (b) t = τ + T
6
(c) t = τ + 2T
6
(d) t = τ + 3T
6
(e) t = τ + 4T
6

















τ τ + 2π
Figure 3.18 – Déformation du poisson sur une période T (fréquence f = 2.0Hz). La même loi de
nage sinusoïdale est appliquée sur tout le corps sauf sur la nageoire caudale entre la section noire et la
fin de la queue où un comportement élastique est simulé. Le corps noir correspond à une déformation
imposée, le corps bleu correspond à une nageoire rigide et le corps rouge correspond à une nageoire
flexible.
est représenté sur la figure 3.19(a). Une valeur α = 0.1 maximize l’efficacité. Cette flexibilité de la queue
permet d’augmenter l’efficacité d’environ 25% en comparaison avec le cas où la déformation (3.7) est imposée
sur tout le corps. Le sillage généré avec α = 0.1 est représenté sur la figure 3.30. Le sillage est composé de
deux allées en "V" comme c’est le cas du sillage généré par une plaque oscillante (Li et Lu, 2012). Ceci est
caractéristique pour des nombres de Strouhal de nage St =
f A
V
élevés (Dai et al., 2012), typiquement pour
St ≥ 0.3 (Borazjani et Sotiropoulos, 2009). Dans notre étude, le nombre de Strouhal minimal obtenu est de
l’ordre de 0.5. Des nombres de Strouhal plus faibles (environ 0.2) peuvent être obtenus pour d’autres lois
de nage avec des nombres de Reynolds plus élevés. Dans ces premières comparaisons, la vitesse du poisson
est également influencée par la variation de α. Nous allons alors étudier la variation de l’efficacité pour des
mêmes vitesses de nage. La fréquence de nage est toujours f = 2.0, mais l’amplitude de la queue est régulée
comme dans le cas 2D. La vitesse cible est la vitesse la plus faible obtenue, i.e. V = 0.4 pour α = 0.16.
Finalement, l’excursion de la queue est à peu près constante pour tous les α, et les nombres de Strouhal de
nage St sont presque constants. La figure 3.20(a) représente l’évolution de l’efficacité en fonction de α. Des
paramètres α ≥ 0.04 sont efficaces par rapport aux cas rigides. Pour α = 0.12 l’efficacité est augmentée de
35%. Cette nette augmentation pour α = 0.12 s’explique par le fait que le travail utile augmente et le travail
total diminue pendant une période (figure 3.20(b)). La figure 3.22 présente la distribution du travail utile sur
le corps du poisson, dans le cas rigide (α = 2 · 10−2) et dans le cas optimal (α = 1.2 · 10−1). Dans le cas
optimal, de plus grandes zones efficaces sont générées sur la queue.
Influence du nombre d’éléments de la nageoire caudale
Dans la section précédente, nous avons utilisé NL = 60 éléments sur la queue. Dans ce qui suit, nous
prenons 1 ≤ NL ≤ 5 (voir figure 3.23). Le cas NL = 60 correspond à α = 0.12. Le paramètre α est modifié
pour 1 ≤ NL ≤ 5 afin que les portraits de phases de l’extrémité de la queue soient le plus proches possible
du cas NL = 60 avec α = 0.12. On peut voir que le profil pour NL = 5 est très proche de celui obtenu pour
NL = 60.
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(b) Wutile and Wtotal vs. α
Figure 3.19 – Evolution de l’efficacité η, du travail utile Wutile et du travail total Wtotal en fonction
du paramètre de flexibilité α. Les traits pointillés correspondent à une déformation imposée.











(a) η vs. α for V = 0.4










(b) Wutile and Wtotal vs. α for V = 0.4
Figure 3.20 – Evolution de l’efficacité η, du travail utile Wutile et du travail total Wtotal en fonction
du paramètre de flexibilité α pour V = 0.4. Les traits pointillés correspondent à une déformation
imposée pour V = 0.4.
Figure 3.21 – Sillage généré par le poisson avec α = 0.1 pour Re = 103.
La figure 3.24(a) montre que l’efficacité est améliorée quand NL augmente. L’évolution du travail utile et
du travail total en fonction de NL est représenté sur la figure 3.24(b). Alors que la valeur du travail utile est
presque constante avec NL, la valeur du travail total diminue quand NL augmente pour atteindre la valeur
obtenue pour NL = 60. Des paramètres optimaux pour la rigidité de la queue permettent de diminuer le
travail fourni par le nageur, spécifiquement dans la direction latérale. En effet, quand la vitesse de nage est
constante, le travail total est égale au travail fourni pour les mouvement latéraux (le travail utile et son dual
"inutile" s’annulent réciproquement).
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(a) coté gauche, déformation imposée (b) Avant, α = 0.02 (c) Avant, α = 0.12
(d) coté droit, déformation imposée (e) Arrière, α = 0.02 (f) Arrière, α = 0.12
Figure 3.22 – Visualisation de la contribution du travail utile sur le corps du nageur pour une
déformation imposée (gauche), pour une nageoire rigide (α = 0.02, milieu), et pour une nageoire
flexible (α = 0.12, droite) pour V = 0.4. Les clichés sont extraits aux mêmes instants. Couleurs :
gris (0, zones inefficaces), noir (−0.05, zones efficaces).
(a) NL = 1 (b) NL = 2 (c) NL = 3
(d) NL = 4 (e) NL = 5 (f) NL = 60
Figure 3.23 – Profil de poisson pour différents nombres de liaisons de la nageoire caudale NL. Le
cas NL = 60 correspond à α = 0.12.



















(b) Wutile and Wtotal vs. NL for V = 0.4
Figure 3.24 – Evolution de l’efficacité η, du travail utilie Wutile et du travail total Wtotal en fonction
du nombre de liaisons NL pour V = 0.4. Les trait en pointillés correspond à la déformation imposée
sur tout le profil pour V = 0.4
3.4.5 Quelques autres nageurs
Ce paragraphe a pour but de présenter brièvement quelques autres nageurs, avec une attention particulière
portée à un prototype de méduse. Nous verrons également la nage d’une raie et d’un knifefish.
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Méduse
Nous étudions ici l’écoulement généré par un prototype de méduse composé d’une lentille de diamètre
D = 4 cm et d’épaisseur maximale ℓ = D/10. Le profil de nage est obtenu en déformant la lentille. Cette
lentille est alors enroulée sur une sphère de diamètre r(t). Dans cette étude r(t) oscille périodiquement entre
rmin = 1.7D/(2 π) et rmax = 3.3D/(2 π) avec une fréquence f = 1Hz. L’extrémité de la méduse est également
légèrement modifiée à la fréquence f = 1Hz. Cette déformation ne préserve pas le volume. Une homothétie est
alors imposée pour conserver au mieux le volume de la lentille non déformée (une erreur de 3% est observée).
Ces paramètres de nage (rmin, rmax et f) sont choisis pour mimer une vraie méduse. La déformation du profil
de ce prototype de méduse durant une période de nage est représenté sur la figure 3.25. La densité du fluide
et du corps est ρ = 1000 kg/m3, et la viscosité dynamique de l’eau est µ = 10−3 Pa · s.
Le centre de masse de la méduse est initialement placé en (x, y, z) = (0, 0, 0). La méduse se déplace
grâce aux efforts exercés par le fluide sur le corps. La méduse nage dans le sens positif x dans un aquarium de
dimension [−2D, 6D]× [−2D, 2D]× [−2D, 2D]. Le maillage est composé de 600× 300× 300 = 54 millions
de nœuds. Nous considérons un fluide au repos (u = 0 à t = 0) avec des conditions aux limites de Dirichlet
homogènes (u = 0).
Figure 3.25 – Déformation de la méduse pendant une période de nage.
Des erreurs numériques qui affectent la conservation de masse peuvent se produire près des frontières
mobiles (interface fluide/structure) lorsque des points de maillage rentrent et surtout sortent du corps im-
mergé (Lee et al., 2011). La figure 3.27 représente l’évolution temporelle des forces agissant sur le corps. Nous
observons que les oscillations sont relativement faibles dans notre simulation grâce au fait que nous ayons
choisi une condition CFL proche 1 (Lee et al., 2011). Le champ de pression dans un plan 2D est représenté
sur la figure 3.28. La pression est continue à travers l’interface. La méthode IPC étant utilisée, aucune condi-
tion aux limites pour la pression n’est imposée sur l’interface (grâce à l’étape de pénalisation). Le champ de
divergence de l’étape de prédiction est représenté sur la figure 3.29. La divergence est de l’ordre des résidus
du problème linéaire à résoudre pour la projection. De plus, l’erreur sur la divergence est distribuée dans tout
le domaine et pas nécessairement proche de l’interface.








Figure 3.26 – Evolution temporelle de la vi-
tesse de la méduse.

















Figure 3.27 – Evolution temporelle de la force gé-
nérée par la méduse.
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Figure 3.28 – Champ de pression généré par
une méduse (z = 0).
Figure 3.29 – Divergence du champ de vi-
tesse généré par une méduse (z = 0).
Après un régime transitoire, la méduse atteint une vitesse aux alentours de 2.5 cm/s (figure 3.26). Le
nombre de Reynolds associé est Re = ρV D
µ
≈ 1000.
Le sillage généré par la méduse est représenté sur la figure 3.30. Des allés tourbillonnaires contrarota-
tives sont observées (voir figure 3.31). En raison du profil axisymétrique du corps et de la nage, ces allées
tourbillonnaires sont similaires à celles générée par un prototype 2D (Bergmann et Iollo, 2011).
Les structures cohérentes sont semblables à celles observées expérimentalement par Dabiri et al. (2005)
avec une analyse PIV du champ de l’écoulement généré par une vraie méduse (oblate medusian jellyfish,
Aurelia Aurita) dans son habitat naturel. Bien que la nage semble réaliste, des comparaisons quantitatives
sont difficilement réalisables par manque d’informations sur la vraie méduse. Les caractéristiques d’écoulement
sont tout de même en très bon accord avec celles observées dans la nature.
(a) t = 6 (b) t = 6.5
Figure 3.30 – Iso valeurs de vorticité du sillage tridimen-
sionnel généré par une méduse.
(a) t = 6 (b) t = 6.5
Figure 3.31 – Coupe bidimension-
nelle du sillage généré par une méduse.
Raie
Ce petit paragraphe présente brièvement des simulations numériques de la nage d’un prototype de raie.
Le but actuel n’est pas d’étudier en détail la physique de l’écoulement, mais d’illustrer encore un peu plus
la possibilité des méthodes développées à simuler des écoulements autour de géométries complexes. Le profil
stationnaire de la raie est présenté sur la figure 3.32. Ce profil est construit à l’aide de B-Splines. Le profil de
nage est obtenu en déformant le profil stationnaire avec des lois de nage qui se rapprochent de celles observées
dans la nature (voir figure 3.33). Le sillage généré par ce prototype de raie est représenté sur la figure 3.34.
Nous voyons apparaître distinctement deux allées tourbillonnaires, chacune générée par une nageaoire latérale
de la raie (figure 3.34(a)). Enfin, chaque allée tourbillonnaire est finalement très similaire à celle générés par
un prototype de poisson (figure 3.34(b)), avec une forme caractéristique en "V".
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(a) Dessus (b) Profil (c) Face
Figure 3.32 – Profil d’un poisson de type raie.
(a) t = τ , profil (b) t = τ + T
4
, profil (c) t = τ + 2T
4
, profil (d) t = τ + 3T
4
, profil
(e) t = τ , face (f) t = τ + T
4
, face (g) t = τ + 2T
4
, face (h) t = τ + 3 T
4
, face
Figure 3.33 – Nage d’un poisson de type raie sur une période de battements T .
Knifefish
La géométrie du poisson knifefish est relativement proche de celle de la raie (figure 3.35). De même, le
profil de nage est similaire (figure 3.36). Cependant, les amplitudes, les fréquences et les longueurs d’ondes de
la loi de nage sont différentes. Le sillage généré par le knifefish est un peu différent de celui de la raie dans la
mesure où les deux allées tourbillonnaires (qui existent même si elles sont moins visibles, voir figure 3.37(a))
n’ont pas la forme caractéristique en "V" (figure 3.37(b)).
3.4.6 Simulations numériques de la nage d’un poisson à partir d’images
Le but de cette section est de réaliser des simulations numériques à partir d’une séquence de la géométrie
d’un corps (par exemple le profil de nage d’un poisson). Ces géométries peuvent être obtenues de différentes
manières. En particulier, nous allons nous intéresser à la nage d’un poisson réaliste obtenu à partir de photo-
graphies. Le chemin pour parvenir à une simulation numérique 3D à partir d’images 2D est le suivant. Tout
d’abord nous allons reconstruire le profil 3D du poisson à partir d’images 2D. Pour ce faire, une technique
de squelettisation est utilisée. A partir du squelette du poisson (que nous pouvons déformer comme le ferai
un vrai poisson) nous pouvons reconstruire une fonction level set associée à la géométrie 3D (moyennant
quelques hypothèses assez réalistes). Si l’on se donne une loi de nage, cette technique peut être effectuée pour
différents instants et nous donne donc une série de snapshots de fonctions level set de la géométrie 3D de
poisson déformé. Comme nous l’avons vu précédemment, la simulation numérique nécessite la connaissance
de la level set à chaque pas de temps de la simulation mais également du champ de vitesse dans le corps
pour effectuer la pénalisation (ou frontière immergée). En général, nous avons uniquement un nombre limité
de snapshots de la level set (en raison des coûts CPU) et il est donc nécessaire de reconstruire des snapshots
intermédiaires. En résumé nous avons maintenant besoin de snapshots intermédiaires ainsi que le champ de
déplacement (vitesse) entre deux snapshots successifs. Pour ce faire, le transport optimal répond parfaitement
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(a) Dessus
(b) Profil
Figure 3.34 – Sillage généré par la nage d’un poisson de type raie (iso-vorticité).
(a) Dessus (b) Profil (c) Face
Figure 3.35 – Profil d’un poisson de type raie.
(a) t = τ (b) t = τ + T
5
(c) t = τ + 2T
5
(d) t = τ + 3 T
5
(e) t = τ + 4T
5
Figure 3.36 – Nage d’un poisson de type raie sur une période de battements T .
à cette problématique. A partir du moment où la level set est connue à chaque pas de temps de la simulation,




Figure 3.37 – Sillage généré par la nage d’un poisson de type knifefish (iso vorticité).
Méthode de squelettisation et de reconstruction 3D du profil
La méthode de squelettisation étudiée dans cette section a été développée par Cédric Galusinski (IMATH ,
Université du Sud Toulon Var) et nous avons utilisé le code de calcul développé par Christian Nguyen (IMATH
, Université du Sud Toulon Var) pour la segmentation des photographies couplé au code de Cédric pour la
squelettisation et la construction de la fonction level set . Cette collaboration a été initiée lors de la thèse
de Jessica Hovnanian qui a largement contribué à la squelettisation. Tous les détails techniques sont décrits
dans la thèse de Jessica (Hovnanian, 2012), et nous présentons ici uniquement quelques étapes importantes.
Comme le montre la figure 3.38, nous commençons à partir de photographies d’un maquereau 2 de profil, de
dessus et de face. Nous réalisons ensuite une segmentation pour extraire le contour de chaque image. A partir
de ces contours nous pouvons construire les fonctions level set. Au besoin, les vues de dessus et de face seront
redressées, comme illustrée sur la figure 3.39 pour la vue de dessus. Une symétrie est nécessaire, et c’est pour
cela que les nageoires latérales ont également été supprimées. Le profil non déformé est représenté comme
l’iso contour zéro d’une fonction level set (voir figure 3.40). Le profil de nage déformé peut être obtenu de la
même manière en appliquant la loi de nage (3.7) au squelette (ligne médiane) du profil avec vue de dessus
(figure 3.39). Nous pouvons de la sorte générer tout une série de fonctions level set correspondant à différents
instants t pour la loi de nage (3.7). Dans ce qui suit, nous considérons la nage périodique (3.7) et extrayons 20
snapshots de level set sur une période. Comme dans les sections précédentes nous avons recentré les fonctions
level set de telles sortes que la déformation n’engendre pas de déplacement et rotation artificiels. Le centre
de masse reste donc inchangé par l’application de le déformée.
Transport Optimal
Dans cette étude nous avons donc accès à 20 snapshots de la fonction level set {ψks}k=0,...,19. Sans perte
de généralité, la méthode est illustrée avec les quantités ψ0s et ψ
1
s . Nous souhaitons donc obtenir le champ de
vitesse qui permet de passer de ψ0s à ψ
1
s et ainsi de reconstruire des champs intermédiaires ψ
ℓ
s pour 0 < ℓ < 1.
Ce problème trouve de nombreuses applications dans diverses disciplines telles que la physique, la mécanique
ou le traitement d’images (Villani, 2009). Cette problématique a été initialement abordée Monge en 1781.
La résolution numérique de ce type de problème reste difficile et nous avons adopté la méthode lagrangienne
introduite par Bouharguane et al. (2014).
Nous étudions la solution L2 du problème de Monge-Kantorovich (MKP). Soit ρ0(ξ), ρ1(x) deux fonctions
2. Photographies réalisées par Jessica Hovnanian après un petit tour chez son poissonnier préféré.
3.4 Simulations tridimensionnelles de nageurs 91
Figure 3.38 – Etapes de squelettisation : photos de profil et de dessus (gauche), segmentation et
extraction du contour (milieu), construction de la level set (droite).
Figure 3.39 – Redressement du contour (vue de dessus).
Figure 3.40 – Exemples de reconstruction du profil 3D. A gauche : profil non déformé. A droite :
profil déformé.
scalaires non négatives à supports compacts Ω0 et Ω1, où ξ, x ∈ Rd et d la dimension de l’espace (d = 3 dans






Soit X : Ω0 → Ω1 une transformation régulière telle que X(ξ) est un transfert entre ρ0 et ρ1. Nous avons
alors l’équation Jacobienne :
ρ0(ξ) = det(∇X(ξ))ρ1(X(ξ)).
Cette équation est sous déterminée en fonction X(ξ) et nous choisissons la transformation qui introduit la








Ce problème L2 MKP correspond à déterminer la transformation X∗ qui vérifie (3.14). Il a été démontré
(Brenier, 1991; Villani, 2003, 2009) que ce problème admet une unique solution qui est le gradient d’une
fonction convexe Ψ : Ω0 → R :
X∗(ξ) = ∇Ψ(ξ).
La première classe de méthodes pour résoudre ce type de problème est basée sur la résolution de l’équation
de Monge-Ampere (MAE) :
ρ0(ξ) = det(∇
2Ψ(x))ρ1(∇Ψ(x)).
Le problème lié à cette équation est que les conditions aux limites restent inconnues.
La deuxième casse de méthodes est basée sur des arguments issus de la mécanique des milieux conti-
nus (Benamou et Brenier, 2000). Un temps fictif 3 est introduit et nous avons alors Π : [0, 1]×Ω0 → Rd, avec





ρ(t, x)|v(t, x)|2 dx,
où le minimum est recherché sur toutes les densités ρ(t, x) ≥ 0 et les champs de vitesse v(t, x) ∈ Rd qui
vérifient l’équation de continuité
∂tρ+∇ · (ρv) = 0, (3.15)
avec les conditions initiales et finales :
ρ(0, ·) = ρ0, ρ1(1, ·) = ρ1.
La résolution de ce type de problème de minimisation avec contraintes fait intervenir des gradients et la
résolution peut alors être très couteuse en temps CPU. Nous allons utiliser la méthode lagrangienne développée
par Bouharguane et al. (2014) basées sur des itérations de Picard. Dans cette méthode, nous devons calculer un
champ de déplacement qui serait une perturbation du champ de déplacement optimal, et linéariser puis itérer
autour de ce champ. Lorsque nous avons deux images assez proches l’une de l’autre, nous avons observé qu’il
n’est pas nécessaire de calculer ce champ initial (le champ nul est acceptable). Nous avons donc initialement
Ψ0 = 0 et X0(ξ) = ξ, où ξ représente les coordonnées du maillage fixe où sont définies les images. L’algorithme
est alors le suivant :
Algorithme lagrangien pour la transport optimal : Pour une itération courante n, nous calculons
l’image ρn0 (ξ) de la quantité ρ1(X
n(ξ)) par la transformation Xn(ξ)
ρn0 (ξ) = ρ1(X
n(ξ)) det∇ξX
n(ξ).
Idéalement, on souhaite au final ρn0 (ξ) = ρ0(ξ). A la première itération n = 0, nous avons ρ
n
0 (ξ) = ρ1(X
n(ξ)).
Nous définissons un critère de convergence avec une certaine norme |ρn0 (ξ)− ρ0(ξ)| ≤ ǫ. Si ce critère n’est pas
vérifié, on calcule une correction Ψn en résolvant 4 une approximation de l’équation (3.15) :
ρn0 (ξ)− ρ0(ξ) = ∇ξ · (ρ1(X
n(ξ))∇ξΨ
n) , (3.16)
puis on met à jour la transformation
Xn+1 = Xn − α∇Ψn.
Le paramètre 0 ≤ α ≤ 1 dépend des images étudiées. Plus les images sont proches et plus ce paramètre peut
tendre vers 1. Dans notre cas nous prenons α = 0.5. Nous posons n = n + 1 et nos recommençons tant que
le critère de convergence n’est pas vérifié. Soit Xopt = Xn − ξ la solution finale. Afin que le problème (3.16)
soit bien posé, nous régularisons au préalable les densités ρ0 et ρ1 qui sont nulles sur une partie du domaine
de calcul en leur ajoutant une faible valeur ε. Cette valeur dépend des images et des maillages utilisés.
3. Qui ne sera pas fictif dans notre formulation, mais correspondra au pas de temps qui sépare deux images.
4. A ce stade nous considérons que le pas de temps entre deux image est égal à un. Nous corrigerons cela à la fin
de l’algorithme.
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Choix des densités : Les fonctions level set ne sont pas de bonnes candidates pour le transport optimal
car nous devons avoir des densités strictement positives pour tout points de définition de l’image. Nous
avons testé un masque (Heaviside des level set). Ce choix ne s’est pas avéré judicieux. En effet, la masse est
essentiellement repartie sur le corps du poisson, mais très peu sur la nageoire caudale. Le transport au niveau
de la nageoire n’est "pas jugé prioritaire" par l’algorithme. Nous avons allons considéré une gaussienne qui
a approximativement un support égale à ℓ/10 (ℓ est la longueur du poisson) de valeur maximale unité et
localisée proche de l’interface de telle sorte que tout le profil du poisson ait le même poids dans l’algorithme.
Nous avons régularisé les densités en leur ajoutant ε = 10−4.
Figure 3.41 – Visualisation de la densité utilisée. Le zéro de la level set correspond au trait blanc
extérieur. Coupe 2D, plan z = 0.
Vitesse de déformation : Avec un pas de temps ∆ts entre les deux images, le champ de vitesse de
déformation qui permet de passer de l’image ρ0 à l’image ρ1 est ũ0 = Xopt/∆ts. L’exposant 0 souligne le fait
que cette vitesse de déformation agit sur des images de poisson dont le centre de masse est fixe en espace.
Construction d’images intermédiaires : La construction d’images intermédiaires est alors très
simple. Pour X = Xopt + ξ nous avons ρ0 et pour X = ξ nous avons ρ1. Soit τ un paramètre qui tra-
duit le pourcentage d’avancement de ρ0 vers ρ1. La transformation qui permet d’obtenir une image pour un
paramètre τ fixé est Xτ = ξ + (1− τ)Xopt. L’image est alors ρτ calculée par
ρτ (ξ) = ρ1(Xβ(ξ)) det∇ξXβ(ξ).
Figure 3.42 – Reconstruction d’une image pour τ = 0.5∆ts (rouge) entre ρ0 (vert) et ρ1 (bleu).
Coupe 2D, plan z = 0.
Généralisation : Nous venons de voir une méthode pour calculer un champ de vitesse de déformation
d’une densité ρ0 à une densité ρ1 et ainsi de reconstruire des densités intermédiaires ρτ . Ceci peut être
généralisé à toute une série de densités {ρi}Nii=0 en calculant les vitesses des densités ρi vers les densités ρi+1.
A partir des densités ρτ (ξ, t) nous pouvons calculer un masque (fonction caractéristique) et au besoin une
fonction level set par redistanciation. Dans la suite nous notons ψ0(ξ, t) les fonctions level set des profils
déformés et ũ0(ξ, t) la vitesse de déformation.
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Simulation numérique de la nage
Calcul de la position et de la vitesse du poisson : La méthode numérique de résolution est la
même que dans les sections précédentes. Puisque nous nous intéressons à des corps autopropulsés, la position
de corps sera représentée par une fonction level set ψs(ξ, t) image de la fonction level set ψ0(ξ, t) par la
transformation qui caractérise le mouvement rigide (translation plus rotation), notée Xr(ξ, t). Nous avons
donc :
ψs(ξ, t) = ψ
0(Xr(ξ, t)).
De même, la vitesse du corps est u0(ξ, t) = u(ξ, t) + uθ(ξ, t) + ũ0(ξ, t). Puisque la position du corps a
été modifiée, cette vitesse doit également agir sur la position modifiée, et nous avons finalement :
û(ξ, t) = u0(Xr(ξ, t)).
La transformation Xr(ξ), ainsi que les vitesses de translation u(t) et de rotation uθ(ξ, t) sont évaluées
par les lois de Newton en calculant les forces et les moments exercés par le fluide sur l’obstacle.
Calcul des forces et moments : Dans cette section la géométrie du poisson est défini de façon
implicite comme étant le zéro de la fonction level set que nous venons de décrire. En l’absence de marqueurs
sur le profil du poisson, nous ne pouvons pas calculer directement les forces et les moments à partir des
relations (3.1a) et (3.1b). Nous considérons alors un domaine arbitraire Ωfi qui content uniquement l’obstacle
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(3.17b)
Remarque : les intégrales sur ∂Ωi dans les équations (3.17a) et (3.17b) s’annulent dans la plupart des ap-
plications (u = ui), excepté le cas des frontières transpirantes (soufflage/aspiration par exemple). Dans ce
qui suit, pour des raisons de simplicité de mise en œuvre, les volumes de contrôle Ωfi sont des rectangles qui
entourent les obstacles et qui coïncident avec les nœuds du maillage fluide.
Validation : nous comparant ici deux simulations numériques où la géométrie du poisson est calculée par
B-spline et est donc connue à chaque instant :
– Cas I ("Lagrangien") : la fonction level set et la vitesse de déformation sont données à chaque pas de
temps de la simulation (comme dans les premières sections de ce chapitre)
– Cas II ("Eulérien") : nous supposons que l’on a uniquement à disposition 20 snapshots de la géométrie
sur une période, et nous devons alors calculer les vitesses de déformation et les géométries manquantes
(à chaque pas de temps de la simulation) par transport optimal.
Dans les deux cas la taille du poisson est fixée à ℓ = 10 cm et une fréquence de nage f = 4Hz est utilisée
avec c0 = −0.002, c1 = −0.12, c2 = 2 et λ = ℓ dans la loi de nage (3.7). Ces paramètres sont proches se
ceux observés dans la nature (Yu et al., 2011). La figure 3.44 montre une comparaison du champ de vitesse
obtenu dans le cas I (suivi de marqueurs sur le poisson) avec le champ de vitesse obtenu dans le cas II
(transport optimal) dans une coupe 2D. Nous représentons les composantes U (suivant la direction de nage
du poisson) et la composante W (dans une direction normale à la nage). La loi de nage est définie dans le plan
(X, Z). Une très bonne concordance est obtenue pour la composante W . Une concordance moins évidente
est présente pour la composante U . Da part la géométrie du profil, nous pouvons considérer que la vitesse
U est approximativement la vitesse tangentielle au profil. Le transport optimal n’étant pas en mesure (avec
uniquement des informations géométriques) de modéliser les rotations par exemple, et les vitesses tangentielles









Figure 3.43 – Représentation schématique des domaines utilisés pour le calcul des forces et moments.
ne peuvent donc pas être calculées avec ce type de méthode. Il faudrait par exemple avoir des informations
supplémentaires telles que la répartition de la densité dans le poisson. Une autre solution pour remédier à
ce problème serait d’ajouter a priori dans la formulation du problème du transport optimal, une contrainte
de conservation de la masse pour le champ de vitesse obtenu. Les vitesses de nage obtenues dans les deux
(a) Vitesse dans la direction de nage (b) Vitesse dans la direction normale à la nage
Figure 3.44 – Comparaison des vitesses obtenues dans le cas I (suivi Lagrangien, champ dans le
poisson) et dans le cas II (transport optimal, représentée uniquement à l’extérieur du corps).
situations sont comparées sur la figure 3.45. La vitesse normale W présente une très bonne concordance pour
les deux méthodes. La vitesse de nage U est plus influencée par les différences sur la composante tangentielle
de vitesse observée sur la figure 3.44. Néanmoins, malgré cette différence, la vitesse de nage est en bon accord
avec la vitesse de référence obtenue par un suivi Lagrangien. Après cette validation, nous allons effectuer une
simulation numérique à partir d’images d’un maquereau dont nous n’avons pas accès à un suivi Lagrangien
(pas de maillage du poisson).
Résultats à partir de photos d’un maquereau : La figure 3.46 présente le sillage généré par le
poisson reconstruit à partir d’images. Les paramètres utilisés sont les mêmes que précédemment, à savoir que
la taille du poisson est fixée à 10 cm et une fréquence de nage f = 4Hz. La vitesse de nage du maquereau est
supérieure à celles obtenues dans les deux cas précédents (U ≈ -0.15). Cette augmentation peut s’expliquer
par un profil du corps différent, mais également par la forme en croissant de lune de la nageoire caudale. Des
analyses plus détaillées du sillage sont en cours.
3.5 Conclusions et perspectives
Ce chapitre avait pour objectif initial d’illustrer l’efficacité des méthodes utilisées pour simuler des obs-
tacles qui se déforment et se déplacent dans un fluide. Un prototype de nageur était de ce fait un bon candidat
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U (Cas I, Lagrange)
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Figure 3.45 – Comparaison des vitesses obtenues par le poisson "lagrangien" et le poisson reconstruit
à partir d’images.
Figure 3.46 – Simulation de la nage d’un maquereau reconstruit à partir de photographies.
pour illustrer l’efficacité de ces méthodes. Finalement, nous avons décidé d’étudier plus profondément les mé-
canismes de la nage en deux et trois dimensions. En particulier nous avons observé que toutes les nages ne
sont pas efficaces d’un point de vue énergétique. Par exemple, nous avons illustré l’importance de la flexibilité
de la nageoire caudale, à la façon d’une palme pour un plongeur. Enfin, nous avons développé une straté-
gie pour simuler la nage d’un poisson dont la géométrie est obtenue par des photographies. Cette méthode
couple squelettisation, transport optimal et simulations numériques directes. En dehors d’essayer d’améliorer
le transport optimal pour les déformations tangentielles à la paroi, ce chapitre est terminé et ne présente pas
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de réelles perspectives à court terme sur la nage. Par contre les perspectives énergétiques sont nombreuses,
et sont reportées dans le chapitre suivant avec l’étude de systèmes de récupération de l’énergie, tels que les
éoliennes et les serpents de mers pour extraire de l’énergie du vent et de la houle.
Finalement, les méthodes que nous avons utilisées et développées, nous permettent de réaliser des simu-
lations qui seraient relativement complexes avec d’autres outils de simulation. La simulation est très rapide
car elle est massivement parallèle de part la structure cartésienne du maillage. La méthode numérique est
très efficaces car elle est basée sur l’utilisation de schémas aux différences finies qui sont simples, précis et
fiables. Un point essentiel également est la mise en route très rapide des simulations. Toutes les simulations
présentées dans ce chapitres ont été effectuées avec le même code de calcul avec une mise en route immédiate,
quelle que soit la complexité de la géométrie étudiée. Bien sûr, il a fallu imaginer la forme des structures
et leurs déformation. Mais le code de calcul NaSCar permet de lire n’importe quelle géométrie (maillage)
et calcule une fonction level set associée. A partir de ce moment, la simulation peut démarrer. Même si la
méthode peut être, dans certains cas, moins efficaces que le serait une méthode avec un maillage conforme
(on peut avoir plus de points de maillage), elle permet de s’affranchir du temps "humain" pour la mise en
route des simulations. Ce temps "humain" est transféré en temps "machine".
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Chapitre 4
Etude de quelques systèmes de
récupération de l’énergie
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4.1 Introduction
Ce chapitre prospectif a pour objectif d’entamer l’étude de quelques systèmes de récupération de l’énergie
qui est présente dans le fluide environnent. Les méthodes et résultats présentés dans ce chapitre sont pour la
plupart en cous de développement, et n’ont la le même degré de maturité que ceux présentés dans les cha-
pitres précédents. Nous avons toujours besoin de développer des techniques de modélisation et de simulations
numériques efficaces pour aller vers les applications. Dans ce qui suit, nous nous sommes intéressés à deux
applications particulières, qui sont encore en cours d’étude et de développement.
La première application est l’étude et l’optimisation de la forme de pale d’éoliennes pour maximiser la
puissance à extraire d’un vent donné (§4.2). Cette étude s’inscrit dans une collaboration industrielle avec
le groupe VALOREM (producteur d’énergie verte, http://www.valorem-energie.com) et de sa filiale VA-
LEOL (http://www.valeol.fr) localisée à Bègles en Gironde. Cette collaboration a été initiée en 2010
conjointement avec Angelo Iollo (IMB), Bastien Gaillardon et Serge Gracia (VALEOL) et a conduit à une
première thèse cifre (Xin Jin, soutenance prévue en septembre 2014) qui devrait être suivie d’une seconde qui
démarrerait en septembre 2014.
La seconde application est liée à des écoulements bifluides. Nous envisageons de modéliser et simuler
des structures articulées ou élastiques posées sur la surface de l’océan et capables d’extraire de l’énergie de
la houle (§4.3). Ce travail est effectué en collaboration avec Lisl Weynans (IMB) sur la modélisation des
écoulements bifluides et notamment la résolution de problèmes elliptiques à coefficients discontinus, ainsi
qu’avec Franky Luddens (post doc dans l’équipe) sur le calcul de fonctions level set précises (pour une bonne
conservation du volume et un calcul de la courbure précis). Ce travail s’effectue également avec d’étroites
discussions avec Pierre Lubin (I2M, Bordeaux) qui est spécialiste de l’étude de la houle déferlante. Avant
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d’arriver à simuler totalement un serpent de mer, des étapes en amont doivent être menées. Nous allons
proposer un modèle et une méthode numérique pour résoudre des écoulements bifluides (§4.3.3). Puisque
ce travail est en cours, nous étudierons quelques instabilités bi-fluides pour valider le modèle, puis nous
nous intéresserons alors à l’étude d’une première interaction fluide/fluide/obstacle qui est le déplacement
d’un bateau (§4.3.4). Enfin, nous présenterons les premiers développements pour un serpent de mer en deux
dimensions (§4.3.5).
4.2 Modélisation et simulations numériques d’éoliennes
4.2.1 Description et contexte de l’étude : collaboration avec VALOREM
Les méthodes de modélisation et de simulations numériques développées au chapitre 2 sont particulière-
ment adaptées pour des obstacles en mouvement. Nous avions donc illustré ces méthodes pour la nage de
poissons. Une autre application possible est l’écoulement autour d’un rotor. Nous avons étudié différents types
de rotors, comme des hélices de moteurs pour bateaux par exemple (voir figure 4.1). Cette étude préliminaire
Figure 4.1 – Exemple de simulation d’une hélice de bateau. Photo d’une hélice (gauche), modéli-
sation de l’hélice (centre) et simulation (droite, iso vorticité à Re = 104).
nous a amené à étudier des rotors d’éoliennes. Nous avons alors contacté le groupe VALOREM et plus particu-
lièrement sa filière VALEOL (Bastien Gaillardon et Serge Gracia) qui s’intéresse à la conception d’éoliennes,
et en particulier à l’optimisation de la forme des pales. Un des objectifs du projet est la quantification de
l’apport d’appendices de pales en terme de puissance. Bastien et Serge se sont montrés très intéressés par
le type de simulations que nous développons et une collaboration a commencé avec le stage de fin d’études
puis la thèse cifre de Xin Jin que j’encadre avec Angelo Iollo. Les coûts de calculs nécessaires pour optimiser
des pales d’éoliennes avec un calcul détaillé en trois dimensions sont cependant prohibitifs. Actuellement le
problème nécessite la résolution de quelques centaines de millions d’inconnues et le temps CPU pour simuler
deux tours du rotor est d’environ 4 jours sur 256 cœurs (300 Go de mémoire sont également nécessaires).
Une optimisation de type adjoint n’est pas envisageable. L’idée est alors de réaliser une chaine de conception
basée sur un modèle simplifié pour l’optimisation et le modèle détaillé de Navier-Stokes en trois dimensions
pour la validation. Tant que le modèle simplifié est jugé fiable, nous continuons le processus d’optimisation.
Ceci est similaire à l’optimisation que j’avais effectué en thèse qui couplait optimisation par modèle réduit
POD et modèle détaillé Navier-Stokes (Bergmann et Cordier, 2008).
Avant d’entamer le processus d’optimisation, nous avons étudié plusieurs types de pales, et nous étudions
actuellement l’éolienne proposée par le NREL pour valider nos résultats numériques. En effet, il existe de
nombreux résultats expérimentaux pour ce rotor obtenus dans la soufflerie de 24.4m×36.6m du NASA Ames 1
(figure 4.2) . Ce rotor est constitué de deux pales d’environ 5m chacune et dont la géométrie est donnée sur
la figure 4.2 et modélisée sur la figure 4.3. Le modèle simplifié est décrit à la section 4.2.2, et les simulations
3D sont présentées à la section 4.2.3
1. Cette soufflerie fait partie d’un grand complexe appelé National Full-Scale Aerodynamics Complex (NFAC) qui
est implanté au NASA Ames Research Center à Moffett Field, (Silicon Valley) en Californie.
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Figure 4.2 – Soufferie et éolienne du NREL. http://wind.nrel.gov/amestest/
θ
Uw, vitesse du vent
Ur, vitesse de rotation
Figure 4.3 – Modélisation de la pale du NREL. Twist from 30˚ at hub to −2.5˚ at tip.
4.2.2 Modèle simplifié et code de calcul VALDAG
Le modèle simplifié étudié ici a été utilisé et développé dans le stage de fin d’étude et dans la thèse de Xin
Jin. Les méthodes de simulation utilisées sont de type méthodes prédictives de rotor. Ces méthodes, basées
sur le concept du disque actif, représentent un rotor par des forces équivalentes distribuées sur un disque
perméable d’épaisseur nulle dans un domaine d’écoulement. Nous dénotons ce modèle comme simplifié car
il est basé sur une hypothèse d’axisymétrie. La méthode générale est décrite par Sørensen (2011), et nous
décrivons ici uniquement les principaux aspects qui nous ont amenés au modèle final. Notons que le modèle
simplifié décrit dans la suite utilise les polaires (valeurs de traînée CD et de portance CL en fonction de l’angle
d’incidence α pour un profil donné) pour calculer la puissance extraite par la turbine.
Description du modèle En comparaison avec le modèle classique de type BEM (Blade Element Mo-
mentum), le domaine étudié ici est un cylindre avec un rayon très grand par rapport à celui du rotor. Ce
modèle est basé sur la théorie de disque actif généralisé, qui effectue une résolution numérique des équations
de Navier-Stokes. La géométrie du rotor n’intervient pas dans cette formulation, mais seulement les forces
équivalentes. En raison de l’axisymétrie du problème, le domaine de calcul est limité à un seul plan de symétrie
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(r, z) (figure 4.4).
Figure 4.4 – Domaine de calcul 2D
La solution stationnaire des équations de Navier-Stokes nous donnera le champ de vitesse dans les trois
directions (axiale, tangentielle et radiale) et un champ de forces d’intérations fluide/rotor et de la vorticité.
Finalement, le but est de construire un diagramme de type CP (λ), où CP est le coefficient de puissance et λ
un paramètre appelé type speed ratio (ratio entre vitesse en bout de pale et vitesse du vent). Ce diagramme
est très utile pour déterminéer le point (λ) de fonctionnement optimal de l’éolienne.
Equations Navier-Stokes en formulation Ψ − ω − Vθ Pour les régimes d’écoulements étudiés
nous considérons l’air comme un fluide incompressible. Les équations de Navier-Stokes sont mises dans une
formulation Ψ− ω − Vθ en coordonnées cylindriques.












qui satisfait l’équation de continuité ∇ · V = 0. Les deux équations de transport (pour la vorticité ω et la































































où le nombre de Reynolds Re = V0R0/ν est construit avec le rayon du rotor R0 et la vitesse du vent V0.
Résolution du champ de vitesse 2D Le champ de vitesse dans le plan (r, z) est déterminé par












où ω = eθ · (∇× V ) représente la composante du vecteur de vorticité dans la direction eθ.
Les conditions aux limites sont :





, ω = 0, Vθ = 0 (4.5)










– Sur l’axe de symétrie (AD) :
Ψ = 0, ω = 0, Vθ = 0 (4.7)
– Sur le bord latéral (BC) :




, ω = 0, Vθ = 0 (4.8)
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Calcul de forces aérodynamiques volumiques En supposant que le rotor a une vitesse de rotation
Ω, on pose :
V 2rel = V
2
z + (Ωr − Vθ)











où F = (Fz, Fθ)T et le coefficient de force CF se déduit des coefficient de portance CL et de traînée CD. La













où B est le nombre de pales du rotor éolien, c la corde de la pale sur la section considérée. On en déduit donc




(CL cosφ+ CD sinφ) et fθvol =
ρV 2relcB
4πrk∆z
(CL sinφ− CD cosφ). (4.12)
A partir de ces forces nous pouvons facilement déduire le moment exercée sur le rotor et donc la puissance
transmise par le vent.
Implémentation numérique Les équations sont discrétisées sur un maillage cartésien. On cherche une
solution asymptotique, et le temps t dans les équations de transport représente un temps fictif pour atteindre
la solution stationnaire. Les termes convectifs sont approchés par un schéma upwind et les autres termes par
différence finies centrées. Un solveur linéaire implicite est utilisé pour résoudre chaque position radiale avec
des positions à gauche et celles sur la même ligne. La figure 4.5 montre ce domaine de calcul avec ce solveur
linéaire.
Figure 4.5 – Domaine de calcul avec un solveur linéaire implicite
L’utilisation de ce solveur linéaire permet de réduire considérablement les coûts de calcul. Par exemple,
pour un maillage deN1×N2 (dans la direction radiale et axiale respectivement), au lieu de résoudre un système
matriciel de dimension N1×N2, la dimension est N1 avec une résolution répétée N2 fois. Les systèmes linéaires
sont résolus à l’aide d’une factorisation LU.
L’intégration en temps est réalisée avec des schémas de type Crank-Nicolson et Adams-Bashforth.
Corrections et calibrations Le modèle de VALDAG peut être amélioré par ajout de quelques correc-
tions qui doivent permettre de prendre en compte des effets non résolus comme le tip loss qui est un effet
purement tridimensionnel. Les simulations de rotors avec des modèles simplifiés de type VALDAG ou BEM
montrent que pour des vitesses de vents supérieures à 13m/s les modèles ne sont pas fiables car des phé-
nomènes 3D non calculés deviennent trop importants. La prise en compte de ces effets est en cours d’étude.
Nous nous sommes pour le moment limité à calibrer le modèle en minimisant l’erreur entre les puissances
expérimentales et calculées pour des vitesses de vent 3m/s ≤ V ≤ 13m/s. La calibration utilisée dans cette
étude agit sur le twist pour différentes sections de la pale (nous calculons un nouveau φ(r) = φ0(r)+φ′(r), où
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où V représente un gamme de vitesses du vent. En pratique, nous nous sommes limités aux vitesses 5, 7,
10, 12 et 13 m/s. Le paramètre α permet de régulariser (ou de pénaliser) la fonction objectif afin d’avoir
une correction de twist φ′ bornée, et de préférence assez petite pour ne pas trop modifier la nature du
système étudié. Cette calibration (optimisation) a été réalisée via un algorithme de simplexe de type Nelder-
Mead (Nocedal et Wright, 1999). Le twist calibré est représenté sur la figure 4.6. On constate une réelle
différence entre twist calibré et twist initial pour une abscisse proche de r = 4. Cette calibration limite l’effet
de décrochage sur la partie du profil r > 3 (Jin et al., 2012). La figure 4.7 présente une comparaison des











twist calibré φ0 + φ
′
Figure 4.6 – Twist initial φ et twist modifié φ+ φ′.
puissances obtenues en fonctions de la vitesse du vent pour les différentes approches considérées, à savoir BEM
classique, VALDAG avec et sans calibration, avec les résultats expérimentaux. Nous voyons que les modèles
BEM et VALDAG sans calibration donnent des résultats assez proches, mais la méthode BEM ne permet pas
toujours d’obtenir facilement et rapidement une convergence (on itére entre thérioe M (Momentum) et BE
(Blade Elemets), notamment pour les petites vitesses du vent. La méthode VALDAG avec calibration permet
d’obtenir des résultats très proches des résultats expérimentaux.
Un première optimisation La société VALEOL n’est pas intéressée par la conception d’une nouvelle
pale : en effet, il serait trop couteux économiquement de modifier tout le parc éolien existant en l’équipant
de nouvelles pales. VALEOL est plus intéressé par étudier le potentiel bénéfice d’ajout d’appendices sur des
pales existantes. La première optimisation a été de calculer un angle d’attaque optimal (on veut modifier le
twist sur toute la pale et donc calculer la constante φ′′ telle que φ(r) = φ0(r) + φ′(r) + φ′′). La fonctionnelle








Cette optimisation qui a également été réalisée via un algorithme de simplexe de type Nelder-Mead (Nocedal
et Wright, 1999) permet de gagner 5% de puissance sur la plage de vents considérée avec φ′′ = 3 degrés.
La seconde optimisation qui consiste à ajouter une partie profilée proche du pied de pale, comme les pales
géantes développées par la société ENERCON (voir figure 4.8, http://www.enercon.de/en-en/). Cet ajout
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Figure 4.7 – Comparaison des résultats obtenu numériquement avec les résultats expérimentaux.
Figure 4.8 – Visulation d’une pale développée par la société enercon.
permet de gagner 2% de puissance supplémentaires, mais reste à optimiser plus finement. La pale optimisée
est représentée sur la figure 4.9. Le profil de la pale initiale reste inchangée. Elle a subit un twist moyen
de 3 degrés plus un ajout d’une partie profilée proche du pied de pale. Le modèle simplifié prédit donc 7%
d’augmentation de puissance. Le but sera de valider ces résultats avec le modèle détaillé.
4.2.3 Simulations tridimensionnelles et limites de l’étude
La turbine est modélisée avec les deux pales, un mat et un hub (figure 4.10). Puisque nous utilisons un
maillage cartésien homogène, nous n’avons pas la prétention de modéliser et simuler (finement) les couches
106
Figure 4.9 – Visualition de la pale initiale (NREL, à gauche), et de la pale optimisée (à droite). Le
modèle simplifié prédit 7% d’augmentation de puissance.
Figure 4.10 – Modélisation de l’éolienne
limites. Une source possible d’erreur peut évidemment être liée à ces fines échelles qu’il est impossible de
résoudre avec la présente méthode. Néanmoins, nous allons essayer d’effectuer des simulations de ce rotor.
Les vitesses intervenant dans ce type de problèmes sont très élevées et nous rencontrons une turbulence
pleinement développée. Il serait sans doute intéressant d’étudier finement cette turbulence, mais nous avons
choisi d’utiliser un simple modèle de turbulence de type LES Smagorinsky lilly, qui, à défaut d’être très précis,
permet de stabiliser les simulations numériques. A l’heure actuelle, ces simulations dites détaillées peuvent
être considérées comme solution d’un modèle réduit (car toutes les échelles ne sont pas résolues).
Afin de tester et valider la méthode numérique utilisée, nous comparons les résultats obtenus avec les
résultats expérimentaux publiés par le NREL et décrits au §4.2.1. A noter qu’il s’agit ici d’un cas test
légèrement différent de celui traité au paragraph précédent 2. Un exemple de simulation est reporté sur la
figure 4.11. Le domaine est x ∈ [−5, 15], y ∈ [−12, 8] et z ∈ [−10, 10]. Le maillage cartésien uniforme est
4003, et donc les cellules ont une arrête de 5cm. Il est évident dans ce cas que les couches limites ne sont
2. Ces résultats ont été effectués il y a trois ans, avant le développement du code simplifié VALDAG. Pour sa thèse
Xin a choisi un cas test différent, mieux documenté.
4.2 Modélisation et simulations numériques d’éoliennes 107
pas calculées par la présente simulation. Des conditions aux limites de type non-réflectives (Jin et Braza,
1993) sont imposées en sortie et des conditions de Dirichlet homogènes sont imposées sur la sol. Enfin, des
conditions aux limites de types Neumann homogènes sont imposées sur les autres frontières avec également
u · n = 0. Sur la figure 4.11 nous voyons apparaître un sillage fortement turbulent. Par contre ce sillage
Figure 4.11 – Champ de vorticité créé par l’éolienne du NREL obtenu numériquement. Vitesse du
vent en entrée : 10m/s ; vitesse de rotation 72 tours/minutes.
est très, voir trop, dissipatif. En effet, le tourbillon de bout de pale (par analogie à l’extrémité d’une aile
d’avion) disparaît très rapidement. Le sillage devrait avoir une forme qui ressemble au lâché de fumée illustré
sur la figure 4.12. Bien qu’il s’agisse d’un transport d’un scalaire passif, on devine aisément la présence du
tourbillon. Afin d’améliorer la simulation, nous considérons uniquement les deux pales (sans hub et mat)
dans un domaine x ∈ [−1.5, 2.5], y ∈ [−8, 8] et z ∈ [−8, 8]. Le maillage associé est 600× 400× 400, et nous
avons alors 125 points de maillage sur la longueur de la pale, 20 points sur la corde maximale et 20 points
sur l’épaisseur maximale. Ces valeurs sont en général suffisantes pour capter une couche limite laminaire. En
effet nous avons fait des tests de convergence pour l’écoulement autour d’une sphère qui montre que 20 à
30 points sur le diamètre sont suffisants jusqu’à un nombre de Reynolds de 500 environ. Dans tous les cas,
nous savons que ce n’est pas suffisant pour des couches limites turbulentes. Nous atteignons ici les limites de
cette méthode de modélisation et de simulation. Comme nous le verrons en conclusion de ce mémoire, nous
sommes en train de travailler, conjointement avec la société OPTIMAD (spin off du politecnico di Torino)
sur des méthodes overset de type chimère. Nous conservons un maillage de fond qui est cartésien sur lequel se
superpose un maillage conforme aux pales sur lequel nous pouvons approcher un maillage de couche limite 3.
Nous avons tout de même calculé la poussée du rotor ainsi que la puissance extraite. Cette dernière est di-
rectement corrélée au moment suivant l’axe x et à la portance dans la direction de rotation. Les figures 4.13(a)
et 4.13(b) présentent respectivement une confrontation entre expérience et simulation numérique de la pous-
sée du rotor et de la puissance extraite pour différentes valeurs de vent incident avec un rotation fixée à
72 tours par minutes. Les valeurs de la poussée obtenues expérimentalement et numériquement sont en très
bon accord. Ceci est du principalement au fait que cette quantité est intimement lié au maître couple qui
est bien déterminé avec le maillage étudié. Les valeurs de la puissance obtenues numériquement diffèrent
de celles obtenues expérimentalement par un facteur d’environ deux. Les évolutions ont tout de même une
tendance similaire. Cette différence provient probablement du fait que la portance dans la direction normale
à la rotation des pales (qui est lié à la puissance) n’est pas bien calculée. Ceci découle du fait que la géométrie
3. Raisonnablement, nous serons encore assez éloigné d’un maillage de type couche limite.
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Figure 4.12 – Mise en évidence du tourbillon de bout de pale par un lâché de fumée.
(a) Traînée générée par les pales. (b) Puissance extraite par les pales.
Figure 4.13 – Evolution de la traînée et de la puissance en fonction de la vitesse du vent.
n’est pas suffisamment bien modélisée sur le maillage étudié. On rappelle également que les couches limites
turbulentes ne sont pas calculées.
A ce stade nous pouvons considérer que le modèle simplifié donne de meilleurs résultats pour les faibles
vitesses de vent, mais le modèle détaillé est plus consistant sur toute la plage des vents considérée. Des
tests récents montrent également une grande influence du modèle de turbulence utilisé sur nos résultats. En
particulier, des résultats préliminaires montrent que "d’éteindre" continûment le modèle de turbulence proche
des pales améliorent considérablement les résultats du puissance. A titre d’exemple la puissance extraite pour
V = 13 m/s est de 12, 5kW au lieu de 6 précédemment, contre environ 11 kW expérimentalement.
Un point qui intéresse très fortement les industriels du domaine est le point de fonctionnement optimal
de l’éolienne défini par le coefficient de puissance cp = P/(1/2 ρSrefU3wind) en fonction du paramètre tip
speed ratio λ = Utip/Uwind, où Sref est la surface (disque) de référence décrit par le mouvement des pales,
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Uwind est la vitesse du vent incident et Utip de la pale à son l’extrémité. La figure 4.14 présente les évolutions


























Figure 4.14 – Evolution du coefficient de puissance cp en fonction du tip speed ratio λ.
du coefficient du puissance obtenues numériquement avec celles obtenues expérimentalement. Le maximum
du coefficient de puissance est obtenu pour λ = 6.5 numériquement contre λ = 5.6 expérimentalement, soit
environ 12% d’erreur. Compte tenu des limites de la méthode, ce résultat est encouragent. La suite, nous
l’avons déjà mentionné, est de refaire ces simulations avec des maillages overset de type chimère, et d’affiner
le modèle de turbulence.
4.3 Récupération de l’énergie de la houle
Le but de cette section est de modéliser et de simuler numériquement un dispositif capable d’extraire
l’énergie de la houle. Nous avons alors pensé à des structures articulées ou élastiques. A titre d’exemple, le
Pelamis est un système articulé ayant pour but de récupérer l’énergie des vagues. Ce serpent de mer géant
(170 mètres) est composé de quatre cylindres (figure 4.15) reliés entre eux, et a été développé par une société
écossaise. Plusieurs serpents Pelamis ont été placés au large des côtes portugaises, et de nombreux autres
projets Pelamis sont en cours 4. Ces serpents sont reliés au sol pour acheminer l’énergie capturée. Ce serpent
Figure 4.15 – Serpent de mer Pelamis. Crédit : Pelamis Wave Power.




Afin de modéliser et simuler numériquement ce type de problème, il est nécessaire de développer plusieurs
aspects :
– Développer une structure élastique articulée (§4.3.1)
– Coupler ce modèle avec un solveur fluide (§4.3.2)
– Développer des solveurs bifluides précis (§4.3.3)
– Développer des fonctions level set précises avec un modèle de mouillage de type Cox (§4.3.4)
– Coupler le modèle élastique avec le solveur bifluide et le modèle de mouillage (§4.3.5)
4.3.1 Un modèle de structure élastique
Le modèle utilisé dans la suite est inspiré par McMillen et Holmes (2006). La structure est approchée
par un profil de poutre. La configuration de la structure est représentée à chaque instant t par la courbe
s 7→ r(s, t) = (x(s, t), y(s, t), z(s, t)) qui représente la ligne médiane, que l’on appellera colonne vertébrale
(figure 4.16). Nous nous limiterons à des déplacements de la colonne vertébrale dans le plan z = 0, et donc
s 7→ r(s, t) = (x(s, t), y(s, t)). La longueur de la structure est ℓ, et donc s ∈ [0, ℓ]. Nous imposons une
contrainte d’inextensibilité, traduite mathématiquement par |∂r
∂s
| = 1. En définissant la tangente t = ∂r
∂s
=








Chaque élément de la poutre est soumis a une force intérieure f , un moment intérieur M , et des forces
extérieures W . Par définition, les forces et moments intérieurs sont exercés sur la partie (s, s + ds) par la
partie [0, s). Dans la suite on note classiquement ȧ = ∂a
∂t
et ä = ∂
2a
∂t2
pour toute variable a.
Les équations du mouvement sont alors :
ρS ẍ =W x + fx, (4.14a)




+ fy cos(φ) + fx sin(φ), (4.14c)
où ρ est la masse volumique de la poutre, S est la section droite et I est le moment d’inertie dans le plan (x, y).
Nous supposons que S et I dépendent de la position s. Souvent la section droite est considérée elliptique ou
rectangulaire. La déformation de la poutre peut être déterminée en imposant une courbure κ(s, t). Lorsque
∂φ
∂s
= κ la poutre est en équilibre. Nous considérons une loi constitutive linéaire classique qui pose que le
moment est proportionnel à la déviation de la courbure prescrite, i.e.










où E I est le module de torsion élastique et µ I le module de torsion visqueux, avec E le module d’Young du
matériaux.
Le système (4.14) avec la loi constitutive (4.15) et la contrainte (4.13) peut être résolu avec des conditions
initiales et aux limites. Des conditions limites naturelles pour une structure libre sont Mz(0) = Mz(ℓ) =
fy(0) = fy(ℓ) = fx(0) = fx(ℓ) = 0.
Discrétisation et méthode numérique
La discrétisation de la poutre est détaillée sur la figure 4.17. On considère une discrétisation de la poutre
en N segments de longueurs ℓi, i = 1, . . . , N avec
∑N
i=0 ℓi = ℓ. On note xi(t) = x(
∑i
j=1 ℓi, t), de même pour
les autres variables. La contrainte d’inextensibilité (4.13) devient :



































(a) Discrétisation de la poutre en sections Si de
longueurs ℓi et d’épaisseurs ei, pour i = 1, .., N .∑N
















(b) Forces et moments agissant sur la section Si. Les efforts
intérieurs f à la poutre deviennent extérieurs pour l’élément
Si.
Figure 4.17 – Configuration et discrétisation de la poutre élastique.
Les équations du mouvement (4.14) sont :






























i + ℓi−1 f
x
i−1) sin(φi), (4.17c)
où mi = ρSi ℓi est la masse de l’élément i. La masse totale de la poutre est notée m =
∑N
i=1mi. Enfin, la loi
constitutive devient :












Le schéma numérique utilisé pour résoudre le système précédent (4.16)-(4.17)-(4.18) est décrit dans ce qui
suit. La position de la poutre (x(s, t), (y(s, t)) est entièrement déterminée par la connaissance d’un point,
par exemple (x(0, t), y(0, t)), et de l’angle tangent φ en tout point. Nous avons alors :









D’un point de vue discret, nous avons :
xi = x1(t) + Ci(t), (4.20a)






















et C1 = S1 = 0.
Nous pouvons réécrire les équations (4.17c) et (4.17b) en utilisant (4.20) pour i = 1, . . . , N :





































































i+1 (de même pour f





fyN = 0, on obtient les systèmes linéaires N − 1×N − 1 suivants :
Ã f̃x = bx et Ã f̃y = by, (4.24)
avec :
f̃x = (fx1 , f
x




f̃y = (fy1 , f
y





















































































Les systèmes linéaires (4.24) peuvent facilement être résolus pour obtenir f̃x et f̃y. Nous verrons par la
suite que ces systèmes ne sont jamais résolus, mais que les efforts fx et fy jouent uniquement le rôle de
multiplicateurs de Lagrange pour imposer les contraintes.













N = 0, nous avons :
fx = A (−H(cos(φ))φ̇2 −H(sin(φ))φ̈ + W̃ x), (4.26a)
fy = A (−H(sin(φ))φ̇2 −H(cos(φ))φ̈+ W̃ y), (4.26b)
















































ℓ1z1 ℓ2z2 0 0 · · · 0 0







0 0 0 0 . . . ℓN−1zN−1 ℓNzN




Finalement, l’équation des moments (4.18) s’écrit :
(J−G(cos(φ))AH(cos(φ)) −G(sin(φ))AH(sin(φ)))φ̈
= (−G(cos(φ))AH(sin(φ)) +G(sin(φ))AH(cos(φ))) φ̇
+ M̃z +G(cos(φ))A W̃ y −G(sin(φ))A W̃ x.
(4.28)






ℓ1z1 0 0 0 · · · 0 0
ℓ2z2 ℓ2z2 0 0 · · · 0 0
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Résumé : finalement, la résolution de l’équation (4.28) nous donne φ et la résolution des équations (4.29)
(ou (4.29)) nous donne x1 et y1. La connaissance du vecteur z = (x1, y1, φ1, . . . , φN )T nous donne la position
de la poutre en tout point. Le système à résoudre s’écrit z̈ = G(z, ż, t), et peut être résolu efficacement à
l’aide d’une méthode de Runge-kutta. Les pas de temps de discrétisation dépendent des modules d’Young
et du coefficient d’amortissement, mais sont généralement très petits, de l’ordre de 10−6. La résolution de
l’équation (4.28) est relativement coûteuse car nous devons inverser des opérateurs et résoudre des systèmes
linéaires de taille environ N × N avec généralement N = 100 éléments pour la poutre. Ces petits pas de
temps couplés aux coûts numériques par itération rendent la résolution de la structure relativement coûteux
d’un point de vue temps CPU.
4.3.2 Résolution numérique et couplage
Jusqu’à présent nous avions imposé une action de déformation de la structure engendrant des efforts sur le
fluide. Cette action amenait une réaction opposée qui faisait avancer la structure. Il s’agissait d’une interaction
unidirectionnelle : la déformation de la structure pouvait se faire sans considération des possibles efforts du
fluide. Dans le cas d’une structure élastique, ce n’est plus du tout le cas. Il n’est plus possible d’imposer
exactement la déformation sans considérations de l’environnement extérieur. Le principe d’action réaction
doit être satisfait, ou du moins le moins violé d’un point de vue numérique. La violation de ce principe amène
en général un surplus d’énergie qu’il faudrait dissiper. Des techniques de dissipation visqueuses pourraient
être mises en place localement, mais modifieraient le comportement du système. Il est alors nécessaire de
bien calculer la réaction liée à l’action (de déformation par exemple), et de façon similaire de bien prédire
une action admissible pour cette réaction. On voit apparaître la notion de couplage fort, qui d’un point
de vue numérique représente un couplage en temps implicite entre le fluide et la structure. Le couplage en
espace pouvant être réalisé avec une des méthodes présentées au chapitre 2, à savoir pénalisation, frontières
immergées ou IPC.
Nous pouvons développer des méthodes très précises et stables en temps pour le fluide d’un coté et pour
la structure de l’autre. Par contre il est bien plus délicat de développer des méthodes stables pour le couplage
fluide/structure. Ce phénomène est d’autant plus perceptible lorsque les densités du fluide et de la structure
sont proches et où l’effet de masse ajoutée est présent.
Trois classes d’algorithmes de couplage en temps sont généralement utilisés :
– Algorithme décalé : chaque sous-système est avancé en temps successivement,
– Algorithme parallèle : les deux sous-système sont avancés simultanément,
– Algorithme itéré : chaque pas de temps de la simulation peuvent engendrer des pas de temps fictifs
pour faire converger une certaine quantité afin de minimiser l’énergie artificielle qui pourrait être créée.
Dans chaque classe d’algorithme, nous pouvons choisir différentes informations à échanger entre le fluide et
la structure : efforts, position de l’interface, etc ..
Pour les premiers exemples de nage nous avions utilisé un algorithme de type couplage décalé. L’algorithme
parallèle est très complexe pour des cas non monolithiques comme dans notre cas. En effet les pas de temps
liés à la structure sont beaucoup plus petits que ceux liés au fluide. A titre d’exemple, les pas de temps
généralement utilisés pour le fluide sont de l’ordre de 10−2 − 10−3 et ceux pour la structure de l’ordre de
10−6. Les pas de temps pour la structure dépendent de module d’Young et du coefficient d’amortissement
visqueux. Plus ces paramètres sont grands et plus le pas de temps est petit.
Nous préférerons utiliser un algorithme itéré. A un pas de temps donné, nous souhaitons déformer la
structure avec les efforts du fluide sur la structure W n+1 (implicite) et non W n (explicite, algorithme dé-
calé). Ce processus est donc effectué par une méthode itérative. Un algorithme simple est le suivant :
1. Au pas de temps tn l’interface est capturée par la level set φn. A cet instant on impose éventuellement
une courbure κn. On pose l’itération fictive k = 0 et les efforts du fluide sur la structure sont W̃ nk =W
n.
2. Code structure : à partir de φn calculer φ̃n+1k avec κ
n et W̃ nk ,
3. Code fluide : à partir du déplacement prédit entre φn et φ̃n+1k , calculer les efforts W̃
n
k+1,
4. si e = ‖W̃ nk+1−W̃
n
k ‖∞ < ǫ, alors on pose n = n+1 et on retourne à l’étape 1. Sinon, on pose k = k+1
et on retourne à l’étape 2.
Comme nous venons de le préciser, les pas de temps de la structure sont bien plus petits que les pas
de temps du fluide. A l’étape 2 de l’algorithme précédant, des sous itérations doivent être réalisés pour la
structure.
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En général, 3 − 4 sous itérations k sont suffisantes pour obtenir une convergence satisfaisante, parfois
moins pour des larges ratios de densités. Néanmoins, cet algorithme reste très coûteux numériquement.
Exemple d’extraction de l’énergie des tourbillons : nage d’un poisson inerte
Tout d’abord, nous allons valider la méthode qui couple solveur fluide avec le solveur de la structure
élastique. Nous allons étudier brièvement la nage d’un poisson 2D comme il a été fait dans le chapitre 3. Nous
imposons la déformation de la ligne médiane (colonne vertébrale) avec la loi de nage sinusoïdale introduite
au chapitre précédent. Plus précisément, nous imposons une courbure à la colonne vertébrale. Plus le module
d’Young est élevé, et plus le corps obéira à la déformation (à µ constant). Nous avons choisi E = 10MPa et
µ = 100Pa.s. Nous avons choisi par ailleurs les mêmes paramètres que pour le poisson thunniforme introduit
à la section §3.3.3. La figure 4.18 présente l’évolution temporelle de la vitesse de nage du poisson. Cette figure
peut être comparée à la figure 3.7. Nous voyons une très bonne concordance de la vitesse obtenue avec ce
modèle élastique et celle obtenue avec un poisson non élastique. La seule différence est que l’accélération pour
atteindre la vitesse limite semble être un peu moins élevée avec le modèle élastique. Notons également que 3
sous itérations sont suffisantes pour réduire l’instabilité 5 numérique (figure 3.7).









(a) Avec 3 sous itérations.











(b) Zoom et comparaison en fonction du
nombre de sous itérations.
Figure 4.18 – Evolution temporelle de la vitesse du poisson avec loi de nage imposée.
Nous allons maintenant étudier un premier système de récupération de l’énergie. En effet, Beal et al.
(2006) ont montré qu’un poisson mort (anesthésié en fait) est capable de "nager" par couplage de son corps
flexible avec les tourbillons. De façon générale il a été démontré qu’un poisson est capable de diminuer son
activité musculaire pour nager en utilisant les tourbillons présents dans l’écoulement (Liao et al., 2003). Nous
nous intéressons ici à la nage passive du "poisson mort". La configuration d’écoulement est la suivante. Nous
considérons l’écoulement de sillage généré par un demi cylindre circulaire de diamètre 5 cm avec une vitesse
amont V = 57 cm/s. Un poisson mort de longueur 17.8 cm est placé dans le sillage à une distance D = 0.2 du
cylindre. Le nombre de Reynolds basé sur le diamètre du cylindre est d’environ 28 000. La zone d’aspiration
(gradient de pression négatif) s’étend jusqu’à environ 1.75D derrière le demi cylindre. La configuration est
donnée sur la figure 4.19. Nous voyons sur cette figure que le poisson mort est capable de nager pour remonter
le courant. Ceci peut nous faire penser également à la truite ou au saumon qui profite de la présence de rochers
pour contrer le courant des rivières.
A l’équilibre, la ligne moyenne du poisson est supposée être à courbure nulle, et nous posons alors κ = 0
dans la loi constitutive (4.15). Outre le fait que ce système peut être numériquement instable (des sous
itérations sont nécessaires), la nature physique du système peut également rendre ce système instable.
5. Il s’agit ici que de petites oscillations numériques. Dans certains cas ces oscillations peuvent amener le système
à diverger.
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(a) t = 3.75 s (b) t = 3.90 s (c) t = 4.06 s
Figure 4.19 – Nage passive d’un poisson d’après Beal et al. (2006).
Dans tous les cas testés avec les paramètres mentionnés précédemment, nous avons trouvé la configuration
instable physiquement. Par exemple, comme le montre la figure 4.20, pour µf = 10−6 et E = 1MPa et
µs = 0, 01Pa/s, le poisson n’est pas en mesure de profiter du sillage pour remonter l’écoulement. Il est
rapidement entrainé dans le sillage. Nous avons alors choisi une viscosité du fluide dix fois plus grande, à
(a) t = 10.25 s (b) t = 12.25 s (c) t = 14.25 s
Figure 4.20 – Poisson élastique dans un sillage (champ de pression) pour µf = 10
−6 et E = 1MPa
et µs = 0, 01Pa/s.
savoir µf = 10−5. La figure 4.21 présente le transport du poisson dans le sillage pour E = 0.1MPa et
µs = 0, 1Pa/s. Là encore, la configuration est instable et le poisson est emporté dans le sillage. Finalement,
(a) t = 10.55 s (b) t = 12.35 s (c) t = 14.05 s
Figure 4.21 – Poisson élastique dans un sillage (champ de pression) pour µf = 10
−5 et E = 0.1MPa
et µs = 0, 1Pa/s.
la figure 4.21 présente une configuration où le poisson est capable de remonter le sillage, pour E = 1MPa
et µs = 0, 1Pa/s Le poisson semble nager et avancer vers le demi cylindre. Il faut néanmoins préciser que le
poisson ne nage pas réellement, il profite simplement d’un gradient de pression favorable pour avancer. La
configuration est toutefois stable. Les paramètres d’élasticité du poisson semblent jouer un rôle très important.
En effet la structure doit vraisemblablement rentrer en résonance avec les tourbillons pour profiter de l’énergie
du sillage. Une étude plus approfondie est en cours.
4.3.3 Modélisation et simulations numériques d’écoulements bifluides
Les écoulements bifluides ont été modélisés et simulés numériquement en utilisant la méthode CSF pré-
sentée au chapitre 2. L’interface est définie par une fonction level set distance signée. L’évolution de l’interface
est déterminée par résolution d’une équation de transport (RK3 TVD+WENO5) puis redistanciée (à l’ordre
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(a) t = 10.05 s (b) t = 12.20 s (c) t = 14.15 s
Figure 4.22 – Poisson élastique dans un sillage (champ de pression) pour µf = 10
−5 et E = 1MPa
et µs = 0, 1Pa/s.
3) quand celle ci s’éloigne trop de la fonction distance. Cette partie sur les level set est effectuée et validée par
le travail de post doc de Franky Luddens (post doc inria). Nous travaillons actuellement avec Lisl Weynans
sur la résolution du problème elliptique (à l’ordre deux) avec une méthode de type GFM (plus précis que la
méthode CSF). Cette partie a été initiée récemment et est en cours de développement. Nous présentons ici les
premières validations et premiers résultats obtenus. Dans toute la section 4.3.3 nous éviterons les interactions
fluide/fluide/solide. Nous choisirons alors des conditions aux limites appropriées.
Instabilité de Rayleigh-Taylor
Cette sous section a pour but de présenter une première application d’un écoulement bifluide : l’instabilité
de Rayleigh-Taylor. Nous n’avons pas pour prétention d’étudier en détail cette instabilité, mais simplement
de voir si les principales caractéristiques sont présentes. Pour plus de détails sur cette instabilité le lecteur
curieux pour se référer à Kull (1991).
L’instabilité de Rayleigh-Taylor apparaît lorsqu’une couche de fluide densité ρ1 est placé au dessus d’un
autre fluide de densité ρ0 < ρ1. Afin de favoriser l’apparition de cette instabilité nous perturbons l’interface
entre les deux fluides comme présenté sur la figure 4.3.3. Le domaine est un rectangle avec des conditions
de Dirichlet homogènes pour les composantes de vitesse u et v sur toutes les frontières, exceptée des condi-
tions de Neumann homogènes sur les bords latéraux pour v. De cette façon, nous n’avons pas d’interaction
fluide/fluide/structure qui sera l’objet de la sous section suivante.
Le développement de l’instabilité est simulé et représenté sur la figure 4.23. Nous voyons apparaître un
développement typique en forme de "champignon".
Goutte 3D
Nous simulons ici la chute d’une goutte d’eau en trois dimensions. Les masse volumiques sont ρair =
1.2kg/m3 et ρeau = 1000kg/m3, les viscosités dynamiques sont µair = 18.7 · 10−6kg/(m.s) et µeau =
10−3kg/(m.s). Le coefficient de tension de surface entre air et eau est γ = 75 · 10−3N/m. Le diamètre
initial de la "goutte" d’eau de 1 cm. La figure 4.24 représente l’interface air/eau à différents instants. L’in-
terface est capturée par une fonction level set calculée par un schéma de type HJ-WENO à l’ordre 5 et est
redistanciée avec la méthode introduite par Chéné et al. (2007). La perte de volume est de moins de 1% entre
t = 0 et t = 0.150.
4.3.4 Gestion de la ligne triple
Nous avons fait le choix d’utiliser un modèle de Cox. La vitesse de l’interface fluide/fluide le long de
la paroi solide est donnée en fonction de la différence entre l’angle de contact dynamique θD et l’angle de
contact à l’équilibre θE . Différentes lois ont été testées et nous avons finalement retenu la loi présentée par
Pinilla Velandia (2012). Notons enfin, que même en absence de modèle de gestion de la ligne triple, cette
dernière se déplace sous l’effet de la dissipation induite par les schémas numériques utilisés. Ce déplacement
est toutefois moins réaliste que celui observé avec le modèle de Cox.
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(a) t = 0.01 s (b) t = 0.6 s (c) t = 1.2 s (d) t = 1.8 s
Figure 4.23 – Simulation numérique de l’instabilité de Raylegh-Taylor (vorticité à gauche et densité
à droite). ρhaut = 3, ρbas = 1.
(a) t = 0 s (b) t = 0.075 s (c) t = 0.150 s
Figure 4.24 – Simulation de la chute d’une goute d’eau.
Un exemple d’interface fluide/fluide/solide : navigation d’un bateau
Nous nous intéressons ici à l’exemple le plus naturel pour un écoulement présentant des interfaces
fluide/fluide/solide : la navigation d’un bateau sur l’eau. Les masses volumiques sont ρair = 1.2kg/m3 et
ρeau = 1000kg/m
3, les viscosités dynamiques sont µair = 18.7 · 10−6kg/(m.s) et µeau = 10−3kg/(m.s).
Le coefficient de tension de surface entre air et eau est γ = 75 · 10−3N/m. Le bateau a une longueur de
1m avec une vitesse égale à 2m/s . Le domaine étudié est D = [−4.2, 1.3] × [−0.5, 0.5] × [−1, 1] avec
704× 128× 256 ≈ 25 · 105 nœuds. Nous avons utilisé la méthode CSF présentée au chapitre 2, où l’interface
est lissée sur 4 mailles. Finalement, afin d’éviter les trop forts nombres de Reynolds, nous avons utilisé des
viscosités dix plus grandes que celles mentionnées ci-dessus.
La figure 4.26 présente la déformation de la surface (interface air/eau) après le passage du bateau. Nous
pouvons observer un sillage de vagues typique de celui généré par un bateau. Notons que le rôle de la tension
de surface est très limité à ces échelles en espace de l’ordre du mètre.
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Figure 4.25 – Exemple de simulation d’un bateau. La longueur du bateau est 2m et sa vitesse est
2m/s. La ligne triple se déplace sur la coque.
Figure 4.26 – Sillage généré par un bateau. La longueur du bateau est 1m et sa vitesse est 2m/s.
4.3.5 Vers les serpents de mer
Nous allons maintenant nous intéresser à la modélisation et simulation de serpents de mer. La simula-
tion de tels objets est très délicate, faisant intervenir plusieurs ingrédients. Il est nécessaire de simuler une
interaction dite two way entre une structure élastique et deux fluides de façon implicite (ou semi implicite),
et de calculer l’avancement de la ligne triple. De part la complexité de cette étude et des temps de calculs
très importants engendrés par la méthode de couplage entre le solveur fluide et le solveur pour la structure
élastique, nous nous limiterons pour le moment à des configurations en deux dimensions. Le développement
en trois dimensions est en cours. Nous présentons ici les résultats préliminaires obtenus. La structure élastique
de longueur ℓ = 1m est composée de 20 charnières élastiques réparties uniformément. Les masse volumiques
sont ρair = 1.2kg/m3 et ρeau = 1000kg/m3, les viscosités dynamiques sont µair = 18.7 · 10−6kg/(m.s) et
µeau = 10
−3kg/(m.s). La masse volumique de la structure est ρs = 600kg/m3. Comme précédemment, l’in-
terface est lissée sur 4 mailles et nous avons utilisé des viscosités dix plus grandes que celles mentionnées
ci-dessus La figure 4.27 présente l’évolution du serpent de mer (E = 10MPa et µ = 100Pa.s) au passage
d’une vague artificielle. Cette vague est initialisé sur la figure 4.27(a). Cette vague "déferle" ensuite sur les
figures 4.27(b) à 4.27(d). Le serpent de mer s’adapte parfaitement à la surface définie par l’interface air/eau.
Même si la méthode générale qui couple solveur bifluide et structure élastique reste à valider, ces résultats
sont tout à fait cohérents par rapport à ce que l’on s’attend à obtenir. La structure élastique flotte et se dé-
forme de façon cohérente. Nous avons testé des structures plus au moins raides, et les résultats sont également
cohérents. En particulier, la figure 4.28 représente la déformation d’une structure moins rigide (E = 3MPa
et µ = 100Pa.s) au passage de la vague. Nous voyons que la structure élastique se déforme beaucoup et
s’adapte bien à l’interface eau/air.
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(a) t = 0 s (b) t = 0.5 s
(c) t = 1 s (d) t = 1.5 s
Figure 4.27 – Déformation de la structure élastique "rigide" sous l’effet d’une vague déferlante.
(a) t = 0.25 s (b) t = 0.45 s
(c) t = 0.65 s (d) t = 0.85 s
Figure 4.28 – Déformation de la structure élastique "molle" sous l’effet d’une vague déferlante.
4.4 Conclusions et perspectives
Ce chapitre prospectif avait pour but de présenter notre travail effectué autour des systèmes de récupé-
ration de l’énergie. Deux applications ont été étudiées.
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La première est l’étude des éoliennes, avec en particulier l’objectif d’étudier l’apport énergétique d’ajout
d’appendices à des pales existantes. Ce travail est réalisé dans le cadre d’une collaboration industrielle avec
le groupe VALOREM et sa filiale VALEOL localisée à Bègles. Nous avons développé un modèle simplifié
relativement précis qui nous a permis d’optimiser l’angle d’attaque de la pale ainsi que d’ajouter une section
profilée proche du pied de pale. Le modèle simplifié prédit un gain de puissance égal à 7%. Cette pale doit être
validée avec le modèle détaillé de Navier-Stokes en trois dimensions avec le code NaSCar. Pour le moment le
code ne permet d’obtenir des simulations fiables. En effet, les couches limites turbulentes ne sont pas calculés.
Les résultats sont néanmoins relativement satisfaisants. Un travail sur ces couches limites doit être effectué.
Nous envisageons de développer des méthodes overset de type chimère avec OPTIMAD engineering (spin off
de politecnico di Torino). Ces méthodes devraient permettre, pour des coûts de calculs "raisonnables", de
simuler les couches limites, ou du moins d’en simuler une approximation acceptable.
La seconde application est centrée autour de systèmes articulés posés sur la surface de l’océan pour ex-
traire l’énergie de la houle. Ces systèmes articulés sont couramment appelés serpents de mers. Ces structures
créent de l’énergie en se déformant à la surface. Afin de simuler ce type de problèmes, nous avons développé
un modèle de structure élastique assimilée à une poutre. Ce modèle de structure a été couplé au code fluide
à l’aide d’un algorithme "implicite" itéré. Nous avons validé le solveur bifluide (air/eau), puis le couplage
avec une structure solide. La ligne triple est modélisée avec un modèle simplifié de type Cox. Nous avons
ensuite simulé la nage d’un poisson avec le modèle élastique. Les résultats sont en très bon accord avec ceux
obtenus dans le chapitre précédent. Nous avons alors étudié la nage d’un poisson passif (mort) placé dans
un sillage généré par la présence d’un demi cylindre. Le poisson se déforme sous l’effet des tourbillons, et,
sous certaines conditions favorables, est capable de "nager" pour remonter le courant. Enfin, le serpent de
mer a été modélisé et simulé numériquement en deux dimensions. Les résultats sont très satisfaisants. Nous
travaillons actuellement sur le modèle en trois dimensions. Ce modèle de poutre élastique devrait également
nous permettre de prendre en compte la flexibilité des pales d’éoliennes pour étudier les interactions éven-
tuelles avec le mat.
Finalement, nous nous sommes confrontés aux limites de la méthode de calcul sur grilles cartésienne. En
effet, il est impossible de modéliser et calculer les phénomènes de type couches limites en régime turbulent,
car ces phénomènes se développent à des échelles très petites devant tout autres quantités d’intérêts comme le
sillage. Bien sûr, il est toujours possible de resserrer le maillage proche de ces obstacles où les couches limites
apparaissent. On peut imaginer des méthodes de raffinement de type quadtree ou octree. Ce raffinement en
"arbre" conserve la topologie des cellules (des carrés ou cubes), et ne permet pas un allongement des cellules
comme c’est le cas pour un maillage dit de couche limite. Les pas de temps associés à ces petites mailles
seraient réellement trop petits si on utilise une méthode eulérienne. Une alternative est alors les méthodes
overset de chimère dans lesquelles nous pouvons modifier la topologie des mailles (sur la grille conforme) et
donc approcher un maillage de couche limite. Il s’agit, de ce fait, de la méthode que j’envisage d’étudier pour
simuler dans un futur proche les applications en lien avec les éoliennes ou les bateaux.
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Chapitre 5
Conclusion générale et perspectives
Mes activités de recherches sont centrées autour d’un point commun : le calcul scientifique. En particulier,
je me suis intéressé à des problèmes de modélisation et de simulations numériques en mécanique des fluides.
Ces thématiques se sont peu à peu ouvertes à l’étude de problèmes multi physiques. Ces travaux ont pu
être réalisés dans d’excellentes conditions dans l’équipe INRIA MC2 et plus largement dans l’équipe calcul
scientifique de l’Institut de Mathématiques de Bordeaux, sans oublier les infrastructures informatiques de
hautes qualités (clusters de calcul PLAFRIM et AVAKAS). A travers ces travaux j’ai pu développer de
nouvelles connaissances en mathématiques appliquées, en calcul scientifique et en physique des écoulements
fluides. Ces connaissances ont été traduites numériquement dans le code massivement parallèle NaSCar que
j’ai développé depuis 2010. Il est très appréciable notamment de pouvoir partager ces connaissances, et
réciproquement, avec le milieu industriel. La collaboration avec la société VALEOL m’a permis de mieux
comprendre les besoins de l’entreprise et d’adapter une partie de mes travaux pour mieux répondre à ces
besoins. Cette collaboration devrait continuer avec une deuxième thèse cifre.
Lors de tous ces travaux j’ai été confronté aux mêmes problématiques, en particulier les limites de l’uti-
lisation des méthodes développées. On peut aisément conclure que les modèles réduits POD ne sont pas
une solution miracle, et que les maillages cartésiens ne sont pas la solution à tous les problèmes. En effet,
l’expertise de ces méthodes est nécessaire. Chaque méthode possède ses domaines de validité et d’efficacité.
A cet égard, la connaissance des phénomènes physiques étudiés est très précieuse et permet d’apporter une
partie des réponses sur l’expertise de ces méthodes. Elle permet également d’apporter des solutions pour
élargir les domaines de validité. On peut penser en particulier à la robustesse de la base POD, à la stabilité
des modèles réduits, à la validité des calculs tridimensionnels en présence de couches limites, aux modèles de
turbulence, etc. Même si la POD et les méthodes sur maillages cartésiens présentent les défauts mentionnés
ci-dessus, elles restent cependant de très bon choix pour de nombreux problèmes. En particulier les méthodes
sur maillage cartésien sont très adaptées pour simuler des écoulements pour des nombres de Reynolds faibles
à modérés. Pour des nombres de Reynolds élevés, des précautions doivent être prises. Tout comme pour les
modèles réduits POD. On peut modéliser de nombreux écoulements, faire du contrôle, essayer des prédictions,
mais en prenant des précautions. Le connaissance physique reste indissociable des problèmes de modélisation
et de simulation numérique.
Je vais encadrer une nouvelle thèse (avec Mejdi Azaiez, I2M Bordeaux), en partenariat avec l’entreprise
ABENGOA 1 localisée à Séville en Espagne. Dans ce projet nous nous intéresserons à la simulation numérique
du processus décrivant le stockage d’énergie par changement de phase. Ceci nécessite la résolution de problèmes
tridimensionnels diphasiques avec des interfaces mobiles et à topologie complexes. Les outils que nous avons
développés ces dernières années pourraient en partie permettre de d’appréhender numériquement ce type de
problème. Par contre, la simulation numérique d’un temps de chargement, c’est à dire le temps de transformer
le sel de l’état cristal en liquide, peut prendre quelques jours de calculs. Le but est de travailler sur une
alternative de réduction d’ordre avec un double objectifs, la réduction du temps de calculs et la possibilité
de varier certain paramètres tels que la conductivité et la résistance de contact voir même la topologie des
matrices poreuses contenant le milieu à changement de phase, le sel par exemple. Dans la recherche des modèles
réduits, nous envisageons de considérer deux familles réductions de modèles : la PGD (Proper Generalized




A court terme, nous allons également développer des méthodes pour simuler des phénomènes physiques à
différentes échelles. Pour ce faire nous avons besoin d’adapter le maillage à ces types de problèmes. Nous dé-
veloppons actuellement avec OPTIMAD Engineering des méthodes de raffinement de maillage. Ces méthodes
sont toujours basées sur l’utilisation de grilles cartésiennes. La première méthode est quadtree/octree. Cette
méthode est très facilement parallélisable et permet de simuler finement les sillages par exemple. Par contre,
sauf avec une quantité très grande de mailles, elle ne permet pas de simuler des couches limites (turbulentes
de surcroit). Nous développons alors des méthodes overset de type chimère dans laquelle se superpose un
maillage cartésien classique avec un maillage conforme à l’obstacle (on peut penser à un maillage structuré
en "O" pour des géométries pas trop complexes comme des pales d’éoliennes). La génération de ce type de
maillage est réalisée grâce aux fonctions level set et au squelette (pour borner la taille que peut avoir ce
maillage pour des corps convexes).
A moyen terme, nous allons étudier des écoulements complexes et plus particulièrement des écoulements
en micro-canaux chargés en particules. Cette étude se place dans une collaboration naissante avec Annie
Colin et Hugues Bodiguel (LOF 2-Solvay, Pessac). Plusieurs projets dans cette thématique sont en train
d’émerger. Le LOF est particulièrement intéressé la rhéologie d’écoulements avec beaucoup de particules, et
également les émulsions. Il peut être possible de modéliser ces fluides de façon mésoscopique. Plusieurs modèles
ont été proposés, mais beaucoup de paramètres sont empiriques et peuvent être calibrés. Les méthodes de
simulations numériques que nous avons développées se prêtent parfaitement à cette étude. Nous résultats
numériques pourront également être validés (et réciproquement) avec les expériences réalisées au LOF. Une
application envisagée est le séquensage de l’ADN. Un dispositif novateur est mis en place. Il consiste à placer
les brins dans un écoulement en micro canaux pour un écoulement visco-élastique. Le caractère "élastique"
est important et permet aux brins de se placer à une certaine distance des bords du canal en fonction de leurs
tailles. En fonction de leur position, ils seront entrainés à une vitesse caractéristique qui identifiera leur taille.
Finalement, en conclusion, notre projet de recherche INRIA MC2 a pris fin et nous avons proposé deux
nouvelles équipes. Mes thématiques de recherches seront guidées par les thématiques du nouveau projet de
notre axe "multi physiques et interactions" (et réciproquement). Ce projet donne entre autre une nouvelle
perspective à la réduction de modèles, les origines de mes activités de recherche.
2. http ://www.lof.cnrs.fr
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