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INTEGRAL ZEROS OF A POLYNOMIAL WITH LINEAR
RECURRENCES AS COEFFICIENTS
CLEMENS FUCHS AND SEBASTIAN HEINTZE
Abstract. Let K be a number field, S a finite set of places of K, and OS be
the ring of S-integers. Moreover, let
G
(0)
n Z
d + · · ·+G
(d−1)
n Z +G
(d)
n
be a polynomial in Z having simple linear recurrences of integers evaluated at
n as coefficients. Assuming some technical conditions we give a description of
the zeros (n, z) ∈ N × OS of the above polynomial. We also give a result in
the spirit of Hilbert irreducibility for such polynomials.
1. Introduction
In the present paper we consider a special kind of polynomial-exponential Dio-
phantine equations. More specifically we are interested in zeros of a polynomial in
one variable where the coefficients of this polynomial are simple linear recurrences
taking only integral values evaluated at the same n ∈ N. In other words we consider
the equation
(1) G(0)n Z
d + · · ·+G(d−1)n Z +G
(d)
n = 0,
where G
(i)
n are sequences of integers satisfying a simple linear recurrence relation.
Clearly, this is a family of polynomials parametrized by an exponential variable n;
for any n ∈ N we thus have to deal with a polynomial with integers coefficients.
The main focus lies on solutions (n, z) ∈ N×OS of (1). Here we denote by N the
set of positive integers and by OS the ring of S-integers for a number field K and
a finite set S of absolute values on K, containing all archimedean ones.
Every simple linear recurrence sequence Gn can be written in its Binet represen-
tation
Gn = b1β
n
1 + · · ·+ btβ
n
t .
The βi are called the (characteristic) roots and the bi are called the coefficients
of the recurrence Gn. Both, the characteristic roots as well as the coefficients of
the recurrence, are elements of a finite extension L of K. For basic knowledge on
recurrences we refer to [15]. It follows that we can choose a common numbering
β1, . . . , βr of all occurring characteristic roots and rewrite (1) as
(2) a0(β
n
1 , . . . , β
n
r )Z
d + · · ·+ ad−1(β
n
1 , . . . , β
n
r )Z + ad(β
n
1 , . . . , β
n
r ) = 0
with linear polynomials a0(X1, . . . , Xr), . . . , ad(X1, . . . , Xr). Therefore the problem
translates into an equation given by a (rather special lacunary) polynomial for which
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we seek integral solutions in Grm × A
1. Conversely, every hypersurface in Grm × A
1
can be written in the form
a0(X1, . . . , Xr)Z
d + · · ·+ ad−1(X1, . . . , Xr)Z + ad(X1, . . . , Xr) = 0
for (not necessarily linear) polynomials aj(X1, . . . , Xr). The integral points on such
a hypersurface are the elements of (O∗S)
r ×OS which satisfy the given equation. If
the equation is monic in Z or the leading coefficient is a constant times a monomial
in X1, . . . , Xr, then it describes a finite cover W → G
r
m given by projection on
the first r components. Here we specialize to a 1-parameter subgroup of Grm for
which (2) is the typical description. (Compare e.g. with [9] where all regular maps
Gm → W , i.e. function field integral points, of the finite cover W → G
r
m are
described.)
The first author together with Scremin considered in [10] integer solutions of
(1) using the recurrence point of view, i.e. viewing (1) as polynomial-exponential
Diophantine equation. Their result was heavily based on Corvaja and Zannier’s
results concerning the equation f(Gn, Z) = 0 handled in [4]. We also mention
[3] in which similar conditions and results appear. The main and most restrictive
technical condition is the existence of “dominant roots”. Without this condition
one can currently expect only weaker results; see e.g. [5] for a result without the
dominant root condition and [17] for a somewhat weaker, but still useful result.
Here we will analyze solutions in S-integers and (most of the time) make use of the
formulation in the polynomial point of view given by (2).
2. Results
Within this section we state our results that will be proven in the present paper.
The first one looks a little bit technical, but it is an essential, intermediate result
that will be used to prove the second one. We remark that a given set S of places
of K can be extended such that it satisfies the properties required in the theorems.
This only makes the statements stronger.
Theorem 1. Let K be a number field and g ∈ K[X1, . . . , Xr, Z] a polynomial which
can be written in the form
g(X1, . . . , Xr, Z) = a0(X1, . . . , Xr)Z
d + · · ·+ ad(X1, . . . , Xr)
for linear polynomials a0(X1, . . . , Xr), . . . , ad(X1, . . . , Xr). Furthermore, let g˜ ∈
K[X1, . . . , Xr, Z˜] be the polynomial given by the equation
g˜(X1, . . . , Xr, a0(X1, . . . , Xr)Z) = a0(X1, . . . , Xr)
d−1g(X1, . . . , Xr, Z).
Now assume that either a0(0, . . . , 0) 6= 0 and g(0, . . . , 0, Z) has no multiple zero as
a polynomial in Z, or a0(0, . . . , 0) = 0 and g˜(0, . . . , 0, Z˜) has no multiple zero as a
polynomial in Z˜. Moreover, let γ1, . . . , γr ∈ K
∗ such that |γi| < 1 for all 1 ≤ i ≤ r
and such that no ratio γi/γj for i 6= j is a root of unity. Assume that S is a finite
set of places of K, containing all archimedean ones, and such that γ1, . . . , γr and
all non-zero coefficients of ai(X1, . . . , Xr) for i = 0, . . . , d are S-units.
Then there are finitely many cosets u1H1, . . . , utHt ⊆ G
r
m and for each coset
uiHi a polynomial Pi in r unknowns such that the following holds: For each solution
(n, z) ∈ N×OS of g(γ
n
1 , . . . , γ
n
r , z) = 0 with z 6= 0 and n large enough, there exists
an index i such that (γn1 , . . . , γ
n
r ) ∈ uiHi and z
′ = Pi(γ
n
1 , . . . , γ
n
r ), where z
′ = z in
the case a0(0, . . . , 0) 6= 0 and z
′ = a0(γ
n
1 , . . . , γ
n
r )z if a0(0, . . . , 0) = 0, respectively.
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It is clear that the same result holds true if we assume that a0(0, . . . , 0) 6= 0 and
g˜(0, . . . , 0, Z˜) has no multiple zero as a polynomial in Z˜, as a third alternative for
the two options given in the theorem. The proof is completely the same.
Let us emphasize that this result, as the result in [10], goes in the same direction
as Corvaja and Zannier’s Theorem 2 of [4] and uses similar assumptions, though the
results are not quite equal (in the sense that our result does not directly follow from
theirs and vice-versa). Moreover, we completely build on the methods developed
by them (see Theorem 5 below, which is our main tool, or, e.g., their book [7]
summarizing the developments and results).
Our second theorem considers now polynomial equations with simple linear re-
currences as coefficients. The first author and Scremin considered in [10] a similar
situation. The difference is that they were only looking for solutions in N× Z and
that they imposed other (stronger) restrictions on the characteristic roots.
Theorem 2. Let K, g, g˜, γ1, . . . , γr and S be as in Theorem 1. Then there are
finitely many linear recurrences R1(n), . . . , Rs(n) with algebraic roots and algebraic
coefficients, arithmetic progressions P1, . . . ,Ps, as well as finite sets M and N such
that the set L of solutions (n, z) ∈ N×OS of the equation g(γ
n
1 , . . . , γ
n
r , z) = 0 can
be described by
L =
s⋃
j=1
{(n,Rj(n)) : n ∈ Pj , Rj(n) ∈ OS} ∪ {(n, z) : n ∈ N, z ∈ OS} ∪M.
We also exploit the reducibility of such a polynomial. This follows similar to The-
orem 1 and by standard arguments in the theory of Hilbert irreducibility (see e.g.
[13]); compare also with the application of such results on Diophantine equations
with power sums to universal Hilbert sets in [2] and [4] and with [17].
Theorem 3. Let K, g, γ1, . . . , γr and S be as in Theorem 1. Moreover, assume that
g is monic as a polynomial in Z, i.e. a0(X1, . . . , Xr) = 1. Then g(γ
n
1 , . . . , γ
n
r , Z)
is reducible in K[Z] for infinitely many n ∈ N if and only if there exist monic poly-
nomials h1(n, Z), h2(n, Z), whose coefficients are linear recurrences with algebraic
characteristic roots and algebraic coefficients, and an arithmetic progression P such
that g(γn1 , . . . , γ
n
r , Z) = h1(n, Z)h2(n, Z) is a factorization in K[Z] for all n ∈ P.
In the case that the polynomial g is not monic in Z, one can use the transfor-
mation to g˜ written down in Theorem 1. Then g˜ is monic in Z˜ and Theorem 3
can be applied to it. Going back to g then yields the result that g(γn1 , . . . , γ
n
r , Z) is
reducible in K[Z] for infinitely many n ∈ N if and only if there exist polynomials
h1(n, Z), h2(n, Z), whose coefficients are linear recurrences with algebraic charac-
teristic roots and algebraic coefficients, and an arithmetic progression P such that
a0(γ
n
1 , . . . , γ
n
r )
d−1g(γn1 , . . . , γ
n
r , Z) = h1(n, Z)h2(n, Z) is a factorization in K[Z] for
all n ∈ P .
We remark that generic decompositions, as they occur in the statement of The-
orem 3, can be computed by Lemma 2.1 in [5].
It follows, under the conditions we work in, that if g(γn1 , . . . , γ
n
r , Z) is irreducible
as a polynomial in Z over the ring of K-valued power sums (or, more general, the
Hadamard ring of linear recurrences in K), then it cannot be reducible in K[Z]
for infinitely many n ∈ N. As usual one may deduce that all decompositions can
be described in “finite terms” coming from finitely many generic decompositions of
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g(γn1 , . . . , γ
n
r , Z) over the ring whose coefficients are linear recurrences in K with
finitely many exceptions.
In contrast to [10] we have now a much more powerful tool in our hands; instead
of applying the Subspace theorem directly (as done in [10]), we can apply Theorem
5 below (that in turn follows from the Subspace theorem). This leads to a much
quicker proof. A few words on the strategy of proof can be found at the beginning
of section 4.
3. Preliminaries
In our proofs we will need some auxiliary results which are listed below. The first
one is a result of Schmidt about the zero multiplicity of linear recurrence sequences
and can be found in [14]:
Theorem 4. Suppose that (Gn)n∈Z is a non-degenerate linear recurrence sequence
of complex numbers, whose characteristic polynomial has k distinct roots of multi-
plicity ≤ a. Then the number of solutions n ∈ Z of the equation
Gn = 0
can be bounded above by
c(k, a) = e(7k
a)8k
a
.
Given two vectors x = (x1, . . . , xk) and i = (i1, . . . , ik), we use the abbreviation
xi = xi11 · · ·x
ik
k . For a number field K and a finite set S of absolute values (con-
taining the archimedean ones) we denote the absolute logarithmic Weil height of
an element x ∈ K∗ by
h(x) =
∑
v
max (0, log |x|v)
and the S-height by
hS(x) =
∑
v/∈S
max (0, log |x|v) ,
where the sums are taken over all places of K. Moreover, for a vector x we denote
by h(x) the usual projective logarithmic height and by ĥ(x) the sum of the heights
of the coordinates of x. We use the Landau symbols O and o in the usual way,
i.e. f(n) = O(g(n)) if there is a constant C such that f(n) ≤ Cg(n) for all n, and
f(n) = o(g(n)) if f(n)/g(n)→ 0 as n goes to infinity. The following theorem is an
essential part of our proof. It is proven as Theorem 1 in [6] by Corvaja and Zannier:
Theorem 5. Let f(X) =
∑
i
aiX
i be a power series with algebraic coefficients
in Cν converging in a neighborhood of the origin in C
k
ν . Let S be a finite set of
absolute values of K containing the archimedean ones. Let xn = (xn1, . . . , xnk)
(n = 1, 2, . . .) be a sequence in K∗k, tending to zero in Kkν and such that f(xn) is
defined and belongs to K. Suppose that:
1) For i = 1, . . . , k we have hS(xni) + hS(x
−1
ni ) = o(h(xni)) as n→∞.
2) ĥ(xn) = O(− log(maxi |xni|ν)).
3) hS(f(xn)) = o(h(xn)).
4) h(f(xn)) = O(h(xn)).
Then there exists a finite number of cosets u1H1, . . . ,utHt ⊆ G
k
m such that {xn}n∈N
⊆
⋃t
i=1 uiHi and such that, for i = 1, . . . , t, the restriction of f(X) to uiHi coin-
cides with a polynomial in K[X].
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The logarithmic height defined above has some properties which we list in the
next lemma. For a proof of these properties we refer to [16]:
Lemma 6. For the above defined logarithmic height the following holds:
a) h(x) ≥ 0.
b) h(1/x) = h(x) and h(xm) = |m| · h(x) for all m ∈ Z.
c) h(x1 · · ·xr) ≤ h(x1) + · · ·+ h(xr).
d) h(x1 + · · ·+ xr) ≤ h(1 : x1 : . . . : xr) + log r.
e) h(xσ) = h(x) for all σ ∈ Gal(Q/Q).
f) maxi=1,...,r h(xi) ≤ h(1 : x1 : . . . : xr) ≤ h(x1) + · · ·+ h(xr).
Another result that we will need later on is the Hadamard Quotient Theorem.
When using this, we denote by H(K) the Hadamard ring, i.e. the set of sequences
in K satisfying a linear recurrence relation. Let us first state the following version
from [8]:
Theorem 7 (Hadamard Quotient Theorem). Let K be a field of characteristic
zero and let b(n), c(n) ∈ H(K). Let (an) be a sequence whose elements are in a
subring R of K which is finitely generated over Z, and suppose that an =
b(n)
c(n)
whenever the quotient is defined. Then there exists an element a(n) ∈ H(K) such
that a(n) = an for every n such that c(n) 6= 0.
Corvaja and Zannier proved in [5] a variant of the Hadamard Quotient Theorem:
If the characteristic roots of the simple linear recurrences b(n) and c(n) generate
together a torsion-free multiplicative group and if for infinitely many n we have
c(n) 6= 0 as well as b(n)c(n) ∈ R, then the sequence n 7→
b(n)
c(n) is a linear recurrence
sequence. We will use this variant in our proof.
Last but not least we will make use of a suitable version of the Implicit Func-
tion Theorem. For more information about this and other versions of the Implicit
Function Theorem we refer to [11] and [12]. In the formulation of the theorem we
use for a multiindex α = (α1, . . . , αr) ∈ N
r the notation
|α| = α1 + · · ·+ αr
and write 0 as a shortcut for (0, . . . , 0):
Theorem 8 (Implicit Function Theorem). Suppose the power series
F (x1, . . . , xr, y) =
∑
|α|≥0,k≥0
aα,kx
α1
1 · · ·x
αr
r y
k
is absolutely convergent for |x1|+ · · ·+ |xr | ≤ R1, |y| ≤ R2. If
a0,0 = 0 and a0,1 6= 0
then there exist r0 > 0 and a power series
(3) f(x1, . . . , xr) =
∑
|α|>0
cαx
α1
1 · · ·x
αr
r
such that (3) is absolutely convergent for |x1|+ · · ·+ |xr| ≤ r0 and
F (x1, . . . , xr, f(x1, . . . , xr)) = 0.
Moreover, if the coefficients of F are algebraic, then the coefficients of f are also
algebraic.
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This version of the Implicit Function Theorem was used as well in [10] by the
first author and Scremin. As they did there, we emphasize here again that the
statement holds in a more general form: Suppose that F (x1, . . . , xr, y) converges
absolutely for |x1| + · · · + |xr| ≤ R1 and that |y − y0| ≤ R2 for some y0 ∈ Q with
F (0, . . . , 0, y0) = 0. Then under the assumption that
∂F
∂y
(0, . . . , 0, y0) 6= 0,
the conclusion is that there exists a power series
f(x1, . . . , xr) =
∑
|α|≥0
cαx
α1
1 · · ·x
αr
r
for which the same as above holds.
4. Proofs
In the proof of Theorem 1 we will use the following statement. Since this in-
equality is of independent applicability we state and prove it separately rather than
tacitly claim and prove it within the big proof:
Lemma 9. Let K be a number field and f(X) = b0X
d+ b1X
d−1+ · · ·+ bd ∈ K[X ]
a polynomial with b0 6= 0. Assume that ξ ∈ K is a zero of f , i.e. f(ξ) = 0. Then
we have for the logarithmic height of ξ the bound
h(ξ) ≤ h(1 : b0 : b1 : . . . : bd) + log d.
The proof of such an upper bound on the height of a zero of a polynomial is
given as an exercise in [16]. For the sake of completeness we write it down in detail:
Proof. During these calculations we will apply the rules from Lemma 6 several
times without explicitly mentioning it. First we find the following upper bound for
polynomial expressions:
h(bd + bd−1ξ + · · ·+ b1ξ
d−1) ≤
≤ h(1 : bd : bd−1ξ : . . . : b1ξ
d−1) + log d
= log
∏
v
max
(
1, |bd|v , . . . ,
∣∣b1ξd−1∣∣v)+ log d
≤ log
∏
v
max (1, |bd|v , . . . , |b1|v) ·max
(
1, |ξ|
d−1
v
)
+ log d
= log
∏
v
max (1, |bd|v , . . . , |b1|v) + log
∏
v
max
(
1, |ξ|
d−1
v
)
+ log d
= h(1 : b1 : . . . : bd) + (d− 1) · h(ξ) + log d.
Since f(ξ) = 0 and b0 6= 0 we can write
ξd = −
(
bd
b0
+
bd−1
b0
ξ + · · ·+
b1
b0
ξd−1
)
and thus
d · h(ξ) = h(ξd) = h
(
bd
b0
+
bd−1
b0
ξ + · · ·+
b1
b0
ξd−1
)
≤ h
(
1 :
b1
b0
: . . . :
bd
b0
)
+ (d− 1) · h(ξ) + log d.
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This yields
h(ξ) ≤ h
(
1 :
b1
b0
: . . . :
bd
b0
)
+ log d
= h(b0 : b1 : . . . : bd) + log d
≤ h(1 : b0 : b1 : . . . : bd) + log d.

Before writing down the proof of Theorem 1 in detail, we give a short overview.
Considering an infinite sequence of solutions (n, z) for the equation in question we
will show that the z-component must be bounded. Afterwards we will calculate
a bound on the height of the z-component. These are preparations needed when
applying in the sequel the Implicit Function Theorem and finally Theorem 5.
Proof of Theorem 1. Let K, g, g˜, γ1, . . . , γr and S be as in the theorem. We write
g(γn1 , . . . , γ
n
r , Z) = a0(γ
n
1 , . . . , γ
n
r )Z
d + · · ·+ ad(γ
n
1 , . . . , γ
n
r )
and
g˜(γn1 , . . . , γ
n
r , Z˜) = a˜0(γ
n
1 , . . . , γ
n
r )Z˜
d + · · ·+ a˜d(γ
n
1 , . . . , γ
n
r ).
Since no ratio γi/γj is a root of unity, by Theorem 4 for n large enough we have
ai(γ
n
1 , . . . , γ
n
r ) 6= 0 for all 1 ≤ i ≤ d. As the a˜j(γ
n
1 , . . . , γ
n
r ) arise by construction as
products of the ai(γ
n
1 , . . . , γ
n
r ) they are non-zero as well for large n and all 1 ≤ j ≤ d.
Thus we will assume from here on that n is large enough such that all ai (and all
a˜j) are non-zero.
At this position we are going to split the proof into two cases: Let us assume
that a0(0, . . . , 0) 6= 0 and that g(0, . . . , 0, Z) has only simple zeros. In this case
we work only with g and do not need the transformation g˜. The other case, when
a0(0, . . . , 0) = 0 and g˜(0, . . . , 0, Z˜) has only simple zeros, works in the completely
same way considering g˜ instead of g with the transformation z˜ = a0(γ
n
1 , . . . , γ
n
r )z
and recognizing the fact that g˜(γn1 , . . . , γ
n
r , z˜) is monic in z˜, i.e. a˜0(γ
n
1 , . . . , γ
n
r ) =
1 6= 0. Hence we will write down only the first case in detail.
Consider now an infinite sequence ((n, zn))n∈W of solutions of the equation
(4) g(γn1 , . . . , γ
n
r , z) = 0
in (n, z) ∈ N×OS with z 6= 0, where W is an infinite subset of N. Since for fixed
n there are at most d possible values for z, all solutions are contained in finitely
many such sequences. Therefore we can restrict our considerations to one of them.
To simplify the notation we shall often write ai(n) instead of ai(γ
n
1 , . . . , γ
n
r ).
Our first step is to prove that the sequence (zn) is bounded. Since zn is a solution
of (4) we have
(5) a0(n)z
d
n + · · ·+ ad(n) = 0.
Using zn 6= 0 this is equivalent to
a0(n)zn = −a1(n)− · · · − ad(n)z
−(d−1)
n .
For |zn| > 1 this yields
|a0(n)zn| ≤ |a1(n)|+ · · ·+ |ad(n)| .
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Hence we end up with the upper bound
|zn| ≤ max
(
1,
|a1(n)|+ · · ·+ |ad(n)|
|a0(n)|
)
.
As a0(0, . . . , 0) 6= 0 the denominator |a0(n)| is bounded away from zero, which gives
us together with |γi| < 1 the boundedness of the sequence (zn).
Based on the estimate
|g(0, . . . , 0, zn)| = |g(0, . . . , 0, zn)− g(γ
n
1 , . . . , γ
n
r , zn)|
≤
d∑
i=0
|ai(0, . . . , 0)− ai(γ
n
1 , . . . , γ
n
r )|︸ ︷︷ ︸
n→∞
−→ 0
· |zn|
d−i
the boundedness of zn also implies that g(0, . . . , 0, zn)→ 0 as n→∞. Thus the zn
lie in the union of arbitrary small neighborhoods of the solutions of g(0, . . . , 0, z) = 0
for n large enough. Thus we can split the sequence into finitely many subsequences
and consider in what follows only an infinite sequence (zn) which converges to a
solution z∗ of g(0, . . . , 0, z) = 0.
Before going on we will pause for a moment and derive an upper bound for the
logarithmic height of zn that will be useful later on. Remembering equation (5) we
get by Lemma 9 and Lemma 6 the inequality
h(zn) ≤ h(1 : a0(n) : . . . : ad(n)) + log d
≤ h(a0(n)) + · · ·+ h(ad(n)) + log d.
Now we need a bound on h(ai(n)). Using Lemma 6 once again yields
h(ai(n)) = h

 ∑
k1,...,kr
λ
(i)
k1,...,kr
γnk11 · · · γ
nkr
r


≤
∑
k1,...,kr
h
(
λ
(i)
k1,...,kr
γnk11 · · · γ
nkr
r
)
+ Ci,0
≤
∑
k1,...,kr
(
h
(
λ
(i)
k1,...,kr
)
+ k1h(γ
n
1 ) + · · ·+ krh(γ
n
r )
)
+ Ci,0
= C′i,0 + Ci,1h(γ
n
1 ) + · · ·+ Ci,rh(γ
n
r )
≤ C′i,0 + (Ci,1 + · · ·+ Ci,r) · max
j=1,...,r
h(γnj )
≤ C′i,0 + C
′
i · h(1 : γ
n
1 : . . . : γ
n
r )
where all the constants depend only on ai(X1, . . . , Xr). In particular, they are
independent of n. Combining the last two inequality chains we end up with the
upper bound
(6) h(zn) ≤ C1 + C2 · h(1 : γ
n
1 : . . . : γ
n
r ).
Note that the condition that g(0, . . . , 0, Z) has no multiple zero as a polynomial
in Z is equivalent to
∂g
∂Z
(0, . . . , 0, z0) 6= 0
for all z0 satisfying g(0, . . . , 0, z0) = 0. Thus we can apply the Implicit Function
Theorem 8 which gives a power series f(X1, . . . , Xr) with algebraic coefficients such
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that for n large enough we have
zn = f(γ
n
1 , . . . , γ
n
r ).
Now we aim to apply Theorem 5. Therefore let us check the conditions of
this theorem. We have a power series f(X1, . . . , Xr) with algebraic coefficients
converging in a neighborhood of the origin with respect to the standard absolute
value |·|ν = |·| in C. The set S of finitely many absolute values including all
archimedean ones is already given by the theorem we are going to prove. Define
the vector xn to be (γ
wn
1 , . . . , γ
wn
r ) where wn is the n-th index (in increasing order)
within the set W . Then xn tends to zero, and f(xn) = zwn is defined and belongs
to K.
It remains to check the four conditions involving heights. Since xni = γ
wn
i is
an S-unit, we have hS(xni) + hS(x
−1
ni ) = 0. Thus the first condition is satisfied.
Consider now
ĥ((γwn1 , . . . , γ
wn
r )) =
r∑
i=1
h(γwni ) = wn ·
r∑
i=1
h(γi) = wn · C3
as well as
− log
(
max
i=1,...,r
|γwni |
)
= wn ·
(
− log
(
max
i=1,...,r
|γi|
))
= wn · C4
which yields ĥ(xn) = O(− log(maxi |xni|ν)). For the third condition remember that
zwn is an S-integer (note that this still holds in the other case where we consider
z˜wn). So for all valuations µ /∈ S we get |zwn |µ ≤ 1 and in the next step hS(zwn) = 0.
This implies hS(f(xn)) = o(h(xn)). For the last condition recall that by inequality
(6) we have
h(f(xn)) ≤ C1 + C2 · h(1 : γ
wn
1 : . . . : γ
wn
r )
and thus the required bound holds.
Therefore we can apply Theorem 5 which gives us finitely many cosets u1H1, . . . ,
utHt ⊆ G
r
m such that {(γ
wn
1 , . . . , γ
wn
r )}n∈N ⊆
⋃t
i=1 uiHi and such that, for i =
1, . . . , t, the restriction of f to uiHi coincides with a polynomial Pi inK[X1, . . . , Xr].
Hence for all n ∈ W there exists an index i such that (γn1 , . . . , γ
n
r ) ∈ uiHi and
zn = Pi(γ
n
1 , . . . , γ
n
r ).
As already noted at the beginning of this proof, the situation of the second case
where a0(0, . . . , 0) = 0 and g˜(0, . . . , 0, Z˜) has only simple zeros is handled in the
same way. We start again with an infinite sequence ((n, zn))n∈W of solutions of the
equation
g(γn1 , . . . , γ
n
r , z) = 0
in (n, z) ∈ N × OS with z 6= 0, where W is an infinite subset of N. The se-
quence now transforms under the transformation z˜ = a0(γ
n
1 , . . . , γ
n
r )z to a sequence
((n, z˜n))n∈W of solutions of
g˜(γn1 , . . . , γ
n
r , z˜) = 0.
From here on the steps are the same as in the previous case written down in
detail. 
In the proof of Theorem 2 we first handle some special cases which are not
covered by Theorem 1. After that Theorem 1 can be applied and it remains to
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classify the output in the intended framework. This is done by distinguishing some
cases where in one of them the Hadamard Quotient Theorem is used.
Proof of Theorem 2. As above we will denote by ai(n) = ai(γ
n
1 , . . . , γ
n
r ) the coeffi-
cients of the polynomial g.
First note that for a fixed value of n the considered equation
(7) g(γn1 , . . . , γ
n
r , z) = 0
has either only finitely many solutions z if not all ai(n) are zero, or holds for all
values of z if all the ai(n) are zero. Thus for finitely many values of n the solutions
(n, z) ∈ N × OS of (7) having the first component among that finite set can be
classified according to the required pattern. Therefore we can always assume that
n is large enough.
For z = 0 equation (7) reduces to ad(n) = 0 which has only finitely many
solutions in n since this linear recurrence is non-degenerate by assumption. So we
can assume in the sequel that z 6= 0.
It remains to classify the solutions of (7) of the form (n, z) ∈ N×OS with z 6= 0
and n large. Here we are able to apply Theorem 1 and get finitely many cosets
u1H1, . . . , utHt ⊆ G
r
m as well as for each coset uiHi a polynomial Pi such that
for all remaining solutions (n, z) of (7) there is an index i ∈ {1, . . . , t} with the
property that either
z = Pi(γ
n
1 , . . . , γ
n
r ) or z =
Pi(γ
n
1 , . . . , γ
n
r )
a0(γn1 , . . . , γ
n
r )
.
For each i = 1, . . . , t we have now four possible situations. First, there could exist
only finitely many solutions (n, z) of (7) satisfying z = Pi(γ
n
1 , . . . , γ
n
r ). They will
be contained in M . This is also the case if there exist only finitely many solutions
(n, z) of (7) satisfying z = Pi(γ
n
1 , . . . , γ
n
r )/a0(γ
n
1 , . . . , γ
n
r ).
In the third case we have for a fixed index i infinitely many solutions (n, z)
of (7) fulfilling the equation z = Pi(γ
n
1 , . . . , γ
n
r ). Putting z = Pi(γ
n
1 , . . . , γ
n
r ) into
equation (7) yields a linear recurrence sequence that is forced to be zero. By
the theorem of Skolem-Mahler-Lech the set of zeros of this linear recurrence is
a finite set together with finitely many arithmetic progressions. The finite set
contributes to M , whereas the arithmetic progressions Pi,j represent the solutions
{(n, Pi(γ
n
1 , . . . , γ
n
r )) : n ∈ Pi,j , Pi(γ
n
1 , . . . , γ
n
r ) ∈ OS}. Note that Pi(γ
n
1 , . . . , γ
n
r ) is a
linear recurrence sequence.
For the last possible case assume that for a fixed index i infinitely many solutions
(n, z) of (7) satisfy the equation z = Pi(γ
n
1 , . . . , γ
n
r )/a0(γ
n
1 , . . . , γ
n
r ). Now we plan
to apply the above mentioned variant of the Hadamard Quotient Theorem 7. Let
us therefore check the conditions for applying it. The recurrences occurring in
numerator and denominator are both simple. By partitioning N into finitely many
arithmetic progressions and reparametrizing we can assume that the characteristic
roots generate a torsion-free multiplicative group. It is well known that the ring of
S-integers OS is finitely generated (consider for instance the decomposition OS =
OK ·O
∗
S and recall that the sets of algebraic integers OK and of S-units O
∗
S are both
finitely generated) and we have z ∈ OS . Thus the Hadamard Quotient Theorem
can be applied and yields the existence of a linear recurrence ℓ(n) such that z = ℓ(n)
for our infinitely many n (finitely many sequences if partitioning was necessary).
From here on the procedure is the same as in case three. 
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The proof of our third theorem uses a similar strategy as the proof of Theorem
1 above.
Proof of Theorem 3. Let K, g, γ1, . . . , γr be as in the theorem. We write
g(γn1 , . . . , γ
n
r , Z) = Z
d + a1(γ
n
1 , . . . , γ
n
r )Z
d−1 + · · ·+ ad(γ
n
1 , . . . , γ
n
r )
= Zd + a1(n)Z
d−1 + · · ·+ ad(n).
We have fixed a finite set S of places of K, containing all archimedean ones, and
such that γ1, . . . , γr and all non-zero coefficients of ai(X1, . . . , Xr) for i = 1, . . . , d
are S-units. Then all coefficients of g(γn1 , . . . , γ
n
r , Z) as a polynomial in Z are
S-integers, i.e. have ν-valuation at most 1 for all ν /∈ S.
Now we assume that g(γn1 , . . . , γ
n
r , Z) is reducible in K[Z] for infinitely many n ∈
N. Denote an infinite set of such n by W1. We have to prove that g(γ
n
1 , . . . , γ
n
r , Z)
has a generic factorization along an arithmetic progression as stated in the theorem.
Clearly, the other direction of Theorem 3 is trivial.
All solutions (n, z) ∈ N×Q of g(γn1 , . . . , γ
n
r , z) = 0 are contained in d sequences
of the shape ((n, zn))n∈N.
As in the proof of Theorem 1 it is shown that the inequality
|zn| ≤ max (1, |a1(n)|+ · · ·+ |ad(n)|)
holds which implies the boundedness of all d sequences (zn) since |γi| < 1. Again
we can deduce from this boundedness that the zn lie in the union of arbitrary small
neighborhoods of the solutions of g(0, . . . , 0, z) = 0 for n large enough. Thus we can
split the sequences into finitely many subsequences and consider in what follows
only infinite sequences (n, zn) which converge to a solution z∗ of g(0, . . . , 0, z) = 0.
Furthermore, note that for any zn we can find a finite extension of K which
contains this element zn. Hence we get a bound
(8) h(zn) ≤ C1 + C2 · h(1 : γ
n
1 : . . . : γ
n
r ).
with absolute constants C1, C2 in the same way as in the proof of Theorem 1.
Remember that the condition that g(0, . . . , 0, Z) has no multiple zero as a poly-
nomial in Z is equivalent to
∂g
∂Z
(0, . . . , 0, z0) 6= 0
for all z0 satisfying g(0, . . . , 0, z0) = 0. Thus we can apply the Implicit Function
Theorem 8 which gives a power series f(X1, . . . , Xr) with algebraic coefficients such
that for n large enough we have
zn = f(γ
n
1 , . . . , γ
n
r ).
Putting together the things we have so far yields that all zeros z of g(γn1 , . . . , γ
n
r , z)
can be described by finitely many power series f(γn1 , . . . , γ
n
r ). Since there are only
finitely many possible combinations of the finitely many power series, for an infinite
subset W2 ⊆W1 we have the same fixed combination. Thus we have
g(γn1 , . . . , γ
n
r , Z) = (Z − f1(γ
n
1 , . . . , γ
n
r )) · · · (Z − fd(γ
n
1 , . . . , γ
n
r ))
for all n ∈W2. By our assumption, for all n ∈ W2 we can group together the factors
on the right hand side of the last equation such that we obtain two polynomials
with coefficients in K. For an infinite subset W3 ⊆ W2 the two polynomials are
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built in the same way because there are only finitely many possibilities. Therefore
for all n ∈W3 we have
g(γn1 , . . . , γ
n
r , Z) = h1(n, Z)h2(n, Z)
with fixed monic polynomials h1(n, Z), h2(n, Z) in Z having power series of the
form f(γn1 , . . . , γ
n
r ) as coefficients.
Now we take a closer look at the power series f(γn1 , . . . , γ
n
r ) occurring as coeffi-
cients of h1(n, Z), h2(n, Z). For any n ∈ W3 the value of f(γ
n
1 , . . . , γ
n
r ) lies in K.
Define the vector xn to be (γ
wn
1 , . . . , γ
wn
r ) where wn is the n-th index (in increasing
order) within the set W3. Then xn tends to zero, and f(xn) is defined and belongs
to K. We are going to apply Theorem 5. So we have to check that the four condi-
tions are satisfied. Conditions one and two are checked in the same way as in the
proof of Theorem 1.
The third condition is again satisfied if we can show that f(γn1 , . . . , γ
n
r ) is an S-
integer. For a valuation ν on K we define the Gauss norm |h|ν of a polynomial h as
the maximal ν-norm of its coefficients. By Lemma 1.6.3 in [1] for two polynomials
h1, h2 the equality |h1h2|ν = |h1|ν |h2|ν holds for any non-archimedean valuation
ν. Since g(γn1 , . . . , γ
n
r , Z) is monic as a polynomial in Z and all its coefficients are
S-integers, we have |g(γn1 , . . . , γ
n
r , Z)|ν = 1 for all ν /∈ S. Since all archimedean
valuations are contained in S we get
1 = |g(γn1 , . . . , γ
n
r , Z)|ν = |h1(n, Z)|ν |h2(n, Z)|ν
for all ν /∈ S. Moreover, we have |h1(n, Z)|ν ≥ 1 and |h2(n, Z)|ν ≥ 1 because both
polynomials are monic. Hence they must satisfy |h1(n, Z)|ν = 1 and |h2(n, Z)|ν = 1
and thus have S-integer coefficients.
For the last condition we remember that the f(γn1 , . . . , γ
n
r ) are sums of products
of some zn. Using Lemma 6 and the bound (8) we get
h(f(γn1 , . . . , γ
n
r )) ≤ C3 + C4 · h(1 : γ
n
1 : . . . : γ
n
r )
and the required bound holds.
Therefore we can apply Theorem 5 to the coefficients of h1(n, Z), h2(n, Z), which
states that these coefficients coincide with polynomials of the form P (γn1 , . . . , γ
n
r ).
Thus for an infinite subset W4 ⊆W3 we have for all n ∈W4 the factorization
(9) g(γn1 , . . . , γ
n
r , Z) = h1(n, Z)h2(n, Z)
with fixed monic polynomials h1(n, Z), h2(n, Z) in Z having polynomials of the form
P (γn1 , . . . , γ
n
r ) as coefficients; hence the coefficients are linear recurrence sequences.
It remains to prove the part about the arithmetic progression. For doing so we
rewrite equation (9) as
g(γn1 , . . . , γ
n
r , Z)− h1(n, Z)h2(n, Z) = 0.
This equation holds for infinitely many values of n. Then we expand the polynomial
on the left hand side of the last displayed equation. We get a polynomial in Z
with linear recurrences as coefficients. Since this polynomial must be the zero
polynomial, the coefficients of all monomials Zi must vanish for the infinitely many
values of n. By the theorem of Skolem-Mahler-Lech there is at least one arithmetic
progression P such that all coefficients vanish for any n ∈ P . Thus equation (9)
holds for all n ∈ P . 
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