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ABSTRACT
We introduce a new framework of algebraic pure type sys-
tems in which we consider rewrite rules as lambda terms
with patterns and rewrite rule application as abstraction ap-
plication with built-in matching facilities. This framework,
that we call “Pure Pattern Type Systems”, is particularly
well-suited for the foundations of programming (meta)lan-
guages and proof assistants since it provides in a fully unified
setting higher-order capabilities and pattern matching abil-
ity together with powerful type systems. We prove some
standard properties like confluence and subject reduction
for the case of a syntactic theory and under a syntactical re-
striction over the shape of patterns. We also conjecture the
strong normalization of typable terms. This work should be
seen as a contribution to a formal connection between logics
and rewriting, and a step towards new proof engines based
on the Curry-Howard isomorphism.
Categories and Subject Descriptors
D.3.1 [Formal Definitions and Theory]: [Syntax, Se-
mantics]; D.3.2 [Language Classifications]: [Applicative
(functional) languages, Constraint and logic languages];
F.4.1 [Mathematical Logic]: [Lambda calculus and re-





Lambda-calculus, Patterns, Matching, Rewriting, Pure Type
Systems, Curry-Howard, Logics.
1. INTRODUCTION
λ-calculus and term rewriting provide two fundamental
computational paradigms that had a deep influence on the
development of programming and specification languages,
and on proof environments. Starting from Klop’s ground-
breaking work on higher-order rewriting [19], and because
of their complementarity, many frameworks have been de-
signed with a view to integrate these two formalisms.
This integration has been handled either by enriching first-
order rewriting with higher-order capabilities or by adding
to λ-calculus algebraic features. In the first case, we find
the works on CRS [20] and other higher-order rewriting sys-
tems [30, 23], in the second case the works on combination
of λ-calculus with term rewriting [2, 7, 12, 17] to mention
only a few.
In some works, the λ-calculus has been extended with pat-
tern abstractions that generalize λ-abstractions by binding
structured expressions instead of variables. Such pattern ab-
stractions are commonly used to compile case-expressions in
functional programming languages [24] and to provide term
calculi for sequent calculi [18]. For example, the pattern
abstractions λ0.0 and λsucc(N).N are used to compile the
predecessor function.
In other works, like those on higher-order rewriting sys-
tems, such pattern abstractions are extended to generalized
abstractions by binding arbitrary expressions instead of pat-
terns. Apart their expressive power, generalized abstrac-
tions correspond to a form of higher-order natural deduc-
tion, where (parts of) proof trees are discharged instead of
assumptions.
Although such extended abstractions are a firmly groun-
ded artifact both in logic and in programming language
design and implementation, they lack established founda-
tions. As a first step towards these foundations, we provide
a framework for studying (type systems for) extended ab-
stractions. Concretely, we start from a term calculus with
generalized abstractions, which provides a very rich compu-
tational model that goes far beyond λ-calculus, and endorse
it with a parameterized type system as in Pure Type Sys-
tems.
Pure Type Systems (PTS) [4, 15] provide a concise and
unifying view of many typed λ-calculi and logics that occur
in the literature, and offer a generic framework for the study
of typed λ-calculi à la Church. Pure Type Systems have
a well-understood theory and enjoy good meta-theoretical
properties, and hence offer an appealing setting in which to
specify the kernel of functional programming languages, see
e.g. [1, 6, 25, 28], and proof assistants based on the Curry-
Howard isomorphism, see e.g. [4, 5].
In Pure Pattern Type Systems (P
2
TS), the framework pre-
sented here, the usual λ-abstraction of Pure Type Systems
λX:A.B of type ΠX:A.C is replaced by a generalized ab-
straction λA:∆.B of type ΠA:∆.C, where A is an arbitrary
term (in jargon a pattern) and ∆ is a context in which are
declared the bound variables of λA:∆.B.
Adding patterns to PTSs may seem innocuous. However,
defining a conservative extension of PTSs that provides sup-
port for patterns and enjoys basic meta-theoretical prop-
erties, like confluence and subject reduction, turns out to
be a laborious task. Indeed, both properties fail, even in a
simply-typed setting, when no restrictions are imposed on
the term formation nor on the reduction strategy, see Ex-
amples 4 and 5.
For confluence, the problem was already remarked in [29],
where confluence is recovered by imposing a so-called “Rigid
Pattern Condition” on patterns. Such a condition is directly
applicable to P
2
TSs, but requires patterns to be linear. Lin-
earity of patterns is an overly strong assumption in an ex-
plicitly typed language with polymorphism and dependent
types. Indeed, many polymorphic functions, e.g. the func-
tion λcons(T X nil(T )):∆.X that returns the only element
of a one-element list, involve non-linear patterns. Hence
van Oostrom’s condition must be relaxed so that non-linear
patterns are allowed. This is the first major hurdle with
extending PTSs to P
2
TSs.
Another problem is caused by the necessity to allow for
free variables in the pattern of an abstraction. For example,
λcons(T X nil(T )):∆.X should be of type list(T ) .T , and
should have T as free variable. In order for reduction to be
closed under substitution, and for typing to be closed under
substitution and reduction, we must therefore allow for pat-
terns that are not in normal form and allow for reduction in
patterns. Furthermore, matching should be modified so that
the free variables of a pattern whose types are not defined
in the context are considered as free in the corresponding
abstractions and handled as constants by the matching al-




Therefore, the main contributions of this paper are:
• to provide adequate notions of patterns, substitutions
and matching that overcome the afore-mentioned hur-
dles. One technical tool used for this purpose is the no-
tion of delayed matching constraint, see Section 2, and
the possibility for patterns in abstractions to evolve
(by reduction or substitution) during execution;
• on the basis of these definitions, to propose a well-
behaved extension of PTSs that supports abstraction
over patterns, and that enjoys many fundamental prop-
erties of PTSs, including confluence, subject reduction,




The remaining of the paper is organized as follows: Sec-
tion 2 presents the syntax of P
2
TS and related notions such
as free variables and substitutions. Matching systems are
also introduced together with a (syntactic) matching algo-
rithm. The dynamic semantics of P
2
TS and some examples
of reductions are given in Section 3. The typing rules are
presented in Section 4 and exemplified by two type deriva-
tions. The meta-theory including some properties of the
matching algorithm, the conditions ensuring the confluence
and the preservation of types, as well as some other classi-
cal type-related properties are stated and discussed in Sec-
tion 5. Finally, we conclude by conjecturing some properties
of (possible extensions of) P
2
TS and give some perspectives
to this work.
2. SYNTAX
The syntax of the P
2
TS extends that of PTSs with struc-
tures and abstractions on patterns [10]. The contexts defin-
ing the types of the free variables of these patterns are given
explicitly as part of the abstraction.
2.1 Notations and Conventions
In this paper, we consider the meta-symbols λ (function
abstraction), and Π (product, or type abstraction), and “,”
(structure operator), and the (hidden) “•” (application op-
erator). We assume that the application operator “•” as-
sociates to the left, while the other operators associate to
the right. The priority of “•” is higher than that of “[ ]. ”
which is higher than that of “Π “and “λ” which are, in turn,
of higher priority than the “,”.
The symbol Xranges over the set {λ Π}, while the symbol
# range over the set {• , }. The symbols A,B,C, . . . range
over the set T of terms, the symbols X,Y, Z, . . . range over
an infinite set V of variables, the symbols a, b, c, f, . . . range
over a set K of constants, the symbol s ranges over a set
S of sorts. The symbols α, β, . . . range over K and V. The
symbols Γ,∆,Σ range over the set C of contexts. The sym-
bols σ, τ, θ, . . . range over substitutions. All symbols can be
indexed.
As usual, we work modulo the “α-conversion” and adopt
Barendregt’s “hygiene-convention” [3], i.e. free and bound
variables have different names.
2.2 Pseudo-Terms
The definition of pseudo-terms and pseudo-contexts is pa-
rametrized by the set K of constants, and S of sorts (S ⊆ K),
and V of variables, and P of patterns (V ⊆ P ⊆ T ).
C ::= ∅ | C,V:T | C,K:T
T ::= V | K | λP:C.T | ΠP:C.T | [P C T ].T | T T | T , T
A term of the form XA:∆.B is an abstraction (resp. product
abstraction) with pattern A, body B and context ∆. The
term [A ∆ C].B is a delayed matching constraint with
pattern A, body B and argument C. A term of the form
(A,B) is called a structure with elements A and B.
In an application (AB), the term A represents the func-
tion, while the term B represents the argument. The appli-
cation of a constant function, say f , to a term A will be usu-
ally denoted by f(A), following the algebraic “folklore”; this
convention can be “curryfied” in order to denote a function
taking multiple arguments, e.g. f(A1 · · ·An)4= f A1 · · ·An.
If we set P ≡ V, then we recover a syntax that is equivalent
to PTS, see Theorem 5.
In P
2
TS we need to recast the definition of free variables.
Definition 1 (Free Variables). The set Fv of free
variables is inductively defined on terms (and pointwise ex-







Fv(XA:∆.B) 4= (Fv(A) ∪ Fv(B) ∪ Fv(∆)) \ Dom(∆)
Fv([A∆ C].B) 4= Fv((λA:∆.B)C)




= Fv(∆) ∪ Fv(A)
A term A is closed if Fv(A) = ∅.
Intuitively the context ∆ in XA:∆.B (resp. [A ∆ C].B)
contains the type declarations of some (but not all) of the
free variables (not necessarily the type of constants) appear-
ing in the pattern A, i.e. Dom(∆) ⊆ Fv(A). These vari-
ables are bound in the (pattern and body of the) abstrac-
tion and the reduction of an abstraction application strongly
depends on them, all the other variables being handled as
constants. The free variables of A not declared in ∆ are not
bound in B but could be bound outside the scope of the
abstraction itself. As a simple example, in the abstraction
λf(X Y ):(X:i).g(X Y ), the X variable is bound, while the
Y variable is free.
As in ordinary systems dealing with dependent types, we
suppose that in Γ, α:A, the α does not appear free in Γ, and
A. The set Bv of bound variables of a term is the comple-
mentary of the set of free variables w.r.t. the set of variables
of the respective term. Since we work modulo α-conversion,
we suppose that all the bound variables of a term have dif-
ferent names and therefore, the domains of all contexts are
distinct. The following example presents some legal pseudo-
terms and their free variables according to Definition 1.
Example 1 (Some pseudo-terms).
• (Cons) Let A4=λcons(Xnil):∆.X,
with ∆
4
=X:i. Then Fv(A) = ∅.
• (PolyCons 0) Let A4=λcons(TXnil(T )):∆.X,
with ∆
4
= ∅. Then Fv(A) = {T,X}.
• (PolyCons 1) Let A4=λcons(TXnil(T )):∆.X,
with ∆
4
=X:T . Then Fv(A) = {T}.
• (PolyCons 2) Let A4=λcons(TXnil(T )):∆.X,
with ∆
4
=T :∗, X:T . Then Fv(A) = ∅.









We adapt the classical notion of simultaneous substitu-
tion application to deal with the new forms of abstraction
introduced in the P
2
TS.
Definition 2 (Substitutions). A substitution σ is of
a finite map {A1/X1 . . . Am/Xm}. The application Bσ of a








Ai if Xi ∈ Dom(σ)
Xi otherwise
(XA:∆.B)σ 4= XAσ:∆σ.Bσ
([A∆ B].C)σ 4= [Aσ ∆σ Bσ].Cσ






Dom(σ) = {X1, . . . , Xm} CoDom(∆) = ∪
i=1...m
Fv(Ai)
A substitution σ is independent from ∆, written σ 6^∆, if
Dom(σ) ∩ Dom(∆) = ∅ and CoDom(σ) ∩ Dom(∆) = ∅. By
abuse of language this notation can be used with a list of




TSs feature pattern abstractions whose application re-
quires solving matching problems. For the purpose of this
paper, we focus on syntactic matching.
Definition 3 (Matching Systems).




Ai≺≺Σ∆iBi is a conjunc-
tion of match equations, where ∧ is idempotent, asso-
ciative and commutative.
2. A matching system T is solved by the substitution σ if
Dom(σ) ⊆ Dom(Σ) \ Dom(∆) and for all i = 0 . . . n,
Aiσ ≡ Bi.










(b) for all h, k = 0 . . . n, Xh ≡ Xk implies Ch ≡ Ck;
(c) for all i = 0 . . . n, Xi ∈ Dom(∆i) or Xi 6∈ Dom(Σ)
implies Xi ≡ Ci;
(d) for all i = 0 . . . n, Fv(Ci) ∩ Dom(∆i) 6= ∅ implies
Xi ≡ Ci.
The domain of the context Σ specifies the variables con-
cerned by the matching; all the other variables of Ai are
treated as constants. The domain of the context ∆i speci-
fies the variables that should not be considered (i.e. handled
as constants) when solving the equation Ai≺≺Σ∆iBi. In the
matching systems that should be solved in P
2
TSs the do-
mains Σ and ∆ are disjoint since they define the types of
the bound variables of different terms.
Intuitively, the conditions can be read as follows:
(3a) imposes that a solved matching system should be a
conjunction of equations of the shape “variable-term”,
or “constant-constant”;
(3b) checks for clashes due to a variable matching different
terms;
(3c) checks that bound variables are not instantiated (σ
behaves as the identity on all variables occurring in
Dom(∆i)) and that only the variables explicitly spec-
ified as “matchable” (a.k.a. declared in the context of
the abstraction) lead to useful replacements;
(3d) checks that free variables are not instantiated by bound
variables. This condition is essential to guarantee that
substitution does not capture bound variables.
Our matching algorithm is adapted from classical higher-
order matching (and unification) algorithms [13, 16, 21], in
order to account for the specificities of P
2
TSs: syntactic
matching that does not involve the reduction calculus, ab-
stractions over patterns, and free variables in patterns.
(Lbd/Prod) (XA1:∆.B1)≺≺ΣΓ (XA2:∆.B2)
 A1≺≺ΣΓ,∆A2 ∧B1≺≺ΣΓ,∆B2
(Delay) [A1 ∆ C1].B1≺≺ΣΓ [A2 ∆ C2].B2
 A1≺≺ΣΓ,∆A2 ∧B1≺≺ΣΓ,∆B2 ∧ C1≺≺ΣΓC2
(Appl/Struct) (A1 #B1)≺≺ΣΓ (A2 #B2)
 A1≺≺ΣΓA2 ∧B1≺≺ΣΓB2
Figure 1: Matching Algorithm Alg
Definition 4 (Matching Algorithm Alg). The
relation  is the compatible relation induced by the rules of
Figure 1; the relation  is defined as the reflexive and tran-
sitive closure of  . If T   T′, with T′ a matching system
in solved form then, we say that the matching algorithm Alg
(taking as input the system T) succeeds.
The matching algorithm is clearly terminating (since all
rules decrease the size of terms) and deterministic (no criti-
cal pairs), and of course, it works modulo α-conversion and
Barendregt’s hygiene-convention.








aj , the corresponding sub-
stitution {A1/X1 · · ·An/Xn} is exhibited. By abuse of no-
tation, if Alg succeeds on A≺≺Σ∆B we write ∃σ.Alg(A≺≺Σ∆B)
and the substitution σ(A≺≺Σ∆B) denotes the substitution cor-
responding to the solved matching system computed by Alg
with input A≺≺Σ∆B. To ease the notation, Σ and ∆ are omit-
ted if they are not essential when verifying (the conditions
on the) the solved form of a matching system like, in par-
ticular when ∆ is empty or Σ contains all the free variables
of the left-hand sides of the matching equations.
Example 2 (Runs of Alg). Let Γ = {X:i}, and ∆ =
{Y :i}, and Θ = {Z:i}, and an unspecified context Σ.
1. f(X)≺≺Γ∅f(3)  f≺≺Γ∅f ∧X≺≺Γ∅3
(solved by σ = {3/X});





(not solvable since it does not satisfy condition 3c);
3. λX:Γ.X≺≺Σ∅ λX:Γ.Y  X≺≺ΣΓX ∧X≺≺ΣΓY
(not solvable since it does not satisfy condition 3c);
4. λX:Γ.X≺≺Σ∅ λ3:Γ.3 X≺≺ΣΓX ∧X≺≺ΣΓ 3
(not solvable since it does not satisfy condition 3c);
5. λX:Γ.Y≺≺Σ∅ λX:Γ.λZ:Θ.f(X Z) 
X≺≺ΣΓX ∧ Y≺≺ΣΓλZ:Θ.f(X Z)
(not solvable since it does not satisfy condition 3d);
6. λX:Γ.f(X Y )≺≺∆∅ λX:Γ.f(X 3) 
X≺≺∆ΓX ∧ f≺≺∆Γ f ∧X≺≺∆ΓX ∧ Y≺≺∆Γ 3
(solved by σ = {3/Y }; all equations satisfy 3c, 3d);
(ρ) (λA:∆.B)C →ρ [A∆ C].B
(σ) [A∆ C].B →σ Bσ(A≺≺∆∅ C)
(δ) (A,B)C →δ AC,B C
Figure 2: Top-level Rules of the P
2
TS
7. [f(X)Γ f(Y )].X≺≺∆∅ [f(X)Γ f(3)].X  
f≺≺∆Γ f ∧X≺≺∆ΓX ∧X≺≺∆ΓX ∧ f≺≺∆∅ f ∧ Y≺≺∆∅ 3
(solved by σ = {3/Y });
The matching algorithm Alg is sound and closed by substi-
tution, see Theorem 1 and Theorem 2.
3. DYNAMIC SEMANTICS
3.1 Top-level Rules
The top-level rules are presented in Figure 2. The central
idea of the (ρ) rule of the calculus is that the application of
a term λA:∆.B to a term C, reduces to the delayed match-
ing constraint [A∆ C].B, while the application of the (σ)
rule consists in solving the matching equation A≺≺∆∅ C, and
applying the obtained substitution (if it exists) to the the
term B. One should notice that the subsequent matching
concerns only the variables bound by the corresponding con-
text. If no solution exists, then the (σ) rule cannot be fired
and therefore the term [A ∆ C].B is not reduced. The
rule (δ) deals with the distributivity of the application on
the structures built with the “,” constructor.
It is important to remark that if A is a variable, then the
subsequent combination of (ρ) and (σ) rules corresponds
exactly to the (β) rule of the λ-calculus, and variable ma-
nipulations in substitutions are handled externally, using α-
conversion and Barendregt’s hygiene convention if necessary.
3.2 (One/Many)-Step, Congruence
The next definition introduces the classical notions of one-
step, many-steps, and congruence relation of →ρσδ.
Definition 5 (One/Many-Steps, Congruence).
Let Ctx[−] be any term T with a “single hole” inside, and
let Ctx[A] be the result of filling the hole with the term A;
1. the one-step evaluation 7→ρσδ is defined by the following




2. the many-step evaluation 7→ρσδ and congruence relation
=ρσδ are respectively defined as the reflexive-transitive
and reflexive-symmetric-transitive closure of 7→ρσδ.
3.3 Two Simple (Untyped) Examples
We present the reduction of two terms using different eval-
uation strategies (outermost vs. innermost) and yielding in
the first case a “successful” result (i.e. containing no delayed
matching constraint) and in the second one an “unsuccess-
ful” one. We underline redexes to be reduced.




• (λf(X).(λ3.3)X) f(3) 7→ρ [f(X) f(3)].((λ3.3)X) 7→σ
((λ3.3)X){3/X} 4= (λ3.3) 3 7→ρ [3 3].3 7→σ 3{ }
4
= 3
• (λf(X).(λ3.3)X) f(3) 7→ρ (λf(X).[3 X].X) f(3) 7→ρ
[f(X) f(3)].([3 X].X) 7→σ ([3 X].X){3/X}
4
=




• (λf(X).(λ3.3)X) f(4) 7→ρ [f(X) f(4)].((λ3.3)X) 7→σ
((λ3.3)X){4/X} 4= (λ3.3) 4 7→ρ [3 4].3
• (λf(X).(λ3.3)X) f(4) 7→ρ (λf(X).[3 X].3) f(4) 7→ρ




It is worth noticing that the term [3 4].3 represents de
facto a computation failure, which can be read as follows:
“The result would be 3 but at run-time the pro-
gram tried to match 3 against 4, yielding the
(dirty) result [3 4].3”
The capability of P
2
TS to record failures is directly inher-
ited from previous versions of the rewriting-calculus, where
a special symbol Null denoted computational failures (a.k.a.
exceptions); different mechanisms dealing with exception
handling, such as e.g. try T catch [T  T ] with T , have
been studied in [11, 14], in an untyped framework.
4. STATIC SEMANTICS
This section presents the type system underneath P
2
TS;
as for PTSs, the formalism of P
2
TS is parameterized by a
notion of specification (S,A,R), where S is a subset of C and
contains the sorts, A ⊆ S2 is a set of axioms, and R ⊆ S3
is a set of rules.
We require all specifications to be functional [4], i.e. for




3 ∈ S, the following holds:
(s1, s2) ∈ A and (s1, s′2) ∈ A implies s2 ≡ s′2
(s1, s2, s3) ∈ R and (s1, s2, s′3) ∈ R implies s3 ≡ s′3.
Furthermore, we let S> denote the set of topsorts, i.e.
S> = {s ∈ S | ∀s′ ∈ S. (s, s′) 6∈ A}




B if B ∈ S>
[A∆ C].B otherwise
4.1 A “Guided Tour” of Type Rules
The notion of type derivation in P
2
TS involves a judgment
of the shape:
Γ ` A : B
The type system is defined by the rules of Figure 3. Some
rules are inherited from PTSs but other deserve a brief ex-
planation, notably on how they differ from their PTS coun-
terpart:
• The (Conv) rule is relaxed w.r.t. the usual one can find
in usual PTS (where normally we have Γ ` C : s);
(s1, s2) ∈ A
∅ ` s1 : s2
(Axioms)
Γ ` A : C Γ ` B : C
Γ ` A,B : C
(Struct)
Γ ` A : s α 6∈ Dom(Γ)
Γ, α:A ` α : A
(Start)
Γ ` A : B Γ ` C : s α 6∈ Dom(Γ)
Γ, α:C ` A : B
(Weak)
Γ ` A : B Γ ` C : D B=ρσδC
Γ ` A : C
(Conv)
Γ,∆ ` B : C Γ ` ΠA:∆.C : s
Γ ` λA:∆.B : ΠA:∆.C
(Abs)
Γ ` C : s1 (s1, s2, s3) ∈ R
Γ,∆ ` A : C Γ,∆ ` B : s2
Γ ` ΠA:∆.B : s3
(Prod)
Γ ` A : ΠC:∆.D Γ,∆ ` C : E Γ ` B : E
Γ ` A B : [C ∆ B].D
(Appl)
Γ,∆ ` A : E Γ,∆ ` C : D Γ ` B : D
Γ ` [C ∆ B].A : [C ∆ B]>.E
(Subst)
Figure 3: The Type Rules for P
2
TS
• The (Struct) rule says that a structure A,B, where
A : C and B : C can be typed with type C, hence
forcing all subterms to be of the same type;
• The (Abs) rule, which deals λ-abstractions in which
we bind over (non trivial) patterns, requires in partic-
ular that the pattern and body of the abstraction are
typable in the extended context Γ,∆;
• Likewise the (Prod) rule, which deals with product
types, requires that the pattern and codomain of the
product is typable in the extended context Γ,∆;
• The (Appl) rule, which deals with applications, im-
poses that the resulting type in the conclusion features
delayed matching. In case the delayed matching can
be successfully solved by a run of the matching algo-
rithm Alg(C≺≺∆∅ B), one can recover the expected type
by applying the conversion rule;
• The (Subst) rule deals with terms in which a delayed
matching constraint occurs hard-coded into the term
(and its type); this rule is crucial to ensure the Subject
Reduction property for the top-level reduction rule (ρ).
Observe that we require, as for the (Abs) rule, that the
pattern and body of the delayed matching abstraction
...
Γ,∆ ` (λ3:∅.3) : Π3:∅.i 5 6
Γ,∆ ` (λ3:∅.3)X : [3∅ X].i
3 (∗, ∗, ∗) ∈ R
Γ ` [Z Σ X].i : ∗
Γ,∆ ` [3∅ X].i : ∗
Γ ` Πf(X):∆.[3∅ X].i : ∗
Γ ` λf(X):∆.(λ3:∅.3)X : Πf(X):∆.[3∅ X].i 3 4
Γ ` (λf(X):∆.(λ3:∅.3)X) f(3) : [f(X)∆ f(3)].[3∅ X].i 1 2
Γ ` (λf(X):∆.(λ3:∅.3)X) f(3) : i
where 1
4
= [f(X) ∆ f(3)].[3 ∅ X].i=ρσδi, and 2
4
= Γ ` i : ∗, and 3 4= Γ,∆ ` f(X) : [Z Σ X].i, and 4 4= Γ ` f(3) :
[Z Σ 3].i, and 5 4= Γ,∆ ` X : i, and 6 4= Γ,∆ ` 3 : i.
Figure 4: A Typing Derivation
...
Γ,Σ,∆ ` i : ∗
Γ,Σ,∆ ` X : i
1 2 3 (∗, ∗, ∗) ∈ R
Γ,Σ ` ΠP :∆.T : ∗
Γ,Σ ` λP :∆.X : ΠP :∆.T 4
Γ ` (λT :Σ.λP :∆.X) : ΠT :Σ.ΠP :∆.T 5 6
Γ ` (λT :Σ.(λP :∆.X)) i : [T≺≺Σi].ΠP :∆.T 7 8
Γ ` (λT :Σ.(λP :∆.X)) i : ΠPi:∆i.i
...
Γ,∆i ` Pi : list(i)
...
Γ ` P ′ : list(i)
Γ ` (λT :Σ.(λP :∆.X)) i P ′ : [Pi≺≺∆iP ′].i 9 10
Γ ` (λT :Σ.(λP :∆.X)) i P ′ : i
where 1 denotes Γ,Σ,∆ ` P : list(T ), which can be derived as follows: (we omit some simple derivations and we disregard
simple applications of (Conv) rule after every application of an (Appl) rule).
..
.
Γ,Σ,∆ ` ΠT :Σ.T . list(T ) . list(T ) : ∗
Γ,Σ,∆ ` cons : ΠT :Σ.T . list(T ) . list(T ) 3
Γ,Σ,∆ ` cons(T ) : T . list(T ) . list(T )
3
Γ,Σ,∆ ` X : T
Γ,Σ,∆ ` cons(T )X : list(T ) . list(T )
...
Γ,Σ,∆ ` ΠT :Σ.list(T ) : ∗
Γ,Σ,∆ ` nil : ΠT :Σ.list(T ) 3
Γ,Σ,∆ ` nil(T ) : list(T )
Γ,Σ,∆ ` P : list(T )
and 2
4
= Γ,Σ ` list(T ) : ∗, and 3 4= Γ,Σ,∆ ` T : ∗, and 4 4= Γ ` ΠT :Σ.ΠP :∆.T : ∗, and 5 4= Γ,Σ ` T : ∗, and 6 4= Γ ` i : ∗,
and 7
4
= Γ ` ΠPi:∆i.i : ∗, and 8 4= [T≺≺Σi].ΠP :∆.T=ρσδΠPi:∆i.i, 9 4= Γ ` i : ∗, and 10 4= [Pi≺≺∆iP ′].i=ρσδi.
Figure 5: Another Typing Derivation
are typable in the extended context Γ,∆. Note how
the variant of delayed matching is used in the type of
the conclusion, as plain delayed matching would lead
to a failure of Subject Reduction (indeed one would
have ` [X ∆ Y ].? : [X ∆ Y ].2 but not ` ? :
[X ∆ Y ].2).
4.2 Two Typing Derivations
To better help the reader in the comprehension of P
2
TS,
this subsection shows in extenso two typing derivations: the
first derivation (in Figure 4) allows us to derive the term
Γ ` (λf(X):∆.(λ3:∅.3)X) f(3) : i
where Γ
4
= i:∗, f :ΠZ:Σ.i, 3:i, 4:i, and ∆4=X:i, and Σ4=Z:i.
The second derivation (in Figure 5) was directly inspired
by one of the referees; it allows to type some basic polymor-
phic list operators, like car/cdr/head typable using higher-
order constructor types, like list(T )/cons(T )/null(T ), i.e.
Γ ` (λT :Σ.(λP :∆.X)) i P ′ : i
where we let A .B
4
= ΠX:A.B when X 6∈ Fv(B), and
∆
4
= X:T and ∆i
4
= X:i and Σ
4
= T : ∗
Γ
4
= i:∗, 3:i, list: ∗ .∗, nil:ΠT :Σ.list(T ),
cons:ΠT :Σ.T . list(T ) . list(T )
P
4






denotes an applications of the polymorphic function (head)
which takes as argument first the type i to instantiate into
a list of integers, and then the singleton integer list ‘(3)
(denoted by the term P ) and produce as result the integer
value 3. Therefore, the polymorphic pattern P denotes the
shape of a singleton polymorphic list. It easy to verify that
(λT :Σ.(λP :∆.X)) i P ′ 7→ρσδ 3, and that 6` (λP :∆.X))P ′ (i.e.
the polymorphism need to be instantiated first).
5. METATHEORY
This section collects all the meta-theory of P
2
TS: more
precisely, we prove Confluence, Subject Reduction, Conser-
vativity over PTSs, and Consistency of normalizing P
2
TSs.
5.1 Properties of the Matching Algorithm
The matching algorithm Alg presented in Section 2.4 is
sound, that is, the substitution corresponding to the match-
ing system in solved form computed byAlg solves (according
to Definition 3) the initial matching system.
Theorem 1 (Soundness of Alg). If ∃σ.Alg(A≺≺Σ∆B),
then Dom(σ) ⊆ Dom(Σ) \ Dom(∆) and Aσ ≡ B.
Proof. The first property is obtained immediately by con-
struction. For the equivalence, the proof is done by induction
on the structure of the term A.
The classical syntactic matching algorithms are obviously
closed by substitutions containing no variables involved in
the matching. In P
2
TS some of the variables of the pattern
can be free and consequently, the corresponding matching
should handle them as constants. Thus, we should ensure
that the replacement of these variables by other terms does
not affect the success of the matching algorithm. Never-
theless, the substitutions that we consider should not lead
to “variable capture” and we impose the appropriate condi-
tions that are satisfied when dealing with matching systems
generated from well-formed P
2
TS terms.
Theorem 2 (Alg is closed by substitution).
If ∃σ.Alg(A≺≺ΣΓB) and the substitution τ is such that τ 6^Σ,
and τ 6^Bv(A), and τ 6^Dom(Γ) then, ∃θ.Alg(Aτ≺≺ΣτΓτBτ)
and σAτ≺≺ΣτΓτ Bτ = (σA≺≺ΣΓB)τ .
Proof. By induction on the structure of A.
5.2 Confluence - The Rigid Pattern Condition
When no restrictions are imposed either on the term for-
mation or on the reduction strategy, confluence fails. There-
fore, a suitable condition Cond on P should be used in order
to ensure that P
2
TS are well-behaved extensions of plain
PTS.
The shape of patterns in P
2
TS abstractions is essential
in order to avoid bizarre non-confluent reductions and thus,
in order to recover the good properties, Cond should ensure
that these patterns satisfy certain properties. For the scope
of this paper we use a condition inspired from the Rigid
Pattern Condition (RPC) that was first formalized in [29].
The Rigid Pattern Condition is sufficient for obtaining the
“diamond property” of the (parallel) reduction and hence
the confluence of the reduction in P
2
TS. As explained in
[29], this kind of rigid pattern condition does not character-
ize the shape of patterns, but syntactic characterizations of
the terms satisfying this condition can be given.
We introduce the RPC which turns out to be sufficient to
prove that the parallel reduction⇒ρσδ (defined below) satisfies
the diamond property. The condition we present differs from
the original one of [29], since it has been customized to better
fit for our P
2
TS and, in particular, the possibility to reduce
the patters that can possibly contain free variables.




Definition 6 (Parallel Reduction). The parallel
reduction, denoted by⇒ρσδ, is inductively defined as follows:
(Par1) α⇒ρσδα
(Par2) A1 #B1⇒ρσδA2 #B2
if A1⇒ρσδA2, B1⇒ρσδB2, # ∈ {• , }
(Par3) XA1:∆1.B1⇒ρσδXA2:∆2.B2
if A1⇒ρσδA2, B1⇒ρσδB2, ∆1⇒ρσδ∆2, X∈ {λ Π}
(Par4) (λA1:∆1.B1)C1⇒ρσδ [A2 ∆2 C2].B2
if A1⇒ρσδA2, B1⇒ρσδB2, C1⇒ρσδC2, ∆1⇒ρσδ∆2
(Par5) (A1, B1)C1⇒ρσδA2 C2, B2 C2
if A1⇒ρσδA2, B1⇒ρσδB2, C1⇒ρσδC2
(Par6) [A1 ∆1 B1].C1⇒ρσδ [A2 ∆2 B2].C2
if A1⇒ρσδA2, B1⇒ρσδB2, C1⇒ρσδC2, ∆1⇒ρσδ∆2
(Par7) [A1 ∆1 B1].C1⇒ρσδC2σ(A2≺≺∆2∅ B2)
if A1⇒ρσδA2, B1⇒ρσδB2, C1⇒ρσδC2, ∆1⇒ρσδ∆2,
∃σ
(A2≺≺∆2∅ B2)
The rules (Par1), . . . , (Par3) indicate that the relation⇒ρσδ
includes the identity on λ

-terms, i.e. A ⇒ρσδ A holds for
all A ∈ T . Rules (Par4), . . . , (Par7) deal with reductions.
Intuitively, A⇒ρσδB means that B is obtained from A, by si-
multaneous contractions of some (ρσδ)-redexes possibly over-
lapping one each other.











if A is not abstraction or structure
((λA:∆.B)C)
4




([A∆ B].C) 4= [A ∆ B].C
if σ(A∆B) does not exist
([A∆ B].C) 4= Cσ(A∆B)
The rules describing the parallel reduction and the map-
pings for contexts and substitutions are not presented since
they are completely syntax dependent and naturally follow
from the other rules. Using these two latter definitions we
introduce the RPC and its extension ERPC.
Intuitively, the RPC ensures that the form of a pattern is
preserved by reduction even when some of its variables are
instantiated. This means that the only redexes introduced
when instantiating the variables of a pattern by a term are
the ones already present in the term.
Definition 8 (Rigid Pattern Condition (RPC)).
The term P satisfies RPC if for all A,B, σ1⇒ρσδ σ2:
1. Pσ1⇒ρσδB implies B ≡ Pσ2,
2. A⇒ρσδPσ2 implies A ≡ Pσ1 .
The RPC ensures not only that the form of patterns is pre-
served but also that if a term is reduced to the instantiation
of a pattern then, its -mapping is also an instantiation of
the same pattern.
The RPC can be seen as a coherence condition between
the reduction and the matching, i.e. if a given matching
system involving “rigid” patterns has a solution then the
system obtained by reducing the terms of the initial one has
a (corresponding) solution as well. Worthy to notice that V
obviously satisfies RPC, but T do not.
Since in P
2
TS the variables that are not bound in a pat-
tern by the corresponding domain are treated as constants
(in the matching algorithm), the conditions imposed by RPC
should not be enforced on these variables. Therefore, we re-
lax this condition and introduce the Extended Rigid Pattern
Condition (ERPC) that is defined w.r.t. a given context.
Definition 9 (Extended RPC, ERPC(∆)). The term
E satisfies ERPC(∆) if there exist P satisfying RPC and
σ 6^∆ such that E ≡ Pσ.
The pattern A of P
2
TS abstractions of the form XA:∆.B and
P
2
TS delayed matching constraints of the form [A∆ C].B
should satisfy ERPC(∆). In the examples and properties pre-
sented in this section we sometimes consider that all vari-
ables of a pattern are bound in the corresponding abstrac-
tions since free variables are considered as constants in the
matching algorithm.
At this point of the paper, the RPC condition appears
somewhat obscure, since it involves the definition of the
parallel reduction. Nevertheless, to help the reader, we can
(syntactically) characterize an “honest” subset P of T which
properly contains V and satisfies RPC.
Definition 10 (Characterization of PRPC).
Let Nf(ρσδ) be the set of terms that cannot be reduced by one
of the rules of P
2
TS. Define
PRPC 4= {A ∈ Nf(ρσδ) | A contains no subterms of the form
(X B) s.t. X ∈ Fv(A) and no subterms of the form
[B ∆ C].D, with Fv(A) ∩ (Fv(B) ∪ Fv(C)) 6= ∅}
This characterization imposes that a pattern from the set
P contains no so-called “active” variables that are free and
that all patterns and arguments of its delayed matching con-
straints are closed.
Starting from this characterization for RPC, we can also
characterize a set of terms
P 4= {Pσ | P ∈ PRPC and σ 6^∆}
satisfying ERPC(∆).
One can notice that this latter characterization is closed
by substitution (with a (co)domain containing no variables
from the domain of ∆) and thus, is preserved by reduction
in the patterns of P
2
TS abstractions.
The following examples show that when considering pat-
terns that do not satisfy the above characterization, the con-
fluence is lost.
Example 4. (All type annotations are omitted).
1. Patterns containing free “active” variables like X in














2. When a pattern containing free variables in the argu-
ment of a delayed matching constraint is used, non-
confluent derivations can be obtained:





[[a Y ].b [a a].b].Y
ρσδ

(λ([a Y ].b).Y )(b)
ρσδ

a [[a Y ].b b].Y
Worthy noticing that the original characterization of RPC of
[29] forbids patterns that are “non-linear”, i.e. with multiple
occurrences of free variables inside, (e.g. in f(XX)). The
above characterization does not enforce this condition and
this is suitable especially when dealing with terms typable
with polymorphic and dependent types.
Lemma 1. If P ∈ PRPC then P satisfies RPC.
Proof. We show that if P ∈ PRPC then, for all B, σ1⇒ρσδ
σ2
1. Pσ1⇒ρσδB implies B ≡ Pσ2,
2. B⇒ρσδPσ2 implies B ≡ Pσ1 .
For the first point we should notice that a pattern should be
in normal form and thus, the only redexes are introduced
by the substitution. On the other hand, redexes that do not
exist in σ can be created only by instantiating free “active”
variables by a structure or an abstraction or by instantiating
the variables of a delayed matching constraint and making
solvable a matching equation. None of these cases is possi-
ble since P contains no free “active” variables and no free
variables in the pattern and argument of a delayed matching
constraint and thus, the property holds.
For the second point, we proceed by induction on the def-
inition of B⇒ρσδ Pσ2. The case of (Par1) is trivial and all
the other cases except for (Par7) follow easily by IH. For
(Par7) we have [A1 ∆1 B1].C1 ⇒ρσδ C2σ(A2≺≺∆2∅ B2)
with
A1, B1, C1 ∈ PRPC. It can be shown easily that if A1⇒ρσδA2,





1 ) and σ2⇒ρσδ σ1 . Then, the property
follows by IH and Lemma 4.
In order to prove the confluence of the 7→ρσδ relation it is
enough to prove the diamond property of the 7→ρσδ relation.
We can prove this latter property directly or we can pro-
pose a relation whose transitive closure is the 7→ρσδ relation
and that satisfies the diamond property and obtain as an
immediate consequence the diamond property for the 7→ρσδ
relation. In what follows we use the latter approach and
chose as target relation the parallel reduction introduced in
Definition 6.
Lemma 2 (Relations). 7→ρσδ ⊆⇒ρσδ⊆ 7→ρσδ.
Since the transitive closure of the parallel reduction is the
7→ρσδ relation, we should show that⇒ρσδ satisfies the diamond
property. For this, we state some auxiliary lemmas used for
showing that⇒ρσδ satisfies a “strong” diamond property and
we obtain as a consequence the diamond property for⇒ρσδ.
Lemma 3 (Permutation). 1. If X 6∈ Fv(C), then
A{B/X}{C/Y } ≡ A{C/Y }{B{C/Y }/X};
2. If A=ρσδB, then A{C/X}=ρσδB{C/X}.
Proof. By induction on the definition of substitution and
=ρσδ respectively.
For the parallel reduction, the following lemma holds.
Lemma 4 (Parallel). If A⇒ρσδ B and ~C⇒ρσδ ~D, then
Aσ1 ⇒ρσδ Bσ2, with σ1 = { ~C/ ~X}, and σ2 = { ~D/ ~X}, and
σ1, σ2 6^Bv(A).
Proof. By induction on the definition of ⇒ρσδ.
Lemma 5 (Diamond Property for⇒ρσδ). If A⇒ρσδ B
and A⇒ρσδ C, then there exists D, such that B⇒ρσδ D, and
C⇒ρσδD.
Indeed, we can adapt, as below, the stronger statement from
[27] to our P
2
TS and the diamond property for⇒ρσδ follows
immediately.
Lemma 6 (Strong Church-Rosser for⇒ρσδ).
If A⇒ρσδB, then B⇒ρσδA.
Proof. By induction on the definition of A⇒ρσδB:
(Par1). Trivial.
(Par2) and (Par3) and (Par6). We consider first case, the
others being similar. We have A1 #B1⇒ρσδA2 #B2 with
A1⇒ρσδA2, and B1⇒ρσδB2, and (A1#B1) ≡ A1#B1 . By
IH, A2⇒ρσδ A1, and B2⇒ρσδ B1 , and thus, A2 # B2⇒ρσδ
A1 #B1 .
(Par4) and (Par5). We consider the first case, the other
being similar. We have therefore, (λA1:∆1.B1)C1⇒ρσδ
[A2 ∆2 C2].B2, with A1⇒ρσδ A2 and B1⇒ρσδ B2 and





1 . By IH, A2⇒ρσδ A1, and B2⇒ρσδ B1 ,
and C2⇒ρσδ C1 , and ∆2⇒ρσδ ∆1, and thus, we obtain





(Par7). We have [A1 ∆1 B1].C1⇒ρσδ C2σ(A2≺≺∆2∅ B2)
with
A1⇒ρσδ A2 and B1⇒ρσδ B2 and C1⇒ρσδ C2 and ∆1⇒ρσδ
∆2. Since A1 satisfies ERPC(∆) then A1 ≡ Pσ1 with P
satisfying RPC and σ1 6^∆. Therefore, A2 ≡ Pσ2 with
σ1⇒ρσδ σ2 and since ∃τ2.Alg(A2≺≺∆2∅ B2), without loss
of generality, we can consider that B2 ≡ Pσ2{ ~D/ ~X}
with ~X ⊆ Dom(∆2). Since σ1 6^ ~X, by RPC, we ob-





1 ). Thus, ([A1 ∆1 B1].C1) ≡
C1 τ
. On the other hand, τ2 = { ~D/ ~X}⇒ρσδ { ~D/ ~X} =
τ and, by IH, C2⇒ρσδC1 . Therefore, by Lemma 4, we
can conclude that C2τ2⇒ρσδC1 τ.
Theorem 3 (Confluence). The relation 7→ρσδ is con-
fluent.
Proof. By Lemmas 2 and 5.
Corollary 1 (Key Lemma). If ΠA1:∆1.B1 =ρσδ
ΠA2:∆2.B2, then A1=ρσδA2, and ∆1=ρσδ∆2, and B1=ρσδB2.
Proof. Immediate from confluence.
5.3 Subject Reduction
Subject Reduction is a standard property of PTSs that
states that typing is preserved under reduction. As for con-
fluence, Subject Reduction for P
2
TS fails if we do not impose
any condition on patterns in applications. The following
simply-typed example exhibits a typable term whose reduct
is not typable.
Example 5 (Spoofer). Let
∆
4
= a1:∗, a2:∗, b:∗, c:∗, X1:a1 . b, Y1:a1
Γ
4
= X2 : a2 . b, Y2 : a2, Z:a1 . c
and consider the judgment:
Γ ` (λ(X1 Y1):∆. (Z Y1)) (X2 Y2) : c
The above judgment is derivable since Γ,∆ ` (Z Y1) : c and
Γ,∆ ` (X1 Y1) : b, hence by the abstraction rule (Abst) we
get Γ ` (λ(X1 Y1):∆. (Z Y1)) : b . c. On the other hand Γ `
(X2 Y2) : b so we conclude by the application rule (Appl).
Then (λ(X1 Y1):∆. (Z Y1)) (X2 Y2) reduces to Z Y2 which
is not derivable in Γ.
Interestingly, the above counter-example has the same origin
as the counter-example to Confluence, namely the presence
of free active variables in a pattern. In particular, the pat-
tern X1 Y1 does not satisfy RPC w.r.t. ∆. Nevertheless, RPC
does not immediately ensure that Subject Reduction holds
for P
2
TSs, and we need to impose a suitable condition on
P so that the solution of a well-typed matching problem
is a well-typed substitution. This requirement is captured
by the Subject Reduction Condition (SRC) below. Together
with ERPC which is required for the Key Lemma, SRC guar-
antees that Subject Reduction holds.
Definition 11 (Subject Reduction Condition).
Let ∆ ≡ X1:A1 . . . Xn:An. The term P satisfies SRC(∆) if:
1. If ∃{Ci/Xi}i=1...n.Alg(P≺≺∆∅ C), and Γ,∆ ` P : E,
and Γ ` C : E, then, for i = 1 . . . n,
Γ ` Ci:Ai{C1/X1, . . . , Ci−1/Xi−1}
2. If Γ,∆ ` P : B then for every P ′ ∈ P such that
P=ρσδP
′ and Γ ` P ′ : B′, we have B=ρσδB′.
The pattern of an abstraction in P
2
TS should satisfy the
SRC condition w.r.t. the domain of this abstraction. At this
point of the paper, the SRC condition appears somewhat
puzzling. Nevertheless, we shall later prove that the subset
P of T of Definition 10 satisfies SRC. For now, we focus on
the proof of Subject Reduction. The proof proceeds as with
for PTSs and relies upon the following preliminary results.
Lemma 7 (Thinning). If Γ ` A : B and Γ ⊆ ∆ and ∆
legal, then ∆ ` A : B.
Lemma 8 (Substitution). If Γ, X:D,∆ ` A : B, and
Γ ` C : D, then Γ,∆{C/X} ` A{C/X} : B{C/X}.
Lemma 9 (Generation). 1. If Γ ` s1 : A, then
A=ρσδs2 and s1 : s2 ∈ A;
2. If Γ ` α : A, then Γ ≡ ∆, α:B,Σ, and A=ρσδB;
3. If Γ ` λA:∆.B : D, then Γ,∆ ` B : C, and Γ `
ΠA:∆.C : s, and D=ρσδΠA:∆.C;
4. If Γ ` ΠA:∆.B : D, then Γ,∆ ` A : C, and Γ ` C : s1,
and Γ,∆ ` B : s2, and (s1, s2, s3) ∈ R, and D=ρσδs3;
5. If Γ ` AB : F , then Γ ` A : ΠC:∆.D, and Γ ` B : E,
and Γ,∆ ` C : E, and F=ρσδ[C ∆ B].D;
6. If Γ ` [C ∆ B].A : F , then Γ,∆ ` C : D and
Γ ` B : D and Γ,∆ ` A : E and F=ρσδ[C ∆ B]>.E;
7. If Γ ` A,B : C, then Γ ` A : D and Γ ` B : D and
C=ρσδD;
Lemma 10 (Correctness of Types). If Γ ` A : B
then Γ ` B : C or B ∈ S>.
The last result needed for proving Subject Reduction is the
Context Conversion Lemma, which states that convertible
contexts type the same judgments.
Lemma 11 (Context Conversion). If Γ ` A : B and
∆ is legal and Γ=ρσδ∆ then ∆ ` A : B.
Proof. One first prove by induction on the structure of
derivations the following: if Γ ` A : B and ∆ ` X : A for
every (X:A) ∈ Γ, then ∆ ` A : B. Then one proceeds by
induction on the length of Γ.
Theorem 4 (Subject Reduction). If Γ ` A : B, and
A 7→ρσδ C, then Γ ` C : B.
Proof. By induction on the structure of A. We only
treat the cases where A is a ρ-redex or σ-redex; all other
cases follow easily.
(ρ) Assume that (λA:∆.B)C →ρ [A ∆ C].B and that
Γ ` (λA:∆.B)C : D.
By successive applications of Generation, Γ,∆′ ` A′ : F ′,
and Γ ` C : F ′, and Γ,∆ ` B:E, and Γ,∆ ` A:F , and Γ `
F :s, and D=ρσδ[A
′ ∆′ C].E′, and ΠA:∆.E=ρσδΠA′:∆′.E′.




′. By Context Conversion, we have Γ,∆ ` A′:F ′, and
by SRC(2), we have F=ρσδF
′. By (Conv), we have Γ ` C:F .
By (Subst), Γ ` [A ∆ C].B:[A ∆ C]>.E. Furthermore
E 6∈ S>, hence [A ∆ C]>.E ≡ [A ∆ C].E, and by Cor-
rectness of Types, we have Γ,∆ ` E:G. Hence by (Subst),
Γ ` [A ∆ C].E:[A ∆ C]>.G, and hence by (Conv), we
have Γ ` [A∆ C].B:D as desired.
(σ) Assume that [A∆ C].B →σ Bσ with ∃σ.Alg(A≺≺∆∅ C),
and that Γ ` [A∆ C].B : D.
By Generation, we have Γ,∆ ` A : E, and Γ ` C : E,
and Γ,∆ ` B : F , and D=ρσδ[A ∆ C]>.F . By SRC(1), we
have Γ ` Bσ : Fσ. By Correctness of Types, Γ ` F : G
or F ∈ S>. In the first case, we apply (Subst) to get
Γ ` [A ∆ C].F : [A ∆ C]>.G and we conclude by
(Conv). In the second case, we get D=ρσδF , hence D 7→ρσδ F
by Confluence; therefore, F is a subterm of D. By a simple
analysis of the typing rules, it follows that D ≡ F and we
are done.
We now turn to the characterization of SRC. We start with
a preliminary result.
Lemma 12 (Unicity of Typing). If Γ ` A : B and
Γ ` A : C, then B=ρσδC.
Proof. By induction on the structure of derivations, us-
ing the functionality of specifications.
Lemma 13 (Characterization of SRC(∆)).
If P ∈ P and σ 6^∆ then Pσ satisfies SRC(∆).
Proof. By induction on P .
5.4 P2TS as Logics
Many type systems and logics, including the systems of
Barendregt’s λ-cube [4], can be cast in the framework of
PTSs. In perfect symmetry, the framework of P
2
TSs allows
us to formulate a matching-based version of many type sys-
tems. In the case of the λ-cube, its matching-based coun-
terpart, which we call λ

-cube with matching (λ

-cube for
short), is depicted in Figure 6, where S = {∗,2}, and
A = {(∗,2)}; note that we use (s1, s2) to denote rules of
the form (s1, s2, s2).
PTSs, and in particular the systems of the λ-cube, have
a well-understood logical theory via the Curry-Howard Iso-
morphism and the (impredicative) encoding of data-types
in type systems, and are used as the foundations of proof-
assistants. A detailed analysis of the logical status of P
2
TSs,
including an extension of the Curry-Howard Isomorphism,
is left for future work, but we provide two elementary results
that establish that P
2
TSs are logically sound.
First, we show that P
2
TSs are a conservative extension
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TS using the (trivial) translation †
a†
4
= a (XX:A.B)† 4= XX:(X:A†).B†
X†
4
= X (A B)†
4
= A† B†
Theorem 5 (Conservativity). P
2
TSs are a conser-
vative extension of PTSs in the sense that for every PTS
pseudo-context Γ and PTS pseudo-terms A and B
Γ `PTS A : B ⇐⇒ Γ† `P2T S A† : B†
Proof. The direct implication is trivial. For the reverse
implication, we prove by induction on the structure of deriva-
tions that Γ† `P2T S A† : C implies Γ `PTS A : B for some B
such that B†=ρσδC.
Second, we show that normalizing P
2
TSs are consistent.
The proof relies upon the following observation.
Lemma 14 (Chaining). If A,B,∆ are in normal form
and Γ ` ([A∆ B].C)D : E, then ∃σ.Alg(A≺≺∆∅ B).
Proof. Apply Generation twice.





TS is logically consistent, i.e. for every sort s ∈ S,
X:s 6` A : X.
Proof. The proof follows [4]: assume without loss of gen-
erality that A is in normal form, and proceed by analysis on
the shape of normal forms, using the Chaining Lemma to




TSs provide a conservative extension of PTSs with ma-
tching, and enjoy all elementary properties of PTSs. The
next question on our agenda is to determine whether P
2
TSs
also enjoy non-elementary properties of PTSs:
• w.r.t. strong normalization, we conjecture that stan-
dard model construction techniques can be used to
prove strong normalization of the λ

-cube;
• w.r.t. type checking/inference, we conjecture that ex-
isting algorithms for PTSs adapt readily to P
2
TSs.
Besides, we would like to enhance the expressive and com-
putational power of P
2
TSs, so as to provide support for:
• handling failures/exceptions by introducing a uniform
notion of failure Null, which records failures but dis-
cards their explanation, and its corresponding condi-
tional rewrite rule A Cond B implies [A∆ B].C 7→ρσδ
Null for some suitable condition Cond;
• matching modulo an equational theory, as in the re-
writing calculus [8, 9], upon which P
2
TSs are built,
and which takes as a parameter an equational theory
modulo which matching is performed. In a similar
vein, it would be interesting to study P
2
TSs with a
limited form of decidable higher-order unification, in
the style of λ-Prolog [21, 22, 26];
• encoding dependent case analysis, pattern-matching à
la Coquand and algebraic type systems. In view of the
Chaining Lemma, P
2
TSs cannot code dependent case
analysis, and hence cannot provide a foundation for
pattern matching in dependent type theory. It would
be interesting to investigate whether endorsing more
powerful rules for structures and a subtyping calculus
derived from matching would suffice to encode depen-
dent case analysis;
• explicit substitutions. The extension is not trivial, be-
cause of delayed matching constraints, but the result-
ing formalism could serve as the core engine of a little
type-checker underneath of a powerful proof assistant.
We conclude with a challenge for future work: Extending
the Curry-Howard Isomorphism. The extension can be con-
sidered from the point of view of sequent calculi, deduc-
tion modulo, and natural deduction respectively. From the
point of view of sequent calculi, it remains to investigate how
P
2
TSs can be used to extend previous results on term calculi
for sequent calculi, and how their extension with matching
theories can be used to provide suitable term calculi for de-
duction modulo. From the point of view of natural deduc-
tion, P
2
TSs correspond to an extension of natural deduction
where parts of proof trees are discharged instead of assump-
tions. To our best knowledge, such an extended form of
natural deduction has not been considered previously, but
it seems interesting to investigate whether such an extended
natural deduction could find some applications in proof as-
sistants, e.g. for transforming and optimizing proofs.
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Pierre Courtieu, Jöelle Despeyroux, Philippe de Groote for
fruitful discussions and comments. Finally, Luigi would like
to thank Simonetta Ronchi della Rocca and Furio Honsell,
for the time spent to teach to him the fundamentals and the
insight of the “cubes-stuff”.
7. REFERENCES
[1] L. Augustsson. Cayenne: A Language with Dependent
Types. In Proc. of ICFP, pages 239–250. ACM Press,
1998.
[2] F. Barbanera, M. Fernández, and H. Geuvers.
Modularity of Strong Normalisation and Confluence in
the Algebraic λ-Cube. Journal of Functional
Programming, 7(6):613–660, 1997.
[3] H. Barendregt. Lambda Calculus: its Syntax and
Semantics. North Holland, 1984.
[4] H. Barendregt. Lambda Calculi with Types. In
Handbook of Logic in Computer Science, volume II,
pages 118–310. Oxford University Press, 1992.
[5] H. Barendregt and H. Geuvers. Proof Assistants Using
Dependent Type Systems. In Handbook of Automated
Reasoning, volume II, chapter 18, pages 1149–1238.
Elsevier Publishing, 2001.
[6] G. Barthe and T. Coquand. An Introduction to
Dependent Type Theory. In Proc. of Applied
Semantics Summer School, volume 2395 of LNCS.
Springer-Verlag, 2002.
[7] F. Blanqui. Type Theory and Rewriting. PhD thesis,
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[26] C. Schürmann. Automating the Meta-Theory of
Deductive Systems. Phd thesis, Carnegie-Mellon
University, 2000.
[27] M. Takahashi. Parallel Reductions in λ-calculus.
Journal of Symbolic Computation, 7(2):113–123, 1989.
[28] S. van Bakel, L. Liquori, S. Ronchi della Rocca, and
P. Urzyczyn. Comparing Cubes of Typed and Type
Assignment System. Annals of Pure and Applied
Logics, 86(3):267–303, 1997.
[29] V. van Oostrom. Lambda Calculus with Patterns.
Technical Report IR-228, Faculteit der Wiskunde en
Informatica, Vrije Universiteit Amsterdam, 1990.
[30] D. A. Wolfram. The Clausal Theory of Types,
volume 21 of Cambridge Tracts in Theoretical
Computer Science. Cambridge University Press, 1993.
