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Abstract
In this paper we give general criteria on tightness and weak convergence of discrete Markov
chains to symmetric jump processes on metric measure spaces under mild conditions. As an
application, we investigate discrete approximation for a large class of symmetric jump processes.
We also discuss some application of our results to the scaling limit of random walk in random
conductance.
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1 Introduction
For a Hunt process X on Rd, consider the following question:
(Q1) Can X be approximated by a sequence of of Markov chains X(k) on k−1Zd?
A closely related question is the following. Let X(k) be a sequence of Markov chains on k−1Zd.
(Q2) When does X(k) converge weakly to a ‘nice’ Hunt process X on Rd as k →∞?
In this paper, we address these two questions when X is a symmetric process of pure jump.
Let us briefly mention some work on these problems whenX is a diffusion. WhenX is a diffusion
corresponding to an operator in non-divergence form, these problems were studied, for example, in
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the book of Stroock-Varadhan ([27, Chapter 11]) by solving the corresponding martingale problem.
When X is a symmetric diffusion corresponding to a uniformly elliptic divergence form operator,
(Q1) is solved completely by Stroock-Zheng [28]. Let X
(k)
t be a continuous time symmetric Markov
chain on k−1Zd with conductances C(k)(x, y); This means that X(k) stays at a state x for an
exponential length of time with parameter C(k)(x) := ∑z 6=x C(k)(x, z) and then jumps to the next
state y with probability C(k)(x, y)/C(k)(x). In [28], they also answered (Q2) when C(k)(·, ·) is of
finite range (i.e. C(k)(x, y) = 0 if |x − y| ≥ R0/k for some R0 > 0) and has certain uniform
regularity. The core of their paper is to establish a discrete version of the De Giorgi-Moser-Nash
theory. Recently, in [3], the main results in [28] are extended in two ways: chains with unbounded
range were allowed and the strong uniform regularity conditions in [28] were weakened. This was
further extended in [4] so that the limiting process X had a continuous part and a jump part. For
both [3, 4], a crucial step is to obtain a priori estimate of the solution of the heat equation, which
can be derived thanks to the recent developments of the De Giorgi-Moser-Nash theory for jump
processes. When X is reflected Brownian motion on a domain, (Q1) was solved in [5].
Now consider the case where X is a symmetric Hunt process of pure jump. Let (E ,F) be its
associated symmetric Dirichlet form on L2(Rd;m), where m is a Radon measure on Rd and
F :=
{
u ∈ L2(Rd,m) :
∫
Rd×Rd\d̂
(u(x) − u(y))2J(dx, dy) <∞
}
, (1.1)
E(u, v) := 1
2
∫
Rd×Rd\d̂
(u(x) − u(y))(v(x) − v(y))J(dx, dy) for u, v ∈ F .
Here d̂ is the diagonal set in Rd×Rd, J(·, ·) is a measure on Rd×Rd such that J(A,B) = J(B,A).
The paper [14] considered (Q1)–(Q2) when J(dx, dy) = j(x, y)dxdy, j(x, y) ≍ |x − y|−d−α for
some 0 < α < 2 and m(dx) = dx. (Here and in the following, f ≍ g means that there are c1, c2 > 0
so that c1g(x) ≤ f(x) ≤ c2g(x) in the common domain of definition for f and g.) This is extended
in [2] to more general Dirichlet form (E ,F). Again, for both [2, 14], the crucial point is to obtain a
priori Ho¨lder estimate of the solution of the heat equation. However for general symmetric Markov
processes, obtaining good a priori estimate for their transition densities is impossible. Indeed, even
in the case c1|x − y|−d−α1 ≤ j(x, y) ≤ c2|x − y|−d−α2 for |x − y| < 1 where α1 < α2, one can
construct an example where there is a bounded harmonic function that is not continuous (see [1,
Theorem 1.9]).
In this paper, we will answer (Q1) affirmatively for a very general class of symmetric Markov
processes whose associated Dirichlet forms are of the form (1.1) (see Theorem 5.4), and give answer
to (Q2) when X(k) and X satisfy conditions (A1)–(A4) in Section 3–4 (see Theorem 5.3). Our
approach does not rely on the a priori estimate of the heat kernel, instead we adapt the ideas of
[5] and use the Lyons-Zheng decomposition to obtain tightness (Proposition 3.3). The drawback
is we can only obtain tightness when the initial distribution is absolutely continuous with respect
to the reference measure. Note that when we have a priori estimate of the heat kernel (such as
examples discussed in [2, 14]), we can obtain tightness for any initial distributions. To show finite
dimensional distribution convergence, we establish the Mosco convergence, which is equivalent to
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strong convergence of the semigroups (Theorems 4.6 and 4.8). We will obtain these results on a
large class of metric measure spaces with volume doubling property.
It is quite important and useful if we can obtain (Q2) in such a way that is applicable to prove
convergence of Markov chains on some random media. In order to establish such results, we need
to relax the assumption for X(k). In Theorem 4.8, we prove the Mosco convergence under a milder
condition on X(k) and a stronger condition on X. Then the following example can be handled.
Let {ξxy}x,y∈Zd,x 6=y be i.i.d. on a probability space (Ω,A,P) such that 0 ≤ ξx,y, E[ξx,y] = 1 and
Var (ξx,y) <∞. Let d ≥ 2, 0 < α < 2 and
C(x, y) = ξxy|x− y|−d−α, x, y ∈ Zd
be the random conductance. Let X(1) be the corresponding Markov chain on Zd with this con-
ductance. Then we can prove that X
(k)
t = k
−1X
(1)
kαt converges weakly to (a constant time change
of) symmetric α-stable process on Rd equipped with convergence-in-measure topology P-a.s. (see
Theorem 7.1 (i)). Moreover, if we further assume that 0 ≤ ξxy ≤ C1 for some deterministic con-
stant C1 > 0, we can prove that X
(k)
t converges weakly on D([0, 1];R
d) equipped with the Skorohod
topology to symmetric α-stable process on Rd P-a.s. (see Theorem 7.1(ii)).
The rest of the paper is organized as follows. In Section 2, we present our framework of the
base metric measure space M and discuss its graph approximation. In Section 3, we give a family
of Markov chains X(k) on the approximated lattices and give tightness criteria. In Section 4, we
give a symmetric pure jump process X on M and give sufficient condition for finite dimensional
distribution convergence of X(k) to X. Section 5 is for our main theorems on weak convergence and
discrete approximation of X. In Section 6, we give tightness and weak convergence of X(k) under
the convergence-in-measure topology which is a topology weaker than the Skorohod topology. In
Section 7, we apply our results to random walk in random conductance. Finally in Appendix we
give a full proof of generalized Mosco convergence.
For technical convenience, we will often consider stochastic processes whose initial distribution
is a finite measure, not necessarily normalized to have total mass 1, for example, ϕ(x)m(dx) where
ϕ is bounded function with compact support. Translating our results to the usual probabilistic
setting is straightforward and so it is left to the reader.
Throughout paper, we use “:=” to denote a definition, which is read as “is defined to be”. The
letter c, with or without subscripts, signifies a constant whose value is unimportant and which may
change from location to location, even within a line. For a metric space M , we use C(M) to denote
the space of continuous functions on M and Lip(M) the space of Lipschitz continuous functions
on M . For any collection of numerical functions H, H+ denotes the set of nonnegative functions
in H, Hb denotes the set of bounded functions in H and Hc denotes the set of functions in H with
compact support. Moreover, we denote H+c := H+ ∩ Hc and H+b := H+ ∩ Hb. We will use #S is
the cardinality of a set S.
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2 Discrete approximation of the space
Let (M,ρ,m) be a metric measure space, where (M,ρ) is a locally compact separable connected met-
ric space andm is a Radon measure onM with V (x, r) := m(B(x, r)) ∈ (0,∞) andm(∂B(x, r)) = 0
for each r > 0, x ∈ M . Here and in the sequel, B(x, r) denotes the open ball of radius r centered
at x, and ∂B(x, r) = B(x, r) \B(x, r). We assume the following:
(MMS.1) The closure of B(x, r) is compact for every x ∈M and r > 0.
(MMS.2) ρ is geodesic, that is, for any two points x, y ∈ M , there exists a continuous map
γ : [0, ρ(x, y)] → M such that γ(0) = x, γ(ρ(x, y)) = y and ρ(γ(s), γ(t)) = t − s for all
0 ≤ s ≤ t ≤ ρ(x, y).
(MMS.3) (M,ρ,m) satisfies volume doubling property (VD for short), that is,
there is a constant c1 > 0 such that V (x, 2r) ≤ c1V (x, r) for every x ∈M and r > 0.
Fix some x0 ∈M . Condition (MMS.3) in particular implies that
V (x0, 2
n) ≤ cn1V (x0, 1) = (2n)log2 c1V (x0, 1) for every n ≥ 1.
So there are constants c0 = c0(x0) > 0 and d0 > 0 such that
V (x0, r) ≤ c0rd0 for every r ≥ 1. (2.1)
It follows then∫
M
e−λρ(x,x0)m(dx) =
∫ ∞
0
e−λrd(V (B(x0, r)) = λ
∫ ∞
0
V (B(x0, r)) e
−λr dr
≤ c λ
(
1 +
∫ ∞
1
rd0 e−λrdr
)
<∞. (2.2)
Consider approximating graphs {(Vk, Bk), k ∈ N} of M with the graph distance ρk and the
associated partition {Uk(x), x ∈ Vk; k ∈ N} that satisfies the following properties. Here Vk is the
set of vertices and Bk is the set of edges of the graph (Vk, Bk).
(AG.1) (Vk, Bk) is connected and has uniformly bounded degree.
(AG.2) Vk ⊂M , ∪kVk is dense in M and
C1
k
ρk(x, y) ≤ ρ(x, y) ≤ C2
k
ρk(x, y) for every x, y ∈ Vk. (2.3)
(AG.3) ∪x∈VkUk(x) =M , m(Uk(x) ∩ Uk(y)) = 0 for x 6= y, and
sup{ρ(ξ, η) : ξ, η ∈ Uk(x)} ≤ C3/k. (2.4)
Moreover, for each x ∈ Vk, Vk ∩ IntUk(x) = {x}, and we have
C4m(Uk(x)) ≤ V (x, 1/k) ≤ C5m(Uk(x)). (2.5)
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Theorem 2.1 Suppose (M,ρ,m) is a metric measure space satisfying conditions (MMS.1)–(MMS.3).
Then M admits approximating graphs {(Vk, Bk), k ≥ 1} and associated partitions {Uk(x), x ∈
Vk; k ≥ 1} satisfying (AG.1)–(AG.3).
To prove this theorem, we need the following ‘nice’ open covering of M (see, for example [20,
Lemma 3.1], for a proof).
Lemma 2.2 Suppose (M,ρ,m) is a metric measure space satisfying conditions (MMS.1)–(MMS.3).
Then there exist integers N0, L0 ≥ 1 that depend only on the constant c1 in (MMS.3) such that
for each r > 0 there exists an open covering {B(xi, r), i ≥ 1} of M with the following property:
• No point in M is contained in more than N0 of the balls {B(xi, r), i ∈ N}.
• {B(xi, r/2), i ∈ N} are disjoint.
• For each x ∈M , the number of balls B(xi, r) which intersects with B(x, 2r) is bounded by L0.
Proof of Theorem 2.1. Let V (r) = {xi, i ≥ 1}, where {xi, i ≥ 1} are given in Lemma 2.2. We say
two distinct x, y ∈ V (r) are connected by a bond (which we will denote as {x, y} ∈ B(r)) if ρ(x, y) ≤
3r. In this way, we can define a graph (V (r), B(r)) of bounded degree. We also define {U(r)(x)}x∈V (r) ,
an associated partition of M , as follows; U(r)(x1) = B(x1, r) and U(r)(xk) = B(xk, r)\∪k−1i=1B(xi, r)
for k ≥ 2. Clearly, c1V (xi, r) ≤ m(U(r)(xi)) ≤ V (xi, r) and U(r)(xi) ∩ U(r)(xj) ⊂ ∪jk=1∂B(xk, r)
for i < j. The definition of (V (r), B(r)) and partition {U(r)(x), x ∈ V (r)} depends on the choice
of the open covering of M (and its labeling). In the following, for each r > 0, we choose one
open covering with the above mentioned property and fix the graph (V (r), B(r)) and a partition
{U(r)(x), x ∈ V (r)}. For each sequence (rm) which converges to zero, the set ∪mV (rm) is dense inM .
Note that since ρ is geodesic, for each x ∈ V (r), there exists y ∈ V (r) \ {x} such that y ∈ B(x, 2r).
So (V (r), B(r)) is connected. Further, (V (r), B(r)) has bounded degree, i.e. supx∈V (r) ♯{y ∈ V (r) :
{x, y} ∈ B(r)} <∞. Let ρ(r) be the graph distance of (V (r), B(r)); then
r
2
ρ(r)(x, y) ≤ ρ(x, y) ≤ 3rρ(r)(x, y) for x, y ∈ V (r). (2.6)
Clearly, this holds if {x, y} ∈ B(r). In general, the second inequality of (2.6) clearly holds and
the first inequality can be verified as follows. Let γ be a geodesic connecting x and y. Set k =
[1 + r−1ρ(x, y)], the largest integer not exceeding 1 + r−1ρ(x, y). Let {yi, 0 ≤ i ≤ k} be equally
spaced points on γ so that ρ(yi−1, yi) = ρ(x, y)/k < r for k = 1, · · · , k with y0 = x and yk = y.
For each 1 ≤ i ≤ k = 1, there is some xi ∈ V (r) so that yi ∈ B(xi, ri) (we take x0 = y0 = x and
xk = yk = y). By the triangle inequality,
ρ(xi−1, xi) ≤ ρ(xi−1, yi−1) + ρ(yi−1, yi) + ρ(yi, xi) < 3r for i = 1, · · · , k.
This shows that ρ(r)(x, y) ≤ k ≤ 2ρ(x, y)/r, establishing the first inequality in (2.6). Let Vk :=
V (1/k), Bk := B
(1/k), ρk := ρ
(1/k) and Uk(x) := U(1/k)(x). It is now easy to verify that (Vk, Bk, ρk)
together with {Uk(x), x ∈ Vk} satisfies (AG.1)–(AG.3).
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3 Tightness
For the remainder of this paper, we assume that (M,ρ,m) is a metric measure space satisfying con-
ditions (MMS.1)–(MMS.3) and that {(Vk, Bk), k ≥ 1} are approximating graphs with associated
partitions {Uk(x), x ∈ Vk; k ≥ 1} satisfying (AG.1)–(AG.3).
Let mk be the measure defined on Vk by
mk(A) =
∑
y∈A
m(Uk(y)) for A ⊂ Vk. (3.1)
For y ∈ Vk, mk({y}) will simply be denoted by mk(y).
For k ∈ N, let {C(k)(x, y), x, y ∈ Vk} be a family of conductance defined on the graph (Vk, Bk);
that is, C(k)(x, y) = C(k)(y, x) ≥ 0 for x, y ∈ Vk. Note that in contrast with notations in some
literatures on graphs here the set Bk of edges only gives the topological structure of the graph and
has nothing to do with the conductances; that is, Bk can be different from {(x, y) : C(k)(x, y) > 0}.
Note also that the graph with vertices Vk and bonds {(x, y) : C(k)(x, y) > 0} could be disconnected.
We consider the following quadratic form (E(k),F (k)):
F (k) :=
{
u ∈ L2(Vk;mk) ;
∑
x,y∈Vk
(u(x) − u(y))2C(k)(x, y)mk(x)mk(y) <∞
}
(3.2)
E(k)(u, v) := 1
2
∑
x,y∈Vk
(u(x)− u(y))(v(x) − v(y))C(k)(x, y)mk(x)mk(y) for u, v ∈ F (k).
It is easy to check by using Fatou’s lemma that (F (k), E(k)) is a Dirichlet form on L2(Vk;mk).
Theorem 3.1 Suppose that for each k ∈ N and each compact (or equivalently, finite) set K ⊂ Vk,
sup
x∈K
∑
y∈Vk
C(k)(x, y)mk(y) <∞. (3.3)
Then Cc(Vk) ⊂ F (k) and (E(k),F (k)) is a regular Dirichlet form on L2(Vk;mk). If
sup
x∈Vk
∑
y∈Vk
C(k)(x, y)mk(y) <∞, (3.4)
then the symmetric Hunt process X(k) on Vk associated with the regular Dirichlet form (E(k),F (k))
is conservative.
Proof. For f ∈ Cc(Vk), let K denote its support. Then under condition (3.3),
E(k)(f, f) = 1
2
∑
x,y∈K
(f(x)− f(y))2C(k)(x, y)mk(x)mk(y)
+
∑
x∈K
f(x)2
∑
y∈Kc
C(k)(x, y)mk(y)
mk(x)
≤ 3‖f‖2∞
∑
x∈K
∑
y∈Vk
C(k)(x, y)mk(y)
mk(x) <∞.
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This shows that f ∈ F (k) and so Cc(Vk) ⊂ F (k). Let Kj be an increasing sequence of compact
(or equivalently, finite) subsets of Vk with ∪j≥1Kj = Vk. For every u ∈ F (k)b , define uj = u −
((−1/j)∨u))∧ (1/j). By [13, Theorem 1.4.2(iv)], uj is E(k)1 -convergent to u. Since u ∈ L2(Vk;mk),
supp[uj ] ⊂ {x ∈ Vk : |u(x)| > 1/j} is a finite set. Consequently uj ∈ Cc(Vk) and so (E(k),F (k)) is
a regular Dirichlet form on L2(Vk;mk). Thus there is an associated mk-symmetric Hunt process
X(k) on Vk.
Fix some x0 ∈ Vk. Note that for r > 0, by (AG.1)–(AG.3) and (2.1)
mk(B(x0, r)) :=
∑
y∈Vk ,ρk(x0,y)≤r
mk(y) = m
( ⋃
y∈Vk ,ρk(x0,y)≤r
Uk(y)
)
≤ m (B(x0, C2r +C3)) ≤ c(r + 1)d0 .
Thus for every λ > 0,∫
Vk
e−λρk(x,x0)mk(dx) =
∫ ∞
0
e−λrd(mk(B(x0, r)) = λ
∫ ∞
0
mk(B(x0, r)) e
−λr dr
≤ c λ
(∫ ∞
0
(1 + r)d0 e−λrdr
)
< ∞.
Note that ρk is a discrete metric on Vk and so condition (3.4) is equivalent to having
sup
x∈Vk
∑
y∈Vk
(ρk(x, y)
2 ∧ 1)C(k)(x, y)mk(y) <∞.
So we conclude from [23, Theorem 3.1] that under the condition (3.4) that X(k) is conservative.
For notational convenience, fix some x0 ∈M and, for r > 0, denote B(x0, r) by Br. Note that
by assumption (MMS.1), Br is compact for every r > 0.
Consider following condition:
(A1). There is k0 ≥ 1 so that for every integer j ≥ 1,
sup
k≥k0
sup
x∈Bj∩Vk
∑
y∈Vk
C(k)(x, y)
(ρk(x, y)
k
∧ 1
)2
mk(y) <∞ (3.5)
and
sup
k≥k0
sup
x∈Bcj+2∩Vk
∑
y∈Bj∩Vk
C(k)(x, y)mk(y) <∞. (3.6)
For every positive function ϕ ∈ Cc(M), we define measures
P
(k)
ϕ ( · ) :=
∑
x∈Vk
P
(k)
x ( · )ϕ(x)mk(x) and Pϕ( · ) :=
∫
M
Px( · )ϕ(x)m(dx).
Lemma 3.2 Assume condition (A1) holds. Then for every g ∈ Lipc(M), there exists a positive
constant c such that for every k ≥ k0 and 0 ≤ s < t <∞,∫ t
s
∑
y∈Vk
(g(X(k)u )− g(y))2C(k)(X(k)u , y)mk(y)du ≤ c(t− s).
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Proof. Let Λ be the Lipschitz constant of g. There is an integer j ≥ 1 so that the topological
supportK of g is contained in ball Bj centered at x0 with radius j. LetK1 := Bj+1 andK2 := Bj+3.
By (2.3) and (3.5)–(3.6),
sup
x∈Vk
∑
y∈Vk
(g(x)− g(y))2C(k)(x, y)mk(y)
= sup
x∈Vk
 ∑
y∈Kc1∩Vk
g(x)2C(k)(x, y)mk(y) +
∑
y∈K1∩Vk
(g(x) − g(y))2C(k)(x, y)mk(y)

≤ ‖g‖2∞ sup
x∈K∩Vk
∑
y∈Kc1∩Vk
C(k)(x, y)mk(y) + sup
x∈Kc2∩Vk
∑
y∈K1∩Vk
g(y)2C(k)(x, y)mk(y)
+ sup
x∈K2∩Vk
∑
y∈K1∩Vk
(
Λ2ρ(x, y)2 ∧ 4‖g‖2∞
) C(k)(x, y)mk(y)
≤ c1‖g‖2∞ + c2 sup
x∈K2∩Vk
∑
y∈Vk
(
ρk(x, y)
k
∧ 1
)2
C(k)(x, y)mk(y) ≤ c3,
where c1, c2 and c3 are positive constants independent of k ≥ k0. The conclusion of the lemma
follows directly from the above inequality.
Let M∂ :=M ∪ {∂} be the one-point compactification of M , and let
DM∂ [0,∞) :=
{
f : [0,∞)→M∂
∣∣ f is right continuous having left limits.}.
Clearly X(k) ∈ DM∂ [0,∞).
Since Lip+c (M) = {f ∈ Lipc(M) : f ≥ 0} separates points of M , using Stone-Weierstrass
theorem, it is easy to check that Lip+c (M) is a dense subset of C
+
∞(M) (space of non-negative
continuous functions on M on M that vanishes at infinity).
Proposition 3.3 Assume (A1) holds and let ζ(k) denote the lifetime of the process X(k). Then, for
any ϕ ∈ C+c (M), T > 0, m ≥ 1 and {g1, · · · , gm} ⊂ Lip+c (M), the laws of
{
(g1, · · · , gm)(X(k))
}
k≥1
on {ζ(k) > T} with initial distribution ϕ(x)mk(dx) is tight in DRm [0, T ] equipped with the Skorohod
topology. Moreover, the laws of
{
X
(k)
t , t ∈ [0, T ]
}
on {ζ(k) > T} with initial distribution ϕ(x)mk(dx)
is tight in DM∂ [0, T ] equipped with the Skorohod topology.
Proof. Without loss of generality, we assume that m = 1, T = 1 and g = g1. We first show that{
(g(X(k)),P
(k)
ϕ ); k ≥ 1
}
is relatively compact in DR[0, T ] equipped with the Skorohod topology.
Given t > 0 and a path ω ∈ DM [0, 1], the time reversal operator rt is defined by
rt(ω)(s) :=
{
ω((t− s)−), if 0 ≤ s ≤ t,
ω(0) if s ≥ t.
Here for r > 0, ω(r−) := lims↑r ω(s) is the left limit at r and we use the convention that ω(0−) :=
ω(0)
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Since f |Vk ∈ F (k) for every f ∈ Lipc(M), by the same argument as that for (2.3) in [6] (see
also [8]), we have the following forward-backward martingale decomposition of f(X
(k)
t ) for every
f ∈ Lipc(M); There exists a martingale Mk,f such that on {ζ(k) > T},
f(X
(k)
t )− f(X(k)0 ) =
1
2
Mk,ft −
1
2
(Mk,f1 −Mk,f(1−t)−) ◦ r1, t ∈ [0, 1] (3.7)
By Proposition 2.8 in [8], for each Mk,f , there exists the continuous predictable quadratic variation
process 〈Mk,f 〉t. Note that (for example, see the page 214 of [13])
〈Mk,f〉t − 〈Mk,f 〉s =
∫ t
s
∑
y∈Vk
(f(X(k)u )− f(y))2C(k)(X(k)u , y)mk(y)du.
Thus by Lemma 3.2 and [15, Proposition VI.3.26], {〈Mk,f 〉t}k≥1 is C-tight in DR[0, 1] equipped
with the Skorohod topology. As mk converges weakly to m, by [15, Theorem VI.4.13] the laws
of {Mk,f}k≥1 is tight in DR[0, 1] with the initial distribution P(k)h for every h ∈ Lip+c (M). Thus
the laws of {Mk,f , µ(k)h1,h2}k≥1 is tight in the sense of Skorohod topology on DR[0, 1] for every
h1, h2 ∈ Lip+c (M) where
µ
(k)
h1,h2
(A) := E
[
h1(X
(k)
0 (ω))1A(ω)h2(X
(k)
1 (ω)); ζ
(k) > 1
]
, ∀A ∈ B(DM [0, 1]).
Note that for every A ∈ B(DM [0, 1]),
µ
(k)
h1,h2
(A ◦ r1) = E
[
h1(X
(k)
0 (ω))1A ◦ r1(ω)h2(X(k)1 (ω)); ζ(k) > 1
]
= E
[
h2(X
(k)
0 (ω))1A(ω)h1(X
(k)
1 (ω)); ζ
(k) > 1
]
= µ
(k)
h2,h1
(A).
Thus the laws of {Mk,f , µ(k)h1,h2}k≥1 is the same as the laws of {Mk,f ◦ r1, µ
(k)
h2,h1
}k≥1 and so the
laws of {Mk,f ◦ r1, µ(k)h1,h2}k≥1 is tight in the sense of Skorohod topology on DR[0, 1] for every
h1, h2 ∈ Lipc(M), too. So the laws of
{
Mk,f , µ
(k)
ϕ,f
}
k≥1
and the laws of
{
Mk,f ◦r1, µ(k)ϕ,f
}
k≥1
are tight.
Since the laws of
{
g(X(k)),P
(k)
ϕ
}
k≥1
restricted to {ζ(k) > 1} are the same as {g(X(k)), µ(k)ϕ,g}k≥1 in
DR[0, 1], by (3.7)
{
g(X(k)), P
(k)
ϕ
}
k≥1
restricted to {ζ(k) > 1} is tight (and so relatively compact) in
the sense of Skorohod topology on DR[0, 1].
Since M∂ is compact and the linear span of Lip
+
c (M) and constants is a dense subset in C(M∂)
equipped with uniform topology, we conclude from [12, Theorem 3.9.1 and Corollary 3.9.3] that the
laws of
{
X
(k)
t , t ∈ [0, T ]
}
on {ζ(k) > T} with initial distribution ϕ(x)mk(dx) is tight in DM∂ [0, T ]
equipped with the Skorohod topology.
4 Semigroup convergence
In this section, we discuss semigroup convergence in two settings.
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In Section 5, we will show that X(k) converges to X in the sense of finite dimensional distri-
butions. One way to establish this is to show that corresponding Dirichlet form converges in the
sense of Mosco, a concept introduced in [25]. In [25], a symmetric bilinear form a(u, u) defined on a
linear subspace D[a] of a Hilbert space H is extended to the whole space H by defining a(u, u) =∞
for every u ∈ H \ D[a]. We will use this extension throughout this paper. In [25], Mosco showed
that the Mosco convergence of a sequence of densely defined symmetric closed forms defined on
the same Hilbert space is equivalent to the convergence of the sequence of semigroups in strong
operator sense. However, in many cases, semigroups and their associated closed forms may live on
different Hilbert spaces. Fortunately, the Mosco convergence theory can be extended to cover these
cases of varying state spaces. Theorem 8.2 in the Appendix, which was obtained in [16] and [17,
Theorem 2.5], gives one such extension. See [21] for another extension.
In this section, we establish the Mosco convergence of (E(k),F (k)) in the sense of Definition 8.1.
For this, we define the restriction operator πk : L
2(M,m)→ L2(Vk,mk) and the extension operator
Ek : L
2(Vk,mk)→ L2(M,m) as follows:
πkf(x) =
1
mk(x)
∫
Uk(x)
f(y)m(dy) for f ∈ L2(M,m) and x ∈ Vk,
Ekg(z) = g(x) for g ∈ L2(Vk,mk) and z ∈ IntUk(x) with x ∈ Vk.
Let 〈·, ·〉k (resp. 〈·, ·〉) be the inner product in Hilbert space L2(Vk,mk) (resp. L2(M,m)) and
‖ · ‖k,p (resp. ‖ · ‖p) be the Lp-norm of Lp(Vk,mk) (resp. Lp(M,m)).
Lemma 4.1 (i) πk is a bounded operator from L
2(M,m) to L2(Vk,mk) with supk≥1 ‖πk‖ ≤ 1,
where ‖πk‖ is the operator norm of πk. Further, limk→∞ ‖πkf‖k,2 = ‖f‖2 for every f ∈
L2(M ;m).
(ii) For each fk ∈ L2(Vk,mk), we have the following;
πkEkfk = fk m-a.e., (4.1)
〈πkg, fk〉k = 〈g,Ekfk〉 for every g ∈ L2(M,m). (4.2)
(iii) For every f ∈ L2(Vk,mk), Ekf ∈ L2(M,m) and ‖Ekf‖22 = ‖Ek(f2)‖1 = ‖f‖2k,2.
(iv) For every f ∈ L2(M ;m), Ekπkf converges strongly to f in L2(M,m).
(v) Suppose f ∈ Cc(M). Let fk := f |Vk ∈ L2(Vk,mk). Then Ekfk converges strongly to f in
L2(M,m).
Proof. (i) By the Cauchy-Schwarz inequality,
‖πkf‖2k,2 =
∑
x∈Vk
mk(x)
(
1
mk(x)
∫
Uk(x)
f(y)m(dy)
)2
(4.3)
≤
∑
x∈Vk
mk(x)
mk(x)
∫
Uk(x)
f(y)2m(dy) = ‖f‖22.
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Moreover, by the uniform continuity, we easily see from (4.3) that limk→∞ ‖πkf‖2k,2 = ‖f‖22 for
f ∈ Cc(M). As Cc(M) is dense in L2(M ;m) and ‖πk‖ ≤ 1, we have limk→∞ ‖πkf‖2k,2 = ‖f‖22 for
f ∈ L2(M ;m).
(ii) (4.1) is clear from the definitions of πk and Ek. The left hand side of (4.2) is∑
x∈Vk
1
mk(x)
∫
Uk(x)
g(y)m(dy)fk(x)mk(x).
By Fubini’s theorem, the above is equal to∫
M
∑
x∈Vk
fk(x)g(y)1Uk(x)(y)m(dy) = 〈Ekfk, g〉.
(iii) Note that, since m(Uk(x) ∩ Uk(y)) = 0 for x 6= y, we have for f ∈ L2(Vk,mk)
‖Ekf‖22 =
∫
M
( ∑
x∈Vk
f(x)1Uk(x)(y)
)2
m(dy)
=
∫
M
∑
x∈Vk
f(x)21Uk(x)(y)m(dy) = ‖Ek(f2)‖1.
Moreover, by Fubini’s theorem,∫
M
∑
x∈Vk
f(x)21Uk(x)(y)m(dy) =
∑
x∈Vk
f(x)2mk(x) = ‖f‖2k,2.
(iv) First assume that f ∈ Cc(M). Let K := {x ∈ M : ρ(x, supp[f ]) ≤ 1}. By the Cauchy-
Schwarz inequality, for sufficiently large k ≥ 1,
‖Ekf − f‖22 =
∫
K
|Ekfk(x)− f(x)|2m(dx)
≤
∑
z∈Vk∩K
∫
Uk(z)
(
1
mk(z)
∫
Uk(z)
(f(y)− f(x))m(dy)
)2
m(dx)
≤
∑
z∈Vk∩K
1
mk(z)
∫
Uk(z)×Uk(z)
(f(y)− f(x))2m(dy)m(dx),
which, by the uniform continuity of f ∈ Cc(M), tends to zero as k →∞. That is, for f ∈ Cc(M),
Ekπkf converges strongly in L
2(M ;m) to f . Since by (i) and (iii),
‖Ekπkf‖2 = ‖πkf‖k,2 ≤ ‖f‖2 for f ∈ L2(E;m)
and that Cc(M) is dense in L
2(E;m), we conclude that for every f ∈ L2(E;m), Ekπkf converges
strongly in L2(M ;m) to f .
(v) Let K := {x ∈M : ρ(x, supp[f ]) ≤ 1}. Then for k sufficiently large,∫
M
|Ekfk(x)− f(x)|2m(dx) =
∫
K
|Ekfk(x)− f(x)|2m(dx),
which goes to zero by the uniform continuity of f .
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4.1 Mosco convergence
Next we assume the following:
(A2). For m-a.e. x ∈M , j(x, ·) is a positive measure on M \ {x} such that the following holds:
(i) For any ε > 0, x 7→ j(x,M \B(x, ε)) is locally integrable with respect to m.
(ii) For any non-negative Borel measurable functions u, v,∫
M
u(x)(jv)(x)m(dx) =
∫
M
(ju)(x)v(x)m(dx) (≤ ∞).
Here ju(x) :=
∫
M\{x} u(y)j(x, dy).
(iii) For any compact set K,
sup
x∈K
∫
M
(ρ(x, y) ∧ 1)2j(x, dy) <∞. (4.4)
Let d̂ denote the diagonal set in M ×M . The kernel j then determines a positive Radon measure
J(dx, dy) on M ×M \ d̂ by∫
M×M\d̂
f(x, y)J(dx, dy) =
∫
M
(∫
M
f(x, y)j(x, dy)
)
m(dx) for f ∈ Cc(M ×M \ d̂).
Define a bilinear form (E ,F) on L2(M ;m) as follows:
F :=
{
u ∈ L2(M,m) :
∫
M×M\d̂
(u(x)− u(y))2J(dx, dy) <∞
}
, (4.5)
E(u, v) := 1
2
∫
M×M\d̂
(u(x)− u(y))(v(x) − v(y))J(dx, dy) for u, v ∈ F .
Lemma 4.2 Under the condition (A2), Lipc(M) ⊂ F .
Proof. Let u ∈ Lipc(M). Clearly it is L2(M,m)-integrable. Denote by Λ the Lipschitz constant
of u and K := supp[u]. Then by the symmetry of j(x, dy),
E(u, u) ≤
∫
K
(∫
M\{x}
(u(x)− u(y))2j(x, dy)
)
m(dx)
≤
∫
K
(∫
M
(
Λ2ρ(x, y)21{ρ(x,y)≤1} + 4‖u‖2∞1{ρ(x,y)>1}
)
j(x, dy)
)
m(dx)
≤ Cm(K) sup
x∈K
∫
M
(
ρ(x, y)2 ∧ 1) j(x, dy),
which is finite by condition (4.4). This proves that u ∈ F .
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Lemma 4.2 in particular implies that F is a dense linear subspace of L2(M ;m). It is easy to
check by using Fatou’s lemma that (E ,F) is Dirichlet form on L2(M ;m) (cf. [13, Example 1.2.4]).
We further assume that
(A3). Lipc(M) is dense in (F , E(·, ·) + ‖ · ‖22).
Under conditions (A2) and (A3), (E ,F) is a regular Dirichlet form on L2(M ;m). Let X =
{Xt, t ≥ 0,Px, x ∈M} be its associated symmetric Hunt process on M . If
sup
x∈M
∫
M
(ρ(x, y)2 ∧ 1)j(x, dy) <∞, (4.6)
then we have by (2.2) and [23, Theorem 3.1] that the process X is conservative; that is, X has
infinite lifetime Px-a.s. for E-q.e. x ∈M .
In the following, we sometimes extend {C(k)(x, y) : x, y ∈ Vk} to {C(k)(z, w) : z ∈ IntUk(x), w ∈
IntUk(y), x, y ∈ Vk} by taking C(k)(z, w) = C(k)(x, y) for z ∈ IntUk(x) and w ∈ IntUk(y). We
recall that we have fixed some x0 ∈M and Br = B(x0, r). We will use the following definition for
the remainder of this paper: Define for function f :M → R,
E(k)j,δ (f, f) :=
1
2
∫ ∫
{(z,w)∈Bj×Bj : ρ(z,w)>δ}
(f(w)− f(z))2C(k)(w, z)m(dw)m(dz), (4.7)
Ej,δ(f, f) := 1
2
∫ ∫
{(z,w)∈Bj×Bj : ρ(z,w)>δ}
(f(w)− f(z))2J(dw, dz) (4.8)
and
E(k)(f, f) := 1
2
∫
M×M
(f(w)− f(z))2C(k)(w, z)m(dw)m(dz).
Note that for function f on Vk, (Ekf(z) − Ekf(w))2 = (f(x) − f(y))2 where x, y ∈ Vk with
z ∈ Uk(x), w ∈ Uk(y). Thus
E(k)(Eku, Eku) = E(k)(u, u), for all u ∈ F (k) (4.9)
Our final assumption in this subsection is the following.
(A4). (i) For any compact subset K ⊂M ,
lim
η→0
lim sup
k→∞
∫ ∫
{(x,y)∈K×K:ρ(x,y)≤η}
ρ(x, y)2C(k)(x, y)m(dx)m(dy) = 0, (4.10)
lim
j→∞
lim sup
k→∞
∫
K
∫
Bcj
C(k)(x, y)m(dx)m(dy) = 0. (4.11)
(ii) For every ε > 0, there exists N > 0 such that for every k ≥ i ≥ N and f ∈ L2(Vi;mi),
E(k)(πkEif, πkEif)1/2 ≤ E(i)(f, f)1/2 + ε.
(iii) For any sufficiently small δ > 0 and large j ∈ N,
lim
k→∞
E(k)j,δ (f, f) = Ej,δ(f, f) for every f ∈ Lipc(M). (4.12)
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Remark 4.3 It follows from (4.4) of (A2) that for every compact subset K ⊂M
lim
η→0
∫
{(x,y)∈K×M :ρ(x,y)≤η}
ρ(x, y)2j(x, dy)m(dx) = 0. (4.13)
Lemma 4.4 Suppose the conditions (A2), (A3) and (A4) (i)(iii) hold, then for every f ∈ Lipc(M),
limk→∞ E(k)(πkf, πkf) = E(f, f).
Proof. First, note that by (4.9), E(k)(πkf, πkf) = E(k)(Ekπkf, Ekπkf).
Fix f ∈ Lipc(M) and let K be the support of f , K1 := {x ∈ M : ρ(x,K) ≤ 1} and Mf :=
supx∈M |f(x)|. Then, by (4.11) and the symmetry of C(k) for each ε > 0, there exists j0 such that
the following holds for j ≥ j0,
lim sup
k→∞
1
2
∫ ∫
(Bj×Bj)c
(Ekπkf(x)− Ekπkf(y))2C(k)(x, y)m(dx)m(dy)
≤ (2Mf )2 lim sup
k→∞
∫
K
∫
Bcj
C(k)(x, y)m(dx)m(dy) < ε.
Similarly, using (4.4) and choosing j0 larger if necessary, we have
1
2
∫ ∫
(Bj×Bj)c
(f(x)− f(y))2J(dx, dy) < ε.
Since f ∈ Lipc(M) is Lipschitz continuous, using (AG.2), (AG.3), (4.10) and (4.13) and arguing
similarly, we have
lim sup
k→∞
1
2
∫ ∫
{(x,y)∈K1×K1:ρ(x,y)≤δ}
(Ekπkf(x)− Ekπkf(y))2C(k)(x, y)m(dx)m(dy) < ε
and
1
2
∫ ∫
{(x,y)∈K1×K1:ρ(x,y)≤δ}
(f(x)− f(y))2J(dx, dy) < ε
for all δ ∈ (0, 1). Thus, it is enough to show the following for any sufficiently small δ and large j:
lim
k→∞
E (k)j,δ (Ekπkf, Ekπkf) = Ej,δ(f, f). (4.14)
By the symmetry of E(k)j,δ and Lemma 4.1 (iv),
lim
k→∞
∣∣∣E(k)j,δ (Ekπkf,Ekπkf)1/2 − E(k)j,δ (f, f)1/2∣∣∣
≤ lim
k→∞
E(k)j,δ (f − Ekπkf, f − Ekπkf)1/2
= lim
k→∞
(
1
2
∫
Bj×Bj
(
(f − Ekπkf)(x)− (f − Ekπkf)(y)
)2C(k)(x, y)1{ρ(x,y)>δ}m(dx)m(dy)
)1/2
≤ lim
k→∞
(∫
Bj
(f(x)− Ekπkf(x))2
(∫
Bj
C(k)(x, y)1{ρ(x,y)>δ}m(dy)
)
m(dx)
)1/2
≤ lim
k→∞
c(j, δ) ‖f − Ekπkf‖2 = 0.
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Hence we have
lim
k→∞
E(k)j,δ (Ekπkf,Ekπkf) = lim
k→∞
E(k)j,δ (f, f). (4.15)
On the other hand, by (4.12), limk→∞ E(k)j,δ (f, f) = Ej,δ(f, f). This completes the proof of the
Lemma.
The following lemma is needed in establishing the Mosco convergence of (E(k),F (k)) to (E ,F).
It is formulated in a general setting.
Lemma 4.5 Suppose (Hk, 〈 · , · 〉k) and (H, 〈 · , · 〉) are Hilbert spaces with corresponding norms ‖·‖k
and ‖ · ‖ respectively. Suppose that for each k ≥ 1, there is a bounded linear operator Ek : Hk →H
so that its adjoint operator E∗k =: πk is its left inverse satisfying the conditions (8.2)–(8.3) in the
Appendix. Let a(k) be a symmetric bilinear form on Hk and a be a symmetric bilinear form on H.
Then, a(k) is Mosco convergent to a in the generalized sense of Definition 8.1 if Definition 8.1(i)
holds and in addition the following hold:
(1) There exists a set D ⊂ H which is dense in (D[a], a + ‖ · ‖2).
(2) πk(φ) ∈ D[a(k)] for every φ ∈ D.
(3) For every φ ∈ D,
lim sup
k→∞
a(k)(πkφ, πkφ) = a(φ, φ).
Proof. Note that, since ‖uk‖k = ‖Ekuk‖, the strong convergence of Ekuk to u in H is equivalent
to that ‖uk‖k → ‖u‖ and the weak convergence of Ekuk to u in H. Thus the proof of this lemma
is the same as the one of [19, Lemma 2.8].
Theorem 4.6 Suppose the conditions (3.5) of (A1) and (A2)–(A4) hold, then (E(k),F (k)) is
Mosco convergent to (E ,F) in the generalized sense of Definition 8.1.
Proof. Take D = Lipc(M) in Lemma 4.5. Then, By our assumption (A3) and Lemmas 4.2, 4.4,
4.5, we only need to check condition (i) in Definition 8.1.
It is enough to consider sequences {uk}k≥1 ⊂ L2(Vk,mk) such that Ekuk converges weakly to
u ∈ L2(M,m) and lim infk→∞ E(k)(uk, uk) < ∞. Taking a subsequence if necessary, we may and
do assume that limk→∞ E(k)(uk, uk) exists and is finite, and that
sup
k≥1
E(k)(uk, uk) + ∑
x∈Vk
uk(x)
2mk(x)
 < ∞. (4.16)
So in particular, uk ∈ F (k) for every k ≥ 1. By uniform boundedness principle, {Ekuk; k ≥ 1} is a
bounded sequence on L2(M ;m).
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By the Banach-Saks theorem, taking a subsequence if necessary, vk :=
1
k
∑k
i=1Eiui converges
to some v∞ in L
2(M ;m). Since Ekuk converges weakly to u in L
2(M ;m), v∞ must be u m-a.e. on
M .
Fix an integer j ≥ 1 and δ > 0. For ε > 0, let f ∈ Lipc(M) such that ‖u − f‖2 ≤ ε/
√
2aj,δ,
where
aj,δ = max
{
sup
k≥k0
sup
x∈Bj
∫
M
C(k)(x, y)1{ρ(x,y)>δ}m(dy), sup
z∈Bj
∫
M
1{ρ(x,y)>δ} j(z, dw)
}
,
which is finite by (3.5) of (A1) and (A2)(iii). Observe that by (A4)(iii)
lim sup
k→∞
∣∣∣E(k)j,δ (vk, vk)1/2 − Ej,δ(f, f)1/2∣∣∣
≤ lim sup
k→∞
∣∣∣E(k)j,δ (vk, vk)1/2 − E(k)j,δ (f, f)1/2∣∣∣
≤ lim sup
k→∞
E(k)j,δ (vk − f, vk − f)1/2
≤ lim sup
k→∞
(
2
∫
Bj
(vk(x)− f(x))2
(∫
M
C(k)(x, y)1{ρ(x,y)>δ}m(dy)
)
m(dx)
)1/2
≤ lim sup
k→∞
√
2aj,δ ‖vk − f‖2 =
√
2aj,δ ‖u− f‖2 < ε.
Similarly, we have∣∣∣Ej,δ(f, f)1/2 − Ej,δ(u, u)1/2∣∣∣ ≤ Ej,δ(f − u, f − u)1/2 ≤√2aj,δ ‖f − u‖2 < ε.
Thus we have
lim inf
k→∞
E(k)j,δ (vk, vk)1/2 ≥ Ej,δ(f, f)1/2 − ε ≥ Ej,δ(u, u)1/2 − 2ε. (4.17)
Observe that for k0 ≤ n ≤ k,
E(k)j,δ (vn, vn)1/2 − Ej,δ(f, f)1/2
≤
∣∣∣E(k)j,δ (vn, vn)1/2 − E(k)j,δ (f, f)1/2∣∣∣
≤ E(k)j,δ (vn − f, vn − f)1/2
≤
(
2
∫
Bj
(vn(x)− f(x))2
(∫
M
C(k)(x, y)1{ρ(x,y)>δ}m(dy)
)
m(dx)
)1/2
≤ √2aj,δ ‖vn − f‖2.
Thus
lim
n→∞
sup
k≥n
E(k)j,δ (vn, vn)1/2 ≤ Ej,δ(f, f)1/2 +
√
2aj,δ ‖u− f‖2 ≤ Ej,δ(f, f)1/2 + ε <∞.
By condition (A4)(ii) and the above, there exists N > 0 such that for every k ≥ i ≥ N ,
E(k)(πkEiui, πkEiui)1/2 ≤ E(i)(ui, ui)1/2 + ε; (4.18)
16
and
sup
m≥N
E(m)j,δ (vN , vN )1/2 <∞. (4.19)
Since, for k > N
E(k)j,δ (vk, vk)1/2 = E(k)j,δ
(1
k
k∑
i=1
Eiui,
1
k
k∑
i=1
Eiui
)1/2
= E(k)j,δ
(1
k
N∑
i=1
Eiui +
1
k
k∑
i=N+1
Eiui,
1
k
N∑
i=1
Eiui +
1
k
k∑
i=N+1
Eiui
)1/2
≤ N
k
E(k)j,δ (vN , vN )1/2 +
1
k
k∑
i=N+1
E(k)j,δ
(
Eiui, Eiui
)1/2
≤ N
k
(
sup
m≥N
E(m)j,δ (vN , vN )1/2
)
+
1
k
k∑
i=N+1
E(k)(πkEiui, πkEiui)1/2
by (4.18)–(4.19),
lim inf
k→∞
E(k)j,δ (vk, vk)1/2 ≤ lim inf
k→∞
1
k
(
k∑
i=N+1
E(i)(ui, ui)1/2
)
+ ε
≤ lim
k→∞
E(k)(uk, uk)1/2 + ε.
Now from (4.17), we have
Ej,δ(u, u)1/2 ≤ lim
k→∞
E(k)(uk, uk)1/2 + 3ε.
Since ε > 0 is arbitrary, we have
Ej,δ(u, u) ≤ lim
k→∞
E(k)(uk, uk).
By first letting j → ∞ and then δ → 0, one has limk→∞ E(k)(uk, uk) ≥ E(u, u), which completes
the proof of the theorem.
4.2 Mosco convergence under alternative setup
We first give an alternative assumption and give Mosco convergence. We do not assume (A1) in
this subsection. For u ∈ L2(Bj,m), define
L(k)j,δ u(x) =
∫
Bj
(u(y)− u(x))C(k)(x, y)1{ρ(x,y)>δ}m(dy) ∀x ∈ Bj,
Lj,δu(x) =
∫
Bj
(u(y)− u(x))1{ρ(x,y)>δ}j(x, dy) ∀x ∈ Bj .
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Then E(k)j,δ (u, v) = −(u,L(k)j,δ v)2,Bj and Ej,δ(u, v) = −(u,Lj,δv)2,Bj where (u, v)2,Bj =
∫
Bj
u(x)v(x)m(dx)
and E(k)j,δ (u, v) and Ej,δ(u, v) are defined in (4.7) and (4.8) respectively.
In this subsection, we assume (A2), (A3)∗ and (A4)∗ below:
(A3)∗. (i) Same as (A3) in Section 4.
(ii) Lj,δf is continuous for all f ∈ Lipc(M).
(A4)∗. (i) Same as (A4)(i) in Section 4.
(ii) For any sufficiently small δ > 0 and large j ∈ N,
lim
k→∞
∫
Bj
(L(k)j,δ f(x))2m(dx) =
∫
Bj
(Lj,δf(x))2m(dx), ∀f ∈ Lipc(M).
(iii) For any sufficiently small δ > 0 and large j ∈ N,
lim
k→∞
E(k)j,δ (f, f) = Ej,δ(f, f) for every f ∈ Cb(Bj).
In other words, we put additional assumption (A3)∗ (ii), strengthen (A4) (iii), and replace
(A4) (ii) in Section 4 by (A4)∗ (ii). Note that, by the polarization identity, (A4)∗ (iii) is equivalent
to
lim
k→∞
E(k)j,δ (f, g) = Ej,δ(f, g) for every f, g ∈ Cb(Bj). (4.20)
Let
sup
x∈Bj
∫
Bj
1{ρ(x,y)>δ}j(x, dy) =: Kj,δ,
which is finite due to (A2). Also, let ‖ · ‖2,Bj be the L2-norm on Bj . We then have the following
basic estimates.
Lemma 4.7 The following holds for any δ > 0 and j ∈ N.
(i) Ej,δ(u, u) ≤ Kj,δ‖u‖22,Bj for all u ∈ L2(Bj ,m). Especially, Ej,δ(u, u) <∞ for all u ∈ L2(Bj ,m).
(ii) ‖Lj,δu‖22,Bj ≤ Kj,δEj,δ(u, u) for all u ∈ L2(Bj ,m).
(iii) limk→∞ ‖(Lj,δ − L(k)j,δ )f‖2,Bj = 0 for all f ∈ Lipc(M).
Proof. (i) For u ∈ L2(Bj ,m), we have
Ej,δ(u, u) = 1
2
∫
Bj
∫
Bj
(u(x)− u(y))2j(x, y)1{ρ(x,y)>δ}dxdy
≤ ‖u‖22,Bj sup
x∈Bj
∫
Bj
j(x, y)1{ρ(x,y)>δ}dy ≤ Kj,δ‖u‖22,Bj .
(ii) As in (i), Ej,δ(u, u) <∞ for u ∈ L2(Bj,m). So, using the Cauchy-Schwarz inequality, we have
‖Lj,δu‖22,Bj =
∫
Bj
(∫
Bj
(u(y)− u(x))1{ρ(x,y)>δ}j(x, dy)
)2
m(dx)
≤
∫
Bj
(∫
Bj
(u(x)− u(y))21{ρ(x,y)>δ}j(x, dy) ·
∫
Bj
1{ρ(x,y)>δ}j(x, dy)
)
m(dx)
≤ Kj,δEj,δ(u, u).
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(iii) Using (A3)∗(ii) and (A4)∗(ii)(iii) (and (4.20)), we have
‖(Lj,δ − L(k)j,δ )f‖22,Bj = ‖Lj,δf‖22,Bj + ‖L
(k)
j,δ f‖22,Bj − 2E
(k)
j,δ (Lj,δf, f)→ 0.
We now prove the Mosco convergence that corresponds to Theorem 4.6. Recall that we do not
assume (A1) in this subsection.
Theorem 4.8 (E(k),F (k)) is Mosco convergent to (E ,F) in the generalized sense of Definition 8.1.
Proof. Since Lemma 4.4 works in this setting, as before, we only need to check condition (i) in
Definition 8.1. Also, as in the proof of Theorem 4.6, we may assume {Ekuk; k ≥ 1} is a bounded
sequence on L2(M ;m) that converges weakly to u ∈ L2(M,m), limk→∞ E(k)(uk, uk) < ∞, and
(4.16) holds
In the following, we simply write (·, ·), ‖ · ‖2 for inner product and L2-norm on Bj. Fix j large
and δ > 0 small then take positive ε < Ej,δ(u, u). For u ∈ L2 which is the weak limit of Ekuk, take
f ∈ Lipc(M) so that Ej,δ(u− f, u− f) + ‖u− f‖22 < ε (note that by Lemma 4.7(i), it is enough to
take ‖u− f‖22 small). First, note that
lim
k→∞
(Ekuk, (Lj,δ −L(k)j,δ )f) = 0, (4.21)
where uk, u and f are as above. Indeed, using Lemma 4.7(iii),
|(Ekuk, (Lj,δ − L(k)j,δ )f)| ≤ ‖Ekuk‖2‖(Lj,δ − L(k)j,δ )f‖2 ≤
(
sup
k
‖Ekuk‖2
)
‖(Lj,δ − L(k)j,δ )f‖2 → 0.
Now
|E(k)j,δ (Ekuk, f)− Ej,δ(f, f)| = |(f,Lj,δf)− (Ekuk,L(k)j,δ f)|
≤ |(Ekuk, (Lj,δ − L(k)j,δ )f)|+ |(Ekuk − u,Lj,δf)|+ |(u− f,Lj,δf)|.
Using (4.21), the first term of the last line goes to zero and since {Ekuk} converges weakly to u,
the second term goes to zero as k → ∞ (note that Lj,δf ∈ L2 due to Lemma 4.7(ii)). 4.7(i)(ii)).
Further, there exists a C = C(j, δ, u) > 0 such that
|(u− f,Lj,δf)| ≤ ‖u− f‖2‖Lj,δf‖2 ≤ ‖u− f‖2(‖Lj,δ(u− f)‖2 + ‖Lj,δu‖2)
≤ ‖u− f‖2(Kj,δ‖u− f‖2 + ‖Lj,δu‖2) ≤ Cε1/2,
where Lemma 4.7(i),(ii) are used in the third inequality.
Thus, using Cauchy-Schwarz inequality, we have
Ej,δ(f, f) ≤ lim sup
k→∞
|E(k)j,δ (Ekuk, f)|+ Cε1/2
≤ lim
k→∞
(
E(k)j,δ (Ekuk, Ekuk)1/2E(k)j,δ (f, f)1/2
)
+ Cε1/2
= lim
k→∞
E(k)j,δ (Ekuk, Ekuk)1/2Ej,δ(f, f)1/2 + Cε1/2
19
where the last equality is due to (A4)∗ (iii). Since ε < Ej,δ(u, u), by a rearrangement, we obtain
Ej,δ(u, u)1/2 ≤ Ej,δ(f, f)1/2 + ε1/2 ≤ lim
k→∞
E(k)j,δ (Ekuk, Ekuk)1/2 + C
ε1/2
Ej,δ(f, f)1/2
+ ε1/2
≤ lim
k→∞
E(k)(Ekuk, Ekuk)1/2 + C ε
1/2
Ej,δ(u, u)1/2 − ε1/2
+ ε1/2.
Taking ε→ 0 and then j →∞ and δ → 0, we obtain the desired inequality.
Remark 4.9 The assumption (A3)∗ (ii) is used only in the proof of Lemma 4.7 (iii). Thus if we
strengthen (A4)∗ (iii) further by assuming instead
lim
k→∞
E(k)j,δ (f, f) = Ej,δ(f, f) for every bounded measurable function f on Bj .
Then we can remove (A3)∗ (ii). Note that Lj,δf is bounded on Bj for each f ∈ Lipc(M) by (4.4).
5 Weak convergence and discrete approximation
5.1 Weak convergence
Let X(k) and X be the symmetric Hunt processes associated with (E(k),F (k)) and (E ,F), respec-
tively.
Theorem 5.1 Assume that (A2) holds and that X is conservative. We further assume that either
(3.5) of (A1), (A3)–(A4) hold, or (A3)∗– (A4)∗ hold. Suppose ϕ is in C+c (M). Then
{
X(k)
}
k≥1
with initial distribution P
(k)
ϕ converge to X with initial distribution Pϕ in the finite dimensional
sense.
Proof. Without loss of generality, we assume
∫
M ϕ(x)m(dx) = 1. Let Ptf(x) := Ex[f(Xt)] and
P
(k)
t g(x) := E
(k)
x [g(X
(k)
t )] be the contraction semigroups on L
2(M,m) and L2(Vk,mk) respectively.
By Theorem 4.6, Theorem 4.8 and Theorem 8.2, EkP
(k)
t πk converges to Pt strongly in L
2(M,m).
For any l ≥ 1, {h1, · · · , hl} ⊂ L2b(M ;m) and 0 ≤ t1 < t2 < · · · < tl, we have by Lemma 4.1 and the
Markov property of X(k) and X that
lim
k→∞
E
(k)
ϕ·mk
[
πkh1(X
(k)
t1 ) · · · πkhl(X
(k)
tl
)
]
= Eϕ·m [h1(Xt1) · · · hl(Xtl)] . (5.1)
We fix l ≥ 1. Since X is conservative, for any ε > 0, there is ball B = B(x0, r) so that Pϕ·m(Xtj ∈
B) > 1 − ε for every j ∈ {1, . . . l}. By the strong L2-convergence of EkP (k)tj πk1B to Ptj1B in
L2(M,m), we have
lim
k→∞
P
(k)
ϕ·mk
(
X
(k)
tj
∈ B
)
> 1− ε for every j ∈ {1, . . . l}. (5.2)
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For any {f1, · · · , fl} ⊂ Cb(M), since Ekπkfj converges uniformly to fj on B, from (5.1) we have
lim
k→∞
E
(k)
ϕ·mk
[
f1(X
(k)
t1 ) · · · fl(X
(k)
tl
) : ∩lj=1{X(k)tj ∈ B}
]
= lim
k→∞
E
(k)
ϕ·mk
[
πk(f11B)(X
(k)
t1 ) · · · πk(fl1B)(X
(k)
tl
)
]
= Eϕ·m
[
(f11B)(Xt1) · · · (fj1B)(Xtj )
]
= Eϕ·m
[
f1(Xt1) · · · fj(Xtj ) : ∩lj=1{Xtj ∈ B}
]
. (5.3)
We deduce the finite-dimensional convergence from (5.2) and (5.3).
Definition 5.2 ([12]) Let M be a metric space with metric ρ. A collection of function S ⊂
Cb(M) is said to strongly separate points if for every x ∈ M and δ > 0, there exists a finite
set {h1, · · · , hl} ⊂ S such that
inf
y:ρ(y,x)≥δ
max
1≤i≤l
|hi(y)− hi(x)| > 0.
We can easily check that Lip+c (M) strongly separates points in M .
Theorem 5.3 Assume that (A1)–(A2) hold and that X is conservative. We further assume that
either (A3)–(A4) hold, or (A3)∗– (A4)∗ hold. Then, for any ϕ ∈ C+c (M), {(X(k), P(k)ϕ ); k ≥ 1}
converges weakly to (X, Pϕ) on DM∂ [0, 1] equipped with the Skorohod topology.
Proof. First, note that, by Proposition 3.3, for every T > 0 and any m ≥ 1 and {g1, · · · , gm} ⊂
Lip+c (M),
{
(g1, · · · , gm)(X(k))
}
k≥1
restricted to {ζ(k) > T} is tight in the Skorohod space DRm [0, T ]
with the initial distribution P
(k)
ϕ . Since X is conservative, by (5.2), for every ε > 0,
lim
k→∞
P
(k)
ϕ·mk
(
ζ(k) > T
)
> 1− ε.
So it follows from [15, Theorem VI.3.21],
{
(g1, · · · , gm)(X(k))
}
k≥1
is tight in the Skorohod space
DRm[0, T ] with the initial distribution P
(k)
ϕ . This together with Theorem 5.1 implies the weak
convergence of
{
(g1, · · · , gm)(X(k))
}
k≥1
with initial distribution P
(k)
ϕ to (g1, · · · , gm)(X) with initial
distribution Pϕ. Since Lip
+
c (M) strongly separates points in M , we have the desired result by
Corollary 3.9.2 in [12].
5.2 Discrete approximation
In this subsection, we give a general criteria for the approximation of pure-jump process.
We give an extra condition on our approximating graphs.
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(AG.4) There exists n0 ≥ 1 such that for every j > n ≥ n0 and x ∈ V2j , there is some y ∈ V2n so
that U2j (x) ⊂ U2n(y).
When M = Rd, the following approximation satisfies (AG.1)–(AG.4): Vk = k
−1
Z
d, (x, y) ∈ Bk
if and only if x, y ∈ k−1Zd with ‖x− y‖ = k−1, and for Vk = {x(k)i , i ≥ 1}, Uk(x(k)i ) =
∏d
k=1[x
(k)
i −
(2k)−1, x
(k)
i + (2k)
−1].
Note that (AG.4) is needed only this section. Recall that Br = B(x0, r) for r > 0.
Theorem 5.4 Let j(x, y) be a non-negative measurable symmetric function on M ×M such that
j(x, y) ≤M0 <∞ for every x, y ∈M with ρ(x, y) ≥ 1
and for every compact set K ⊂M ,
lim
j→∞
sup
x∈K
j(x,Bcj ) = 0.
Assume that the Dirichlet form (E ,F) determined by the jumping kernel j(x, dy) := j(x, y)m(dy)
satisfies the conditions (A2)–(A3). Denote by X the symmetric Hunt process associated with the
regular Dirichlet form (E ,F) on L2(M,m), which we assume to be conservative. Let (V2k , B2k), k ∈
N be approximating graphs of M and {U2k(x)}x∈V2k be the associated partition satisfying (AG.1)–
(AG.4). Let
C(2k)(x, y) := 1{ρ
2k
(x,y)≥4C3/C1}
1
m2k(x)m2k(y)
∫
U
2k
(x)
j(ξ, U2k(y))m(dξ) x, y ∈ V2k , (5.4)
where m2k(x) = m(U2k(x)) and C1, C3 are given in (2.3), (2.4). Then (E(2
k),F (2k)) defined as
in (3.2) is a regular Dirichlet form on L2(V2k ,m2k). Let X
(2k) be its associated continuous time
Markov chain on V2k . Then, for any positive function ϕ ∈ C+c (M), {(X(2
k), P
(2k)
ϕ ); k ≥ 1} con-
verges weakly to (X, Pϕ) on DM∂ [0, 1] equipped with the Skorohod topology.
Proof. For notational simplicity, in this proof we write k for 2k. In view of Theorem 5.3, it is
enough to show (A1) and (A4) hold. For ρk(x, y) ≥ 4C3/C1 and ξ ∈ Uk(x), η ∈ Uk(y), we have
by (2.3)–(2.4) and the triangle inequality that ρ(x, y) ≥ C1ρk(x, y)/k ≥ 4C3/k,
|ρ(ξ, η) − ρ(x, y)| ≤ ρ(x, ξ) + ρ(η, y) ≤ C3/k + C3/k = 2C3/k (5.5)
and so
C1
2
ρk(x, y)
k
≤ ρ(x, y)/2 ≤ ρ(ξ, η) ≤ 3ρ(x, y)/2 ≤ 3C2
2
ρk(x, y)
k
. (5.6)
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Take a compact set K ⊂M and K1 := {x ∈M : ρ(x,K) ≤ 1}. Then by (5.6)
sup
k∈N
sup
x∈K∩Vk
∑
y∈Vk
C(k)(x, y)
(ρk(x, y)
k
∧ 1
)2
mk(y)
= sup
k∈N
sup
x∈K∩Vk
∑
y∈Vk
(ρk(x, y)
k
∧ 1
)2
1{ρk(x,y)≥4C3/C1}
1
mk(x)
∫
Uk(x)
j(ξ, Uk(y))m(dξ)
= sup
k∈N
sup
x∈K∩Vk
∑
y∈Vk
1
mk(x)
∫
Uk(x)
∫
Uk(y)
(ρk(x, y)
k
∧ 1
)2
1{ρk(x,y)≥4C3/C1} j(ξ, dη)m(dξ)
≤ c sup
k∈N
sup
x∈K∩Vk
∑
y∈Vk
1
mk(x)
∫
Uk(x)
(
sup
ξ∈Uk(x)
∫
Uk(y)
(ρ(ξ, η)2 ∧ 1)j(ξ, dη)
)
m(dξ)
≤ c sup
k∈N
sup
ξ∈K1
∑
y∈Vk
∫
Uk(y)
(ρ(ξ, η)2 ∧ 1)j(ξ, dη)
≤ c sup
ξ∈K1
∫
M
(ρ(ξ, η)2 ∧ 1)j(ξ, dη) ≤ CK
by (A2) (iii). This proves (3.5) of (A1).
By (5.5), for k ≥ 2C3 and x, y ∈ Vk with ρk(x, y) ≥ 2,
ρ(ξ, η) ≥ ρ(x, y)− 2C3/k ≥ 1 for ξ ∈ Uk(x) and η ∈ Uk(y).
So for each k ≥ 2C3, j ≥ 1 and x ∈ Bj ∩ Vk, y ∈ Bcj+2 ∩ Vk,
C(k)(x, y) ≤ 1
mk(x)mk(y)
∫
Uk(x)×Uk(y)
j(ξ, η)m(dξ)m(dη) ≤M,
which establishes (3.6) of (A1).
By definition of C(k)(·, ·), (4.10) clearly holds. For any compact set K ⊂ M with K1 := {x ∈
M : ρ(x,K) ≤ 1}, we have
lim
j→∞
sup
k≥1
sup
x∈K
∫
Bcj
C(k)(x, y)m(dy) ≤ lim
j→∞
sup
x∈K1
∫
Bcj
j(ξ, y)m(dy) = 0,
so (4.11) holds.
On the other hand by (A1), for any f ∈ L2b(M) with ‖f‖∞ ≤M1, j ≥ 1 and δ > 0,∣∣∣E(k)j,δ (f, f)1/2 − E(k)j,δ (Ekπkf,Ekπkf)1/2∣∣∣
≤ E(k)j,δ (Ekπkf − f,Ekπkf − f)1/2
≤
(
2
∫
Bj
(f(x)− Ekπkf(x))2
(∫
Bj
C(k)(x, y)1{ρ(x,y)>δ}m(dy)
)
m(dy)
)1/2
≤ c(j, δ) ‖f − Ekπkf‖2, (5.7)
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which goes to 0 as k →∞ by Lemma 4.1(iv). Note that for large k and small δ,
E(k)j,δ (Ekπkf,Ekπkf) =
∫
Bj×Bj
(Ekπkf(x)− Ekπkf(y))2C(k)(x, y)1{ρ(x,y)>δ}m(dx)m(dy)
=
1
2
∑
(z,w)∈Vk×Vk
(πkf(z)− πkf(w))2 1
mk(z)mk(w)
∫
Uk(z)
j(ξ, Uk(w))m(dξ) ×
×
∫
(Bj×Bj)∩(Uk(z)×Uk(w))
1{ρ(x,y)>δ}m(dx)m(dy) (5.8)
and
Ej,δ(Ekπkf,Ekπkf) = 1
2
∫
Bj×Bj
(Ekπkf(x)− Ekπkf(y))2j(x, y)1{ρ(x,y)>δ}m(dx)m(dy)
=
1
2
∑
(z,w)∈Vk×Vk
(πkf(z)− πkf(w))2
∫
(Bj×Bj)∩(Uk(z)×Uk(w))
j(x, y)1{ρ(x,y)>δ}m(dx)m(dy)(5.9)
Since summands in (5.8) and (5.9) are same except the case ρ(x, y) small and y is near the boundary
of Bj, it is easy to see that there exists k0 = k0(δ) > 0 and c > 0 such that for k ≥ k0,∣∣∣E(k)j,δ (Ekπkf,Ekπkf)− Ej,δ(Ekπkf,Ekπkf)∣∣∣
≤ 2
∫
Bj×{j−c
1
k
<ρ(y,x0)<j+c
1
k
}
(Ekπkf(x)−Ekπkf(y))2j(x, y)1{ρ(x,y)>δ−c 1
k
}m(dx)m(dy)
+
∫
Bj+1×Bj+1
(Ekπkf(x)− Ekπkf(y))2j(x, y)1{δ+c 1
k
>ρ(x,y)>δ−c 1
k
}m(dx)m(dy)
≤ 2(2M1)2
∫
Bj×{j−c
1
k
<ρ(y,x0)<j+c
1
k
}
j(x, y)1{ρ(x,y)>δ−c 1
k
}m(dx)m(dy)
+(2M1)
2
∫
Bj+1×Bj+1
j(x, y)1{δ+c 1
k
>ρ(x,y)>δ−c 1
k
}m(dx)m(dy),
which goes to zero as k goes to ∞. Therefore
lim
k→∞
∣∣∣E(k)j,δ (Ekπkf,Ekπkf)− Ej,δ(f, f)∣∣∣
≤ c(M1, j, δ, f) lim
k→∞
∣∣∣E(k)j,δ (Ekπkf,Ekπkf)1/2 − Ej,δ(f, f)1/2∣∣∣
≤ c(M1, j, δ, f) lim
k→∞
∣∣∣Ej,δ(Ekπkf,Ekπkf)1/2 − Ej,δ(f, f)1/2∣∣∣
≤ c(M1, j, δ, f) lim
k→∞
Ej,δ(Ekπkf − f,Ekπkf − f)1/2
≤ c(M1, j, δ, f) lim
k→∞
(∫
Bj×Bj
((f − Ekπkf)(x)− (f − Ekπk)f(y))2j(x, y)1{ρ(x,y)>δ}m(dx)m(dy)
)1/2
≤ c(M1, j, δ, f) lim
k→∞
(∫
Bj
(f(x)− Ekπkf(x))2
(∫
Bj
j(x, y)1{ρ(x,y)>δ}m(dy
)
m(dx)
)1/2
≤ c(M1, j, δ, f) lim
k→∞
‖f − Ekπkf‖2 = 0. (5.10)
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This combined with (5.7) shows that limk→∞ E(k)j,δ (f, f) = Ej,δ(f, f) for any f ∈ L2b(M).
The monotonicity property of (A4)(ii) (with 2k instead of k) is an immediate consequence of
(AG.4) and (5.4). So we have established (A4).
Remark 5.5 For any f ∈ L2b(M) with ‖f‖∞ ≤ M1, j ≥ 1 and δ > 0, computing similarly to
(5.10), we have∣∣∣‖L(k)j,δ f‖2,Bj − ‖L(k)j,δEkπkf‖2,Bj ∣∣∣ ≤ ∣∣∣‖L(k)j,δ (f − Ekπkf)‖2,Bj ∣∣∣ ≤ c(j, δ) ‖f − Ekπkf‖2.
which goes to 0 as k →∞ by Lemma (4.1) (iv). Moreover, by Lemma 4.7 (i) (ii),
lim
k→∞
∣∣∣‖Lj,δf‖2,Bj − ‖Lj,δEkπkf‖2,Bj ∣∣∣ ≤ ∣∣∣‖Lj,δ(f − Ekπkf)‖2,Bj ∣∣∣
≤ lim
k→∞
c(j, δ) ‖f − Ekπkf‖2 = 0
Thus, to show (A4)∗ (ii), it is enough to show that
lim sup
k→∞
|‖L(k)j,δEkπkf‖22,Bj − ‖Lj,δEkπkf‖22,Bj | = 0. (5.11)
6 Tightness and weak convergence under convergence-in-measure
topology
In some of the applications, we need the convergence-in-measure topology on DM∂ [0, 1] and on
DM [0, 1] , which was introduced in [11] and is weaker than the Skorohod topology. This convergence-
in-measure topology is also called pseudo-path topology in literature, see [24, Lemma 1].
Let λ be the Lebesgue measure on [0, 1]. For a M∂-valued Borel function on [0, 1], the pseudo-
path of w is a probability law on [0, 1]×M∂ : the image measure of λ under the mapping t 7→ (t, w(t)).
Denote by Ψ the mapping which associates to a path w its pseudo-path, which identifies two paths
if and only if they are equal λ-a.e. on [0, 1]. In particular, Ψ is one-to-one on DM∂ [0, 1] and embeds
it into the compact space of all probability measures on the compact space [0, 1]×M∂ . Meyer gave
the name of the pseudo-path topology to the induced topology on DM∂ [0, 1]. (See [11, chapter IV,
n 40-46] for more details.) Theorem 5 of [24] tells us that if the law of {Xk, k ≥ 1} is tight in
DM∂ [0, 1] equipped with pseudo-path topology, then there is a subsequence {nk} and a subset A
of [0, 1] having zero Lebesgue measure so that Xnk convergence in finite dimensional distribution
on [0, 1] \ A.
Tightness of stochastic processes on DM∂ [0, 1] (respectively, on DM [0, 1]) equipped with the
convergence-in-measure topology is closely related to the number of crossing between two disjoint
sets by the stochastic processes (see [24]). The latter has been investigated in [7, 22].
Proposition 6.1 Assume that (A.2), (A.3) and (A.4)(i)(iii) hold. Then for every ϕ ∈ C+c (M),
the law {P(k)ϕ , k ≥ 1} is tight on DM∂ [0, 1] equipped with the convergence-in-measure topology.
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Proof. Let D1 and D2 be two relatively compact open subsets in M with disjoint closure. By
(A.3), there is some f ∈ Lipc(M) ⊂ F so that f = 1 in an open neighborhood of D2 and f = 0
in an open neighborhood of D1. Then for k sufficiently large, πkf = 1 on Vk ∩D2 and πkf = 0 on
Vk ∩D1. Let N (k) be the number of crossings by X(k) from D1 into D2. By [7, Theorem in page
69], if g ∈ F (k) such that g = 1 on D2 ∩ Vk and g = 0 on D1 ∩ Vk, then
E
(k)
ϕ·mk [N
(k)] ≤ 2‖ϕ‖∞ E(k)(g, g). (6.1)
It follows from Lemma 4.4 that
sup
k≥1
E
(k)
ϕ·mk [N
(k)] <∞.
Since the above holds for every pair of relatively compact open subsets in M with disjoint closure,
we conclude by [24, Theorem 2] and a diagonal selection procedure that the law {P(k)ϕ , k ≥ 1} is
tight on DM∂ [0, 1] equipped with the convergence-in-measure topology.
Theorem 6.2 Assume that either (3.5) of (A1) and (A2)–(A4) hold, or (A.2), (A.3)∗ and
(A.4)∗ hold. Then for every ϕ ∈ C+c (M), {(X(k), P(k)ϕ ); k ≥ 1} converges weakly to (X, Pϕ) on
DM∂ [0, 1] equipped with the convergence-in-measure topology, where X is the Hunt process associated
with (E ,F).
Proof. First, note that conditions (A.3)∗ and (A.4)∗ are stronger than conditions (A.3) and
(A.4)(i)(iii). So, by Proposition 6.1, for any subsequence {nk; k ≥ 1}, there exists a sub-subsequence
{n′k; k ≥ 1} such that {(X(n
′
k), P
(n′k)
ϕ ); k ≥ 1} converges weakly on DM∂ [0, 1] equipped with the
convergence-in-measure topology to a law of say P˜. Thus by [24, Theorem 5], we may assume
without loss of generality that there is a subset A ⊂ [0, 1] of zero Lebesgue measure so that
{(X(n′k), P(n
′
k)
ϕ ); k ≥ 1} converges in finite dimension over the time interval [0, 1] \ A to that of P˜.
Let Ptf(x) := Ex[f(Xt)] and P
(k)
t g(x) := E
(k)
x [g(X
(k)
t )]. By Theorem 4.6 or Theorem 4.8, we know
that (E(k),F (k)) is Mosco convergent to (E ,F). So by Theorem 8.2 (ii), EkP (k)t πkf converges to Ptf
in L2(M,m). This implies by the Markov property that, for any l ≥ 1, {h1, · · · , hl} ⊂ Cc(M ;m)
and 0 ≤ t1 < t2 < · · · < tl,
lim
k→∞
E
(k)
ϕ·mk
[
πkh1(X
(k)
t1 ) · · · πkhl(X
(k)
tl
)
]
= Eϕ·m [h1(Xt1) · · · hl(Xtl)] .
Thus the finite dimensional distribution under P˜ over the time interval [0, 1] \ A is the same as
that of (X, Pϕ). Since both laws P˜ and Pϕ are carried on DM∂ [0, 1], it follows that P˜ has the same
distribution as the law of (X, Pϕ). Since this holds for any subsequence {nk; k ≥ 1}, we obtain the
desired result.
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7 Application to random walk in random conductance
In this section, we present application of Theorem 4.8 to the scaling limit of some random walk in
random conductance.
Throughout this subsection, M = Rd and m be a d-dimensional Lebesgue measure. Also, let
Vk = k
−1
Z
d and mk(x) = k
−d for all x ∈ Vk.
Let j(x, y) be a symmetric non-negative continuous function of x and y on Rd × Rd \ d̂ such
that there exist α, β ∈ (0, 2), α > β and positive κ1, κ2 such that
κ1|y − x|−d−β ≤ j(x, y) ≤ κ2|y − x|−d−α for |y − x| < 1 (7.1)
and
sup
(x,y)∈Rd×Rd
|y−x|≥1
j(x, y) ≤ κ0 <∞ and sup
x∈Rd
∫
{|y−x|≥1}
j(x, y)m(dx) <∞. (7.2)
Set the Dirichlet form (E ,F) which is defined by (4.5) with J(dx, dy) = j(x, y)m(dx)m(dy) where
j(x, y) defined in (7.1)–(7.2). Finally we assume (A3) is true. i.e., Lipc(M) is dense in (F , E(·, ·)+
‖ · ‖22). Then, by [9, Propostion 2.2] and its proof, the Dirichlet form (E ,F) is regular on Rd and so
it associates a Hunt process X starting from quasi-everywhere in Rd. Moreover X is conservative
since (4.6) holds.
Proposition 7.1 (i) Suppose d ≥ 2. Let {ξx,y}x,y∈Zd,x 6=y be i.i.d. on (Ω,A,P) such that 0 ≤ ξx,y,
E[ξx,y] = 1 and Var (ξx,y) <∞. Let
C(k)(x, y) := ξkx,kyj(x, y) for x, y ∈ Vk. (7.3)
Let (E(k),F (k)) be defined as in (3.2) and define the Markov chain corresponding to E(k) by X(k)t .
Let X be the Hunt process corresponding to (E ,F) which is defined by (4.5) with J(dx, dy) =
j(x, y)m(dx)m(dy) where j(x, y) defined in (7.1)–(7.2). Define T
(k)
t and Tt as the semigroups
corresponding to X(k) and X respectively. Then, EkT
(k)
t πk → Tt strongly in L2(Rd,m) P-a.s. and
the convergence is uniform in any finite interval of t ≥ 0. Moreover, (X(k),P(k)ϕ ) converges weakly
to (X,Pϕ) on DM∂ [0, 1] equipped with convergence-in-measure topology P-a.s..
(ii) Assume further that 0 ≤ ξx,y ≤ C P-a.s. for some deterministic constant C > 0. Then for
any positive function ϕ ∈ Cc(M), {(X(k), P(k)ϕ ); k ≥ 1} converges weakly to (X, Pϕ) on DM∂ [0, 1]
equipped with the Skorohod topology P-a.s..
Proof. (i) Note first that since, by (7.2)
E[
∑
y∈Vk
C(k)(x, y)mk(y)] ≤ κ2
∑
y∈Vk,|x−y|<1
k−d|x− y|−d−α +
∑
y∈Vk,|x−y|≥1
k−dj(x, y) <∞,
we have
∑
y∈Vk
C(k)(x, y)mk(y) <∞ P-a.s., so (3.3) holds. Thus, by Theorem 3.1, (E(k),F (k)) is a
regular Dirichlet form. In order to prove the first assertion of (i), by Theorem 4.8, Theorem 5.1 and
Theorem 8.2, it is enough to prove (A2), (A3)∗ and (A4)∗ P-a.s.. Recall that we assume (A3).
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Moreover, (A3)∗(ii) is true by the continuity of j(x, y). Furthermore, by symmetry of j(x, y) and
(7.1)–(7.2), one can easily see that (A2) is true. So, we will prove (A4)∗ below.
We first show (4.10). Let η ≤ 1. Note that, by (7.1)∫ ∫
{(x,y)∈K×K:|x−y|≤η}
|x− y|2C(k)(x, y)m(dx)m(dy) ≤ κ2k−2d
∑
x,y∈Vk∩K
|x−y|≤η
|x− y|2ξkx,ky
|x− y|d+α =: κ2k
−2dHk.
Since |x− y| ≥ k−1 when x 6= y, setting 2− α = ε,
Var (Hk) =
∑
x,y∈Vk∩K
|x−y|≤η
|x− y|2(2−d−α)Var (ξkx,ky) ≤ c1k3d · k−2d
∑
x,y∈Vk∩K
|x−y|≤η
|x− y|−d+2ε ≤ c2k3dm(K)ηε.
So,
P(k−2d |Hk −E[Hk]| ≥ ηε/2) ≤ κ22
Var (Hk)
k4dηε
≤ c3
kd
,
and using the Borel-Cantelli Lemma, we have lim supk k
−2d|Hk −E[Hk]| ≤ ηε/2 P-a.s., so
lim
η→0
lim sup
k→∞
k−2d|Hk −E[Hk]| = 0.
On the other hand, by (7.1)
lim sup
k→∞
k−2dE[Hk] ≤ κ2 lim sup
k→∞
k−2d
∑
x,y∈Vk∩K
|x−y|≤η
|x− y|(2−d−α)E[ξkx,ky]
= κ2 lim sup
k→∞
k−2d
∑
x,y∈Vk∩K
|x−y|≤η
|x− y|2−d−α ≤ cm(K)η(2−α)/2,
which vanishes when η → 0, so we obtain (4.10) P-a.s..
We next show (4.11). Note that∫
K
∫
Bcj
C(k)(x, y)m(dx)m(dy) = k−2d
∑
y∈Vk∩K
∑
x∈Vk∩B
c
j
ξkx,kyj(x, y) =: k
−2dH ′k.
Then, for j ≥ j0 where K ⊂ Bj0−1, by (7.2) we have
k−2dVar (H ′k) = k
−2d
∑
x∈Vk∩B
c
j
y∈Vk∩K
Var (ξkx,ky)j(x, y)
2
≤ ck−2d
∑
x∈Vk∩B
c
j
y∈Vk∩K
j(x, y) ≤ c k−2d
∑
x∈Vk:|x−y|>j−j0
y∈Vk∩K
j(x, y) =: c akj
Thus,
P(k−2d(akj )
−1/2
∣∣H ′k −E[H ′k]∣∣ ≥ 1) ≤ Var (H ′k)k4dakj ≤ ck2d ,
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and using the Borel-Cantelli Lemma, we have lim supk k
−2d(akj )
−1/2|H ′k −E[H ′k]| ≤ 1 P-a.s.. Since
akj converges to
aj :=
∫
K
∫
{|x−y|>j−j0}
j(x, y)m(dx)m(dy) ∈ (0,∞)
by continuity of j(x, y) and (7.2), we have
lim
j→∞
lim sup
k→∞
k−2d|H ′k −E[H ′k]| = (lim sup
k→∞
k−2d(akj )
−1/2|H ′k −E[H ′k]|) lim
j→∞
√
aj ≤ lim
j→∞
√
aj = 0.
In the last equality above, we have used (7.2). On the other hand, by similar computation we have
lim
j→∞
lim sup
k→∞
k−2dE[H ′k] ≤ c lim
j→∞
aj = 0
We have proved (4.11).
For the remainder part of the proof, we fix δ, j > 0. We now show (A4)∗ (iii).
Let h be a bounded and continuous function in Bj × Bj. By the continuity and boundedness
of h(x, y) and j(x, y) on Bj ×Bj \ d̂, we have
lim
k→∞
k−2d
∑
x,y∈Vk∩Bj
|x−y|>δ
h(x, y)j(x, y) =
∫
Bj×Bj
h(x, y)1{|x−y|>δ} j(x, y)m(dx)m(dy), (7.4)
so it is enough to show
lim
k→∞
k−2d
∑
x,y∈Vk∩Bj
|x−y|>δ
h(x, y)(ξkx,ky − 1)j(x, y) = 0 P-a.s.. (7.5)
Using (7.1)–(7.2), we have,
P
(
k−2d
∣∣∣ ∑
x,y∈Vk∩Bj
|x−y|>δ
h(x, y)(ξkx,ky − 1)j(x, y)
∣∣∣ > ε1/2)
≤ c1 1
k4dε
Var
( ∑
x,y∈Vk∩Bj
|x−y|>δ
h(x, y)(ξkx,ky − 1)j(x, y)
)
≤ c2 1
k2dε
Var (ξkx,ky)
( 1
k2d
∑
x,y∈Vk∩Bj
|x−y|>δ
h(x, y)2|x− y|−2d−2α
)
≤ cδ,j
k2dε
,
so using the Borel-Cantelli Lemma, computing similarly as before, we obtain (7.5).
Lastly, we show (A4)∗ (ii). Fix f ∈ Lipc(M). Note that
L(k)j,δ f(x) =
1
kd
∑
y∈Vk∩Bj
|x−y|>δ
(f(y)− f(x))j(x, y) + 1
kd
∑
y∈Vk∩Bj
|x−y|>δ
(ξkx,ky − 1)(f(y)− f(x))j(x, y)
=: I
(k)
1 (x) + I
(k)
2 (x).
29
One can easily see that ‖I(k)1 − Lj,δf‖2 → 0 as k → ∞. Indeed, by the continuity and bound-
edness of j and f , it is clear that limk→∞ I
(k)
1 (x) = Lj,δf(x) for all x and |I(k)1 (x)| ≤ C for large
C. Thus the bounded convergence theorem can be applied. So all we need is to show ‖I(k)2 ‖2 → 0
P-a.s. as k →∞. Since
E[‖I(k)2 ‖22] = k−2dE
[ ∫
Bj
( ∑
y∈Vk∩Bj
|x−y|>δ
(ξkx,ky − 1)(f(y)− f(x))j(x, y)
)2
m(dx)
]
= k−2d
∫
Bj
∑
y∈Vk∩Bj
|x−y|>δ
(f(x)− f(y))2Var (ξkx,ky)j(x, y)2m(dx)
= ck−d
∫
Bj
∑
y∈Vk∩Bj
|x−y|>δ
(f(x)− f(y))2j(x, y)2mk(y)m(dx) ≤ cf,δ,jk−d,
computing similarly as before,
P(‖I(k)2 ‖22 > ε) ≤ ε−1E[‖I(k)2 ‖22] ≤
cf,δ,j
εkd
. (7.6)
So using the Borel-Cantelli Lemma, ‖I(k)2 ‖2 → 0 P-a.s. for d ≥ 2. The weak convergence follows
from Theorem 6.2.
(ii) Using (7.1)–(7.2), it is easy to show that (A1) holds P-a.s., and X is conservative. Thus,
by Theorem 4.8 and Theorem 5.3, we obtain the desired result.
More concretely, we have the following example.
Example 7.2 Let φ : R+ → R+ be a strictly increasing, continuous function such that φ(0) = 0
and for all 0 < r < R <∞,
c1
(
R
r
)α1
≤ φ(R)
φ(r)
≤ c2
(
R
r
)α2
and
∫ r
0
s
φ(s)
ds ≤ c3 r
2
φ(r)
.
Here 0 < α1 ≤ α2 ≤ 2. Assume that there exists ψ : R+ → R+ a strictly increasing, continuous
function with ψ(0) = 0 such that
lim
k→∞
φ(k)
φ(kr)
=
1
ψ(r)
for every r > 0. (7.7)
(i) Let {ξxy}x,y∈Zd,x 6=y be i.i.d. on (Ω,F ,P) such that 0 ≤ ξxy, E[ξxy] = 1 and Var (ξxy) <∞. Let
C(x, y) =
ξxy
|x−y|dφ(|x−y|)
for x, y ∈ Zd, and define instead of (7.3),
C(k)(x, y) := kdφ(k)C(kx, ky) =
ξkx,kyφ(k)
|x− y|dφ(k|x− y|) for x, y ∈ Vk.
Then the claim of Proposition 7.1(i) holds, where X
(k)
t := k
−1X
(1)
φ(k)t and X is the Hunt process
where the jump kernel of the Dirichlet form is j(x, y) = (|x− y|dψ(|x− y|))−1.
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(ii) Assume further that 0 ≤ ξxy ≤ C1 for some deterministic constant C1 > 0. Then the claim of
Proposition 7.1(ii) holds.
Proof. The proof of Proposition 7.1 works line by line by plugging φ(k)
|x−y|dφ(k|x−y|)
into j(x, y). Note
that instead of (7.4), the following holds by using (7.7),
lim
k→∞
k−2d
∑
x,y∈Vk∩Bj
|x−y|>δ
h(x, y)
φ(k)
|x− y|dφ(k|x− y|) =
∫
Bj×Bj
h(x, y)
1{|x−y|>δ}
|x− y|dψ(|x − y|)m(dx)m(dy).
Given this equality, we can obtain (A4)∗ (iii) by the same way as that of Proposition 7.1.
Remark 7.3 (i) For the case of d = 1, the only constraint is that the right hand side of (7.6) is not
summable. We can however obtain the corresponding results (strong convergence of the semigroup
and weak convergence) for any subsequence {nk} such that
∑
k 1/nk <∞.
(ii) The most typical case in the Example 7.2 is to take φ(r) = rα. Then X
(k)
t = k
−1X
(1)
kαt. Thus
Theorem 7.1 says that, if d ≥ 2, 0 ≤ ξx,y, E[ξx,y] = 1 and Var (ξx,y) < ∞, then for any positive
function ϕ ∈ Cc(M), {(k−1X(1)kαt, P(k)ϕ ); k ≥ 1} converges weakly to (X,Pϕ) on DM∂ [0, 1] equipped
with the convergence-in-measure topology P-a.s., which in particular implies the finite dimensional
convergence. Assume further that 0 ≤ ξx,y ≤ C P-a.s., {(k−1X(1)kαt, P
(k)
ϕ ); k ≥ 1} converges weakly
to (X, Pϕ) on DM∂ [0, 1] equipped with the Skorohod topology P-a.s..
(iii) As mentioned in the introduction, one cannot obtain the a priori Ho¨lder estimates of caloric
functions in general (see [1, Theorem 1.9]).
(iv) It would be very nice if one can prove the Mosco convergence for random walk on long range
percolation. Unfortunately, (A4)∗(ii) does not hold for the corresponding generator, so we cannot
apply Theorem 4.8 for this model. We note that the heat kernel bounds are obtained recently in
[10] for random walk on the long range percolation.
8 Appendix
This appendix contains several equivalence conditions for generalized Mosco convergence that was
first obtained in [17, Theorem 2.5] (appeared earlier in author’s thesis [16]). In fact, a similar and
more general form of such equivalence conditions for generalized Mosco convergence was discussed
in [21] independently. Since we are using a minor modified version of [17, Theorem 2.5] and only
the proof of (i) =⇒ (iv) is given in [17], we give full details for readers’ convenience. We believe
that, even if the version in [21] is quite general, our version in this paper is quite simple, and it is
applicable to many cases.
For k ≥ 1, (Hk, 〈·, ·〉k) and (H, 〈·, ·〉) are Hilbert spaces with the corresponding norms ‖ · ‖k and
‖ · ‖. Suppose that (a(k),D(a(k))) and (a,D(a)) are densely defined closed symmetric bilinear forms
on H(k) and H, respectively. We extend the definition of a(k)(u, u) to every u ∈ H(k) by defining
a(k)(u, u) =∞ for u ∈ Hk \ D[a(k)]. Similar extension is done for a as well.
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We assume throughout this section that for each k ≥ 1, there is a bounded linear operator
Ek : Hk →H such that πk := E∗k is a left inverse of Ek, that is,
〈πkf, fk〉k = 〈f,Ekfk〉 and πkEkfk = fk for every f ∈ H, fk ∈ Hk. (8.1)
Moreover we assume that πk : H → Hk satisfies the following two conditions
sup
k≥1
‖πk‖ <∞, (8.2)
where ‖πk‖ denotes the operator norm of πk, and
lim
k→∞
‖πkf‖k = ‖f‖ for every f ∈ H, (8.3)
Let ‖Ek‖ denote the operator norm of Ek : H(k) → H. Note that 〈Ekfk, Ekgk〉 = 〈fk, gk〉k for
every fk, gk ∈ Hk, k ≥ 1 and so clearly
‖Ek‖ ≡ 1 and ‖Ekfk‖ = ‖fk‖k for every fk ∈ Hk, k ≥ 1. (8.4)
Definition 8.1 Under the above setting, we say that the closed bilinear form ak is Mosco-convergent
to a in the generalized sense if
(i) If vk ∈ Hk, u ∈ H and Ekvk → u weakly in H, then
lim inf
k→∞
a(k)(vk, vk) ≥ a(u, u).
(ii) For every u ∈ H, there exists uk ∈ Hk such that f ∈ H Ekuk → u strongly in H and
lim sup
k→∞
a(k)(uk, uk) ≤ a(u, u).
Let
{
T
(k)
t , t ≥ 1
}
and
{
G
(k)
λ , λ > 0
}
be the strongly continuous symmetric contraction semigroup
and the resolvent associated with (a(k),D(a(k))). The infinitesimal generator of {T (k)t , t ≥ 1}
(equivalently, of (a(k),D(a(k)))) will be denoted by Ak. Similarly, the semigroup, resolvent and
infinitesimal generator associated with (a,D(a)) will be denoted by {Tt, t ≥ 0}, {Gλ, λ > 0} and A
respectively.
Theorem 8.2 Under the above setting, the followings are equivalent.
(i) a(k) is Mosco-convergent to a in the generalized sense;
(ii) EkT
(k)
t πk → Tt strongly in H and the convergence is uniform in any finite interval of t ≥ 0;
(iii) For each f ∈ C0, there exists {fk}k≥1 such that fk ∈ D[A(k)], Ekfk → f and EkA(k)fk → Af
in H;
(iv) EkG
(k)
λ πk → Gλ strongly in H for every λ > 0.
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Proof. Let M0 := supk≥1 ‖πk‖. Note that, by polarization identity and (8.3), we have
lim
k→∞
〈πku, πkv〉k = 〈u, v〉, for all u, v ∈ H. (8.5)
By (8.1)-(8.4), we see that for every f ∈ H and fk ∈ Hk,
lim
k→∞
‖fk − πkf‖2k = lim
k→∞
(‖fk‖2k − 2〈fk, πkf〉k + ‖πkf‖2k)
= lim
k→∞
(‖Ekfk‖2 − 2〈Ekfk, f〉+ ‖f‖2) = lim
k→∞
‖Ekfk − f‖2.
Therefore
lim
k→∞
∥∥∥T (k)t πkf − πkTtf∥∥∥
k
= lim
k→∞
∥∥∥EkT (k)t πkf − Ttf∥∥∥ (8.6)
for every f ∈ H and
lim
k→∞
∥∥∥G(k)λ πkf − πkGλf∥∥∥
k
= lim
k→∞
∥∥∥EkG(k)λ πkf −Gλf∥∥∥ (8.7)
for every f ∈ H and λ > 0.
(ii) ⇐⇒ (iii) : It is a special case of Theorem 1.6.1 in [12].
(ii) ⇐⇒ (iv) : This can be proved using similar argument in the proof of Theorem 3.4.2 and
Lemma 3.4.1 in [26]. We give a sketch here. Similar to Lemma 3.4.1 in [26], one can check the
following
EkG
(k)
λ
(
πkTt − T (k)t πk
)
Gλf =
∫ t
0
EkT
(k)
t−s
(
πkG
(k)
λ −Gλπk
)
Tsfds (8.8)
for f ∈ H and λ > 0. We first prove that (iv) implies (ii).
(ii) ⇐= (iv) : We assume (iv) is true. Fix λ > 0 and T > 0, If f ∈ H and 0 ≤ t ≤ T ,∥∥∥(EkT (k)t πk − Tt)Gλf∥∥∥
≤
∥∥∥EkT (k)t (πkGλ −G(k)λ πk) f∥∥∥+ ∥∥∥EkG(k)λ (T (k)t πk − πkT (t)) f∥∥∥+ ∥∥∥(EkG(k)λ πk −Gλ)Ttf∥∥∥
= I1 + I2 + I3.
I1 + I3 goes to 0 uniformly on [0, t] as k → ∞ by (iv) and (8.7). If f ∈ D[A], the domain of A,
there exists g ∈ H such that f = Gλg. Since∥∥∥EkT (k)t−s (πkGλTs −G(k)λ πkTs) g∥∥∥ ≤M0 ‖GλTsg‖+ ∥∥∥G(k)λ πkTsg∥∥∥ ≤ 2M0λ ‖g‖,
by (8.8) and Lebesgue’s dominated convergence theorem, we have
I2 ≤
∫ t
0
∥∥∥EkT (k)t−s (πkGλTs −G(k)λ πkTs) g∥∥∥ ds
≤
∫ t
0
∥∥∥πkGλTsg −G(k)λ πkTsg∥∥∥
k
ds→ 0
uniformly on [0, T ] as k →∞ by (iv) and (8.7). Since A is densely defined, the above implies that
(ii) is true.
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(ii) =⇒ (iv): Assume now that (ii) holds. Then for λ > 0 and f ∈ H,∥∥∥EkG(k)λ πkf −Gλf∥∥∥ ≤ ∫ ∞
0
e−λt
∥∥∥(EkT (k)t πk − Tt) f∥∥∥ dt→ 0 as k →∞.
(iv) =⇒ (i) : Let
aλ(u, v) := λ 〈u− λGλu, v〉 for u, v ∈ H
and
a
(k)
λ (uk, vk) := λ
〈
uk − λGkλuk, vk
〉
k
for uk, vk ∈ Hk.
It is well known that aλ(u, u) and a
(k)
λ (uk, uk) are non-decreasing, and limλ→∞ aλ(u, u) = a(u, u)
and limλ→∞ a
(k)
λ (uk, uk) = a
k(uk, uk) for every u ∈ H and uk ∈ Hk.
Assume (iv) is true. By (8.7) and (8.3),
lim
k→∞
∥∥∥(Gkλπk − πkGλ) f∥∥∥
k
= lim
k→∞
∥∥∥EkGkλπkf −Gλf∥∥∥ = 0, lim
k→∞
∥∥∥Gkλπkf∥∥∥
k
= ‖Gλf‖ (8.9)
for every f ∈ H and λ > 0. Since
|λ〈πku− λGkλπku, πku〉k − λ〈u− λGλu, u〉 |
≤ λ2 ‖ (Gkλπk − πkGλ)u ‖k ‖πku ‖k + λ | 〈πk(u− λGλu), πku〉k − 〈u− λGλu, u〉 |,
by (8.2), (8.5) and (8.9) we have
lim
k→∞
a
(k)
λ (πku, πku) = aλ(u, u) for λ > 0. (8.10)
Suppose vk ∈ Hk, u ∈ H and Ekvk converges weakly to u in H. By (8.1) and (8.5)
lim
k→∞
|〈vk − πku, πkg〉k| for every g ∈ H. (8.11)
We also have
lim
k→∞
〈vk, πku〉k = ‖u‖2, sup
k≥1
‖vk‖k <∞ and lim inf
k→∞
‖vk‖k ≥ ‖u‖.
Note that
ak(vk, vk) ≥ a(k)λ (vk, vk) ≥ a(k)λ (πku, πku) + 2λ〈πku− λGkλπku, vk − πku〉k.
Since, by (iv) and (8.11),
| 〈πku− λGkλπku, vk − πku〉k | ≤ | 〈πku, vk − πku〉k |
+λ | 〈πkGλu, vk − πku〉k |
+λ ‖Gkλπku− πkGλu ‖k (‖ vk ‖k + ‖πku ‖k),
goes to 0 as k →∞ , we have by (8.10),
lim inf
k→∞
ak(vk, vk) ≥ lim inf
k→∞
a
(k)
λ (vk, vk) ≥ lim infk→∞ a
(k)
λ (πku, πku) = aλ(u, u).
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Letting λ→∞, we obtain
lim inf
k→∞
ak(vk, vk) ≥ a(u, u).
Now we suppose u ∈ D[a] and show (ii) in Definition 8.1. First note that, by (iv),
lim
λ→∞
λ lim
k→∞
EkG
k
λπku = lim
λ→∞
λGλu = u, in H.
Thus, by (8.10) and the monotonicity of a
(k)
λ , we can choose an increasing sequence {λk}k≥1 such
that
lim
k→∞
λk =∞, lim
k→∞
λkEkG
k
λk
πku = u in H and lim
k→∞
ak(λk)(πku, πku) ≤ a(u, u) <∞.
For k ≥ 1, let uk := λkGkλkπku ∈ Hk and note that Ekuk → u in H. Since
ak(λk)(πku, πku) = a
k(uk, uk) + λk‖uk − πku‖2k = ak(uk, uk) + λk‖Ekuk − u‖2,
we conclude that
a(u, u) ≥ lim sup
k→∞
ak(uk, uk).
(i) =⇒ (iv) : Suppose (i) is true. Fix λ > 0 and assume f ∈ H. Since
sup
k≥1
‖EkG(k)λ πk‖ ≤
M0
λ
<∞,
there exists a subsequence of
{
EkG
(k)
λ πkf
}
k≥1
, still denoted
{
EkG
(k)
λ πkf
}
k≥1
, such that EkG
(k)
λ πkf
converges weakly in H to some u˜ in H. So by Definition 8.1(i)
lim inf
k→∞
(
a(k)(G
(k)
λ πkf, G
(k)
λ πkf) + λ
∥∥∥G(k)λ πkf∥∥∥2
k
)
≥ a(u˜, u˜) + λ ‖u˜‖2 . (8.12)
By (8.1) and (8.12),
a(u˜, u˜) + λ ‖u˜‖2 − 2〈f, u˜〉
≤ lim inf
k→∞
(
a(k)(G
(k)
λ πkf,G
(k)
λ πkf) + λ
∥∥∥G(k)λ πkf∥∥∥2
k
)
− 2 lim
k→∞
〈f,EkG(k)λ πkf〉
≤ lim inf
k→∞
(
a(k)(G
(k)
λ πkf,G
(k)
λ πkf) + λ
∥∥∥G(k)λ πkf∥∥∥2
k
− 2〈πkf,G(k)λ πkf〉k
)
(8.13)
≤ lim sup
k→∞
(
a(k)(G
(k)
λ πkf,G
(k)
λ πkf) + λ
∥∥∥G(k)λ πkf∥∥∥2
k
− 2〈πkf,G(k)λ πkf〉k
)
. (8.14)
For arbitrary v ∈ H, by Definition 8.1(ii), there exist vk ∈ Hk such that
lim
k→∞
‖vk‖k = ‖v‖, lim
k→∞
〈Ekvk, f〉 = 〈v, f〉 and lim sup
k→∞
a(k)(uk, uk) ≤ a(u, u). (8.15)
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Since G
(k)
λ πkf is the unique minimizer of a
(k)( · , · )+λ ‖ · ‖2k−2〈πkf, · 〉k over Hk for each k ≥ 1,
(8.14) is less than or equals to
lim sup
k→∞
a(k)(vk, vk) + λ lim sup
k→∞
‖vk‖2k − 2 lim inf
k→∞
〈πkf, vk〉k,
By (8.15), the above is less than or equals to a(v, v) + λ ‖v‖2− 2〈f, v〉. Therefore u˜ = Gλf because
Gλf is the unique minimizer of a( · , · ) + λ ‖ · ‖2 − 2〈f, · 〉 over H.
On the other hand, by (i) there exists wk ∈ Hk such that
lim
k→∞
‖Ekwk −Gλf‖ = 0 and lim
k→∞
a(k)(wk, wk) = a(Gλf, Gλf).
So by (8.12), the second equation above and the unique minimizer argument used above, we have
λ lim sup
k→∞
∥∥∥∥G(k)λ πkf − πkfλ
∥∥∥∥2
k
≤ lim sup
k→∞
(
a(k)(wk, wk)− a(k)(G(k)λ πkf, G(k)λ πkf) + λ
∥∥∥∥wk − πkfλ
∥∥∥∥2
k
)
≤ lim sup
k→∞
a(k)(wk, wk)− lim inf
k→∞
a(k)(G
(k)
λ πkf, G
(k)
λ πkf) + λ lim sup
k→∞
∥∥∥∥wk − πkfλ
∥∥∥∥2
k
≤ λ lim sup
k→∞
∥∥∥∥wk − πkfλ
∥∥∥∥2
k
.
Combining the above inequality with
lim
k→∞
〈G(k)λ πkf, πkf〉k = 〈Gλf, f〉 and limk→∞ |〈πkf,wk〉k − 〈f,Gλf〉| = 0,
we obtain
lim sup
k→∞
‖G(k)λ πkf‖k
= lim sup
k→∞
∥∥∥∥G(k)λ πkf − πkfλ
∥∥∥∥2
k
+ 2 lim
k→∞
〈G(k)λ πkf, πkf〉k − limk→∞
∥∥∥∥πkfλ
∥∥∥∥2
k
≤ lim sup
k→∞
∥∥∥∥wk − πkfλ
∥∥∥∥2
k
+ 2 lim
k→∞
〈G(k)λ πkf, πkf〉k − limk→∞
∥∥∥∥πkfλ
∥∥∥∥2
k
≤ lim sup
k→∞
∥∥∥∥wk − πkfλ
∥∥∥∥2
k
+ 2 lim
k→∞
〈wk, πkf〉k − lim
k→∞
∥∥∥∥πkfλ
∥∥∥∥2
k
= lim sup
k→∞
∥∥∥∥(wk − πkfλ ) + πkfλ
∥∥∥∥2
k
= lim sup
k→∞
‖wk‖k.
Therefore
lim sup
k→∞
‖EkG(k)λ πkf‖ = lim sup
k→∞
‖G(k)λ πkf‖k ≤ lim sup
k→∞
‖Ekwk‖ = ‖Gλf‖
and we conclude that, for every f ∈ H, EkG(k)λ πkf converges to Gλf in H.
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