Abstract -In this paper, we investigated the enhancement of speech by applying an optimal adaptive low-pass filter supervised by neural network. The corruption of speech due to the presence of additive noise causes its degradation in quality and intelligibility. To filter this distorted signal in its spatial representation is a hard task. This task is more difficult to realize if the distortion are caused by colored noise. In addition using a static filter is not efficient due to the speech signal variability. In the same sentence a phoneme can change in shape and amplitude. For these constraints, we propose to apply a low-pass filter with Gaussian core supervised by neural networks. Filtering strength changes continuously with the phoneme variation to generate a variable filter that change over the whole sentence.
INTRODUCTION
De-noising speech signals is one of the main problems that should be solved for telecommunication systems and humain machine communication.
It has been an area of active research and continues to trigger the researchers' attention in various fields, for example, [2] , [3] , [4] , [5] and [6] . The presence of background noise in speech significantly reduces the intelligibility of speech. Degradation of speech severely affects a person's ability, whether impaired or normal hearing, to understand what the speaker is saying [7] . Recent researches have developed a variety of theoretical methods to fight this problem, but the complexity of this task is always linked to the random nature of the noise and the inherent complexities of speech. Another important problem in speech enhancement is the phoneme distinction [8] . Noise does not impact equally on all phonemes because of the distinct acoustic properties of each phoneme. One key to speech enhancement is satisfactorily modeling the human speech production process. Such modeling is difficult because speech signals are, in general, highly non stationary. Classical speech de-noising methods such as wavelet de-noising [9] , Spectral subtract de-noising [10] , Kalman filtering [11] , and de-noising by a static Gaussian filter is not very upgrading. This paper presents a method for speech enhancement based on a dynamic smart Gaussian filter. Our aims is to remove real-colored noise which have, unlike white Gaussian noise (WGN), a spectrum that is not flat [7] . Therefore, the noise does not affect the speech signal uniformly over the whole spectrum.
Some frequencies are affected more adversely than others. This paper is an extension of our previous works that focuses on the use of a dynamic Gaussian filter for white noise removal [1] . The paper is arranged as follows. Firstly, we describe Gaussian filtering and problems related to its statics character in section 2. Then, we build theory in Section 3 which allows identification of an optimal σopt and we explain the principle of our approach. We show experimentally how the identification of the smart dynamic Gaussian filter can be found in Section 4 and conclude in Section 5.
PROBLEM STATEMENT

GAUSSIAN FILTER
In the time domain, a Gaussian filter is parameterized by its means μ and variance σ2. The choice of the Gaussian is very important to assess the quality of the de-noising process. But this method has some drawbacks since this filter size depends directly on the standard deviation of the Gaussian σ, which controls its power and flattening, so, it determines the amount of smoothing. To a certain value of sigma, the Gaussian filter is capable to filter the signal by removing noise without destroying it. But, if we increase sigma, the cutoff frequency and the Gaussian filter's bandwidth will decrease and eventually will lead to eliminate more noise but also the possibility of signal distortion may increase. In the limiting case when σ tends to 0, we have an all pass filter which affects neither the signal nor the noise. As we increase σ the out of band noise is filtered without any distortion to the signal until the value of σ is such that it not only removes the out of band noise but also distorts the signal [12] . We can therefore conclude that we must design a dynamic Gaussian filter that varies depending on two essential criteria:
• Phoneme variability in amplitude and shape • Noise intensity variation The mathematical representation of the Gaussian is described as follows:
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CHARACTERISTICS OF THE SPEECH SIGANL
The speech signal is a set of words; these words are also made of phonemes which have different characteristics. Vowels, for example, have dominant frequency components at harmonic locations, especially at the formant locations. More aggressive noise over-subtraction can be performed on voiced segments without degrading audio quality. On the other hand, the spectral distribution of unvoiced sounds, like unvoiced plosive and fricative, is very similar to that of white noise. The original components are thus obscured and subsequent aggressive noise suppression results in severe signal distortion [8] . Therefore, Syllable segmentation is an important access to extract audio structure and content and is a basis for further audio retrieval and analysis [13] .
It is theoretically and experimentally demonstrated that there are highly nonlinear phenomena present in the process of speech production [14] [15] [16] . However, the traditional approach to speech de-noising is based on linear techniques that can not sufficiently take into account the complex dynamics of speech. Therefore, it is clear that to achieve more complex functions of nonlinear filtering; it is natural to use an artificial neural network for parameter estimation.
THE PROPOSED APPROACH:
We have used a speech database (TIMIT) constituted by 6300 sentences pronounced in American English by 630 speakers (male and female. We will work with a speech signal recorded at 16000). 
COLORED NOISE:
Real world noise is mostly colored and does not affect the speech signal uniformly over the entire spectrum. Image 4 illustrates the original sentence and the sentence corrupted by colored pink Gaussian noise: Fig.3 original and noisy speech signal
PARAMETERS OPTIMIZATION:
In this step, we should make the choice of optimal variance that generates the best SNR after being filtered for each phoneme. The following figure shows the SNR function varying with σ. We convolve each phoneme iteratively with a 1000 of Gaussian filters. In each iteration the σ value is changed with a variation dσ=0.01. From this figure we are able to determinate accurately the optimal sigma's value called σ opt .
Where: N=8 and 
NEURAL NETWORKS:
Neural networks are already widely exploited in the classification areas and pattern recognition. The parallel architecture used in our algorithm is able to learn efficiently the introduced inputs that are divided in clusters of 6 phonemes each one. While the colored noise is more difficult to remove and the length of the phonemes is very high this architecture is found to be able de learn the entrees and generate correct outputs. The Back-Propagation architecture is used. The outputs are computed as follows:
In our case: (6) Where wRN denotes the learned weights, w = (w1, . . . ,wn) and x[n] = (x1, . . . , xn) is the input. Once the activities of all output units have been determined, the network computes the quadratic error E (equation 7), which is defined by the equation (8) in our case:
Where yi is the activity level of the i th unit in the top layer and di is the desired output of the i th unit. The variable Gaussian function becomes:
Many structures of neural networks are tested. Non linear activation function is applied on all neurons due to the non linear behavior of the processed signal. While the used colored noise is near to real noise and difficult to remove, the choice of a cascade networks is considered. Every network is composed by only three layers "input layer, hidden layer and output layer". Every group of phonemes composed by three or four voiced phoneme are noised and learned by a network. A thresholding system gather all the outputs and distribute them over the noised speech signal. 4. RESULTS AND DISCUSSION: To evaluate the performance of the approach, we will use a criterion widely used in simulation tests, which is the signal to noise ratio (SNR) of the reconstructed signal which is given by:
The obtained values of the SNR after de-noising voiced phoneme are reported in the following figure. Other criteria considered for assessing the performance of our approach, is the perceptual evaluation of speech quality PESQ. This method is essentially based on the most commonly used measure MOS (Mean Opinion Score). The MOS is the result of analysis by absolute categories ACR (Absolute Category Rating) in which a group of listeners hear a set of audio files and assesses independently, one by one, according to a rating scale of perceived quality. From the simulation results, we can see that the performance of the proposed dynamic method is generally better than the conventional static filtering except the SNR measure in the case of unvoiced phoneme; which is normal views the characteristics of the unvoiced phoneme.
In fact, informal subjective listening tests confirm the SNR and the perceptual evaluation of speech quality PESQ values. Figure 7 and 8 represent the evolution of respectively noised and enhanced speech signal (voiced and unvoiced phoneme) using static and dynamic de-noising methods. 
CONCLUSION
In this paper, a new method for speech de-noising in the temporal representation is proposed. Based on neural network with cascade structure, a static Gaussian low-pass filter is converted to dynamic variable filter that changes with the phoneme allure and noise density and generates the optimal de-noising process. The simulation results proved that even with colored real noise, good results are obtained and the noise is always filtered without damaging the intelligibility of the speech signal. Different distortions measurements are applied and a comparison study with Gaussian filter with static shape is carried out.
