On bipartite divisor graphs for group conjugacy class sizes  by Bubboloni, Daniela et al.
Journal of Pure and Applied Algebra 213 (2009) 1722–1734
Contents lists available at ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
On bipartite divisor graphs for group conjugacy class sizes
Daniela Bubboloni a, Silvio Dolfi b,∗, Mohammad A. Iranmanesh c, Cheryl E. Praeger d
a Dipartimento di Matematica per le Decisioni, Università di Firenze, via Lombroso 6/17, 50134 Firenze, Italy
b Dipartimento di Matematica U. Dini, Università degli Studi di Firenze, viale Morgagni 67/a 50134 Firenze, Italy
c Department of Mathematics, Yazd University, Yazd, 89195-741, Iran
d School of Mathematics and Statistics, The University of Western Australia, 35 Stirling Highway, Crawley, WA 6009, Australia
a r t i c l e i n f o
Article history:
Received 12 November 2008
Available online 24 February 2009
Communicated by E.M. Friedlander
MSC:
20E45
20D60
a b s t r a c t
In this paper we study various properties of a bipartite graph related to the sizes of the
conjugacy classes of a finite group. It is proved that some invariants of the graph are rather
strongly connected to the group structure. In particular we prove that the diameter is at
most 6, and classify those groups for which the graphs have diameter 6. Moreover, if the
graph is acyclic then the diameter is shown to be at most 5, and groups for which the graph
is a path of length 5 are characterised.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Several somewhat similar graphs associated with the conjugacy class sizes, or the character degrees of a finite group
have been studied intensively in the literature, for example in [1–5]. Certain of their graph theoretic parameters turn out
to be closely related, and a recent expository paper of Lewis [6] elucidated many of these connections by first analysing
analogues of these graphs defined for arbitrary subsets of positive integers. Inspired by Lewis’s paper the third and fourth
authors introduced the bipartite divisor graph B(X) for a subset X of positive integers, and showed that this graph further
facilitated an understanding of these graphs. The aim of this paper is to explore some of the insights and results from [7] in
the case where the set X is the set of conjugacy class sizes of a finite group G.
For a finite group G and x ∈ G, we denote by xG = {xg : g ∈ G} the conjugacy class of x in G and by cs(G) = {|xG| : x ∈ G}
the set of the sizes of the conjugacy classes of G. We define
(1) the prime vertex graph∆(G) as the graph with vertex set V(∆(G)) = ρ(G) =⋃n∈cs(G) pi(n), where pi(n) denotes the set
of primes dividing n, and edge set E(∆(G)) = {{p, q} : pq divides some n ∈ cs(G)};
(2) the common divisor graph Γ (G) as the graph with vertex set V(Γ (G)) = cs∗(G) = cs(G) \ {1}, the set of sizes of the
noncentral classes of G, and edge set E(Γ (G)) = {{n,m} : n,m ∈ cs∗(G), gcd(n,m) 6= 1};
(3) the bipartite divisor graph B(G) as the graph with vertex set the disjoint union ρ(G) ∪ cs∗(G) and with edge set
{{p, n} : p ∈ ρ(G), n ∈ cs∗(G) and p divides n}.
There are strong connections between various graph theoretic parameters of the three graphs Γ , ∆ and B regarding
connectivity, distance, diameter, and girth. In particular, they have the same number n(G) of connected components (see
[7, Lemma 1(c)]), and in this group theoretic case it is known that n(G) ≤ 2 (see [2]). Moreover, if n(G) = 2 the groups G
are classified and their graphs Γ (G) and ∆(G) are well understood: their two connected components are complete graphs
(see[2]). These results lead to the following description of the disconnected bipartite divisor graphs for groups. Here we
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Fig. 1. The graphs∆(G), Γ (G) and B(G) for G in Example 1(a).
Fig. 2. The graphs∆(G), Γ (G) and B(G) for G in Example 1(b).
denote by Kn the complete graph on n vertices, by Km + Kn a graph with connected components Kn and Km, by Kr,s the
complete bipartite graph with bipartite halves of sizes r and s, and by Pn and Cn a path and a cycle of length n, respectively.
Theorem 1. For a finite group G, the bipartite divisor graph B(G) is disconnected if and only if G = AB with A, B abelian groups
of coprime orders, and G/Z(G) is a Frobenius group of order ab, where a = |A : (Z(G) ∩ A)|, b = |B : (Z(G) ∩ B)|. Moreover, if
m = |pi(a)| and n = |pi(b)|, then B(G) = Km,1 + Kn,1, Γ (G) = 2K1, and∆(G) = Km + Kn.
Theorem 1 will be proved in Section 5. In the case where all three of these graphs are connected, it is known that Γ (G)
and ∆(G) have diameter at most 3 (see [5,3]). Applying these results we can find the groups for which B(G) has maximum
diameter. Following [6], here we define the diameter of a graph as the largest diameter of its connected components.
Theorem 2. For a finite group G, diam B(G) ≤ 6.
Moreover, diam B(G) = 6 if and only if one of the following cases occurs:
(a) diamΓ (G) = 3 and diam∆(G) = 2, G = (A o B) × C where A, B, C are groups of pairwise coprime order, A and B are
abelian, C is nonabelian and AB/Z(AB) is a Frobenius group.
(b) diamΓ (G) = 2 anddiam∆(G) = 3, G = (A×C)oBwhere A, B and C are abelian groups, A, C E G, gcd(|A||C |, |B|) = 1 and
AB/(B ∩ Z(G)) is a Frobenius group. Furthermore, there exist P ∈ Sylp(G) and Q ∈ Sylq(G), for suitable primes p ∈ pi(|C |)
and q ∈ pi(|B|), such that P,Q 6≤ Z(G), P ≤ C, Q ≤ CB(C) and CB(y) ≤ CB(P) for every y ∈ C \ Z(G).
Moreover, if diam B(G) = 6, then the graphs B(G), Γ (G) and∆(G) are connected.
Theorem 2 is proved in Section 6. Small examples illustrating the extreme case of diameter 6 are given in Example 1
below.
Example 1. (a) For case (a) of Theorem 2, consider G = S3 × E, where E is an extraspecial group of order 53. Then
cs∗(G) = {2, 3, 5, 10, 15} and hence diam B(G) = 6, diamΓ (G) = 3 and diam∆(G) = 2 (see Fig. 1).
(b) For case (b) of Theorem 2, consider G = (A × B) o (C × D), where A, B, C,D are cyclic groups of order 5, 7, 2, 3,
respectively, C induces the inversion map on A× B, and D acts nontrivially on B. Then cs∗(G) = {2, 6, 7, 14, 35} and hence
diam B(G) = 6, diamΓ (G) = 2 and diam∆(G) = 3 (see Fig. 2).
The graphs B(X) for which both Γ (X) and∆(X) are acyclic are characterised in [7, Theorem 3]. In the group case studied
here we have a stronger result, Theorem 3 below, which is proved in Section 6. In order to avoid null graphs, we will only
consider nonabelian groups in Theorem 3.
Theorem 3. For a finite nonabelian group G, Γ (G) and∆(G) are both acyclic if and only if one of the following occurs:
(a) Γ (G) = 2K1,∆(G) = Km + Kn and B(G) = Km,1 + Kn,1, with 1 ≤ n,m ≤ 2.
(b) Γ (G) = Pn,∆(G) = Pm and B(G) = Pr , with 1 ≤ n,m ≤ 2 and r = 2max{m, n} or r = 2m+ 1 = 2n+ 1.
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Table 1
Examples for Theorem 3(a).
G B Γ ∆ m n
S3 2K1,1 2K1 2K1 1 1
Z7.Z6 K1,1 + K2,1 2K1 K1 + K2 1 2
(Z3 × Z5).Z2 K1,1 + K2,1 2K1 K1 + K2 2 1
(Z13 × Z7).Z6 2K2,1 2K1 2K2 2 2
Remark 4. (a) In Theorem 1, all pairs of positive integersm and n can occur. As an example, consider n+m distinct primes
p1, p2, . . . , pn, q1, q2, . . . , qm such that qi ≡ 1(mod p1p2 · · · pn) for each i = 1, 2 . . . ,m. Such primes exist by Dirichlet’s
theorem. Then there is a fixed point free action of the cyclic group B of order b := p1p2 · · · pn on the cyclic group A of order
a := q1q2 · · · qm. The corresponding semidirect product G = A o B is then one of the groups described in Theorem 1.
(b) In Theorem 3 (a), each pair of integersm, n such that 1 ≤ m, n ≤ 2 can occur, and a small example for each pair is given
in Table 1.
(c) The extreme case of Theorem 3 (b), namely B(G) = P5, can arise, and three families of examples are given in Section 8,
called Types (A), (B) and (C). Moreover, we are able to classify the groups G for which B(G) is P5, see Theorem 5 belowwhich
is proved in Section 9. It turns out (see Lemma 8(d)) that if Z0 ≤ Z(G) and Z0 ∩ G′ = 1, then cs(G) = cs(G/Z0), so any
such classification based on a property of the set of conjugacy class sizes of a group G can only describe those relevant factor
groups.
Theorem 5. For a group G, B(G) = P5 if and only if, up to factoring out a subgroup Z0 ≤ Z(G) with Z0 ∩ G′ = 1, G is a group of
Type (A), (B) or (C), as described in Section 8.
2. Group theoretic preliminaries
Throughout the paper G denotes a finite group. If p is a prime, we denote by Sylp(G) the set of Sylow p-subgroups of G.
In this section, we recall some basic technical facts and some well-known results, which we use later. At several points in
our proof we use, without further reference, the fact that a finite group is not equal to the union of conjugates of a proper
subgroup, that is to say, for a group G and subgroup H , G =⋃g∈G Hg implies that H = G.
Lemma 6. Let N E G, p a prime and P ∈ Sylp(G). Assume that PN E G and that, for all x ∈ N, p does not divide |xG|. Then P
centralizes N.
Proof. Since PN E G, we see that Sylp(G) = {Px : x ∈ N}. Also, for x ∈ N , since p does not divide |xG|, x centralizes some
Sylow p-subgroup of G. Thus N =⋃x∈N CN(Px) =⋃x∈N CN(P)x. It follows that CN(P) = N . 
Applying Lemma 6 with N = G, we obtain the following:
Corollary 7. p 6∈ V(∆(G)) if and only if G has a central Sylow p-subgroup.
Equivalently, V(∆(G)) = pi(|G : Z(G)|).
We will use the following basic facts, often without an explicit mention.
Lemma 8. (a) If A acts on B and gcd(|A|, |B|) = 1, then B = [B, A]CB(A) and [[B, A], A] = [B, A]. If B is abelian, then
B = [B, A] × CB(A) (Fitting’s decomposition).
(b) Let N,M E G, N ≤ M, N ≤ 8(G). If M/N is nilpotent, then M is nilpotent.
(c) If x, y ∈ G are commuting elements of coprime order or if x ∈ N, y ∈ M with N,M E G and N ∩ M = 1, then
CG(xy) = CG(x) ∩ CG(y). Hence, pi(|(xy)G|) ⊇ pi(|xG|) ∪ pi(|yG|).
(d) If Z ≤ Z(G) and Z ∩ G′ = 1, then cs(G/Z) = cs(G). In particular, if Z is a central direct factor of G, that is, if Z ≤ Z(G) and
G = Z × G0, then cs(G) = cs(G0).
Proof. For (a), see [8, 8.2.7, 8.4.2]. Part (b) is [9, III.3.5]; proof of part (c) is straightforward, and part (d) follows by observing
that Z ∩ G′ = 1 yields CG/Z (gZ) = CG(g)/Z for all g ∈ G. 
Lemma 9. Let M E G, M ≤ 8(G), t a prime number and T ∈ Sylt(G). Assume that t 6∈ V(∆(G/M)). Then T is a direct factor of
G. Further, if T is abelian, then t 6∈ V(∆(G)).
Proof. Since t 6∈ V(∆(G/M)), it follows from Corollary 7 that TM/M ≤ Z(G/M). So, [G, T ] ≤ M and MT E G. By the
Frattini argument G = MTNG(T ) = MNG(T ) and hence T E G becauseM ≤ 8(G). By the Schur–Zassenhaus Theorem, there
exists a complement H of T in G. Since gcd(|H|, |T |) = 1, it follows from Lemma 8(a) that T = [T ,H]CT (H). Now, since
[T ,H] ≤ M ≤ 8(G), we get G = TH = MCT (H)H = CT (H)H and hence H acts trivially on T . It follows that G = T × H .
Finally, if T is abelian, then T ≤ Z(G) and t 6∈ V(∆(G)). 
Lemma 10. Let A be an abelian group that acts on a group B, and suppose that gcd(|A|, |B|) = 1. Then there exists an element
b ∈ B such that CA(b) = CA(B).
D. Bubboloni et al. / Journal of Pure and Applied Algebra 213 (2009) 1722–1734 1725
In the following, for a finite group G, we denote by pi(G) the set of prime divisors of |G|, and for a set pi of primes, Opi (G)
denotes the largest normal pi-subgroup of G.
Proof. Let pi = pi(A). By Theorem 5.1 of [10], there exists an element b ∈ B such that A ∩ Ab = Opi (G) = CA(B). Thus,
CA(b) ≤ A ∩ Ab = CA(B). 
We will also make use of the following result, which shows that the groups that are nontrivially covered by a normal
subgroup and a conjugacy class of subgroups are just the Frobenius–Wielandt groups.
Proposition 11. Let K and H be proper subgroups of G, with K E G. Assume
G = K ∪
⋃
g∈G
Hg .
Then:
(i) NG(H) = H;
(ii) H ∩ Hg ≤ K, for every g ∈ G \ H.
Proof. Let H1, . . . ,Hn be the distinct conjugates of H in G and write m = |NG(H) : H|. Then we have |G| = mn|H| <∑n
i=1 |Hi| + |K |, because G =
(⋃n
i=1 Hi
) ∪ K . From K < Gwe get also∑ni=1 |Hi| + |K | ≤ n|H| + |G|2 = n|H| + mn2 |H|. Hence
mn < n
(
1+ m2
)
, which implies thatm = 1. So, H = NG(H).
Next we define the subgroups Ki = Hi ∩ K and we prove that the subsets Xi = Hi \ Ki have empty intersection for i 6= j.
Observe that G = KH , since G = K ∪⋃g∈G Hg = ⋃g∈G(KH)g . Thus, G = KHi for each i = 1, . . . , n. Hence |G| = |K ||H||Ki|
and |Ki| = |K |n for each i. It follows that |K | +
∑n
i=1 |Xi| =
∑n
i=1 |Ki| +
∑n
i=1 (|Hi| − |Ki|) = n|H| = |G|. On the other hand,
obviously, we have G = K ∪ (⋃ni=1 Xi) and then the previous equality implies Xi ∩ Xj = ∅ for i 6= j. It follows from the
definition of the Xi that Hi ∩ Hj ≤ K . Let g ∈ G \ H = G \ NG(H), then Hg 6= H and therefore Hg ∩ H ≤ H ∩ K . 
Let N be a normal subgroup of G. Then it is easily checked that |xN | divides |xG| for all x ∈ N and that |(gN)G/N | divides |gG|
for all g ∈ G. So we have:
Lemma 12. If N E G, then both∆(N) and∆(G/N) are subgraphs of ∆(G).
3. Properties of G for which∆(G) is incomplete
We now consider what a missing edge in ∆(G) can say about the structure of the group G. The following lemma is
essentially a rephrasing of Proposition 5.1 in [11]. We present a proof here, since the argument is nice and short. For a prime
q, Oq(G) denotes the largest normal q-subgroup of a group G.
Lemma 13. Assume that {p, q} ⊆ V(∆(G)) and that {p, q} 6∈ E(∆(G)). Then, for some t ∈ {p, q}, G has a normal t-complement,
abelian Sylow t-subgroups and cs(G) = cs(G/Ot(G)).
Proof. Consider P ∈ Sylp(G) and Q ∈ Sylq(G). Write C = CG(P) and D = CG(Q ). As {p, q} ⊆ V(∆(G)), by Corollary 7 both
C and D are proper subgroups of G. Also since {p, q} 6∈ E(∆(G)), every element of G centralizes a conjugate of either P or Q ,
and hence
G =
⋃
x∈G
Cx ∪
⋃
y∈G
Dy .
It follows that,
|G| < |G : NG(C)||C | + |G : NG(D)||D|,
and then
1 <
1
|NG(C) : C | +
1
|NG(D) : D| .
Therefore, say, NG(D) = D. Since D = CG(Q ) ≤ NG(Q ) ≤ NG(D), it follows that CG(Q ) = NG(Q ). Thus Q is abelian and G has
a normal q-complement, by Burnside’s splitting theorem (see [9, IV.2.6]). It follows that Oq(G) ≤ Z(G) and Oq(G) ∩ G′ = 1.
Hence by Lemma 8(d) we get cs(G) = cs(G/Oq(G)). 
In the following, by p, q and r we will always mean three distinct primes.
Corollary 14. Let pi(G) = {p, r, q}. Assume that {p, q} ⊆ V(∆(G)) and that {p, q} 6∈ E(∆(G)). Then G is solvable.
Proof. By Lemma 13, G has a normal t-complement K , for some t ∈ {p, q}, and K is solvable by Burnside’s pαqβ-theorem.
Hence, G is solvable. 
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Let pi be a set of prime numbers. A group G is pi-separable if it has a normal series whose factors are either pi-groups or
pi ′-groups. For instance, a solvable group is pi-separable for all pi . If G is pi-separable, we define the pi-length lpi (G) as the
smallest integerm such that there is a series
1 = P0 ≤ N0 ≤ P1 ≤ N1 ≤ · · · ≤ Pm ≤ Nm = G
where Pi,Ni E G, Ni/Pi is a pi ′-group and Pi+1/Ni is a pi-group.
The following result shows that if two vertices p and q are not connected by an edge in∆(G), then one can say something
about the {p, q}-length of G.
Lemma 15. Let G be a solvable group. Assume that pi = {p, q} ⊆ V(∆(G)) and that pi 6∈ E(∆(G)). Then, lpi (G) = 1 and both
the Sylow p-subgroups and the Sylow q-subgroups of G are abelian.
Proof. See Theorem 33.13 of [12]. 
We remark that Lemma 15 holds true even if the group G is not assumed to be solvable: see Theorem B of [13]. However,
we will not need this deeper result here.
4. Groups with one-dimensional semilinear actions
We introduce a class of groups which will be relevant for building examples of groups Gwith B(G) = P5, in Section 8.
Let K = GF(rn) be the finite field of order rn, r a prime, n a positive integer and let Gal(K) be the Galois group of K over
its prime subfield. We define the semilinear group
Γ L(1,K) = {x 7→ axσ : x, a ∈ K, a 6= 0, σ ∈ Gal(K)}
and its normal subgroup
GL(1,K) = {x 7→ ax: x, a ∈ K, a 6= 0} ' K∗
of index n. Observe that the cyclic group GL(1,K) acts fixed point freely on K+. (We say that a group H acts fixed point
freely on a group G if CG(h) = 1 for every h ∈ H \ {1}.)
Let M be an elementary abelian group of prime power order rn and let H be a group of automorphisms of M . We write
H ≤ Γ L(1,M) if there exists a bijection α : M → K that induces an embedding of H into Γ L(1,K). In this case, by choosing
such an α, we will identify H with the corresponding subgroup of Γ L(1,K).
We start by describing the structure of affine semilinear groups having conjugacy class graphs of some relevant types.
We need the notion of a primitive prime divisor, or ppd of rn − 1, where r, n are positive integers with r, n ≥ 2; this is a
prime divisor s of rn − 1 such that s does not divide r i − 1 for any i < n. It was proved by Zsigmondy [14] that such a prime
s exists unless either (r, n) = (2, 6), or n = 2 and r = 2a − 1 for some a.
Proposition 16. Let G = M o H, where M is an elementary abelian group of order rn, r a prime, and H ≤ Γ L(1,M). Assume
pi(G) = {p, r, q}, {p, q} ⊆ V(∆(G)) and {p, q} 6∈ E(∆(G)). Then, up to interchanging p and q, H is a Frobenius group with cyclic
kernel of order pa, for some a ≥ 1, and complement of order q. Further, n = qb, for some b ≥ 1, and
pa = r
n − 1
rn/q − 1 .
Proof. Let P ∈ Sylp(H) and Q ∈ Sylq(H). By Lemmas 13 and 15, G has, say, a normal q-complement and P and Q are abelian
groups. Let L = H ∩ GL(1, rn). Then L is a cyclic group, L acts fixed point freely onM and gcd(r, |L|) = 1. So pi(L) ⊂ {p, q};
note that pi(L) 6= {p, q}, because |L| divides |xG| for all nontrivial x ∈ M . If L were a q-group (possibly L = 1), then Q E H
and PQ E H , because H/L (which is isomorphic to a subgroup of Gal(K)) is abelian. As H has a normal q-complement,
PQ = P × Q is abelian. So by Lemma 10, there exists an element x ∈ M such that CPQ (x) = CPQ (M) = 1. But then, as
MPQ E G, we get that pq divides |xG|, a contradiction. Therefore, |L| = pa for some positive integer a. Observe also that |Q |
divides n = |Gal(K)|.
Now, for 1 6= y ∈ Q , L = [L, 〈y〉] × CL(〈y〉), by Lemma 8(a). However, L is indecomposable (being a cyclic group of prime
power order) and hence either CL(y) = L or CL(y) = 1. If CL(y) = L, then L〈y〉 is an abelian normal subgroup of H and as
above we get a contradiction by applying Lemma 10. Thus, CL(y) = 1 for every 1 6= y ∈ Q and hence LQ is a Frobenius
group with kernel L.
Let now 1 6= U ≤ Q . Observe that G0 = MLU E G, so {p, q} 6∈ E(∆(G0)). Also, LU is a Frobenius group. By applying
Theorem (15.16) of [15] we see that |CM(U)| = rn/|U|. Observe now that every nontrivial element of M centralizes exactly
one Sylow q-subgroup of LU . Namely, if 1 6= x ∈ M , p divides |xG0 | and, as {p, q} 6∈ E(∆(G0)), then CLU(x) contains some
U0 ∈ Sylq(LU). If U1,U2 were distinct Sylow q-subgroups of LU such that U1,U2 ≤ CLU(x), then 〈U1,U2〉 ≤ CLU(x), but this is
a contradiction as 〈U1,U2〉 ∩ L 6= 1 and L acts fixed point freely onM . So, by countingwe get |M|−1 = |Sylq(LU)||CM(U)−1|.
Now U is a Sylow q-subgroup of the Frobenius group LU and is self-normalizing. Hence |Sylq(LU)| = |L| and
|L| = r
n − 1
rn/|U| − 1 .
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Since U is any nontrivial subgroup of Q , it follows that |Q | = q, and hence that pa = rn−1rn/q−1 . If n = q there is nothing further
to prove, so suppose that n = mq > q. In particular n ≥ 4. If rn−1 has no primitive prime divisor (ppd), then (r, n) = (2, 6),
but then q = 3 (since q 6= r) and pa = 63/3 = 21, which is impossible. Hence rn − 1 has a ppd, say p0. Since p0 does not
divide rn/q − 1, by definition, it follows that p0 = p. Let s be a prime dividingm. Then rn/s − 1 divides rn − 1 and p does not
divide rn/s−1. Therefore, rn/s−1 divides (rn−1)/pa = rn/q−1. This implies that n/s divides n/q, and it follows that s = q.
Thus n is a power of q. In particular, H/L is a q−group, and this implies that L = P and H = PQ . 
We will make use of the following result, concerning actions related to semilinear groups.
Lemma 17. Let the solvable group G act faithfully on a group V and let q be a prime divisor of |G| such that gcd(q, |V |) = 1.
Assume for each nonidentity element v ∈ V that CG(v) contains a unique Sylow q-subgroup of G.
Then V is minimal normal in VG and G ≤ Γ L(1, V ).
Proof. This comes immediately from Lemma 1 of [16]. 
Proposition 18. Let pi(G) = {p, r, q}. Assume that {p, q} ⊆ V(∆(G)) and that {p, q} 6∈ E(∆(G)). Let M be a normal abelian
r-subgroup of G and P ∈ Sylp(G). Assume that PM E G and that CM(P) = 1. Then H = NG(P) is a complement of M in G and:
(i) M is minimal normal in G and CH(M) has a central Sylow q-subgroup.
(ii) gcd(r, |H/CH(M)|) = 1 and H/CH(M) ≤ Γ L(1,M).
Proof. First of all, note that by Corollary 14, G is solvable. Since PM E G, by the Frattini argument we get G = MH , where
H = NG(P). Next we prove that H is a complement ofM in G: sinceM ∩ H E G, it follows that [M ∩ H, P] ≤ M ∩ P = 1,
soM ∩ H ≤ CM(P) = 1.
Claim (a): If h ∈ H and CM(h) 6= 1, then h centralizes some Sylow q-subgroup of H .
SinceM is abelian, the map φ : M → M , defined by φ(m) = [m, h], is a homomorphism. Now Ker(φ) = CM(h) 6= 1, so
Im(φ) = [M, h] < M . Letm ∈ M \ [M, h]. Suppose that p does not divide |(mh)G|. Then CG(mh) contains a conjugate Px−1 of
P . Since G = MNG(P), we may assume that x ∈ M . Thus, P centralizes (mh)x = mhx = m[x, h−1]h. Now, as m[x, h−1] ∈ M
andM ∩ H = 1, we have CH(m[x, h−1]h) = CH(m[x, h−1]) ∩ CH(h). Thus P centralizesm[x, h−1], som[x, h−1] ∈ CM(P) = 1
and hencem ∈ [M, h−1] = [M, h], a contradiction.
Thus p divides |(mh)G| and as {p, q} 6∈ E(∆(G)) there exists Q ∈ Sylq(H) and an element x ∈ M such that Q x−1 ≤ CG(mh).
As above it follows that Q ≤ CG((mh)x) ∩ H = CH(m[x, h−1]h) = CH(m[x, h−1]) ∩ CH(h). In particular, Q centralizes h.
Claim (b): Let Q ∈ Sylq(H). Then P , Q are abelian and PQ is a normal r-complement of H .
Let L = Or(H), and note that [P, L] = 1 since P E H . We first show that [Q , L] = 1. Consider h ∈ L. Since ML is an
r-group, we have that CM(h) 6= 1 and hence by Claim (a), h centralizes some Sylow q-subgroup of H . Since this holds for
each h ∈ L, we have L = ⋃x∈H CL(Q x). By Lemma 15, H has {p, q}-length 1, and hence LPQ is a normal subgroup of H , so
Sylq(H) = {Q x : x ∈ LP}. Hence,
L =
⋃
x∈LP
CL(Q x) which equals
⋃
x∈L
CL(Q )x,
because P centralizes L. It follows that L = CL(Q ). Thus PQ × L = LPQ E H and hence PQ is a normal r-complement of H .
Recall also that by Lemma 15, both P and Q are abelian.
Claim (c): G has a normal q-complement.
Suppose not. Then by Lemma 13, G has a normal p-complement K . As Q = K ∩ PQ E PQ we find that PQ = P × Q , and
henceQ E H . Now let y be any r-element inH . As CM(y) 6= 1, by Claim (a) we have that y ∈ CH(Q ). It follows thatQ ≤ Z(H).
Consider now x ∈ M . The assumptions CM(P) = 1 and {p, q} 6∈ E(∆(G)) imply that q does not divide |xG| = |H : CH(x)|.
As Q E H , this means that Q centralizes x. Hence Q centralizes M and it follows that Q ≤ Z(G), against the assumption
q ∈ V(∆(G)).
Claim (d): Every p-complement of H has a central Sylow q-subgroup.
Let T be a p-complement of H . Up to conjugation, we may assume that T = RQ , with R ∈ Sylr(H). By Claims (b) and (c),
T = R× Q and Q is abelian, so Q ≤ Z(T ).
Claim (e): Let 1 6= m ∈ M and C = CH(m). Then q does not divide |H : Z(C)|. In particular: CH(M) has a central Sylow
q-subgroup.
Since CM(P) = 1, p divides |mG|, and hence q does not divide |mG|. Thus, replacing m by a conjugate if necessary, we
may assume that Q ≤ C . Let P0 = P ∩ C , the normal Sylow p-subgroup of C , and take y ∈ P0. By Claim (a), y centralizes
some Q0 ∈ Sylq(H). By Claim (b), Q0 = Q x for some x ∈ P and hence, as P is abelian, y = yx−1 centralizes Q . Therefore Q
centralizes P0. Recalling that Q is central in some Hall p-complement of C , we obtain that Q ≤ Z(C), proving the first part
of Claim (e). Finally, as CH(M) ≤ C , we have [CH(M),Q ] = 1, and hence CH(M) has a central Sylow q-subgroup.
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Conclusion (f):
We observe that Q does not centralizeM , since otherwise Q E G, and by Claim (c), Q ≤ Z(G), which is a contradiction.
Hence H/CH(M) is a solvable group of order divisible by q that acts faithfully on M . Further, by Claim (e), CH(m) contains
a unique Sylow q-subgroup for every nontrivial m ∈ M . Since q 6= r , Lemma 17 thus yields that M is a minimal normal
subgroup of G and that H/CH(M) ≤ Γ L(1,M). Thus in view of Claim (e), part (i) is proved. Finally, by Proposition 16, r does
not divide |H/CH(M)| and part (ii) is proved. 
5. Proof of Theorem 1
We start with a result by Kazarin (see [5]). We recall that if a, b are vertices belonging to distinct connected components
of a graph Γ , then the distance dΓ (a, b) is set to be+∞.
Theorem 19. Let Γ = Γ (G), for a group G. Assume that there exist a, b ∈ V(Γ ) such that dΓ (a, b) > 2. Then G = (Ao B)× C
where A, B, C are groups with pairwise coprime orders, A and B are abelian and AB/Z(AB) is a Frobenius group. Further,
cs(G) = {n, na, nb : n ∈ cs(C)},
where a = |A/(A ∩ Z(AB))| and b = |B/(B ∩ Z(AB))|.
We are now ready to prove Theorem 1.
Proof of Theorem 1. Assume that B(G) is disconnected. Then alsoΓ (G) (aswell as∆(G)) is disconnected (see [7, Lemma 2.6
(b)]). Let a and b be vertices of Γ (G) belonging to different connected components of Γ . By Theorem 19, G = (A0 o B0)× C0
where A0, B0, C0 are groupswith pairwise coprime orders, A0 and B0 are abelian and A0B0/Z(A0B0) is a Frobenius group. Also,
cs(G) = {n, na, nb : n ∈ cs(C0)}, where a = |A0/(A0 ∩ Z(A0B0))| and b = |B0/(B0 ∩ Z(A0B0))|. As Γ (G) is disconnected, it
follows that cs(C0) = {1} and hence C0 is abelian and C0 ≤ Z(G).
Let now A = A0 and B = B0C0. Then G = AB, A and B are abelian groups of coprime order and G/Z(G) ' A0B0/Z(A0B0) is
a Frobenius group. Finally, cs∗(G) = {a, b} and the claims about the structure of B(G), Γ (G) and∆(G) follow immediately.
Conversely, it is not hard to verify that if G has the structure described in Theorem 1, then cs∗(G) = {|A/(Z(G) ∩
A)|, |B/(Z(G) ∩ B)|} and hence B(G) is disconnected. 
6. Groups for which B(G) has large diameter
We start by recalling the following relation between the diameter of the bipartite graph B(G) and the diameters of Γ (G)
and∆(G). This follows froma general combinatorial property of the graphs B(X),Γ (X) and∆(X), for a set of positive integers
X (see [7, Lemma 1(d)]).
Lemma 20. Let G be a group and let B = B(G), Γ = Γ (G) and ∆ = ∆(G). Then |diamΓ − diam∆| ≤ 1 and one of the
following occurs:
(i) diam B = 2max{diamΓ , diam∆}; or
(ii) diam B = 2diamΓ + 1 = 2diam∆+ 1.
We can now prove Theorem 2 of the Introduction.
Proof of Theorem 2. Assume that diam B(G) ≥ 6. Then by Lemma 20, either diamΓ (G) ≥ 3 or diam∆(G) ≥ 3. Observe
also that B(G), Γ (G) and∆(G) are connected by Theorem 1.
Let us first assume that diamΓ (G) ≥ 3. Then by Theorem 19, G = (A o B) × C where A, B, C are groups with pairwise
coprime orders, A and B are abelian and AB/Z(AB) is a Frobenius group. Also, cs(G) = {n, na, nb : n ∈ cs(C)}, for positive
integers a, b such that gcd(a, b) = gcd(a, n) = gcd(b, n) = 1 for all n ∈ cs(C). Since Γ (G) is connected, there exists at least
one element n ∈ cs(C) such that n 6= 1. So, C is nonabelian and dΓ (a, b) = 3. Hence, diamΓ (G) = 3. We now show that
diam∆(G) ≤ 2. Let p, q ∈ V(∆(G)) = pi(a)∪pi(b)∪V(∆(C)). If p ∈ pi(a), q ∈ pi(b), then for some r ∈ V(∆(C)) both {p, r}
and {r, q} belong to E(∆(G)) and hence d∆(G)(p, q) ≤ 2. For the same reason, d∆(G)(p, q) ≤ 1 when |{p, q} ∩ V(∆(C))| = 1.
Finally, if p, q ∈ V(∆(C)), then for some r ∈ pi(ab) both {p, r} and {r, q} belong to E(∆(G)) and hence d∆(G)(p, q) ≤ 2.
Therefore, diam∆(G) ≤ 2. Thus G is as in Theorem 2, case (a).
Assume now that diamΓ (G) < 3. Since diam∆(G) ≥ 3, then diam∆(G) = 3 by [4, Theorem 17]. Therefore, by [3,
Theorem 8], G = D o B, where D and B are abelian groups of coprime order and there exist prime numbers p ∈ pi(|D|)
and q ∈ pi(|B|) such that, if P ∈ Sylp(D) and Q ∈ Sylq(B), then 1 < CD(Q ) < D, 1 < CB(P) < B and CD(x) ≤ CD(Q ),
CB(y) ≤ CB(P) for all x ∈ B \ Z(G) and for all y ∈ D \ Z(G). By Fitting’s decomposition (see Lemma 8(a)), D = A × C ,
where A = [D,Q ] and C = CD(Q ). Observe that A and C are normal subgroups of G and that, clearly, A, B and C are abelian,
gcd(|A||C |, |B|) = 1, P,Q 6≤ Z(G) and Q ≤ CB(C). If x ∈ B, x 6∈ Z(G), then CD(x) ≤ C , so CA(x) = 1. Hence, B/(B ∩ Z(G))
acts fixed point freely on A and AB/(B ∩ Z(G)) is a Frobenius group. (Note also that A ∩ Z(G) ≤ A ∩ CD(Q ) = 1 and hence
B ∩ Z(G) = AB ∩ Z(G), because A and B have coprime orders.) We next show that P ≤ C . Assume, for a contradiction,
that there exists an element u ∈ P such that u 6∈ C . Write u = vw ∈ P , with 1 6= v ∈ A and w ∈ C . By Lemma 8(c),
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CB(u) = CB(v) ∩ CB(w) ≤ CB(v) = B ∩ Z(G), because AB/(B ∩ Z(G)) is a Frobenius group. Hence CB(P) ≤ CB(u) = B ∩ Z(G).
But, since CB(y) ≤ CB(P) for every y ∈ D \ Z(G), it follows that DB/(DB ∩ Z(G)) is a Frobenius group and hence B(G) is
disconnected by Theorem 1, which is a contradiction. Therefore, P ≤ C . Finally, we clearly have that CB(y) ≤ CB(P) for every
y ∈ C \ Z(G) and hence case (b) of Theorem 2 holds for G.
Note that we have proved that, if diam B(G) ≥ 6, then
{diamΓ (G), diam∆(G)} = {2, 3}
and hence diam B(G) = 6 by Lemma 20. We have thus proved that, in any case, diam B(G) ≤ 6.
Finally, we prove that either (a) or (b) of Theorem 2 imply diam B(G) = 6. If G is as in (a) then cs(G) = {n, na, nb : n ∈
cs(C)}, where a = |A/(A ∩ Z(G))| and b = |B/(B ∩ Z(G))| are coprime. Thus, dΓ (G)(a, b) = 3 and diamΓ (G) = 3.
If G is as in (b), we show that ∆ = ∆(G) is connected and that d∆(p, q) = 3. Write Z = Z(G). Note that V(∆(G)) =
pi(|A|) ∪ pi(|B/(B ∩ Z)|) ∪ pi(|C/(C ∩ Z)|) and that pi(|A|) and pi(|B/(B ∩ Z)|) induce complete subgraphs in ∆ because
AB/(B ∩ Z) is a Frobenius group. As CB(P) < B, there exist an r ∈ pi(|B/CB(P)|) ⊆ pi(|B/(B ∩ Z)|) and an x ∈ P such that
r divides |xG|. For y ∈ Q such that y 6∈ Z , it follows from Lemma 8(c) that pi(|(xy)G|) ⊇ pi(|xG|) ∩ pi(|yG|) ⊇ {r} ∪ pi(|A|).
Hence, the vertices in pi(|A|)∪pi(|B/(B ∩ Z)|) belong to the same connected component in∆(G). Further, if s ∈ pi(|C/(C ∩
Z)|), then there exists w ∈ B such that s ∈ pi(|wG|). But then w(B ∩ Z) is a nontrivial element of B/(B ∩ Z) and hence
pi(|A|) ∪ {s} ⊆ pi(|wG|). Therefore,∆(G) is connected.
We now show that d∆(p, q) ≥ 3. Assume by contradiction that d∆(p, q) ≤ 2 and let r ∈ V(∆(G)) such that d∆(p, r) ≤ 1
and d∆(q, r) ≤ 1. Assume first that r ∈ pi(|B|); then there is an element g ∈ G such that pr divides |gG|. Replacing g
by a conjugate if necessary, we may write g = xyz, where x, y and z are powers of g , x ∈ A, y ∈ C and z ∈ B. Observe
that z 6∈ Z , because P does not centralize g . As AB/(B ∩ Z) is a Frobenius group, it follows that x = 1, so g = yz and
CG(g) = CG(y) ∩ CG(z). This yields that P 6≤ CG(z) and that y ∈ C \ Z . As z ∈ CB(y), we get CB(y) 6≤ CB(P), a contradiction.
Similarly, if r ∈ pi(|AC |), then there is an h ∈ G such that qr divides |hG|. Write, as above, h = xyz with x, y, z ∈ 〈h〉, x ∈ A,
y ∈ C and (as we may assume) z ∈ B. Note that z 6∈ Z , because r divides |hG|. Then x = 1 and h ∈ BC . But Q ≤ Z(BC),
contradicting q ∈ pi(|hG|). Hence, d∆(p, q) ≥ 3 and so diam∆(G) ≥ 3. As by Theorem 17 of [4] in any case diam∆(G) ≤ 3,
we conclude that diam∆(G) = 3.
So, if (a) or (b) holds, then either diamΓ (G) = 3 or diam∆(G) = 3. Therefore, Lemma 20 yields diam B(G) ≥ 6 and
hence diam B(G) = 6. 
7. Groups for which both Γ (G) and∆(G) are acyclic
We consider now a special case, when B(G), Γ (G) and∆(G) are acyclic. We first point out a combinatorial result.
Lemma 21. Let G be a nonabelian group. Then the following are equivalent:
(i) ∆(G) and Γ (G) are trees (that is connected and acyclic);
(ii) ∆(G) and Γ (G) are paths;
(iii) B(G) is a path or B(G) = C4.
Proof. Clearly, (ii) implies (i). Further, by [7, Theorem 3], (i) is equivalent to (iii). It is hence enough to show that (iii)
implies (ii). Write B = B(G), ∆ = ∆(G) and Γ = Γ (G). If B = C4, then clearly ∆ = Γ = P1. Assume B = Pn. Then
|V(B)| = n+ 1. Also, by [7, Lemma 1(c)], all the graphs B,∆ and Γ are connected. If n is even, then by Lemma 20, we have
n/2 = max{diam∆, diamΓ }. If diamΓ = diam∆ = n/2, then both ∆ and Γ have at least n/2 + 1 vertices and hence
|V(B)| = |V(∆)| + |V(Γ )| ≥ n + 2, a contradiction. Let diam∆ = n/2 and, by Lemma 20, diamΓ = n/2 − 1. Then
|V(∆)| ≥ n/2 + 1 and |V(Γ )| ≥ n/2. Recalling that n + 1 = |V(B)| = |V(∆)| + |V(Γ )|, this gives |V(∆)| = n/2 + 1 and
|V(Γ )| = n/2. We now observe that a graph G is a path if and only if |V(G)| − diamG = 1. Hence,∆ and Γ are both paths.
If diamΓ = n/2 and diam∆ = n/2− 1, the same argument applies.
If n is odd, then by Lemma 20we have diam∆ = diamΓ = n−12 . Hence both |V (∆)|, |V (Γ )| ≥ n+12 and again necessarily
the equality holds and∆ and Γ are both paths. 
Proposition 22. If B(G) = Pn, then n ≤ 5.
Proof. Let B(G) = Pn. Then by Theorem 2, n ≤ 6. Working by contradiction, assume that B(G) = P6. Then by Lemma 21, we
have that both Γ (G) and∆(G) are paths. Further, as diam B(G) = 6, we have either case (a) or case (b) of Theorem 2.
In case (a), cs(G) = {n, na, nb : n ∈ cs(C)} with a and b coprime positive integers and C nonabelian. In particular, there
exists 1 6= c ∈ cs(C). Hence, c , ac and bc are three distinct vertices in Γ (G) and they induce a cycle, a contradiction.
In case (b), Γ (G) = P2 and∆(G) = P3. So one can easily check that cs∗(G) contains no prime power. Using the notation
of case (b) of Theorem 2, we see that there is a prime r ∈ pi(|B/(B ∩ Z(G))|) such that r 6= q, (as otherwise, Z(G) ≥ C ≥ P ,
which is a contradiction). Considering an element y ∈ Q \ Z(G), we hence see that pi(|yG|) ∩ {p, q, r} = ∅, because B
contains an abelian Hall {q, r}-subgroup of G and Q centralizes P . As |V(∆(G))| = 4, it follows that |yG| is a prime power
and, since |yG| 6= 1, this is a contradiction. Therefore, n ≤ 5. 
We can now prove Theorem 3.
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Fig. 3. The graph B(G) for G of Type (A) or of Type (B).
Fig. 4. The graph B(G) for G of Type (C).
Proof of Theorem 3. Assume that Γ (G) and ∆(G) are both acyclic. Recall that by [7, Lemma 1(c)], Γ (G), ∆(G) and B(G)
have all the same number k of connected components.
If k > 1, then by Theorem 1we have Γ (G) = 2K1 and∆(G) = Kn+Km for suitable positive integers n andm. Since∆(G)
is acyclic, it follows n ≤ 2 andm ≤ 2. So case (a) holds.
Assume now k = 1. ThenΓ (G) and∆(G) are both connected and acyclic, so Lemma 21 yieldsΓ (G) = Pn,Γ (G) = Pm and
either B(G) = C4 or B(G) = Ph, for suitable positive integers n,m and h. If B(G) = C4, then V(Γ (G)) = cs∗(G) = {m, n} and
V(∆(G)) = ρ(G) = {p, q}, withm 6= n, p 6= q and bothm and n divisible by pq. But by Corollary C of [17] if cs∗(G) = {m, n}
and gcd(m, n) 6= 1, then eitherm or n is a prime power. So, B(G) = C4 is not possible.
Hence, B(G) = Ph and h ≤ 5 by Proposition 22. Therefore, by Lemma 20 we have case (b).
Conversely, it is clear that if either (a) or (b) holds, then Γ (G) and∆(G) are acyclic. 
8. Examples with B(G) = P5
We will now give three relevant families of groups G with B(G) = P5. As we will see in Section 9, the groups of the
above-mentioned families will turn out to be essentially the only groups for which B(G) = P5.
Throughout the section, let P be a p-group, Q a q-group and R an r-group, for distinct primes p, q and r .
Type (A): Let
G = P o (Q × R)
with P and Q abelian, r = 2, Z(G) = O2(G), G/Z(G) a Frobenius group and R/Z(G) ' Q8.
We observe that if R is a 2-group, Z ≤ Z(R) and R/Z ' Q8, then every element of R belongs to an abelian subgroup
of index 2 in G (because Q8 is covered by cyclic subgroups of index 2). Thus, cs∗(R) = {2}. It is hence readily verified that
cs(G) = {1, 8|Q |, |P|, 2|P|}.
Type (B): Let
G = (P × R) o Q
with P and Q abelian, G/Z(G) a Frobenius group and |cs∗(R)| = 1.
Here, cs(G) = {1, |P||R/Z |, |Q |, |Q | · rk}, where {1, rk} = cs(R). We remark here that, as |cs∗(R)| = 1, the group R has
derived length at most 2 and nilpotence class at most 3, see for instance [18].
For G of Type (A) or of Type (B), B(G) is of the form illustrated schematically in Fig. 3.
Type (C): Let
G = R o PQ
with R = CG(R)minimal normal in G and PQ ≤ Γ L(1, R) a Frobenius group. Assume also that P is cyclic, |Q | = q, |R| = rn
with n a power of q and
|P| = r
n − 1
rn/q − 1 .
In this case cs(G) = {1, |P|, |P||R/CR(Q )|, q|R|}, where |R/CR(Q )| = rn− nq .
Hence B(G) is of the form illustrated schematically in Fig. 4.
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Remark 23. (a) We observe that the set of quadruples (pa, q, r, n), with p, q, r distinct primes, satisfying the condition
pa = r
n − 1
rn/q − 1
is nonempty. However it is not clear, and it is probably a hard number theoretic question, whether this set is finite or infinite.
(b) We also remark that the only prime in {p, r, q} that can possibly be even is r . In fact, if q = 2, then pa = s2−1s−1 = s+ 1
for a suitable odd integer s, which gives p = 2 = q, a contradiction. Also, if p = 2, then 2a = 1+ s+ · · · + sq−1, with s odd
and q odd, again a contradiction.
9. Classification of groups with B(G) = P5
Throughout the section, let p, q and r be three distinct prime numbers. The following result will be useful in describing
the groups Gwith B(G) = P5.
Theorem 24. Let pi(G) ⊆ {p, r, q}. Assume that {p, q} ⊆ V(∆(G)) and that {p, q} 6∈ E(∆(G)). Then either G has a normal
Sylow r-subgroup or G has a normal r-complement.
Proof. Let G be a counterexample of minimal order. By Corollary 14, G is solvable. Let P ∈ Sylp(G), Q ∈ Sylq(G), and
R ∈ Sylr(G). We may choose P and Q such that PQ is a subgroup, namely a Hall {p, q}-subgroup, of G. By Lemma 15, we
know that P and Q are abelian and that l{p,q}(G) = 1. Moreover, by Lemma 13, G has, say, a normal q-complement. Observe
also that, by Lemma 12, {p, q} 6∈ E(∆(G/N)), for every N E G.
We proceed by proving a series of Claims.
Claim (1): Or(G) 6= 1.
As l{p,q}(G) = 1,G/Or(G)has anormal r-complement. So ifOr(G) = 1, thenGhas anormal r-complement, a contradiction.
Claim (2): Oq(G) = 1.
Since G has a normal q-complement and abelian Sylow q-subgroups, Oq(G) ≤ Z(G) and cs(G) = cs(G/Oq(G)) by
Lemma 8(d). If Oq(G) 6= 1, then by the minimality of G, either G/Oq(G) has a normal r-complement, so G has a normal
r-complement, or ROq(G) E G and, since Oq(G) ≤ Z(G), then R E G. We have a contradiction in both cases.
Claim (3):8(G) = 1.
Assume 8(G) 6= 1 and considerM ≤ 8(G),M minimal normal in G. By Lemma 9, we see that {p, q} ⊆ V(∆(G/M)) and
hence by minimality of G either G/M has a normal r-complement PQM/M , or RM/M E G/M .
Assume first that M is an r-group. If RM/M = R/M E G/M , then R E G, a contradiction. Thus, PQM/M E G/M . Since
G has a normal q-complement, it follows that PM is normal in G. By Lemma 8(b), it follows that PM = P × M , so P E G
and P centralizesM . Applying the Frattini argument toMPQ E G, we get G = MPNG(Q ) = PNG(Q ), becauseM ≤ 8(G). It
follows that NG(Q ) contains a Sylow r-subgroup of G and henceM centralizes Q . Thus,MPQ = M × PQ and PQ is a normal
r-complement of G, a contradiction.
Assume now that M is an r ′-group. If PQM/M E G/M , then PQ = PQM is a normal r-complement of G. It follows that
RM/M is a normal subgroup of G/M . However, sinceM ≤ 8(G), it follows from Lemma 8(b) that RM is nilpotent and hence
R E G, again a contradiction.
Claim (4): Let M be a minimal normal subgroup of G such that M ≤ Or(G). Then {p, q} ⊆ V(∆(G/M)) and G/M has a normal
r-complement.
Assume that p 6∈ V(∆(G/M)). Then PM/M ≤ Z(G/M) by Corollary 7, and hence, by [8, 8.2.2], G = MCG(P). Thus
CM(P) = M ∩ CG(P) E G, asM is abelian. Then sinceM is minimal normal in G, G = MCG(P), and P 6≤ Z(G), we conclude
that CM(P) = 1. As PM E G, by Proposition 18,M has a complement H = NG(P) = CG(P) in G, H/CH(M) ≤ Γ L(1,M) and r
does not divide |H/CH(M)|. Let R0 be a Sylow r-subgroup of CH(M). Then R0 centralizes P ∩ CH(M), because P is central in
H , and R0 centralizes the Sylow q-subgroup of CH(M), by Proposition 18(i). It follows that R0 E CH(M) and hence R0 E H .
Therefore, R = MR0 is a normal Sylow r-subgroup of G, a contradiction. In the same way, one proves that q ∈ V(∆(G/M)).
Note now that G/M has no normal Sylow r-subgroup, as otherwise R E G giving a contradiction. Thus, by theminimality
of G, G/M has a normal r-complement.
Claim (5):M = Or(G) is a minimal normal subgroup of G.
Assume that Or(G) is not minimal normal in G. Recall that 8(G) = 1 implies that F(G) is the product of the minimal
normal subgroups of G (see [9, III.4.5]). Since Or(G) ≤ F(G), there existM1,M2 distinct minimal normal subgroups of Gwith
M1,M2 ≤ Or(G). By Claim (4), G/Mi has a normal r-complement, for i = 1, 2. Thus G, which is isomorphic to a subgroup of
G/M1 × G/M2, has a normal r-complement, a contradiction.
Claim (6): There exists a subgroup H of G such that G = MH , with M ∩ H = 1, P E H and PQ E H .
Since8(G) = 1,M = Or(G) has a complement H in G (see [9, III.4.4]). Up to changing P and Q with suitable conjugates,
we can assume that P,Q ≤ H . By Claims (4) and (5), H ' G/M has a normal r-complement, which must coincide with PQ .
So PQ E H . Since PQ , as well as G, has a normal q-complement, then P E PQ and hence P E H .
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Claim (7): There exists R1 ∈ Sylr(H) such that R1 ≤ CG(Q ) and [P, R1] 6= 1.
Consider a subgroup R1 ∈ Sylr(H) such that QR1 is a p-complement of H . Recall that G has a normal q-complement. By
Claim (6), P E H , so PM = POr(G) E G. Also, since l{p,q} = 1, it follows that QR1 ' G/PM has a normal Sylow q-subgroup.
Since QR1 has also a normal q-complement, it follows that Q centralizes R1. If [P, R1] = 1, then R1 is normal in H , which
implies that R = MR1 ∈ Sylr(G) is normal in G, a contradiction.
Claim (8): P centralizes M and P E G.
By Claim (6), PM E G, and hence [PM, PM] E G. Also, since P ' PM/M is abelian, we have [PM, PM] ≤ M . Then by the
minimality ofM we have either [P,M] = M or [P,M] = 1.
Assume that [P,M] = M . Then by Fitting’s decomposition (Lemma 8(a)), CM(P) = 1 and hence H = NG(P). Now,
PM E G and by Proposition 18 we get that H/CH(M) ≤ Γ L(1,M), CH(M) has a central Sylow q-subgroup and r does not
divide |H/CH(M)|. In particular, R1 ≤ CH(M) E G and by Claim (2), q does not divide |CH(M)|. Write G0 = M oH/CH(M) '
G/CH(M). Note that {p, q} ⊆ V(∆(G0)) by Corollary 7, because both PCH(M)/CH(M) and QCH(M)/CH(M) are nontrivial and
act faithfully onM , so they are not in the center of G0. Further, by Lemma 12, {p, q} 6∈ E(∆(G0)). Applying Proposition 16 to
G0, we see that H/CH(M) is a Frobenius group with a p-power order Frobenius kernel and complement of order q. Further,
as q does not divide |CH(M)|, we have CH(M) = P0R1 where P0 = P ∩ CH(M). By Claim (7), in particular, R1 6= 1. Then
[R1, P0] 6= 1, because otherwise Or(G) > M . Since P0 E G, there exists x ∈ R1 such that p divides |xG|. Considering the
coprime action of R1 on P (recall P E H), by Lemma 8(a) we have P = P0CP(R1), since [R1, P] ≤ P ∩ CH(M) = P0. Since
P 6= P0, there exists y ∈ CP(R1)with y 6∈ P0. In particular, the image of y in the factor group H/CH(M) is a nontrivial element
of the Frobenius kernel of H/CH(M). It follows that q divides |yH | and, as H ' G/M , then q divides |yG|. But since x and y
commute and have coprime order, we get that pq divides |(xy)G| = |G : CG(x) ∩ CG(y)|, contradicting {p, q} 6∈ E(∆(G)).
Therefore, [P,M] = 1. So P is a characteristic subgroup of PM E G and hence P E G.
Claim (9): [Q ,M] = M and CM(Q ) = 1.
Consider the action of Q on M . Note that if [Q ,M] = 1, then by Claims (6) and (8), PQ is a normal r-complement of G,
which is a contradiction. Thus [Q ,M] 6= 1. Since [Q ,M] ≤ M , and since [Q ,M] is normalized byNH(Q ) ≥ QR1, and by P (by
Claim (8)) and byM (sinceM is abelian), it follows that [Q ,M] E G. By the minimality ofM , this implies that [Q ,M] = M .
By Fitting’s decomposition (Lemma 8(a)), this also means that CM(Q ) = 1.
Claim (10): P = [P, R1] is a minimal normal subgroup of G.
By Claim (8), P E G. Consider the action of R1 on P . Since P is abelian, P = [P, R1] × CP(R1), and [P, R1] 6= 1 by Claim (7).
Since P E G, we have P ≥ [P, R] ≥ [P, R1], and by Claims (7) and (8), [P, R1] is normalized byM, P,Q and R1, so [P, R1] E G.
Consider now a minimal normal subgroup N of G such that N ≤ P . We claim that N = [P, R1]. Assume to the contrary that
[P, R1] 6≤ N and write G = G/N , adopting the ‘‘bar convention’’. Observe that p ∈ V(∆(G)), since [P,G] contains [P, R1]
and hence [P,G] 6≤ N . Also, q ∈ V(∆(G)), because by Claim (9), M = [Q ,M] 6≤ N and so Q is not central in G. Since
[P, R] ≥ [P, R1] 6= 1, it follows that R is not normal in G. Hence, by the minimality of G, G has a normal r-complement K .
However, we then have [Q ,M] ≤ [K ,M] = 1, which gives [Q ,M] ≤ N ≤ P , contradicting Claim (9). Thus, [P, R1] ≤ N .
Then, since [P, R1] 6= 1 by Claim (7), it follows that N = [P, R1]. Now, recalling that P ≤ F(G) and that F(G) is a product of
minimal normal subgroups ofG (because8(G) = 1 by Claim (3)), we see that P = [P, R1] is aminimal normal subgroup ofG.
Claim (11): CP(Q ) = 1.
Consider the action of Q on P . If Q centralizes P , then Q ≤ Z(PQR1) = Z(H) and hence q 6∈ V(∆(G/M)) (as H ' G/M),
contradicting Claim (4). Hence [P,Q ] 6= 1. Now [P,Q ] E G, since it is normalized by NG(Q ) ≥ QR1 and centralized by PM
(as [P,Q ] ≤ P). By the minimality of P we get [P,Q ] = P . So, again by the Fitting decomposition, CP(Q ) = 1.
Conclusion (12):
Finally, we consider the action of Q on the normal q-complement K = PR = PMR1 of G. Since pq does not divide the size
of any conjugacy class of G and P E G, we have G = CG(P) ∪⋃g∈G CG(Q g). As {Q g : g ∈ G} = {Q x : x ∈ K}, intersecting
with K we get
K = CK (P) ∪
⋃
x∈K
CK (Q )x.
Observe that, since R1 ≤ CK (Q ) by Claim (7), Dedekind’s law gives us CK (Q ) = R1CPM(Q ). As CPM(Q ) = CP(Q )×CM(Q ) = 1
by Claims (8), (9) and (10), it follows that CK (Q ) = R1. Now, Proposition 11 says that R1 is a self-normalizing subgroup of K .
But R1 < R ≤ K , hence R1 < NR(R1) ≤ NK (R1), the final contradiction. 
Finally, we prove Theorem 5which characterises the groupswhose bipartite conjugacy class graphs are paths ofmaximal
length, that is, by Proposition 22, paths of length 5.
Proof of Theorem 5. Assume first that G/Z0 is of Type (A), (B) or (C), as described in Section 8, with Z0 ≤ Z(G) and
Z0 ∩ G′ = 1. Then by Lemma 8(d), cs(G) = cs(G/Z0), and as observed in Section 8, B(G) = B(G/Z0) = P5.
Assume now that B(G) = P5 and let Z0 be a subgroup of Z(G) which is maximal such that Z0 ∩ G′ = 1. We will show
that G/Z0 is isomorphic to a group of Type (A), (B) or (C) as described in Section 8. We observe that no nontrivial subgroup
of Z(G/Z0) intersects (G/Z0)′ trivially. To see this, assumeW/Z0 ≤ Z(G/Z0) andW/Z0 ∩ (G/Z0)′ = W/Z0 ∩ G′Z0/Z0 = 1,
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for some subgroup W of G with Z0 ≤ W . Then W ∩ G′Z0 = (W ∩ G′)Z0 = Z0 and hence W ∩ G′ ≤ Z0, so
W ∩ G′ = W ∩ G′ ∩ Z0 = 1. Further, [W ,G] ≤ Z0 ∩ G′ = 1, soW ≤ Z(G). By the maximality of Z0, it follows thatW = Z0.
Therefore, it is sufficient to assume that Z0 = 1, that is, that every nontrivial central subgroup of G intersects G′
nontrivially. Under this assumption we prove that G is of Type (A), (B) or (C).
Since B(G) = P5, by Lemmas 20 and 21 it follows that Γ (G) = P2 = ∆(G). Thus V(∆(G)) = {p, q, r}, for distinct primes
p, q, r , and E(∆(G)) = {{p, r}, {r, q}}. We remark that G has no conjugacy class of size a nontrivial power of r: this is easily
checked since |cs∗(G)| = 3 and B(G) = P5.
Observe that then pi(G) = {p, q, r}, because if T ∈ Sylt(G) for some prime t 6= p, q, r , then by Corollary 7, T ≤ Z(G), so
G = G0 × T and T ∩ G′ = 1, which gives T = 1. As {p, q} 6∈ E(∆(G)), then G is solvable by Corollary 14.
Let P ∈ Sylp(G), R ∈ Sylr(G) and Q ∈ Sylq(G). By Lemmas 13 and 15 we can assume that G has (say) a normal
q-complement and that P and Q are abelian. We can also choose the notation so that PQ is an r-complement of G and
QR is a p-complement of G. Observe that, by order reasons, PR is the normal q-complement of G. Finally we observe that
G has no nontrivial central direct factors and that Oq(G) = 1, because (by our assumption above) every nontrivial central
subgroup of G has nontrivial intersection with G′.
Claim: If P E G, then G/Z(G) is a Frobenius group with kernel CG(P) and Z(G) = CG(P) ∩ CG(Q ).
Suppose that P E G. Since {p, q} 6∈ E(∆(G)), the group G is equal to CG(P) ∪
(⋃
g∈G CG(Q )g
)
. Let Z = CG(P) ∩ CG(Q ) =
CG(PQ ). Since no nontrivial r-power is a class size of G, we see that Z ≤ Z(G). In particular, Z E G. Now, Proposition 11
yields that G/Z is a Frobenius group with kernel CG(P)/Z and complement CG(Q )/Z . Finally, since G/Z has trivial center,
Z(G) ≤ Z , so Z = Z(G) and the first assertion of the claim is proved.
Recall now that, by Theorem 24 either PQ E G or R E G.
Case (I): Assume that PQ E G.
Then P = PQ ∩ PR E G and QR = Q × R, because QR has a normal q-complement and a normal r-complement. So,
G = P o (Q × R). By the Claim above, G/Z is a Frobenius group, where Z = Z(G) = CG(P) ∩ CG(Q ). We next show that
Z = Or(G). Observe first that q does not divide |Z |, as Oq(Z) ≤ Oq(G) = 1. Let now P0 ∈ Sylp(Z). So P0 = Z ∩ P = CP(Q )
and P = P0 × [P,Q ]. Observing that [P,Q ]QR is a subgroup of G, it follows that G = P0 × [P,Q ]QR. As G has no nontrivial
central direct factor, we have P0 = 1 and hence Z ≤ Or(G). Conversely, Or(G) centralizes both P and Q , as P E G and
Or(G) ≤ R ≤ CG(Q ). Hence Or(G) = Z .
It is now not hard to compute that cs(G) = {1, |Q ||R/Z |, |P| · k : k ∈ cs(R)}. Then |V(Γ (G))| = |cs∗(G)| = 3 implies
that |cs∗(R)| = 1. Since R/Z is a Sylow r-subgroup of the Frobenius complement of G/Z , then R/Z is either cyclic or a gen-
eralized quaternion group Q2n . If R/Z is cyclic, then R is abelian because Z ≤ Z(R). But then |cs∗(R)| = 0, a contradiction. It
follows that r = 2 and that R/Z ' Q2n with n ≥ 3. Let C/Z be a cyclic subgroup of order 2n−1 of R/Z . Then C is an abelian
subgroup of index 2 in R. As |cs∗(R)| = 1, we get cs∗(R) = {2}. Since the class sizes of R/Z divide the class sizes of R and
cs∗(Q2n) = {2, 2n−2}, it follows that n = 3 and R/Z ' Q8. So G is of Type (A) as in Section 8.
Case (II): Assume that R E G and that [P, R] = 1.
Then, the normal q-complement of G is P × R and G = (P × R) o Q . Further, P E G. Using the Claim above, we see
that G/Z is a Frobenius group, where Z = Z(G). One can check that cs(G) = {1, |P||R/Z |, |Q | · k : k ∈ cs(R)} and hence
|cs∗(R)| = 1. So G is of Type (B) as in Section 8.
Case (III): Assume that R E G and that [P, R] 6= 1.
We will show that G is of Type (C), by proving a series of claims.
Claim (III.1): PQ is a Frobenius group, with kernel P and cyclic complement Q .
We first show that ∆(PQ ) is disconnected. Recall that ∆(PQ ) = ∆(G/R) is a subgraph of ∆(G). We have to prove that
{p, q} ⊆ V(∆(PQ )). Assume, by contradiction, that either p 6∈ V(∆(PQ )) or q 6∈ V(∆(PQ )). Then PQ is abelian (because both
P and Q are abelian and PQ has a central p-Sylow or q-Sylow subgroup). Write G = G/8(R). By Lemma 10, there hence
exists x = x8(R) ∈ R such that CG(x) = RCPQ (x) = RCPQ (R). Observe now that CPQ (R) = CPQ (R) (by [8, 8.2.2]) and that pq
divides |PQ/CPQ (R)|, because PQ is abelian and P,Q 6≤ Z(G). It follows that pq divides |xG|. Thus pq divides |xG| and hence
{p, q} ∈ E(∆(G)), a contradiction.
We have proved that ∆(PQ ) is disconnected. Hence B(PQ ) is disconnected and Theorem 1 yields that PQ/Z(PQ ) is a
Frobenius group. Since G has no conjugacy class of size a nontrivial power of r , we see that Z(PQ ) ≤ Z(G). As Oq(G) = 1,
it follows that Z(PQ ) = P0 ≤ P . By Fitting’s decomposition, P = [P,Q ] × CP(Q ) = [P,Q ] × P0 and then [P,Q ]QR is a
complement of P0 in G. Hence P0 is a central direct factor of G. It follows that P0 = Z(PQ ) = 1 and hence PQ is a Frobenius
group. As P E PQ , P is the Frobenius kernel and Q , being an abelian Frobenius complement, is cyclic.
Claim (III.2): cs(G) = {1, |P|ra, |Q |rb, tc}, where a, b, c are positive integers and t ∈ {p, q}; further, {w ∈ G : |wG| = tc}
⊆ Z(R).
Observe that |Q | divides |xG| for every x ∈ G of order divisible by p and |P| divides |yG| for every y ∈ G of order divisible
by q, because the same is true by Claim (III.1) for xR, yR ∈ G/R ' PQ . Recalling that B(G) = P5, by Lemma 21, Γ (G) = P2
and hence cs(G) = {1, |P|ra, |Q |rb, tc}, where a, b, c are positive integers and t ∈ {p, q}. Note also that any elementw ∈ G
such that |wG| = tc must be an r-element and hencew ∈ Z(R).
Claim (III.3): The subgroup W = Z(R) satisfies W = CG(R) and W E G.
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We first prove that p does not divide |CG(R)|. If not, there exists 1 6= x ∈ P ∩ CG(R). By Claim (III.1) then, |Q | divides |xG|.
Since RP E G and [R, P] 6= 1, by Lemma 6 there is an element y ∈ R such that p divides |yG|. Since x and y are commuting
elements of coprime order, by Lemma 8, CG(xy) = CG(x) ∩ CG(y), and hence pq divides |(xy)G|, which is a contradiction.
Thus pi(|CG(R)|) ⊆ {q, r}. Since in Case III, R E G, we also have CG(R) E G, so the Sylow q-subgroups of CG(R) are normal
in G. Since Oq(G) = 1, it follows that CG(R) ≤ R and hence CG(R) = CR(R) = Z(R) = W . Also,W E G as R E G.
Claim (III.4): CR(Q ) ≤ W .
Assume to the contrary that there exists an element g ∈ CR(Q ) \ W . Then p divides |gG|, since otherwise |gG| would
be a power of r and hence g ∈ Z(G), whereas g 6∈ W . Also r divides |gG|, since g 6∈ W = Z(R). Hence by Claim (III.2),
|gG| = |P|ra. Write Q = 〈y〉 and observe that |yG| = |P||R : CR(y)| = |P||R : CR(Q )|. If CR(Q ) = R then Q ≤ CG(R) = W ,
contradicting Claim (III.3), so CR(Q ) < R. Then by Claim III.(2), |yG| = |P|ra. Now, by Lemma 8, CG(gy) = CG(g) ∩ CG(y).
But then both p and r divide |(gy)G| and hence, by Claim (III.2), |(gy)G| = |P|ra. It follows that CG(y) = CG(g) and then
CR(Q ) = CR(y) = CR(g) ≥ W . SinceW E G, we have CG(W ) E G and hence Q ≤ CPQ (W ) E PQ . Since a normal subgroup
of a Frobenius group is either contained in the kernel or contains the kernel, we see that P ≤ CPQ (W ), too. It follows that
Z(R) = W ≤ Z(G), contradicting Claim (III.2).
Claim (III.5): [R, P] ≤ W .
Let x ∈ R \ W . SinceW E G, Claim (III.4) yields that q divides |xG|. Hence by Claim (III.2), p does not divide |xG|. So for
each xW ∈ R/W , p does not divide |(xW )G/W |. Hence, by applying Lemma 6 to RP/W E G/W , we see that [P, R] ≤ W .
Claim (III.6): R is abelian and CR(P) = 1.
By Claim (III.5), in particular [P, R] ≤ W = Z(R), so [P, R] is abelian. Thus, by Lemma 8(a), [P, R] = [P, [P, R]]× C[P,R](P)
and [P, [P, R]] = [P, R], so CR(P) ∩ [P, R] = C[P,R](P) = 1. Since R = [P, R]CR(P), it follows that CR(P) is a complement
of [P, R] in R. By Claim (III.5), [P, R] is central in R. Hence R = [P, R] × CR(P). Note that p divides |xG| for every nontrivial
x ∈ [P, R]. Observe also that both [P, R] and CR(P) are normal in G, as P E PQ . Now, if there exists y ∈ CR(P) such that q
divides |yG|, then by Lemma 8(c), pq divides |(xy)G|, which is a contradiction. Since G has no conjugacy class of nontrivial
r-power size, it follows that CR(P) ≤ Z(G). So CR(P) is a central direct factor of G and hence CR(P) = 1. Further, R = [R, P]
is abelian by Claim (III.5).
Conclusion:
We know that R is abelian, RP E G, CR(P) = 1 and that CPQ (R) = 1 by Claim (III.3). So Proposition 18 yields that
NG(P) = PQ ≤ Γ L(1, R) and hence by Proposition 16, G is a group of Type (C), as in Section 8. 
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