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Introduction
La forme et l’arrangement spatial des phases qui constituent un alliage me´tallique forment sa
microstructure. Cette microstructure de´termine les caracte´ristiques macroscopiques de l’alliage,
comme par exemple ses proprie´te´s me´caniques. Leur ame´lioration pour une application spe´ciﬁque
ne´cessite ainsi de mieux comprendre la formation et de l’e´volution de la microstructure qui les
de´termine. Le travail pre´sente´ dans ce me´moire de the`se s’inscrit dans le domaine d’e´tude de
l’e´volution de microstructures issues de transformations de phase diﬀusives a` l’e´tat solide. Dans
les alliages multiphase´s, les diﬀe´rences de structure et/ou de composition entre les phases qui
coexistent sont a` l’origine d’un de´saccord parame´trique entre elles. Si ce de´saccord est tel que
les interfaces entre matrice et pre´cipite´s restent cohe´rentes, il de´forme e´lastiquement le re´seau
cristallin. Une de´formation libre est alors de´ﬁnie entre les phases pour caracte´riser le changement de
structure et/ou de composition qui survient au cours de la transformation. L’ajustement cohe´rent du
de´saccord parame´trique ge´ne`re ainsi des champs e´lastiques a` longue distance dans la microstructure,
qui peuvent avoir une inﬂuence signiﬁcative sur sa formation et son e´volution [48].
L’un des premiers eﬀets remarquables de l’e´lasticite´ sur une microstructure cohe´rente est de modiﬁer
l’e´quilibre thermodynamique des phases [15, 26, 59]. Cet eﬀet a notamment e´te´ e´tudie´ dans les
travaux de Larche´ et Cahn [21, 56, 57, 58] et Johnson et Voorhees [47]. Il est ainsi ne´cessaire de
distinguer le diagramme de phase incohe´rent du diagramme de phase cohe´rent, comme pre´sente´
par Allen et Cahn sur un diagramme Fe-Al [5]. Dans cette dernie`re e´tude, l’e´lasticite´ re´duit la taille
des domaines biphase´s, ce qui modiﬁe naturellement les concentrations et les fractions volumiques
d’e´quilibre des phases.
Les champs e´lastiques issus de la cohe´rence des interfaces sont ge´ne´ralement fortement anisotropes.
Leur anisotropie peut provenir de la de´formation libre, dans le cas d’une diﬀe´rence de structure entre
matrice et pre´cipite´, ou encore des constantes e´lastiques associe´es a` ces phases. Ainsi, une inclusion
cohe´rente peut ge´ne`rer des champs e´lastiques anisotropes, qui aﬀectent alors l’e´volution de sa
forme. Les travaux de Thompson, Su et Voorhees [91] sur la morphologie d’une inclusion cohe´rente
de´crivent la se´lection d’une forme d’e´quilibre comme le re´sultat de la compe´tition entre l’e´nergie
d’interface et l’e´nergie e´lastique du pre´cipite´. L’e´nergie d’interface pre´domine cette compe´tition pour
les pre´cipite´s de petites tailles, tandis que l’e´lasticite´ l’emporte pour les inclusions plus grandes.
Cette compe´tition donne lieu a` une transition de forme des pre´cipite´s pendant leur croissance, vers
des morphologies favorise´es par l’anisotropie de l’e´lasticite´.
Lorsque la fraction volumique de seconde phase est suﬃsamment e´leve´e, les champs e´lastiques a`
longue distance induits par les inclusions se recouvrent et interagissent. Ces interactions e´lastiques
aﬀectent la forme des pre´cipite´s, et favorisent e´galement la formation d’arrangements graˆce auxquels
les champs anisotropes ge´ne´re´s par chaque inclusion se compensent [48].
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Introduction
Dans certains alliages, l’e´lasticite´ conduit a` la formation de microstructures e´tonnantes, dans
lesquelles des pre´cipite´s de forme anisotrope sont corre´le´s spatialement a` longue distance (ﬁgure 0.1).
2μm
Structures en cubo¨ıdes dans un superalliage
monocristallin base Ni (F. Diologent [33])
60 nm
Structures en damiers dans un alliage Co-Pt (Y.
Le Bouar [13])
20μm
Structures de Widmansta¨tten en colonies
d’aiguilles paralle`les, dans un alliage base Ti (E.
Aeby-Gautier et al [89])
Structures en croix forme´es d’empilements de
plaquettes, dans un alliage Al-wt.3%Cu (Perovic
et al [75])
Figure 0.1: Exemples de microstructures forme´es sous l’inﬂuence de l’e´lasticite´.
Dans ce manuscrit, nous nous inte´ressons a` la microstructure γ/γ′ des superalliages monocristallins
a` base de nickel. Cette microstructure est obtenue par pre´cipitation de la phase γ′ ordonne´e L12
dans la matrice CFC γ, et l’e´lasticite´ joue un roˆle essentiel dans sa formation et son e´volution.
La pre´cipitation de la phase γ′ par mise en ordre cohe´rente entraˆıne la continuite´ des plans
et directions cristallograpiques des structures de la matrice et des pre´cipite´s. Les diﬀe´rences de
composition entre les phases γ et γ′ font cependant de chaque pre´cipite´ un centre de contraction
ou de dilatation isotrope du re´seau cristallin, suivant le signe du de´saccord parame´trique. Les
constantes e´lastiques des phases posse`dent une anisotropie cubique, qui est responsable de la forme
cubo¨ıdale et de l’arrangement des pre´cipite´s. Leur morphologie e´volue de sphe´ro¨ıde a` cubo¨ıde
pendant leur croissance, en raison de la compe´tition discute´e pre´ce´demment entre l’e´nergie d’interface
isotrope et l’e´nergie e´lastique anisotrope [48, 65, 66, 91]. Les interactions e´lastiques entre pre´cipite´s
favorisent leur alignement progressif selon les directions cubiques de la matrice [48, 85]. Cette
reconﬁguration induite par l’e´lasticite´ conduit a` la formation d’arrangements quasi-pe´riodiques de
pre´cipite´s cubo¨ıdaux, comme celui pre´sente´ sur la ﬁgure 0.1.
2
De nombreuses e´tudes consacre´es a` la microstructure γ/γ′ ont permis de mieux comprendre le roˆle
des interactions e´lastiques anisotropes dans la formation des alignements de pre´cipite´s cubo¨ıdaux.
La microstructure γ/γ′ posse`de cependant des de´fauts syste´matiques d’alignement de pre´cipite´s γ′.
A forte fraction volumique, des branches et des macro-dislocations dans les modulations brisent
syste´matiquement la pe´riodicite´ de l’arrangement (ﬁgure 0.2) [22, 33, 40, 88]. A de plus faibles
fractions volumiques, des range´es de pre´cipite´s aligne´es selon [100] et [010] tendent a` eˆtre adjacentes,
formant ainsi des structures coude´es que nous appelons des motifs en chevrons (ﬁgure 0.3) [8, 10,
62, 64].
F. Diologent [33] D. Texier [88]
Figure 0.2: De´fauts de pe´riodicite´ dans l’arrangement des pre´cipite´s de microstructures γ/γ′ expe´rimentales
a` fortes fractions volumique de phase γ′ : branches et macro-dislocations.
0.5μm
A.J. Ardell et R.B. Nicholson [8] W. T. Loomis et al [64]
Figure 0.3: De´fauts de pe´riodicite´ dans l’arrangement des pre´cipite´s de microstructures γ/γ′ expe´rimentales
a` de plus faibles fractions volumique de phase γ′ : structures coude´es ou motifs en chevrons.
Malgre´ les nombreuses e´tudes consacre´es a` la formation et a` l’e´volution de la microstructure γ/γ′,
l’origine et la dynamique des de´fauts de pe´riodicite´ restent mal comprises. Ces travaux de the`se ont
pour objectif d’e´tudier la dynamique des de´fauts d’alignement des pre´cipite´s. Nous nous inte´ressons
ainsi a` l’inﬂuence de l’e´lasticite´ sur la formation et l’e´volution des de´fauts identiﬁe´s sur les ﬁgures
0.2 et 0.3 dans la microstructure des superalliages monocristallins a` base de nickel.
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Introduction
Dans ce contexte, nous avons besoin de me´thodes nume´riques pour simuler l’e´volution de la
microstructure γ/γ′ en couplant les forces motrices d’origine chimique et e´lastique. Dans la litte´ratu-
re, les travaux de recherche sur les superalliages ont conduit au de´veloppement d’approches pour
e´tudier la microstructure γ/γ′ a` diﬀe´rentes e´chelles. A l’e´chelle macroscopique, des mode`les me´cani-
ques [25, 42, 44] incorporant une description de la microstructure [9, 32, 63, 98] ont e´te´ de´veloppe´s
pour e´tudier le comportement me´canique des superalliages. A l’e´chelle microscopique ou atomique,
plusieurs approches permettent d’e´tudier les me´canismes intervenant dans l’e´volution de la micro-
structure a` des e´chelles d’espace et de temps plus ﬁnes, par exemple la dynamique mole´culaire
[60, 106], ou encore les approches de type Monte Carlo [96, 97]. Dans notre e´tude, nous choisissons
d’e´tudier la microstructure γ/γ′ a` une e´chelle interme´diaire. A l’e´chelle me´soscopique, il existe deux
approches permettant de mode´liser le couplage entre e´lasticite´ et microstructure : l’ approche a`
interfaces e´troites et la me´thode des champs de phase.
Un mode`le a` interfaces e´troites a e´te´ de´veloppe´ par Thornton et al [92, 93] pour simuler l’e´volution
d’une microstructure constitue´e de pre´cipite´s disperse´s en interaction e´lastique, au cours d’un
re´gime de coalescence. Ces travaux ont notamment permis d’e´tudier le de´veloppement des corre´la-
tions spatiales entre pre´cipite´s, et l’e´cart de leur morphologie a` la forme d’e´quilibre d’un pre´cipite´
isole´ [91]. Ces me´thodes ne´cessitent cependant de localiser explicitement les interfaces entre pre´cipi-
te´s et matrice a` chaque pas de temps. Ce traitement des interfaces entraˆıne des diﬃculte´s nume´riques
dans la description d’e´ve`nements comme la coagulation ou la dissolution de pre´cipite´s. En l’absence
de me´thodes supple´mentaires pour ge´rer ces e´ve`nements, l’approche a` interfaces e´troites est limite´e
a` la simulation de microstructures contenant un taux de phase γ′ relativement faible.
La me´thode des champs de phase est l’approche de re´fe´rence pour mode´liser le couplage entre
champs e´lastiques et e´volution microstructurale a` l’e´chelle me´soscopique. Dans cette approche,
l’e´volution de la microstructure est simule´e a` l’aide de champs continus. Les interfaces sont repe´re´es
par les gradients de ces champs, sans que la connaissance explicite de leur position ne soit requise.
Bien que les interfaces aient une e´paisseur bien supe´rieure a` l’e´paisseur physique, cette description
est particulie`rement adapte´e a` la simulation des e´volutions morphologiques ou topologiques qui
surviennent ge´ne´ralement dans les microstructures. De plus, la plupart des mode`les de champ de
phase entrent dans un cadre thermodynamique cohe´rent qui autorise les couplages multiphysiques.
En champ de phase, le couplage entre une transformation de phase diﬀusive a` l’e´tat solide et
l’e´lasticite´ est possible dans le cadre de la the´orie de l’e´lasticite´ de Khachaturyan [48]. Cette
approche permet d’exprimer simplement la force motrice e´lastique pour l’e´volution microstructurale
en conside´rant la variation d’e´nergie e´lastique associe´e a` une variation de la microstructure [51].
Dans la litte´rature, les mode`les de champ de phase couplant e´lasticite´ et microstructure ont permis
de mieux comprendre les e´volutions de forme et d’arrangement des pre´cipite´s γ′, ainsi que la
cine´tique de formation de la microstructure γ/γ′. Par exemple, les travaux de Wang et al [100]
ont montre´ l’importance de de´crire les variants de translation de la phase γ′. Vaithyanathan et
Chen [94] ont e´tudie´ les eﬀets du taux de phase γ′ sur la cine´tique d’e´volution et sur la taille
des pre´cipite´s. L’inﬂuence de l’inhomoge´ne´ite´ e´lastique, c’est a` dire de la diﬀe´rence de constantes
e´lastiques entre les phases, a e´galement e´te´ e´tudie´e en champ de phase [15, 16, 45]. Zhu et al [110]
ont montre´ que l’inhomoge´ne´ite´ du module de cisaillement ralentit la cine´tique d’e´volution d’une
microstructure e´lastiquement isotrope, tandis qu’en e´lasticite´ anisotrope, M. Cottura et al [28] ont
montre´ que l’inhomoge´ne´ite´ du module C ′ aﬀecte la forme des pre´cipite´s γ′. Dans les e´tudes que
nous venons de citer, les microstructures simule´es posse`dent les meˆmes de´fauts d’alignement des
pre´cipite´s que ceux identiﬁe´s sur les microstructures expe´rimentales des ﬁgures 0.2 et 0.3.
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Ainsi, des branches et des macro-dislocations dans les alignements de pre´cipite´s sont observe´es dans
les simulations champ de phase de M. Cottura et al [28], Hu et Chen [45], et Zhu et al [110], tandis
que des motifs en chevrons sont visibles dans les simulations de Vaithyanathan et Chen [94] et de
Wang et al [100]. Ces observations justiﬁent l’utilisation de la me´thode des champs de phase pour
l’e´tude de la dynamique des de´fauts d’alignement des pre´cipite´s dans la microstructure γ/γ′.
Ce travail de the`se est une contribution a` l’e´tude du couplage entre e´lasticite´ et microstructure
dans les superalliages monocristallins. Cette e´tude a pour objectif de mieux comprendre l’inﬂuence
de l’e´lasticite´ sur la dynamique des de´fauts d’alignement des pre´cipite´s dans la microstructure γ/γ′.
Ce me´moire de the`se se de´compose en trois chapitres.
Dans le chapitre 1, nous introduisons la the´orie et les me´thodes nume´riques utilise´es dans l’ensemble
du manuscrit. Dans un premier temps, nous pre´sentons un mode`le de champ de phase classique
pour simuler l’e´volution d’une microstructure sous l’inﬂuence de l’e´lasticite´, au cours d’un recuit
isotherme. Le couplage de l’e´lasticite´ est de´crit dans le cadre de l’approche de Khachaturyan. Dans
le cadre des transformations de phase diﬀusives, l’e´quilibre me´canique statique de la microstructure
est ve´riﬁe´ a` chaque instant, et sa re´solution est de´taille´e dans diﬀe´rents cas. Nous donnons e´galement
des e´le´ments de re´solution de l’e´quation cine´tique, pour l’e´volution du champ de concentration
de´crivant la microstructure. Dans un second temps, et apre`s un bref e´tat de l’art des me´thodes
d’analyse de la forme et de l’arrangement des pre´cipite´s γ′, nous proposons une me´thode originale
d’analyse de la microstructure γ/γ′, issue de la phe´nome´nologie des structures hors e´quilibre.
Nous montrons que l’inte´reˆt de cette me´thode re´side dans la de´composition des modulations de la
microstructure et dans la de´tection automatique de la position et du type des de´fauts de pe´riodicite´.
Dans le chapitre 2, nous nous inte´ressons a` la formation et la dynamique des de´fauts de pe´riodicite´ de
la microstructure γ/γ′. Nous conduisons des analyses de stabilite´ statiques de l’arrangement cubique
simple d’inclusions cohe´rentes. L’inﬂuence de la forme et celle du taux de phase γ′ sur la stabilite´
de l’arrangement sont conside´re´es. Les analyses statiques sont enrichies de simulations champ de
phase de l’e´volution de microstructures pe´riodiques soumises a` de le´ge`res perturbations initiales
de la position des inclusions. Le roˆle de l’inhomoge´ne´ite´ en C ′ sur la stabilite´ de l’arrangement est
e´galement e´tudie´ dans une analyse statique, puis dans des simulations de champ de phase. La ﬁn
de ce chapitre porte sur la dynamique des de´fauts d’alignement dans la microstructure γ/γ′, au
cours d’un recuit isotherme et pendant la mise en radeaux de la microstructure. Nous discutons
ﬁnalement des perspectives de ce chapitre, pour lesquelles une e´tude statistique de la dynamique
des de´fauts d’alignement serait ne´cessaire.
Dans le chapitre 3, nous re´alisons une mode´lisation champ de phase de microstructures a` grande
e´chelle, selon la me´thode S-PFM (Sharp Phase Field Method) re´cemment propose´e par A. Finel
et al dans [37]. Nous pre´sentons dans un premier temps la me´thode de champ de phase S-PFM,
intrinse`quement discre`te, dans laquelle les interfaces sont re´solues essentiellement avec un pas de
grille, sans friction de re´seau, et avec une invariance par rotation pre´cise. Nous de´crivons le couplage
d’un champ conserve´ dans le cadre de l’approche de Kim-Kim-Suzuki [53], puis nous pre´sentons un
mode`le multichamps adapte´ a` la description de la microstructure γ/γ′. Dans un second temps, nous
re´alisons une e´tude pre´liminaire visant a` valider les parame`tres choisis pour assurer l’invariance par
rotation de l’interface e´troite dans le mode`le. Enﬁn, nous mode´lisons des microstructures a` grande
e´chelle avec et sans e´lasticite´, puis en e´lasticite´ homoge`ne et inhomoge`ne en C ′. Nous re´alisons des
analyses statistiques des microstructures issues de ces simulations, puis nous comparons l’e´volution
des densite´s de de´fauts d’alignement dans les microstructures homoge`ne et inhomoge`ne en C ′.
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1 The´orie et me´thodes nume´riques
Nous pre´sentons dans ce chapitre la the´orie et les me´thodes utilise´es dans ces travaux de the`se. Dans un
premier temps, nous pre´sentons un mode`le de champ de phase classique pour simuler l’e´volution d’une
microstructure sous l’inﬂuence de l’e´lasticite´, au cours d’un recuit isotherme. Dans le cadre des transformations
de phase diﬀusives a` l’e´tat solide, l’e´quilibre me´canique statique de la microstructure est ve´riﬁe´ a` chaque
instant, et nous de´crivons sa re´solution dans diﬀe´rents cas. Quelques e´le´ments de re´solution de l’e´quation
cine´tique du champ conserve´ sont e´galement donne´s. La seconde partie de ce chapitre est consacre´e a` l’analyse
de la forme et de l’arrangement des pre´cipite´s γ′. Apre`s un bref e´tat de l’art des me´thodes d’analyse de la
forme des pre´cipite´s cubo¨ıdaux, nous pre´sentons diﬀe´rents outils pour de´terminer les corre´lations spatiales de
leur barycentre. Enﬁn, nous proposons une me´thode originale, issue de la phe´nome´nologie des structures hors-
e´quilibre, d’analyse de la microstructure γ/γ′ par le calcul des phases ge´ome´triques associe´es a` l’arrangement
des pre´cipite´s. L’inte´reˆt de cette nouvelle me´thode re´side dans la de´composition des modulations de la
microstructure, et dans la de´tection automatique de la position et du type de de´faut d’alignement.
Sommaire
1.1 Champ de phase : microstructure et e´lasticite´ . . . . . . . . . . . . . . . . 8
1.1.1 Description continue de la microstructure . . . . . . . . . . . . . . . . . . 8
1.1.1.1 Energie libre chimique . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.1.2 Energie e´lastique . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.2 Equilibre me´canique statique . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.1.2.1 Solution analytique en e´lasticite´ homoge`ne . . . . . . . . . . . . 13
1.1.2.2 Re´solution nume´rique en e´lasticite´ inhomoge`ne . . . . . . . . . 15
1.1.2.3 Approximation du milieu e´lastique eﬀectif . . . . . . . . . . . . 17
1.1.3 Re´solution de l’e´quation cine´tique . . . . . . . . . . . . . . . . . . . . . . . 19
1.2 Me´thodes d’analyse de la microstructure γ/γ′ . . . . . . . . . . . . . . . . 20
1.2.1 Morphologie des pre´cipite´s . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.2.2 Corre´lations spatiales des barycentres . . . . . . . . . . . . . . . . . . . . 22
1.2.3 Phe´nome´nologie des structures hors-e´quilibre . . . . . . . . . . . . . . . . 24
1.2.3.1 Structures module´es et diﬀusion de la phase . . . . . . . . . . . 24
1.2.3.2 Phases et modulations de la microstructure γ/γ′ . . . . . . . . . 25
1.2.3.3 Squelettes des modulations et de´fauts de pe´riodicite´ . . . . . . . 29
1.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
7
1. The´orie et me´thodes nume´riques
1.1 Champ de phase : microstructure et e´lasticite´
1.1.1 Description continue de la microstructure
Le champ de phase est une approche me´soscopique permettant de de´crire la formation et l’e´volution
de microstructures complexes a` l’aide de champs continus. Les interfaces y sont de´crites par des
re´gions localisant les gradients de ces champs. Dans la plupart des cas, les mode`les de champ de
phase entrent dans un cadre thermodynamique cohe´rent qui permet les couplages multiphysiques.
L’e´le´ment central du champ de phase est une fonctionnelle d’e´nergie libre F construite sur les
champs de parame`tres d’ordre. Cette fonctionnelle peut eˆtre construite par changement d’e´chelle
depuis l’e´chelle atomique [17] ou postule´e sur la base d’arguments de syme´trie selon la the´orie de
Landau. C’est cette deuxie`me voie que nous avons adopte´e.
L’e´volution de la microstructure est de´crite par celle des parame`tres d’ordre, de telle sorte que la
dissipation de l’e´nergie libre F soit positive. Dans le cas d’un champ φ non conserve´, l’hypothe`se la
plus simple pour assurer cette dissipation est une relation line´aire entre l’e´volution de φ et la force
thermodynamique locale. On obtient alors l’e´quation d’Allen-Cahn [6] :
∂φ
∂t
(r, t) = −L δF
δφ(r, t)
(1.1)
avec L un coeﬃcient cine´tique strictement positif en m3.J−1.s−1. Dans le cas d’un champ de
concentration c, on postule que le ﬂux d’atomes de l’espe`ce conside´re´e est proportionnel au gradient
de potentiel de diﬀusion. Cette hypothe`se combine´e a` la conservation des espe`ces chimiques conduit
a` l’e´quation de Cahn-Hilliard [20] :
∂c
∂t
(r, t) = ∇.
[
M∇ δF
δc(r, t)
]
= M∇2 δF
δc(r, t)
(1.2)
avec M la mobilite´ en m5.J−1.s−1, suppose´e constante par souci de simplicite´. Etant donne´ que nous
nous inte´ressons a` l’inﬂuence de l’e´lasticite´ sur l’e´volution des microstructures, la fonctionnelle F
est de´compose´e de manie`re classique en une somme d’e´nergies libres chimique Fch et e´lastique Eel :
F = Fch + Eel (1.3)
Pour de´crire la microstructure γ/γ′ dans les superalliages, les parame`tres d’ordre comptent au moins
un champ de concentration c, et au plus quatre champs φi de´crivant la mise en ordre chimique dans
les pre´cipite´s γ′. Dans la mesure ou` notre objectif est la compre´hension de phe´nome`nes ge´ne´riques
plutoˆt que la pre´diction quantitative des microstructures dans un alliage spe´ciﬁque, nous avons
conside´re´ un alliage binaire eﬀectif Ni-Al, ou` le champ c correspond a` la teneur en aluminium.
Par souci de simplicite´ dans la suite de ce chapitre, nous conside´rons une microstructure de´crite
uniquement par c. Les e´nergies libres chimique et e´lastique sont construites sur ce champ, et la
force thermodynamique pour son e´volution (1.2) est :
δF
δc(r, t)
=
δFch
δc(r, t)
+
δEel
δc(r, t)
(1.4)
La suite de cette section est consacre´e a` la de´ﬁnition des e´nergies libre chimique et e´lastique. Nous
pre´senterons e´galement la re´solution de l’e´quilibre me´canique statique de la microstructure, et nous
donnerons des e´le´ments de re´solution de l’e´quation cine´tique.
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1.1. Champ de phase : microstructure et e´lasticite´
1.1.1.1 Energie libre chimique
Conside´rons une microstructure biphase´e contenue dans un volume V et de´crite par c. La densite´
volumique d’e´nergie libre chimique fch peut eˆtre de´veloppe´e en fonction des de´rive´es spatiales de c
autour d’une e´nergie libre f(c) associe´e a` un e´tat homoge`ne. En utilisant les notations indicielles
et la convention de sommation d’Einstein, le de´veloppement jusqu’au deuxie`me ordre s’e´crit [20] :
fch(c,∇c,∇2c, ...) = f(c) +
[
δfch
δ(∂ric)
]
0
∂c
∂ri
+
[
δfch
δ(∂2rirj c)
]
0
∂2c
∂ri∂rj
+
1
2
[
δ2fch
δ(∂ric)δ(∂rj c)
]
0
∂c
∂ri
∂c
∂rj
+ ... (1.5)
ou` ∂ric de´signe ∂c/∂ri et ou` 0 est relatif a` l’e´tat homoge`ne. En supposant que le milieu est isotrope,
les coeﬃcients du de´veloppement de Taylor ne de´pendent plus de l’espace, et l’expression pre´ce´dente
devient simplement :
fch(c,∇c,∇2c) = f(c) + λ1∇2c+ λ2|∇c|2 (1.6)
En inte´grant cette densite´ sur le volume V et en utilisant le the´ore`me de la divergence, on obtient
a` la forme usuelle de l’e´nergie libre chimique :
Fch =
∫
V
(
f(c) +
λ
2
|∇c|2
)
dV (1.7)
ou` λ est le coeﬃcient de gradient d’e´nergie en J.m−1. La densite´ d’e´nergie libre homoge`ne est
une fonction de c dont les minima sont associe´s aux e´tats d’e´quilibre (stable et/ou me´tastable)
du syste`me [55]. Elle pre´sente deux minima aux concentrations d’e´quilibre c0γ et c
0
γ′ , dans le cas
d’une microstructure ou` les phases γ et γ′ coexistent. Nous conside´rons une densite´ d’e´nergie libre
homoge`ne de la forme :
f(c)
A
= −2(c− cm)2 + 4(c− cm)
4
δc2
(1.8)
ou` cm = (c0γ + c
0
γ′)/2, δc = c
0
γ′ − c0γ et A est l’e´chelle d’e´nergie volumique chimique en J.m−3. Les
concentrations d’e´quilibre incohe´rent c0γ = 0, 15 et c
0
γ′ = 0, 231 sont identiﬁe´es sur le diagramme
de phase Ni-Al (ﬁgure 1.1 a` gauche) a` T = 950◦C [26]. La densite´ d’e´nergie libre homoge`ne (1.8)
correspondante est pre´sente´e a` droite de la ﬁgure 1.1.
0.14 0.16 0.18 0.20 0.22 0.24
c
-0.0015
-0.0010
-0.0005
0.0000
0.0005
f
(c
)/
A
Figure 1.1: Gauche : diagramme de phase Ni-Al calcule´ dans [99] par Cluster Variation Method (CVM)
avec un potentiel de paire de Lennard-Jones, et comparaison avec l’expe´rience [7]. Droite : densite´ d’e´nergie
libre homoge`ne (1.8) avec les concentrations d’e´quilibre c0γ = 0, 15 et c
0
γ′ = 0, 231 identiﬁe´es sur le diagramme
de phase a` T = 950◦C [26].
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1. The´orie et me´thodes nume´riques
L’e´chelle d’e´nergie volumique A et le coeﬃcient de gradient d’e´nergie λ se de´duisent des valeurs de
l’e´nergie σ et de l’e´paisseur 2w de l’interface, dont les choix sont respectivement motive´s par des
conside´rations physique et nume´rique.
L’e´nergie d’interface est ge´ne´ralement de´termine´e indirectement par la mesure expe´rimentale de
lois de croissance, ou plus directement via des simulations a` l’e´chelle atomique. Quelle que soit la
me´thode employe´e, la de´termination de σ reste diﬃcile.
L’e´paisseur de l’interface 2w se compte ge´ne´ralement en nombre de pas de discre´tisation d, et
est choisie de sorte a` assurer que le re´seau discret n’inﬂuence pas le mouvement de l’interface.
La discre´tisation du formalisme continu ge´ne`re une barrie`re d’e´nergie nume´rique qui s’oppose au
mouvement de l’interface lorsqu’elle se propage d’un voxel a` un autre [19]. La friction de re´seau
qui en re´sulte est alors de´ﬁnie comme la force motrice qu’il est ne´cessaire d’appliquer au syste`me,
en inclinant le double-puits, pour vaincre cette barrie`re d’e´nergie et propager l’interface. On note
facilement que la hauteur de la barrie`re d’e´nergie de´croˆıt exponentiellement avec l’e´paisseur de
l’interface [30]. Lorsque le rapport entre l’e´paisseur d’interface et le pas de discre´tisation w/d
descend en dessous d’une valeur critique, cette barrie`re d’e´nergie produit des artefacts nume´riques
inde´sirables : elle est susceptible de de´favoriser le mouvement des interfaces le long des directions
les moins denses de la grille de discre´tisation, voire de bloquer totalement ce mouvement. Par
conse´quent, il est ne´cessaire de choisir une e´paisseur d’interface suﬃsante pour que la hauteur de
la barrie`re d’e´nergie nume´rique soit ne´gligeable en comparaison aux forces motrices agissant sur le
syste`me. Le pas de discre´tisation d doit ainsi eˆtre petit devant l’e´paisseur de l’interface, et l’absence
de friction de re´seau est ge´ne´ralement obtenue pour des interfaces d’e´paisseur 2w = 6d.
Par ailleurs, la taille des pre´cipite´s ou des couloirs de matrice, doit eˆtre au moins deux fois supe´rieure
a` l’e´paisseur d’interface pour qu’ils soient correctement de´ﬁnis. Par conse´quent, la contrainte sur
l’e´paisseur de l’interface limite conside´rablement la taille accessible des microstructures.
1.1.1.2 Energie e´lastique
Nous de´ﬁnissons maintenant l’e´nergie e´lastique de la microstructure dans le cadre des petites
de´formations. Cette hypothe`se est justiﬁe´e dans notre e´tude en raison de la faible de´formation
libre entre les phases γ et γ′.
Conside´rons que la microstructure biphase´e de´crite pre´ce´demment est cohe´rente, et que les de´forma-
tions e´lastiques locales par rapport a` un e´tat de re´fe´rence y sont repe´re´es par le tenseur εelij(r). A
cette de´formation e´lastique est associe´ un couˆt e´nerge´tique, qui est de´crit localement par une densite´
volumique d’e´nergie e´lastique fel(εelij). Cette densite´ peut eˆtre de´veloppe´e jusqu’au deuxie`me ordre
autour d’une e´nergie
[
fel(r)
]
0
dans l’e´tat de re´fe´rence :
fel(ε
el
ij) =
[
fel
]
0
+
[
δfel
δεelij
]
0
εelij +
1
2
[
δ2fel
δεelijδε
el
kl
]
0
εelijε
el
kl + ... (1.9)
ou` les notations indicielles et la convention de sommation d’Einstein sont utilise´es, et ou` 0 est relatif
a` l’e´tat de re´fe´rence. Les coeﬃcients du de´veloppement correspondent a` la contrainte locale dans
l’e´tat de re´fe´rence et aux modules e´lastiques :
fel(ε
el
ij) =
[
fel
]
0
+
[
σij
]
0
εelij(r) +
1
2
λijkl(r)ε
el
ij(r)ε
el
kl(r) (1.10)
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1.1. Champ de phase : microstructure et e´lasticite´
En faisant l’hypothe`se que le cristal de re´fe´rence est non contraint et que sa densite´ d’e´nergie
e´lastique est nulle, la densite´ fel
(
εelij(r)
)
est exprime´e de manie`re usuelle comme une forme quadratique
des composantes de la de´formation e´lastique :
fel(ε
el
ij) =
1
2
λijkl(r)ε
el
ij(r)ε
el
kl(r) (1.11)
dont l’inte´grale sur le volume est l’e´nergie e´lastique Eel de la microstructure cohe´rente. La de´forma-
tion e´lastique est de´ﬁnie par la diﬀe´rence entre la de´formation totale εij(r) et la de´formation libre
ε0ij(r) associe´e a` la transformation de phase :
εelij(r) = εij(r)− ε0ij(r) (1.12)
Dans la microstructure des superalliages, la de´formation libre ε0ij(r) entre les phases γ et γ
′ est
isotrope. Leur de´saccord parame´trique provient de leur diﬀe´rence de composition, et il est alors
usuel de de´ﬁnir ε0ij(r) par la loi de Vegard :
ε0ij(r) = ε
0
ij
[
c(r)− c¯] = ε0ijΔc(r) (1.13)
avec c¯ la concentration moyenne dans l’alliage. L’isotropie de la de´formation libre implique que le
tenseur ε0ij est diagonal ε
0
ij = ε0δij. La composante diagonale est de´ﬁnie par le quotient ε0 = δa/aδc
du de´saccord parame´trique δa/a entre les phases sur leur diﬀe´rence de concentration d’e´quilibre.
La de´formation totale εij(r) est de´compose´e en une de´formation homoge`ne εij et une de´formation
he´te´roge`ne δεij(r), de sorte que :
εij(r) = εij + δεij(r) ; avec
{
〈εij(r)〉 = εij
〈δεij(r)〉 = 0
(1.14)
ou` 〈X〉 est la moyenne de X sur V . La de´formation he´te´roge`ne est lie´e aux de´placements par la
relation de compatibilite´ usuelle :
δεij(r) =
1
2
(
∂ui
∂rj
+
∂uj
∂ri
)
(1.15)
Par de´ﬁnition, les dimensions macroscopiques du volume V sont aﬀecte´es par la de´formation
homoge`ne εij , et inde´pendantes de la de´formation he´te´roge`ne locale δεij(r). Cela implique que
la moyenne des de´placements ui(r) lie´s a` la de´formation he´te´roge`ne δεij(r) est nulle dans le volume
〈ui(r)〉 = 0. Dans le cadre de l’e´lasticite´ line´aire, la loi de Hooke relie line´airement la contrainte
σij(r) et la de´formation e´lastique εelkl(r) par le tenseur d’e´lasticite´ λijkl(r) :
σij(r) = λijkl(r) ε
el
kl(r) (1.16)
La microstructure γ/γ′ est e´lastiquement inhomoge`ne, c.-a`-d. que les modules e´lastiques des deux
phases sont diﬀe´rents λγijkl = λγ
′
ijkl. Le tenseur λijkl(r) est alors de´ﬁni comme la somme des modules
λijkl d’un milieu homoge`ne de re´fe´rence, et des modules inhomoge`nes λ′ijkl dont les variations
spatiales sont assimile´es a` celles de c. Un choix possible est :
λijkl(r) = λijkl + λ
′
ijklΔc(r) ; avec
{
λijkl = (1− fv)λγijkl + fvλγ
′
ijkl
λ′ijkl = (λ
γ′
ijkl − λγijkl)/δc
(1.17)
avec fv la fraction volumique de phase γ′, de´ﬁnie pour l’e´quilibre incohe´rent par fv = (c¯− c0γ)/δc.
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Lorsqu’un chargement exte´rieur est applique´ a` la microstructure, on distingue le cas d’une de´forma-
tion εaij impose´e de celui d’une contrainte σ
a
ij impose´e. En de´formation impose´e, l’e´nergie e´lastique
correspond a` l’inte´grale sur le volume de la densite´ (1.11) avec la de´formation homoge`ne εij = εaij.
Dans le cas d’une contrainte σaij impose´e, le terme V σ
a
ijεij est retranche´ a` l’inte´grale de la densite´
pour conside´rer l’e´nergie potentielle de la source imposant la contrainte.
Ainsi, l’e´nergie e´lastique d’une microstructure biphase´e cohe´rente, en e´lasticite´ inhomoge`ne et en
contrainte impose´e est de´ﬁnie par :
Eel =
1
2
∫
V
λijkl(r)
[
εij + δεij(r)− ε0ijΔc(r)
][
εkl + δεkl(r)− ε0klΔc(r)
]
dV − V σaijεij (1.18)
1.1.2 Equilibre me´canique statique
Dans le cadre d’une transformation de phase diﬀusive, le temps caracte´ristique d’e´tablissement de
l’e´quilibre me´canique est petit devant le temps caracte´ristique de la diﬀusion, de telle sorte que
l’e´quilibre me´canique statique de la microstructure est ve´riﬁe´ a` chaque instant. L’e´nergie e´lastique
d’une microstructure de´crite par c(r) et soumise a` une contrainte σaij de´pend :
- de la de´formation homoge`ne εij ;
- des de´placements ui(r) via les de´formations he´te´roge`nes δεij(r).
Conside´rons la variation d’e´nergie e´lastique δEel induite par les variations δεij et δui(r). Etant
donne´es les syme´tries majeures et mineures des modules e´lastiques λijkl(r), et en inte´grant par
parties les termes en facteur de δui(r), on a :
δEel =
∫
V
{
λijkl(r)
[
εkl(r)−ε0klΔc(r)
]}
δεij−
{
∂
∂rj
λijkl(r)
[
εkl(r)−ε0klΔc(r)
]}
δui(r)dV −V σaijδεij (1.19)
En regroupant les termes en δεij et ceux en δui(r), δEel devient :
δEel =
{∫
V
λijkl(r)
[
εkl + δεkl(r)− ε0klΔc(r)
]
dV − V σaij
}
δεij −
∫
V
{
∂σij
∂rj
(r)
}
δui(r)dV (1.20)
On peut de´duire les de´rive´es variationnelles de l’e´nergie e´lastique par rapport a` εij et a` ui(r) :
δEel
δεij
=
∫
V
λijkl(r)
[
εkl + δεkl(r)− ε0klΔc(r)
]
dV − V σaij (1.21a)
δEel
δui(r)
= −∂σij
∂rj
(r) (1.21b)
L’e´quilibre me´canique est atteint lorsque ces variations sont nulles, soit :∫
V
λijkl(r)
[
εkl + δεkl(r)− ε0klΔc(r)
]
dV − V σaij = 0 (1.22a)
∂σij
∂rj
(r) = 0 (1.22b)
En introduisant le tenseur des souplesses Sijkl du milieu de re´fe´rence, de´ﬁni par Sijkl λklmn = δim δjn,
avec δ le symbole de Kronecker, on peut re´e´crire le syste`me d’e´quations traduisant l’e´quilibre
e´lastique de la fac¸on suivante :
εij = Sijkl
[
σakl + λ
′
klmn
(
ε0mn<Δc
2(r)> − <δεmn(r)Δc(r)>
)]
(1.23a)[
λijkl
∂2
∂rj∂rl
+ λ′ijkl
∂
∂rj
(
Δc(r)
∂
∂rl
)]
uk(r) = (λijklε
0
kl − λ′ijklεkl)
∂Δc
∂rj
(r) + λ′ijklε
0
kl
∂Δc2
∂rj
(r) (1.23b)
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Re´soudre l’e´quilibre me´canique de la microstructure revient a` de´terminer les composantes de εij et
de ui(r) qui sont solutions du syste`me d’e´quations (1.23). La re´solution est simpliﬁe´e en exprimant
(1.23) dans l’espace re´ciproque a` l’aide des transformations de Fourier :
F
{
f(r)
}
= f(k) =
1
V
∫
V
f(r)e−ikrdV (1.24a)
F−1
{
f(k)
}
= f(r) =
∑
k
f(k)eikr (1.24b)
ou` k est un vecteur de l’espace re´ciproque et ou` pour simpliﬁer les notations, on diﬀe´rencie une
transforme´e de Fourier de sa fonction par son argument, respectivement k et r. Nous de´crivons
maintenant la re´solution de l’e´quilibre me´canique analytique en e´lasticite´ homoge`ne, nume´rique en
e´lasticite´ inhomoge`ne, ainsi que l’approximation du milieu e´lastique eﬀectif [51].
1.1.2.1 Solution analytique en e´lasticite´ homoge`ne
Dans l’approximation de l’e´lasticite´ homoge`ne, les constantes e´lastiques de la microstructures ne
de´pendent pas de l’espace λijkl(r) = λijkl. On a donc λijkl = λijkl et λ′ijkl = 0, et les e´quations (1.23a)
et (1.23b) sont de´couple´es. Le champ de concentration est alors inde´pendant de la contrainte
applique´e. Puisqu’un chargement exte´rieur ne contribue pas a` l’e´volution d’une microstructure
e´lastiquement homoge`ne, nous conside´rons simplement σaij = 0. La condition d’e´quilibre sur la
de´formation homoge`ne (1.23a) est εij = 0 et celle (1.23b) sur les de´placements devient :
λijkl
∂2uk
∂rj∂rl
(r) = σ0ij
∂Δc
∂rj
(r) (1.25)
avec σ0ij = λijklε
0
kl, la contrainte issue de la de´formation libre ε
0
ij . Cette e´quation est e´crite dans
l’espace re´ciproque, soit :
λijklkjkluk(k) = −iσ0ijkjΔc(k) (1.26)
ou` uk(k) et Δc(k) sont les transforme´es de Fourier respectives de uk(r) et Δc(r). Le terme en
pre´facteur est l’inverse du tenseur de Green :
G−1ik (k) = λijklkjkl (1.27)
qui est inversible pour k = 0. Ainsi pour tout k = 0, en notant que Gmi(k)G−1ij (k) = δmj et en
remarquant de plus que Δc(k) = c(k) pour tout k = 0, les de´placement sont exprime´es dans l’espace
re´ciproque par :
ui(k) = −iGij(k)σ0jkkkc(k) k = 0 (1.28)
Les de´formations he´te´roge`nes se de´duisent des de´placements, soit :
δεij(k) =
i
2
[
kjui(k) + kiuj(k)
]
=
1
2
[
kjGik(k)σ
0
klkl + kiGjk(k)σ
0
klkl
]
c(k)
=
1
2
[
njΩik(n)σ
0
klnl + niΩjk(n)σ
0
klnl
]
c(k)
(1.29)
ou` Ωij(k) = k2Gij(n) est le tenseur de Green normalise´, avec n = k/k un vecteur unitaire du re´seau
re´ciproque.
13
1. The´orie et me´thodes nume´riques
En conside´rant εij = 0, l’e´nergie e´lastique de la microstructure s’e´crit :
Eel =
1
2
∫
V
λijkl
[
δεij(r)− ε0ijΔc(r)
][
δεkl(r)− ε0klΔc(r)
]
dV (1.30)
ou encore en la reformulant en fonction des de´placements et en conside´rant les syme´tries de λijkl :
Eel =
1
2
λijklε
0
ijε
0
kl
∫
V
Δc2(r)dV +
1
2
λijkl
∫
V
∂ui
∂rj
(r)
∂uk
∂rl
(r)dV − λijklε0kl
∫
V
∂ui
∂rj
(r)Δc(r)dV (1.31)
En utilisant la relation de Parseval, on peut exprimer l’e´nergie e´lastique de la fac¸on suivante :
Eel =
V
2
∑
k =0
ε0ijλijklε
0
klc(k)c
∗(k)
+
V
2
∑
k =0
λijkl
(
+ikj
[−iGim(k)σ0mnknc(k)])(−ikl[+iGko(k)σ0opkpc∗(k)])
−V
∑
k =0
σ0ij
(
+ikj
[−iGik(k)σ0klklc(k)])c∗(k)
(1.32)
avec c∗(k) le complexe conjugue´ de c(k), et G∗ij(k) = Gij(k). Dans le second terme, on peut
faire apparaˆıtre l’inverse du tenseur de Green G−1ik (k) = λijklkjkl, qui se simpliﬁe en utilisant
Gmi(k)G
−1
ik (k) = δmk. L’e´nergie e´lastique de la microstructure biphase´e, cohe´rente et homoge`ne
s’e´crit ﬁnalement :
Eel =
V
2
∑
k =0
B(n)|c(k)|2 avec B(n) = ε0ijλijklε0kl − niσ0ijΩjk(n)σ0klnl (1.33)
ou` B(n) est appele´ le noyau e´lastique de la microstructure. L’inte´reˆt de cette formulation re´side
dans le de´couplage d’une part des proprie´te´s e´lastiques et cristallographiques de la transformation
de phase porte´es par B(n), et d’autre part de la taille, de la forme et de l’arrangement spatial des
pre´cipite´s, porte´s par c(k) [48].
Conside´rons un pre´cipite´ de volume Vp isole´ et de´crit par la fonction de forme θ0(r). L’e´quation
(1.33) permet de de´terminer simplement la morphologie du pre´cipite´ qui minimise l’e´nergie e´lastique
[48]. Sachant que B(n) > 0 et |θ0(k)|2 > 0, l’e´nergie e´lastique du pre´cipite´ ve´riﬁe :
Eel =
V
2
∑
k =0
B(n)|θ0(k)|2  1
2
BminVp (1.34)
avec Bmin le minimum de B(n) atteint dans la direction n0 : B(n0) = Bmin. En e´lasticite´ homoge`ne,
la forme qui minimise l’e´nergie e´lastique correspond a` un pre´cipite´ en plaquette perpendiculaire a`
la direction n0, de longueur inﬁnie et d’e´paisseur inﬁnite´simale.
Dans le cas particulier de la microstructure γ/γ′, la de´formation libre est isotrope ε0ij = ε0δij et
l’anisotropie cubique est porte´e par le module d’e´lasticite´ de´crit par les trois constantes inde´pendantes
C11, C12 et C44 en notation de Voigt. Dans ce cas, Ω
−1
ij (n) s’e´crit :{
Ω−1ii (n) = C11n
2
i + C44(n
2
j + n
2
k) = C44 + (C11 − C44)n2i
Ω−1ij (n) = (C12 + C44)ninj , i = j
(1.35)
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L’expression du noyau e´lastique B(n) est alors de´termine´e analytiquement pour tout n = 0, soit :
B(n) = 3Kε20
[
1− K
3
1 + 2ξ[n2xn
2
y + n
2
yn
2
z + n
2
xn
2
z] + 3ξ
2n2xn
2
yn
2
z
C11 + (C11 + C12)ξ[n2xn
2
y + n
2
yn
2
z + n
2
xn
2
z] + ξ
2(C11 + 2C12 + C44)n2xn
2
yn
2
z
]
(1.36)
avec n = (nx, ny, nz), K = C11 + 2C12 le module de compressibilite´ et ξ =
(
C11 −C12 − 2C44
)
/C44 un
parame`tre quantiﬁant l’anisotropie e´lastique.
La repre´sentation polaire du noyau e´lastique B(n) a` la ﬁgure 1.2 permet d’illustrer l’anisotropie de
l’e´lasticite´ associe´e a` la microstructure des superalliages monocristallins. Elle permet d’identiﬁer
les directions de l’espace re´ciproque qui minimisent l’e´nergie e´lastique. Les pre´cipite´s γ′ croissent et
s’alignent selon des plans normaux a` ces directions pour compenser les champs anisotropes qu’ils
ge´ne`rent, ce qui conduit a` la formation de la microstructure en cubo¨ıdes pre´sente´e en introduction.
Figure 1.2: Repre´sentations polaires du noyau e´lastique anisotrope normalise´ B(n) (gauche) ainsi que de
sa partie anisotrope B(n)−Bmin (droite).
1.1.2.2 Re´solution nume´rique en e´lasticite´ inhomoge`ne
L’e´quilibre me´canique de la microstructure est re´solu nume´riquement dans le cadre de l’e´lasticite´
inhomoge`ne. Nous de´crivons les e´quations de la re´solution lorsqu’elle est re´alise´e avec un sche´ma
utilisant les Transforme´es de Fourier Rapides (FFT) et une me´thode de point ﬁxe. Ce type de
re´solution a e´te´ propose´ initialement dans [71] et est construit sur des grilles re´gulie`res. Les e´quations
que nous pre´sentons ont e´te´ de´crites initialement dans [51] puis utilise´es pour simuler l’e´volution
de microstructures en pre´sence d’e´lasticite´ inhomoge`ne dans [16, 28, 40, 45].
Les valeurs de εij et ui(r) sont approche´es par ite´rations jusqu’a` satisfaire un crite`re de convergence
de´ﬁni au pre´alable, ou` elles sont alors solutions des syste`mes (1.23a) et (1.23b) dans la pre´cision
choisie. La vitesse de convergence de´pend du milieu homoge`ne de re´fe´rence λijkl, du contraste de
raideur, et de la proximite´ de l’initialisation de εij et ui(r) a` la solution re´elle dans le point ﬁxe.
Lorsque l’inhomoge´ne´ite´ de la microstructure est faible, il est usuel d’initialiser εij et ui(r) aux
solutions analytiques de l’e´lasticite´ homoge`ne.
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La premie`re e´tape de la construction d’un sche´ma FFT consiste a` identiﬁer les ope´rateurs diﬀe´rentiels
intervenant dans la re´solution. Ces ope´rateurs, locaux dans l’espace re´ciproque, peuvent eˆtre de´ﬁnis
a` partir d’ope´rateurs de diﬀe´rences ﬁnies dans l’espace direct : ils de´pendent alors du choix de la
grille de discre´tisation. Ainsi, nous notons Di(k) l’ope´rateur diﬀe´rentiel discre´tise´ suivant la direction
i, dans l’espace re´ciproque
Il est montre´ dans [103] que les sche´mas FFT classiques peuvent conduire les champs me´caniques
a` osciller en pre´sence d’interfaces e´troites. Ces artefacts nume´riques peuvent eˆtre supprime´s par
l’utilisation des grilles de´cale´es [41, 80, 79, 95]. Cette me´thode est employe´e dans [80], ou` deux grilles
cubiques simples sont de´cale´es d’un vecteur d(1/2, 1/2, 1/2) : la grille principale porte les tenseurs
d’e´lasticite´, de contraintes et de de´formations, et la grille secondaire porte les de´placements. La
stabilite´ d’un sche´ma est assure´e pourvu qu’il n’existe pas de vecteur d’onde k = 0, dans la 1e`re
zone de Brillouin associe´e a` la grille, qui annule simultane´ment les ope´rateurs diﬀe´rentiels Di(k).
D’une manie`re ge´ne´rale, quelle que soit la grille de discre´tisation, l’e´quilibre me´canique dans l’espace
re´ciproque s’e´crit :
Dj(k)σij(k) = 0 (1.37)
En de´taillant l’expression de σij(r), (1.37) devient :
Dj(k)F
{[
λijkl + λ
′
ijklΔc(r)
][
εkl + δεkl(r)− ε0klΔc(r)
]}
= 0 (1.38)
Sachant de plus que :
F
{
δεij(r)
}
= δεij(k) = −1
2
[
D∗j (k)ui(k) +D
∗
i (k)uj(k)
]
(1.39)
et compte tenu des syme´tries de λijkl, on en de´duit la condition d’e´quilibre sur les de´placements :
λijklDj(k)D
∗
l (k)uk(k) = Dj(k)F
{
λijkl(r)
[
εkl − ε0klΔc(r)
]
+ λ′ijklΔc(r)δεkl(r)
}
(1.40)
On reconnaˆıt a` gauche l’inverse de l’ope´rateur de Green associe´ au milieu homoge`ne de re´fe´rence
et aux ope´rateurs diﬀe´rentiels :
G−1ik (k) = λijklDj(k)D
∗
l (k) (1.41)
G−1ik (k) est inversible pour tout k = 0, et conduit a` :
uk(k) = Gki(k)Dj(k)F
{
λijkl(r)
[
εkl − ε0klΔc(r)
]
+ λ′ijklΔc(r)δεkl(r)
}
(1.42)
version discre`te dans l’espace re´ciproque de l’e´quilibre (1.23b) sur les de´placements.
δεkl(r) de´pendant des de´placements, on re´sout cette e´quation de manie`re ite´rative par une me´thode
de point ﬁxe. Les valeurs initiales ε(0)ij et u
(0)
k (k) sont choisies e´gales aux solutions analytiques de
l’e´lasticite´ homoge`ne. A l’ite´ration (n + 1), ε(n+1)ij et u
(n+1)
k (k) sont calcule´s a` partir de δε
(n)
ij (r), en
fonction des de´placements u(n)i (r) a` l’ite´ration (n) :
ε
(n+1)
ij = Sijkl
[
σakl + λ
′
klmn
(
ε0mn〈Δc2(r)〉 − 〈δε(n)mn(r)Δc(r)〉
)]
(1.43a)
u
(n+1)
k (k) = Gki(k)Dj(k)F
{
λijkl(r)
[
ε
(n)
kl − ε0klΔc(r)
]
+ λ′ijklΔc(r)δε
(n)
kl (r)
}
(1.43b)
On ite`re jusqu’a` satisfaire un crite`re de convergence choisi au pre´alable [70].
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1.1.2.3 Approximation du milieu e´lastique eﬀectif
La re´solution de l’e´quilibre me´canique en e´lasticite´ inhomoge`ne est simpliﬁe´e dans l’approximation
du milieu e´lastique eﬀectif [51]. Cette approximation est valable pour de faibles diﬀe´rences de
constantes e´lastiques entre les phases, et consiste a` moyenner l’ope´rateur de Green a` l’e´quation
(1.23b). L’ope´rateur moyen ne de´pend pas de l’inhomoge´ne´ite´ e´lastique λ′ijkl, et est uniquement
associe´ au milieu eﬀectif λijkl. En de´formation impose´e, l’e´quilibre me´canique peut eˆtre re´solu
analytiquement comme dans l’hypothe`se de l’e´lasticite´ homoge`ne. En contrainte impose´e, il faut
conside´rer une hypothe`se supple´mentaire pour permettre une re´solution analytique. En conside´rant
dans (1.23a) :
σaij  λ′ijkl
(
ε0kl〈Δc2(r)〉 − 〈δεkl(r)Δc(r)〉
)
(1.44)
on peut e´crire [15, 16] :
εij  Sijklσakl (1.45)
proches, et la condition d’e´quilibre sur εij ne de´pend plus de la de´formation he´te´roge`ne. La condition
sur les de´placements est re´e´crite en utilisant la valeur moyenne de l’ope´rateur de Green :
λijkl
∂2uk
∂rj∂rl
(r) = (λijklε
0
kl − λ′ijklεkl)
∂Δc
∂rj
(r) + λ′ijklε
0
kl
∂Δc2
∂rj
(r) (1.46)
Graˆce au changement de variable ϕ(r) = (c(r)−cγ)/(cγ′−cγ) et dans la limite d’une interface e´troite
pour laquelle ϕ2(r) = ϕ(r), Boussinot [15] montre que l’e´quation (1.46) devient :
λijkl
∂2uk
∂rj∂rl
(r) =
[
λijklε
0
kl − λ′ijklεkl + λ′ijklε0kl
(
cγ′ + cγ − 2c¯
)]∂Δc
∂rj
(r) (1.47)
La comparaison des e´quations (1.25) et (1.47) montre que l’approximation du milieu eﬀectif rame`ne
l’e´quilibre d’une microstructure inhomoge`ne a` celui d’une microstructure homoge`ne e´quivalente.
Dans l’e´quation (1.47), le terme entre crochets correspond a` une contrainte σ∗ij issue d’une de´formation
libre eﬀective ε∗ij de´ﬁnies respectivement par :
σ∗ij = λijklε
0
kl − λ′ijklεkl + λ′ijklε0kl
(
cγ′ + cγ − 2c¯
)
(1.48a)
ε∗ij = Sijklσ
∗
kl = ε
0
ij − Sijklλ′klmn
[
εmn −
(
cγ′ + cγ − 2c¯
)
ε0mn
]
(1.48b)
Dans le cas d’une de´formation libre isotrope ε0ij = ε0δij et d’une contrainte applique´e selon [001]
(σazz = 0), la composante non nulle de σaij rend la de´formation libre eﬀective ε∗ij te´tragonale dans
la direction de chargement. L’anisotropie de la de´formation libre eﬀective de´pend des composantes
non nulles de σaij, et s’ajoute a` celle des modules e´lastiques.
En suivant le meˆme raisonnement qu’en e´lasticite´ homoge`ne, les de´placements solutions de l’e´quilibre
me´canique dans l’approximation du milieu eﬀectif sont :
λijkl
∂2uk
∂rj∂rl
(r) = σ∗ij
∂Δc
∂rj
(r) ⇒ ui(k) = −iGij(k)σ∗jkkkc(k) (1.49)
pour tout k = 0. Gij(k) est l’ope´rateur de Green du milieu e´lastique eﬀectif, de´ﬁni par G−1ij (k) =
λikjlkkkl. L’e´nergie e´lastique de la microstructure homoge`ne e´quivalente est :
Eel = −V
2
εijλijklεkl +
V
2
∑
k
Beﬀ(n)|θ(k)|2 (1.50)
17
1. The´orie et me´thodes nume´riques
Le premier terme correspond a` la contrainte applique´e εij  Sijklσakl et ne de´pend pas de la
microstructure de´crite par c(k). Le noyau e´lastique eﬀectif est de´ﬁni par :
Beﬀ(n) = ε∗ijλijklε
∗
kl − niσ∗ijΩjk(n)σ∗klnl (1.51)
Conside´rons le cas de la microstructure γ/γ′ e´lastiquement inhomoge`ne dont la de´formation libre
est isotrope ε0ij = ε0δij , avec ε0 = −0.0048. Les constantes e´lastiques que nous conside´rons sont
celles utilise´es dans [16], et le milieu e´lastique eﬀectif est de´ﬁni de manie`re identique. Les noyaux
e´lastiques eﬀectifs Beﬀ(n) de cette microstructure dans le cas de chargements en traction et en
compression selon nz (σazz = 0), sont repre´sente´s a` la ﬁgure 1.3. Les coupes montrent que les noyaux
prennent une syme´trie te´tragonale sous l’eﬀet de la contrainte applique´e, et que leur axe te´tragonal
co¨ıncide avec la direction de sollicitation.
σazz = 200MPa σ
a
zz = 400MPa
σazz = −200MPa σazz = −400MPa
Figure 1.3: Noyaux e´lastiques eﬀectifs Beﬀ(n) de la microstructure γ/γ′ pour des chargements en traction
(haut) et en compression (bas) suivant l’axe vertical z.
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1.1.3 Re´solution de l’e´quation cine´tique
De manie`re classique, l’e´quation de Cahn-Hilliard (1.2) est re´solue dans l’espace re´ciproque et avec
un sche´ma temporel semi-implicite. Dans l’espace re´ciproque, (1.2) devient :
∂c
∂t
(k, t) = −Mk2
[
F
{
δFch
δc(r, t)
}
+F
{
δEel
δc(r, t)
}]
(1.52)
Explicitons les forces motrices chimique δFch/δc(r, t) et e´lastique δEel/δc(r, t).
Conside´rons la variation d’e´nergie libre chimique δFch induite par une variation δc de la micro-
structure. En utilisant le the´ore`me de la divergence et en supposant que δc = 0 aux frontie`res de
V , on obtient la force motrice chimique :
δFch =
∫
V
{
f ′(c)− λ∇2c
}
δc dV ⇒ δFch
δc
= f ′(c)− λ∇2c (1.53)
dont l’expression dans l’espace re´ciproque est :
F
{
δFch
δc(r, t)
}
=F
{
f ′
(
c(r, t)
)}
+ λ k2c(k, t) (1.54)
Conside´rons maintenant la microstructure e´lastiquement inhomoge`ne et a` l’e´quilibre me´canique.
Nous nous inte´ressons a` la variation d’e´nergie e´lastique δEel induite par une variation δc de la
microstructure. En remarquant que δΔc = δc, et compte tenu des syme´tries de λijkl(r), la variation
d’e´nergie e´lastique s’e´crit :
δEel =
∫
V
{
1
2
λ′ijklε
el
ij(r)ε
el
kl(r)− λijkl(r)εelij(r)ε0kl
}
δc dV (1.55)
dont on de´duit la force motrice e´lastique :
δEel
δc
=
1
2
λ′ijklε
el
ij(r)ε
el
kl(r)− λijkl(r)εelij(r)ε0kl (1.56)
Dans l’approximation de l’e´lasticite´ homoge`ne, la transforme´e de Fourier de la force motrice
e´lastique a une expression simple en fonction de c(k, t) :
F
{
δEel
δc(r, t)
}
=F
{
λijklε
0
ijε
0
klΔc(r, t)− λijkl
∂ui
∂rj
(r, t)ε0kl
}
= B(n)c(k, t) (1.57)
En introduisant la discre´tisation temporelle de pas de temps Δt, et en e´valuant les termes line´aires
en c(k) a` l’instant t+Δt, l’e´quation (1.52) devient :
c(k, t+Δt)− c(k, t)
Δt
= −M k2
[
F
{
f ′
(
c(r, t)
)}
+ λ k2c(k, t+Δt) +B(n)c(k, t+Δt)
]
(1.58)
et conduit a` :
c(k, t+Δt) =
c(k, t)−ΔtM k2F{f ′(c(r, t))}
1 + ΔtM k2
(
λ k2 +B(n)
) (1.59)
En e´lasticite´ inhomoge`ne, la force motrice e´lastique ne s’exprime pas simplement en fonction du
champ de concentration. Il est cependant possible d’ame´liorer la stabilite´ du sche´ma en e´valuant a`
t+Δt la contribution homoge`ne du milieu de re´fe´rence λijkl et en gardant la contribution inhomoge`ne
a` t.
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En notant B0(n) le noyau anisotrope associe´ a` λijkl, la force motrice e´lastique inhomoge`ne est ainsi
de´compose´e en :
F
{
δEel
δc(r, t)
}
−B0(n)c(k, t) +B0(n)c(k, t+Δt) (1.60)
En introduisant cette force motrice dans l’e´quation de Cahn-Hilliard et en suivant la meˆme de´marche
que pour l’e´lasticite´ homoge`ne, il vient :
c(k, t+Δt) =
c(k, t)−ΔtM k2
[
F
{
f ′(c(r, t))
}
+ F
{
δEel/δc(r, t)
}−B0(n)c(k, t)]
1 + ΔtM k2
(
λk2 +B0(n)
) (1.61)
La re´solution de l’e´quation cine´tique est pre´ce´de´e de l’adimensionnement des grandeurs physiques
et des e´quations du champ de phase [15, 26, 40]. L’e´chelle d’espace est ﬁxe´e par le choix du pas
de grille d tandis que l’e´chelle de temps est associe´e a` la mobilite´ M qui dans notre cas est lie´e au
coeﬃcient de diﬀusion de l’aluminium dans le nickel. Il est usuel de conside´rer les e´chelles d’e´nergie
d3A et d3(Cγ44ε
2
0) pour adimensionner les e´nergies libre chimique et e´lastique respectivement. Le
choix d’adimensionner l’e´nergie totale par l’e´chelle d’e´nergie chimique de´ﬁnit le ratio χ des e´chelles
d’e´nergie :
d3AF˜ = d3AF˜ch + d
3(Cγ44ε
2
0)E˜el ⇒ F˜ = F˜ch + χE˜el avec χ =
Cγ44ε
2
0
A
(1.62)
ou` X˜ est la contrepartie sans dimension de X. Le ratio χ quantiﬁe la contribution relative des forces
motrices chimique et e´lastique. Ces contributions sont e´quilibre´es dans le mode`le en s’assurant que
la longueur caracte´ristique lc de transition de forme des pre´cipite´s de sphe`re a` cube est correctement
reproduite. Un calcul approche´ de´crit dans [48] et repris dans [15] donne des expressions simples
pour lc dans le cas de simulations a` 2D et a` 3D.
1.2 Me´thodes d’analyse de la microstructure γ/γ′
Aﬁn de mieux comprendre les e´volutions microstructurales que le champ de phase pre´sente´ pre´ce´-
demment est capable de simuler, il est ne´cessaire de mettre au point des me´thodes d’analyse
quantitative de la morphologie et de l’arrangement spatial des pre´cipite´s. Dans un premier temps,
nous dressons un bref e´tat de l’art sur la caracte´risation de la forme des pre´cipite´s. Ensuite, nous
nous inte´resserons a` la caracte´risation de l’arrangement spatial, ce qui nous ame`nera a` discuter
de me´thodes originales de´veloppe´es a` l’onera, permettant notamment de mettre en e´vidence les
diﬀe´rents types de de´fauts observe´s dans ces arrangements simule´s.
1.2.1 Morphologie des pre´cipite´s
Comme nous l’avons mentionne´ dans l’introduction de ce me´moire, la forme cubo¨ıdale d’un pre´cipite´
γ′ est le re´sultat d’une compe´tition entre l’e´nergie d’interface isotrope, qui de´pend de la surface
du pre´cipite´, et de l’e´nergie e´lastique anisotrope qui de´pend de son volume. L’e´nergie d’interface
pre´domine cette compe´tition pour les pre´cipite´s de petites tailles, tandis que l’e´nergie e´lastique
l’emporte lorsque les tailles sont plus grandes. Cette compe´tition est responsable de la transition
de forme des pre´cipite´s de sphe´ro¨ıdes a` cubo¨ıdes pendant leur croissance. Cette transition de
forme a e´te´ l’objet e´tudes the´oriques, notamment dans [48, 50], ou` Khachaturyan et al comparent
les e´nergies e´lastiques de pre´cipite´s isole´s de formes ide´ales parfaitement sphe´rique, cubique et
paralle´le´pipe´dique. Pour un meˆme volume, ces calculs re´ve`lent une diminution de l’e´nergie e´lastique
du pre´cipite´ entre sphe`re et cube, et une diminution moindre entre cube et paralle´le´pipe`de.
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Dans ces travaux, la me´thode de calcul semi-analytique impose de conside´rer des formes simples
des pre´cipite´s, moins complexes que les morphologies observe´es expe´rimentalement [22, 65, 66, 105]
ou nume´riquement [26, 28, 61, 108]. Dans ces derniers cas, des parame`tres morphologiques doivent
eˆtre choisis pour caracte´riser pre´cise´ment la forme des pre´cipite´s γ′. Nous discutons certains des
parame`tres de forme de´crits dans la litte´rature.
L’e´volution de la forme d’e´quilibre d’un pre´cipite´ cohe´rent en fonction du ratio entre e´nergie
e´lastique et e´nergie d’interface a e´te´ e´tudie´e par Thompson et al dans [91], dans l’approximation
de l’e´lasticite´ homoge`ne. Pour caracte´riser la forme du pre´cipite´ isole´, Thompson et al de´ﬁnissent
un parame`tre note´ aR2 , qui correspond au second coeﬃcient du de´veloppement en se´ries de Fourier
de la courbure de l’interface en fonction du contour du pre´cipite´. Par conse´quent, aR2 est nul pour
une sphe`re ou un carre´, par syme´trie, mais il diﬀe`re de ze´ro de`s que la syme´trie d’ordre 4 est
brise´e, en particulier lorsque le carre´ ou la sphe`re s’allonge dans une direction pre´fe´rentielle. La
repre´sentation de ce parame`tre en fonction du ratio de l’e´nergie e´lastique sur l’e´nergie d’interface
met en e´vidence la bifurcation de formes d’e´quilibre sphe´riques et cubo¨ıdales (aR2 = 0) vers des
formes d’e´quilibre en plaquettes (aR2 = 0) pour des tailles de pre´cipite´s de plus en plus grandes
(ﬁgure 1.4). Notons que des diagrammes de bifurcations similaires sont obtenus dans [83, 107] avec
un parame`tre de´ﬁni en fonction du rapport d’aspect des pre´cipite´s. Thornton et al dans [92] ont
cependant remarque´ que aR2 est sensible aux faibles variations de syme´trie d’ordre 2 d’une forme,
et moins sensibles aux plus fortes e´longations. Cette sensibilite´ du aR2 en fait un parame`tre pre´cis
pour l’e´tude des formes d’e´quilibre, mais le rend moins adapte´ lorsque les morphologies s’e´loignent
de la forme d’e´quilibre. Cela est notamment le cas de microstructures posse´dant un fort taux de
phase γ′, dans lesquelles les interactions e´lastiques entre pre´cipite´s aﬀectent leur forme. Dans ces
conditions, d’autres parame`tres sont plus adapte´s a` l’analyse de la forme des inclusions.
Figure 1.4: Diagramme de bifurcation de la forme d’e´quilibre d’un pre´cipite´, caracte´rise´e par aR2 , en fonction
du ratio L entre e´nergie e´lastique et e´nergie d’interface (Thompson et al [91]).
Dans ses travaux de the`se, M. Cottura [26] a analyse´ de manie`re globale la forme des pre´cipite´s
graˆce a` la moyenne des rapports d’aspect 〈lmin/lmax〉 dans des microstructures simule´es par champ
de phase. Ces travaux ont re´ve´le´ la forte inﬂuence de l’inhomoge´ne´ite´ de la constante e´lastique C ′
sur la forme des pre´cipite´s. Le rapport d’aspect moyen se stabilise autour de 0, 78 pour une forte
inhomoge´ne´ite´ sur C ′, alors qu’il de´croˆıt vers 0, 67 dans le cas de l’e´lasticite´ homoge`ne [28]. M.
Cottura et al ont ainsi montre´ que l’inhomoge´ne´ite´ en C ′ favorise les morphologies de pre´cipite´s
en cubo¨ıdes plutoˆt qu’en plaquettes. Cette me´thode sera reprise dans le chapitre 3 de ce me´moire
pour analyser des re´sultats de simulations champ de phase. Mentionnons e´galement la me´thode
des invariants de moments, utilise´e pour l’e´tude expe´rimentale de la forme des pre´cipite´s γ′ a` 3D
dans [68]. Les invariants de moments ont l’avantage de quantiﬁer la forme de pre´cipite´s, meˆme
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lorsque celle-ci n’est pas convexe. Les invariants de moments sont e´galement utilise´s dans [72] pour
identiﬁer le de´but de la mise en radeaux d’une microstructure γ/γ′ soumise a` un chargement en
ﬂuage, dans une simulation de champ de phase.
1.2.2 Corre´lations spatiales des barycentres
La me´thode la plus re´pandue pour l’analyse d’une distribution de pre´cipite´s repose sur le calcul
de la fonction de distribution radiale. Cette fonction mesure l’espacement entre les barycentres des
pre´cipite´s, et donne une information globale de la distance entre inclusions. Elle est utilise´e dans [1]
pour e´tudier l’inﬂuence des corre´lations spatiales entre particules sur leur coalescence en l’absence
d’e´lasticite´. Dans [86], elle sert l’analyse de l’inﬂuence d’un ajout de tungste`ne sur l’arrangement
spatial des pre´cipite´s dans un superalliage mode`le. La fonction de distribution radiale ne tient
compte que de la distance entre inclusions, et du fait de son caracte`re unidimensionnel ne peut pas
rendre compte d’une anisotropie de l’arrangement des pre´cipite´s. Elle ne semble donc pas adapte´e a`
l’e´tude de la microstructure γ/γ′. Dans cette microstructure, la de´pendance angulaire de la fonction
de corre´lation bidimensionnelle a e´te´ e´tudie´e par Akaiwa et al dans [2] et par Thornton et al dans
[92, 93]. Les auteurs ont re´alise´ des proﬁls de la fonction d’autocorre´lation des barycentres selon
les directions 〈100〉 et 〈110〉, plutoˆt que d’eﬀectuer la moyenne sur tous les angles, comme fait
classiquement pour obtenir la fonction de distribution radiale standard. Nous nous en sommes
inspire´s pour des analyses d’arrangements de pre´cipite´s au chapitre 3. Une analyse plus directe
des corre´lations angulaires de la microstructure γ/γ′ est possible par le calcul de la fonction
de distribution angulaire gΔθ(θ) du barycentre des pre´cipite´s. Conside´rons une microstructure
constitue´e de N pre´cipite´s repe´re´s par leur barycentres Ri, discre´tise´e sur une grille de l× l pixels.
Nous de´ﬁnissons la distribution angulaire de cette microstructure par :
gΔθ(θ) = αθ
∑
i,j
δ˜(0 < θ − θij < Δθ) avec |Ri −Rj | < l
2
(1.63)
ou` αθ = l2/
(
N2Δθ(l/2)2
)
est un coeﬃcient de normalisation choisi pour que gΔθ(θ) = 1 dans le cas de
pre´cipite´s dont les positions sont de´corre´le´es. Le symbole δ˜ est un ope´rateur valant 1 si la condition
associe´e est satisfaite, et 0 sinon. Nous conside´rons Δθ = 1◦, et θij est l’angle entre le segment reliant
les barycentres Ri et Rj des particules i et j et l’axe horizontal. Nous analysons les corre´lations
angulaires dans des microstructures simule´es par champ de phase [26] en e´lasticite´ homoge`ne et
inhomoge`ne en C ′. Les re´sultats sont lisse´s pour faciliter la visualisation, et les microstructures
analyse´es et les distributions angulaires correspondantes sont pre´sente´es a` la ﬁgure 1.5.
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Figure 1.5: Microstructures γ/γ′ homoge`ne et inhomoge`ne en C ′ simule´es par champ de phase [28]. Les
fonctions de distribution angulaire des barycentres des pre´cipite´s sont compare´es a` droite.
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Pour les deux microstructures, les distributions angulaires mettent en e´vidence la forte corre´lation
de positions des pre´cipite´s dans les directions e´lastiquement molles, sans diﬀe´rence signiﬁcative. Au
contraire, les pics de corre´lation se superposent presque parfaitement.
Une description plus riche est permise par la fonction d’autocorre´lation gd(R) du barycentre des
pre´cipite´s qui conserve a` la fois l’information des distances et celle des angles dans l’analyse
de l’arrangement. Sa repre´sentation graphique est cependant plus complexe, ce qui est limitant
lorsqu’on s’inte´resse a` eﬀectuer des comparaisons quantitatives. De meˆme que pre´ce´demment,
dans une microstructure de N pre´cipite´s, de barycentres Ri, discre´tise´e en l × l pixels, la fonction
d’autocorre´lation gd(R) est de´ﬁnie par :
gd(R) = αd
∑
i,j
δ˜
(
|Rx − (Rix −Rjx)| <
d
2
)
δ˜
(
|Ry − (Riy −Rjy)| <
d
2
)
avec |Ri −Rj | < l
2
(1.64)
ou` αd = l2/
(
N2d2
)
est un coeﬃcient de normalisation choisi pour que gd(R) = 1 dans le cas
de pre´cipite´s dont les positions sont de´corre´le´es. L’ope´rateur δ˜ vaut 1 si la condition associe´e
est satisfaite, et 0 sinon, et d est le pas de grille. Nous calculons les fonctions d’autocorre´lation
des barycentres des microstructures pre´sente´es a` la ﬁgure 1.5. Les autocorre´lations obtenues sont
pre´sente´es a` la ﬁgure 1.6. Les proﬁls des autocorre´lations selon [100] sont trace´s a` droite.
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Figure 1.6: Autocorre´lations des barycentres des pre´cipite´s de microstructures homoge`ne et inhomoge`ne en
C ′ simule´es par champ de phase [28] et pre´sente´es a` la ﬁgure 1.5. Les proﬁls selon [100] des autocorre´lations
sont superpose´s a` droite.
Les autocorre´lations et les proﬁls de la ﬁgure 1.6 sont lisse´s par ﬁltrages gaussiens pour visualiser
les e´volutions sans que la lecture ne soit perturbe´e par le bruit lie´ au nombre de pre´cipite´s, modeste
pour la re´alisation de telles e´tudes statistiques. Selon [100], l’espacement entre les pics de corre´lation
pour ΔC ′ = 50% est infe´rieur a` celui pour ΔC ′ = 0%. Cette observation traduit une distance entre
barycentres plus importante en e´lasticite´ homoge`ne, qui peut eˆtre interpre´te´ comme provenant de
la taille et de la morphologie des pre´cipite´s, respectivement plus grande et plus allonge´e qu’en
inhomoge`ne.
La distribution angulaire et la fonction d’autocorre´lation du barycentre des pre´cipite´s permettent
une analyse globale de leur arrangement spatial. La morphologie des pre´cipite´s est prise en compte
de manie`re indirecte par l’espacement et le de´salignement des barycentres. Le caracte`re global de
ces fonctions de corre´lations ne permet cependant pas de caracte´riser les de´fauts de pe´riodicite´ de
la microstructure γ/γ′ identiﬁe´s dans l’introduction et associe´s a` la phe´nome´nologie des structures
hors-e´quilibre.
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1.2.3 Phe´nome´nologie des structures hors-e´quilibre
1.2.3.1 Structures module´es et diﬀusion de la phase
La phe´nome´nologie des structures hors-e´quilibre, ou pattern formation, porte sur l’e´tude de syste`mes
thermodynamiques ge´ne´ralement e´tendus, et maintenus hors-e´quilibre par une contrainte exte´rieure
[29]. L’e´volution de tels syste`mes est re´gie par des e´quations aux de´rive´es partielles non-line´aires sur
un ou plusieurs champs. Lorsque la contrainte exte´rieure est infe´rieure a` un seuil, les e´quations de
certains syste`mes ont une solution pour laquelle ils sont homoge`nes dans l’espace. Une bifurcation
survient au-dela` de ce seuil et conduit a` une structuration spatiale pe´riodique du syste`me, illustre´e a`
la ﬁgure 1.7. La formation de structures spatialement module´es a e´te´ l’objet de nombreuses e´tudes,
notamment en hydrodynamique (convections de Rayleigh-Be´nard [11, 18] et de Be´nard-Marangoni
[54]) et en solidiﬁcation [3, 4, 76, 101].
Figure 1.7: Structures module´es lamellaire, carre´e et hexagonale [29]. Les traits continus et pointille´s
correspondent respectivement aux maxima et aux minima du champ de´crivant les structures.
Dans le cas d’un motif lamellaire, pe´riodique selon x avec une longueur d’onde 2π/k, la structure
est de´crite par une amplitude Aeikx ou` A = Aeiψ varie lentement dans l’espace et dans le temps.
Dans le cas de perturbations a` grandes longueurs d’onde, la dynamique du syste`me est approche´e
par celle de sa phase ψ. Au plus bas ordre, l’e´quation cine´tique re´gissant les e´volutions de cette
phase s’e´crit comme une e´quation de diﬀusion [77] :
∂ψ
∂t
= Dxx
∂2ψ
∂x2
+Dyy
∂2ψ
∂y2
(1.65)
ou` Dxx et Dyy sont des coeﬃcients phe´nome´nologiques fonctions des parame`tres du syste`me, et
sont appele´s coeﬃcients de diﬀusion de la phase. Le signe de Dxx et Dyy de´termine la stabilite´
ou l’instabilite´ de la structure lamellaire vis-a`-vis de perturbations de phase selon x et y. Le
syste`me est instable vis-a`-vis de perturbations longitudinales de phase lorsque Dxx < 0, et on
parle alors d’instabilite´ d’Eckhaus. Les variations de longueurs d’onde s’ampliﬁent jusqu’a` de´truire
la pe´riodicite´ initiale du motif lamellaire, qui se restabilise ge´ne´ralement a` plus grande longueur
d’onde. Lorsque Dyy < 0, le syste`me est instable vis-a`-vis de perturbations de phase transverses a`
sa modulation. Le de´veloppement de l’instabilite´ entraˆıne une ondulation des lamelles selon y et on
parle d’instabilite´ zigzag. L’instabilite´ d’Eckhaus et l’instabilite´ zigzag d’une structure lamellaire
sont illustre´es a` la ﬁgure 1.8.
La description d’un syste`me lamellaire instable vis-a`-vis de perturbations de la phase ne´cessite
d’enrichir l’e´quation de phase (1.65) en tenant compte de termes d’ordres supe´rieurs [29]. En
ge´ne´ral, assimiler la dynamique d’un syste`me a` celle de sa phase n’est possible que si la structure
est suﬃsamment proche d’une structure pe´riodique parfaite. La pre´sence de nombreux de´fauts
topologiques dans une structure module´e appelle a` une description de la dynamique des de´fauts
plus que de la dynamique de phase.
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Figure 1.8: Instabilite´ d’Eckhaus et instabilite´ zigzag d’une structure lamellaire [12, 76].
Nous analysons la microstructure γ/γ′ d’apre`s la phe´nome´nologie des structures hors-e´quilibre. Par
analogie avec la structure lamellaire de´crite pre´ce´demment, le champ de concentration en aluminium
dans une microstructure γ/γ′ a` 3D peut eˆtre assimile´ a` une amplitude, ou une superposition
d’amplitudes, de la forme Aeikr telle que A = Aei(ψx+ψy+ψz). Etant donne´ que les concentrations
d’e´quilibre des phases γ et γ′ sont ﬁxe´es par le diagramme de phase cohe´rent a` une tempe´rature
donne´e, l’amplitude A n’a pas de raison de varier. Les seules variables lentes de l’amplitude A
sont celles porte´es par les phases de l’arrangement ψx, ψy et ψz. Les de´fauts de pe´riodicite´ de la
microstructure γ/γ′ identiﬁe´s en introduction ne remettent pas en cause l’inte´reˆt d’une analyse
par les phases, dans la mesure ou` les de´fauts topologiques sont des singularite´s des phases. La
caracte´risation des phases permettrait d’isoler ces de´fauts de pe´riodicite´.
1.2.3.2 Phases et modulations de la microstructure γ/γ′
Conside´rons a` 2D une microstructure γ/γ′ avec une fraction volumique fv de pre´cipite´s et de´crite
par une fonction de forme s(r) qui vaut 1 dans les pre´cipite´s et 0 dans la matrice. La fonction s(r)
peut eˆtre approche´e par une fonction sN (r) qui correspond a` un produit de de´veloppements en
se´ries de Fourier de signaux carre´s selon rx et ry jusqu’a` l’harmonique d’ordre N , et module´s en
phases, soit :
s(r) ≈ sN (r) = fNx (r)× fNy (r) avec, fNi (r) = a0 +
N∑
n=1
an cos
[
nkri + nψi(r)
]
(1.66)
ou` 2π/k est la longueur de re´fe´rence de l’arrangement, et ou` an cos
[
nkri + nψi(r)
]
est l’harmonique
d’ordre n du signal fNi (r). L’harmonique d’ordre 0 a0 est une composante continue qui est fonction
de la fraction volumique et l’harmonique d’ordre 1 est le fondamental. En faisant l’hypothe`se que
le signal est pair, les coeﬃcients des harmoniques d’ordre 0 et d’ordre n sont de´ﬁnis par :
a0 =
√
fv ; an =
2
nπ
sin
(
nπ
√
fv
)
(1.67)
La fonction sN (r) est illustre´e a` la ﬁgure 1.9 lorsque les phases ψx(r) et ψy(r) sont nulles. Les
structures obtenues constituent le re´seau de re´fe´rence auquel est associe´e la microstructure γ/γ′.
Les e´carts de la microstructure γ/γ′ expe´rimentale ou simule´e a` la structure de re´fe´rence de la
ﬁgure 1.9 sont re´percute´s sur les phases ψx et ψy. Des phases constantes correspondent a` une
microstructure re´gulie`re proche du re´seau de re´fe´rence, tandis que les variations de phases ψx et
ψy repe`rent respectivement les de´viations de la microstructure au re´seau selon rx et ry, qui sont
cause´es par la forme ou l’arrangement des pre´cipite´s. Nous cherchons a` de´terminer les phases de
la microstructure des superalliages par analyse d’image. L’analyse que nous pre´sentons dans la
suite de cette section est applique´e a` une microstructure calcule´e par champ de phase, mais peut
e´galement eˆtre re´alise´ sur une micrographie expe´rimentale.
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N = 1 N = 2 N = 10
Figure 1.9: Fonction sN (r) de´ﬁnie a` l’e´quation (1.66) jusqu’aux harmoniques d’ordre N = 1 (fondamental),
N = 2 et N = 10. Les phases sont telles que ψx(r) = ψy(r) = 0 et la fraction volumique fv = 0.6.
Par souci de simplicite´ du calcul de ψx et ψy, nous choisissons d’approcher la microstructure γ/γ′
par la fonction de´crite pre´ce´demment au fondamental :
si(r) =
{
a0 + a1 cos
[
krx + ψx(r)
]}× {a0 + a1 cos[kry + ψy(r)]} (1.68)
Un ﬁltre passe-bas est applique´ a` la microstructure aﬁn de lisser les variations abruptes du champ.
Ce ﬁltrage e´limine les hautes fre´quences, et rapproche la microstructure du mode fondamental en
conservant une information centre´e sur le barycentre des pre´cipite´s. Nous calculons les de´rive´es
spatiales du champ ﬁltre´, et la de´rive´e premie`re de la fonction (1.68) selon rx donne :
∂si
∂rx
= −a0a1
{(
k +
∂ψx
∂rx
)
sin
[
krx + ψx(r)
]
+
∂ψy
∂rx
sin
[
kry + ψy(r)
]}
−a21
{(
k +
∂ψx
∂rx
)
sin
[
krx + ψx(r)
]
cos
[
kry + ψy(r)
]
+
∂ψy
∂rx
cos
[
krx + ψx(r)
]
sin
[
kry + ψy(r)
]} (1.69)
En ne´gligeant les termes en facteur de a21 et en supposant que les variations spatiales des phases
sont faibles devant le nombre d’onde, les de´rive´es premie`res et secondes de si(r) par rapport a` ri
sont approche´es par :
∂si
∂ri
≈ −a0a1k sin
[
kri + ψi(r)
]
(1.70a)
∂2si
∂r2i
≈ −a0a1k2 cos
[
kri + ψi(r)
]
(1.70b)
Le quotient de ces de´rive´es conduit a` :
∂si/∂ri
∂2si/∂r2i
≈ −k sin
[
kri + ψi(r)
]
−k2 cos[kri + ψi(r)] = 1k tan[kri + ψi(r)] (1.71)
et nous obtenons ﬁnalement une expression approche´e de la phase ψi(r) a` partir des de´rive´es
spatiales de la microstructure ﬁltre´e :
ψi(r) ≈ arctan
(
k
∂si/∂ri
∂2si/∂r2i
)
− kri (1.72)
Nous calculons les phases d’une microstructure simule´e par de champ de phase dans [26] en
approchant les de´rive´es du champ ﬁltre´ par des diﬀe´rences ﬁnies centre´es, puis en lissant le re´sultat.
La longueur d’onde 2π/k de re´fe´rence est e´value´e en ramenant la surface du syste`me au nombre de
pre´cipite´s. Les phases ψx et ψy sont pre´sente´es a` la ﬁgure 1.10 avec une repre´sentation en niveaux
de gris 2π-pe´riodiques pour faciliter la visualisation.
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ψx(r) c(r) [26] ψy(r)
f ix(r) s
i(r) = f ix(r)× f iy(r) f iy(r)
Figure 1.10: Calcul des phases ψx et ψy d’une microstructure γ/γ
′ issue d’une simulation de champ de
phase. Les phases permettent de de´composer les modulations f ix et f
i
y du fondamental de la microstructure,
et de la reconstruire a` ce mode.
ψx (resp. ψy) est constante pour une re´gularite´ selon rx (resp. ry) de la microstructure, et varie
lorsque cette re´gularite´ est perdue a` proximite´ des de´fauts topologiques. Ainsi les de´viations de
l’arrangement des pre´cipite´s a` la structure de re´fe´rence sont repe´re´es par des variations de phases.
La connaissance des phases permet de reconstruire les modulations f ii(r) = a0 + a1 cos
[
kri + ψi(r)
]
et la microstructure si(r) au mode fondamental (ﬁgure 1.10). La qualite´ du calcul est e´value´e en
comparant la microstructure initiale et la microstructure reconstruite, qui correspondent a` 93%. La
majorite´ des pre´cipite´s est reproduite avec une pre´cision satisfaisante, malgre´ certaines irre´gularite´s
de forme qui sont ampliﬁe´es. La perte des petits pre´cipite´s dans le calcul provient du fait qu’ils
sont de´crits par de hautes fre´quences, ﬁltre´es en amont. La qualite´ de la reconstruction de´pend
ne´cessairement de la forme postule´e a` l’e´quation (1.68) et des approximations re´alise´es pour obtenir
l’expression (1.72). Ces deux points constituent des perspectives d’ame´lioration du calcul des phases.
Par des ope´rations alge´briques sur les images initiale et ﬁltre´e, nous avons e´tendu cette analyse
jusqu’a` l’harmonique d’ordre 2. Cet harmonique, de vecteur d’onde 2k, ajoute une amplitude qui
donne une meilleure pre´cision des formes et des interfaces sur la microstructure reconstruite (ﬁgure
1.9 au milieu). Toutefois, dans l’analyse des de´fauts topologiques, la restriction de l’analyse au
seul mode fondamental donne une description pertinente. Ainsi, les analyses de phases que nous
pre´sentons dans la suite de ces travaux de the`se sont restreintes au fondamental.
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Puisque les variations de phases localisent les e´carts de la microstructure re´elle a` la pe´riodicite´ de
re´fe´rence, les de´rive´es spatiales de ψx et ψy permettent une analyse plus directe de l’arrangement
des pre´cipite´s. Loin des de´fauts topologiques, les phases ont une variation dans l’espace de l’ordre
de la longueur d’onde 2π/k du re´seau de re´fe´rence, et qui est ainsi lente devant celle du champ c.
En tenant compte de ces variations lentes, et en relevant la phase selon la direction de de´rivation,
le calcul des de´rive´es de ψx et ψy permet de de´ﬁnir les parame`tres topologiques suivants pour la
description 2D de la microstructure :
λx(r) =
2π
k + ∂ψx/∂rx
; θx(r) = arctan
(
1
k
∂ψy
∂rx
)
(1.73a)
λy(r) =
2π
k + ∂ψy/∂ry
; θy(r) = arctan
(
1
k
∂ψx
∂ry
)
(1.73b)
D’apre`s leur de´ﬁnition et dans la mesure ou` les phases sont calcule´es au fondamental de l’arrangement,
λi et θi sont respectivement l’espacement local et le de´salignement local des barycentres selon ri
(ﬁgure 1.11).
λx
λy
θx
θy
Figure 1.11: Illustration des parame`tres topologiques issus des de´rive´es spatiales des phases ψx et ψy.
Ces parame`tres facilitent la compre´hension des phases et de leurs variations. Dans le cas des
de´salignements, ∂riψj = 0 implique θi = 0 et correspond a` un alignement parfait de la microstructure
sur le re´seau de re´fe´rence selon ri. A l’inverse, ∂riψj = 0 traduit un de´salignement local des
barycentres au re´seau de re´fe´rence. De meˆme pour les espacements, une de´rive´e nulle de la phase
re´ve`le que la microstructure correspond localement a` la pe´riodicite´ de´crite par 2π/k. ∂riψi <
0 et ∂riψi > 0 entraˆınent une augmentation et une diminution locales de λi et correspondent
respectivement a` un e´loignement et a` une rapprochement du barycentre des pre´cipite´s par rapport
au re´seau de re´fe´rence. Sur les cartes de ψx et ψy de la ﬁgure 1.10, les de´fauts topologiques sont
localise´s par les fortes variations de phases sur une longueur infe´rieure ou e´gale a` 2π/k (du blanc
au noir et re´ciproquement). A ces singularite´s des phases sont associe´es de fortes variations des
λi et θi, qui repe`rent e´galement les de´fauts de pe´riodicite´ de la microstructure. De meˆme que
pour l’illustration des fonctions de corre´lations sur les barycentres des pre´cipite´s, une analyse de
phases a e´te´ re´alise´e sur les microstructures e´lastiquement homoge`ne et inhomoge`ne en C ′ de la
ﬁgure 1.5, pour comparer leurs distributions de λi et θi. Cette analyse, absente de ce me´moire
de the`se, a permis de quantiﬁer les espacements et les de´salignements locaux, et de mettre en
e´vidence de nouvelles diﬀe´rences de corre´lations spatiales entre ces deux microstructures. Bien que
cette analyse soit sensible au nombre de pre´cipite´s, des diﬀe´rences signiﬁcatives ont e´te´ observe´es
dans les covariances des espacements λx et λy et des de´salignements θx et θy entre ΔC ′ = 0% et
ΔC ′ = 50%.
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1.2.3.3 Squelettes des modulations et de´fauts de pe´riodicite´
La me´thode d’analyse en phases de la microstructure γ/γ′ a e´te´ de´crite pre´ce´demment, ainsi
que la de´ﬁnition des parame`tres d’espacements et de de´salignements qui permettent une e´tude
plus directe de l’arrangement des pre´cipite´s. Le principal avantage du calcul de ψx et ψy reste
cependant la de´composition des modulations f ix et f
i
y du fondamental de la microstructure. Cette
de´composition permet d’isoler les de´fauts de pe´riodicite´ en calculant les axes me´dians ou squelettes
des modulations. Sur les squelettes, le nombre de voisins de chaque pixel donne automatiquement
la position du de´faut ainsi que son type (3 voisins pour les branches et 1 voisin pour les macro-
dislocations). Un programme d’analyse automatique des de´fauts topologiques des microstructures
a e´te´ e´crit en langage Python. Un exemple de re´sultat est pre´sente´ dans la ﬁgure 1.12 et cet outil
sera utilise´ dans l’analyse de la dynamique des de´fauts pre´sente´e dans la section 2.4.
f ix(r) Squelette de f
i
x(r) De´fauts de pe´riodicite´ en rx
f iy(r) Squelette de f
i
y(r) De´fauts de pe´riodicite´ en ry
Figure 1.12: Squelettes des modulations et de´fauts de pe´riodicite´ : branches et macro-dislocations.
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1.3 Conclusions
L’objectif de ce chapitre est d’introduire la the´orie et les me´thodes nume´riques que nous utilisons
aux chapitres 2 et 3 de ce me´moire de the`se, pour l’e´tude nume´rique de la dynamique des de´fauts
d’alignement des pre´cipite´s γ′ dans la microstructure des superalliages monocristallins.
Nous pre´sentons dans un premier temps des ge´ne´ralite´s sur la me´thode de champ de phase,
et un mode`le pour simuler l’e´volution d’une microstructure au cours d’une transformation de
phase diﬀusive et en pre´sence d’e´lasticite´. La re´solution de l’e´quilibre me´canique statique de la
microstructure a e´te´ de´crit dans l’hypothe`se de l’e´lasticite´ homoge`ne, en e´lasticite´ inhomoge`ne et
dans l’approximation du milieu e´lastique eﬀectif. Dans le cas d’un syste`me de´crit uniquement par
un champ de concentration, la re´solution de l’e´quation de Cahn-Hilliard a e´galement e´te´ pre´sente´e.
La seconde partie de ce chapitre pre´sente diﬀe´rentes me´thodes d’analyse de la microstructure γ/γ′.
Apre`s un bref e´tat de l’art de diﬀe´rents parame`tres caracte´risant la morphologie des pre´cipite´s γ′,
nous nous inte´ressons davantage a` la caracte´risation de leur arrangement spatial. Nous pre´sentons
les me´thodes usuelles d’analyse de l’arrangement spatial des pre´cipite´s par le calcul des fonctions
de distribution angulaire et d’autocorre´lation du barycentre des pre´cipite´s. A titre d’exemple, nous
utilisons ces fonctions pour comparer des microstructures e´lastiquement homoge`ne et inhomoge`ne
en C ′, issues de simulations de champ de phase re´alise´es dans des travaux ante´rieurs.
Nous pre´sentons ﬁnalement une me´thode originale d’analyse de la microstructure γ/γ′, issue de la
phe´nome´nologie des structures hors-e´quilibre et fonde´e sur le calcul des phases de l’arrangement
spatial des pre´cipite´s. Cette me´thode a l’avantage de permettre une de´composition des modulations
du fondamental de la microstructure. Le calcul des squelettes des modulations permet alors la
de´tection automatique de la position et du type des de´fauts de pe´riodicite´ : branche ou macro-
dislocation. A titre d’exemple, cette me´thode est utilise´e pour l’analyse d’une microstructure
calcule´e par champ de phase. Elle peut cependant eˆtre applique´e a` l’e´tude de microstructures
expe´rimentales. La pre´cision de la me´thode d’analyse en phases pourrait eˆtre ame´liore´e par le choix
d’une fonction diﬀe´rente du produit de de´veloppements en se´ries de Fourier de signaux carre´s au
mode fondamental, ou par la prise en compte d’harmoniques d’ordres supe´rieurs. La pre´cision de la
me´thode au mode fondamental est cependant suﬃsante pour l’analyse des de´fauts d’alignement des
pre´cipite´s γ′, et est utilise´e dans la suite de ce me´moire de the`se pour caracte´riser leur dynamique
dans des simulations de champ de phase.
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Le travail pre´sente´ dans ce chapitre a pour objectif la compre´hension de l’origine des de´fauts de pe´riodicite´
observe´s expe´rimentalement et nume´riquement dans l’arrangement des pre´cipite´s de la microstructure γ/γ′.
L’analyse perturbative de la distribution pe´riodique d’inclusions cohe´rentes et de morphologies cubiques
re´ve`le son instabilite´ vis-a`-vis de certains modes spe´ciﬁques. Le champ de phase permet de relier l’e´volution
des modes instables aux de´fauts de pe´riodicite´, dont la formation est alors explique´e par le de´veloppement
spontane´ de ces instabilite´s. Nous e´tudions les inﬂuences du taux de phase γ′ et de l’inhomoge´ne´ite´ du
module e´lastique C ′, et nous montrons le roˆle qu’ils jouent dans la stabilisation de l’arrangement pe´riodique.
La dynamique des de´fauts d’alignement dans la microstructure est ensuite e´tudie´e au cours d’un recuit
isotherme et apre`s la mise en radeaux de la microstructure, a` partir de simulations champ de phase re´alise´es
dans des travaux ante´rieurs.
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2. Formation et dynamique des de´fauts d’alignement
2.1 Observations expe´rimentales et nume´riques
La distribution quasi-pe´riodique des pre´cipite´s cubo¨ıdaux de la microstructure γ/γ′ est issue d’une
reconﬁguration induite par l’e´lasticite´, au cours de laquelle les pre´cipite´s s’alignent par rapport a`
leurs voisins selon les directions cubiques de la matrice. Comme il a e´te´ discute´ dans l’introduction de
ce manuscrit, ces alignements posse`dent des de´fauts syste´matiques, qui sont observe´s expe´rimenta-
lement et nume´riquement. A forte fraction volumique, des branches et des terminaisons dans les
modulations (ﬁgure 2.1) brisent syste´matiquement la pe´riodicite´ de l’arrangement. A de plus faibles
fractions, des range´es de pre´cipite´s respectivement aligne´es suivant [100] et [010] tendent a` eˆtre
adjacentes, formant ainsi des motifs “coude´s” (ﬁgure 2.2) que nous appelons des chevrons.
F. Diologent et P. Caron [33] M. Cottura et al [26]
Figure 2.1: De´fauts de pe´riodicite´ dans des microstructures γ/γ′ expe´rimentale et mode´lise´e par champ de
phase, a` fortes fractions volumique de phase γ′ : branches et terminaisons.
0.5μm
A. J. Ardell et R. B. Nicholson [8] V.Vaithyanathan, L.Q.Chen [94]
Figure 2.2: De´fauts de pe´riodicite´ dans des microstructures γ/γ′ expe´rimentale et mode´lise´e par champ de
phase, a` plus faibles fractions volumique de phase γ′ : structures coude´es ou motifs en chevrons.
La pre´sence de ces de´fauts dans des microstructures expe´rimentales et simule´es soule`ve la question
de la stabilite´ de l’arrangement pe´riodique de pre´cipite´s en interactions e´lastiques. La stabilite´ d’une
distribution de pre´cipite´s cohe´rents a e´te´ l’objet de nombreuses e´tudes, notamment vis-a`-vis de la
croissance et de la coalescence des pre´cipite´s [46, 47, 75]. Nous nous inte´ressons plus spe´ciﬁquement
aux analyses de stabilite´ d’arrangements de pre´cipite´s cohe´rents vis-a`-vis de perturbations de la
position des inclusions.
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Dans le cas d’un milieu e´lastique homoge`ne isotrope, et de pre´cipite´s posse´dant une de´formation
libre te´tragonale avec la matrice, Perovic et al [75] e´tudient la stabilite´ d’un macrore´seau de
plaquettes vis-a`-vis de la croissance et de la coalescence. Dans les meˆmes hypothe`ses et en conside´rant
un arrangement ide´al de plaquettes paralle´le´pipe´diques, appele´ macrore´seau 〈1230〉 dans la notation
de Eurin et al [35] (ﬁgure 2.3 a` gauche), Perovic et al [74] montrent qu’une perturbation selon y
de la position de la plaquette centrale du macrore´seau induit une diminution de l’e´nergie e´lastique
dans l’approximation d’inclusions de tailles inﬁnite´simales. Ils montrent e´galement que cette meˆme
perturbation conduit a` une augmentation de l’e´nergie e´lastique, lorsque les plaquettes sont de tailles
ﬁnies, et ils concluent a` la stabilite´ de ce macrore´seau.
Dans un milieu e´lastique homoge`ne posse`dant une anisotropie cubique, et constitue´ d’inclusions
sphe´riques en dilatation isotrope par rapport a` la matrice, Khachaturyan et Airapetyan [49] montrent
que le macrore´seau cubique simple est e´nerge´tiquement favorable vis-a`-vis de l’e´lasticite´, contraire-
ment aux macrore´seaux cubique centre´ et cubique a` faces centre´es. La fraction volumique fv = 37%
est e´galement identiﬁe´e comme celle pour laquelle l’e´nergie e´lastique d’interaction d’un arrangement
cubique simple de sphe`res est minimale. A cette meˆme fraction volumique, Khachaturyan et
Airapetyan re´alisent une analyse de stabilite´ et montrent qu’une perturbation des positions dans
une distribution cubique simple de sphe`res (ﬁgure 2.3 a` droite) entraˆıne syste´matiquement une
augmentation de l’e´nergie e´lastique. Ils de´montrent ainsi qu’un arrangement cubique simple d’inclu-
sions sphe´riques a` fv = 37% est stable vis-a`-vis de perturbations de la position des pre´cipite´s.
Macrore´seau 〈1230〉 de plaquettes
(Perovic et al [74]).
Macrore´seau cubique simple de sphe`res
(Khachaturyan et Airapetyan [49]).
Figure 2.3: Macrore´seaux conside´re´s par Perovic et al [74] et par Khachaturyan et Airapetyan [49] dans
l’analyse de stabilite´ d’un macrore´seau de pre´cipite´s cohe´rents, soumis a` une perturbation de la position des
inclusions.
Aﬁn de comprendre l’origine des de´fauts de pe´riodicite´ de la microstructure γ/γ′, nous re´alisons
une analyse de stabilite´ d’une distribution de pre´cipite´s cohe´rents arrange´s pe´riodiquement selon
un macrore´seau cubique simple, vis-a`-vis de perturbations de leur position. L’analyse de stabilite´
statique que nous pre´sentons dans ce chapitre est fonde´e sur la the´orie de l’e´lasticite´ de Khachaturyan
[48], ainsi que sur le travail de Khachaturyan et Airapetyan [49]. Cette analyse de stabilite´ est
enrichie de simulations re´alise´es avec la me´thode de champ de phase pre´sente´e au chapitre 1, ainsi
que de calculs d’e´nergie e´lastique d’interaction. La me´thode d’analyse par phases ge´ome´triques ψi
propose´e au paragraphe 1.2.3.2 du chapitre 1 est utilise´e pour suivre l’e´volution des de´fauts de
pe´riodicite´ dans des microstructures simule´es par champ de phase dans des travaux ante´rieurs [26].
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2.2 Analyse de stabilite´ de la distribution pe´riodique
2.2.1 Perturbation statique du macrore´seau cubique simple
Conside´rons une microstructure biphase´e constitue´e de N inclusions cohe´rentes de meˆmes tailles et
de meˆmes formes, arrange´es pe´riodiquement sur un macrore´seau cubique simple d’espacement a.
La fonction de forme θ(r) de´crivant cette microstructure s’e´crit comme une somme sur les positions
R des pre´cipite´s de la fonction de forme θ0(r −R) d’un pre´cipite´ centre´ en R :
θ(r) =
∑
R
θ0(r −R) (2.1)
En utilisant l’expression de la transformation de Fourier introduite au chapitre pre´ce´dent, ainsi que
la proprie´te´ selon laquelle la translation par un vecteur dans l’espace direct devient un produit par
un terme de phase dans l’espace re´ciproque, la transforme´e de Fourier de θ(r) s’e´crit :
θ(k) = θ0(k)
∑
R
e−ikR (2.2)
En supposant l’homoge´ne´ite´ des modules e´lastiques et l’absence de chargement sur le volume
pe´riodique V , l’e´nergie e´lastique de cette microstructure dans l’espace re´ciproque est :
Eel =
V
2
∑
k
B(n)|θ0(k)|2
∑
R,R′
e−ik(R−R
′) (2.3)
avec n = k/k. La conside´ration de l’e´nergie e´lastique d’une microstructure e´lastiquement homoge`ne
dans l’espace re´ciproque permet de distinguer les proprie´te´s e´lastiques et cristallographiques de
la transformation de phase, porte´es par le noyau e´lastique anisotrope B(n), des formes et de
l’arrangement des pre´cipite´s, contenus dans la fonction de forme θ(k). L’hypothe`se de pre´cipite´s
identiques permet d’e´tendre cette distinction en dissociant dans θ(k) l’information de leur taille et
de leur forme, porte´e par θ0(k), de celle de leur arrangement contenue dans les sommes des termes
de phases.
Il est usuel de se´parer l’e´nergie e´lastique en deux contributions : l’e´nergie Eselfel , qui est l’e´nergie
e´lastique d’un pre´cipite´ isole´ dans la matrice, et l’e´nergie e´lastique d’interaction ou de conﬁguration
Econfel , qui porte la de´pendance de l’e´nergie e´lastique totale a` l’arrangement spatial des pre´cipite´s.
Cette distinction est re´alise´e en dissociant R=R′ de R = R′ dans les sommes des termes de phases,
et conduit a` l’expression :
Eel = NE
self
el + E
conf
el (2.4)
dans laquelle,
Eselfel =
V
2
∑
k
B(n)|θ0(k)|2 (2.5)
et,
Econfel =
V
2
∑
k
B(n)|θ0(k)|2
∑
R,R′
R =R′
e−ik(R−R
′) (2.6)
Chaque pre´cipite´ est e´carte´ de sa position R0 sur le macrore´seau pe´riodique par l’application d’un
de´placement u(R0) de son barycentre R = R0+u(R0). Cette perturbation statique de la distribution
cubique simple est illustre´e a` la ﬁgure 2.4.
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−→
Figure 2.4: Illustration de la perturbation statique d’une distribution carre´e d’inclusions sphe´riques.
La contribution de l’e´nergie self Eselfel a` l’e´nergie e´lastique totale Eel reste inchange´e, puisque
la forme des pre´cipite´s est conserve´e au cours de la perturbation. La perturbation statique de
l’arrangement induit une variation de l’e´nergie e´lastique de conﬁguration. L’e´nergie e´lastique de
conﬁguration de la microstructure perturbe´e s’e´crit :
Econfel =
V
2
∑
k
B(n)|θ0(k)|2
∑
R0,R
′
0
R0 =R′0
e−ik(R0−R
′
0+u(R0)−u(R′0)) (2.7)
En supposant l’amplitude des de´placements inﬁnite´simale, l’e´nergie de conﬁguration est de´veloppe´e
au second ordre autour de celle du macrore´seau non-perturbe´, et par rapport aux de´placements.
Le de´veloppement limite´ au second ordre de l’exponentielle complexe d’argument la diﬀe´rence des
de´placements est :
e−ik(u(R0)−u(R
′
0)) = 1− ik(u(R0)−u(R′0)) + 1
2
[
ik(u(R0)−u(R′0))
][
ik(u(R0)−u(R′0))
]
+O(u3) (2.8)
et conduit a` une expression approche´e de l’e´nergie de conﬁguration de l’arrangement perturbe´ :
Econfel 
V
2
∑
k
B(n)|θ0(k)|2
∑
R0,R
′
0
R0 =R′0
e−ik(R0−R
′
0)
−
∑
R0,R
′
0
R0 =R′0
ik(u(R0)− u(R′0))e−ik(R0−R′0)
+
∑
R0,R
′
0
R0 =R′0
1
2
[
ik(u(R0)− u(R′0))
][
ik(u(R0)− u(R′0))
]
e−ik(R0−R
′
0)
(2.9)
Le terme a` l’ordre 0 du de´veloppement de Taylor est l’e´nergie de conﬁguration
(
Econfel
)
0
de la
microstructure non perturbe´e. Le terme au premier ordre s’annule par des conside´rations de syme´trie,
et le terme au second ordre du de´veloppement correspond a` la variation d’e´nergie de conﬁguration
ΔEconfel induite par la perturbation. L’e´nergie de conﬁguration de la microstructure perturbe´e est
ﬁnalement approche´e par l’expression :
Econfel 
(
Econfel
)
0
+ΔEconfel (2.10)
dans laquelle, en introduisant les notations indicielles et la convention usuelle de sommation sur les
indices re´pe´te´s, la variation d’e´nergie d’interaction s’e´crit :
ΔEconfel =
V
2
∑
k
B(n)|θ0(k)|2
∑
R0,R
′
0
R0 =R′0
(
−1
2
)
kikj(ui(R0)− ui(R′0))(uj(R0)− uj(R′0))e−ik(R0−R′0) (2.11)
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L’hypothe`se d’arrangement des pre´cipite´s sur un macrore´seau cubique simple permet de de´composer
le vecteur d’onde k = H + τ , ou` H est un site du re´seau re´ciproque de composantes Hi = 2παi/a
avec αi ∈ Z, et τ ∈ [−π/a, π/a]3 est un vecteur d’onde contenu dans la 1e`re zone de Brillouin. La
de´composition du vecteur d’onde a pour conse´quence la proprie´te´ suivante :∑
R0
eikR0 =
∑
R0
eiτR0 = Nδτ=0 (2.12)
avec δτ=0 le symbole de Kronecker e´gal a` 1 si τ = 0, ou 0 si τ = 0. Etant donne´ que les de´placements
u(R0) sont de´ﬁnis sur les positions discre`tes R0 du macrore´seau de re´fe´rence, les transformations
de Fourier directe et inverse des composantes des de´placements sont de´ﬁnies par :
ui(τ ) =
1
N
∑
R0
ui(R0)e
−iτR0 (2.13a)
ui(R0) =
∑
τ
ui(τ )e
iτR0 (2.13b)
En de´veloppant le produit des diﬀe´rences de composantes de de´placements a` l’e´quation (2.11), en
simpliﬁant les expressions graˆce a` la proprie´te´ (2.12) et en substituant aux composantes re´elles des
de´placements l’expression de leur transforme´e de Fourier inverse (2.13b), la variation d’e´nergie de
conﬁguration devient :
ΔEconfel =
1
2
∑
τ
κNij(τ )ui(τ )u
∗
j (τ ) (2.14)
ou` u∗j (τ ) = uj(−τ ) est le complexe conjugue´ de uj(τ ), et ou` κNij(τ ) est un tenseur d’ordre 2 homoge`ne
a` une courbure de l’e´nergie e´lastique de conﬁguration par rapport aux de´placements, de´ﬁni par
κNij(0) = 0 et, pour τ = 0 :
κNij(τ ) = VN
2
∑
H
B
(
H + τ
‖H + τ‖
)
(H + τ )i(H + τ )j |θ0(H + τ )|2 −B
(
H
‖H‖
)
(H)i(H)j |θ0(H)|2 (2.15)
La variation d’e´nergie e´lastique de conﬁguration (2.14), induite par une perturbation statique de
la distribution pe´riodique d’inclusions cohe´rentes, est une forme quadratique des composantes de
Fourier des de´placements [49]. Nous cherchons a` e´valuer le signe de ΔEconfel , aﬁn de de´terminer
si l’introduction de la perturbation conduit a` une augmentation ou une diminution de l’e´nergie
e´lastique de conﬁguration de la microstructure perturbe´e, par rapport a` la microstructure pe´riodique.
L’arrangement cubique simple de pre´cipite´s de meˆmes taille et forme est stable vis-a`-vis de la
perturbation statique inﬁnite´simale si la variation d’e´nergie associe´e est positive (ΔEconfel > 0), et
instable si elle est ne´gative (ΔEconfel < 0). L’expression (2.14) est diagonalise´e en utilisant pour
chaque vecteur τ la base des vecteurs propres Ξα(τ ) du tenseur de courbure :
ΔEconfel =
1
2
∑
τ
3∑
α=1
κNα (τ )
(
u(τ ) · Ξα(τ )
)2
(2.16)
Ainsi, a` chaque vecteur d’onde τ correspondent trois modes de perturbation statique de l’arrangement
cubique simple, induisant des variations d’e´nergie de signes ceux des valeurs propres. Quel que
soit le vecteur d’onde τ conside´re´, le tenseur de courbure de´ﬁni a` l’e´quation (2.15) est calcule´
nume´riquement, puis diagonalise´.
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Le calcul nume´rique du tenseur de courbure a` l’e´quation (2.15) implique de tronquer la somme
inﬁnie sur les sites H du re´seau re´ciproque, de sorte que Hi = 2παi/a ou` αi ∈ [[−nRR, nRR]]. Ainsi, la
1e`re zone de Brillouin est re´plique´e 2nRR fois dans chaque direction cubique de l’espace re´ciproque,
de part et d’autre de son origine. Le choix de nRR ﬁxe le plus grand vecteur d’onde conside´re´ dans
l’espace re´ciproque, et par conse´quent la plus petite e´chelle de longueur dans l’espace direct. En
fait, la troncature de la somme inﬁnie sur les sites du re´seau re´ciproque entraˆıne une discre´tisation
implicite de l’espace direct avec un pas d = a/(2nRR + 1). Le choix du nombre de re´pliques nRR de
la zone de Brillouin de´pend du choix de la forme des pre´cipite´s, aﬁn d’assurer une discre´tisation
suﬃsante de leur ge´ome´trie et la convergence du calcul. Le calcul de κNij(τ ) requiert aussi d’e´valuer
le noyau e´lastique anisotrope B(n) dans la direction des vecteurs d’onde H + τ et H, pour toutes
les re´pliques de la 1e`re zone de Brillouin. Par souci d’e´ﬃcacite´, on utilise l’expression analytique
du noyau e´lastique pre´sente´e a` l’e´quation (1.36) du chapitre pre´ce´dent, et qui correspond a` une
de´formation libre de transformation isotrope et a` une anisotropie cubique de l’e´lasticite´.
Il est ge´ne´ralement attendu que les extrema d’une fonction soient localise´s aux points de haute
syme´trie dans la 1e`re zone de Brillouin. Ainsi, les valeurs propres du tenseur de courbure sont
calcule´es pour tous les vecteurs d’onde τ appartenant aux directions de haute syme´trie. Ces
directions de´crivent un chemin spe´ciﬁque dans la 1e`re zone de Brillouin, et sont de´ﬁnies pour le
macrore´seau cubique simple par les points de haute syme´trie :
Γ(0, 0, 0) ; X(π/a, 0, 0) ; M(π/a, π/a, 0) ; R(π/a, π/a, π/a) (2.17)
Aﬁn d’aﬀranchir le re´sultat du nombre total N de pre´cipite´s, nous faisons le choix de conside´rer
κij(τ ) = κ
N
ij(τ )/N, le tenseur de courbure associe´ a` la maille e´le´mentaire du macrore´seau cubique
simple, de volume a3. Chaque segment du chemin parcouru dans la 1e`re zone de Brillouin selon les
directions de haute syme´trie est e´galement discre´tise´ en 100 vecteurs d’onde τ , aﬁn d’explorer en
de´tail chaque segment.
Dans un premier calcul, nous faisons le choix de conside´rer une situation analogue a` celle de
Khachaturyan et Airapetyan [49]. Une fraction volumique de 37% de phase γ′ est choisie dans un
premier temps, et correspond au taux de phase pour lequel l’e´nergie de conﬁguration Econfel d’un
arrangement cubique simple de sphe`res est minimale [49]. Les parame`tres conside´re´s dans le calcul
de stabilite´ sont pre´sente´s dans le tableau 2.1.
De´nomination Symbole Valeur Unite´
frac. volumique en γ′ fv 0, 37 -
modules e´lastiques C11 250 109 J.m
−3
C12 160 10
9 J.m−3
C44 118, 5 10
9 J.m−3
param. anisotropie ξ −1, 24 -
eigenstrain ε0=δa/a 0, 0048 -
param. macrore´seau a 350 nm
Tableau 2.1: Mise en donne´es des calculs de stabilite´
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2.2.1.1 Instabilite´s d’arrangement induites par les formes
Aﬁn de comparer nos re´sultats avec ceux publie´s par Khachaturyan et Airapetyan, nous conside´rons
dans un premier temps une distribution d’inclusions sphe´riques. La fonction de forme dans l’espace
re´ciproque d’une inclusion sphe´rique de rayon R, contenue dans le volume pe´riodique V , est :
θ0(k) =
4
3
πR3
V
[
3
kRcos(kR)− sin(kR)
(kR)3
]
(2.18)
avec k la norme de k. Nous choisissons nRR = 500 aﬁn d’assurer une discre´tisation suﬃsamment ﬁne
de la forme sphe´rique et la convergence du calcul. Le spectre des valeurs propres κ0α(τ ) du tenseur
de courbure de l’e´nergie e´lastique de conﬁguration est trace´ a` la ﬁgure 2.5 en fonction du vecteur
d’onde τ suivant les directions de haute syme´trie de la 1e`re zone de Brillouin du macrore´seau cubique
simple. Le spectre est constitue´ de trois branches qui, entre les segments [Γ, X], [M, Γ] et [Γ, R],
peuvent eˆtre distingue´es en une branche longitudinale L (Ξα(τ ) paralle`le a` τ ), et deux branches
transverses T1 et T2 (Ξα(τ ) normal a` τ ).
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Figure 2.5: Spectre des valeurs propres κ0α(τ ) du tenseur de courbures de l’e´nergie e´lastique de conﬁguration
par rapport aux composantes de de´placements de pre´cipite´s sphe´riques a` fv = 37%, trace´ en fonction du
vecteur d’onde τ selon les directions de haute syme´trie de la 1e`re zone de Brillouin du macrore´seau cubique
simple. Les modes de perturbation associe´s aux vecteurs d’onde τ 1, τ 2 et τ 3, dont les courbures sont donne´es
par leurs intersections avec les branches du spectre, sont repre´sente´s a` sa droite.
Les vecteurs d’onde τ 1, τ 2 et τ 3 indique´s a` la ﬁgure 2.5 posse`dent respectivement une, deux et
trois composantes non nulles ζ = 2π/(na) avec n = 12. Ils correspondent ainsi a` des arrangements de
pre´cipite´s dont la pe´riodicite´ dans les directions cubiques est de 1 ou 12 pre´cipite´s. Ces arrangements
sont repre´sente´s dans la partie droite de la ﬁgure 2.5. Sur le spectre, les valeurs propres du tenseur
de courbure sont positives quel que soit le vecteur d’onde τ . Par conse´quent, tous les modes
de perturbation conside´re´s induisent une augmentation de l’e´nergie e´lastique de conﬁguration
par rapport a` la microstructure non-perturbe´e. Dans les conditions spe´ciﬁe´es au tableau 2.1 et
conforme´ment au re´sultat de Khachaturyan et Airapetyan, l’arrangement cubique simple de pre´cipite´s
sphe´riques est stable.
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En conservant des conditions identiques a` celles spe´ciﬁe´es au tableau 2.1, nous conside´rons maintenant
une distribution pe´riodique de pre´cipite´s cubiques. La fonction de forme dans l’espace re´ciproque
d’une inclusion cubique de coˆte´ c, contenue dans le volume pe´riodique V , est :
θ0(k) =
c3
V
sin
(
kxc/2
)
kxc/2
sin
(
kyc/2
)
kyc/2
sin
(
kzc/2
)
kzc/2
(2.19)
avec ki la ie`me composante de k. La discre´tisation d’un cube sur un re´seau cubique simple de l’espace
direct ne requiert pas ne´cessairement un maillage ﬁn, pourvu que les bords du cube co¨ıncident avec
la discre´tisation. Nous choisissons nRR = 50 et le coˆte´ c du cube est calcule´ de sorte a` eˆtre un multiple
de d = a/(2nRR + 1) assurant une fraction volumique proche de la valeur fv = 37% recherche´e. Le
spectre des valeurs propres κ0α(τ ) du tenseur de courbure de l’e´nergie e´lastique de conﬁguration
d’une distribution pe´riodique d’inclusions cubiques est trace´ a` la ﬁgure 2.6 en fonction du vecteur
d’onde τ suivant les directions de haute syme´trie.
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Figure 2.6: Spectre des valeurs propres κ0α(τ ) du tenseur de courbures de l’e´nergie e´lastique de conﬁguration
par rapport aux composantes de de´placements de pre´cipite´s cubiques a` fv = 37%, trace´ en fonction du
vecteur d’onde τ . Les modes de perturbation repre´sente´s a` droite sont associe´s aux vecteurs d’onde τ 1 et
τ 2 et posse`dent une courbure d’e´nergie de conﬁguration ne´gative.
Selon la direction de syme´trie [ζ, 0, 0], la branche longitudinale du spectre est ne´gative quel que soit
τ . Les branches transverses associe´es aux vecteurs propres [010] et [001] sont positives. La seconde
branche transverse selon [ζ, ζ, 0], associe´e au vecteur propre dans la direction [11¯0], est ne´gative
pour des longueurs d’onde supe´rieures ou e´gales a` 4 pre´cipite´s. Les deux branches transverses
superpose´es selon [ζ, ζ, ζ], sont le´ge`rement ne´gatives aux grandes longueurs d’onde. La branche
L selon τ = [ζ, 0, 0] et la branche T2 selon τ = [ζ, ζ, 0] sont les plus instables, e´tant donne´ que
leurs courbures plus grandes en valeur absolue diminueront plus rapidement l’e´nergie e´lastique de
conﬁguration avec le carre´ de l’amplitude des de´placements. Ces modes de perturbation instables de
l’arrangement pe´riodique de pre´cipite´s cubiques sont illustre´s a` une longueur d’onde de 12 pre´cipite´s.
Si l’e´lasticite´ anisotrope de la microstructure γ/γ′ conduit a` l’alignement des pre´cipite´s cubo¨ıdaux
suivant les directions cubiques de la matrice, l’existence de branches ne´gatives sur le spectre de la
ﬁgure 2.6 re´ve`le que l’arrangement pe´riodique de pre´cipite´s cubiques est instable.
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Les valeurs propres κ0α(τ ) ont e´te´ calcule´es pour tous les vecteurs τ de la 1
e`re zone de Brillouin, et
celles en κ0L(τ = X) sont les courbures minimales de l’e´nergie de conﬁguration.
2.2.1.2 Roˆle de l’anisotropie e´lastique
Nous nous inte´ressons a` l’inﬂuence de l’anisotropie des constantes e´lastiques sur la stabilite´ de la
distribution pe´riodique d’inclusions cubiques. Les conditions du calcul de stabilite´ sont conserve´es
telles qu’au tableau 2.1, a` l’exception du module C44 qui est pris comme une fonction du parame`tre
d’anisotropie : C44(ξ) = (C11 − C12)/(2 + ξ). Le noyau d’interaction B(n) est repre´sente´ a` la ﬁgure
2.7 pour diﬀe´rentes valeurs du parame`tre d’anisotropie ξ ∈ {0, −0, 5, −1, −1, 5}. Sa forme est
parfaitement isotrope pour ξ = 0, puis est de plus en plus anisotrope a` mesure que ξ de´croˆıt.
Les valeurs propres des tenseurs de courbure associe´s aux diﬀe´rents noyaux e´lastiques de la ﬁgure
2.7 sont calcule´es, et leurs spectres sont superpose´s a` la ﬁgure 2.8.
ξ = 0 ξ = −0, 5 ξ = −1 ξ = −1, 5
Figure 2.7: Noyaux e´lastiques normalise´s B(n) pour diﬀe´rentes valeurs d’anisotropie ξ.
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Figure 2.8: Spectre des valeurs propres κ0α(τ ) du tenseur de courbures de l’e´nergie e´lastique de conﬁguration
pour des pre´cipite´s cubiques a` fv = 37%, trace´ en fonction de τ pour diﬀe´rentes valeurs d’anisotropie ξ.
En e´lasticite´ isotrope ξ = 0, les branches du spectre sont confondues avec l’axe κ0α(τ ) = 0 J.m
−2,
ce qui est cohe´rent avec le the´ore`me de Bitter-Crum. L’e´nergie e´lastique totale est inde´pendante
de la forme et de l’arrangement des pre´cipite´s, et ne de´pend que de leur fraction volumique. Une
perturbation de l’arrangement cubique simple de pre´cipite´s cohe´rents a` taux de phase constant
n’induit alors aucune variation de l’e´nergie e´lastique.
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A mesure que le tenseur e´lastique devient de plus en plus anisotrope (ξ de´croˆıt), les branches du
spectre e´voluent jusqu’a` un paysage de stabilite´ analogue a` celui de la ﬁgure 2.6. Selon la direction de
syme´trie [ζ, 0, 0], les branches transverses et longitudinales sont respectivement stables et instables
a` toutes les longueurs d’onde. La croissance des branches transverses se ralentit progressivement
lors de la de´croissance de l’anisotropie entre 0 et −1, 5, alors que la de´croissance des branches
longitudinales est ampliﬁe´e. Dans la direction [ζ, ζ, 0], la croissance de la branche T1 semble line´aire
avec la de´croissance de ξ, tandis que celle de la branche L est ampliﬁe´e. L’amplitude des variations
de la branche T2 augmente avec la diminution de ξ, mais le sens de ses variations est a` conside´rer
par rapport a` la branche L : κ0t2(τ ) et κ
0
l(τ ) divergent aux grandes longueurs d’onde proches de
Γ, mais convergent aux petites longueurs d’onde et sont confondues en M . Les branches L et T2
divergent plus vite au grandes longueurs d’onde qu’elles ne convergent aux petites a` mesure que ξ
de´croˆıt. En conse´quence, l’intervalle de longueurs d’onde instables du mode porte´ par la branche
T2 augmente quand ξ diminue. Dans la direction de syme´trie [ζ, ζ, ζ], on observe une croissance
progressive du domaine d’instabilite´ des branches transverses, a` mesure que l’anisotropie augmente
(ξ de´croˆıt).
L’anisotropie de l’e´lasticite´ de la microstructure γ/γ′ est a` la fois responsable de la formation des
alignements de pre´cipite´s, par l’interme´diaire des modes stables porte´s par les branches positives,
mais aussi de leur destruction par les modes instables porte´s par les branches ne´gatives. La branche
L selon [ζ, 0, 0] est instable de`s la plus faible anisotropie conside´re´e (ξ = −0.5). Plus l’anisotropie
est forte, plus les courbures de modes formant et de´truisant les alignements sont grandes en valeur
absolue. Les conse´quences de la compe´tition entre les modes stables et instables sur la formation et
la destruction des alignements ainsi que sur l’e´volution de la microstructure ne peuvent cependant
pas eˆtre pre´dites uniquement sur la base de l’analyse de stabilite´.
2.2.2 De´veloppement des instabilite´s et formation de de´fauts
L’analyse de stabilite´ de l’arrangement cubique simple d’inclusions cohe´rentes a re´ve´le´ son instabilite´
vis-a`-vis de certains modes de perturbation, lorsque la microstructure est constitue´e de pre´cipite´s
cubiques en interaction e´lastique anisotrope. Cependant, cette analyse est limite´e a` des petits
de´placements et des formes de pre´cipite´s qui n’e´voluent pas. En eﬀet, elle repose seulement sur
l’e´nergie e´lastique d’une microstructure et non sur une e´quation cine´tique. Par conse´quence, cette
analyse ne donne pas d’information sur la cine´tique d’e´volution d’une microstructure perturbe´e
selon un mode stable ou instable. Aﬁn d’enrichir l’analyse, nous mode´lisons l’e´volution de micro-
structures perturbe´es selon les deux principales instabilite´s identiﬁe´es pre´ce´demment, dans un
re´gime de coalescence au cours d’un traitement isotherme a` T = 950 ◦C. La mode´lisation champ de
phase permet de lever l’hypothe`se des petits de´placements, et autorise le changement de forme des
pre´cipite´s en introduisant l’e´nergie d’interface. Cette dernie`re est suppose´e isotrope en accord avec
la forme sphe´rique des petits pre´cipite´s, observe´s dans les superalliages.
Nous conside´rons une microstructure de´crite par un unique champ c(r) conserve´, qui porte simulta-
ne´ment les densite´s d’e´nergie chimique et e´lastique. L’e´nergie e´lastique est lie´e a` la concentration
par l’interme´diaire de Δc(r) = c(r) − c¯. Les interfaces entre pre´cipite´s et matrice sont diﬀuses et
les relations d’antiphase entre pre´cipite´s γ′ ne sont pas de´crites dans ce mode`le, ce qui restreint la
validite´ des calculs a` l’instant pre´ce´dant la rencontre entre deux pre´cipite´s.
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Dans les microstructures cohe´rentes, nous avons vu que l’e´lasticite´ modiﬁe la forme et l’arrangement
des pre´cipite´s. Elle a e´galement une inﬂuence sur les concentrations des phases en coexistence.
Pour controˆler les concentrations de l’e´quilibre cohe´rent, nous utilisons l’approche propose´e par
[15]. Cette approche consiste a` exprimer le potentiel comme un double-puits classique f
(
c(r)
)
, de
minima c0γ et c
0
γ′ les concentrations d’e´quilibre incohe´rent et de courbures identiques, auquel est
retranche´e la contribution e´lastique en Bmin de la conﬁguration en plaquettes :
fdec
(
c(r)
)
= f
(
c(r)
)− 1
2
Bmin
(
c(r)− c¯)2 (2.20)
avec, f
(
c(r)
)
la fonction de´crite au chapitre pre´ce´dent :
f
(
c(r)
)
A
= −2(c(r)− cm)2 + 4(c(r)− cm)4(
c0
γ′ − c0γ
)2 (2.21)
ou` c¯ la concentration moyenne dans l’alliage et cm = (c0γ + c
0
γ′)/2. Le de´calage en Bmin applique´ au
terme de Landau a deux eﬀets : a` une valeur de c¯ donne´e, il entraˆıne une inclinaison du double-
puits qui stabilise la phase minoritaire, et il de´cale les minima du potentiel aux concentrations de
l’e´quilibre cohe´rent de la microstructure en plaquettes.
Les parame`tres physiques introduits dans les simulations sont re´pertorie´s dans le tableau 2.2.
Plusieurs diﬀe´rences sont a` remarquer entre les syste`mes conside´re´s aux tableaux 2.1 et 2.2. Les
constantes e´lastiques sont diﬀe´rentes, et l’anisotropie conside´re´e en champ de phase est plus forte
que dans l’analyse de stabilite´. La de´formation libre introduite dans le mode`le est de´ﬁnie selon
la loi de Vegard, et correspond a` la valeur d’eigenstrain du tableau 2.1 sur la diﬀe´rence des
concentrations d’e´quilibre incohe´rent. Enﬁn, le coeﬃcient de diﬀusion introduit dans les simulations
D = D0 exp(−ΔU/kbT ) est tel que D0 = 1, 45 10−4m2.s−1 et ΔU = 2, 8 eV [39].
De´nomination Symbole Valeur Unite´
conc. eq. incohe´rent en γ c0γ 0, 15 -
conc. eq. incohe´rent en γ′ c0
γ′ 0, 231 -
frac. volumique en γ′ fv 0, 37 -
e´nergie d’interface σint 10 mJ.m
−2
modules e´lastiques C11 197 109 J.m
−3
C12 144 10
9 J.m−3
C44 90 10
9 J.m−3
param. anisotropie ξ −1, 41 -
eigenstrain (Vegard) ε0=δa/(aδc) 0, 059 -
ratio e´chelles d’e´nergie χ 0, 79 -
pas de grille d 3, 6 nm
param. macrore´seau a 461 nm
Tableau 2.2: Mise en donne´es des calculs de champ de phase.
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2.2.2.1 Mode longitudinal instable selon [ζ, 0, 0]
Conside´rons une microstructure cubique simple de 8× 1× 1 pre´cipite´s cubiques, contenue dans un
volume pe´riodique de 3, 7 × 0, 5 × 0, 5μm3 discre´tise´ sur un re´seau cubique simple de 1024 × 128 ×
128 voxels. Le mode de perturbation longitudinal instable selon [ζ, 0, 0] est introduit a` l’instant
initial avec une longueur d’onde de 8 pre´cipite´s et une amplitude de 28, 8 nm, de manie`re a` ce
que les de´placements initiaux des pre´cipite´s soient des multiples du pas de grille. L’e´volution de
la microstructure perturbe´e au cours d’un recuit isotherme est pre´sente´e a` la ﬁgure 2.9, a` trois
instants de la simulation.
Figure 2.9: Mode´lisation de l’e´volution d’une microstructure pe´riodique perturbe´e selon l’instabilite´
longitudinale selon [ζ, 0, 0] avec une longeur d’onde de 8 pre´cipite´s, aux instants t = 0, 0.15, 0.30 h.
A t = 0h, le mode longitudinal entraˆıne une le´ge`re modulation de l’espacement entre pre´cipite´s
et par conse´quent de la taille des couloirs de matrice. L’instabilite´ se de´veloppe au cours de la
simulation, et son expression est essentiellement marque´e par la dynamique des morphologies. Les
barycentres des pre´cipite´s restent ﬁge´s a` leur position initiale, mais leur forme e´volue fortement et
ampliﬁe les variations initiales de tailles de couloirs. Le sens de l’allongement des pre´cipite´s de´pend
du ventre du mode dans lequel ils se trouvent. Il en re´sulte que les pre´cipite´s initialement proche
s’allongent dans la direction longitudinale et ainsi se rapprochent encore pour former un barreau
composite. A l’oppose´, les pre´cipite´s initialement e´loigne´s s’allongent dans les deux directions
transverses. Avec les conditions aux limites pe´riodiques, la structure se rapproche localement de
plaquettes.
Cette instabilite´ longitudinale de l’arrangement des pre´cipite´s γ′ ressemble a` une instabilite´ de
type Eckhaus en pattern formation ou phe´nome´nologie des structures hors-e´quilibre. L’instabilite´
d’Eckhaus est une instabilite´ de phase, ge´ne´ralement a` grande longueur d’onde, et le plus souvent
observe´e dans des structures pe´riodiques lamellaires. Dans les rouleaux de convection de Rayleigh-
Be´nard et en solidiﬁcation directionnelle eutectique, l’instabilite´ d’Eckhaus est a` l’origine de la
formation de de´fauts de pe´riodicite´ (ﬁgure 2.10), et entraˆıne la restabilisation de la structure
lamellaire a` plus grande longueur d’onde par la migration [29] et l’annihilation [69] des de´fauts.
Instabilite´ d’Eckhaus locale Pincement Cre´ation d’une paire de de´fauts
Figure 2.10: Mode´lisation de la cre´ation d’une paire de de´fauts dans un syste`me lamellaire 2D par un
me´canisme de croissance d’une instabilite´ d’Eckhaus locale [82].
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Par analogie avec d’autres syste`mes dans lesquels les meˆmes de´fauts de pe´riodicite´ sont observe´s, le
de´veloppement de l’instabilite´ longitudinale selon [ζ, 0, 0] est le me´canisme susceptible d’entraˆıner la
formation spontane´e des branches et des terminaisons identiﬁe´es a` la ﬁgure 2.1 dans l’arrangement
des pre´cipite´s γ′.
2.2.2.2 Mode transverse instable selon [ζ, ζ, 0]
Conside´rons une microstructure cubique simple de 4× 4× 1 pre´cipite´s cubiques, contenue dans un
volume pe´riodique de 1.8× 1.8× 0.5μm3 discre´tise´ sur un re´seau cubique simple de 512× 512× 128
voxels. Le mode de perturbation transverse instable selon [ζ, ζ, 0] est introduit dans l’arrangement
a` l’instant initial avec ζ = 2π/4a et une amplitude initiale de 36 nm. L’e´volution de la microstructure
perturbe´e au cours d’un recuit isotherme est pre´sente´ a` la ﬁgure 2.11, a` trois instants de la
simulation.
Figure 2.11: Mode´lisation de l’e´volution d’une microstructure pe´riodique perturbe´e selon l’instabilite´
transverse selon [ζ, ζ, 0], aux instants t = 0, 0.16, 0.32 h.
A l’instant initial, les modulations de l’espacement et de la taille de couloirs sont dans le plan
(001) de la simulation. De meˆme que pour le mode longitudinal selon [ζ, 0, 0], l’expression de cette
instabilite´ est marque´e par l’e´volution de la forme des pre´cipite´s, dont les barycentres restent
e´galement statiques. Le changement de forme des pre´cipite´s entraˆıne la formation progressive de
structures coude´es, dont les bras comptent chacun 3 pre´cipite´s. Le de´veloppement de cette instabilite´
transverse selon [ζ, ζ, 0] conduit a` la formation de motifs en chevrons similaires a` ceux identiﬁe´s a`
la ﬁgure 2.2 dans la microstructure γ/γ′.
2.3 Contributions stabilisantes de l’arrangement pe´riodique
Dans la section pre´ce´dente, l’analyse de stabilite´ statique de l’arrangement cubique simple de
pre´cipite´s cubiques a re´ve´le´ son instabilite´ vis-a`-vis de modes de perturbations longitudinaux selon
[ζ, 0, 0] et transverses selon [ζ, ζ, 0]. Dans des microstructures perturbe´es, la mode´lisation champ
de phase a permis de lier le de´veloppement des instabilite´s a` la formation des de´fauts de pe´riodicite´
identiﬁe´s expe´rimentalement et nume´riquement en introduction de ce chapitre. Dans cette section,
nous nous inte´ressons aux inﬂuences de la fraction volumique et de l’inhomoge´ne´ite´ du module C ′
sur la stabilite´ de la distribution pe´riodique de pre´cipite´s cubiques.
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2.3.1 Fraction volumique de phase γ′
2.3.1.1 Paysages de stabilite´ des branches L et T2
Nous re´alisons une analyse de stabilite´ par le calcul et la diagonalisation du tenseur de courbure de
l’e´nergie e´lastique de conﬁguration, dans des conditions identiques a` celles re´pertorie´es au tableau
2.1, et dans le cas de pre´cipite´s cubiques. Les spectres des valeurs propres κ0α(τ , fv) sont calcule´s
pour des fractions volumiques fv allant de 0% a` 95% par incre´ments de 5%. Les paysages de stabilite´
sont de´duits de ces spectres en interpolant les branches entre chaque fraction volumique conside´re´e.
Nous examinons uniquement les branches longitudinales L et transverses T2 des spectres, e´tant
donne´ que ce sont celles qui, selon [ζ, 0, 0] et [ζ, ζ, 0] respectivement, portent les deux principales
instabilite´s de l’arrangement cubique simple. Les paysages de stabilite´ des branches L et T2 en
fonction du vecteur d’onde τ et de la fraction volumique fv sont respectivement pre´sente´s dans les
parties supe´rieure et infe´rieure de la ﬁgure 2.12.
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Figure 2.12: Paysages de stabilite´ sgn
(
κ0α(τ , fv)
)
log10
(
1+ |κ0α(τ , fv)/c|
)
des branches L (haut) et T2 (bas)
d’une distribution cubique simple de pre´cipite´s cubiques, en fonction de fv et de τ , pour une anisotropie
ξ = −1, 24. Les courbures sont repre´sente´es avec une e´chelle logarithmique bisyme´trique [102], dans laquelle
la line´arisation autour de 0 est de´crite par c = 1/250. La ligne continue correspond a` une courbure κ0α(τ , fv) =
0 J.m−2 et repe`re la limite entre les domaines de stabilite´ et d’instabilite´.
Selon la direction [ζ, 0, 0] du paysage de stabilite´ des branches L, les courbures de l’e´nergie e´lastique
de conﬁguration sont ne´gatives a` toutes les longueurs d’onde et quelle que soit la fraction volumique.
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Toutes les longueurs d’onde du mode L selon [ζ, ζ, 0], instables a` faible taux de phase, sont stabilise´es
entre fv = 10% et fv = 13%. Selon [ζ, ζ, ζ], les petites longueurs d’onde le´ge`rement instables sont
stabilise´es a` fv = 5%. Toutes les longueurs d’onde des branches T2 sont instables a` faible fraction
volumique dans toutes les directions de syme´trie, et celles selon [ζ, 0, 0] sont stabilise´es a` fv = 5%.
Selon la direction [ζ, ζ, 0], le mode T2 instable a` une longueur d’onde telle que ζ = π/a au point
de syme´trie M est stabilise´ a` une fraction fv = 12%. A mesure que fv augmente, le domaine de
stabilite´ dans cette direction de syme´trie s’e´tend et inclut des longueurs d’onde de plus en plus
grandes, jusqu’a` contenir le mode de longueur d’onde telle que ζ = 2π/6a a` fv = 95% et a` ne
laisser instables que les longueurs d’onde supe´rieures. Les branches T2 selon [ζ, ζ, ζ] e´voluent avec
la fraction volumique de manie`re analogue a` celles selon la direction de syme´trie [ζ, ζ, 0] : le mode
instable au point de syme´trie R est stabilise´ a` fv = 5%, puis des longueurs d’onde de plus en plus
grandes se stabilisent a` mesure que fv croˆıt.
En conside´rant le lien entre l’e´volution des modes instables et la formation des de´fauts d’arrangement
mis en e´vidence par la mode´lisation champ de phase, l’instabilite´ du mode longitudinal selon [ζ, 0, 0]
a` toutes les longueurs d’onde et fractions volumiques sugge`re que les de´fauts de pe´riodicite´ issus
de son de´veloppement sont susceptibles d’eˆtre forme´s spontane´ment quel que soit le taux de phase.
La stabilisation des petites longueurs d’onde du mode transverse instable selon [ζ, ζ, 0] avec fv
sugge`re que les structures coude´es dans l’arrangement des pre´cipite´s sont davantage susceptibles
d’eˆtre forme´es spontane´ment a` faible fraction volumique de phase γ′. Cette stabilisation des petites
longueurs d’onde avec le taux de phase est probablement l’une des raisons pour lesquelles les motifs
en chevrons ne sont pas observe´s expe´rimentalement et nume´riquement dans des microstructure
γ/γ′ a` forte fraction volumique.
Aﬁn de mieux comprendre les raisons pour lesquelles une augmentation de fv diminue l’intervalle de
longueurs d’onde instables du mode transverse selon [ζ, ζ, 0] mais n’aﬀecte pas celui de l’instabilite´
longitudinale selon [ζ, 0, 0], nous nous inte´ressons maintenant aux variations spatiales de l’e´nergie
e´lastique d’interaction ou de conﬁguration et de leur e´volution avec le taux de phase.
2.3.1.2 Ecrantage des interactions e´lastiques
Conside´rons une microstructure constitue´e de deux inclusions cohe´rentes p et q, respectivement
de´crites par θp(r) et θq(r). La fonction de forme de cette microstructure est de´ﬁnie par :
θ(r) = θp(r) + θq(r −R) (2.22)
dans laquelle l’inclusion q est translate´ d’un vecteur R par rapport a` l’inclusion p. Nous re´alisons sur
cette microstructure un calcul statique d’e´nergie e´lastique d’interaction entre θp(r) et θq(r −R). A
la diﬀe´rence des analyses statiques conduites pre´ce´demment dans ce chapitre, nous conside´rons un
espace direct discret. De manie`re identique a` Rodney et al dans [78], la discre´tisation des fonctions
de forme θp(r) et θq(r−R) sur un re´seau cubique simple de l’espace direct conduit a` leur de´ﬁnition
suivante :
θi(r) =
∑
n
θdi (n)S
(
r − r(n)) ⇒ θi(k) = θdi (k)S(k) (2.23)
ou` la somme sur n parcourt les positions entie`res des voxels, et ou` S(r) et S(k) sont les fonctions
de formes des voxels de la discre´tisation cubique simple, respectivement exprime´es dans les espaces
direct et re´ciproque.
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La fonction de forme de la microstructure de´crite a` l’e´quation (2.22) exprime´e dans l’espace
re´ciproque est simplement :
θ(k) = θdp(k)S(k) + θ
d
q (k)S(k)e
−ikR (2.24)
Le produit θ(k)θ∗(k) dans le calcul de l’e´nergie e´lastique totale conduit a` des termes croise´s
θdp(k)θ
d∗
q (k) qui correspondent a` l’e´nergie d’interaction entre p et q. En ne conside´rant que ces termes
croise´s, l’e´nergie e´lastique de conﬁguration Econfel (R) du pre´cipite´ q localise´ en R en interaction avec
p est ainsi de´ﬁni par l’expression :
Econfel (R) =
V
2
∑
k
B(n)S(k)S∗(k)
[
e+ikR + e−ikR
]
θdp(k)θ
d∗
q (k) (2.25)
De manie`re analogue a` l’analyse de stabilite´ de la distribution pe´riodique, le vecteur d’onde est
de´compose´ en la somme k = H + τ , avec H un site du re´seau re´ciproque tel que ses composantes
Hi = 2παi/d et αi ∈ Z, et ou` τ ∈ ]− π/d ; π/d]3 un vecteur d’onde de la 1e`re zone de Brillouin
de la discre´tisation cubique simple. Les transforme´es de Fourier des fonctions de forme discre`tes
sont pe´riodiques sur les re´pliques de la 1e`re zone de Brillouin, et l’e´nergie d’interaction de´ﬁnie a`
l’e´quation (2.25) devient :
Econfel (R) = V
∑
τ
Bdec(τ ) cos(τR)θdp(τ )θ
d∗
q (τ ) (2.26)
avec,
Bdec(τ ) =
∑
H
B
(
H + τ
‖H + τ‖
)
S(H + τ )S∗(H + τ ) (2.27)
le noyau e´lastique d’interaction entre p et q, de´core´ par les fonctions de forme des voxels de la
discre´tisation cubique simple [78]. Le calcul du noyau e´lastique de´core´ Bdec(τ ) ne´cessite de tronquer
la somme inﬁnie sur les sites du re´seau re´ciproque a` l’e´quation (2.27), et le nombre nRR de re´pliques
de la 1e`re zone de Brillouin conside´re´ est un compromis entre le temps et la convergence du calcul.
La forme q est translate´e et son e´nergie d’interaction avec p est e´value´e en chaque voxel R du
syste`me discre´tise´, a` l’exception des sites pour lesquels il y a recouvrement des deux formes. La
zone de superposition est ainsi exclue du calcul en y imposant Econfel (R) = 0.
Dans les calculs 2D suivants, les inclusions translate´s p et q sont choisis identiques, et le syste`me est
analogue a` celui de´crit au tableau 2.1. Les cartes d’e´nergie d’interaction d’inclusions sphe´rique et
cubique sont pre´sente´es a` la ﬁgure 2.13. Pour les deux formes conside´re´es, les interactions e´lastiques
favorisent l’alignement selon la direction [100] et la direction d’alignement la plus de´favorable
est la direction [110]. Malgre´ les diﬀe´rences d’amplitude de leurs variations, les cartes d’e´nergie
d’interaction des deux formes discre`tes sont comparables, soulevant ainsi la question du mode
longitudinal selon [ζ, 0, 0], qui a` fv = 37% est stable pour les sphe`res et instables pour les cubes.
Aﬁn de mieux comprendre la diﬀe´rence de stabilite´ entre un re´seau de sphe`res et de cubes,
nous de´crivons l’arrangement non pas comme un ensemble de pre´cipite´s en interactions, mais
nous regroupons les pre´cipite´s en range´es inﬁnies et nous analysons l’interaction de ces range´es
de pre´cipite´s. Les e´quations (2.26) et (2.27) obtenues dans un cadre ge´ne´ral restent valables si
θp(r) et θq(r) de´crivent des range´es de pre´cipite´s. L’e´nergie d’interaction entre deux range´es inﬁnies
d’inclusions cubiques est repre´sente´e a` la ﬁgure 2.14, pour diﬀe´rentes tailles de pre´cipite´s. A mesure
que le taux de phase augmente avec le coˆte´ c des pre´cipite´s, l’amplitude des variations de l’e´nergie
d’interaction est de plus en plus faible.
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Figure 2.13: Cartes des variations spatiales de l’e´nergie e´lastique de conﬁguration d’inclusions sphe´rique de
rayon 10d et cubique de coˆte´ 20d a` 2D. L’e´nergie d’interaction est repre´sente´e avec une e´chelle logarithmique
bisyme´trique, dont la line´arisation autour de 0 est de´crite par c = 1.
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Figure 2.14: Cartes de sgn
(
Econfel (R)
)
log10
(
1 + |Econfel (R)|
)
avec Econfel (R) l’e´nergie e´lastique de
conﬁguration en unite´ 10−4C44ε20V
2
p d’arrangements 1D-pe´riodiques de pre´cipite´s cubiques. De gauche a`
droite, les pre´cipite´s sont de coˆte´s c = 5d, c = 10d, c = 15d et c = 20d.
Les cartes d’e´nergie de conﬁguration des range´es d’inclusions sont tre`s diﬀe´rentes de celle obtenue
pour l’inclusion cubique isole´e a` la ﬁgure 2.13. Elles mettent en e´vidence l’e´crantage progressif
des interactions e´lastiques par un eﬀet de voisinage a` mesure que le taux de phase augmente :
les champs anisotropes que ge´ne`re une inclusion et ceux que ge´ne`rent les inclusions voisines se
compensent partiellement.
Conside´rons a` pre´sent l’e´nergie de conﬁguration de range´es pe´riodiques de pre´cipite´s sphe´riques
et cubiques discre´tise´es sur un re´seau cubique simple de 800 × 162 pixels a` la ﬁgure 2.15. Nous
mesurons l’e´volution de l’e´nergie de conﬁguration des range´es de pre´cipite´s avec le taux de phase
le long des proﬁls indique´s sur la ﬁgure 2.15. Pour une meˆme taille d’inclusion, la diminution de
la taille de boˆıte ly rapproche les pre´cipite´s et augmente la fraction de la range´e pe´riodique. Les
proﬁls d’e´nergie trace´s a` la ﬁgure 2.16 correspondent a` des range´es de sphe`res et de cubes dont
les espacement inter-pre´cipite´s sont respectivement associe´s a` ly = 162d, ly = 62d et ly = 42d. Le
point rouge repe`re sur chaque proﬁl la distance de se´paration correspondant a` un re´seau carre´ 2D
de pre´cipite´s.
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Figure 2.15: Cartes des variations spatiales de l’e´nergie e´lastique de conﬁguration de range´es pe´riodiques
d’inclusions sphe´riques de rayon 10d et cubiques de coˆte´ 20d a` 2D.
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Figure 2.16: Proﬁls selon [100] d’e´nergie d’interaction en unite´ 10−4C44ε20V
2
p de range´es pe´riodiques de
pre´cipite´s sphe´riques et cubiques, pour ly = 162d (haut), ly = 62d (milieu) et ly = 42d (bas).
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Quelle que soit la forme conside´re´e, l’amplitude du proﬁl d’e´nergie d’interaction de´croˆıt a` mesure que
ly diminue, ce qui te´moigne de l’e´crantage progressif des interactions e´lastiques avec le rapprochement
des pre´cipite´s. Pour ly = 162d et ly = 62d, les pre´cipite´s voisins sont centre´s dans des re´gions
concaves du proﬁl d’e´nergie d’interaction. Une perturbation de la position des voisins conduit alors
ne´cessairement a` une diminution de l’e´nergie de conﬁguration (entre range´es 1e`res voisines), qui
traduit l’instabilite´ de l’arrangement cubique simple vis-a`-vis du mode longitudinal selon [ζ, 0, 0],
inde´pendamment de la forme.
Pour ly = 42d, la position voisine de la range´e de pre´cipite´s dans le macrore´seau cubique (point
rouge sur la ﬁgure 2.16) est situe´e dans une re´gion convexe du proﬁl d’interaction pour les inclusions
sphe´riques, et dans une re´gion concave pour les inclusions cubiques. Une perturbation de la position
du voisin conduit a` une augmentation de l’e´nergie d’interaction avec la range´e de sphe`res, signe
de stabilite´ du macrore´seau vis-a`-vis du mode L selon [ζ, 0, 0], et a` une diminution de l’e´nergie
de conﬁguration avec la range´e de cube, signe d’instabilite´ vis-a`-vis du meˆme mode. A fort taux
de phase, l’e´tude des proﬁls d’e´nergie d’interaction donne une explication simple de la stabilite´
de l’arrangement pe´riodique de sphe`re, et de l’instabilite´ de l’arrangement pe´riodique de cubes,
vis-a`-vis du mode longitudinal selon [ζ, 0, 0].
2.3.2 Inhomoge´ne´ite´ du module C′
Etant donne´ que l’inhomoge´ne´ite´ du module de cisaillement C ′ inﬂuence fortement la microstructure
γ/γ′ [26, 45, 81, 110], nous e´tudions ses eﬀets sur la stabilite´ de l’arrangement pe´riodique de
pre´cipite´s cohe´rents. Cette inhomoge´ne´ite´ est de´crite par le parame`tre ΔC ′ = (C ′
γ′ − C ′γ)/C ′γ , et
nous conside´rons ΔC ′ = 50% dans les conditions spe´ciﬁe´es au tableau 2.3.
Phase C11 C12 C44
γ 197 144 90
γ′ 193 113 132
Tableau 2.3: Modules e´lastiques des phases en 109 J.m−3 pour lesquels ΔC ′ = 50%
2.3.2.1 Courbures de l’e´nergie e´lastique de conﬁguration
Nous conduisons une analyse de stabilite´ en e´lasticite´ inhomoge`ne sur les modes propres de l’e´lasticite´
homoge`ne. L’expression du tenseur de courbure a` l’e´quation (2.15) repose sur l’hypothe`se d’une
e´lasticite´ homoge`ne, et les courbures d’e´nergie pour ΔC ′ = 50% sont par conse´quent de´termine´es
nume´riquement. Conside´rons pour chaque mode trois conﬁgurations de la distribution pe´riodique de
pre´cipite´s cubiques : la premie`re est la microstructure non-perturbe´e ; et les suivantes correspondent
a` la meˆme microstructure, perturbe´e suivant le mode conside´re´ avec deux amplitudes diﬀe´rentes
du de´placement des barycentres. L’e´nergie e´lastique de ces trois conﬁgurations est obtenue apre`s
re´solution nume´rique de l’e´quilibre me´canique en e´lasticite´ inhomoge`ne. Etant donne´ que ces
trois microstructures partagent la meˆme e´nergie self, les variations d’e´nergie d’interaction ΔEconfel
des conﬁgurations perturbe´es sont obtenues en retranchant a` leur e´nergie e´lastique celle de la
microstructure non-perturbe´e. La courbure associe´e de la variation d’e´nergie de conﬁguration en
fonction de l’amplitude des de´placements est simplement de´duite par l’ajustement d’une parabole.
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Un point important est d’utiliser dans la conﬁguration initiale des ampitudes particulie`res, de
manie`re a` ce que la discre´tisation soit la meˆme pour chacun des pre´cipite´s. Le de´placement des
barycentres des microstructures discre´tise´es dans l’espace direct est impose´ au moyen d’une fonction
cosinus. Cette de´ﬁnition re´elle des de´placements traduit en re´alite´ l’introduction de deux modes
de perturbations, de vecteurs d’onde respectifs τ et −τ , dont les parties imaginaires s’annulent.
La courbure d’e´nergie calcule´e nume´riquement correspond alors par syme´trie a` deux fois la courbure
κ0α(τ ). Nous calculons nume´riquement les courbures d’e´nergie de conﬁguration, en e´lasticite´ homoge`ne
ΔC ′ = 0% et inhomoge`ne ΔC ′ = 50%, des modes de perturbations longitudinaux et transverses de
longueurs d’onde telles que ζ = 2π/na ; avec, n ∈ {2, 3, 4, 6, 8, 12, 16} selon [ζ, 0, 0] et n ∈ {2, 3, 4, 6}
selon [ζ, ζ, 0], a` 37%, 50% et 60% de taux de phase γ′. Les conﬁgurations sont discre´tise´es en accord
avec le choix du nombre de re´pliques de la 1e`re zone de Brillouin nRR = 50. Les spectres a` 37% et
60% de fraction volumique sont pre´sente´s a` la ﬁgure 2.17, et sur lesquels les branches continues
sont issues de la diagonalisation du tenseur de courbure.
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Figure 2.17: Spectres des courbures de l’e´nergie e´lastique de conﬁguration de l’arrangement pe´riodique de
pre´cipite´s cubiques en e´lasticite´ homoge`ne et inhomoge`ne ΔC ′ = 50%, a` 37% et 60% de taux de phase γ′.
La comparaison des courbures calcule´es nume´riquement en e´lasticite´ homoge`ne avec les branches
continues du spectre re´ve`le un tre`s bon accord sur l’ensemble du spectre. De petits e´carts sont
toutefois visibles, en particulier en bords de la zone de Brillouin (points X et M). Ces e´carts
sont dus aux interfaces diﬀuses entre pre´cipite´s et matrice qui ont e´te´ conside´re´es dans le calcul
nume´rique des courbures d’e´nergie de conﬁguration. En eﬀet, l’algorithme ite´ratif que nous avons
utilise´ pour re´soudre l’e´quilibre me´canique n’est pas stable pour des variations abruptes des champs.
Les courbures de´termine´es nume´riquement en e´lasticite´ homoge`ne sont ainsi une re´fe´rence de
comparaison a` celles e´value´es avec ΔC ′ = 50%.
Nous comparons maintenant les spectres discrets obtenus avec les meˆmes interfaces diﬀuses en
e´lasticite´ homoge`ne (points bleus dans la ﬁgure 2.17) et en e´lasticite´ inhomoge`ne (carre´s rouges
dans la ﬁgure 2.17). A fv = 37%, toutes les branches du spectre avec ΔC ′ = 50% sont le´ge`rement
de´cale´es des branches correspondantes en e´lasticite´ homoge`ne vers des courbures infe´rieures. Le
de´calage des branches instables conduit a` des courbures ne´gatives de plus grandes amplitudes en
inhomoge`ne, et celui de la branche longitudinal selon [ζ, 0, 0] augmente avec la diminution de la
longueur d’onde en bord de zone de Brillouin.
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Le meˆme de´calage le´ger entre branches en e´lasticite´ homoge`ne et inhomoge`ne est observe´ pour
fv = 60%, sur les branches L et T1/2 selon [ζ, 0, 0], et T1 selon [ζ, ζ, 0]. Une diﬀe´rence notable est
cependant observe´e pour les branches L et T2 selon [ζ, ζ, 0], dont le de´calage vers des courbures
supe´rieures croˆıt a` mesure que la longueur d’onde diminue.
L’inﬂuence de l’inhomoge´ne´ite´ du module C ′ sur la stabilite´ de l’arrangement est a` conside´rer par
rapport a` la fraction volumique. A faible taux de phase, le ΔC ′ de´stabilise davantage les branches
ne´gatives du spectre, et accroˆıt ainsi le´ge`rement l’instabilite´ de la microstructure pe´riodique. A
plus forte fraction volumique, l’eﬀet de stabilisation des petites longueurs d’onde du mode T2 selon
[ζ, ζ, 0] par fv est ampliﬁe´ par l’inhomoge´ne´ite´ de C ′. L’arrangement cubique simple de pre´cipite´s
cubiques est alors davantage stabilise´ vis-a`-vis du mode responsable de la formation des motifs en
chevrons. L’accroissement de l’eﬀet stabilisant de la fraction volumique par l’inhomoge´ne´ite´ en C ′
est susceptible d’eˆtre une seconde raison pour laquelle des structures coude´es dans l’arrangement
des pre´cipite´s ne sont pas observe´es expe´rimentalement a` fort taux de phase.
2.3.2.2 Stabilisation, croissance et couplage de longueurs d’onde
Lors d’un recuit isotherme, nous conduisons une mode´lisation champ de phase de l’e´volution de
microstructures pe´riodiques perturbe´es selon les modes T2 selon [ζ, ζ, 0] et L selon [ζ, 0, 0], qui ont
e´te´ mis en cause dans la formation des de´fauts de pe´riodicite´ de la microstructure γ/γ′. Pour un
meˆme mode de perturbation, nous recherchons les diﬀe´rences d’e´volution de microstructure qui
pourraient survenir entre e´lasticite´ homoge`ne ΔC ′ = 0% et inhomoge`ne ΔC ′ = 50%. Le calcul des
courbures d’e´nergie de conﬁguration en inhomoge`ne a re´ve´le´ la de´pendance des eﬀets du ΔC ′ a`
la fraction volumique fv de phase γ′. Nous conside´rons pour cette raison des microstructures avec
un taux de phase e´leve´ (fv = 60%) pour lequel les eﬀets de l’inhomoge´ne´ite´ sont importants. Les
conditions des simulations sont identiques a` celles re´pertorie´es au tableau 2.2, et les constantes
e´lastiques dans le cas inhomoge`ne sont celles spe´ciﬁe´es au tableau 2.3.
Pour chaque type d’e´lasticite´, nous conside´rons une microstructure cubique simple de 4 × 4 × 1
pre´cipite´s cubiques contenus dans un volume pe´riodique de 1.8 × 1.8 × 0.5μm3, discre´tise´ selon un
re´seau cubique simple de 512× 512× 128 voxels. Le mode transverse T2 selon [ζ, ζ, 0] est introduit
de`s l’instant initial avec une longueur d’onde telle que ζ = 2π/4a et une amplitude de 36nm. Il
convient de noter que les courbures d’e´nergie de conﬁguration associe´es a` l’introduction statique
de ce mode de perturbation en e´lasticite´ homoge`ne et inhomoge`ne sont toutes les deux positives
mais tre`s faibles sur le spectre de la ﬁgure 2.17 a` la fraction volumique correspondante. Les instants
ﬁnaux des simulations sont pre´sente´s a` la ﬁgure 2.18.
En e´lasticite´ homoge`ne, le mode T2 selon [ζ, ζ, 0] induit une e´volution progressive des formes
jusqu’a` provoquer la formation des structures coude´es caracte´ristiques des motifs en chevrons dans
l’arrangement des pre´cipite´s (ﬁgure 2.18 a` gauche). Ce re´sultat illustre les limites de l’analyse
de stabilite´ re´alise´e avec des formes de pre´cipite´s ﬁge´es, puisque celle-ci pre´dit la stabilite´ de
l’arrangement.
En e´lasticite´ inhomoge`ne avec ΔC ′ = 50%, l’amplitude du mode initial de´croˆıt progressivement a`
mesure que les pre´cipite´s se re´alignent en migrant dans la matrice, jusqu’a` ce qu’ils retrouvent leur
position re´gulie`re sur le re´seau pe´riodique. Ce re´sultat conﬁrme l’eﬀet de l’inhomoge´ne´ite´ en C ′ dans
l’accroissement de la stabilisation des petites longueurs d’onde du mode transverse T2 selon [ζ, ζ, 0].
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ΔC′ = 0% ; tf = 0.3 h ΔC′ = 50% ; tf = 1.1 h
Figure 2.18: Instants ﬁnaux des mode´lisations champ de phase de l’e´volution de microstructures pe´riodiques
perturbe´es selon le mode transverse T2 selon [ζ, ζ, 0] en e´lasticite´ homoge`ne ΔC
′ = 0% et inhomoge`ne
ΔC ′ = 50%.
Nous nous inte´ressons maintenant a` l’eﬀet de l’inhomoge´ne´ite´ ΔC ′ sur l’e´volution microstructurale
resultant de l’instabilite´ longitudinale le long de [ζ, 0, 0]. Conside´rons une microstructure cubique
simple de 16× 1× 1 pre´cipite´s cubiques contenus dans un volume pe´riodique de 7.4× 0.5× 0.5μm3,
discre´tise´ selon un re´seau cubique simple de 2048 × 128 × 128 voxels. Le mode L selon [ζ, 0, 0] est
introduit a` l’instant initial avec une longueur d’onde de 16 pre´cipite´s et une amplitude de 36nm.
Les instants ﬁnaux des e´volutions en e´lasticite´ homoge`ne ΔC ′ = 0% et inhomoge`ne ΔC ′ = 50% sont
pre´sente´s a` la ﬁgure 2.19.
ΔC′ = 0% ; tf = 0.2 h ΔC′ = 50% ; tf = 4.6 h
Figure 2.19: Instants ﬁnaux des mode´lisations champ de phase de l’e´volution de microstructures pe´riodiques
perturbe´es selon le mode longitudinal L selon [ζ, 0, 0] en e´lasticite´ homoge`ne ΔC ′ = 0% et inhomoge`ne
ΔC ′ = 50%.
L’e´volution de la phase ψx des microstructures perturbe´es est pre´sente´e a` la ﬁgure 2.20 par la
superposition des proﬁls de phase a` diﬀe´rents instants, et permet de de´crire pre´cise´ment le mode
initial et l’arrangement spatial des pre´cipite´s au cours du temps.
En e´lasticite´ homoge`ne, le mode initial de longueur d’onde 16 pre´cipite´s se de´veloppe de manie`re
analogue a` celui mode´lise´ a` une longueur d’onde de 8 pre´cipite´s a` la ﬁgure 2.9. Le mode de
perturbation initial a` grande longueur d’onde est ﬁge´ puisque la position des pre´cipite´s n’e´volue
pas. Ce ﬁgement est atteste´ par l’amplitude constante de la modulation de phase ψx associe´e a` la
ﬁgure 2.20. On observe que l’e´volution microstructurale ope`re principalement par un changement
de forme des pre´cipite´s qui de´pend de leur position dans le mode. Comme pour l’e´volution pre´sente´e
a` la ﬁgure 2.9, on retrouve ici le fait que le changement de forme des pre´cipite´s tend a` rapprocher
les pre´cipite´s les plus proches.
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Figure 2.20: Analyse de la phase ψx associe´e a` l’e´volution de microstructures pe´riodiques perturbe´es selon
le mode longitudinal selon [ζ, 0, 0] en e´lasticite´ homoge`ne ΔC ′ = 0% et inhomoge`ne ΔC ′ = 50%, et coupes
de la microstructure aux premiers et derniers instants de chaque simulation. Les proﬁls de phase sont calcule´s
a` diﬀe´rents instants et superpose´s.
A l’instant ou` le mode longitudinal instable selon [ζ, 0, 0] s’est pleinement de´veloppe´ en e´lasticite´
homoge`ne (t = 0, 2 h), la microstructure perturbe´e selon le meˆme mode en e´lasticite´ inhomoge`ne est
reste´e statique : la modulation de phase se maintient dans l’arrangement et la forme cubo¨ıdale des
pre´cipite´s a relaxe´ mais n’a pas e´volue´ comme dans le cas homoge`ne. Ce ﬁgement de la perturbation
initial persiste pour ΔC ′ = 50% et les changements de forme et de position des pre´cipite´s cubo¨ıdaux
commencent a` devenir visible a` partir de environ t = 1.6 h. Un regroupement des pre´cipite´s en amas
de 2 et 3 inclusions apparaˆıt et correspond sur les proﬁls de phase a` la croissance de modes a` plus
petites longueurs d’onde, et dont les amplitudes de modulation croissantes s’ajoutent a` celle de la
perturbation initiale constante au cours de la simulation.
La premie`re diﬀe´rence notable entre les mode´lisations pour ΔC ′ = 0% et ΔC ′ = 50% est la cine´tique
de de´veloppement des modes instables, plus lente d’un ordre de grandeur en e´lasticite´ inhomoge`ne.
La seconde est l’expression de l’instabilite´ qui se traduit dans le cas homoge`ne par un allongement
des pre´cipite´s en direction des voisins les plus proches sans de´placement de leur barycentre, alors
que dans le cas inhomoge`ne la forme des pre´cipite´s reste plus compacte et on observe le de´placement
progressif de certains pre´cipite´s. Les de´placements sont associe´s a` des modes longitudinaux instables
a` petites longueurs d’onde selon [ζ, 0, 0] dont les modulations croissantes s’ajoutent a` l’amplitude
du mode initial a` grande longueur d’onde. La croissance de ces modes conduit au regroupement des
pre´cipite´s par paires et triplets d’inclusions, et soule`ve la question de l’inﬂuence de l’inhomoge´ne´ite´
du module de cisaillement C ′ sur la densite´ de de´fauts de pe´riodicite´ forme´s dans la microstructure
γ/γ′, a` fort taux de phase. Aﬁn d’e´tudier syste´matiquement le de´veloppement des modes instables,
une perspective de ce travail est d’eﬀectuer une analyse de stabilite´ dynamique en partant de
l’e´quation cine´tique.
L’analyse de stabilite´ que nous avons re´alise´ au moyen de simulations champ de phase a syste´matique-
ment porte´ sur l’e´volution de microstructures perturbe´es selon des modes instables.
54
2.3. Contributions stabilisantes de l’arrangement pe´riodique
Nous nous inte´ressons maintenant a` l’e´volution d’une microstructure pe´riodique perturbe´e a` grande
longueur d’onde selon le mode transverse T1 stable selon [ζ, 0, 0], en e´lasticite´ inhomoge`ne ΔC ′ =
50%, et lors d’un recuit isotherme. Nous conside´rons a` 2D une microstructure cubique constitue´e
de 16 × 1 pre´cipite´s cubiques contenus dans un syste`me pe´riodique de 9.6 × 0.6μm2, discre´tise´
selon un re´seau cubique simple de 2048× 128 pixels. Le mode transverse selon [ζ, 0, 0] est introduit
a` l’instant initial avec une longueur d’onde telle que ζ = 2π/16a et une amplitude de 141 nm.
L’analyse de stabilite´ (ﬁgure 2.17) associe a` ce mode une courbure positive de l’e´nergie e´lastique de
conﬁguration. L’e´volution de la microstructure perturbe´e est pre´sente´e a` la ﬁgure 2.21 a` trois
instants de la simulation. Aﬁn d’analyser l’e´volution microstructurale, les phases ψy et ψx la
microstructure perturbe´e sont calcule´es au cours de la simulation, et la superposition de leurs
proﬁls a` diﬀe´rents instants sont pre´sente´s a` la ﬁgure 2.22. A l’instant initial, le mode transverse
t = 0.0 h
t = 2.5 h
t = 5.1 h
Figure 2.21: Mode´lisation de l’e´volution d’une microstructure pe´riodique perturbe´e selon le mode transverse
stable selon [ζ, 0, 0] en e´lasticite´ inhomoge`ne ΔC ′ = 50%.
selon [ζ, 0, 0] induit une ondulation de l’alignement des pre´cipite´s, connue en pattern formation
comme une perturbation de type zigzag, repe´re´e par la sinuso¨ıde du proﬁl de ψy a` la ﬁgure 2.22. A
t = 2.5 h, l’amplitude de la modulation transverse ψy a diminue´ avec le re´alignement des pre´cipite´s.
Le re´alignement selon ry se poursuit jusqu’a` l’instant ﬁnal, auquel les pre´cipite´s sont groupe´s par
amas de 2 et 3 inclusions selon la direction longitudinale.
Le re´alignement selon ry des pre´cipite´s au cours du temps traduit la de´croissance de l’amplitude
du mode de perturbation transverse selon [ζ, 0, 0], vis-a`-vis duquel l’arrangement pe´riodique de
pre´cipite´s γ′ est stable. Les proﬁls superpose´s de ψy traduisent une cine´tique de de´croissance
du mode transverse, et donc de re´alignement des inclusions, dont la vitesse de´croˆıt au cours du
temps. La perturbation zigzag a une relaxation exponentielle que nous discutons dans [31], et qui
traduit une diﬀusion positive de la phase ψy [29, 77]. Le proﬁl de la phase ψx, dont l’amplitude de
modulation nulle a` l’instant initial de´crit la re´gularite´ longitudinale de l’arrangement, permet de
repe´rer la croissance des modes longitudinaux. L’activite´ de modes longitudinaux est identiﬁe´e a`
deux longueurs d’onde, provoquant respectivement le regroupement des pre´cipite´s en triplets pour
ceux localise´s dans les ventres du mode transverse, et en paires pour ceux localise´s a` ses noeuds.
La cine´tique de croissance du mode regroupant les pre´cipite´s par paires est plus rapide que celle les
regroupants en triplets. A l’instant ﬁnal du proﬁl de ψx, les modulations de la phase sont pe´riodiques
avec une longueur d’onde deux fois infe´rieure a` celle du mode transverse initial. Ce rapport entre
la longueur du mode transverse stable et celle de pe´riodicite´ des modes longitudinaux instables
traduit l’existence d’un couplage entre les modes stables et instables.
Ces re´sultats conﬁrment a posteriori que les phases ψx et ψy sont des grandeurs pertinentes et des
descripteurs topologiques de la microstructure γ/γ′ physiquement justiﬁe´s. L’analyse par phases est
utilise´e dans la section suivante pour de´tecter les de´fauts d’alignement des pre´cipite´s et caracte´riser
leur dynamique.
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Figure 2.22: Analyse des phases ψy et ψx associe´es a` l’e´volution de la microstructure pe´riodique perturbe´e
selon le mode transverse selon [ζ, 0, 0] en e´lasticite´ inhomoge`ne ΔC ′ = 50%, et coupes de la microstructure
aux premier et dernier instants de la simulation. Les proﬁls des phases sont calcule´s a` diﬀe´rents instants et
superpose´s.
2.4 Dynamique des de´fauts d’alignement
Les analyses de stabilite´ et les simulations de champ de phase des sections pre´ce´dentes ont mis
en e´vidence l’instabilite´ de la microstructure compose´e d’un re´seau parfait de pre´cipite´s et ont
montre´ les liens entre les modes d’instabilite´ et les de´fauts de pe´riodicite´ dans la microstructure
γ/γ′. Dans cette section, nous nous inte´ressons a` leur dynamique dans la microstructure, a` partir
de simulations champ de phase re´alise´es par M. Cottura [26]. La migration des de´fauts est e´tudie´e
dans un premier temps au cours d’un recuit isotherme. Dans un second temps, nous comparons la
position des de´fauts d’alignement avant et apre`s mise en radeaux d’une microstructure soumise a`
un chargement en ﬂuage.
2.4.1 Monte´e et glissement des de´fauts pendant un recuit isotherme
Au cours d’un recuit isotherme, l’e´volution de la microstructure γ/γ′ a e´te´ simule´e par M. Cottura
[26] avec un mode`le de champ de phase diﬀe´rent de celui que nous avons pre´sente´ au chapitre 1. Dans
ce mode`le, la microstructure est de´crite par un champ de concentration et 3 champs non-conserve´s,
dont des combinaisons identiﬁent les 4 variants de translation de la phase γ′. Cette description plus
riche tient compte de l’ordre chimique des pre´cipite´s et la coagulation des pre´cipite´s est autorise´e
lorsqu’ils sont de meˆme variant, et bloque´e s’ils sont de variants diﬀe´rent. La microstructure que
nous analysons a e´te´ simule´e avec une inhomoge´ne´ite´ e´lastique ΔC ′ = 50% entre les phases [28].
La me´thode d’analyse par phases ge´ome´triques de´veloppe´e au chapitre 1 nous permet de de´composer
les modulations du champ c et de suivre la position des de´fauts au cours du recuit. Plus spe´ciﬁquement,
nous nous inte´ressons aux e´ve`nements de cre´ation et d’annihilation des de´fauts, et nous observons
les me´canismes de migration qui pre´ce`dent ou suivent ces e´ve`nements. Plusieurs situations sont
conside´re´es dans cette sous-section, dans lesquelles les de´fauts sont mis en e´vidence sur les modulations
f ix et/ou f
i
y, ainsi que sur la microstructure c. Pour distinguer le type de de´faut, les macro-
dislocations et les branches dans f ix (resp. f
i
y) sont repe´re´es par des points rouges et verts (resp.
bleus et jaunes).
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Conside´rons dans un premier temps l’e´ve`nement mis en e´vidence a` la ﬁgure 2.23. Une re´gion de la
microstructure est conside´re´e a` trois instants diﬀe´rents t∗, et la modulation f ix correspondante est
e´galement pre´sente´e.
c(r) f
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x(r)
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c(r) f
I
x(r)
t∗ = 170 u.a.
c(r) f
I
x(r)
t∗ = 230 u.a.
Figure 2.23: Cre´ation et monte´e d’une paire de macro-dislocations.
A t∗ = 100 u.a., la modulation de f ix au centre de la re´gion zoome´e de la microstructure est continue,
ce qui est e´galement le cas de l’alignement vertical des pre´cipite´s correspondants. A t∗ = 170 u.a.,
cette meˆme modulation est brise´e suite a` la dissolution d’un pre´cipite´ dans l’alignement. Cet
e´ve`nement conduit a` la cre´ation d’une paire de macro-dislocations dans f ix similaire a` celle pre´sente´e
a` la ﬁgure 2.10, et traduit l’activite´ de l’instabilite´ longitudinale selon [ζ, 0, 0]. Les pre´cipite´s sur
lesquels sont localise´s ces de´fauts se dissolvent ensuite progressivement jusqu’au dernier instant
conside´re´ t∗ = 230 u.a.. La dissolution progressive de la range´e de pre´cipite´s entraˆıne la migration
des macro-dislocations selon un me´canisme de monte´e.
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Figure 2.24: Monte´e et annihilation d’une paire de macro-dislocations.
Conside´rons maintenant l’e´ve`nement mis en e´vidence dans f ix a` la ﬁgure 2.24. A t
∗ = 180 u.a.,
l’alignement de pre´cipite´s au centre de la re´gion zoome´e posse`de une macro-dislocation a` chacune
de ses extre´mite´s. De meˆme que pour le me´canisme mis en e´vidence a` la ﬁgure 2.23, les pre´cipite´s
dans la range´e se dissolvent progressivement, ce qui conduit a` la monte´e puis a` l’annihilation des
de´fauts lorsqu’ils se rencontrent. Notons toutefois que la plaquette de pre´cipite´s qui caracte´rise les
deux macro-dislocations de type coin s’amincit a` mesure que les dislocations se rapprochent par
monte´e. Cet amincissement correspond dans une description en dislocations a` une diminution de
la norme du vecteur de Burgers.
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Ce me´canisme s’oppose au comportement usuel des dislocations dans lequel l’e´paisseur de la
plaquette est lie´e a` la taille des atomes. Notons enﬁn, a` t∗ = 270 u.a., qu’il y a un e´cart entre
la position du de´faut au dessus de l’alignement sur f ix et sa position re´elle sur c. Cet e´cart
de position provient de la me´thode d’analyse par phases : les petits pre´cipite´s correspondent a`
des harmoniques d’ordres supe´rieurs de la microstructure, et sont par conse´quent perdus dans
l’analyse limite´e au mode fondamental (voir section 1.2.3.2). Les me´canismes de migration des
macro-dislocations mis en e´vidence dans les ﬁgures 2.23 et 2.24 rejoignent les observations de
Vaithyanathan et Chen [94]. Dans des simulations champ de phase de la microstructure γ/γ′, les
auteurs observent que les alignements de pre´cipite´s disparaissent selon un me´canisme analogue
a` la monte´e des dislocations. Nos observations conﬁrment ainsi que la dynamique des de´fauts
de pe´riodicite´ de la microstructure γ/γ′ ressemble dans une certaine mesure a` la dynamique des
dislocations dans un cristal, a` la diﬀe´rence pre`s que le vecteur de Burgers e´volue au cours du
temps dans le cas des de´fauts d’alignement. En pattern formation, la monte´e de macro-dislocations
dans un motif lamellaire est discute´e dans [29] et e´tudie´e dans [87]. Notons enﬁn qu’un me´canisme
en macro-dislocations a e´galement e´te´ observe´ lors de la croissance de microstructures en damier
dans le syste`me Co-Pt [13]. Ainsi, les concepts d’analyse des microstructures de´veloppe´s dans cette
the`se pourraient e´galement s’appliquer a` ces microstructures, observe´es a` la fois dans des syste`mes
me´talliques et ce´ramiques [14, 73, 104].
Nous nous inte´ressons maintenant a` la dynamique de branches dans f ix, en conside´rant la ﬁgure
2.25. Deux paires de branches note´es 1 et 2 sont mises en e´vidence dans f ix et sur c a` t
∗ = 150 u.a..
Conside´rons dans un premier temps la paire de de´fauts 1, et suivons la taille des pre´cipite´s sur
lesquels sont localise´s les branches. Entre t∗ = 150 u.a. et t∗ = 250 u.a., le coˆte´ horizontal du
pre´cipite´ portant la branche infe´rieure de la paire 1 a re´tre´cit. La dissolution partielle de ce pre´cipite´
a favorise´ la croissance de son voisin de droite, plus petit. Ce muˆrissement inverse [84] induit par
l’e´lasticite´ aligne progressivement ces deux pre´cipite´s avec leurs voisins supe´rieurs, et provoque
le rapprochement horizontal des branches de la paire 1. Ce rapprochement se poursuit jusqu’a`
provoquer la rencontre et l’annihilation de ces deux branches a` t∗ = 350 u.a.. Le mouvement
de´crit par la paire de de´fauts 1 s’eﬀectue dans une direction qui correspond a` un glissement pour
les branches. Conside´rons maintenant la paire de branches 2. Le rapprochement horizontal et
vertical de ces deux de´fauts est provoque´ par la dissolution progressive du pre´cipite´ entre les
branches. Sa dissolution totale entraˆıne la rencontre des deux de´fauts qui s’annihilent a` t∗ =
350. L’annihilation des paires 1 et 2 de branches conduit a` la formation de couloirs de matrice
ininterrompus dans la modulation f ix au dernier instant conside´re´, et favorise ainsi la re´gularite´
horizontale de l’arrangement. La ﬁgure 2.25 met en e´vidence l’annihilation de paires de branches
dans les modulations par un me´canisme de glissement des de´fauts entre range´es voisines. Cette
annihilation des de´fauts par glissement ressemble a` celle simule´ par Milla´n-Rodr´ıguez et al. [69]
dans des rouleaux de convection.
Nous cherchons maintenant a` identiﬁer des me´canismes couple´s dans la dynamique des de´fauts de
modulations f ix et f
i
y de la microstructure. De meˆme que pour les cas discute´s pre´ce´demment, nous
nous focalisons sur une re´gion de la microstructure, pre´sente´e a` diﬀe´rents instants a` la ﬁgure 2.26
avec les modulations f ix et f
i
y correspondantes. Plus spe´ciﬁquement, nous conside´rons les branches
dans f ix note´es de 1 a` 3 et nous observons les conse´quences de leur migration sur la modulation f
i
y
et sur les de´fauts qu’elle porte. Conside´rons dans un premier temps la branche 1 dans f ix. Cette
branche monte entre t∗ = 180 u.a. et t∗ = 280 u.a., ce dont te´moigne l’allongement vertical du
pre´cipite´ qui la portait a` t∗ = 280 u.a.. Elle disparaˆıt ensuite par la dissolution de l’un des deux
pre´cipite´s qui e´taient sur sa trajectoire.
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Figure 2.25: Glissement et annihilation de paires de branches.
La monte´e et la disparition de la branche 1 dans f ix, par l’allongement vertical du pre´cipite´ qui la
porte, a ainsi propage´ la branche voisine dans f iy vers la gauche par monte´e. Conside´rons maintenant
la branche 2 a` t∗ = 180 u.a., qui est encadre´e d’une paire de branches dans f iy a` la meˆme ordonne´e.
La monte´e de la branche 2 survient par la croissance verticale du pre´cipite´ qui la porte, et induit un
de´calage vertical progressif de la paire de de´fauts dans f iy dans la meˆme direction. A t
∗ = 380 u.a.,
la branche 2 n’est plus de´tecte´e par l’analyse de phase limite´e au mode fondamental. Malgre´ cela,
sa monte´e a de´cale´ la paire de branches en f iy jusqu’a` ce que celle de droite sorte de la modulation
verticale et devienne ainsi une macro-dislocation. Observons ﬁnalement la paire de branches 3 dans
f ix. La monte´e progressive de ces deux de´fauts les rapproche entre t
∗ = 180 u.a. et t∗ = 280 u.a.,
ce qui provoque un pincement de la modulation f iy correspondante. Au dernier instant conside´re´
t∗ = 380 u.a., la recontre de ces deux branches conduit a` leur annihilation. La modulation en f iy
se brise simultane´ment a` cela, et conduit a` la cre´ation d’une paire de macro-dislocations selon un
me´canisme ressemblant a` celui pre´sente´ a` la ﬁgure 2.23.
Les ﬁgures 2.23 a` 2.26 ont permis d’identiﬁer des me´canismes de monte´e et de glissement des
de´fauts de pe´riodicite´ de la microstructure γ/γ′ au cours d’un recuit isotherme, et de montrer que
les dynamiques des de´fauts dans les modulations f ix et f
i
y sont couple´es. Nous pouvons e´galement
remarquer que les macro-dislocations tendent a` e´voluer plus rapidement que les branches.
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Figure 2.26: Mise en e´vidence du couplage de la dynamique des de´fauts d’alignement dans f ix et f
i
y.
Cette diﬀe´rence de temps d’e´volution peut eˆtre rapproche´e de la taille des pre´cipite´s sur lesquels ces
diﬀe´rents types de de´fauts sont ge´ne´ralement localise´s. En eﬀet, les macro-dislocations tendent a`
eˆtre localise´es sur de petits pre´cipite´s, contrairement aux branches qui sont ge´ne´ralement situe´es sur
des pre´cipite´s plus grands. De plus, la vitesse de monte´e d’une branche est susceptible de de´pendre
de l’ordre chimique des deux pre´cipite´s qui se´parent la modulation. Si ces deux pre´cipite´s sont de
meˆme variants, leur coagulation peut rapidement propager le de´faut. Sa monte´e risque d’eˆtre plus
lente s’ils sont de variants diﬀe´rents, dans la mesure ou` l’un devra croˆıtre aux de´pens de l’autre
pour propager le de´faut.
Les me´canismes identiﬁe´s dans cette sous-section sugge`rent que les de´fauts de pe´riodicite´ pourraient
eˆtre des observables pertinentes sur lesquelles construire une mode´lisation de la microstructure γ/γ′
a` une e´chelle supe´rieure. Ce type de mode´lisation en dynamique de de´fauts ne´cessiterait cependant
une e´tude approfondie et syste´matique de la dynamique des branches et des macro-dislocations, qui
est une perpective de ce travail. L’analyse par phases rend cependant cette e´tude possible sur des
microstructures simule´es par champ de phase. La vitesse de migration des de´fauts, leur trajectoire
et leur annihilation par la rencontre avec un autre de´faut peuvent eˆtre mesure´es directement sur les
simulations. Dans ce contexte, une e´tude statistique de la dynamique des de´fauts serait ne´cessaire
a` partir des simulations de champ de phase.
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2.4.2 Evolution des de´fauts d’arrangement lors d’une mise en radeaux
Les observations re´alise´es pre´ce´demment sur des simulations de champ de phase ont permis de
discuter la dynamique des de´fauts de pe´riodicite´ dans la microstructure γ/γ′. Les de´fauts migrent
dans la microstructure selon des me´canismes de monte´e et de glissement au cours d’un recuit
isotherme. Dans la continuite´ de ces observations, il est naturel de se demander ce que deviennent
les de´fauts d’alignement au cours de la mise en radeaux de la microstructure. Une mode´lisation
couplant une me´thode de champ de phase pour les transformations diﬀusives et un mode`le de
plasticite´ cristalline en densite´s de dislocations a e´te´ re´alise´e par M. Cottura et al dans [27]. Ce
mode`le a e´te´ applique´ a` l’e´tude de la mise en radeaux de la microstructure γ/γ′, au cours d’une
chargement en ﬂuage. Nous calculons la phase ψx des microstructures initiale et en radeaux obtenues
dans ces travaux pour repe´rer les de´fauts de pe´riodicite´. Ces microstructures sont pre´sente´es a` la
ﬁgure 2.27 avec la modulation horizontale f ix(r) correspondante.
c(r) initial f ix(r) initiale
c(r) apre`s mise en radeaux f ix(r) apre`s mise en radeaux
Figure 2.27: Identiﬁcation des de´fauts dans la modulation f ix(r) d’une microstructure γ/γ
′ avant et apre`s
la mise en radeaux simule´e par champ de phase [27].
La comparaison des de´fauts avant et apre`s la mise en radeaux de la microstructure montre imme´dia-
tement que leurs positions co¨ıncident. La ﬁgure 2.27 re´ve`le que la position des de´fauts dans f ix(r)
est conserve´e pendant la mise en radeaux de la microstructure. Ainsi, si les de´fauts migrent par
monte´e et glissement dans la microstructure pendant un recuit isotherme, l’observation de la ﬁgure
2.27 re´ve`le que l’organisation des de´fauts a` l’application du chargement en ﬂuage de´termine la
connexite´ initiale de la structure en radeaux qui sera forme´e.
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Notons enﬁn que cette dernie`re observation ouvre des perspectives dans l’e´tude de la mise en
radeaux et, a` plus long terme, de l’inversion topologique de la microstructure γ/γ′ sous un chargement
en ﬂuage a` haute tempe´rature. L’inversion topologique survient apre`s de´stabilisation de la structure
en radeaux, au cours de laquelle la phase γ′, initialement entoure´e par la matrice γ, devient
progressivement la phase connecte´e de la microstructure. Ce re´gime survient entre les e´tapes de
ﬂuage secondaire et tertiaire : a` cette e´volution de la microstructure est associe´e une de´gradation
des proprie´te´s me´caniques qui induit une augmentation signiﬁcative de la vitesse de ﬂuage.
L’inversion topologique de la microstructure γ/γ′ a e´te´ e´tudie´e par P. Caron et al [23] et par
V. Carucci et al [24] au moyen d’un parame`tre de´ﬁni par A. Fredholm et J.-L. Strudel [38]
appele´ connectivity number ou nombre de connexions. Dans ces e´tudes, le nombre de connexions
est de´ﬁni a` partir du nombre de terminaisons (macro-dislocations, dans notre cas) et du nombre
de points-triples (branches, dans notre cas) de la structure en radeaux. Ce parame`tre est utilise´
pour caracte´riser la connexite´ de la structure en radeaux a` diﬀe´rents instants de l’e´volution micro-
structurale, et devient ne´gatif lorsque l’inversion topologique de la microstructure survient. Mention-
nons e´galement les travaux de A. Epishin et al [34] sur la cine´tique de l’inversion topologique de la
microstructure γ/γ′. Dans ces derniers travaux, l’inversion topologique est e´tudie´e via l’e´volution du
ratio entre la densite´ de “terminaisons-γ” (branches, dans notre cas) et la densite´ de “terminaisons-
γ′” (macro-dislocations, dans notre cas) de la structure en radeaux (ﬁgure 2.28). Bien que ce re´gime
d’e´volution microstructurale ait e´te´ e´tudie´e au moyen de simulations par G. Boussinot [15], N. Zhou
et al [109], et J. V. Goerler et al [43], la mode´lisation de l’inversion topologique de la microstructure
γ/γ′ en champ de phase reste une question ouverte.
Microstructure en radeaux Microstructure inverse´e topologiquement
Figure 2.28: De´fauts topologiques de microstructures γ/γ′ en radeaux et inverse´e topologiquement dans les
travaux de A. Epishin et al [34]. Sur ces microstructures, les points noirs et blancs repe`rent respectivement
les terminaisons-γ′ (macro-dislocations) et les terminaisons-γ (branches).
A plus long terme, l’analyse en phases que nous avons propose´ a` la section 1.2.3.2 du chapitre 1
ouvre la perspective d’une e´tude continue de l’e´volution des de´fauts de la microstructure. Ainsi,
l’e´volution des de´fauts pourrait eˆtre suivie depuis la microstructure en cubo¨ıdes, vers la structure
en radeaux, et ﬁnalement jusqu’au re´gime d’inversion de connexite´. Cette e´tude pourrait eˆtre
re´alise´e sur des caracte´risations expe´rimentales. Elle pourrait e´galement eˆtre conduite sur des
microstructures simule´es, ce qui ne´cessite le de´veloppement de mode`les incluant les me´canismes
importants pour l’inversion de connexite´.
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2.5 Conclusions et perspectives
L’objectif du travail pre´sente´ dans ce chapitre est la compre´hension de l’origine des de´fauts d’aligne-
ment des pre´cipite´s cubo¨ıdaux de la microstructure γ/γ′, ainsi que des me´canismes de leur formation
et de leur migration dans l’arrangement.
L’analyse perturbative statique de l’arrangement pe´riodique de pre´cipite´s cubiques e´tablit son
instabilite´ vis-a`-vis de certains modes de perturbation, induite par l’anisotropie des interactions
e´lastiques entre les inclusions cohe´rentes. La mode´lisation champ de phase de l’e´volution de micro-
structures pe´riodiques perturbe´es selon les modes instables au cours d’un recuit isotherme relie le
de´veloppement des modes aux de´fauts identiﬁe´s expe´rimentalement et nume´riquement. La formation
des de´fauts de pe´riodicite´ de l’arrangement est ainsi explique´e par le de´veloppement spontane´ de
ces instabilite´s, intrinse`ques a` l’e´lasticite´ de la microstructure γ/γ′.
L’augmentation de la fraction volumique de phase γ′ stabilise les petites longueurs d’onde du mode
responsable de la formation des motifs en chevrons, mais n’a pas d’inﬂuence sur l’instabilite´ des
modes longitudinaux mis en cause dans la formation des branches et des terminaisons. Un taux de
phase plus important induit un e´crantage des interactions e´lastiques, qui re´sulte du recouvrement
des champs anisotropes ge´ne´re´s par chaque inclusion. Malgre´ cet e´crantage, le proﬁl d’e´nergie
d’interaction dans la direction longitudinale reste concave et explique l’instabilite´ de l’arrangement
de pre´cipite´s cubiques. L’inhomoge´ne´ite´ du module de cisaillement C ′ accroˆıt la stabilisation des
petites longueurs d’onde du mode transverse instable avec la fraction volumique. Les contributions
du taux de phase γ′ et de l’inhomoge´ne´ite´ en C ′ sur la stabilisation des petites longueurs d’onde
de ce mode instable sont susceptibles d’eˆtre les raisons pour laquelle les structures coude´s dans
l’arrangement des pre´cipite´s ne sont observe´es qu’a` faible fraction volumique.
La mode´lisation champ de phase re´ve`le la diﬀe´rence d’expression de l’instabilite´ longitudinale
avec l’inhomoge´ne´ite´ en C ′. En eﬀet, pour une inhomoge´ne´ite´ de 50% sur le module e´lastique
C ′, les simulations montrent que le changement de forme rapide des pre´cipite´s, observe´ en e´lasticite´
homoge`ne, ne se produit plus. Le mode longitudinal initialement impose´, instable dans l’analyse
statique, semble ﬁge´ et on observe progressivement le de´veloppement de modes longitudinaux de
courte longueur d’onde. En ce qui concerne le mode transverse [ζ, 0, 0], dont l’analyse statique a
de´montre´ la stabilite´, les simulations champ de phase montrent la de´croissance attendue de ce mode,
mais e´galement le de´veloppement de modes longitudinaux, ce qui pose la question de l’existence
d’un couplage dynamique entre ces modes. La question du couplage de longueurs d’onde entre les
modes de perturbation stable et instable, et de ses conse´quences sur la formation des de´fauts de
pe´riodicite´ dans la microstructure, est une perspective de ce travail.
La dernie`re partie de ce chapitre a e´te´ consacre´e a` l’e´tude de la dynamique d’e´volution des de´fauts
topologiques de la microstructure cubo¨ıdale. Des simulations bidimensionnelles en champ de phase
re´alise´es pre´ce´demment ont e´te´ analyse´es en utilisant l’analyse en phases ge´ome´triques propose´e
dans le chapitre 1. Il est montre´ que le grossissement de la microstructure cubo¨ıdale peut eˆtre
de´crit au moyen du mouvement de macro-dislocations et de branches. Une perspective naturelle
de ce travail est le de´veloppement d’un mode`le cine´tique a` grande e´chelle permettant de de´crire la
croissance isotherme ainsi que la mise en radeaux par la dynamique des de´fauts. Le de´veloppement
de ce mode`le ne´cessiterait cependant de re´aliser une e´tude statistique de la dynamique des de´fauts
de pe´riodicite´ dans une simulation champ de phase de la microstructure γ/γ′ a` grande e´chelle.
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3 Mode´lisation champ de phase de microstructures a`
grande e´chelle
L’objectif du travail re´alise´ dans ce chapitre est de mode´liser l’e´volution de la microstructure γ/γ′ a`
grande e´chelle, selon la me´thode de champ de phase S-PFM re´cemment propose´ par A. Finel et al dans
[37], pour l’analyse statistique de la dynamique des de´fauts d’alignement. Dans un premier temps, nous
pre´sentons cette nouvelle formulation de la me´thode des champs de phase, intrinse`quement discre`te, qui
permet de s’aﬀranchir des limitations du champ de phase classique sur l’e´paisseur de l’interface. Nous
de´crivons e´galement l’introduction d’un champ conserve´ dans cette me´thode, et l’approche multichamps
pour la description des variants de translation de la phase γ′. Le couplage de l’e´lasticite´ est pre´sente´, et
discute´ vis-a`-vis de la stabilite´ du sche´ma de re´solution de l’e´quilibre me´canique. Une e´tude pre´liminaire
de validation des parame`tres choisis pour le mode`le est re´alise´e dans un second temps. Nous pre´sentons
ﬁnalement des simulations champ de phase de microstructures a` grande e´chelle, comptant plusieurs milliers
de pre´cipite´s, sur lesquelles nous re´alisons diﬀe´rentes analyses statistiques. Notamment, nous e´tudions
l’inﬂuence de l’inhomoge´ne´ite´ en C ′ sur l’e´volution des densite´s de de´fauts d’alignement des pre´cipite´s dans
la microstructure γ/γ′.
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3. Mode´lisation champ de phase de microstructures a` grande e´chelle
3.1 Me´thode de champ de phase S-PFM
Une nouvelle me´thode de champ de phase, re´cemment propose´e dans [37] et appele´e S-PFM
(Sharp Phase Field Method), permet de s’aﬀranchir des limitations du champ de phase classique
sur l’e´paisseur de l’interface. La me´thode S-PFM se distingue des approches classiques par une
description intrinse`quement discre`te du syste`me. La formulation est telle qu’elle permet de ge´ne´rer
des interfaces dont l’e´nergie est invariante par translation selon des directions choisies, et cela quelle
que soit leur e´paisseur, meˆme infe´rieure au pas de grille. L’e´paisseur de l’interface peut alors eˆtre du
meˆme ordre de grandeur que le pas de discre´tisation d, rendant ainsi accessible des tailles de syste`me
bien supe´rieures a` celles habituellement simule´es avec les approches classiques, ou permettant une
diminution conside´rable du temps de calcul.
Nous de´crivons dans un premier temps la de´marche permettant de de´ﬁnir un mode`le discret
unidimensionel strictement invariant par translation, quelle que soit l’e´paisseur des interfaces, ainsi
que la me´thode de´ﬁnie dans [37] pour e´tendre ce mode`le a` l’espace 3D. Dans un second temps, le
couplage de champs conserve´s et non conserve´s est pre´sente´ selon l’approche dite KKS, de Kim-
Kim-Suzuki [53]. Nous discutons e´galement le couplage de l’e´lasticite´ a` la me´thode S-PFM, pour
lequel des sche´mas de re´solution de l’e´quilibre me´canique particulie`rement stables sont ne´cessaires.
Dans ce contexte, A. Finel a re´cemment propose´ un nouveau sche´ma cubique a` faces centre´es. Par
conse´quent, les ope´rateurs diﬀe´rentiels associe´s a` la me´thode S-PFM sont aussi pre´sente´s dans le
cas d’une discre´tisation sur une grille CFC.
3.1.1 Formulation discre`te de la me´thode des champs de phase
3.1.1.1 Formulation 1D invariante par translation
Conside´rons une fonctionnelle d’e´nergie libre discre`te construite sur un champ φ non conserve´ dans
un cas unidimensionnel :
Fch = d
∑
n
g(φn) +
λ
2d2
∥∥∇¯φn∥∥2 (3.1)
avec d le pas de discre´tisation, n ∈ N repe´rant le point d’abscisse x = nd, et ∇¯φn = φn − φn−1 un
gradient discret sans dimension. La force motrice est nulle a` l’e´quilibre ∂Fch/∂φn = 0, et le proﬁl
φn est solution de l’e´quation :
g′(φn)− λ
d2
(φn+1 − 2φn + φn−1) = 0 (3.2)
avec les conditions aux limites limn→−∞ φn = 0 et limn→+∞ φn = 1 aﬁn de stabiliser une interface.
A ce stade, le potentiel homoge`ne g(φn) n’a pas encore e´te´ de´ﬁni. Si aucune pre´caution n’est prise
sur la forme du potentiel g(φ), le proﬁl φ(n) solution de (3.2) est de´ﬁni a` une translation pre`s, e´gale
au pas du re´seau, ce qui implique que deux positions d’e´quilibre conse´cutives sont ne´cessairement
se´pare´s par une barrie`re d’e´nergie. En d’autres termes, l’e´nergie de l’interface n’est pas invariante
par translation. Notre objectif est donc de choisir une fonction potentielle g(φ) telle que cette
barrie`re disparaisse exactement, quelle que soit l’e´paisseur de l’interface.
Le point crucial est d’identiﬁer une fonction g(φ) de manie`re a` ce qu’il existe une fonction f(x) telle
que, si φn = f(nd) est solution de l’e´quilibre (3.2), φn = f(nd− x0) est e´galement solution, quel que
soit le re´el x0. Si nous savons re´soudre ce proble`me, l’e´nergie associe´e a` l’interface sera e´videmment
continuˆment invariante par translation, ce qui est la cle´ pour supprimer le frottement sur la grille.
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Une condition ne´cessaire pour que notre proble`me ait une solution est que la fonction f(x) mentionne´e
ci-dessus soit telle que si on pose φn = f(nd−x0) dans l’e´quation (3.2), cette dernie`re se transforme
en e´quation diﬀe´rentielle ordinaire inde´pendante de x0. Cela n’est possible que si le laplacien discret
(φn+1 + φn−1 − 2φn) ne de´pend explicitement que de φn, inde´pendamment du re´el arbitraire x0. Il
s’ave`re que le choix f(x) =
(
1 + tanh(x/w)
)
/2 remplit cette condition, puisqu’il conduit a` :
2φn±1 − 1 = (2φn − 1)± α
1± (2φn − 1)α (3.3)
avec α = tanh(d/w). En utilisant (3.3), (3.2) devient une simple e´quation diﬀe´rentielle ordinaire :
g′(φ)− λ
d2
(
1− α2
1− α2(2φ− 1)2 − 1
)
(2φ− 1) = 0 (3.4)
dont l’inte´gration conduit au potentiel homoge`ne :
g(φ) =
λ
4d2
{
α2 − 1
α2
log
[
1− α2(2φ− 1)2
]
− (2φ− 1)2
}
(3.5)
Cette densite´ d’e´nergie libre homoge`ne assure que le proﬁl de´ﬁni par φn =
[
1+ tanh
(
(nd−x0)/w
)]
/2
est solution de l’e´quation discre`te (3.2), quelles que soient l’e´paisseur de l’interface 2w1 et sa position
x0 ou` x0 est un re´el quelconque. L’interface se propage alors continuˆment d’un point a` l’autre sans
variation de son e´nergie : la friction de re´seau est strictement nulle. Il n’y a alors plus de contrainte
sur l’e´paisseur de l’interface, qui peut par exemple eˆtre choisie e´gale ou meˆme plus petite que le
pas de grille d. L’e´nergie d’interface σ est de´termine´e en inte´grant nume´riquement l’e´nergie le long
du proﬁl :
σ = d
∑
n
{
g(φn) +
λ
2d2
‖φn − φn−1‖2 − g(φ0)
}
(3.6)
D’apre`s (3.5), la forme du potentiel g(φ) de´pend de l’e´paisseur 2w via le rapport d/w dans α. La
courbure g′′(φ) en φ0 = 0 et φ1 = 1 croˆıt exponentiellement avec d/w [37]. Conside´rons d/w = 2, ce
qui correspond a` une interface d’e´paisseur 2w = d. La densite´ d’e´nergie libre homoge`ne associe´e,
ainsi que les proﬁls d’interface translate´s de d/4, d/2, 3d/4 et d sont repre´sente´s a` la ﬁgure 3.1. Ces
proﬁls posse`dent exactement la meˆme e´nergie σ, ce qui conﬁrme l’absence de friction de re´seau.
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Figure 3.1: Gauche : densite´ d’e´nergie libre homoge`ne (3.5) pour d/w = 2. Droite : interfaces e´troites
translate´es de d/4, d/2, 3d/4 et d.
1L’e´paisseur de l’interface est de´ﬁnie ici comme la distance entre les points d’intersection de la tangente au point
milieu du proﬁl et les droites φ = 0 et φ = 1 ; cette de´ﬁnition conduit a` 	 = 2w.
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3.1.1.2 Formulation discre`te 3D
Nous venons d’exposer une formulation de la me´thode des champs de phase dans laquelle une
interface plane ne frotte pas sur la grille unidimensionnelle sous-jacente, quelle que soit son e´paisseur
et meˆme si celle-ci est plus petite que le pas de grille. Il est maintenant ne´cessaire d’e´tendre cette
formulation aux espaces de dimension 3. Il est facile de montrer qu’il n’existe pas de fonction
g(φ) telle qu’elle ge´ne`re des interfaces planes qui ne frottent pas le long de plus d’une direction
de translation. En d’autres termes, il est impossible de re´cupe´rer exactement l’invariance par
translation et par rotation perdue par l’introduction d’une grille discre`te 2D ou 3D. En conse´quence,
nous proce´dons de la manie`re suivante.
Nous se´lectionnons une famille de plans (h1k1l1) et de´cidons que la densite´ d’e´nergie libre g(φ) sera
construite de manie`re a` ce que l’e´nergie de surface σ(h1k1l1) associe´e a` cette famille soit exactement
et continuˆment invariante par translation le long de la direction (h1k1l1). Puis, de manie`re a`
re´cupe´rer autant que possible l’invariance par rotation, nous choisissons deux autres familles de
plans, note´es (h2k2l2) et (h3k3l3) et proce´dons de manie`re a` ce que leurs e´nergies d’interfaces σ(h2k2l2)
et σ(h3k3l3) soient e´gales a` l’e´nergie d’interface de la 1e`re famille :
σ(h1k1l1) = σ(h2k2l2) = σ(h3k3l3) (3.7)
L’e´galite´ des trois e´nergies d’interface correspond a` deux contraintes qui requie`rent l’introduction de
deux degre´s de liberte´. Dans ce but, l’e´nergie libre de Ginzburg-Landau est re´e´crite en de´veloppant
le terme de gradient jusqu’a` la 3e`me couronne de voisins :
Fch
V0
=
∑
r
{
g
(
φ(r)
)
+
λ
2
3∑
i=1
γi
νi
d2i
mi∑
n=1
∥∥φ(r + ri(n))− φ(r)∥∥2} (3.8)
ou` V0 est le volume par noeud du re´seau discret et ou` r parcourt les diﬀe´rents sites de la grille. Les
trois couronnes repe´re´es par l’indice i contiennent chacune mi voisins, localise´s a` une distance di de
r, et le facteur νi = 3/mi est un coeﬃcient de correction tenant compte de la multiplicite´ de la ie`me
couronne. Chaque couronne est ponde´re´e d’un coeﬃcient γi, sous la contrainte γ1 + γ2 + γ3 = 1. En
suivant un raisonnement identique a` celui pre´sente´ pre´ce´demment, on aboutit a` la densite´ d’e´nergie
libre homoge`ne suivante :
g
(
φ(r)
)
=
λ
4
3∑
i=1
γi
νi
d2i
mi∑
n=1
{
αi
(
ri(n)
)2 − 1
αi
(
ri(n)
)2 log[1− αi(ri(n))2(2φ(r)− 1)2]− (2φ(r)− 1)2
}
(3.9)
dans laquelle les coeﬃcients αi
(
ri(n)
)
sont de´ﬁnis par :
αi
(
ri(n)
)
= tanh
(
ri(n).u
w
)
(3.10)
ou` u est le vecteur unitaire normal aux plans (h1k1l1), et ou` la somme sur n parcourant les voisins
de la couronne i dans (3.9) est restreinte a` ceux pour lesquels αi
(
ri(n)
) = 0.
La strate´gie revient a` de´terminer une combinaison (γ1, γ2, γ3) pour laquelle les e´galite´s (3.7) sont
respecte´es. La contrainte γ1 + γ2 + γ3 = 1 permet d’exprimer le coeﬃcient de ponde´ration de la 1e`re
couronne γ1 = 1− γ2 − γ3 en fonction des deux autres, et le couple (γ2, γ3) constitue alors les deux
degre´s de liberte´ a` identiﬁer.
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Deux me´thodes nume´riques ont e´te´ propose´es dans [30] et [37] pour de´terminer γ2 et γ3. La premie`re
[30] repose sur l’analyse de la forme d’un pre´cipite´ initialement sphe´rique au cours de sa dissolution.
Elle consiste a` choisir le couple (γ2, γ3) pour lequel le pre´cipite´ reste le plus isotrope possible. Le
choix est re´alise´ dans un premier temps a` 2D, dans le plan forme´ par les vecteurs normaux a`
(h1k1l1) et (h2k2l2), puis a` 3D. La seconde me´thode [37] repose sur le calcul des e´nergies d’interface
suivant <h1k1l1>, <h2k2l2> et <h3k3l3> a` l’e´quilibre. Le calcul de l’e´nergie d’interface σ(h1k1l1) est
imme´diat, puisque pre´cise´ment la de´marche suivie ici consiste a` appliquer le long de la direction
(h1k1l1) la proce´dure utilise´e plus haut a` 1D, et qui conduit a` une e´nergie d’interface donne´e par
l’e´quation (3.6) (avec un terme de gradient discret e´tendu ici aux 3e`mes voisins) dans laquelle le proﬁl
φ(r)|(h1k1l1) le long de la direction (h1k1l1) suit exactement la loi φ(n) =
(
1 + tanh[(nd1 − x0)/w]
)
/2,
ou` l’entier n indice les plans successifs de la famille (h1k1l1) et d1 est la distance inter-re´ticulaire
associe´e. Les proﬁls d’e´quilibre φ(r)|(h2k2l2) et φ(r)|(h3k3l3), et les e´nergies d’interface associe´es, sont,
quant a` eux, de´termine´s nume´riquement en minimisant la force motrice ∂Fch/∂φ(r)|(hikili) = 0 pour
i ∈ {2, 3}.
Cette proce´dure d’optimisation ne´cessite bien entendu une imple´mentation nume´rique du mode`le.
Pour les meˆmes raisons que celles e´voque´es dans le chapitre 1, les e´quations d’e´volution sont re´solues
dans le re´seau re´ciproque. Les termes de laplacien, he´rite´s de la de´rive´e des termes en gradient, sont
alors repre´sente´s par leurs transforme´es de Fourier. Nous allons maintenant pre´senter ces dernie`res,
ce qui nous donnera l’occasion de discuter du roˆle de ces termes dans la re´cupe´ration de l’isotropie.
En conside´rant le de´veloppement du gradient sur les trois premie`res couronnes de voisins, le
laplacien discret qui lui est associe´ s’e´crit :
Ld
[
φ(r)
]
= (1− γ2 − γ3)2ν1
d21
O1
[
φ(r)
]
+ γ2
2ν2
d22
O2
[
φ(r)
]
+ γ3
2ν3
d23
O3
[
φ(r)
]
(3.11)
ou` les Oi
[
φ(r)
]
sont les ope´rateurs diﬀe´rentiels discrets de´ﬁnis sur chaque couronne de voisins. Leurs
expressions dans les espaces direct et re´ciproque sont respectivement :
Oi
[
φ(r)
]
=
mi∑
n=1
(
φ
(
r + ri(n)
)− φ(r)) (3.12a)
F
{
Oi
[
φ(r)
]}
=
[ mi∑
n=1
(eikri(n) − 1)
]
φ(k) = Oi(k)φ(k) (3.12b)
Ainsi, en lui appliquant la transformation de Fourier, l’e´quation (3.11) devient :
F
{
Ld
[
φ(r)
]}
= Ld(k)φ(k) (3.13)
et le laplacien discret s’exprime de la fac¸on suivante dans l’espace re´ciproque :
Ld(k) = (1− γ2 − γ3)2ν1
d21
O1(k) + γ2
2ν2
d22
O2(k) + γ3
2ν3
d23
O3(k) (3.14)
La forme des ope´rateurs diﬀe´rentiels Oi(k) associe´s a` chaque couronne de´pend de la position ri(n)
des voisins par rapport a` l’origine. Leur forme de´pend donc du choix de la discre´tisation de l’espace
direct. Ainsi, pour une discre´tisation cubique simple (CS) nous avons :
Ocs1 (k) = 2
[
cos(kx) + cos(ky) + cos(kz)− 3
]
(3.15a)
Ocs2 (k) = 4
[
cos(kx) cos(ky) + cos(ky) cos(kz) + cos(kx) cos(kz)− 3
]
(3.15b)
Ocs3 (k) = 8
[
cos(kx) cos(ky) cos(kz)− 1
]
(3.15c)
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Pour une discre´tisation CFC, la grille est ge´ne´re´e par les vecteurs d’une maille e´le´mentaire rhomboe´-
drique (a, b, c), avec :
a = (i+ k)/2 (3.16a)
b = (i+ j)/2 (3.16b)
c = (j + k)/2 (3.16c)
ou` (i, j,k) sont les vecteurs d’une base orthogonale avec ‖i‖ = ‖j‖ = ‖k‖ = d. Le re´seau re´ciproque
associe´, cubique centre´, est ge´ne´re´ par les vecteurs de la base duale (a∗, b∗, c∗) donne´s par :
a∗ = i∗ − j∗ + k∗ (3.17a)
b∗ = i∗ + j∗ − k∗ (3.17b)
c∗ = −i∗ + j∗ + k∗ (3.17c)
ou` (i∗, j∗,k∗) est une base orthogonale avec ‖i∗‖ = ‖j∗‖ = ‖k∗‖ = 1/d. Dans ces bases, les positions r
dans l’espace et les vecteurs d’onde k ont des coordonne´es que nous notons r(ra, rb, rc) et k(ka, kb, kc).
Le rhomboe`dre e´le´mentaire et la 1e`re zone de Brillouin correspondante sont repre´sente´s ﬁgure 3.2.
d
a
b
c
i
j
k
4π
d
2
d
i∗
j∗
k∗
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Figure 3.2: Discre´tisation cubique a` faces centre´es. Gauche : maille e´le´mentaire rhomboe´drique du re´seau
direct et vecteurs de la base (a, b, c). Milieu : 1e`re zone de Brillouin du re´seau re´ciproque cubique centre´
associe´ a` la grille CFC. Droite : base orthogonale (i∗, j∗,k∗) du re´seau re´ciproque et base (a∗, b∗, c∗) duale
de (a, b, c).
La de´ﬁnition du laplacien discret (3.14) dans une grille CFC conduit aux ope´rateurs diﬀe´rentiels :
Ocfc1 (k) = 2
[
cos(ka)− 1
]
+ 2
[
cos(kb)− 1
]
+ 2
[
cos(kc)− 1
]
(3.18a)
+ 2
[
cos(ka − kb)− 1
]
+ 2
[
cos(kb − kc)− 1
]
+ 2
[
cos(ka − kc)− 1
]
Ocfc2 (k) = 2
[
cos(ka − kb − kc)− 1
]
+ 2
[
cos(−ka + kb − kc)− 1
]
+ 2
[
cos(−ka − kb + kc)− 1
]
(3.18b)
Ocfc3 (k) = 2
[
cos(ka + kb) + cos(2ka − kc) + cos(2kb − kc) + cos(ka + kb − 2kc)− 4
]
(3.18c)
+ 2
[
cos(kb + kc) + cos(2kb − ka) + cos(2kc − ka) + cos(kb + kc − 2ka)− 4
]
+ 2
[
cos(ka + kc) + cos(2ka − kb) + cos(2kc − kb) + cos(ka + kc − 2kb)− 4
]
avec,
ki =
2π
Li
(0, 1, ..., Li−1) , i ∈ {a, b, c} (3.19)
ou` les entiers La, Lb et Lc repre´sentent les nombres de mailles e´le´mentaires rhomboe´driques dans
l’espace direct le long des directions a, b et c respectivement.
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Quelle que soit la discre´tisation, l’invariance par rotation des proprie´te´s de l’interface e´troite est
assure´e par un couple (γ2, γ3) pour lequel l’anisotropie du gradient discret, et donc du laplacien
associe´, compense celle induite par la nature discre`te du re´seau.
On peut mettre en e´vidence cette anisotropie “controˆle´e” en de´veloppant le laplacien discret (3.14)
jusqu’a` l’ordre 4 en k. Dans le cas d’une discre´tisation CS, on obtient :
Lcsd (k)d
2 = −k2 + k
4
12
+
1
2
(
γ2
2
+ γ3 − 1
3
)[
k2xk
2
y + k
2
yk
2
z + k
2
xk
2
z
]
+O(k6i ) (3.20)
Ce laplacien est isotrope jusqu’a` l’ordre 4 pour un couple (γ2, γ3) qui annule les termes croise´s k2i k
2
j
avec i = j, par exemple (γ2, γ3) = (4/9, 1/9) [90]. En revanche, un couple (γ2, γ3) diﬀe´rent de´termine´
dans [30] induit une anisotropie choisie du laplacien discret qui permet d’obtenir la meˆme vitesse
d’interface le long des directions [200], [220] et [111] pour un rapport d/w = 1, lors de la dissolution
d’un pre´cipite´ sphe´rique.
Pour la discre´tisation CFC, le de´veloppement a` l’ordre 4 du laplacien discret, en fonction des
composantes (kx, ky, kz) du vecteur k dans la base (i
∗, j∗,k∗), donne :
Lcfcd (k)d
2 = −k2 + k
4
48
(
1 + 3γ2 + 2γ3
)
+
1
48
(
1− 9γ2 − γ3
)[
k2xk
2
y + k
2
yk
2
z + k
2
xk
2
z
]
+O(k6i ) (3.21)
Les termes croise´s, qui brisent l’isotropie, s’annulent par exemple pour le couple (γ2, γ3) = (1/9, 0) : le
laplacien discret est alors isotrope jusqu’a` l’ordre 4. Pour assurer l’isotropie de l’e´nergie d’interface
en imposant l’e´galite´ suivant les directions [200], [111] et [135], les auteurs dans [37] ont montre´ que
le couple (γ2, γ3) = (0, 1785, 0, 2935) est le choix optimal pour d/w = 3. Ce choix ge´ne`re une perte
de sphe´ricite´ infe´rieure a` 1% pendant la croissance d’un pre´cipite´ sphe´rique, qui devient meˆme
infe´rieure a` 0, 1% lorsque d/w = 2. La me´thode de champ de phase S-PFM reproduit la vitesse de
dissolution d’un pre´cipite´ sphe´rique pilote´e par la courbure d’interface avec une pre´cision de 1, 7%
lorsque d/w = 3, bien que l’interface ne soit re´solue que par un seul point de grille [37], alors qu’il
faudrait 8 points dans l’interface du champ de phase classique pour obtenir le meˆme re´sultat. La
cine´tique de dissolution est meˆme confondue avec la limite continue dans le mode`le S-PFM avec
d/w = 2, situation ou` l’interface reste essentiellement re´solue avec un seul point de grille.
3.1.2 Couplage d’un champ conserve´ et approche multichamps
L’e´tude d’une transformation de phase dont la cine´tique est re´gie par la diﬀusion des e´le´ments
d’alliage requiert de coupler le champ φ non-conserve´, qui identiﬁe la nature de la phase, avec un
champ de concentration c. Nous souhaitons ici que l’introduction de ce champ ne perturbe pas les
proprie´te´s des interfaces obtenues dans le cadre du mode`le S-PFM introduit pre´ce´demment.
Ainsi, aﬁn que les proprie´te´s de l’interface e´troite ne soient re´gies que par le champ φ, ne doit
intervenir que le gradient de ce champ, inde´pendamment de sa structuration discre`te pre´sente´e
ci-dessus. La formulation de Kim-Kim-Suzuki [53] est l’une des approches qui permet cela. Nous la
pre´sentons maintenant brie`vement, d’abord dans sa version continue.
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Formulation continue de la me´thode KKS
Dans cette approche, l’e´tat du syste`me en chaque point de l’espace est suppose´ eˆtre un me´lange de
deux phases, matrice et pre´cipite´s, de concentrations c1 et c2 diﬀe´rentes et associe´es chacune a` une
densite´ d’e´nergie libre. La ponde´ration de chacune des deux phases est assure´e par une fonction
monotone h(φ) qui ve´riﬁe simplement h(0) = 0 et h(1) = 1. La concentration locale c et la densite´
d’e´nergie libre f(c, φ) sont donc e´crites sous la forme :
c =
[
1− h(φ)]c1 + h(φ)c2 (3.22a)
f(c, φ) =
[
1− h(φ)]f1(c1) + h(φ)f2(c2) + g(φ) (3.22b)
ou` f1(c1) et f2(c2) sont les densite´s d’e´nergie libre des phases 1 (matrice) et 2 (pre´cipite´), respective-
ment, et g(φ) est une fonction double-puits qui permet de ge´rer l’interface.
Puisque les concentrations c1 et c2 sont associe´es a` la meˆme espe`ce chimique, nous devons introduire
une contrainte entre ces deux champs car il n’y a en fait qu’un seul degre´ de liberte´ associe´ a` cette
espe`ce chimique, sa concentration c donne´e par l’e´quation (3.22a). Cette contrainte est e´videmment
l’e´galite´ des potentiels chimiques μ1(c1) = df1(c1)/dc1 et μ2(c2) = df2(c2)/dc2 associe´s aux e´nergies
libres de chacune des deux phases2 :
μ1(c1) = μ2(c2) (3.23)
Il est alors imme´diat de ve´riﬁer, a` l’aide de l’e´quation (3.22a), que le potentiel chimique μ(c), de´ﬁni
par μ(c) = ∂f(c, φ)/∂c, est donne´ par :
μ(c) = μ1(c1) = μ2(c2) (3.24)
2Egalite´ des potentiels chimiques μ1(c1) et μ2(c2) :
Il est tre`s facile de de´montrer l’e´quation (3.23). Conside´rons un e´le´ment de volume ΔV , centre´ sur un point quelconque,
contenant ΔN sites atomiques. Conside´rons maintenant que l’on remplace, dans cet e´le´ment de volume, ΔN1 atomes
de type A par autant d’atomes de type B, ces e´changes ayant tous lieu dans la phase 1. Au cours de ce processus, la
fraction volumique de la phase 1 ne change pas. Autrement dit, le champ φ reste constant. D’apre`s l’e´quation (3.22b),
ce processus conduit donc a` la variation d’e´nergie suivante :
ΔF1 =
[
1− h(φ)] df1
dc1
(c1)δc1ΔNVat
ou` δc1 est la variation de concentration associe´e a` ΔN1 et Vat est le volume atomique. D’apre`s l’e´quation (3.22a), la
variation de concentration δc1 est relie´e a` ΔN1 par :
ΔN1 =
[
1− h(φ)]δc1ΔN
En conse´quence, l’e´change, dans la phase 1 de ΔN1 atomes de type A en atomes de type B, entraˆıne une variation
d’e´nergie libre e´gale a` :
ΔF1 =
df1
dc1
(c1)ΔN1Vat
Evidemment, e´changer ΔN2 atomes de type A en atomes de type B, cette fois-ci dans la phase 2, conduit a` une
variation d’e´nergie libre e´gale a` :
ΔF2 =
df2
dc2
(c2)ΔN2Vat
Bien entendu, si ΔN1 = ΔN2, les deux processus doivent conduire a` la meˆme variation d’e´nergie libre, car les atomes
de type A ou de type B appartenant aux phases 1 et 2 sont en re´alite´ de meˆme nature :
ΔN1 = ΔN2 ⇒ ΔF1 = ΔF2
ce qui conduit a` :
df1
dc1
(c1) =
df2
dc2
(c2)
Notons que cette e´galite´ est valable pour toute distribution des champs de concentration c1 et c2. Elle est donc vraie
en tout point de l’espace, meˆme quand le syste`me n’est pas a` l’e´quilibre.
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Par souci de simplicite´, nous avons choisi des densite´s d’e´nergies libres f1(c1) et f2(c2) quadratiques :
fi(ci) =
Ai
2
(ci − c0i )2 , i ∈ {1, 2} (3.25)
ou` Ai est la courbure d’e´nergie et c0i est la concentration d’e´quilibre de la phase i. Ce choix permet
une re´solution analytique simple du syste`me d’e´quations forme´ par (3.22a) et (3.23) :
c1(c, φ) =
[
A2c+ h(φ)(A1c
0
1 −A2c02)
]
/
[
h(φ)A1 +
(
1− h(φ))A2] (3.26a)
c2(c, φ) =
[
A1c−
(
1− h(φ))(A1c01 −A2c02)] / [h(φ)A1 + (1− h(φ))A2] (3.26b)
L’e´nergie libre totale est ainsi une fonctionnelle des champs c et φ donne´e par :
F =
∫
d3r
{
g(φ) +
λ
2
|∇φ|2 + [1− h(φ)]f1(c1) + h(φ)f2(c2)} (3.27)
ou` c1 et c2 sont relie´es a` c et φ par les e´quations (3.26a) et (3.26b). Enﬁn, les cine´tiques d’e´volution
sont donne´es par les dynamiques dissipatives usuelles :
∂c
∂t
= M∇2 δF
δc
(3.28a)
∂φ
∂t
= −LδF
δφ
(3.28b)
En prenant en compte les contraintes donne´es par (3.22a) et (3.24), on montre imme´diatement que
ces e´quations deviennent :
∂c
∂t
= M∇2μ(c) (3.29a)
∂φ
∂t
= −L{g′(φ)− λ∇2φ+ h′(φ)[f2(c2)− f1(c1)− μ(c)(c2 − c1)]} (3.29b)
Comme nous l’annonc¸ons plus haut, l’inte´reˆt essentiel de la me´thode KKS est de laisser l’interface
eˆtre ge´re´e par la fonction g(φ) et le pre´facteur λ du terme de gradient, malgre´ le couplage du champ
φ avec la concentration c. Nous de´montrons ce point maintenant, car il faudra nous assurer que
cette proprie´te´ est maintenue dans la version discre`te du mode`le. Nous conside´rons une interface
plane a` l’e´quilibre, perpendiculaire a` l’axe x :
lim
x→−∞ c(x) = c
lim
1 ; lim
x→+∞ c(x) = c
lim
2 (3.30a)
lim
x→−∞φ(x) = 0 ; limx→+∞φ(x) = 1 (3.30b)
A l’e´tat stationnaire, l’e´quation (3.29a) conduit a` un potentiel chimique μ(c) uniforme, ce qui,
avec l’e´quation (3.24), implique que les concentrations c1 et c2 sont elles-meˆmes uniformes, e´gales
respectivement aux conditions aux limites clim1 et c
lim
2 . Notons que cet e´tat stationnaire ne peut
exister que si les conditions aux limites clim1 et c
lim
2 ont e´te´ choisies de manie`re a` ce qu’elles ve´riﬁent
μ1(c
lim
1 ) = μ2(c
lim
2 ). L’e´quation champ de phase (3.29b) devient alors :
g′(φ)− λ∇2φ+ h′(φ)[f2(clim2 )− f1(clim1 )− μ(c)(clim2 − clim1 )] = 0 (3.31)
ou` le terme entre crochets est uniforme. En multipliant cette e´quation par dφ(x)/dx et en inte´grant
de −∞ a` +∞, on obtient alors imme´diatement :
f2(c
lim
2 )− f1(clim1 )− μ(c)(clim2 − clim1 ) = 0 (3.32)
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ou` nous avons utilise´ le fait que la fonction double-puits g(φ) a la meˆme profondeur pour chacune
des deux phases (g(0) = g(1)) et la proprie´te´ de la fonction h(φ) d’eˆtre une fonction de ponde´ration,
ce qui implique
∫ 1
0
h′(φ)dφ = h(1)− h(0) = 1. Nous obtenons donc ﬁnalement :
μ1(c
lim
1 ) = μ2(c
lim
2 ) =
f2(c
lim
2 )− f1(clim1 )
clim2 − clim1
(3.33)
Nous retrouvons ainsi l’e´quation classique de la tangente commune, qui ge`re l’e´quilibre stationnaire
d’une interface entre deux phases. Si les densite´s d’e´nergie libre f1(c1) et f2(c2) sont celles pre´sente´es
dans les e´quations (3.25), cette e´quation est re´solue, et donc l’interface est stable, si les conditions
aux limites choisies ve´riﬁent clim1 = c
0
1 et c
lim
2 = c
0
2. C’est la raison pour laquelle les concentrations
c01 et c
0
2 ont e´te´ qualiﬁe´es plus haut de “concentrations d’e´quilibre”. Notons en passant que la
concentration c n’est pas uniforme, puisqu’elle varie continuˆment de c01 a` c
0
2 par l’interme´diaire de
la fonction h(φ). Finalement, l’e´quation de champ de phase (3.31) devient alors simplement :
g′(φ)− λ∇2φ = 0 (3.34)
ce qui montre bien que le proﬁl d’e´quilibre de l’interface est uniquement de´termine´ par la fonction
double-puits g(φ) et le terme de gradient λ|∇φ|2. La densite´ d’e´nergie de l’interface σ et son e´paisseur
2w sont donc inde´pendantes des densite´s d’e´nergie libre f1(c1) et f2(c2). Ce sont la` les proprie´te´s
que nous cherchions.
Formulation discre`te de la me´thode KKS
Nous conside´rons maintenant la version discre`te de la me´thode KKS. Les e´quations (3.22a) et
(3.22b) restent les meˆmes, a` la diﬀe´rence pre`s qu’elles ne sont lues que pour les valeurs discre`tes
des points d’espace :
c(n) =
[
1− h(φ(n))]c1(n) + h(φ(n))c2(n) (3.35a)
f(c(n), φ(n)) =
[
1− h(φ(n))]f1(c1(n)) + h(φ(n))f2(c2(n)) + g(φ(n)) (3.35b)
ou`, d’une manie`re ge´ne´rale, n est un entier qui indice le point rn. La raison pour laquelle les
potentiels chimiques, associe´s aux deux densite´s d’e´nergie libre f1(c1) et f2(c2), doivent eˆtre e´gaux
reste e´videmment valable :
df1
dc1
(c1(n)) =
df2
dc2
(c2(n)) = μ(c(n)) (3.36)
L’e´nergie libre totale est maintenant donne´e par une somme discre`te :
F = Vat
∑
n
{
g(φ(n)) +
λ
2
|∇dφ(n)|2 +
[
1− h(φ(n))]f1(c1(n)) + h(φ(n))f2(c2(n))} (3.37)
ou` Vat est le volume e´le´mentaire associe´ a` un point discret. La notation ∇dφ signiﬁe que ce terme
est un gradient discret dont l’expression pre´cise ici n’a pas d’importance. Enﬁn, les e´quations
d’e´volution ont la meˆme forme que pre´ce´demment, a` ceci pre`s que les termes en laplacien sont
maintenant remplace´s par des laplaciens discrets, que nous notons Ld, associe´s au gradient discret
pre´ce´demment e´voque´ :
∂c
∂t
(n) = MLd
[
μ(c(n))
]
(3.38a)
∂φ
∂t
(n) = −L{g′(φ(n))− λLd[φ(n)]+ h′(φ(n))[f2(c2(n))− f1(c1(n))− μ(c(n))(c2(n)− c1(n))]} (3.38b)
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Conside´rons maintenant une interface plane, perpendiculaire a` l’axe x. L’indice n repe`re maintenant
l’abscisse discre`te xn. Les conditions aux limites deviennent e´videmment :
lim
n→−∞ c(n) = c
lim
1 ; lim
n→+∞ c(n) = c
lim
2 (3.39a)
lim
n→−∞φ(n) = 0 ; limn→+∞φ(n) = 1 (3.39b)
A l’e´tat stationnaire, l’e´quation (3.38a) conduit a` un potentiel chimique μ(c(n)) inde´pendant de
n, ce qui implique que les concentrations c1(n) et c2(n) sont e´galement inde´pendantes de n, e´gales
respectivement a` clim1 et c
lim
2 . Comme pre´ce´demment, cet e´tat stationnaire ne peut exister que si ces
conditions aux limites ont e´te´ choisies de manie`re a` ce qu’elles ve´riﬁent μ1(clim1 ) = μ2(c
lim
2 ). Nous
anticipons maintenant que l’interface est localise´e, ce qu’il faudra ve´riﬁer plus loin. Dans la limite
d’un nombre inﬁni de sites, l’e´nergie libre par site ne de´pend alors pas de l’e´nergie de l’interface.
Puisque les concentrations c1 et c2 sont uniformes et e´gales a` clim1 et c
lim
2 , cette e´nergie moyenne est
donne´e par :
Fsite = Vat
{
(1− h¯)f1(clim1 ) + h¯f2(clim2 )
}
(3.40)
ou` la valeur moyenne h¯, de´ﬁnie par h¯ = limN→+∞ 1N
∑
n h(φ(n)), est relie´e a` la concentration moyenne
c¯ = limN→+∞ 1N
∑
n c(n) par :
c¯ = (1− h¯)clim1 + h¯clim2 (3.41)
A l’e´tat d’e´quilibre, l’e´nergie Fsite doit eˆtre stationnaire vis-a`-vis de variations inﬁnite´simales de
clim1 et c
lim
2 a` concentration moyenne c¯ constante, ce qui implique :
1
Vat
∂Fsite
∂clim1
∣∣∣∣
c¯=cte
= (1− h¯) df1
dc1
(clim1 ) + (f2(c
lim
2 )− f1(clim1 ))
∂h¯
∂clim1
∣∣∣∣
c¯=cte
= 0 (3.42a)
1
Vat
∂Fsite
∂clim2
∣∣∣∣
c¯=cte
= h¯
df2
dc2
(clim2 ) + (f2(c
lim
2 )− f1(clim1 ))
∂h¯
∂clim2
∣∣∣∣
c¯=cte
= 0 (3.42b)
L’e´quation (3.41) nous indique que les de´rive´es partielles de h¯ sont donne´es par :
∂h¯
∂clim1
∣∣∣∣
c¯=cte
= − 1− h¯
clim2 − clim1
(3.43a)
∂h¯
∂clim2
∣∣∣∣
c¯=cte
= − h¯
clim2 − clim1
(3.43b)
Les e´quations (3.42a) et (3.42b) deviennent donc :
df1
dc1
(clim1 )−
f2(c
lim
2 )− f1(clim1 )
clim2 − clim1
= 0 (3.44a)
df2
dc2
(clim2 )−
f2(c
lim
2 )− f1(clim1 )
clim2 − clim1
= 0 (3.44b)
Nous retrouvons donc de nouveau qu’a` l’e´quilibre, l’interface est ge´re´e par la re`gle de la tangente
commune3
df1
dc1
(clim1 ) =
df2
dc2
(clim2 ) =
f2(c
lim
2 )− f1(clim1 )
clim2 − clim1
(3.45)
3La raisonnement que nous venons de suivre ici, pour de´montrer la re`gle de la tangente commune, aurait pu eˆtre
utilise´ plus haut quand nous avons traite´ de ce meˆme point dans la version continue du mode`le
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A l’e´tat d’e´quilibre, l’e´quation du champ de phase (3.38b) devient donc :
g′(φ(n))− λLd
[
φ(n)
]
= 0 (3.46)
Nous aboutissons a` la meˆme conclusion que celle obtenue dans le cas continu : dans le mode`le KKS
discret, le proﬁl de l’interface et son e´nergie ne de´pendent que de la fonction double-puits g(φ) et
du gradient discret λ|∇dφ|2. Enﬁn, en raison de la forme en double-puits de la fonction g(φ) et des
conditions aux limites impose´es (voir (3.39a) et (3.39b)), il est e´vident que l’e´quation (3.46) ge´ne`re
une interface d’e´paisseur ﬁnie, ce qui justiﬁe a posteriori l’hypothe`se faite plus haut concernant la
localisation de l’interface.
En conclusion, le mode`le KKS discret garde exactement les meˆmes proprie´te´s que sa version
continue, quelle que soit la manie`re dont est de´ﬁnie la nature discre`te du mode`le. Nous montrons
ainsi que le mode`le S-PFM gardera toutes ses proprie´te´s malgre´ le couplage du champ de phase φ
avec le champ de concentration c.
Approche multi-champs
Comme nous l’avons mentionne´ au chapitre 1, la description d’une microstructure γ/γ′ dans la
de´marche KKS requiert en fait 4 champs de phase, chacun associe´ a` l’un des 4 variants de la
phase ordonne´e γ′. La pre´sence de plusieurs champs de phase ne´cessite de re´e´crire la fonctionnelle
d’e´nergie libre chimique de la fac¸on suivante :
Fch =
∑
r
{
f(c, φ1, ..., φ4) +
λ
2
4∑
p=1
3∑
i=1
γi
νi
d2i
mi∑
n=1
∥∥φp(r + ri(n))− φp(r)∥∥2} (3.47)
La densite´ d’e´nergie libre homoge`ne y est de´ﬁnie par une somme sur tous les champs φp d’une
expression similaire a` l’e´quation (3.22b) a` laquelle on ajoute la somme des produits croise´s du carre´
des champs φp pour pe´naliser leur recouvrement, soit :
f(c, φ1, ..., φ4) =
4∑
p=1
{[
1− h(φp)
]
f1(c1) + h(φp)f2(c2) + g(φp) +
β
2
∑
q>p
φ2pφ
2
q
}
(3.48)
Le coeﬃcient β est associe´ a` l’e´nergie des parois d’antiphase, dont le couˆt favorise la pre´sence de
deux interfaces entre matrice et pre´cipite´s plutoˆt qu’une interface entre deux variants de translation.
L’expression de la de´rive´e partielle qui entre dans la force motrice δFch/δφp est similaire a` celle de
l’e´quation (3.38b) au terme de pe´nalisation pre`s :
∂f
∂φp
∣∣∣∣
c,φq =p
= h′(φp)
{
f2(c2)− f1(c1) + μ(c)[c1 − c2]
}
+ g′(φp) + βφp
∑
q =p
φ2q (3.49)
3.1.3 Couplage avec l’e´lasticite´
L’approche KKS est e´galement avantageuse lorsqu’on couple forces motrices chimique et e´lastique.
Choisissons en eﬀet de faire porter l’e´lasticite´ par le champ de concentration. Cela signiﬁe que le
tenseur propre ε0ij ne de´pend de r que par l’interme´diaire de la concentration c(r) et qu’il en est de
meˆme avec l’e´ventuelle variation spatiale des constantes e´lastiques. Nous e´crivons donc, avec une
notation un peu abusive :
ε0ij(r) = ε
0
ij(c(r)) (3.50a)
λijkl(r) = λijkl(c(r)) (3.50b)
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Quand l’e´quilibre me´canique est atteint, l’e´nergie e´lastique est donc de la forme :
Eel =
∫
d3r fel(σ
a
ij , {εeqij (r)}, c(r)) (3.51)
ou` fel est la densite´ d’e´nergie e´lastique locale, σaij est une e´ventuelle contrainte externe et ε
eq
ij (r) est
le champ de de´formation qui ve´riﬁe l’e´quilibre me´canique. L’e´nergie libre totale devient donc :
Ftot = Vat
∑{
g(φ) +
λ
2
|∇dφ|2 +
[
1− h(φ)]f1(c1) + h(φ)f2(c2) + fel(σaij , {εeqij (r)}, c)} (3.52)
Par souci de simplicite´, nous ne conside´rons ici qu’un seul champ de phase φ - la ge´ne´ralisation a`
plusieurs champs est imme´diate - et nous omettons l’indice n.
Suivons maintenant le meˆme raisonnement que dans la note de bas de page 2. Si, dans la phase 1,
on e´change ΔN1 atomes de type A par des atomes de type B dans un e´le´ment de volume ou` il y a
ΔN sites atomiques, nous avons la variation d’e´nergie suivante :
ΔF1 = (1− h(φ)) df1
dc1
δc1ΔNVat +
∂fel
∂c
∂c
∂c1
δc1ΔNVat (3.53)
ou` la variation de concentration δc1 est relie´e a` ΔN1 par ΔN1 = (1− h(φ))δc1ΔN . Or, puisque :
c = (1− h(φ))c1 + h(φ)c2 (3.54)
nous avons ∂c/∂c1 = 1− h(φ). Nous obtenons donc :
ΔF1 =
(
df1
dc1
+
∂fel
∂c
)
(1− h(φ))δc1ΔNVat (3.55)
ce qui conduit a` :
ΔF1 =
(
df1
dc1
+
∂fel
∂c
)
ΔN1Vat (3.56)
En suivant le meˆme raisonnement, on montre e´videmment qu’e´changer, dans la phase 2, ΔN2 atomes
de type A par autant d’atomes de type B conduirait a` la variation d’e´nergie suivante :
ΔF2 =
(
df2
dc2
+
∂fel
∂c
)
ΔN2Vat (3.57)
Les atomes des phases 1 et 2 e´tant de meˆme nature, ΔN1 = ΔN2 doit conduire a` ΔF1 = ΔF2, ce qui
implique :
df1
dc1
+
∂fel
∂c
=
df2
dc2
+
∂fel
∂c
(3.58)
Nous obtenons donc de nouveau l’e´galite´ suivante :
df1
dc1
(c1) =
df2
dc2
(c2) (3.59)
Par souci de clarte´, nous introduisons les notations suivantes :
fch(c, φ) = (1− h(φ))f1(c1) + h(φ)f2(c2) + g(φ) (3.60a)
μch(c) =
∂fch
∂c
(c, φ) (3.60b)
μel(c) =
∂fel
∂c
(σaij , {εeqij (r)}, c) (3.60c)
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La densite´ d’e´nergie libre fch(c, φ) correspond donc a` la partie “chimique” de la densite´ d’e´nergie.
Le potentiel chimique total est donc :
μ(c) = μch(c) + μel(c) (3.61)
A l’aide des e´quations (3.54) et (3.59), on trouve imme´diatement que la partie “chimique” μch(c)
du potentiel chimique ve´riﬁe :
μch(c) =
df1
dc1
(c1) =
df2
dc2
(c2) (3.62)
En conse´quence, les concentrations c1 et c2 ve´riﬁent les meˆmes e´quations que celles obtenues en
l’absence d’e´nergie e´lastique (voir les e´quations (3.26a) et (3.26b) dans le cas pre´sent ou` les densite´s
d’e´nergie f1 et f2 sont donne´es par l’e´quation (3.25)). Nous concluons ce paragraphe avec les
e´quations d’e´volution. La cine´tique du champ de concentration est donne´e par :
∂c
∂t
= MLd
[
μch(c) + μel(c)
]
(3.63)
L’e´volution du champ c est donc controˆle´e par une force motrice d’origine chimique et une force
motrice d’origine e´lastique. Quant a` l’e´quation d’e´volution du champ φ, nous avons :
∂φ
∂t
= −LδFtot
δφ
= −L{g′(φ)− λLd[φ]+ h′(φ)[f2(c2)− f1(c1)− μch(c)(c2 − c1)]} (3.64)
ou` nous avons tenu compte des e´quations (3.54) et (3.62). Nous retrouvons donc la meˆme e´quation
que celle obtenue en l’absence d’e´lasticite´, a` ceci pre`s que n’intervient que la partie “chimique”
μch(c) du potentiel chimique et non le potentiel chimique total.
3.1.4 Stabilite´ du sche´ma me´canique
En champ de phase S-PFM, la variation abrupte des champs aux interfaces e´troites requiert un
sche´ma de re´solution de l’e´quilibre me´canique particulie`rement stable. L’e´tude de la stabilite´ d’un
sche´ma nume´rique est re´alise´e sur les ope´rateurs diﬀe´rentiels qui interviennent dans la re´solution,
comme mentionne´ au chapitre 1. Certains sche´mas de´crits dans la litte´rature reposent sur la
me´thode des grilles de´cale´es, aﬁn d’e´liminer les instabilite´s nume´riques pouvant induire une oscillation
des champs me´caniques [95]. Parmis ceux-la`, nous pre´sentons le sche´ma propose´ dans [80], qui
pre´sente l’avantage important de de´ﬁnir l’ensemble des tenseurs e´lastiques (constantes e´lastiques,
contraintes, tenseurs de de´formation totale, tenseurs de de´formation propre) sur les meˆmes sites
d’un sous-re´seau.
Conside´rons un espace discre´tise´ selon deux grilles CS de´cale´es l’une par rapport a` l’autre d’un
vecteur d(1/2, 1/2, 1/2). La grille principale porte les modules e´lastiques, les contraintes et les
de´formations, et la grille secondaire porte les de´placements. Chaque voxel r de la grille principale est
divise´ en huit sous-voxels cubiques. Ces sous-voxels sont indexe´s relativement a` r par s = (sx, sy, sz),
dont les composantes si = ±1 repe`rent leur position dans le voxel. En conside´rant les composantes
de de´placements en unite´s d, les transformations de Fourier des champs respectivement de´ﬁnis sur
les grilles principale et de´cale´e sont :
ϕs(k) =
1
N
∑
r
ϕs(rx, ry, rz)e
−ikr ; ui(k) =
1
N
∑
r
ui
(
rx +
1
2
, ry +
1
2
, rz +
1
2
)
e−ikr (3.65)
ou` ϕs(r) un champ de´ﬁni sur la grille principale et N le nombre total de voxels. Le de´calage de la
grille secondaire intervient dans la transformation de Fourier des de´placements.
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L’e´nergie e´lastique de la microstructure est de´ﬁnie par la somme sur tous les sous-voxels de la
densite´ d’e´nergie associe´e a` un sous-voxel :
Eel =
1
2
∑
r
(
d
2
)3∑
s
λijkl(r)
[
εsij(r)− ε0ijΔc(r)
][
εskl(r)− ε0klΔc(r)
]− V σaijεij (3.66)
ou` le dernier terme V σaijεij est associe´ a` la contrainte applique´e. Nous nous inte´ressons a` la de´ﬁnition
des ope´rateurs diﬀe´rentiels qui re´sulte du choix de la discre´tisation. Cette e´tape pre´ce`de la re´solution
nume´rique de l’e´quilibre me´canique, de´crite au paragraphe 1.1.2.2 du chapitre 1. Conside´rons trois
ope´rateurs de diﬀe´rences ﬁnies, respectivement associe´s aux directions cubiques de la discre´tisation,
soit :
D1
[
ϕs(rx, ry, rz)
]
= ϕs(rx, ry, rz)− ϕs(rx − 1, ry, rz) (3.67a)
D2
[
ϕs(rx, ry, rz)
]
= ϕs(rx, ry, rz)− ϕs(rx, ry − 1, rz) (3.67b)
D3
[
ϕs(rx, ry, rz)
]
= ϕs(rx, ry, rz)− ϕs(rx, ry, rz − 1) (3.67c)
En l’illustrant sur les composantes δεs11(r) et δε
s
12(r) du tenseur des de´formations he´te´roge`nes, de´ﬁnie
a` l’e´quation (1.15) du chapitre 1, ces ope´rateurs de´ﬁnissent δεsij(r) en fonction des de´placements :
δεs11(r) = D1
[
u1
(
rx +
1
2
, ry +
sy
2
, rz +
sz
2
)]
(3.68a)
δεs12(r) =
1
2
{
D1
[
u2
(
rx +
1
2
, ry +
sy
2
, rz +
sz
2
)]
+D2
[
u1
(
rx +
sx
2
, ry +
1
2
, rz +
sz
2
)]}
(3.68b)
La minimisation de l’e´nergie e´lastique par rapport a` ui(rx + 1/2, ry + 1/2, rz + 1/2) conduit a` :
∑
s
{
D1
[
σsi1
(
rx + 1, ry + (1− sy)/2, rz + (1− sz)/2
)]
+D2
[
σsi2
(
rx + (1− sx)/2, ry + 1, rz + (1− sz)/2
)]
+D3
[
σsi3
(
rx + (1− sx)/2, ry + (1− sy)/2, rz + 1
)]}
= 0
(3.69)
ce qui correspond dans l’espace re´ciproque a` :∑
s
Ds1(k)σ
s
i1(k) +D
s
2(k)σ
s
i2(k) +D
s
3(k)σ
s
i3(k) = 0 (3.70)
avec les ope´rateurs diﬀe´rentiels :
Ds1(k) = [e
ikx − 1]eiky(1−sy)/2eikz(1−sz)/2 (3.71a)
Ds2(k) = e
ikx(1−sx)/2[eiky − 1]eikz(1−sz)/2 (3.71b)
Ds3(k) = e
ikx(1−sx)/2eiky(1−sy)/2[eikz − 1] (3.71c)
La stabilite´ mathe´matique du sche´ma est imme´diatement ve´riﬁe´e, e´tant donne´ qu’il n’existe pas de
vecteur d’onde k = 0 qui annule simultane´ment les ope´rateurs (3.71a) a` (3.71c) dans la 1e`re zone
de Brillouin du re´seau re´ciproque du re´seau CS.
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Dans la continuite´ de la re´solution de´crite au chapitre 1 ou` la me´thode de point ﬁxe a e´te´ pre´sente´e,
la de´formation homoge`ne ε(n+1)ij et les de´placements u
(n+1)
k (k) a` l’ite´ration (n + 1) se de´duisent de
la de´formation he´te´roge`ne δεs(n)kl (r) a` l’ite´ration (n) de la manie`re suivante :
ε
(n+1)
ij = Sijkl
[
σakl + λ
′
klmn
(
ε0mn〈Δc2(r)〉 − 〈
1
8
∑
s
δεs(n)mn (r)Δc(r)〉
)]
(3.72a)
u
(n+1)
k (k) = Gki(k)
1
8
∑
s
Dsj (k)F
{
λijkl(r)
[
εkl − ε0klΔc(r)
]
+ λ′ijklΔc(r)δε
s(n)
kl (r)
}
(3.72b)
ou` l’ope´rateur de Green est de´ﬁni par son inverse :
G−1ik (k) = λijkl
1
8
∑
s
Dsj (k)D
∗s
l (k) (3.73)
Le sche´ma propose´ dans [80] et pre´sente´ dans cette section est stable et par conse´quent adapte´ a`
la re´solution de l’e´quilibre me´canique d’une microstructure avec des interfaces e´troites. La somme
sur les sous-voxels s a` l’e´quation (3.72b) entraˆıne cependant un couˆt en temps de calcul, sur lequel
le sche´ma pourrait eˆtre ame´liore´.
A. Finel a re´cemment montre´ que le seul moyen de s’aﬀranchir de la description en sous-voxels sans
aﬀecter la stabilite´ de la re´solution consiste a` discre´tiser la microstructure selon deux grilles CFC
de´cale´es (A. Finel, a` venir). Cette discre´tisation conduit a` des ope´rateurs diﬀe´rentiels diﬀe´rents de
ceux identiﬁe´s aux e´quations (3.71a) a` (3.71c). Les grilles de´cale´es respectivement CS et CFC sont
illustre´es sur la ﬁgure 3.3.
Figure 3.3: Illustrations des grilles CS de´cale´es avec sous-voxels (gauche) et des grilles CFC de´cale´es (droite).
Pour les grilles CFC, chaque voxel de la grille principale est au centre d’un te´trae`dre forme´ par les voxels de
la grille secondaire et re´ciproquement.
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3.2 Calibration du laplacien discret
La me´thode de champ de phase S-PFM, permettant la mode´lisation de microstructures avec
des interfaces e´troites, a e´te´ pre´sente´e dans la section pre´ce´dente. Nous avons notamment de´crit
comment une ponde´ration juste du laplacien aﬀranchit presque totalement la simulation des eﬀets
de la friction de re´seau, en assurant une invariance par rotation pre´cise de l’interface e´troite [37].
Aﬁn de mode´liser des microstructures a` grande e´chelle, c’est a` dire avec un grand nombre de
pre´cipite´s, nous choisissons d/w = 2 pour lequel l’interface a une e´paisseur 2w e´gale au pas de
discre´tisation d. Nous pre´sentons dans cette section la calibration du laplacien qui a e´te´ re´alise´e
pour ce choix d’e´paisseur, et nous illustrons l’eﬃcacite´ de la ponde´ration sur la dissolution et la
croissance de pre´cipite´s isole´s.
La calibration du laplacien a e´te´ optimise´e selon la proce´dure de´ﬁnie dans [30], en simulant la
de´croissance d’un disque de rayon initial 32d sur une grille CS de 128× 128 pixels. Le pre´cipite´ est
de´crit par un champ φ non-conserve´, et de´croˆıt sous l’eﬀet de sa courbure. L’e´nergie d’interface
est prise telle que σ = 20 mJ.m−2, et la direction [200] est choisie pour recevoir l’invariance par
translation. Les ope´rateurs du laplacien sont ponde´re´s de sorte que la forme du pre´cipite´ reste
la plus isotrope possible pendant la de´croissance. Cette optimisation minimisant l’anisotropie de
forme pendant la dissolution a conduit a` l’identiﬁcation du couple (γ2, γ3) = (0, 4766, 0).
L’eﬃcacite´ de cette ponde´ration est illustre´e a` la ﬁgure 3.4 par une simulation de la de´croissance
a` 2D d’un pre´cipite´ de rayon initial 120d sur une grille CS de 256× 256 pixels. Sur la ﬁgure 3.4, les
contours du pre´cipite´ sont superpose´s a` diﬀe´rents instants pour visualiser l’e´volution de sa forme
au cours du temps. Les contours aux instants initial et ﬁnal sont trace´s en bleu et en rouge.
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Figure 3.4: Dissolution d’un pre´cipite´ sphe´rique, de rayon initial Rini = 120d, sous l’eﬀet de sa courbure.
Les contours du pre´cipite´ sont superpose´s a` diﬀe´rents instants de la dissolution, et l’e´volution du ratio
Rmin/Rmax avec V repe`rent la perte de sphe´ricite´.
Les rayons minimum et maximum du pre´cipite´ sont mesure´s a` chaque instant de la simulation, et
le ratio Rmin/Rmax est trace´ en fonction du volume du pre´cipite´. L’e´volution de ce ratio permet
de quantiﬁer la perte de sphe´ricite´ du pre´cipite´ pendant sa de´croissance. La valeur minimale du
ratio Rmin/Rmax mesure´e correspond a` 0, 9789. La ponde´ration du laplacien induit donc une perte
de sphe´ricite´ de l’ordre de 2% pendant la de´croissance du pre´cipite´.
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Cette valeur est supe´rieure a` celles obtenues dans [37] pour d/w = 3 et d/w = 2 sur une grille CFC,
et dans [30] pour d/w = 1 sur une grille CS. Dans ces derniers travaux, les pertes de sphe´ricite´
mesure´es pour les ponde´rations choisies sont infe´rieures a` 1%. La perte d’isotropie est ici un peu
plus importante. Il y a donc lieu d’analyser si celle-ci est acceptable, au regard des tailles atteintes
par les pre´cipite´s dans les simulations multi-pre´cipite´s analyse´es par la suite.
Dans les simulations multi-pre´cipite´s a` 2D pre´sente´es dans la section suivante, les tailles des
pre´cipite´s qui croissent sans coaguler avec un voisin de meˆme variant restent infe´rieures a` 1000 d2.
Aﬁn d’e´tudier si la perte d’isotropie, re´sultant du choix (γ2, γ3), est acceptable pour les tailles
infe´rieures a` 1000 d2, nous simulons la croissance d’un pre´cipite´ de´crit par un champ φ non-conserve´
et sans e´lasticite´. La croissance est provoque´e par une inclinaison du potentiel en faveur du domaine
φ = 1 : le terme Δfh(φ) est retranche´ a` l’e´nergie libre F avec h(φ) = 3φ2 − 2φ3 et Δf/A = 0, 075, ou`
A = λd−2. Le pre´cipite´ a un rayon initial de 10d et sa croissance est simule´e sur une grille CS de
256 × 256 pixels. Le re´sultat de cette simulation est pre´sente´ sur la ﬁgure 3.5. De meˆme que pour
la ﬁgure 3.4, l’e´volution de la forme est suivie en superposant les contours du pre´cipite´ a` diﬀe´rents
instants, et la perte de sphe´ricite´ est repe´re´e par l’e´volution du ratio Rmin/Rmax en fonction de V .
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Figure 3.5: Croissance d’un pre´cipite´ sphe´rique, de rayon initial Rini = 10d, induite par une inclinaison du
potentiel en faveur de φ = 1. Les contours du pre´cipite´ sont superpose´s a` diﬀe´rents instants, et sa perte de
sphe´ricite´ est suivie par l’e´volution de Rmin/Rmax avec V .
Sur la ﬁgure 3.5, le pre´cipite´ croˆıt jusqu’a` une taille proche de 1000 d2 en conservant une forme
sphe´ro¨ıdale quasi-isotrope. L’e´volution de Rmin/Rmax montre une de´croissance globale du ratio a`
mesure que le pre´cipite´ croˆıt, qui reste cependant supe´rieure a` 0, 9774. Au cours de la croissance du
pre´cipite´, la ponde´ration (γ2, γ3) induit ainsi une perte de sphe´ricite´ le´ge`rement supe´rieure a` 2%.
Nous concluons de l’observation de la ﬁgure 3.5 que la perte de sphe´ricite´ est acceptable pour les
tailles de pre´cipite´s qui vont eˆtre visite´es dans les simulations de la section suivante.
Nous comple´tons cette e´tude pre´liminaire par une simulation de la croissance d’un pre´cipite´ cohe´rent
dans une matrice sursature´e, en e´lasticite´ homoge`ne. Nous nous plac¸ons dans le cadre de l’approche
KKS de´crite a` la section 3.1.2, et pour laquelle un champ c conserve´ est couple´ a` φ. Les concentrations
d’e´quilibre sont choisies telles que c0γ = 0, 1 et c
0
γ′ = 0, 25 dans la matrice et dans le pre´cipite´
respectivement. Le ratio des courbures des potentiels des phases est Aγ′/Aγ = 10 et nous choisissons
Aγ/A = 50.
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Pour assurer que l’e´volution du pre´cipite´ soit re´gie par la diﬀusion de c, le coeﬃcient cine´tique
sans dimension L˜ pour l’e´volution de φ est choisi 20 fois supe´rieur a` la mobilite´ M˜ adimensionne´e.
Dans le cadre de la loi de Vegard, la composante diagonale de la de´formation libre isotrope est
choisie telle que ε0 = 0, 02. Dans l’approximation de l’e´lasticite´ homoge`ne, les constantes e´lastiques
sont C11 = 197 GPa, C12 = 144 GPa et C44 = 90 GPa. Le pre´cipite´ a une forme carre´e de coˆte´ 6d a`
l’instant initial, et le re´sultat de cette simulation est pre´sente´ sur la ﬁgure 3.6.
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Figure 3.6: Croissance d’un pre´cipite´ cubique, de coˆte´ cini = 6d, induite par une sursaturation c∞ = 0, 20
dans la matrice et en pre´sence d’e´lasticite´.
La champ c est pre´sente´ a` diﬀe´rents instants de la croissance du pre´cipite´, avec les proﬁls horizontaux
correspondants des champs φ et c. Le pre´cipite´ croˆıt avec une forme cubo¨ıdale caracte´ristique
de l’e´lasticite´ dans les superalliages monocristallins. L’e´volution couple´e des champs c et φ est
imme´diatement visible sur leurs proﬁls, dans lesquels les interfaces e´troites ont bien une e´paisseur
e´gale au pas de discre´tisation d.
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3.3 Mode´lisation de microstructures a` grande e´chelle
Dans les sections pre´ce´dentes de ce chapitre, la me´thode de champ de phase S-PFM a e´te´ pre´sente´e,
et une validation de la calibration choisie pour le laplacien discret a e´te´ re´alise´e. Il a e´te´ montre´
que la ponde´ration retenue induit une perte de sphe´ricite´ de l’ordre de 2%, acceptable pour les
petites tailles de pre´cipite´s. Dans cette section, nous simulons l’e´volution de microstructures a`
grande e´chelle, c’est a` dire avec un grand nombre de pre´cipite´s. Nous cherchons ainsi a` identiﬁer
les possibilite´s de la me´thode S-PFM pour l’analyse statistique de l’e´volution des microstructures,
et plus spe´ciﬁquement en pre´sence d’e´lasticite´. Ce travail a pour objectif de re´aliser une e´tude
statistique de la dynamique des de´fauts d’alignement des pre´cipite´s γ′. Nous introduisons dans nos
simulations quatre champs φp pour de´crire les variants de translation de la phase γ′. Le recouvrement
de ces champs est pe´nalise´ par le terme de´crit a` l’e´quation (3.49) avec β = 20. Les concentrations
d’e´quilibre et les courbures de potentiels sont les meˆmes que ceux conside´re´s a` la section pre´ce´dente.
Nous verrons que les temps de calculs atteints permettent une analyse quantitative des simulations
et prouvent l’e´tendue des possibilite´s oﬀertes par la me´thode de champ de phase S-PFM.
Dans un premier temps, des simulations de microstructures avec et sans e´lasticite´ sont re´alise´es.
Nous comparons leurs e´volutions et nous de´terminons les distributions en classes de tailles des
pre´cipite´s. La forme pre´cise de ces distributions de´montre les statistiques obtenues sur l’e´volution
de ces microstructures, dans nos simulations. Dans un second temps, nous nous inte´ressons a`
l’inﬂuence de l’inhomoge´ne´ite´ en C ′ sur l’e´volution d’une microstructure a` grande e´chelle. La forme
et l’arrangement des pre´cipite´s sont e´tudie´s et discute´s au regard du travail re´alise´ dans [28]. Enﬁn,
les simulations sont analyse´es par le calcul des phases ψx et ψy associe´es aux microstructures,
conforme´ment a` la de´marche pre´sente´e au paragraphe 1.2.3.2 du chapitre 1. Les modulations du
fondamental de ces microstructures sont de´compose´es aﬁn d’identiﬁer les de´fauts de pe´riodicite´.
L’inﬂuence de l’inhomoge´ne´ite´ en C ′ sur l’e´volution des densite´s de de´fauts est e´tudie´e.
3.3.1 Statistiques des eﬀets e´lastiques sur la taille des pre´cipite´s
Conside´rons des microstructures de 20, 48× 20, 48 μm2, discre´tise´es sur une grille CS de 2048× 2048
pixels avec un pas d = 10 nm. Les grandeurs physiques sans dimensions utilise´es dans le mode`le
sont les meˆmes que celles introduites pour l’e´tude pre´liminaire de calibration du laplacien. La
condition initiale des calculs correspond a` un de´sordre ale´atoire sur les champs c et φp, avec une
concentration moyenne c¯ = 0, 20. Les ratios des e´chelles d’e´nergie e´lastique sur chimique valent
χ = 0 pour la microstructure sans e´lasticite´, et χ = 0, 16 pour celle avec e´lasticite´ (voir l’e´quation
(1.62) pour la de´ﬁnition du parame`tre χ). Les simulations sont pre´sente´es en fonction d’un temps
t∗ sans dimension, dont une unite´ correspond a` 2500 pas de temps Δt. Les microstructures sont
repre´sente´es a` t∗ = 5 et t∗ = 85, pour χ = 0 et χ = 0, 16 respectivement, aux ﬁgures 3.7 et 3.8.
A t∗ = 85 sur la microstructure de la ﬁgure 3.7, le plus grand pre´cipite´ a une taille V = 2638 d2
supe´rieure a` celle de 1000 d2 discute´e pre´ce´demment. Cette taille re´sulte d’e´ve`nements de coagulations
de pre´cipite´s de´crits par le meˆme champ φp, et n’est pas issue d’une croissance isole´e. La forme des
petits pre´cipite´s est globalement isotrope, ce qui prouve a` nouveau que la perte de sphe´ricite´ induite
par le choix (γ2, γ3) est acceptable dans nos simulations. Au meˆme instant, le plus grand pre´cipite´
dans la microstructure avec e´lasticite´ a une taille V = 1657 d2. Pour comparer les microstructures,
des re´gions de 2, 56× 2, 56 μm2 (256× 256 pixels) sont zoome´es a` diﬀe´rents instants sur la ﬁgure 3.9.
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Figure 3.7: Evolution d’une microstructure e´tendue sans e´lasticite´ aux instants t∗ = 5 et t∗ = 85.
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Figure 3.8: Evolution d’une microstructure e´tendue en e´lasticite´ homoge`ne aux instants t∗ = 5 et t∗ = 85.
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t∗ = 1 t∗ = 5 t∗ = 20 t∗ = 85
Figure 3.9: Comparaison des microstructures e´tendues sans e´lasticite´ et en e´lasticite´ homoge`ne, a` diﬀe´rents
instants. Des re´gions de 256× 256 pixels sont zoome´es pour faciliter la visualisation.
Sur la ﬁgure 3.9, des diﬀe´rences entre les microstructures avec et sans e´lasticite´ sont visibles
de`s t∗ = 1, ou` une fraction volumique plus grande est observe´e lorsque χ = 0. A t∗ = 5, les
deux microstructures posse`dent de nombreux pre´cipite´s de formes irre´gulie`res. Des morphologies
cubo¨ıdales et des alignements de pre´cipite´s sont cependant visibles a` cet instant dans la microstru-
cture pour χ = 0, 16. Le nombre de pre´cipite´s de morphologies irre´gulie`res diminue dans les
deux microstructures entre t∗ = 5 et t∗ = 20, et de nouveaux alignements de pre´cipite´s se sont
forme´s dans la microstructure avec e´lasticite´. A l’instant ﬁnal, la microstructure sans e´lasticite´
est majoritairement constitue´e de pre´cipite´s isotropes, et les formes irre´gulie`res proviennent de
coagulations de pre´cipite´s de´crits par le meˆme champ φp. Les pre´cipite´s de la microstructure avec
e´lasticite´ posse`dent une morphologie cubo¨ıdale et sont globalement aligne´s selon les directions
e´lastiquement molles. Notons que des structures coude´es sont visibles dans l’arrangement des
pre´cipite´s a` t∗ = 85, dans la re´gion zoome´e. Ces structures traduisent l’inﬂuence du mode transverse
instable selon [ζ, ζ, 0], comme il a e´te´ discute´ au chapitre pre´ce´dent.
En l’absence d’e´lasticite´, la fraction volumique d’e´quilibre incohe´rent est donne´e par la relation
fv = (c¯ − c0γ)/(c0γ′ − c0γ) et correspond a` 0, 667 d’apre`s les concentrations moyenne et d’e´quilibre
choisies. En pre´sence d’e´lasticite´, les champs e´lastiques issus de la cohe´rence des interfaces aﬀectent
l’e´quilibre des phases, et la fraction volumique de l’e´quilibre cohe´rent peut eˆtre estime´e selon
l’approche de´crite G. Boussinot dans [15]. Cette me´thode consiste a` approcher les de´calages des
concentrations d’e´quilibre induits par la contribution e´lastique en faisant une hypothe`se sur la
forme des pre´cipite´s. La morphologie de pre´cipite´ qui minimise l’e´nergie e´lastique est celle d’une
plaquette inﬁnie en e´lasticite´ homoge`ne. La normale n0 a` cette plaquette est la direction selon
laquelle B(n0) = Bmin [48].
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En conside´rant une conﬁguration de la microstructure en plaquettes et la loi de Vegard, l’e´nergie
e´lastique s’exprime exactement en fonction de Bmin, du taux de phase γ′ et des concentrations cγ
et cγ′ de l’e´quilibre cohe´rent. En supposant de plus que les e´nergies libres chimiques des phases
sont paraboliques de courbures Aγ et Aγ′ , et que les variations de concentrations d’e´quilibre sont
faibles, les concentrations de l’e´quilibre cohe´rent sont approche´es par [15] :
cγ = c
0
γ +Δcγ ; Δcγ =
(
c0
γ′ − c0γ
)
Bmin/2
Aγ +
(
1 +Aγ/Aγ′
)
Bmin/2
(3.74a)
cγ′ = c
0
γ′ +Δcγ′ ; Δcγ′ = −
(
c0
γ′ − c0γ
)
Bmin/2
Aγ′ +
(
1 +Aγ′/Aγ
)
Bmin/2
(3.74b)
Les parame`tres chimiques et e´lastiques conside´re´s pre´ce´demment conduisent a` des de´calages des
concentrations d’e´quilibre de Δcγ = 0, 02763 et Δcγ′ = −0, 00276. Dans l’approximation conside´re´e,
les concentrations d’e´quilibre incohe´rent de c0γ = 0, 1 et c
0
γ′ = 0, 25 deviennent c
0
γ = 0, 1276 et
c0
γ′ = 0, 2472 pour l’e´quilibre cohe´rent d’une microstructure en plaquettes. En accord avec les
observations dans [15], la contribution e´lastique re´duit la zone de biphasage du diagramme de
phase. Ainsi, en conside´rant les parame`tres physiques introduits dans nos simulations, la fraction
volumique de l’e´quilibre cohe´rent d’une microstructure en plaquettes est 0, 605.
Observons maintenant l’e´volution du nombre, de la fraction volumique et du volume moyen des
pre´cipite´s dans les microstructures des ﬁgures 3.7 et 3.8. Le nombre de pre´cipite´s est de´termine´
en comptant les domaines isole´s sur chaque champ φp, apre`s un seuillage a` une valeur φ = 0, 5.
La fraction volumique est mesure´e par la somme de tous les champs φp sans seuillage, divise´e par
la taille du syste`me. A cette mesure est associe´e une incertitude que nous pouvons estimer en
analysant le cas simple d’un pre´cipite´ isole´ en forme de disque de rayon R et avec une interface
d’e´paisseur 2w. Calculer la fraction du disque en sommant le champ φ entraˆıne une incertitude
sur la fraction volumique proportionnelle a` w/R. Cette erreur est ne´gligeable lorsque la taille du
pre´cipite´ est grande devant l’e´paisseur de l’interface. Elle peut cependant avoir une inﬂuence non
ne´gligeable lorsque R et 2w sont comparables, ce qui est le cas des pre´cipite´s observe´s dans nos
simulations. Il est donc ne´cessaire de prendre en compte cette incertitude, dont l’ordre de grandeur
est donne´ par d/4Rmoy, ou` Rmoy est le rayon e´quivalent associe´ au volume moyen des pre´cipite´s.
Les e´volutions de fraction volumique, du nombre et du volume moyen des pre´cipite´s dans les
microstructures pour χ = 0 et χ = 0, 16 sont compare´es sur la ﬁgure 3.10. Les fractions des e´quilibres
cohe´rent et incohe´rent sont repe´re´es par les lignes rouges discontinue et continue, et des barres
d’erreurs sont indique´es sur les mesures de la fraction volumique et du volume moyen. Entre t∗ = 0
et t∗ = 1 pour les deux microstructures, la fraction volumique de pre´cipite´s chute dans les premiers
pas de temps. Cette diminution rapide de fv, absente de la ﬁgure 3.10, correspond a` la dissolution
d’un grand nombre de petits pre´cipite´s sous-critiques. Leur dissolution enrichit fortement la matrice
de`s les premiers instants des simulations, et entraˆıne la croissance des pre´cipite´s ayant surve´cu.
Ce re´gime de croissance est observe´ sur les courbes d’e´volution de fv ou` les fractions croissent
rapidement jusqu’a` t∗ = 10 puis plus lentement. A l’instant ﬁnal t∗ = 85, les fractions volumiques
pour χ = 0 et χ = 0, 16 sont respectivement de 0, 647± 0, 017 (a` comparer avec 0, 667 the´oriquement)
et 0, 585± 0, 18 (a` comparer avec 0, 605).
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Figure 3.10: Evolution des microstructures e´tendues sans e´lasticite´ et en e´lasticite´ homoge`ne.
Dans les premiers instants des simulations, les microstructures pour χ = 0 et χ = 0, 16 posse`dent
plusieurs dizaines de milliers de pre´cipite´s. Le nombre de pre´cipite´s diminue plus rapidement en
pre´sence d’e´lasticite´ jusqu’a` l’instant t∗ = 16, ou` la tendance s’inverse. A l’instant ﬁnal t∗ = 85, la
microstructure sans e´lasticite´ compte 9470 pre´cipite´s, tandis que la microstructure e´lastiquement
homoge`ne en compte 11815. Ces nombres sont a` rapprocher de ceux ge´ne´ralement accessibles par
les me´thodes de champ de phase classiques, qui sont de l’ordre de la centaine de pre´cipite´s. Ainsi,
la me´thode S-PFM permet d’acce´der a` des informations re´ellement statistiques sur l’e´volution de
microstructures.
Le volume moyen 〈Vp〉 des pre´cipite´s croˆıt le´ge`rement plus lentement dans la microstructure sans
e´lasticite´ jusqu’a` t∗ = 5. Au dela` de cet instant, 〈Vp〉 croˆıt sensiblement plus lentement dans la
microstructure e´lastiquement homoge`ne. Les volumes moyens a` l’instant ﬁnal sont 〈Vp〉 = 286, 6 ±
7, 5 d2 et 〈Vp〉 = 207, 7± 6, 4 d2 pour χ = 0 et χ = 0, 16 respectivement. Les diﬀe´rences d’e´volution du
nombre et du volume moyen des pre´cipite´s sont explique´es par les eﬀets de l’e´lasticite´. Pour χ = 0,
l’e´volution de la microstructure est re´gie par la sursaturation dans la matrice et par le muˆrissement
d’Ostwald, bien que le re´gime de coalescence ne soit pas encore pleinement atteint. Le muˆrissement
d’Ostwald consiste en un e´change de matie`re des re´gions ou` l’interface a une forte courbure vers
celles ou` la courbure est plus faible par diﬀusion dans la matrice. Les pre´cipite´s les plus larges
croissent a` mesure que les plus petits se dissolvent, et la force motrice pour cette e´volution est la
diminution de l’e´nergie d’interface.
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Ce me´canisme est modiﬁe´ en pre´sence d’e´lasticite´ : l’e´volution de la microstructure est re´gie par la
diminution de la somme de l’e´nergie d’interface et de l’e´nergie e´lastique. Ce couplage peut induire
un muˆrissement inverse, ou` un petit pre´cipite´ peut croˆıtre aux de´pens d’un plus large si sa position
dans l’arrangement est e´nerge´tiquement favorable vis-a`-vis de l’e´lasticite´ [85]. De manie`re plus
ge´ne´rale, les courbes de la ﬁgure 3.10 montre une cine´tique d’e´volution microstructurale plus lente
en pre´sence d’e´lasticite´.
Le rayon e´quivalent de chaque pre´cipite´ est calcule´ dans les microstructures pour χ = 0 et χ = 0, 16
a` l’instant ﬁnal t∗ = 85. Les distributions correspondantes sont pre´sente´es dans la ﬁgure 3.10 avec
50 classes de tailles, et sont normalise´es pour comparer leur forme. Une comparaison quantitative
de leur forme est possible en calculant l’e´cart-type σ des distributions, ainsi que leur asyme´trie
γ1 et leur kurtosis γ2. Ces deux derniers coeﬃcients sont respectivement de´termine´s a` partir des
moments centre´s d’ordre 3 et 4 des distributions. Ils quantiﬁent l’e´cart de leur forme a` celle d’une
distribution normale, dont l’asyme´trie et le kurtosis valent respectivement 0 et 3. Une asyme´trie
positive γ1 > 0 (resp. ne´gative γ1 < 0) indique que la distribution est de´cale´e a` gauche (resp. droite)
de la me´diane et posse`de une queue de distribution e´tale´e vers la droite (resp. gauche). Le kurtosis
est e´galement appele´ coeﬃcient d’acuite´ ou d’aplatissement, et l’exce`s de kurtosis est obtenu en
retranchant au γ2 celui de la loi normale : γ2 − 3. Un exce`s de kurtosis positif γ2 − 3 > 0 (resp.
ne´gatif γ2 − 3 < 0) de´crit une distribution plus e´leve´e (resp. aplatie) que la distribution normale.
La moyenne, l’e´cart-type, l’asyme´trie et l’exce`s de kurtosis des distributions de rayons e´quivalents
des pre´cipite´s sont repertorie´s au tableau 3.1.
Microstructure χ = 0 χ = 0, 16
Moyenne 8, 81 d 7, 57 d
Ecart-type 3, 74 d 3, 33 d
Asyme´trie (γ1) 0, 51 0, 87
Exce`s de kurtosis (γ2 − 3) 0, 15 0, 56
Tableau 3.1: Etude statistique des distributions de rayons e´quivalents a` t∗ = 85.
Les grandeurs pre´sente´es au tableau 3.1 de´crivent une moyenne et un e´cart-type supe´rieurs pour
la distribution avec χ = 0. Les deux distributions sont de´cale´es a` gauche de leur me´diane, avec
cependant une asyme´trie supe´rieure pour χ = 0, 16. L’exce`s de kurtosis est relativement faible pour
χ = 0, ce qui traduit la proximite´ de l’acuite´ de la distribution a` celle d’une distribution normale.
La forte acuite´ de la distribution lorsque χ = 0, 16 est visible a` la ﬁgure 3.10 malgre´ la normalisation.
Dans une certaine mesure, la distribution de la microstructure sans e´lasticite´ peut eˆtre discute´e
vis-a`-vis des distributions obtenues dans [36] et dans [52]. Dans ces travaux, la me´thode de champ
de phase est utilise´e pour l’e´tude du muˆrissement d’Ostwald de particules solides immerge´es dans
un liquide, respectivement a` 2D et 3D. Les simulations dans [36] sont re´alise´es sur des grilles de
512 × 512 pixels, et le phe´nome`ne de coagulation, non de´sire´, est limite´ par l’introduction d’un
grand nombre de champs d’orientation, pre´cise´mment 30, aﬁn de restreindre les e´ve`nements de
coagulation entre particules repre´sente´es par le meˆme champ de phase. Dans [52], les coagulations
entre particules sont interdites dans le mode`le et les simulations sont conduites sur des grilles de
400× 400× 400 voxels. Le point commun de ces travaux est l’e´tude de l’inﬂuence du taux de phase
sur l’asyme´trie de la distribution, et e´galement sur son exce`s de kurtosis dans [36].
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Dans [36] et [52] respectivement, les microstructures comptent jusqu’a` 200 et 3000 particules a`
l’instant ﬁnal, dont les tailles sont distribue´es en 15 et 23 classes, respectivement. En conside´rant
dans ces travaux les taux de phases comparables a` celui de notre calcul, les asyme´tries des distribu-
tions sont respectivement ne´gatives et positives dans [52] et [36]. De plus, l’exce`s de kurtosis dans
[36] est ne´gatif pour des taux de phase de 0, 5 et 0, 7. Si l’asyme´trie que nous mesurons dans notre
simulation est cohe´rente avec celle de´crite dans [36], les diﬀe´rences d’exce`s de kurtosis avec [36] et
d’asyme´trie avec [52] peuvent avoir plusieurs origines. La premie`re est la coagulation des particules,
qui est interdite dans [52] et restreinte dans [36], tandis que dans nos simulations, dans lesquelles
les 4 champs de phases correspondent a` la pre´sence des 4 variants de la phase γ′, la coagulation
correspond a` des e´ve`nements physiques re´els qu’il faut reproduire. La seconde est que le re´gime de
coalescence est atteint dans les travaux discute´ pre´ce´demment, ce qui n’est pas tout a` fait le cas
de notre simulation.
Nous concluons ce paragraphe en notant que pour les deux microstructures simule´es avec χ =
0 et χ = 0, 16, le grand nombre de pre´cipite´s permet une de´ﬁnition pre´cise de la forme des
distributions de tailles, en comparaison a` celles obtenues avec les me´thodes de champ de phase
classiques. Les distributions obtenues par simulations S-PFM sont comparables a` celles mesure´es
expe´rimentalement. Notamment, la distribution de tailles de la ﬁgure 3.10, pour la microstructure
avec e´lasticite´, posse`de une asyme´trie cohe´rente avec celle de distributions de tailles de pre´cipite´s
γ′ de´termine´es expe´rimentalement dans des superalliages a` base de nickel [67].
3.3.2 Statistiques de l’inﬂuence de l’inhomoge´ne´ite´ en C′
Les simulations conduites dans la sous-section pre´ce´dente ont montre´ que la me´thode S-PFM
permet d’acce´der a` des informations statistiques sur l’e´volution de microstructures. Dans cette
section, nous e´tudions l’inﬂuence de l’inhomoge´ne´ite´ en C ′ sur l’e´volution de la microstructure γ/γ′
a` grande e´chelle, dans la continuite´ du travail re´alise´ par M. Cottura dans [26].
Conside´rons deux microstructures de 10, 24×10, 24 μm2 discre´tise´es sur une grilles CS de 1024×1024
pixels, avec un pas de grille d = 10 nm. Les parame`tres physiques sans dimensions introduits
dans le mode`le sont les meˆmes que ceux utilise´s pre´ce´demment. La premie`re microstructure est
e´lastiquement homoge`ne avec les constantes e´lastiques conside´re´es pre´ce´demment. Dans le cas de
la microstructure e´lastiquement inhomoge`ne, les modules e´lastiques sont ceux re´pertorie´s au tableau
3.2, et entraˆınent une inhomoge´ne´ite´ en C ′ telle que ΔC ′ = 50%. La condition initiale est un de´sordre
sur les champs, et les microstructures pour ΔC ′ = 0% et ΔC ′ = 50% sont repre´sente´es aux instants
t∗ = 10, 50 et 170 a` la ﬁgure 3.11.
Phase C11 C12 C44
γ 197 144 90
γ′ 193 113 132
Tableau 3.2: Modules e´lastiques des phases en GPa pour lesquels ΔC ′ = 50%.
Aux trois instants conside´re´s a` la ﬁgure 3.11, les microstructures homoge`ne et inhomoge`ne sont
proches en termes de formes et d’arrangements des pre´cipite´s. Dans un premier temps, nous
re´alisons une comparaison statistique des tailles, des formes et des alignements de pe´cipite´s. Dans
un second temps, nous nous inte´ressons a` l’e´volution des densite´s de de´fauts de pe´riodicite´ dans
ces deux microstructures.
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t∗ = 10 t∗ = 50 t∗ = 170
Figure 3.11: Microstructures e´tendues en e´lasticite´ homoge`ne (haut) et inhomoge`ne (bas) en C ′.
3.3.2.1 Etude de la taille, de la forme et de l’arrangement
L’e´volution de la fraction volumique, du nombre et du volume moyen des pre´cipite´s au cours du
temps est repre´sente´e a` la ﬁgure 3.12 pour les deux microstructures ΔC ′ = 0% et ΔC ′ = 50%.
La fraction de l’e´quilibre cohe´rent de´termine´e pre´ce´demment dans le cas d’une microstructure
homoge`ne en plaquettes est indique´e.
De meˆme que pour les microstructures e´tendues discute´es a` la sous-section pre´ce´dente, le taux de
phase γ′ chute entre t∗ = 0 et t∗ = 1 dans ces microstructures. De nombreux petits pre´cipite´s se
dissolvent et enrichissent la matrice, ce qui favorise la croissance des pre´cipite´s plus grands. Les
e´volutions de taux de phase γ′ dans les microstructures pour ΔC ′ = 0% et ΔC ′ = 50% sont presques
superpose´es a` tous les instants. fv croˆıt rapidement jusqu’a` t∗ = 10, puis plus lentement jusqu’a`
une valeur proche de fv = 0, 588± 0, 016 a` t∗ = 173. En tenant compte de l’erreur de mesure de fv,
les taux de phase atteints en ﬁn de simulation sont proches de celui de l’e´quilibre cohe´rent.
Dans [26], un taux de phase γ′ le´ge`rement supe´rieur est observe´ pour ΔC ′ = 50% par rapport a`
la microstructure e´lastiquement homoge`ne. L’e´cart de taux de phase rapporte´ dans ces travaux
provient de la diﬀe´rence entre les e´quilibres cohe´rents pour ΔC ′ = 0% et ΔC ′ = 50%. Dans nos
simulations, l’erreur de mesure du taux de phase ne permet pas d’observer cet e´cart entre les
microstructures homoge`ne et inhomoge`ne sur C ′.
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Figure 3.12: Evolution des microstructures e´tendues pour ΔC ′ = 0% et ΔC ′ = 50%.
Conside´rons maintenant l’e´volution du nombre et du volume moyen des pre´cipite´s dans les deux
microstructures (ﬁgure 3.12). De t∗ = 0 a` t∗ = 35, le nombre de pre´cipite´s diminue le´ge`rement plus
rapidement dans la microstructure inhomoge`ne en C ′. Les courbes pour ΔC ′ = 0% et ΔC ′ = 50%
sont superpose´es entre t∗ = 35 et t∗ = 65, puis le nombre de pre´cipite´s diminue plus lentement pour
la microstructure inhomoge`ne que dans le cas homoge`ne, jusqu’a` l’instant ﬁnal. Les e´volutions du
volume moyen des pre´cipite´s sont superpose´es jusqu’a` t∗ = 65, puis l’e´volution de 〈Vp〉 est plus lente
pour ΔC ′ = 50% jusqu’a` t∗ = 173. Ces observations de l’inﬂuence de l’inhomoge´ne´ite´ e´lastique sur
le nombre et le volume moyen des pre´cipite´s sont cohe´rentes avec les re´sultats de´crits dans [26],
ainsi que dans [81, 110]. Ces travaux rapportent une cine´tique d’e´volution microstructurale plus
lente en pre´sence d’inhomoge´ne´ite´ e´lastique.
L’analyse re´alise´e dans [26, 28] a notamment permis de comprendre que l’inhomoge´ne´ite´ en C ′
augmente les re´pulsions e´lastiques a` courte distance entre pre´cipite´s. Ces re´pulsions e´lastiques
s’opposent en partie a` la coagulation de pre´cipite´s voisins de meˆme variants, et explique les
pre´cipite´s plus nombreux et plus petits lorsque ΔC ′ = 50% que pour la microstructure e´lastiquement
homoge`ne. Ainsi, les tendances observe´es sur la ﬁgure 3.12 sont cohe´rentes avec celles rapporte´es
dans [26], bien que moins marque´es. Il est attendu que ces tendances soient plus aﬃrme´es pour des
temps de calculs plus longs.
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De meˆmes que pour les microstructures analyse´es a` la sous-section pre´ce´dente, le rayon e´quivalent
de chaque pre´cipite´ est calcule´ a` l’instant ﬁnal t∗ = 173, et les distributions de tailles correspondantes
sont pre´sente´es a` la ﬁgure 3.12 avec 30 classes. Les distributions sont normalise´es et superpose´es
pour comparer leur forme. Leur moyenne, leur e´cart-type, leur asyme´trie et leur exce`s de kurtosis
sont compare´s dans le tableau 3.3.
Microstructure ΔC ′ = 0% ΔC ′ = 50%
Moyenne 8, 54 d 8, 35 d
Ecart-type 3, 82 d 3, 66 d
Asyme´trie (γ1) 0, 94 0, 93
Exce`s de kurtosis (γ2 − 3) 0, 96 0, 95
Tableau 3.3: Etude statistique des distributions de rayons e´quivalents a` t∗ = 173.
Les temps de simulations atteints ne permettent d’identiﬁer que de le´ge`res variations de forme
des distributions pour ΔC ′ = 0% et ΔC ′ = 50%. Ces observations sont cependant cohe´rentes
avec celles de´crites dans [26]. La moyenne des rayons e´quivalents est supe´rieure dans le cas de
la distribution pour ΔC ′ = 0%, et la comparaison des e´carts-types traduit une distribution de
tailles plus disperse´e pour la microstructure homoge`ne. La distribution de taille est le´ge`rement plus
asyme´trique et aigue¨ en e´lasticite´ homoge`ne, ce qui est cohe´rent avec des tailles de pre´cipite´s plus
grandes que celles obtenues pour ΔC ′ = 50%.
L’inﬂuence du ΔC ′ sur la forme des pre´cipite´s a e´te´ explique´e dans [26, 28]. L’inhomoge´ne´ite´ en C ′
favorise des morphologies de pre´cipite´s cubo¨ıdales plutoˆt qu’en plaquettes, dans une microstructure
a` fort taux de phase γ′. Dans la continuite´ de ce travail, nous nous inte´ressons a` la forme des
pre´cipite´s dans les microstructures e´tendues de la ﬁgure 3.11. Le rapport d’aspect lmin/lmax de
chaque pre´cipite´ est de´termine´ par le ratio de son petit coˆte´ sur son grand coˆte´. La moyenne,
l’e´cart-type et l’asyme´trie des distributions de lmin/lmax sont obtenues a` partir de ces mesures,
pour les microstructures avec ΔC ′ = 0% et ΔC ′ = 50%. L’e´volution de ces grandeurs au cours du
temps est pre´sente´e sur la ﬁgure 3.13.
Conside´rons dans un premier temps l’e´volution des moyennes des distributions de rapports d’aspect.
Pour ΔC ′ = 0% et ΔC ′ = 50%, les valeurs moyennes 〈lmin/lmax〉 sont le´ge`rement supe´rieures a` 0, 8
a` t∗ = 1, et de´croissent toutes les deux jusqu’a` une valeur proche de 0, 77 en ﬁn de simulation.
La moyenne des rapports d’aspect en e´lasticite´ homoge`ne reste globalement supe´rieure a` celle
pour ΔC ′ = 50%. Les tendances rapporte´es a` des temps longs dans [26, 28], ou` la moyenne
de´croˆıt en dessous de 0, 7 pour ΔC ′ = 0% et reste proche de 0, 78 pour ΔC ′ = 50%, ne sont pas
observe´es aux temps atteints par nos simulations. Malgre´ cela, les e´carts-types des distributions de
lmin/lmax traduisent une dispersion des rapports d’aspect supe´rieure dans le cas de la microstructure
e´lastiquement homoge`ne. Les distributions pour ΔC ′ = 0% et ΔC ′ = 50% posse`dent une asyme´trie
ne´gative, ce qui indique qu’elles sont toutes les deux de´cale´es a` droite de leur me´diane et qu’elles
posse`dent une queue de distribution e´tale´e vers la gauche, c.-a`-d. vers des formes de pre´cipite´s
allonge´s. L’asyme´trie de la distribution pour la microstructure homoge`ne est infe´rieure a` celle pour
ΔC ′ = 50%, ce qui re´ve`le un plus grand nombre de pre´cipite´s en plaquettes.
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Figure 3.13: Moyennes, e´carts-types et asyme´tries des rapports d’aspect des pre´cipite´s au cours du temps.
Les analyses de formes de pre´cipite´s dans les simulations de microstructures e´tendues sont cohe´rentes
avec les eﬀets de l’inhomoge´ne´ite´ de C ′ discute´s dans [26, 28]. Dans ces travaux notamment, les
moyennes 〈lmin/lmax〉 sont superpose´es au de´but des simulations quelle que soit l’inhomoge´ne´ite´ en
C ′. Les tendances d’e´volution de´crites pre´ce´demment pour ΔC ′ = 0% et ΔC ′ = 50% n’apparaissent
qu’apre`s un certain temps, lorsque l’inﬂuence du ΔC ′ sur la forme devient signiﬁcative. Par analogie
avec ce travail, il est attendu que les eﬀets de l’inhomoge´ne´ite´ sur la forme des pre´cipite´s dans les
microstructures e´tendues soient davantage marque´s a` des temps de simulations plus longs.
Dans le cadre des me´thodes d’analyse pre´sente´es au chapitre 1, les arrangements de pre´cipite´s des
microstructures e´tendues sont e´tudie´s au moyen de la fonction d’autocorre´lation des barycentres.
Le calcul est restreint aux pre´cipite´s se´pare´s d’une distance infe´rieure a` 128d et les autocorre´lations
obtenues sont pre´sente´es a` la ﬁgure 3.14. Les proﬁls selon [100] des autocorre´lations sont lisse´s avec
un ﬁltre gaussien d’e´cart-type 2d pour faciliter la visualisation, et sont superpose´s pour ΔC ′ = 0%
et ΔC ′ = 50% a` droite de la ﬁgure 3.14. Les autocorre´lations de barycentres des microstructures
e´lastiquement homoge`ne et inhomoge`ne en C ′ sont quasiment identiques, ce qui traduit a` quel
point leurs arrangements de barycentres des pre´cipite´s sont proches. Les proﬁls d’autocorre´lations
permettent l’identiﬁcation de le´ge`res diﬀe´rences, qui sont cependant restreintes au voisinage proche :
les arrangements de barycentres semblent globalement de´corre´le´s au dela` des premiers voisins selon
[100]. Les corre´lations sur les premiers voisins pour ΔC ′ = 50% sont le´ge`rement supe´rieures et a`
plus courte distance que pour la microstructure e´lastiquement homoge`ne.
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Figure 3.14: Autocorre´lations des barycentres des pre´cipite´s de microstructures homoge`ne et inhomoge`ne
sur C ′ a` t∗ = 173. Les proﬁls selon [100] des autocorre´lations sont superpose´s a` droite.
Ces observations sont cohe´rentes avec celles re´alise´es au paragraphe 1.2.2 du chapitre 1, sur
des microstructures issues de simulations de champ de phase classique. De meˆme que pour les
re´sultats discute´s pre´ce´demment, les tendances sont cohe´rentes mais bien moins marque´es que dans
[26, 28]. L’acce`s a` des temps plus longs permettrait de conﬁrmer ces observations. L’analyse des
arrangements de pre´cipite´s soule`ve cependant la question d’un eﬀet de taille de boˆıte de simulation
dans le cas du champ de phase classique. En eﬀet, les conditions aux limites pe´riodiques sont
susceptibles de favoriser voire d’acce´lerer la formation des alignements de pre´cipite´s une fois que la
taille des alignements de´passe la moitie´ de la grille de simulation. Un avantage supple´mentaire de
la me´thode S-PFM par rapport au champ de phase classique, est que cet eﬀet de taille de boˆıte est
susceptible de moins aﬀecter l’e´volution de la microstructure. Ainsi, la me´thode S-PFM permettrait
une e´tude plus juste de la cine´tique de formation des alignements de pre´cipite´s γ′ du fait de leurs
interactions e´lastiques anisotropes.
En re´sume´, les re´sultats pre´sente´s dans ce paragraphe ont montre´ que nous observons, dans nos
simulations de microstructures a` grande e´chelle, une inﬂuence du ΔC ′ cohe´rente avec celle rapporte´e
par M. Cottura et al dans [26, 28], et cela malgre´ les temps de simulation courts.
3.3.2.2 Analyse des densite´s de de´fauts d’alignement
L’inﬂuence de l’inhomoge´ne´ite´ en C ′ sur la stabilite´ de l’arrangement pe´riodique de pre´cipite´s
cubiques a e´te´ e´tudie´e au chapitre 2. Les analyses statiques ont re´ve´le´ la de´pendance de ces eﬀets
au taux de phase γ′. Le ΔC ′ stabilise les petites longueurs d’onde du mode transverse instable selon
[ζ, ζ, 0] avec le taux de phase, et aﬀecte la cine´tique de de´veloppement et l’expression de l’instabilite´
longitudinale selon [ζ, 0, 0]. Au moyen de simulations de champ de phase classiques, le changement
de forme des pre´cipite´s observe´ en e´lasticite´ homoge`ne ne se produit pas lorsque ΔC ′ = 50%. Le
mode introduit dans l’arrangement est ﬁge´ a` l’amplitude et a` la longueur d’onde initiale, et la
croissance de modes longitudinaux instables selon [ζ, 0, 0] a` courtes longueurs d’onde est observe´e.
Dans ce paragraphe, l’inﬂuence du ΔC ′ est e´tudie´e vis-a`-vis de l’e´volution des densite´s de de´fauts de
pe´riodicite´, dans les microstructures e´tendues de la ﬁgure 3.11. En utilisant la me´thode pre´sente´e
au chapitre 1, les phases ψx et ψy des microstructures sont calcule´es et les modulations f ix(r) et
f iy(r) du fondamental sont de´compose´es.
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Les de´fauts de pe´riodicite´ sont de´tecte´s automatiquement par le calcul des squelettes des modulations,
qui renseignent sur leur position ainsi que sur leur type (branche ou macro-dislocation). A titre
d’exemple, la de´composition des modulations de la microstructure avec ΔC ′ = 50% a` t∗ = 170 est
pre´sente´e dans la ﬁgure 3.15. Sur cette ﬁgure, le fondamental f ix(r)×f iy(r) montre une reconstruction
satisfaisante de la microstructure initiale sur la ﬁgure 3.11, malgre´ la perte de certains pre´cipite´s
de petites tailles et la perte de ﬁns couloirs de matrice.
f ix(r) f
i
x(r)× f iy(r) f iy(r)
Figure 3.15: Modulations f ix(r) et f
i
y(r) du fondamental et reconstruction f
i
x(r)×f iy(r) de la microstructure
pour ΔC ′ = 50%, a` t∗ = 170.
Sans re´aliser de distinction entre les de´fauts de pe´riodicite´ horizontale et verticale, le nombre
de branches et de macro-dislocations dans les modulations est de´termine´ a` chaque instant des
simulations pour ΔC ′ = 0% et ΔC ′ = 50%. Les densite´s ρ de de´fauts correspondantes sont obtenues
en divisant le nombre de de´fauts par la taille du syste`me. L’e´volution des densite´s de de´fauts au
cours du temps est pre´sente´ pour les microstructure homoge`ne et inhomoge`ne dans la ﬁgure 3.16.
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Figure 3.16: Evolutions des densite´s de branches et de macro-dislocations dans les microstructures homoge`ne
et inhomoge`ne en C ′. Lignes continues : ajustements en lois de puissance ρ0tn.
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Des courbes d’e´quations ρ(t) = ρ0tn sont ajuste´es sur les e´volutions de densite´s de de´fauts, et
les exposants n sont indique´s dans la le´gende de la ﬁgure. Conside´rons dans un premier temps
l’e´volution des densite´s de macro-dislocations. Ces densite´s, pour ΔC ′ = 0% et ΔC ′ = 50%, sont
presque superpose´es a` tous les instants. Elles diminuent jusqu’a` atteindre une valeur proche de
2, 4μm−2 en ﬁn de simulation. La superposition de ces courbes sugge`re que l’inhomoge´ne´ite´ en C ′
n’a pas d’inﬂuence sur l’e´volution de la densite´ de macro-dislocations dans la microstructure γ/γ′.
La diminution des densite´s de branches s’eﬀectue a` des vitesses diﬀe´rentes suivant l’inhomoge´ne´ite´
en C ′. Les courbes ρ(t) = ρ0tn ajuste´es sur ces densite´s ont des exposants n =−0, 3544 et n =−0, 3713,
respectivement pour ΔC ′ = 50% et ΔC ′ = 0%. Ainsi, cette densite´ diminue plus rapidement pour
ΔC ′ = 50% que dans le cas homoge`ne. Sachant que les e´ve`nements de cre´ation et d’annihilation
de de´fauts sont confondus dans les courbes de la ﬁgure 3.16, la diﬀe´rence d’e´volution des densite´s
de branches peut eˆtre explique´e simplement par les eﬀets du ΔC ′ de´crits dans [26]. La cre´ation de
branches re´sulte le plus souvent de coagulations de pre´cipite´s voisins de meˆmes variants. Sachant
que l’inhomoge´ne´ite´ de C ′ augmente les re´pulsions e´lastiques a` courtes distances entre pre´cipite´s
voisins et s’oppose a` ce genre de coagulations, il est attendu que moins de branches soient ainsi cre´e´es
dans la microstructure avec ΔC ′ = 50%. A l’instant ﬁnal, les densite´s de branches pour ΔC ′ = 0%
et ΔC ′ = 50% ont diminue´ jusqu’a` des valeurs proches de 3, 8μm−2 et 3, 5μm−2 respectivement.
Les courbes de la ﬁgure 3.16 montrent que les densite´s de de´fauts diminuent au cours du temps
quel que soit leur type. Notamment, il y a une densite´ de branches environ 1, 5 fois supe´rieure a`
celle des macro-dislocation dans les deux microstructures a` t∗ = 173. La diminution des densite´s de
macro-dislocations est sensiblement plus rapide que celle des densite´s des branches, ce qui peut eˆtre
explique´ par la taille des pre´cipite´s a` proximite´ des de´fauts, comme il a e´te´ discute´ au chapitre 2.
En eﬀet, les macro-dislocations tendent a` eˆtre localise´es sur des pre´cipite´s de petites tailles, tandis
que la position des branches co¨ıncide ge´ne´ralement avec les pre´cipite´s plus grands.
L’analyse des densite´s de de´fauts est comple´te´e des courbes de la ﬁgure 3.17 ou` nous pre´sentons
l’e´volution du nombre de de´fauts par pre´cipite´, inde´pendamment de leur type, en fonction du ΔC ′.
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Figure 3.17: Evolution du nombre de de´fauts (branches et macro-dislocations) par pre´cipite´, dans les
microstructures homoge`ne et inhomoge`ne en C ′.
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Conside´rons l’e´volution du nombre de de´fauts par pre´cipite´ en fonction de l’inhomoge´ne´ite´ en C ′.
Sur ces courbes, les nombres de de´fauts tiennent compte a` la fois des branches et des macro-
dislocations. Pour les deux microstructures, le nombre de de´fauts par pre´cipite´ diminue au cours
du temps, et semble atteindre un plateau vers les temps les plus longs. Il apparait sur les courbes de
la ﬁgure 3.17 que le plateau est atteint le´ge`rement plus rapidement dans le cas de la microstructure
inhomoge`ne en C ′. Un nombre de de´fauts par pre´cipite´ constant au dela` d’un certain temps pourrait
correspondre a` un re´gime permanent, qui indiquerait que le syste`me devient invariant a` une e´chelle
de temps ou de longueur pre`s. Cette hypothe`se pourrait e´galement eˆtre conﬁrme´e par l’analyse des
de´fauts de pe´riodicite´ dans la microstructure γ/γ′ a` des temps plus longs.
Notons, en conclusion de cette analyse, que l’e´tude des densite´s de de´fauts d’alignement dans
les microstructures simule´es est un parfait exemple d’analyse statistique rendue possible par la
me´thode S-PFM. Une perspective de ce travail consiste a` e´tudier les corre´lations des de´fauts, leur
trajectoire, ainsi que leur vitesse de migration dans la microstructure.
3.3.3 Synthe`se des simulations a` grande e´chelle
Nous concluons cette section par une synthe`se des simulations de la microstructure γ/γ′ re´alise´es a`
grande e´chelle, graˆce a` la me´thode de champ de phase S-PFM. Les simulations de microstructures
avec et sans e´lasticite´ ont prouve´ que la me´thode S-PFM donne acce`s a` des informations statistiques
sur l’e´volution des microstructures, notamment en pre´sence d’e´lasticite´. Les distributions en classes
de tailles obtenues ont une forme bien de´ﬁnie, en raison des grands nombres de pre´cipite´s simule´s.
Notons, dans le cas des microstructures simule´es avec e´lasticite´, que nous obtenons des distributions
de tailles avec une asyme´trie cohe´rente avec celle des distributions issues de l’expe´rience.
Dans un second temps, nous avons re´alise´ une e´tude statistique des eﬀets de l’inhomoge´ne´ite´ en C ′
sur la microstructure γ/γ′. Nous observons dans nos simulations une inﬂuence du ΔC ′ sur la taille,
la forme et l’arrangement des pre´cipite´s qui est cohe´rente avec celle rapporte´e par M. Cottura et al
[26, 28]. Nous nous inte´ressons ﬁnalement a` l’inﬂuence de l’inhomoge´ne´ite´ en C ′ sur l’e´volution des
densite´s de de´fauts d’alignement dans la microstructure γ/γ′. Les courbes obtenues sugge`rent que
le ΔC ′ n’a pas d’inﬂuence sur les densite´s de macro-dislocations jusqu’au dernier instant conside´re´.
Les diﬀe´rences d’e´volution pour les branches ont e´te´ explique´es par l’augmentation des re´pulsions
e´lastiques a` courte distance induite par le ΔC ′, qui tend a` limiter la formation de paires de branches
par coagulation de pre´cipite´s voisins de meˆme variant. L’analyse des de´fauts doit eˆtre poursuivie,
et e´tendue a` 3D, en vue de de´velopper une mode´lisation de la microstructure γ/γ′ a` une e´chelle
supe´rieure par une description de la dynamique des de´fauts de pe´riodicite´. L’e´tude statistique des
de´fauts que nous avons pre´sente´ est un parfait exemple d’analyse rendue possible par la me´thode
de champ de phase S-PFM.
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3.4 Conclusions et perspectives
L’objectif du travail pre´sente´ dans ce chapitre est de simuler l’e´volution de microstructures a` grande
e´chelle et sous l’inﬂuence de l’e´lasticite´, pour l’analyse statistique de la dynamique des de´fauts de
pe´riodicite´ de la microstructure γ/γ′.
La me´thode de champ de phase S-PFM ge´ne´rant des interfaces invariantes par translation quelle
que soit leur e´paisseur a e´te´ introduite, ainsi que la me´thode pour re´cupe´rer une invariance par
rotation pre´cise. Le couplage de champs conserve´ et non-conserve´ a e´te´ pre´sente´, ainsi que l’approche
multichamps permettant de de´crire les variants de translation de la phase γ′. Le couplage de
l’e´lasticite´ a e´te´ de´crit et discute´ en termes de stabilite´ du sche´ma de re´solution de l’e´quilibre
me´canique. L’optimisation du laplacien discret re´alise´e dans ces travaux de the`se a conduit a` une
calibration qui induit une perte de sphe´ricite´ de l’ordre de 2%, acceptable pour les petites tailles
de pre´cipite´s simule´es ensuite.
Des microstructures comptant plusieurs milliers de pre´cipite´s ont e´te´ mode´lise´es graˆce a` la me´thode
S-PFM, lorsque les me´thodes de champ de phase classiques ne permettent d’en mode´liser que
quelques centaines. Ces re´sultats prouvent l’inte´reˆt de cette nouvelle me´thode, dans la mesure ou`
elle donne acce`s a` des informations statistiques sur l’e´volution d’une microstructure en pre´sence
d’e´lasticite´. En termes de distributions de tailles de pre´cipite´s, les statistiques obtenues permettent
une comparaison directe et quantitative des simulations de champ de phase a` l’expe´rience, ou encore
aux approches en classes de tailles.
Nous observons une inﬂuence de l’inhomoge´ne´ite´ en C ′ cohe´rente avec celle de´crite dans des travaux
ante´rieurs sur la taille, la forme et l’arrangement spatial des pre´cipite´s γ′. Une premie`re analyse
statistique des densite´s de de´fauts de pe´riodicite´ a e´te´ rendue possible par la me´thode S-PFM. Ainsi,
la me´thode S-PFM permet inde´niablement d’acce´der a` des informations statistiques sur l’e´volution
de la microstructure γ/γ′, qui sont indispensables pour poursuivre l’e´tude des de´fauts d’alignement
des pre´cipite´s γ′ a` grande e´chelle.
Nous discutons maintenant les perspectives du travail pre´sente´ dans ce chapitre, et nous pre´sentons
certains travaux pre´liminaires qui ont de´ja` e´te´ re´alise´s.
La premie`re perspective du travail pre´sente´ dans ce chapitre consiste a` poursuivre a` 3D la mode´lisa-
tion de microstructures a` grande e´chelle. A titre d’exemple, nous pre´sentons a` la ﬁgure 3.18 plusieurs
instants d’une simulation 3D de microstructure γ/γ′ en e´lasticite´ homoge`ne. La microstructure est
discre´tise´e sur un re´seau CFC de 496 × 496 × 496 voxels, et les champs φp sont repre´sente´s avec
diﬀe´rentes couleurs dans le rhomboe`dre de la simulation. Le champ c est repre´sente´ a` droite, apre`s
avoir re´plique´ sa valeur selon les directions pe´riodiques du re´seau, jusqu’a` remplir le cube contenant
le rhomboe`dre.
L’interface e´troite dans cette simulation est de´crite par d/w = 3, et son e´paisseur 2w = 2d/3 est
infe´rieure au pas de grille. Le laplacien discret est ponde´re´ par un couple (γ2, γ3) identiﬁe´ dans [37],
qui assure l’invariance par rotation de l’interface e´troite dans la grille CFC. De meˆme que pour les
microstructures e´tendues a` 2D, les microstructures de la ﬁgure 3.18 posse`dent un grand nombre
de pre´cipite´s et donnent ainsi acce`s a` une statistique ﬁable de l’e´volution de microstructures en
pre´sence d’e´lasticite´.
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t∗ = 5
t∗ = 14
t∗ = 56
Figure 3.18: Evolution d’une microstructure e´tendue en e´lasticite´ homoge`ne, discre´tise´e sur un re´seau CFC.
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3. Mode´lisation champ de phase de microstructures a` grande e´chelle
La seconde perspective de ce travail consiste a` e´tendre a` 3D l’e´tude de l’organisation des de´fauts de
pe´riodicite´ des microstructures γ/γ′. La me´thode d’analyse par phases de´crite au chapitre 1 peut
eˆtre ge´ne´ralise´e a` 3D sans diﬃculte´. Une attention particulie`re doit cependant eˆtre apporte´e aux
re´gions de la microstructure ou` le champ est constant (plateaux de pre´cipite´ ou de matrice).
Nous illustrons l’analyse par phases a` 3D sur une microstructure γ/γ′ simule´e en champ de phase
S-PFM sur une grille CFC de 256 × 256 × 256 voxels et avec ΔC ′ = 50%. De meˆme que pour la
microstructure pre´sente´e a` la ﬁgure 3.18, le champ c est re´plique´ jusqu’a` remplir le cube contenant
le rhomboe`dre de la simulation. A titre d’exemple, nous re´alisons une analyse par phases 2D d’une
coupe de la microstructure 3D, en ry = ly qui correspond au bord du cube contenant la grille
rhomboe´drique. Les phases ψx et ψy sont calcule´es, et la reconstruction du fondamental de la
microstructure est pre´sente´e a` la ﬁgure 3.19.
c(rx, ly, rz) f
i
x(rx, ly, rz)× f iy(rx, ly, rz)
Figure 3.19: Coupe d’une microstructure 3D issue d’une simulation S-PFM sur une grille CFC et
reconstruction au fondamental par le calcul des phases ψx et ψy a` 2D.
De meˆmes que pour les reconstructions discute´es pre´ce´demment, certaines informations de´crites
par de hautes fre´quences sont perdues dans le ﬁltre passe-bas pre´ce´dant le calcul des phases. La
reconstruction du fondamental est cependant satisfaisante en termes de formes et d’arrangement
des pre´cipite´s et permet une identiﬁcation pre´cise de la position des de´fauts et de leur type.
Les phases ψx, ψy et ψz sont calcule´es et la reconstruction f ix(r) × f iy(r) × f iz(r) du fondamental
de la microstructure est pre´sente´e a` la ﬁgure 3.20 ainsi que les modulations f ii(r) et les produits
f ii(r)×f ij(r). Ces re´sultats pre´liminaires re´ve`lent la possibilite´ de de´terminer la position et le type de
de´faut de pe´riodicite´ en calculant les squelettes des modulations f ii(r) et des produits de modulations
f ii(r)× f ij(r).
Caracte´riser l’arrangement et la dynamique des de´fauts a` 3D permettrait de mieux comprendre leur
importance dans l’e´volution de la microstructure γ/γ′, et de de´terminer s’ils tendent a` s’organiser
sous forme de lignes ou de boucles. Cette e´tude permettrait notamment de conﬁrmer que les
de´fauts de pe´riodicite´ sont des observables pertinentes sur lesquelles construire une mode´lisation
de la microstructure γ/γ′ a` une e´chelle supe´rieure.
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c(r) c(r) apre`s ﬁltre passe-bas f ix(r)× f iy(r)× f iz(r)
f ix(r) f
i
y(r) f
i
z(r)
f iy(r)× f iz(r) f ix(r)× f iz(r) f ix(r)× f iy(r)
Figure 3.20: Analyse par phases ψx, ψy et ψz d’une microstructure issue d’une simulation S-PFM a` 3D
sur un re´seau CFC. Le champ c est repre´sente´ dans le cube contenant le rhomboe`dre, puis apre`s application
d’un ﬁltre passe bas qui lui donne un aspect diﬀus.
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Cette the`se est une contribution a` l’e´tude de l’inﬂuence de l’e´lasticite´ sur la microstructure des
superalliages monocristallins. Plus spe´ciﬁquement, nous avons e´tudie´ la formation et la dynamique
des de´fauts de pe´riodicite´ dans l’arrangement des pre´cipite´s, par des calculs e´nerge´tiques semi-
analytiques et par l’utilisation de plusieurs mode`les de champ de phase.
Apre`s une pre´sentation d’une me´thode de champ de phase classique au chapitre 1, nous avons
propose´ une me´thode originale d’analyse de la microstructure γ/γ′. Cette me´thode est issue de
la phe´nome´nologie des structures hors-e´quilibre. L’arrangement des pre´cipite´s est de´crit comme
le produit de de´veloppements d’un nombre limite´ de modes de Fourier (de´crivant le re´seau de
re´fe´rence), qui sont localement de´phase´s. Nous avons montre´ que ces phases ge´ome´triques ψi(r)
permettent de caracte´riser eﬃcacement les de´fauts de la microstructure. Plus pre´cise´ment, cette
me´thode conduit a` une de´composition de la microstructure γ/γ′ en modulations f ii(r) selon chacune
des directions cubiques. Le calcul du squelette de ces modulations permet alors une de´tection
automatique de la position et du type des de´fauts de pe´riodicite´ : branche, macro-dislocation, ...
Cette approche, que nous avons mise en oeuvre a` 2D, est e´galement applicable a` 3D. Elle est
utilisable aussi bien pour l’analyse de microstructures expe´rimentales que simule´es.
La premie`re partie du chapitre 2 est consacre´e a` une analyse de stabilite´ d’un arrangement pe´riodique
de pre´cipite´s γ′ identiques. A partir de cet arrangement, la de´marche suivie consiste a` calculer, dans
l’espace de Fourier, la variation d’e´nergie associe´e a` de faibles de´placements des pre´cipite´s. Dans le
cas d’une microstructure constitue´e d’inclusions sphe´riques avec un taux de phase fv = 37%, nous
retrouvons le re´sultat de la litte´rature selon lequel l’e´nergie e´lastique de conﬁguration augmente quel
que soit le mode de perturbation applique´ a` l’arrangement. Ceci traduit la stabilite´ de l’arrangement
pe´riodique de sphe`res. Nous montrons ensuite que ce re´sultat change quand on modiﬁe la forme des
pre´cipite´s. Pour des pre´cipite´s de forme cubique, l’analyse montre l’existence de modes conduisant
a` une diminution de l’e´nergie de la microstructure. Les deux principaux sont le mode L longitudinal
selon τ = [ζ, 0, 0] et le mode T2 transverse selon τ = [ζ, ζ, 0] associe´ au vecteur propre [11¯0].
L’analyse de stabilite´ statique de l’arrangement est comple´te´e par des simulations champ de phase
qui permettent d’acce´der a` la cine´tique d’e´volution des modes de perturbation, et de s’aﬀranchir
des hypothe`ses de faibles de´placements et de formes constantes des pre´cipite´s. Nous e´tudions
l’e´volution microstructurale lors d’un recuit isotherme a` partir d’arrangements perturbe´s selon les
deux principales instabilite´s L et T2 identiﬁe´s dans l’analyse de stabilite´ statique. On observe un
changement de la forme des pre´cipite´s, mais pas de leur position : la modulation de l’arrangement
est ﬁge´e a` la longueur d’onde et a` l’amplitude initiales. Le de´veloppement des modes instables
permet de mieux comprendre l’observation des de´fauts dans les arrangements des pre´cipite´s γ′ tels
que les branches, les macro-dislocations et les motifs en chevrons.
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L’inﬂuence du taux de phase γ′ et de l’inhomoge´ne´ite´ du module C ′ sur la stabilite´ de l’arrangement
est e´tudie´e dans un second temps pour des pre´cipite´s de forme cubique. Nous montrons que
le mode L selon τ = [ζ, 0, 0] est instable pour toutes les longueurs d’onde et quelle que soit la
fraction volumique. Les petites longueurs d’onde du mode transverse instable selon τ = [ζ, ζ, 0] sont
stabilise´es a` mesure que le taux de phase augmente. Cet eﬀet est lie´ a` l’e´crantage progressif des
interactions e´lastiques lorsque fv croˆıt, et est cohe´rent avec l’absence de motifs en chevrons dans les
microstructures a` forte fraction de phase γ′. Des calculs e´nerge´tiques montrent que l’introduction
d’une inhomoge´ne´ite´ du module C ′ (ΔC ′ > 0) de´stabilise encore plus le mode longitudinal [ζ, 0, 0]
mais diminue la plage d’instabilite´ du mode T2 [ζ, ζ, 0]. Enﬁn, des simulations champ de phase en
e´lasticite´ inhomoge`ne montrent que pour ΔC ′ = 50% la cine´tique de de´veloppement de l’instabilite´
L est plus lente qu’en e´lasticite´ homoge`ne, et que son expression est davantage marque´e par une
e´volution de la position des pre´cipite´s que par celle de leur forme. L’amplitude du mode initial est
ﬁge´e au cours du temps, et des modes longitudinaux instables croissent a` plus petites longueurs
d’onde.
La dernie`re section du chapitre 2 est consacre´e a` la dynamique des de´fauts de pe´riodicite´. Des
simulations champ de phase re´alise´es dans [26] sont analyse´es par le calcul des phases et la
de´composition des modulations du fondamental de la microstructure. Au cours d’un recuit isotherme,
la cre´ation et l’annihilation de paires de macro-dislocations sont mises en e´vidence et surviennent
selon un me´canisme de monte´e par la dissolution progressive de range´es de pre´cipite´s. L’annihilation
de paires de branches est observe´e par monte´e dans une meˆme range´e, mais e´galement par un
me´canisme de glissement des de´fauts entre range´es voisines. Au cours d’un chargement en ﬂuage,
nous avons montre´ sur les simulations de [26] que les de´fauts de pe´riodicite´ de la microstructure
initiale et de la structure en radeaux co¨ıncident. Ce maintien des de´fauts de modulation pendant
la mise en radeaux sugge`re que l’organisation des de´fauts a` l’application du chargement de´termine
la connexite´ initiale de la structure en radeaux [23, 24].
Le chapitre 3 est consacre´ a` la mode´lisation de microstructures e´tendues en pre´sence d’e´lasticite´,
selon la me´thode de champ de phase S-PFM re´cemment propose´e dans [37]. Apre`s une description
de´taille´e de la me´thode S-PFM, nous mode´lisons des microstructures comptant plusieurs milliers de
pre´cipite´s, sans et avec e´lasticite´. L’analyse de ces microstructures permet d’obtenir des distributions
de tailles des pre´cipite´s directement comparables a` celles issues de l’expe´rience. En pre´sence d’e´lasti-
cite´, la distribution en classes de tailles obtenue a` l’instant ﬁnal posse`de une asyme´trie cohe´rente
avec des mesures expe´rimentales re´alise´es dans des superalliages. Ces re´sultats montrent que la
me´thode S-PFM permet d’acce´der a` des informations statistiques sur l’e´volution de microstructures
en pre´sence d’e´lasticite´. Dans un second temps, et dans la continuite´ du travail re´alise´ dans [26],
une analyse statistique des eﬀets de l’inhomoge´ne´ite´ de C ′ sur la microstructure γ/γ′ est re´alise´e
en champ de phase S-PFM. L’inﬂuence du ΔC ′ mesure´e sur le nombre de pre´cipite´s, sur leur taille
moyenne, sur leur forme et sur les corre´lations spatiales de leur barycentre dans la microstructure
e´tendue est cohe´rente avec les observations eﬀectue´es dans [26].
La dernie`re partie du chapitre 3 est consacre´e a` l’e´tude des densite´s de de´fauts de pe´riodicite´ dans
des microstructures homoge`ne et inhomoge`ne sur C ′. Dans ces microstructures, les nombres de
branches et de macro-dislocations sont de´termine´s sur les squelettes des modulations. L’e´volution
des densite´s correspondantes au cours du temps est e´tudie´e sans distinction des e´ve´nements de
cre´ation et d’annihilation de de´fauts.
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En e´lasticite´ homoge`ne et inhomoge`ne, les densite´s de macro-dislocations diminuent sensiblement
plus rapidement que celles des branches. Ce re´sultat est explique´ par la tendance des macro-
dislocations a` eˆtre localise´es sur les petits pre´cipite´s dont l’e´volution (dissolution ou coagulation)
dans la microstructure est rapide devant celle des pre´cipite´s plus grands sur lesquels sont ge´ne´rale-
ment localise´es les branches. La densite´ de branches diminue plus lentement dans la microstructure
e´lastiquement homoge`ne que dans la microstructure avec ΔC ′ = 50%. Cette diﬀe´rence est explique´e
par l’augmentation des re´pulsions e´lastiques a` courte distance entre pre´cipite´s dans le cas inhomoge`ne
[26] : la coagulation de pre´cipite´s voisins de meˆme variant, conduisant a` la formation de paires de
branches, est de´favorise´e lorsque ΔC ′ = 50%. L’e´volution des densite´s de de´fauts de pe´riodicite´ dans
la microstructure γ/γ′ est un parfait exemple d’analyse statistique rendue possible par la me´thode
de champ de phase S-PFM. Des simulations de microstructures e´tendues avec e´lasticite´ sont en
cours en discre´tisation CFC a` 3D, et les premiers re´sultats sont pre´sente´s a` la ﬁn du chapitre 3. Les
microstructures obtenues posse`dent un grand nombre de pre´cipite´s, et ouvrent la possibilite´ d’une
analyse statistique de l’e´volution de la microstructure γ/γ′ a` 3D. La me´thode d’analyse par phases
que nous avons de´veloppe´ est ge´ne´ralisable sans diﬃculte´ et permettrait d’e´tudier l’organisation et
la dynamique des de´fauts de pe´riodicite´ dans la microstructure a` 3D.
Plusieurs perspectives sont conside´re´es dans la continuite´ de ces travaux de the`se aﬁn de mieux
comprendre l’inﬂuence de l’e´lasticite´ sur la microstructure γ/γ′, ainsi que le roˆle fondamental que
semblent jouer les de´fauts de pe´riodicite´ dans son e´volution.
La premie`re perspective porte sur l’analyse par phases ge´ome´triques de la microstructure γ/γ′ que
nous avons propose´ au chapitre 1. Dans un premier temps, la pre´cision de la me´thode pourrait
eˆtre ame´liore´e en tenant compte des harmoniques d’ordres supe´rieures ou en postulant une forme
diﬀe´rente du produit des de´veloppements en se´ries de Fourier utilise´ pour de´crire la microstructure
en cubo¨ıdes. Cette me´thode pourrait eˆtre applique´e a` l’e´tude syste´matique des de´fauts de pe´riodicite´
dans des microstructures expe´rimentales dans un second temps. Enﬁn, le calcul des squelettes des
modulations de microstructures 3D issues de l’expe´rience et des simulations de champ de phase
permettrait de de´terminer si les de´fauts de pe´riodicite´ tendent a` s’organiser sous formes de lignes
ou de boucles, dont il serait alors ne´cessaire de caracte´riser la dynamique.
La seconde perspective consiste a` ame´liorer les calculs de stabilite´ des arrangements de pre´cipite´s γ′
en travaillant sur deux points. Le premier consiste, dans le cadre d’une analyse statique, a` aller au-
dela` de l’hypothe`se de forme constante des pre´cipite´s en utilisant une description base´e a` la fois sur
leur position et un parame`tre de´crivant leur forme. Cette extension apparaˆıt importante puisque les
simulations champ de phase que nous avons re´alise´es ont montre´ l’existence d’instabilite´s couplant
changements de forme et de position des pre´cipite´s. La seconde piste d’ame´lioration, plus ardue,
consiste a` aller au dela` de l’analyse statique en eﬀectuant une analyse de stabilite´ dynamique,
c’est a` dire en partant de l’e´quation cine´tique de´crivant l’e´volution des pre´cipite´s. Cette extension
est ne´cessaire pour pre´dire la vitesse de croissance des modes instables. Elle permettrait ainsi de
mieux comprendre les simulations re´alise´es au chapitre 2, dans lesquelles des instabilite´s de courtes
longueurs d’onde se de´veloppent pre´fe´rentiellement a` l’instabilite´ de grande longueur d’onde initiale.
Le de´veloppement re´cent de la me´thode S-PFM ouvre e´galement de nombreuses perspectives dans
l’e´tude des superalliages base nickel. Comme nous l’avons montre´, l’eﬃcacite´ nume´rique de cette
me´thode permet des e´tudes plus syste´matiques en trois dimensions.
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Ceci est d’autant plus essentiel que des progre`s importants ont re´cemment e´te´ re´alise´s dans la
caracte´risation expe´rimentale en trois dimensions de ces microstructures, notamment graˆce a` la
tomographie dans un MEB/FIB (“me´thode slice-and-view”). Des comparaisons simulations-expe´-
riences en trois dimensions permettront d’approfondir les connaissances sur ces alliages. Notons
que ces e´tudes pourront s’appuyer sur les descriptions en phases ge´ome´triques de´veloppe´es dans ce
travail.
La dernie`re perspective de ce travail consiste a` de´velopper un mode`le de´crivant la dynamique des
de´fauts de pe´riodicite´ dans la microstructure γ/γ′, qui permettrait un changement d’e´chelle dans la
mode´lisation de l’e´volution des microstructures dans les superalliages monocristallins. Ce mode`le
pourrait s’inspirer de me´thodes de champ de phase de´veloppe´es pour la monte´e des dislocations.
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