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Abstract
Reliable in-situ thermal characterisation allows to study the actual thermal performance of building components rather than the
theoretical performance calculated from thermal properties of the constituent material layers. The most generally accepted method
for in-situ thermal characterisation is the average method as described in ISO 9869. However, due to steady-state assumptions, the
method’s applicability can require long measurement periods and is often seasonally bounded. A correction for storage effects might
shorten the required measurement time spans for the average method, but will not eliminate the seasonally bounded limitations.
More advanced dynamic data analysis methods, such as regression modelling, ARX-modelling or stochastic grey-box modelling,
can be used to overcome these difficulties. In this paper, a comparison between several semi-stationary and dynamic data analysis
methods typically used for the thermal characterisation of building components from on-site measurements is made. Thereby,
special attention is given to the reliability of the methods thermal resistance estimates when confronted with data sets of limited
measurement time spans and different seasonal boundary conditions. First, the methods’ performances are assessed for simulated
measurements of a south-facing insulated cavity wall in a moderate European climate. Subsequently, the performances are examined
for actual measurement data of a similar test wall.
Keywords: in-situ measurements, thermal characterisation, building component testing, average method, correction for storage
effects, regression modelling, ARX-modelling, stochastic grey-box modelling
1. Introduction
In current thermal performance assessments of buildings,
the thermal quality of a building’s fabric is appraised in a
theoretical way. The fabric’s performance is determined from
the thermal properties of the constituent building components5
and their material layers. These properties, however, are
theoretical values obtained from standards and product infor-
mation. They do not account for the effects of workmanship
issues, air infiltration, moisture migration, the use of different
materials than the designated ones, etc. Consequently, the10
actual thermal performance might deviate significantly from
the labelled one [1, 2, 3, 4]. In order to assess the actual rather
than the theoretical thermal quality of building components,
performance labels should be based on the thermal properties
of building components as-built, i.e. properties estimated15
from on-site measurements. Hence, by relying on measured
rather than theoretical values, a major source of uncertainty
in the assessment of the thermal quality of building envelopes
could be eliminated. Moreover, knowledge of as-built thermal
properties could be used repressively to assure qualitative20
workmanship in the building industry.
The main challenge of characterising building components
from on-site measurements is the presence of outdoor weather
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conditions. As the outdoor climate is intrinsically dynamic,
it will complicate the estimation of an in essence stationary25
paramater such as the thermal resistance. Also, climatic
conditions have a seasonally different appearance, demanding
widely applicable data analysis methods. Hence, the extent
to which data analysis methods are able to cope with these
varying climatic conditions, will determine their practical30
applicability.
The most generally accepted method for the thermal charac-
terisation of building components in-situ is the average method,
described in ISO 9869 [5]. This method estimates the thermal
resistance of a building component from measurements of35
the heat flow rate through the internal face of the component
and from measurements of the (air or surface) temperatures
on both sides of the component. Essentially, the average
method is based on stationary boundary conditions. Yet, those
are never encountered on site in practice and as a result the40
average method relies on averaged data as an approximation
for measurements under stationary conditions. For the method
to be valid, the averages should be taken over a sufficiently
long period of time. This might limit the practical applicability
of the method, as one usually wants as shortest measurement45
time spans as possible [6, 7]. Next to that, the method is only
valid when the heat flux through the element is negligible when
compared to the change of heat storage in the component. This
condition is typically hard to reach during the summer period.
As a result, the application of the method is often seasonally50
bounded [6, 7]. Or, in other words, the method is boundary
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condition dependent.
To improve the method’s performance, the International
Standard ISO 9869 suggests a correction for storage effects.
The latter is most relevant for structures with a high R-value55
and high thermal mass and involves a rectification of the
measured heat flow rates according to the thermal storage
capacities of the element. According to the standard, this cor-
rection reduces the required measurement time. Nevertheless,
in essence, the method remains a semi-stationary analysis60
method with boundary condition dependencies, rather trying
to cancel out the occurring dynamics inherent to the in-situ
measurements than to include them in the analysis.
Yet, in contrast with these quasi-stationary methods, more
advanced dynamic data analysis techniques are developed to65
cope with the inherently dynamic character of in-situ measure-
ments. These data analysis methods include the fluctuations
of the heat flux and temperature measurements in the analysis
rather than to cancel them out. All methods are based on
inverse modelling techniques, meaning that data-driven models70
are constructed from the available measurement data of the
studied building component. The estimated models then reveal
information on the thermal performance of the studied building
component.
In the context of in-situ thermal characterisation, one of the75
first dynamic methods to analyse heat flux and temperature
measurements was proposed by [8, 9, 10, 11]. Their suggested
approach models the heat flux through the studied building
component by a stationary and a transient part. This transient
part is aimed at covering the influences of the varying climatic80
conditions exciting the building component, so that the steady-
state behaviour can be isolated in the stationary part. By fitting
this model to the heat flux measurements using a multiple linear
regression, the thermal conductance of the studied building
element can be estimated. In essence, the stationary part of85
the model is linked to the momentary temperature differences
over the component and thus to the thermal conductance, while
the transient part takes into account several time constants
connected to in- and external temperatures changes in the past
at both sides of the component. This dynamic analysis method90
is described in Annex B of ISO 9869. Also, a very similar
approach, based on the same principles but excluding the use
of time constants is described in [12, 13].
Further evolution in dynamic data analysis of in-situ mea-
surements led to the use of more general AR(MA)X-models95
[14, 15]. The latter also resurfaced more recently in the
context of the thermal characterisation of building components
[16, 17]. ARX-models are completely black-box, meaning
that the model parameters have no direct physical meaning. In
essence, ARX-models describing the heat transfer in building100
components model the heat flux at a certain moment in time in
function of the measured temperatures at that moment and in
function of measured temperatures and heat fluxes in the past.
By means of multiple linear regression, these ARX-models can
be fitted to the heat flux measurements. Although the estimated105
model parameters have no direct physical significance, the gain
of the model gives information on the stationary behaviour of
the system and thus on the thermal resistance of the studied
element.
Along with the renewed use of ARX-models, the possibilities110
of stochastic state space modelling for thermal characterisation
purposes are studied [18, 19, 20, 21, 22, 23, 24]. In contrast
with the previous model class, these models are grey-box,
meaning that the model formulation is based on prior physical
knowledge and that a direct physical interpretation can be115
attached to the model parameters. Essentially, stochastic
grey-box models are lumped resistance-capacitance models
formulated in a stochastic state space form. The models
describe the heat flux in function of thermal resistances, capac-
itances and temperatures in the wall. The model parameters120
are typically estimated by a maximum likelihood approach in a
one-step prediction setting [25, 26]. The estimated resistances
and capacitances then directly provide the required thermal
information on the studied building component.
The referred literature proves that the subject of data125
analysis methods for in-situ thermal resistance characterisation
of building components has already widely been studied. In
some studies, the performances of the available methods have
been mutually compared or the performances have been tested
against different climatic conditions and different measurement130
time spans [7, 11, 21, 23, 24, 27]. However, as far as known
by the authors, a large-scale comparison of all techniques’
performances in function of the measurement time span and
climatic conditions is absent. In this paper, such a comparison
is made. The performances of more common semi-stationary135
methods are compared with the performances of more ad-
vanced dynamical data analysis methods for the thermal
characterisation of a south-facing insulated cavity wall. This
type of wall is chosen on purpose because of the two capacitive
layers on both sides of the insulation hindering the thermal140
characterisation procedures. In the comparative assessment,
special attention is given to the reliability of the methods’
estimation results when confronted with data sets of limited
measurement time spans and different seasonal boundary
conditions. As such, the boundary condition dependency of the145
different methods is studied. In a first part, the performances of
all characterisation methods are systematically compared for
simulated measurement data of a south-faced insulated cavity
wall in a moderate European climate. The use of simulated
data allows for an exact evaluation of the estimated values150
compared to the ’real’ thermal resistance of the studied wall.
Furthermore, the use of simulated data allows to focus on the
methods’ ideal performance excluding all measurement errors
possibly jeopardizing a proper thermal resistance estimation.
In a next step, the performances of the different techniques are155
tested for real measurement data of a south-facing cavity wall.
2. Methodology
In order to evaluate and compare the performance of the dif-
ferent analysis techniques, all methods are applied on various160
data sets of a south-facing insulated cavity wall. The same out-
puts and inputs are used for all methods and will be limited
to the typically used measurements for in-situ characterisation,
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i.e. the internal heat flux and the in- and external surface tem-
peratures of the observed wall. In order to compare the models’165
performance, several data sets with different lengths and in dif-
ferent seasons are selected.
2.1. Case study
At this stage, the heat flux and temperature ’measurements’
are obtained from simulations of a cavity wall in a typical170
Belgian climate. The wall is simulated with HAMFEM, a finite
element program based on the standard partial differential
equations of heat, air and moisture transfer in porous building
materials [28]. The thermal properties used for the one-
dimensional simulations with HAMFEM are represented in175
table 1 and the goal value for the total thermal resistance of the
cavity wall adds up to 4.002 m2KW−1. Constant thermal prop-
erties are assumed for the simulations to exclude temperature
and moisture dependencies of the wall’s thermal resistance.
The wall is simulated with a fine mesh of 200 elements and180
201 nodes. In order to mimic realistic measurement results,
both system and measurement noise are added to the simulated
data. The assumption of white noise is made for both noise
types. The surface temperatures and internal heat flux that
result from this HAMFEM-simulation will serve as the data185
analysis methods’ inputs and output respectively.
A simulation with the length of one year and a calculation
time step of one minute is performed for the typical moderate
climate of Uccle (Belgium). Irradiance and outdoor air tem-
perature data with a time resolution of 1 minute are obtained190
by Meteonorm v6.1 based on the period of 1981-2000. Other
climate data is obtained with a time resolution of 1 hour and is
interpolated to minutely data. For the exterior heat balance, the
convective heat transfer coefficient is assumed to be function
of the wind velocity according to [29]. For the calculation of195
short and long wave radiation, an absorption coefficient αS of
0.5 and an emissivity L of 0.9 is assumed for the brick fac¸ade.
This corresponds to a brick with a rather light colour. For the
indoor boundary conditions, two scenario’s are regarded. In
the first scenario, a constant indoor air temperature of 20◦C200
is maintained during the whole year, although in summer no
cooling is applied. Hence, during warmer periods, the indoor
air temperature can exceed the set temperature of 20◦C and
result in periods with a free floating indoor air temperature.
In the second scenario, no heating nor cooling is applied205
during summer which results in a full-time free floating indoor
air temperature during the summer months. To simulate the
free-floating indoor air temperature, a single zone adjacent
to the wall is included in the HAMFEM-simulations. Heat
Table 1: Thermal properties of the simulated cavity wall from outside to inside.
d R C
[m] [m2KW−1] [MJm−2K−1]
brick 0.090 0.113 0.357
insulation 0.127 3.614 0.007
brick 0.140 0.187 0.236
plaster 0.015 0.088 0.018
TOTAL 0.372 4.002 0.618
transfer from wall to zone is modelled by a constant interior210
heat transfer coefficient of 8 Wm−2K−1. Furthermore, the zone
is ventilated with an air change rate of 0.5. Therefore, a room
with a ground surface of 30 m2 is considered. The heigt of
the room measures 2.8 m and the room has two exterior and
two interior walls. Room heating is only applied in the first215
scenario when the temperature drops below the set temperature
of 20◦C.
2.2. Data sets
To compare the different analysis methods’ performances,220
various data sets are selected for analysis purpose: (1) data
sets with different lengths and (2) data sets in different seasons.
Three main seasonal periods of 60 days are considered: win-
ter, spring and summer. These main periods are denoted by the
month these periods start in: January, April and July respec-225
tively. As previously explained, the summer period will appear
twice: once with a semi-controlled indoor air temperature at
20◦C or higher (denoted July) and once with a full-time free
floating indoor air temperature (denoted Julyfree). These four
main periods are represented column wise in figure 1. From230
those main periods, diverse data sets are constructed: data sets
with lengths ranging from 1 to 30 days, and data sets starting
from the 1st of January, April and July till the 30th of these
months. In fact, the different data sets are constructed by using
a moving window advancing with a one day step and repeated235
for different window lengths. Each of these data sets will result
in a thermal resistance estimate for the studied cavity wall for
all different methods. The ensemble of the results will allow to
study the accuracy of the different methods in function of the
measurement time span and the measurement period through-240
out the year.
3. Characterisation methods
3.1. Average method
The most generally accepted method for the thermal charac-
terisation of building components on site is the average method245
as formulated in ISO 9869 [5]. This method is based on the def-
inition of the thermal resistance of a building element equalling
the temperature difference over the element divided by the heat
flow rate going through the element under steady-state condi-
tions. However, since stationary boundary conditions are never250
encountered on-site, the average method relies on averaged data
as an approximation for measurements under stationary condi-
tions. Hence, the thermal resistance is calculated as
R =
n∑
j=1
(Tsi, j − Tse, j)
n∑
j=1
q j
(1)
with R the total thermal resistance of the element (m2KW−1),
Tsi, j the internal surface temperature at reading j (◦C), Tse, j the255
external surface temperature at reading j (◦C), q j the internal
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Figure 1: Simulated measurement data for the different seasonal periods with Tse the external surface temperature (◦C), Tsi the internal surface temperature (◦C)
and Qh fm the heat flow rate (W.m−2).
heat flow rate at reading j (Wm−2) and n the number of mea-
sured data points (−).
The assumption of averaged data equalling steady state data
is only valid under certain conditions. First, the thermal prop-260
erties of the component’s materials should be constant over the
range of temperature fluctuations occurring during the test. In
reality, the thermal conductivity is rarely constant, but is often
temperature and moisture dependent. However, for the simula-
tion research, these influences are omitted and constant thermal265
properties are assumed. Another validity condition requires that
the change of amount of heat stored in the element should be
negligible when compared to the amount of heat going through
the element. This condition is typically hard to reach during
summer periods due to the increased capacitive working of a270
building’s fabric. Hence, the method’s practical applicability is
often seasonally bounded.
More generally, in order to obtain reliable estimation results,
the averages should be taken over a sufficiently long period of
time so that the dynamic behaviour of the building component275
can be cancelled out. This might limit the applicability of the
method, as one usually wants as shortest measurement time
spans as possible. A guidance of the measurement durations
is provided by ISO 9869. The norm formulates criteria deter-
mining, during the course of the measurements, when sufficient280
data has been recorded to obtain reliable results. These criteria
are based on the magnitude of the deviations between the sub-
sequently obtained R-estimates computed after each measure-
ment. So, essentially, the criteria assess the convergence of the
estimator. Nevertheless, no additional information on the accu-285
racy of the obtained thermal resistance estimate is provided.
According to ISO 9869, the recording measuring interval is
typically 0.5h to 1h. In this paper, however, the average method
is applied on four hour averaged data. As averages are the ba-
sis of the average method, this does not affect the estimation290
results.
3.2. Average method with correction for storage effects
Based on steady-state assumptions, the average method sup-
poses that all the heat flux measured at the interior surface of the
building component passes through the test element. Strictly295
speaking, this is only the case if the amount of heat stored in
the element is the same at the start and at the end of the test. In
reality, this is often not the case, especially for structures of high
R-value and high thermal mass. Therefore, ISO 9869 [5] sug-
gests a correction for storage effects to the average method. The300
latter involves a rectification of the heat flow rates according to
the thermal storage capacities of the element. The following
equation represents these adjustments to the measured heat flux
at each data point, involving internal and external thermal mass
factors for the structure concerned.305
n∑
j=1
q j − (FiδTi + FeδTe)
∆t
(2)
with Fi/e the internal/external thermal mass factors relying on
reasonable estimates of the thermal mass and resistance of
the various layers of the structure (−) [5], δTi the difference
between the internal temperature averaged over the 24h prior
to reading j and the internal temperature averaged over the first310
24h of the analysis period (K), δTe the difference between the
external temperature averaged over the 24h prior to reading
j and the external temperature averaged over the first 24h of
the analysis period (K) and ∆t the time interval between two
readings (s). Note that the calculation of the thermal mass315
factors requires prior knowledge or good assumptions about
the thermal mass and resistance of the various layers of the
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structure.
In this paper, four hourly data is used for the data analyses320
by this method. According to the standard, the correction often
permits a shorter measurement time. However, no indication on
the obtained accuracy of the estimated parameters is provided
by the method.
3.2.1. Anderlind’s regression method325
In the context of in-situ thermal characterisation, one of the
first dynamic methods to analyse heat flux and temperature
measurements was proposed by [8, 9, 10, 11]. This method
is also adopted in Annex B of ISO 9869. A very similar, but
more direct approach of this dynamic method was developed by330
Anderlind [12, 13] and will be applied in this paper. In Ander-
lind’s method the variations of the heat flux through a building
component are modelled by three different parts: a first part in-
cluding the stationary behaviour of the heat flux measurements
and a second and third part describing the momentary fluctua-335
tions of the heat flux as a response to temperature changes of
the indoor and outdoor surface temperatures in the past, as can
be seen in
q j =
1
R
(Tsi, j−Tse, j)+
j−1∑
l= j−p
Al(Tsi,l+1−Tsi,l)+
j−1∑
l= j−p
Bl(Tse,l+1−Tse,l)
(3)
with Tsi the internal surface temperature, Tse the external
surface temperature, R, Al and Bl the regression coefficients340
and p the number of historical data points that are used.
The coefficients R, Al and Bl are estimated by a multiple lin-
ear regression. The method relies on the fact that the transient
part covers the variations in the heat flux measurements induced345
by the varying climatic conditions, so that the steady-state be-
haviour of the wall can be isolated in the stationary part. In
this way, the estimated coefficient of the momentary tempera-
ture differences can be interpreted as the thermal conductance,
or the inverse of the thermal resistance. Note that the model350
assumes a zero intercept and that, in that case, R2-values are no
reliable indicators of goodness of fit. These values must there-
fore be carefully interpreted. Also, a standard deviation of the
estimated conductance is estimated by the multiple linear re-
gression calculations. Hence, an indication on the accuracy of355
the estimated parameter is provided. However, again, this value
must be carefully interpreted because, in essence, it evaluates
the parameter’s fit rather than its physical interpretation.
Application of Anderlind’s regression method is very
straight-forward. The only choice that has to be made is how360
far the method will look back in time. Or, in other words, how
many temperature differences from the past will be included in
the model. In this paper, models are applied that include data
back in time during one sixth of the total measurement length
with a maximum of three days. For example, a data set of 12365
days will include temperature differences up till two days back
in time. Consequently, only ten days will be used to fit the
model on. A data set of 30 days, for example, will include
temperature differences up till three days of data points from
the past. The remaining 27 days will be used to fit the model370
on. Measurement data with a sample time of four hours will be
used.
3.2.2. ARX-modelling
ARX-models are another class of dynamic models used to re-
trieve the thermal resistance of building components from on-375
site measurements. In essence, these models are data-driven
models constructed to mimic the input-output behaviour of the
observed system. The parameters that are thereby estimated
are basically scaling factors to adjust the model output to the
measured output [30]. The model structure is very general so380
that the estimated parameters have no direct link to the internal
physical functioning of the system. Nevertheless, the models
are able to estimate the thermal resistance from building com-
ponent measurements for as the gain of such models reveals
information on the stationary behaviour of the studied element.385
ARX-models used for thermal resistance characterisation de-
scribe the heat flux through a building component at a certain
moment in time as a function of the measured surface temper-
atures at that moment in time and of measured surface temper-
atures and heat fluxes in the past. By means of multiple linear390
regression, the modelled heat fluxes are then fitted to the mea-
sured data. Such ARX-models are formulated as
Q(B)q j = ωsi(B)Tsi, j + ωse(B)Tse, j + e j (4)
with Q(B) = 1 + Q1B1 + ... + QnqBnq,
ωsi(B) = ωsi,0 + ωsi,1B1 + ... + ωsi,niBni
ωse(B) = ωse,0 + ωse,1B1 + ... + ωse,neBne395
Hereby, B is the back shift operator, e j the simulation error,
Q(B) the input polynomial and ωsi(B) and ωse(B) the output
polynomials. The polynomials are each characterised by their
order: nq is the order of the output polynomial and ni and ne400
are the orders of the input polynomials related to the indoor
and outdoor surface temperatures respectively. The polynomial
orders basically indicate how many data points from the past
are involved to explain the heat flux at reading j.
405
The stationary behaviour of an ARX-model, i.e. the gain of
the model, can be obtained by setting the back shift operator to
1 [16, 31]. Generally, a model’s gain is the steady-state reaction
of the model output to a model input. Based on a comparison
of the ARX-model’s equation 4 with the general equation for410
steady-state heat transfer q = 1R (Tsi − Tse) = H(Tsi − Tse),
two stationary parameters can be calculated: one thermal
conductance Hi related to the indoor surface temperature
Tsi and one thermal conductance He related to the outdoor
surface temperature Tse (equation 5). Based on a minimum415
variance weighting (equation 6), the two estimates can be
combined into a total thermal conductance estimate [16, 31].
The estimation result is accompanied by a standard deviation
giving information on the accuracy of the estimated parameter.
420
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Hi =
1
Ri
=
ωsi(1)
Q(1)
; He =
1
Re
=
−ωse(1)
Q(1)
(5)
Htot =
1
Rtot
= λHi + (1 − λ)He (6)
with λ the value that minimizes the variance of Htot.
The use of ARX-modelling requires two choises: (1) a proper
selection of the polynomial orders and (2) a selection of a fea-
sible sampling time. Both choices must be made in function of425
the use of the model. In the case of thermal resistance char-
acterisation, the focus is entirely on estimating a stationary pa-
rameter. Hence, the higher frequency spectrum corresponding
to faster dynamics is of minor importance. Therefore, averag-
ing the measurement data, which is a low pass filter, is advised430
[31]. In this paper, four hourly averaged measurement data is
used.
Concerning the polynomial order selection, a stepwise back-
ward model selection procedure based on the Akaike Informa-
tion Criteria (AIC) is applied. This procedure typically fits a435
maximum order model and looks for the term whose removal
has the most positive impact on the AIC. After elimination of
this term, a simplified model is obtained. This process will be
repeated till further stepwise removal of terms will no longer
improve the AIC. Analogous to the application of Anderlind’s440
method, in this paper, the maximum order model specified at
the beginning of the ARX-model selection procedure corre-
sponds to a model including data back in time during one sixth
of the total measurement length with a maximum of three days.
ARX-modelling results in thermal resistance estimates ac-445
companied by a standard deviation giving information on
the obtained accuracy of the estimate. Next to that, ARX-
modelling also allows to estimate the time constants of the stud-
ied wall.
3.2.3. Stochastic state space modelling450
A third class of models to dynamically analyse in-situ mea-
surements of building components are stochastic grey-box
models. The use of grey-box models is an approved method
for identifying systems in a lot of domains and has more re-
cently been studied in the context of thermal resistance charac-455
terisation of building components [18, 19, 20, 21, 22, 23, 24].
The method constructs physical data-driven models of build-
ing components by tuning the behaviour of these models to the
measured heat fluxes through the components. The assumed
physical models describe the heat transfer in the studied ele-460
ments as a set of continuous stochastic differential equations
formulated in a state space form. The model parameters that
are thereby used, and that scale the model output to the mea-
surements, have a direct physical significance. Basically, these
models are lumped parameter models consisting of thermal re-465
sistances and capacitances.
The state space model structure that is used in this paper for
modelling the insulated cavity wall is derived from the resis-
tance capacitance model represented in figure 2. A third-order
model is considered, meaning that the thermal mass of the wall470
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Figure 2: A third order model structure for building components represented
by its RC-network. Note that the location of the temperature nodes in this
figure is arbitrarily chosen and that they are not necessarily equally distributed
over the wall. The identification procedure determines the values of the model
resistances and controls the location of the capacities in the modelled wall.
Hence, the estimated model resistances and capacitances do not necessarily
correspond to the resistances and capacitances of the different wall layers.
is lumped into three capacitances, and described by the equa-
tions
dT1 =
1
C1R1
(Tse − T1)dt + 1C1R2 (T2 − T1)dt + σ1dω1 (7)
dT2 =
1
C2R2
(T1 − T2)dt + 1C2R3 (T3 − T2)dt + σ2dω2 (8)
dT3 =
1
C3R3
(T2 − T3)dt + 1C3R4 (Tsi − T3)dt + σ3dω3 (9)
qk =
1
R4
(Tsi,k − T3,k) + k (10)
with Ri=1,...,4 the model resistances, Ci=1,...,3 the model capaci-
tances, Ti=1,...,3 the state variables representing the temperatures
of the thermal capacitances, t the time, ωi=1,...,3 the standard475
Wiener processes and σi=1,...,3 the incremental variances of
the Wiener processes. The surface temperatures Tse and Tsi
are the inputs of the model. The internal heat flux qk is the
observed variable with k indicating the discrete time point of
the measurements and with k the measurement error which is480
assumed to be a Gaussian white noise process with variance
σ2. The total wall resistance is determined as the sum of the
different model resistances.
In this paper, the models’ parameters are estimated using485
the Continuous Time Stochastic Modelling (CTSM-R) toolbox
implemented in the statistical software R (http://ctsm.info/).
CTSM-R uses maximum likelihood estimation to identify the
unknown parameters for the given model structure in a one-step
prediction setting. This particular way of inverse modelling al-490
lows the use of statistical tools for validation of the estimated
models [18].
Grey-box modelling provides parameter estimates with a
standard deviation indicating the accuracy by which the param-
eters are estimated. Furthermore, in contrast to the other dy-495
namic analysis methods, not only the thermal resistance of the
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wall can be estimated, but also the effective thermal capacity of
the wall and the dominant time constants. Again, measurement
data with a sampling time of four hours is used.
4. Results500
The thermal resistance estimates resulting from the different
analysis methods for all data sets and all data periods are sum-
marised in figure 3. Each data point in the figure corresponds
to an R-estimate of a different data set. The results are plotted
in function of the length of the data sets, i.e. the number of505
days included in the analysed measurement data. Note that
the boundaries of the y-axis are adjusted for the results of the
semi-stationary methods in January and April and that some
data points corresponding to the other methods or to summer
periods fall outside the boundaries of the graph. The reference510
value for the thermal resistance of the cavity wall is indicated in
the graph as the red dotted line. The grey dotted lines represent
the 5% and 10% accuracy bands around the goal value. The
figure is constructed as follows: the results for the different data
periods throughout the year are ordered column wise, while the515
results for the different analysis methods are ordered row wise,
with a repetition of the results for the average method in grey
as a reference to the other models’ results.
Examining the results of the average method, it can be
seen from the top row of figure 3 that the R-estimates for520
January converge to the goal value when long enough data
periods are considered. For short data sets, the spread on the
results is rather large. Only for data sets of around 8 days
or longer, all results lie within a 10% accuracy band around
the goal value. Data periods of around 20 days or longer are525
required to obtain 5% accurate results in January. In April,
similar results are observed, although even longer data sets
are required to obtain the same accuracies on the R-estimates.
Due to the increased dynamic excitation of the cavity wall,
around 12 to 14 days or longer are needed to obtain results in530
between the 10% accuracy bands. Also, no long enough data
periods were examined resulting in all R-estimates within a
5% accuracy band. Furthermore, the R-estimates for the two
summer scenarios in July clearly show the limited validity of
the average method. No meaningful estimates of the thermal535
resistance are acquired because both summer periods are
characterised by small heat flow rates and a large capacitive
functioning of the wall.
If the correction for storage effects is applied on the data
(second row of figure 3), an improvement of the estimation540
results in January and April is found compared to the average
method. In January, data sets of around 3 to 4 days already
lie within a 10% accuracy band and data sets of 6 days in
a 5% accuracy band around the goal value. In April, data
sets containing around 8 and 14 days are required in order to545
obtain 10% and 5% accuracy levels. Hence, the correction
for storage effects improves the results for winter and spring
measurements. Note, however, that the correction in this paper
is applied in an optimal way: the thermal properties that are
required for the calculation of the thermal mass factors are550
exactly known for the studied wall. In reality, accurate thermal
properties will rarely be known and hence the improvement of
the correction will be less effective. Besides, the results for the
two summer scenarios in July show that the correction is not
able to improve the results for typical summer measurements555
that are characterized by small heat fluxes fluctuating around
zero and an active heat storage.
Underneath the results for the semi-stationary methods, the
results of the dynamic data analysis methods are represented in560
figure 3. It is shown that in case of Anderlind’s regression
method a fast and accurate convergence of the R-estimates to
the goal value is achieved in January and April. Data sets of 5
and 6 days are sufficient to obtain results with accuracies higher
than 5% in January and April respectively. Anderlind’s regres-565
sion model also converges to the reference value during the two
summer scenarios. Data periods of around 11 and 22 days are
required for 10% and 5% accurate results for both scenario’s
in July. Although, generally, the scenario with a full-time free
floating indoor air temperature (Julyfree) has a wider spread on570
the results than the scenario with a semi-controlled indoor air
temperature (July).
The estimates deduced from the ARX-models in figure 3
show similar results compared to estimates from Anderlind’s
method. In January and April, small data sets from around 5575
and 6 days contain sufficient information for highly accurate
estimation results of the wall’s thermal resistance. Also during
both summer periods, accurate results are obtained, however,
compared to the estimates from Anderlind’s models, more out-
liers are observed. Nevertheless, the method’s estimated stan-580
dard deviations do indicate the less reliable results, as can be
seen from figure 4. The graph shows that the results which de-
viate more from the reference value are characterised by larger
estimated standard deviations.
Finally, the R-estimates resulting from the GREY-box mod-585
els are also represented in figure 3. From this figure, it can be
seen that data sets containing one or two days have no estima-
tion results. This is due to the fact that those data sets contain
too little data points for the analysis method to be operational.
In January and April, again very accurate estimation results590
can be obtained in short data periods. Around 4 and 5 day peri-
ods already allow to estimate the thermal resistance of the wall
with 5% accuracy. For the summer scenarios in July, as for the
other methods, longer data periods are required to obtain accu-
rate results. Thereby, it seems that more difficulties are encoun-595
tered for the scenario with a semi-controlled indoor air temper-
ature. In those situations, data periods of at least 18 days are
required in order to obtain 5% accurate results. In the scenario
with a full-time free floating temperature, grey-box models per-
form very well, also compared to the other methods, and reach600
results within 10% and 5% accuracy bands in 11 and 20 days
respectively. Again, less reliable results are indicated by their
estimated standard deviations, as can be seen from figure 4.
In addition to figure 3, the most important results are also
numerically summarized in table 2 for data sets containing one605
week (7 days) and one month (30 days) for the scenarios jan-
uary and julyfree. For each of these subsets, the table represents
the mean estimated thermal resistance and standard deviation
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january april july julyfree
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Figure 3: Comparison of the different analysis techniques regarding the data set length and period. The red dotted line represents the reference value for the thermal
resistance of the cavity wall. The grey dotted lines and areas correspond to the 5% and 10% accuracy bands.
together with the minimum and maximum estimated thermal
resistance. Next to that, the absolute differences between the610
mean, minimum and maximum estimated thermal resistance
and the theoretical goal value are represented in grey.
For a general comparison between the analysis methods, fig-
ure 5 represents the spread on the estimation results for the dif-
ferent methods as a function of the length of the data sets. The615
spread is calculated as the standard deviation of the obtained
estimation results per data set length and for each period and
analysis method. Figure 5 clearly shows the advantages of the
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Table 2: Summary of the estimation results for data sets containing one week (7 days) and one month (30 days) of data for the scenarios january and julyfree.
For each of these subsets, this table represents the mean estimated thermal resistance (average) and standard deviation (sd) together with the minimum (min) and
maximum (max) estimated thermal resistance. In grey italic, the absolute difference between the mean, minimum and maximum estimated thermal resistance and
the theoretical goal value are represented. All values have the unit of (m2KW−1).
january julyfree
#
da
ys
average sd min max avg sd min max
average 7 3.972 0.217 3.553 4.382 -0.344 8.008 -18.557 21.556
-0.030 / -0.449 0.380 -4.346 / -22.559 17.556
method 30 3.972 0.028 3.929 4.028 7.562 7.995 1.950 39.536
-0.030 / -0.073 0.026 3.560 / -2.052 35.534
storage 7 3.999 0.075 3.819 4.148 4.076 9.321 -25.603 30.259
-0.003 / -0.183 0.146 0.074 / -29.605 26.257
effects 30 4.002 0.017 3.962 4.037 4.191 0.799 3.108 6.588
0.000 / -0.040 0.035 0.189 / -0.894 2.586
Anderlind
7 4.006 0.024 3.917 4.061 4.177 0.537 3.409 6.149
0.004 / -0.085 0.059 0.175 / -0.593 2.147
30 4.001 0.002 3.999 4.004 3.988 0.047 3.926 4.106
-0.001 / -0.003 0.002 -0.014 / -0.076 0.104
ARX
7 4.007 0.015 3.982 4.042 3.935 0.423 2.885 4.826
0.005 / -0.020 0.040 -0.067 / -1.117 0.824
30 4.001 0.002 3.998 4.004 3.980 0.031 3.935 4.041
-0.001 / -0.004 0.002 -0.022 / -0.067 0.039
GREY
7 4.005 0.024 3.954 4.062 3.878 0.546 2.923 6.198
0.003 / -0.048 0.060 -0.124 / -1.079 2.196
30 4.000 0.002 3.997 4.004 3.897 0.025 3.842 3.941
-0.002 / -0.005 0.002 -0.105 / -0.160 -0.061
dynamic data analysis methods compared to the semi-stationary
methods. For all data periods, the dynamic methods converge620
must faster to a reliable estimation result. Even more, the dy-
namic analysis methods result in accurate resistance estimates
for summer data sets, while the semi-stationary methods do not
lead to reliable results. Next to that, the performance among
the different dynamic analysis methods appears to be of equal625
july julyfree
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Figure 4: The thermal resistance estimates resulting from data sets larger than
5 days in function of their estimated standard deviation.
quality. For the summer scenario with a semi-controlled indoor
air temperature, Anderlind’s regression method has a somewhat
faster convergence to the goal value, whereas for the summer
scenario with a free floating indoor air temperature, the grey-
box models are preferred. Nevertheless, for long enough data630
periods, the performance of the three methods is similar. The
performance of the ARX-models might be more sensitive to
particularities in some data sets. Nevertheless, these less reli-
able results are indicated by the estimated standard deviations
accompanying the results.635
5. Application on experimental data
5.1. Case study
In the previous section, the analysis methods were applied
on numerically simulated data to be able to compare the
results with the ’real’ goal value and to neglect time dependent640
variations of the thermal resistance. In this section, the different
analysis methods will be applied on actual measurement data
of a south-facing insulated cavity wall. The measurements
are performed in the VLIET test building of the KU Leuven,
located in Leuven, Belgium [32]. The building was constructed645
to study the hygrothermal behaviour of building components
under real climatic conditions. Measurements of 12 cavity
walls are available from experiments during the late nineties
and have previously been used to investigate the performance
of brick cavity walls in [1].650
The wall considered in this paper is similar to the previously
simulated wall and will be characterised for winter and summer
measurements. The test wall consists of an inner and outer
brick leave of 0.140m and 0.090m respectively and is insulated
with 0.140m glass wool blankets. The brick fac¸ade is of red655
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Figure 5: Comparison of the spread on the results as a function of the data set length for the different methods and different seasonal weather conditions. The grey
dotted lines correspond to 5% and 10% deviations from the goal value.
Table 3: Thermal properties of the measured cavity wall from outside to inside.
d R winter / summer C
[m] [m2KW−1] [MJm−2K−1]
brick 0.090 0.112 0.171
air cavity 0.010 0.160 /
glass wool blankets 0.140 4.025 / 3.917 0.005
brick 0.140 0.274 0.217
TOTAL 0.380 4.571 / 4.463 0.392
colour, thus having a higher absorption coefficient than the
previously simulated wall. The thermal properties of the wall
materials are summarized in table 3 and are obtained from
measurements or product information of the used materials.
As the thermal conductivity of the insulation layer is known660
to be temperature dependent, a different insulation resistance
is calculated for the two main periods that will be considered.
Therefore, the overall insulation temperature is assumed to
equal the mean of the two surface temperatures averaged over
the considered periods. Hence, the theoretical total thermal665
resistance of the wall amounts to 4.571 m2.K.W−1 for winter
periods and to 4.463 m2.K.W−1 for summer periods. These
values are used as reference values, although they do not
pretend to embody the actual as-built thermal resistance of the
wall.670
The test wall is situated in the south fac¸ade of the building
and is subjected to the outdoor climate and to a constant indoor
environment. The latter is heated to a set temperature of 23◦C,
but no cooling is applied in the building. Hence, during warmer
periods in summer, the indoor air temperature can exceed the675
set temperature. This heating regime corresponds most to the
regime of the simulations with a semi-controlled indoor air
temperature. The measurements, i.e. the internal heat flux and
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Figure 6: Experimental measurement data for the different seasonal periods
with Tse the external surface temperature (◦C), Tsi the internal surface temper-
ature (◦C) and Qh fm the heat flux (W.m−2).
the internal and external surface temperatures of the wall, are
recorded with a five minute interval but are averaged to four680
hourly values for the data analyses.
Two main data sets of 40 days are selected: one in winter
from 14/12/1997 till 23/01/1998 and one in summer from
22/04/1998 till 01/06/1998. The measurement data is rep-
resented in figure 6. Similar as to the simulation research,685
data sets with different lengths ranging from 1 to 30 days are
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constructed from these two main data periods using a moving
window. However, the measurement data is now limited to
40 days in total and consequently, less larger data sets can be
constructed compared to the simulation analysis. For example,690
only 10 data sets of 30 days will be analysed in winter, notably,
the data set starting on the 14th of January till the data set
starting on the 24th of January.
5.2. Results695
The estimation results of the thermal resistance of the test
wall obtained by the different analysis methods are represented
in figure 7. This figure is constructed analogously to figure 3:
each data point represents an R-estimate resulting from a differ-
ent data set. The results are plotted as a function of the length700
of the data sets and are ordered column wise according to the
different seasonal periods, here winter and summer. The results
for the different analysis methods are ordered row wise.
By examining the results of the data sets during winter pe-
riods, it is seen from figure 7 that all analysis methods lead705
to reliable R-estimates for the cavity wall. The only difference
with the simulation results is that no significant improvement of
the dynamic analysis methods compared to the average method
is seen for winter data sets. Only for data sets containing up
to four days, the spread on the results of the average method710
is higher, although the differences are negligible. In general, it
can be stated that all analysis methods perform equally well for
winter data sets.
The estimates resulting from the summer data sets, however,
show more differences compared to the simulation results. Note715
that the indoor conditions of the test wall in summer resemble
most the simulated summer scenario with a semi-controlled in-
door air temperature. Only, for the actual measurements, the pe-
riod during which free floating air temperatures occur is much
longer than in the simulations.720
The average method shows a wide spread of resulting R-
estimates for summer data sets, as can be seen in figure 7. Un-
reliable estimation results are obtained for data sets up till 20
days, yet, for data sets containing more than 20 days, a con-
vergence can be noticed although to an underestimated value.725
Based on the results from the simulation assessment, it is ques-
tioned whether this convergence is misleading and may be due
to the fact that only a limited amount of longer data sets are
considered. More specifically, a limited amount of data sets
that are mainly overlaying and containing practically identical730
information.
When the correction for storage effects is applied for the
summer estimations, no significant improvement of the esti-
mated thermal resistances is found. Already in the simulation
assessment, the correction had a limited impact on the estima-735
tion from summer measurements. Now, in addition, the real
thermal properties of the wall are not exactly known, as was the
case for the simulation assessment. Hence, assumptions had
to be made in order to apply the correction for storage effects.
Nevertheless, the assumptions that are made are well founded740
and are based on detailed construction information of the test
wall, measurements and manufacturing specifications.
The R-estimates for summer data sets resulting from Ander-
lind’s regressionmethod andARX-modelling are very similar
to each other. A solid convergence of the estimator is reached745
for all long data periods. However, for data sets containing less
than 20 days a lot of outlier results are observed. These out-
liers seem to correspond to data sets with a mainly free float-
ing indoor air temperature. Apparently, the presence of large
parts of free floating data in the measurements jeopardizes the750
estimation results. Following from the simulation research,
long enough periods of purely free floating data should allow
a proper R-estimation. Also, data sets with changing heating
strategies due to an only partly controlled indoor air tempera-
ture did not set a problem in the simulation research. However,755
the simulated data with the semi-controlled temperature sce-
nario only contained a free floating period of five days. The
difficulties caused by this fraction of the data could easily be
hidden by the unreliabilities linked to shorter data sets. Never-
theless, when long enough data periods are considered, both the760
ARX-modelling approach and Anderlind’s technique are able
to reach accurate and reliable estimation results for the experi-
mental data.
From figure 7, it is seen that the results of the stochastic
grey-box modelling approach are less sensitive to the chang-765
ing heating strategies of the summer measurements: a slow but
firm convergence is noticed. Note however, that the resulting
estimate is slightly lower than the long-term estimates of the
other characterisation methods.
6. Discussion770
From both the simulation and experimental assessment, it
was found that the stochastic grey-box modelling approach re-
sults in slightly lower R-estimates than the other dynamic anal-
ysis methods. A possible explanation lies in the reduced or-
der of the grey-box models compared to the ARX-models. The775
grey-box models are of third order while the ARX-models can
have a maximum order up to 18 (the maximum model order
corresponds to three days of historical data with a sample time
of four hours). Hence, the number of time constants that can be
modelled is large for the ARX-models and limited to three for780
the stochastic grey-box models. The reduced order of the grey-
box models might result in small variations that are discarded to
the noise models, without disturbing the white noise behaviour,
rather than that they are contributing to the model behaviour.
Increasing the grey-box model order, however, would lead to785
unidentifiabilities hindering the estimation procedure.
Up to this point, the methods are only assessed based on their
estimation performance. However, their application complexity
should also be discussed. For the considered methods, the semi-
stationary methods are the most straight-forward to apply, as790
they rely on simple equations that do not involve time-intensive
computations. Anderlind’s regression method is also easy to
apply, although decisions have to be made on the fraction of
data that will be used as measurement data from the past. In
comparison, the application of ARX-modelling requires more795
theoretical knowledge of time series analysis in order to de-
duce the gain of the models. Nevertheless, the implementation
Postprint: Deconinck A, Roels S, 2016. Comparison of characterisation methods determining the thermal resistance of building
components from on-site measurements. Energy and Buildings 130: 309-320. doi.org/10.1016/j.enbuild.2016.08.061
winter spring
l
ll
l
l
l
l
ll
lll
l
lll
l
l
ll
l
ll
ll
llllll
llll
llll
llll
llll
llll
llll
lll lll lll lll lll lll lll ll ll ll ll ll ll l l l l l l l
l
ll
l
l
l
l
ll
lll
l
lll
l
l
ll
l
ll
ll
llllll
llll
llll
llll
llll
llll
llll
lll lll lll lll lll lll lll ll ll ll ll ll ll l l l l l l ll
l
ll ll l l l l l l l l l l
l
ll
l
l
l
l
ll
lll
l
lll
l
l
ll
l
ll
ll
llllll
llll
llll
llll
llll
llll
llll
lll lll lll lll lll lll lll ll ll ll ll ll ll l l l l l l ll
l
ll
l
l
l
l
ll
lll
l
lll
l
l
ll
l
ll
ll
llllll
llll
llll
llll
llll
llll
llll
lll lll lll lll lll lll lll ll ll ll ll ll ll l l l l l l l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
ll
lll
l
lll
l
l
ll
l
ll
ll
llllll
llll
llll
llll
llll
llll
llll
lll lll lll lll lll lll lll ll ll ll ll ll ll l l l l l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
ll
l
ll
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
ll
l
l
l
ll
lll
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll lllll
ll
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
ll
lllll
llllll
l
l
l
l
l
l
l
l
ll
llllllll
l
l
l
l
l
l
l
l
ll
l
ll
lllllll
l
lll
l
l
l
l
l
l
ll
lllll
ll
l
l
ll
l
lllll
ll
l
ll
l
l
llll
ll
l
l
l
l
lllll
l
l
lllll
l
l
ll
l
l
lll
ll lll
l lll
l lll l
l
ll
ll l
lll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll lllll
ll
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
ll
lllll
llllll
l
l
l
l
l
l
l
l
ll
llllllll
l
l
l
l
l
l
l
l
ll
l
ll
ll
lllll
l
lll
l
l
l
l
l
l
ll
lllll
ll
l
l
ll
l
lllll
ll
l
ll
l
l
llll
ll
l
l
l
l
lllll
l
l
lllll
l
l
ll
l
l
lll
ll lll
l lll
l lll l
l
ll
ll l
lll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
ll
l
ll
l
lll
l
l
lllllll
llll
lllll
lll llll l
lll l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
ll
l
ll
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
ll
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll lllll
ll
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
ll
lllll
llllll
l
l
l
l
l
l
l
l
ll
llllllll
l
l
l
l
l
l
l
l
ll
l
ll
lllllll
l
lll
l
l
l
l
l
l
ll
lllll
ll
l
l
ll
l
lllll
ll
l
ll
l
l
llll
ll
l
l
l
l
lllll
l
l
lllll
l
l
ll
l
l
lll
ll lll
l lll
l lll l
l
ll
ll l
lll l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
ll
lll
ll
ll ll
l ll lll lll lll lll lll ll ll ll ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
ll
l
ll
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll lllll
ll
l
ll
l
l
l
l
l
l
l
l
ll
l
l
ll
lllll
llllll
l
l
l
l
l
l
l
l
l
ll
llllllll
l
l
l
l
l
l
l
l
ll
l
ll
lllllll
l
lll
l
l
l
l
l
l
ll
lllll
ll
l
l
ll
l
lllll
ll
l
ll
l
l
llll
ll
l
l
l
l
lllll
l
l
lllll
l
l
ll
l
l
lll
ll lll
l lll
l lll l
l
ll
ll l
lll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
lll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll ll
l
l
l
ll
l
l
l
ll
l
l
l
ll ll
l
l
l ll
ll
l
ll
l
ll
l
lll lll ll ll ll ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
ll
l
ll
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
ll
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
ll
l
ll
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
ll lllll
ll
l
ll
l
l
l
l
l
l
l
l
ll
l
l
ll
lllll
llllll
l
l
l
l
l
l
l
l
l
ll
llllllll
l
l
l
l
l
l
l
l
ll
l
ll
ll
lllll
l
lll
l
l
l
l
l
l
ll
lllll
ll
l
l
ll
l
lllll
ll
l
ll
l
l
llll
ll
l
l
l
l
lllll
l
l
lllll
l
l
ll
l
l
lll
ll lll
l lll
l lll l
l
ll
ll l
lll l
l
l
lll
l l
l
ll
l
l
l
ll
l
l
l
l
ll
ll
ll
ll l
l
l
l
l
l
l
l
l
l l ll lll ll
ll ll l ll ll l l
0.0
2.5
5.0
7.5
10.0
0.0
2.5
5.0
7.5
10.0
0.0
2.5
5.0
7.5
10.0
0.0
2.5
5.0
7.5
10.0
0.0
2.5
5.0
7.5
10.0
a
verag
e m
ethod
storag
e effects
A
nderlind
A
R
X
G
REY
0 10 20 30 0 10 20 30
number of days in data set
R
w
a
ll 
 
[m
2 K
W
−
1 ]
Figure 7: Comparison of the different analysis techniques regarding the data set length and period. The red dotted line represents the reference value for the thermal
resistance of the cavity wall. The grey dotted lines and areas correspond to the 5% and 10% accuracy bands.
is based on regression techniques which can be computed by
most elementary numerical software packages. Only if an au-
tomatic model order selection is applied, more advanced soft-800
ware is required. Finally, grey-box modelling is the most com-
plex method to apply. The method is rooted in the fundamental
stochastic framework of system identification and requires a de-
cent understanding of the basics in order to perform a solid pa-
rameter estimation. However, despite the increased application805
efforts, the method offers a large variety of modelling possibil-
ities and an elaborate framework of model validation tools in
Postprint: Deconinck A, Roels S, 2016. Comparison of characterisation methods determining the thermal resistance of building
components from on-site measurements. Energy and Buildings 130: 309-320. doi.org/10.1016/j.enbuild.2016.08.061
return.
7. Conclusions
In this paper, a large-scale comparison of the available char-810
acterisation methods for building components in-situ is made.
Thereby, special attention is given to the reliability of the meth-
ods estimation results when confronted with data sets of limited
measurement time spans and different seasonal boundary con-
ditions. First, the methods’ performance is assessed for simu-815
lated measurements of a south-facing insulated cavity wall in
a moderate European climate. Subsequently, the performance
is examined for actual measurement data of a similar test wall.
The case study of a cavity wall facing south is deliberately cho-
sen because the methods’ limitations are more pronounced for820
capacitive building components.
From the simulation research, it followed that the dynamic
data analysis methods have an improved performance com-
pared to the semi-stationary methods. By modelling the vari-
ations of the heat flux rather than cancelling them out, the dy-825
namic methods are able to cope with the influences from the
weather conditions in a better way. Even more, they are able to
deduce reliable thermal resistance estimates from typical sum-
mer measurements, which are characterised by a large capaci-
tive functioning of the wall, while the semi-stationary methods830
are not.
Among the different dynamic methods, no real preference is
shown for a particular method. From the comparative assess-
ment, it is seen that Anderlind’s approach has a slightly faster
convergence to accurate estimates, while the ARX-models and835
grey-box models have a slightly more accurate convergence,
but for longer data periods. From a time management related
point of view, stochastic grey-box modelling is more labour-
intensive than Anderlind’s regression and ARX-modelling tech-
niques. However, grey-box modelling enables the use of a set840
of validation tools that is not included in the other methods.
From the experimental research, it was concluded that the
semi-stationary methods perform equally well as the dynamic
analysis methods when winter data sets are considered. In con-
trast, for spring and summer data sets, only the dynamic meth-845
ods lead to reliable estimation results. Nevertheless, for sum-
mer periods, it was seen that indoor boundary conditions chang-
ing between controlled and free-floating indoor air tempera-
ture regimes hindered the estimation procedure. Only for suffi-
ciently long data periods these difficulties are over mounted.850
Generally, the semi-stationary methods are easy-to-use and
are reliable characterisation methods when they are applied for
winter measurements, whereas the dynamic methods are more
complex in use, but offer a more versatile applicability.
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