We show within a very simple framework that different measures of fluctuations lead to uncertainty relations resulting in contradictory conclusions. More specifically we focus on Tsallis and Rényi entropic uncertainty relations and we get that the minimum joint uncertainty states for some fluctuation measures are the maximum joint uncertainty states of other fluctuation measures, and vice versa.
I. INTRODUCTION
Uncertainty relations is a rather basic issue in quantum physics. The joint uncertainty of pairs of observables has been mostly addressed in terms of the product of variances. Nevertheless, there are situations where such formulation is not satisfactory enough and alternative approaches are required. For example: (i) variance is not always a well behaved estimator of fluctuations beyond Gaussian statistics [1] , (ii) in finite-dimensional systems there are no nontrivial lower bounds for the product of variances, since the variance of an observable can vanish while the variance of any other is bounded from above [2] , (iii) for periodic variables such as angle and phase variance is ambiguous and rather useless by strongly depending on the angle or phase window [3] , and (iv) there are observables not easily represented by Hermitian operators [3] . This has prompted the introduction of alternative measures of fluctuations and uncertainty relations [2] [3] [4] [5] [6] [7] [8] [9] .
The question addressed in this work is that different assessments of fluctuations may lead to uncertainty relations resulting in contradictory conclusions. This holds even within the same family of uncertainty measures, such as Tsallis and Rényi entropies [5] [6] [7] . More specifically, we show that the maximum joint uncertainty states of some measures can be the minimum joint uncertainty states of other measures, and vice versa. Roughly speaking, we show there are two sets of states that in general compete to be either of maximum or minimum uncertainty. The result of the competition depends on the measure of fluctuations employed. We think that these contradictions are worth pointing out given the importance of quantum uncertainty relations, from fundamental issues to metrological applications.
For simplicity we first address this issue in the simplest twodimensional quantum system considering two components of an one-half spin. Then this is extended to finite-dimensional spaces of arbitrary dimension. Finally, we consider briefly the case of infinitely dimensional spaces in order to illustrate the possible meaning and implications of these results. This is that different measures grasp different facets of quantum uncertainty such as, for example, energetic content or metrological usefulness.
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II. TSALLIS AND RÉNYI ENTROPIES
In this section we present two entropy measures to be used later, as well as the states that will compete for maximum and minimum joint uncertainty.
A. Tsallis entropy
For definiteness we will consider the Tsallis entropies [5] 
where p j is the probability of the outcome j of the observable A, and q is a real parameter. Note that S q (A) is always nonnegative. Minimum uncertainty S q (A) = 0 holds when all the probability is concentrated in a single outcome p j = δ j,k for any k, so that j p q j = 1. Maximum uncertainty occurs when all the outcomes are equally probable p j = 1/N where N is the number of outcomes.
This family includes the Shannon entropy in the limit q → 1
It also includes the variance ( A) 2 of two-outcome observables within two-dimensional spaces, with A represented by the Hermitian operator
with a| − a = 0, since for q = 2 we have
with p a = a|ρ|a for any state ρ and, as usual, ( A)
B. Exponential of Rényi entropy
A measure closely related to the Tsallis entropy is the exponential of Rényi entropy [2, 7, 8] 
so that for Gaussian-like continuous variables R q (A) ∝ A.
As for the Tsallis entropy, this takes its minimum R q (A) = 1 when all the probability is concentrated in a single outcome p j = δ j,k , while the maximum R q (A) = N occurs when all the outcomes are equally probable p j = 1/N, where N is the number of outcomes.
C. Joint uncertainties
These measures may enter in uncertainty relations for two observables A,B via nontrivial lower bounds on different combinations [4] [5] [6] [7] [8] [9] , such as the sum of Tsallis entropies
the product of Rényi entropies
and the combination of Tsallis entropies proposed in Ref. [6] U q ,
For the sake of symmetry we are going to consider the same parameter q for both A and B.
In this work we are not interested in the precise lower bounds of q , q , or U q [9] . Instead we are worried by contradictions between the conclusions derived from different choices of q.
D. Extreme and intermediate states
Throughout we will show that there are two sets of states that compete to be either the maximum or minimum joint uncertainty states of two observables A, B. We will refer to them as extreme and intermediate states.
The extreme states are the eigenstates of A or B, say A → 0 or B → 0. The intermediate states are the ones with the same uncertainty in both observables A = B. To some extent these states represent opposed ways of redistributing uncertainty between observables.
III. TWO-DIMENSIONAL SYSTEM
To reveal contradictions as simply as possible we consider a two-dimensional system and two observables A,B with outcomes A = (a, − a), B = (b, − b), and probabilities p k , k = a, − a,b, − b, given by projection of the system state |ψ (assumed pure for simplicity) on the corresponding vectors |k
with p −k = 1 − p k and −k|k = 0. In the general case the states |a and |b will not be orthogonal so that |b = cos δ|a + sin δ| − a .
For definiteness throughout we will consider the case δ = π/4 that corresponds to typical complementary observables, so that for |ψ = |b there is p −a = p a = 1/2 and vice versa. For example this is the case of two orthogonal components of an 1/2 spin, say A = σ z and B = σ x , where σ x,z are the corresponding Pauli matrices. 
A. Comparison of uncertainty relations for complementary observables
For definiteness let us consider the family of states in the form
where θ is a parameter, so that
This family includes the extreme and intermediate states for different values of θ . Intermediate states arise for θ = π/8
that maximizes the product of probabilities p a p b with p a = p b and S q (A) = S q (B) [10] , and also for θ = 3π/8
that maximizes the product of probabilities p −a p b with p −a = p b and S q (A) = S q (B). On the other hand, the extreme states associated to θ = 0,π/4 modulus(π/2) on the value of q. Moreover, in Fig. 4 we plot the second derivative of q , U q , and q at θ = δ/2 = π/8
as functions of q showing the change from maximum (negative F ) to minimum (positive F ). For example for q the exchange holds for q between q = 2 and q = 3.
IV. N-DIMENSIONAL SYSTEMS
Let us show that the above results are not an specific feature of two-dimensional systems, but hold for systems of arbitrary dimension N. To this end let us consider two complementary observables A and B represented by the state vectors |m and |k
related by a discrete Fourier transform. Moreover, let us consider the family of states that includes the extreme states |m , |k for θ = 0,π/2,π as well as the intermediate states |m ± |k for θ = π/4,3π/4. In Fig. 5 we plot q for theses observables and q = 0.5 and q = 2 (with different scales) being N = 100. This shows that the intermediate states have maximum joint uncertainty for q = 0.5 while the same states are of minimum joint uncertainty for q = 2 (and vice versa for extreme states). The same contradictory behavior is displayed by U q as shown in Fig. 6 . In this case we have found no contradictory behaviors for q .
V. INFINITE-DIMENSIONAL SYSTEM
Let us briefly address a simple extension of the above ideas to an infinite-dimensional system with the purpose of the latter are the coherent states (archetypal example of classical-like light). Expressing X as X = 1/ Y = exp(r) we have
which are plotted in Fig. 7 as functions of r. We can appreciate that the coherent states r = 0 (i.e., intermediate states in this context) are the minimum of ( X) 2 + ( Y ) 2 , while they are the maximum of S 1 (X)S 1 (Y ).
This example may help to understand this phenomena. The idea is that different measures grasp different facets of quantum uncertainty. For example, for harmonic oscillators the sum of quadrature variances represents the energetic content of quantum fluctuations since the number of photons a † a depends on quadratures in the form a † a = (X 2 + Y 2 − 2)/4. This energy content is lesser for coherent than for squeezed states since quadrature squeezing requires energy, and, for squeezed vacuum for example, we have a † a = sinh 2 r. On the other hand, the entropic measures usually provide valuable assessment of metrological usefulness, which is larger for squeezed than for coherent states [11] .
VI. CONCLUSIONS
The plots in this paper show that maximum uncertainty states can become minimum uncertainty states and vice versa, depending on the measure of uncertainty employed, even with choices within the same family of measures. To some extent it is natural that different measures lead to different extremes. However, it seems paradoxical and counterintuitive that the conclusions may be contradictory to the extent of exchanging maxima and minima.
After the analysis of simple examples we conjecture that different measures are differently sensitive to the distribution of fluctuations between observables. This is that they extract different information from the statistics of fluctuations.
