We propose a subspace of the vertex Hilbert space formed by homogeneousisotropic states, which is invariant under the action of the scalar constraint operator. We discuss the feasibility of numerical diagonalization of the scalar constraint operator restricted to this subspace. 2
I. INTRODUCTION
In classical theory, symmetry reduction is a powerful tool allowing to find important solutions of the Einstein equations analytically, for example the Schwarzschild metric or Friedmann-Robertson-Walker metrics. In Loop Quantum Gravity [1] [2] [3] [4] [5] [6] [7] symmetry reduction has been used in two ways. First direction was to reduce the theory classically and quantize the resulting theory [8] [9] [10] [11] . This procedure leads to a theory called Loop Quantum Cosmology. However, it is not known how the resulting (physical) states of the reduced theory relate to the (physical) states of the full theory. Second direction was to reduce the quantum theory approximately by using for example coherent states [12] [13] [14] [15] [16] [17] [18] [19] [20] or imposing some conditions on the states [21, 22] . It seems possible that the resulting (physical) states approximate (physical) states of the full theory.
In this paper we propose third direction. We propose a reduction of the degrees of freedom at the quantum level where the (physical) states of the reduced theory are (physical) states of the full theory. Knowing eigenvectors of the scalar constraint operator, it is possible to construct physical states either in pure gravity or in some other theories such as gravity coupled to massless scalar field or dust [23] . Therefore we focus on the diagonalization problem of this operator. We will find subspaces of states which are homogeneous-isotropic and are invariant under the action of the scalar constraint operator. This means that the operator can be diagonalized in these subspaces. The resulting homogeneous-isotropic eigenstates are eigenstates of the full scalar constraint operator. We will propose a truncation that makes it possible to study the diagonalization problem numerically.
II. CONSTRAINT OPERATORS
In the following we will focus on particular class of scalar constraint operators. We will describe their general features in this section. To our knowledge there are two examples of such operators studied in [24] . As in the aforementioned paper we will be interested in diagonalizing the operators.
A. General properties of the scalar constraint operator
The operators will be defined on (a dense subset of) the vertex Hilbert space H vtx [25] . We will use the notation from [26] (mainly section 3.1). This space is spanned by states
obtained from the spin network states |(γ, ρ, ι) > by averaging with respect to diffeomorphisms acting trivially in the set Nodes(γ) of the nodes of the graph γ.
We assume that the scalar constraint operatorĈ x defined on H vtx has the following effect when acting on a spin-network [(γ, ρ, ι)]:
• It does not change the graph γ or adds a loop at the node x or removes a loop at the node x according to the prescription defined above (or means logical alternative).
• The new loop or removed loop is labelled with fixed representation label ρ (l) . All other representations are left intact.
• It acts non-trivially only on the intertwiner space associated to the node x.
We will also assume that it is local
and covariant with respect to the diffeomorphisms
See also [25] .
B. A note about regularization of the operator
We will consider the constraint operators defined in [24, 27, 28] . In the definition of the operator there is some freedom: the so-called Euclidean part adds or subtracts a loop tangential to two different links of the graphs but different types of loops lead to different operators. We will consider the following definition (different from the original one). We will assume that a loop between links ℓ I and ℓ J will have the same order of tangentiality with both links, denoted by T IJ . It will be called the order of the loop. The highest order of tangentiality of loops between links ℓ I and ℓ J will be called an order of the wedge (ℓ I , ℓ J ) and denoted l(I, J). When a loop is added by the Euclidean part we assume that its order of tangentiality is equal to l(I, J) + 1. When a loop is subtracted by the Euclidean part, it will be assumed that the loop with the highest order is removed. This regularization makes the loops distinguishable but we do not keep track of the sequence in which the loops have been added. For example in the regularization from [28] the loops are distinguishable but adding loops in different orders leads to orthogonal spaces. In the diagonalization problem the best regularization is with indistinguishable loops because it leads to further reduction of the invariant subspaces. However, it makes numerical calculations presented in section IV B more involved and we will consider it in close future.
C. Invariant subspace
We will be interested in Let Γ l be a graph obtained from Γ by adding l n (I, J) loops tangent at n to the links ℓ I and ℓ J such that the begging of each loop is tangent to ℓ I , the end is tangent to ℓ J , and the orders of the loops are 1, . . . , l n (I, J 
This space is isomorphic to
where
The isomorphism is given by
Clearly it is an isometry, e(
Let us fix a node x. Consider any isometric embedding α x
Let us notice that the image of the map e • α is an invariant subspace of the operatorĈ x .
Therefore we can pull-back the operatorĈ x into the space lx H L(lx) . The pulled-back operator will be denoted by the same letterĈ x . Our goal will be to diagonalize the operator C x on lx H L(lx) . By taking tensor product of eigenstates corresponding to different x and mapping the result with the isomorphism e, we will obtain simultaneous eigenstates of the operatorsĈ x , where x ∈ Nodes(Γ).
III. THE SYMMETRIC STATES

A. Pure lattice
Symmetries
Let us consider an infinite regular cubical lattice Γ in R 3 . The coordinates of the nodes are (ǫa, ǫb, ǫc),
where a, b, c ∈ N and ǫ is the coordinate distance, and there is precisely 1 link connecting each neighbouring pair of nodes. We consider a group O cube of orientation preserving symmetries of a cube. This group is a subgroup of a group generated by matrices
formed by matrices of determinant 1.
Homogeneous isotropic states
We will say that a spin network s is homogeneous-isotropic spin network if is invariant
where e iΦs(g) is 1-dimensional unitary representation of the symmetry group R 3 ǫ ⋊ O cube . For homogeneous isotropic spin networks it follows in particular that ∀ ℓ∈Links(γ) dim ρ ℓ = 2j + 1 for a given fixed spin j. The phase, which we will choose in the following section, depends only on this spin j. Therefore, instead of writing Φ s (g) we will write Φ j (g).
Let us focus on the intertwiner space corresponding to a single node n. Let us denote the links incident at n by ℓ 1 , ℓ 2 , . . . , ℓ 6 . Without loss of generality, we can assume that the coordinates of the node are (0, 0, 0) and that all links are outgoing from the node. To each group element g ∈ O cube there corresponds a permutation of the links incident at the node n. We will denote the permutation corresponding to g by σ g . We consider a projection operator P j : Inv ((H j ) ⊗6 ) → Inv ((H j ) ⊗6 ) acting on an intertwiner ι in the following way:
The image of Inv ((H j ) ⊗6 ) with the projection operator P j will be denoted by H j,0 cube (the meaning of the index 0 will be explained in section II.E ):
For isotropic states all nodes are labelled with the same (or equivalent) intertwiner, an element of H j,0 cube . Our states are similar to states used in GFT condensate approach [21, 22] . However, instead of restricting to highest volume eigenvalue in the invariant subspace, we restrict to purely symmetric states. This will allow us to define homogeneous-isotropic states in the space with loops.
Fixing the phase
Let us notice that the group O cube is isomorphic to the group S 4 of permutations of the 4 diagonals of the cube. Therefore to each element g ∈ O cube we will assign a number sgn(g) = ±1 equal to the sign of the corresponding permutation ν g in S 4 : sgn(g) := sgn(ν g ).
We choose the phase to be equal to
where j is the spin assigned to each link. With this choice of phase the space H j,0 cube has at least one non-trivial element, which is the Livine-Speziale coherent intertwiner:
Symmetry reduction in the space of invariants
Thanks to the choice of phase, the image of the projection is always non-trivial. In fact our numerical calculations indicate that for large spins the dimension of the space grows polynomially (see figure 1a ). Let us introduce a ratio
Our numerical study indicate that this ratio grows with increasing spin (see figure 1b ).
Unfortunately, at this point, we are not able to see at what value it stabilizes. For this we need to do calculations for larger spins, which will require proper parallelization of our code and we leave it to close future. ) andι is any element in H j,0 cube . The space
is invariant under the action ofĈx. Let us consider a diffeomorphism f g corresponding to an element g in O cube . The diffeomorphism leave the space H j loops invariant. SinceĈ x is covariant with respect to diffeomorphisms (see (1) ), the operator
commutes with the operatorĈ x :
As a result the space H j cube = Im(P j cube ) is also invariant under the action ofĈx (let us notice that there is no conflict of notation with section III A because the operator P j cube in section III A is just a restriction of the operator defined above). Let us denote by H j symmetric the diagonal subspace of n∈Nodes(Γ) ln H L(ln) corresponding to H j cube , i.e. a subspace spanned by vectors
The states e(w), w ∈ H j symmetric are invariant (up to a phase) under the action of the symmetry group R 3 ǫ ⋊ O cube . We will also denote by
C. Regularization of the lattice
The spin networks described above are infinite lattices. However, we will restrict to finite graphs. To this end we will consider finite spin networks that coincide with the infinite
and are invariant (up to phase factor) under the action of the group O cube (rotations around (0, 0, 0)). We will always smear the quantum geometry operators (in particular scalar constraint operator) with functions N with support in V max . Instead of taking tensor product (3) we will consider its truncated version
and tensor multiply with intertwiners corresponding to the nodes outside the region V max .
D. Truncation
Our goal will be to look for the eigenstates numerically. To this end we will truncate the invariant Hilbert space H j loops to functions l such that L(l) < L, i.e. we will consider a space
Let us notice that this truncation is compatible with the symmetry reduction. This means that the projection operator P j cube leaves the subspace H j,L loops invariant. As a result we introduce symmetry reduced truncated space:
In the previous section we introduced an subspace invariant under the action of operator C x and introduced a cut-off which we believe should be useful for numerical calculations. In this section we will study a reduction of the truncated space due to averaging with respect to orientation preserving symmetries of a cube O cube . The action of the diffeomorphisms f g corresponding to g ∈ O cube on the spin-network states induces an action in lx H L(lx) :
The action of g on l is the following:
The action of g on the intertwiners is more complicated and we will devote to it the next subsection.
A. The action of the group of cubical symmetries on the intertwiner spaces
Assigning indices to links
Let us start with description, how the indices of the intertwiners are assigned to the links.
We focus on the node x with loop configuration l. Let us recall that by L(l) we denoted the total number of loops:
A tensor in the space where β i < β j ⇐⇒ i < j. We will assign to each loop another label: a number i ∈ {1, . . . , L(l)} such that β i is the labelling of the loop. To the loop β i there correspond two indices A 2 * i and A 2 * i+1 . The index A 2 * i is up and the index A 2 * i+1 is down.
The action of the group O cube on the indices
To each group element g ∈ O cube there corresponds a diffeomorphism which induces a permutation σ g ∈ S 2 * L(l)+6 of the indices of the intertwiner.
There is a natural action of the group O cube on the sequence In the second case (g · (I, J, K) = (g(J), g(I), K)) we will say that g flips the loop (I, J, K).
This action induces a permutation µ g ∈ S L(l) in the following way. We will consider a sequence β g obtained from a set {g · β i : i ∈ {1, . . . , L(l)}} by ordering its elements lexicographically. The permutation µ g is defined in the following way:
As a result the action of g induces a permutation σ g ∈ S 2 * L(l)+6 One could think at first sight that the action of the group O cube on the intertwiner is defined by the permutation σ g in completely analogous way as in (2) . This is in fact the case when g interpreted as a diffeomorphism acting on a spin network does not flip orientation of any loop. If an orientation of a loop is flipped by the diffeomorphism, we need to use equivalent spin network where the orientation of the loop is flipped back to the proper orientation. The equivalence move leads however, to non-trivial action on the space of intertwiners, which we will discuss below.
The representation of the group O cube in the intertwiner space
It is well known fact that for each of the SU(2) group representations there is a bilinear form invariant under the action of the group:
If the dimension of the representation is even, the form is antisymmetric, and if it is odd, the form is symmetric:
The form defines an intertwiner ǫ : H j → H * j between the representation ρ j and its dual representation ρ * j : ρ * j (u)ǫ = ǫ j ρ j (u).
In the index notation:
The equation (4) can be written as
We will use this form to define the action of a permutation σ ∈ S N on N-valent intertwiners:
Firstly, we define the action of the permutation on intertwiner in Inv (H j 1 ⊗ . . . ⊗ H j N ):
Let us notice that
is an isomorphism. We define the action of the permutation σ on
in the following way:
If a diffeomorphism g flips a loop β i , then the corresponding permutation acts between spaces:
. This reflects the fact that in the corresponding spin network s the loop has opposite orientation to the standard one. However, this spin network is equivalent to the spin network s ′ with a loop in the standard orientation but in s ′ the this loop is labelled with representation ρ * (l) . As we mentioned at the beginning of the section, the representation ρ * (l) is equivalent to the representation ρ (l) :
. This means that the spin network s ′ is equivalent to spin network s ′′ where the loop has the standard orientation and it labelled with representation ρ l but the node x is labelled with an invariant tensor
Using the property (5) we find that :
Let us denote by F (g, l) the (minimal) number of flips required to bring all loops in the spin network s to the standard orientation (the beginning of a loop is tangent to ℓ I and the end of a loop is tangent to ℓ J , where I < J).
As a result, the group O cube has the following representation R(g):
Knowing the action of O cube on lx H L(lx) induced by the action of diffeomorphisms allows us to transfer the operator P j cube from H j,L loops to lx:L(lx)≤L H L(lx) . We define:
This formula allows practical calculations. The rate of symmetry reduction r(j, L) will be defined to be the ratio of the dimensions of the spaces H j,L loops and H j,L cube . n is the rank of the matrix, we obtain a speedup of around 10 4 times compared to naive approach without projection in the invariant subspaces.
V. SUMMARY AND DISCUSSION
The restriction to homogeneous-isotropic sector of Loop Quantum Gravity that we proposed leads to substantial reduction of the degrees of freedom. From the plethora of spinnetwork states defined on cubical lattice Γ, it restricts us to lattices with links labelled with the same spin. Moreover, it allows us to restrict the problem of diagonalization of opera-torsĈ n , n ∈ Nodes(Γ) to single operatorĈ x at a fixed node x. The symmetry group acts non-trivially in the intertwiner spaces, leading, after averaging, to further reduction of the degrees of freedom. We have noticed that the averaging should include non-trivial phase factor to accommodate Livine-Speziale coherent intertwiners. We found, that after a truncation of the relevant Hilbert space to spin networks with not more than L loops at each node, the symmetry reduction leads to almost 24 times smaller subspaces of intertwiners.
Let us notice, that similar restriction on the intertwiner spaces has been considered in [21, 22] . However, in [21, 22] in each intertwiner space 1-dimensional subspace is chosen corresponding to the highest volume eigenvalue. However, this condition is not preserved by the scalar constraint.
Our restriction is not so drastic as in [21, 22] but the factor 24 is substantial. Most diagonalization algorithms have complexity close to O(n 3 ), where n is the rank of the matrix.
This means around 10 4 speedup compared to naive approach. The computing centre were our numerical calculation were done has 3 · 10 4 cores. This roughly speaking means that instead of running a diagonalization program using all resources of our computing centre, we could just run the program on our laptop (a laptop typically has 4 cores). Practically, this means that instead of considering truncation with L loops we can consider truncation with L + 1 loops. This may become critical in deriving some physically interesting results.
We hope that this speedup will allow us to find eigenstates of the operatorsĈ x . We realize that the truncation needs further study. We plan to look for its justification using numerical calculations: by varying the truncation and investigating if some of the eigenstates converge when the number of loops increases. Such calculations could also give some insight on analytic properties of the truncation.
The resulting eigenstates states could be in principle compared with eigenstates of Loop Quantum Cosmology. To this end we would expand the eigenstates of the truncated full theory in the eigenbasis of the volume operator and compare them as functions of the corresponding eigenvalues. The eigenstates in the region of large volumes could be compared with the Wheeler-DeWitt eigenstates in the homogeneous-isotropic sector. This could also be a method to verify the classical limit of the Hamiltonians proposed in [24, 27, 28] .
Let us also note that although the analysis is focused on finding eigenstates of the scalar constraint operator in the homogeneous-isotropic sector, the results have important impact on the spin-foam amplitudes we proposed in [26] . Our analysis in particular implies that a history of a state in H j cube is described by states in H j cube . This means that in order M of the expansion, the complexity of the problem gets roughly 24 M −1 times smaller due to symmetry reduction.
