We describe a novel max-margin parameter learning approach for structured prediction problems under certain non-decomposable performance measures. Structured prediction is a common approach in many vision problems. Non-decomposable performance measures are also commonplace. However, efficient general methods for learning parameters against non-decomposable performance measures do not exist. In this paper we develop such a method, based on dual decomposition, that is applicable to a large class of non-decomposable performance measures. We exploit dual decomposition to factorize the original hard problem into two smaller problems and show how to optimize each factor efficiently. We show experimentally that the proposed approach significantly outperforms alternatives, which either sacrifice the model structure or approximate the performance measure, and is an order of magnitude faster than a previous approach with comparable results.
Introduction
Max-margin structured prediction is a common framework for a variety of vision problems. Tasks such as action recognition [27, 9] , image segmentation [19] , and scene understanding [4] involve reasoning about relationships between locations in a video, pixels in an image, and objects in a scene respectively. In addition, the performance measures for these applications often are non-decomposable and are not a simple sum of terms measured over individual output entities. Instead, they measure performance as a function of the entire, structured output. The focus of this paper is developing a learning approach that can handle these together, formulating a learning algorithm based on dual decomposition for handling structured prediction while optimizing against certain non-decomposable performance measures.
Capturing the structure of the output requires a model that is rich enough to absorb the dependencies between the outputs. In this paper we employ Markov networks, which are commonly used for modeling interdependent inputs and outputs in many applications.
We focus on a subset of non-decomposable loss functions, namely, multivariate non-linear performance measures 1 , such as F 1 (image retrieval), area under ROC (binary classification), or intersection over union (image segmentation). However, our approach can be applied more generally, for optimizing against any loss function for which the maximum value of the loss plus a linear function can be computed efficiently. One example of such a loss is mean average precision [29] .
Modeling dependencies between outputs while optimizing against a loss function has been a research topic for many years. Optimizing the expected loss in this scenario is a non-convex problem. However, Taskar et al. [22] and Tsochantaridis et al. [25] have proposed rather to optimize a convex relaxation of the expected loss. The cutting-plane algorithm has been shown to be efficient for solving this optimization [25] . The computational difficulty in structured prediction approaches is finding the subgradient, which requires solving the "most violated constraint" [25] or "loss augmented inference" [21] . It is shown that for decomposable performance measures learning is tractable when the model is a submodular Markov network or a matching [22, 25, 23] . In contrast, in this paper we focus on nondecomposable performance measures.
Joachims [10] proposed an approach to efficiently compute the most violated constraint for a large class of nondecomposable loss functions, a subset of those we consider in this paper. However, the underlying models were limited, and do not permit pairwise interactions between output labels. The method of Yue et al. [29] takes a similar approach to optimize against Mean Average Precision. Khanna et al. [3] present an algorithm in the same framework to optimize against normalized discounted cumulative gain (NDCG). Rather than solving a convex relaxation of the expected loss, McAllester et al. [13] proposed a perceptron-like training approach to directly optimize the original loss function, but still need to solve the loss augmented inference.
Four closely related pieces of work in the literature are 1 losses that are a function of false positive and false negative counts the approaches of Meshi et al. [14] , Komodakis [11] , Tarlow and Zemel [20] and Ranjbar et al. [16] . The work by Meshi el al. [14] shares a similar formulation, and proposes to solve the loss augmented inference and parameter learning simultaneously. Our approach is similar in the sense that we work on the dual of the loss augmented inference. However, our goal is to optimize against non-decomposable losses, while [14] is only concerned with decomposable loss functions. Komodakis [11] addresses learning the parameters of a Markov network with higher order potential functions. The case of decomposable Hamming loss is developed in detail, and the applicability for general losses is alluded to. Our paper precisely shows how the parameters of a Markov network can be learned given non-decomposable loss functions that operate over all output variables. Tarlow and Zemel [20] also attempt to learn against complex losses, but with a very different approach. In that paper a message passing strategy is proposed and the results are shown on a subset of the Pascal VOC images. Note that the ratio of positive to negative pixels is an order of magnitude larger in the selected subset, which makes the results incomparable. Ranjbar et al. [16] take a different approach to optimize against non-decomposable loss functions. There, the loss function is approximated with a piecewise planar surface and the loss augmented inference is solved independently for each piece by solving a linear program. The drawbacks of this approach are two-fold. First, its complexity increases linearly with the number of planes in the approximation. Moreover, this approach is computationally very expensive in practice since it requires solving a linear program for each plane in each iteration of the cutting plane approach. Second, this method optimizes against the approximated version of the loss function as opposed to our approach that optimizes against the actual loss.
Structured Prediction Learning
The goal of our learning problem is defined as finding a function h ∈ H from the hypothesis space H given training samples S = ((x 1 , y 1 ), . . . ,(x N , y N )) that optimizes the expected prediction performance on the new samples S ′ of size N ′ .
In general, the loss function ∆ cannot be decomposed into a linear combination of a loss function δ over individual samples. But, for simplicity, most discriminative learning algorithms (e.g. SVM) assume decomposibility and i.i.d. samples, which allows for rewriting Eq. 1 as
Instead of solving the estimated risk in Eq. 2, learning algorithms approximate that with empirical riskR δ defined aŝ
For non-decomposable loss functions, such as F 1 score or intersection over union, optimizing Eq. 2 does not provide the desired answer. Rather, we are interested in finding an algorithm that can directly optimize the empirical risk based on the sample loss,
Finding an h ∈ H that optimizes Eq. 4 for an arbitrary loss function ∆ can be computationally challenging. In structured prediction, instead of having a mapping function h : X → Y from a single example x to its label y, where x ∈ X and y ∈ Y, all examples are considered at once to learn a mapping functionh : X × · · · × X →Ȳ, whereȲ ∈ {Y} N . We definex = (x 1 , . . . , x N ), and y = (y 1 , . . . , y N ).
We can define the best labeling using a linear discriminant functionĥ
Here, the function Ψ measures the compatibility of the data points and their assigned labels. One way of incorporating a loss function ∆ in the SVM formulation is Margin Rescaling [24] , which can be written as an unconstrained optimization problem [5] ,
Solving the inner max, which is called loss augmented inference or the most violated constraint is computationally challenging given an arbitrary loss function ∆(y, y ′ ) and scoring function Ψ(x, y ′ ). However, solving loss augmented inference has been shown to be efficient in some special cases. The first special case is when the inference itself is tractable and the loss function is decomposable [24] . The second case happens when the Ψ function is decomposable over examples and the loss function is a function of false positive and false negative counts [10] . For this type of loss function Ranjbar et al. [16] approximate loss with a piecewise linear function when the model is a Markov network over binary variables. In this approach, a linear program is solved for each loss piece, which is computationally expensive when the number of regions is large. In this paper we propose to solve the loss augmented inference for Markov networks using dual decomposition. The idea of dual decomposition is to divide the optimization problem into simpler subproblems that are solved independently and combined into a global solution.
Loss Optimization via Dual Decomposition
Our goal in this paper is to solve the loss augmented inference problem for Markov networks and a subset of nondecomposable loss functions, those that can be maximized when augmented with a linear term. Multivariate non-linear performance measures (e.g. F 1 measure, intersection over union, and area under ROC) and mean average precision are some examples of such losses.
We assume that we are given a Markov network represented by a graph G = (V, E) where V is the set of nodes, and E is the set of edges. The score of an assignment y ′ is defined as a linear function of unary and pairwise scoring functions. Although several methods have been proposed to find the best assignment by maximizing the scoring function of a Markov network, w T Ψ(x, y ′ ), the optimization becomes challenging when the score is augmented with a non-decomposable loss function. In this section we propose to use the dual decomposition technique to divide the loss augmented inference into simpler components that can be solved independently.
We can modify the loss augmented inference problem (maximization in Eq. 6) by duplicating the y ′ i variables, and then forcing the duplicates to be equal. So, the equivalent optimization is:
Without the constraints, the maximization in Eq. 7 could be decomposed into independent maximization for each term which are easier to solve. In order to remove the constraints, we use the Lagrangian Relaxation technique. We define the Lagrangian as:
and λ i is a vector including all Lagrange multipliers for the i th node of Markov network for all y i ∈ Y. Then the following optimization is equivalent to the loss augmented inference optimization in Eq. 7:
The optimization in Eq. 9 is as hard as the original optimization. But we can omit the constraints and define L(λ) as:
The optimization subproblems in Eq. 10 are independent and can be solved separately. It can be easily shown that L(λ) is an upper bound for the original optimization problem (Sontag et al. [18] ). So, we can find an approximate solution to the loss augmented inference by finding the tightest upper bound. We solve the dual problem, minλL(λ) to find such an upper bound, and use its solution to recover an assignment for the primal optimization.
1 √ t in our experiments. In the remainder of this section we discuss how we solve the subproblems in Eq. 10 and calculate the subgradient.
We need to solve two maximization problems in each iteration of the subgradient method. The first maximization problem in Eq.10 is maximizing a Markov network with additional unary terms from the Lagrange variables. So, for solving the first subproblem in Eq. 10 we modify the Markov network such that the pairwise scores are the same, but the unary scores are added with λ i at each node. Hence, the first maximization can be solved (exactly or approximately) using any MAP inference technique (e.g. see [28] ).
The second optimization in Eq. 10 involves maximizing the loss function plus a linear term, which is challenging, because an exhaustive search over all y ′′ ∈Ȳ is not tractable. However, several methods have been proposed to solve this maximization. For example, Joachmis method [10] solves the maximization for multivariate nonlinear performance measures and Yue et al. method [29] solves the maximization for mean average precision. Here, we show how to solve this maximization for multivariate non-linear performance measures using the general form of Joachims approach. However, any other loss function, for which this maximization is tractable could be considered.
Note that for multivariate performance measures there are only O(N 2 ) different contingency cases when the network has N nodes. This is due to the fact that the number of false positives can change from zero to the size of the negative set, and number of false negatives can change from zero to the size of the positive set. So, overall, loss function can take at most O(N 2 ) different values. Joachims's approach [10] takes advantage of this fact and proposes an algorithm to solve the loss augmented inference efficiently in O(NNote that the second maximization in Eq. 10 is a summation of the loss and unary terms that score the assignments individually. We further generalize the Joachims method for multi-label problems in Algorithm 1.
In Algorithm 1, we assume that the loss function is defined on the number of false positives and false negatives even for multi-class labeling. In other words, the loss is defined for a particular class versus other classes. That is the reason our algorithm accepts the positive label p as an input. For more complex loss functions defined as a function of false positives for each class, we still could generalize the Algorithm 1 by repeating the for loops for each class and finding the labeling that maximizes the summation of loss and Lagrange multipliers. However, in this case the complexity of this algorithm would be O(N |L| ). It can be easily shown that the Algorithm 1 is the generalized form of Joachims's algorithm [10] for multi-label problems. Note that for binary label problems these two algorithms are exactly the same. . . . , r #neg ) ← {arg max r λ i (r) : i ∈ {j : y j = p}, r ∈ Y\{p}} 7: for f n ← 0 to #pos do for f p ← 0 to #neg do 10: set {y
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Having maximized the subproblems in Eq. 10, we calculate the subgradient of L(λ) to update theλ t . Let y * and y * * be the optimal assignments for the first and the second subproblems of Eq. 10 respectively. We calculate the subgradient of L(λ) atλ t using Algorithm 2. In this algorithm, if a node is assigned to the same label in both subproblems, the subgradient will be zero for all labels; Otherwise, the subgradient is set to the +1 and −1 for the labels assigned by the first and the second optimization in Eq. 10 respectively. In each iteration, if a node is labeled differently by the subproblems, the subgradient method will decrease the value of λ i (y * i ), and increase the value of λ i (y * * i ). So, intuitively, in the next iteration, both y * i and y * * i will have less chance to be assigned to their previous labels and the subproblems are more likely to produce agreeing assignments.
To find the tightest upper bound, we iterate the subgradient descent until L(λ) stops changing significantly or a desired maximum number of iterations (100 in our experiments) is reached. If at the final iteration subgradient becomes zero, we can conclude that both assignments, y * and y * * are in agreement for all nodes, and the assignment is the global solution to the loss augmented inference problem. However, there is no guarantee to reach such an assignment, and in practice, we often have a few nodes that have different assignments in the final y * and y * * 2 . In this case we need to recover a primal solution from the assignments proposed by each subproblem. A simple heuristic to recover the solution to the primal equation, which works very well in practice, is to count the number of times that a node is assigned to a label in the iterations of the subgradient method, and assign to the nodes with disagreeing assignments the label that has occurred the most for each node [12] .
Algorithm 2 Calculatingḡ
t , the subgradient of L(λ) atλ 
Experimental Results
We employ object category segmentation as an example of a structured output problem. The task is to label the pixels of an image as being part of a known object (foreground) or not (background). We set the label of foreground to one and the label of background to zero. One example of a nondecomposable performance measure in image segmentation task is intersection over union defined as
which has been used to compare the segmentation accuracies on the Pascal VOC challenge [6] . In our experiments we optimize against this loss function while comparing to two strong baselines and a previous approach [16] .
The first baseline called Hamming approximates the intersection over union loss with normalized Hamming lossa decomposable loss defined as
where the value of α and β are set to 1/(2N n ) and 1/(2N p ), respectively. Here, N p and N n represent the number of positive and negative samples in the dataset. Note that Hamming loss decomposes as an extra unary potential in the overall Markov network. Solving for the loss augmented inference in this case is computed by performing MAP inference on the network. For some special cases, e.g. when the graph is submodular, MAP inference has been shown to be exact. However, in a general graph MAP inference has been shown to be NP hard and therefore approximate inference techniques could be employed to find an approximate solution [2, 28] . Note that solving the loss augmented inference for Hamming loss is similar to solve the first maximization in Eq. 10. This baseline shares the same model as we have in the proposed approach, but optimizes against a decomposable loss as opposed to the original non-decomposable loss.
The second baseline is based on the idea of Joachims [10] , which can optimize against a large set of loss functions, those which can be computed from the contingency table, a subset of loss functions that can be optimized using the proposed approach. However, this approach assumes a decomposable model and cannot benefit from the pairwise interactions on the outputs. It can only capture the dependency between the outputs through the loss function and not through the model. Note that the second maximization in Eq. 10 has exactly the same form as explained here -a non-decomposable loss computed from the contingency table plus a linear term.
The third method that we compare the results with is [16] , which takes a very different approach. Briefly, the loss function that is assumed to be a function of false positive and false negative counts is approximated with a piecewise linear surface in false positive and false negative space. Then a linear program is solved for each piece independently and the piece with maximum loss augmented value is picked as the answer. The drawback of this method is the need to solve many linear programs in each iteration of the parameter learning. We use 15 pieces to approximate the loss function, which generates almost identical results to the original choice of 40 pieces in [16] for computational efficiency. We employ Mosek [15] the same off-the-shelf LP solver to solve the LPs. Note that solving each LP takes more than finding the loss augmented inference in the proposed method with 100 subgradient steps, which makes the proposed approach more than 15 times faster than the approach in [16] , yet with comparable results.
Pixels vs. Superpixels
If we decide to perform segmentation on the pixel level, meaning that the input be the set of all features extracted from all pixels in the dataset and the output be the binary label of each pixel, then for a dataset with 750 images each of size 500 × 300 pixels, we will have 112, 500, 000 variables (nodes in the Markov network). Solving the second term of Eq. 10 (Algorithm 1) as well as computing the loss augmented inference in Joachims' method [10] have time complexity O(N 2 ), where N is the number of nodes. Clearly, such computation is intractable.
To solve this problem, we group neighbouring pixels into superpixels (of possibly different sizes 3 ) based on their color distance and assign one label to all pixels of a superpixel. However, the assumption in Algorithm 1 is that all positive examples (superpixels of the foreground) contribute equally in the loss function, which is not true if the area of the superpixels are different. To solve this problem, one could look at the equivalent pixel level problem. Assuming a similar feature vector for all pixels of a superpixel, each pixel receives 1/m of the unary score of its superpixel, where m is the number of pixels in the superpixel. Therefore, sorting the scores (lines 4 and 5 of Algorithm 1) would rank all pixels of a superpixel sequentially. So the equivalent pixel level computation would never create inconsistent labels for pixels of a superpixel except for possibly one foreground superpixel and one background superpixel 4 . So instead of iterating over the pixels, we sort the unary score of the superpixels divided by their area and correct the false positive and false negative counts based on the area of the chosen superpixels. With superpixels of size at least 2000 pixels, which still can potentially provide very accurate segmentations, we achieved a speedup of more than 4, 000, 000 times. In our experiments we employ the superpixel extractor of Felzenszwalb et al. [8] and set its parameters to M inArea = 2000, k = 200, σ = 0.01.
Learning Method
We utilize NRBM [5] -an instance of a bundle method -as the core of our learning and solve the loss augmented inference based on the proposed approach. Note that other structured prediction formulations such as Pegasos [17] or the formulation proposed by Meshi et al. [14] could easily replace the bundle method. We chose NRBM due to implementation simplicity knowing that it has the same bound of O(1/ǫ) like aforementioned alternatives to obtain a solution of accuracy ǫ. We do cross validation to set the ρ parameter in Eq. 6. Although we conduct the experiments on binary label problems, the first term in Eq. 10 could still be NP hard to solve given an arbitrary vector w. To make the graph supermodular, we add constraints to force the weights corresponding to pairwise features (which are always positive) to be smaller than zero.
Features
In our experiments we use a set of features that represent each superpixel and the pairwise interaction between neighbouring superpixels. Our first feature is a bag-of-words representation over color SIFT [26] with 1000 visual words. Our second set of features are the part filter responses obtained from the object detector of Felzenszwalb et al. [7] . We aggregate the filter responses in different scales and sum the responses inside each superpixel. The pairwise features between neighbouring features have three components each representing the average absolute distance between pixels' colors of the two superpixels on one color channel. The cost of assigning the same labels to neighbouring superpixels is set to zero.
Pascal Visual Object Classes (VOC) 2009 and 2010 Segmentation Datasets
The Pascal VOC 2009 and 2010 datasets include 749 and 964 pixel-level labeled training images, respectively. They also include 750 and 964 validation images, respectively. We decide to train our method on the training set and test on the validation set, because the ground-truth for the test set is not publicly available and our focus is on comparison to baseline methods using a different model or learning criterion. We present the results on 6 object categories, Aeroplane, Bus, Car, Horse, Person, and TV/Monitor. We select these categories because the top-down unary features obtained from the Felzenszwalb et al. object detector provide reasonable detection on them. Without the top-down features, the overall accuracy would be so low as to make the comparison between different learning methods uninformative. One of the most challenging aspects of these datasets is the ratio of foreground to background pixels for all categories (Table 1) . Moreover, the images in these datasets are not taken in a controlled environment and include severe illumination and occlusion. We compare the proposed approach to the baselines on the 6 object categories in Fig. 1 . As illustrated, the proposed approach significantly outperforms the baselines in both datasets. We also compare the results with [16] in Fig. 1 . The results of the proposed approach are slightly better in all classes except in class "Aeroplane" in VOC 2009 and "Car" in VOC 2010 dataset, but is comparable overall. However, the proposed approach is more than 15 times faster.
Experiments on class "Aeroplane" in VOC 2010 dataset show that our Matlab implementation takes 104.4 seconds to optimize the loss augmented inference for a given w on an Intel Core i7-860 2.80GHz with 8GB RAM. This running time is averaged over all inferences computed for NRBM algorithm given a ρ parameter. Consequently, training a model using 500 iterations of NRBM takes about 14.5 hours.
H3D Dataset
We also compare the results on the H3D dataset [1] . This dataset includes 273 training and 107 testing images along with three types of annotations -keypoint annotations, 3d pose annotation and region annotation. The keypoint annotation includes the location of joints and other keypoints such as eyes, nose, elbows, etc. The 3d pose annotation has been inferred from the keypoints. The region annotation, which we use in this paper, provides detailed annotation of people, such as face, neck, lower and upper cloth, etc. For our experiments we compute the union of all region annotations that are part of a person (bags, occluder and hat are not considered as parts of a person) as foreground and the rest as background. The ratio of background to foreground pixels in this dataset is 3.9, which is significantly lower than the ratio in Pascal VOC datasets. The reason is that all images in H3D dataset include at least some foreground pixels, which is not the case in Pascal VOC datasets. The comparison result in Fig. 2 shows that the proposed approach outperforms the baselines significantly on this dataset and is comparable to a previous approach.
Convergence Analysis
The proposed approach provides an efficient way of decomposing the loss augmented inference into two subproblems -one involving a supermodular function and the other one that can be exhaustively searched over to find the maximum value. At the same time, the proposed method inherits all the convergence properties of Lagrangian relaxation solved by the subgradient method. Precisely, the subgradi- 
which is the case for our choice of α t = 1/ √ t [12] . Although the solution to the Lagrangian relaxation is as good as the solution of the LP relaxation, there is no guarantee that the LP relaxation is tight. Fig. 3 shows the improvement of the primal and the dual values in loss augmented inference for a given w. The gap between the primal and the dual functions decreases as subgradient descent algorithm proceeds. Fig. 4 shows the average percentage of disagreeing assignments versus the number of subgradient iterations. The average is taken over all inferences computed for the NRBM algorithm in training a model for the class 'Aeroplane" in VOC 2010 dataset. Number of disagreeing assignments decreases as the loss augmented model is being optimized and in average only 0.63% of assignments are disagreeing at the last iteration. Note, of course, that amounts of disagreement do not necessarily translate into solution quality. However, the small amount of disagreement is suggestive of reasonable dual decomposition performance.
Conclusion
This paper presents a novel approach for optimizing against a large class of non-decomposable performance measures with a Markov network model. The approach can be used for performance measures which can maximized when augmented with a linear term, when the model is a Markov network with unary and pairwise potentials. Observing that the computationally challenging part of most structured prediction approaches is to find the subgradient, which requires solving the loss augmented inference, we proposed an approach to solve the loss augmented inference efficiently. We adopt the idea of dual decomposition and factorize the loss augmented inference into two factors and show how to solve each factor efficiently. The proposed approach is applicable to a large range of structured prediction methods. We compared the proposed approach to two strong baselines -one with the same model as ours, but optimizing against decomposable Hamming loss, and the other one optimizing against the same non-decomposable loss function, but using a decomposable model. We showed significant improvements over the baselines on three object segmentation datasets -Pascal VOC 2009, Pascal VOC 2010 and H3D. We also compare the results with a competing approach for solving the same problem and show comparable results with a general purpose algorithm that is 15 times faster.
