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1.1 Domaines de recherche
Trouver un titre qui synthétise mon domaine d’étude n’a pas été facile. En fait,
le sous-titre « Approche combinatoire de l’imagerie» est à la fois le point commun de
mes travaux, son fil conducteur, et surtout son inspiration première. L’idée de départ,
initiée par Michel Habib qui m’a proposé ce sujet de thèse, était d’essayer d’améliorer
les processus de segmentation utilisant le graphe d’adjacence des régions en s’appuyant
sur les résultats de l’algorithmique de graphe. Ce point de départ s’est transformé, au
fur et à mesure de l’avancée de mes travaux, en une approche globale de l’imagerie par
des méthodes combinatoires et discrètes. Je pourrais donc reprendre à mon compte la
citation suivante de Jean Françon, prononcée en 1996, en l’élargissant, au delà de la
géométrie, à la vision par ordinateur :
« Why not work with discrete geometrical objects and discrete operations
only ? That is, to develop a purely discrete modelling methodology ? ... This
work is nowadays, not done ; but I consider it can be done. ... I consider as
a fundamental trend of discrete (or digital) geometry to produce the concept
of a full discrete computer imagery. » [94]
Si aujourd’hui, le domaine de la géométrie discrète s’est bien implanté, et si on trouve
de plus en plus de résultats algorithmiques et combinatoires en analyse d’images, à
l’époque du début de ma thèse c’était assez rare, les méthodes issues du traitement du
signal prédominaient largement.
Pourtant l’information qui est réellement disponible sur la rétine des yeux n’est
qu’une collection de points, de même qu’une image est un ensemble de pixels. Que ce soit
au niveau de l’œil ou de l’image, on ne dispose à la base que d’une information ponctuelle
qui donne une indication quant à la quantité de lumière et la couleur qui ont été projetées
à cet endroit. Considérer l’image comme un espace discret est donc finalement assez
naturel. J’ai donc abordé l’analyse d’image comme un problème de partitionnement de
l’ensemble des points de l’image, chaque partie, appelée région, devant correspondre à
des zones significatives de l’image. Ce processus de segmentation, une des étapes initiales
de tout système de vision, est basé sur une analogie avec le système visuel humain. En
effet, selon la théorie, la plus communément admise et citée, expliquant ce phénomène,
la psychologie Gestalt [135, 52, 191, 204], le processus visuel humain commence par
construire des percepts en effectuant des regroupements perceptifs et une unification
des informations présentes dans la scène. La reconnaissance en elle-même n’est que la
réponse finale, résultant d’un processus d’interprétation nécessitant des connaissances
permettant de lever toute ambiguïté. Clairement, nous nous situons avant cette étape
de reconnaissance et notre problématique est donc bien le regroupement perceptuel des
pixels.
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Très vite, alors que je travaillais avec Philippe Charnier sur un outil de segmentation
utilisant le graphe d’adjacence des régions [2], j’ai été convaincu que l’un des problèmes
était le manque d’un modèle formel sur lequel s’appuyer permettant de spécifier correc-
tement ce qu’on cherchait à obtenir. D’ailleurs, Radu Horaud et Olivier Monga [120, 121]
avaient déjà indiqué qu’il était nécessaire d’établir une théorie de la vision par ordinateur.
En fait, l’élaboration d’une théorie scientifique demande trois étapes :
1. énoncer la théorie, spécifier, et élaborer les concepts de base qui doivent exprimer
le cadre formel à la base de la théorie ;
2. exprimer ces concepts sous forme mathématique ;
3. réaliser un ensemble expérimental qui permette de vérifier la théorie.
C’est cette démarche qui a guidé tous mes travaux : élaborer une théorie, définir un
cadre formel, proposer un modèle mathématique, définir des algorithmes s’appuyant sur
ce modèle, et si possible les mettre en œuvre dans le cadre d’une application. Partant
souvent d’une problématique proche des applications, j’ai donc souvent fait des détours
par la théorie. Ceci explique pourquoi j’ai étudié la topologie des espaces discrets ou
la géométrie discrète alors que l’objectif initial était, et reste, l’analyse d’images. On
retrouve dans ces allers retours entre la théorie et la pratique, le titre principal de ce
document « Modélisation, Analyse, Représentation des Images Numériques » :
Modélisation des espaces images par une topologie adaptée aux espaces discrets (sec-
tion 2.4.6), définition d’une approche interpixels (section 2.4), modélisation statis-
tique des images (section 3.1.2) ;
Analyse des images grâce à des algorithmes combinatoires basés sur l’approche inter-
pixels (section 3.1.1) et sur notre modèle statistique (section 3.1.2) ;
Représentation des images segmentées à l’aide d’un modèle combinatoire à base to-
pologique (section 3.2.2), étude de la géométrie (discrète) afin de représenter les
contours des régions et volumes segmentés (chapitre 4).
Ces trois thèmes, finalement imposés par la démarche que j’ai adoptée, forment les
chapitres 2, 3, 4 de ce document. On s’apercevra, à leur lecture, qu’ils ne correspondent
pas à une chronologie linéaire, et que j’ai navigué d’un thème à l’autre au gré des be-
soins et des collaborations. En fait, ce que je cherche à faire, c’est proposer des outils
permettant une analyse complète de l’image, prête à être utilisée dans un processus de
reconnaissance intégrant la connaissance liée à l’application. Et pour cela, je pense que :
Afin de permettre une analyse complète de l’image, il est indispensable de
s’appuyer sur un modèle topologique et statistique des images pour aborder
de manière cohérente et globale le traitement des images numériques, c’est-à-




La section 1.2 suivante peut s’apparenter à un guide de lecture de ce document, j’y
présente brièvement mes contributions à ces trois thèmes de recherche.
1.2 Mes contributions
Les chapitres qui suivent présentent plus en détail ces résultats et, surtout, me per-
mettent de donner mon point de vue sur le sujet. Cette section se contente juste d’in-
diquer, pour chaque thème évoqué ci-dessus, l’état de mes contributions et constitue en
quelque sorte un guide de lecture de ce document.
1.2.1 Modélisation
Topologie des espaces images
Un des premiers thèmes que j’ai développé est la topologie des images numériques.
Comme indiqué à la section 1.1, ce thème m’est apparu évident après un premier résultat
d’analyse d’images [2] obtenu en collaborant avec Phillipe Charnier alors également en
thèse. Nous manquions d’informations dans le graphe d’adjacence des régions pour traiter
correctement tous les cas. À la recherche d’une structure permettant de mieux représenter
les images segmentées (voir la section 1.2.3), j’ai pris conscience de l’importance de
s’appuyer sur un espace topologique bien défini si l’on voulait pouvoir disposer d’une
représentation adaptée. C’est ainsi que j’ai commencé à étudier la topologie des espaces
discrets (voir le chapitre 2).
J’ai rapidement acquis la conviction que l’approche interpixels [81] est la plus gé-
nérale, la plus simple, et la plus cohérente pour définir des espaces topologiques nu-
mériques adaptés aux images et aux traitements. Même si les élements interpixels de
l’image n’ont pas de représentation physique directe et ne sont que l’abstraction des liai-
sons topologiques entre les points de l’image, ils permettent justement de se détacher de
la représentation informatique et assurent une cohérence aux espaces discrets que sont
les images numériques. D’autre part, il semble évident que la recherche d’une topologie
pour les espaces images se fait dans l’idée de se rapprocher de la topologie des espaces
euclidiens. Un moyen simple semble donc de considérer notre espace image comme un
espace quotient de l’espace euclidien. Je pense donc que l’approche quotient associée à
celle d’interpixels et de complexe cellulaire (voir définition 2.15) permet de définir cor-
rectement une topologie adaptée aux espaces des images numériques, tout en permettant
de modéliser les différents problèmes liés à l’analyse d’images. C’est ainsi que nous avons
proposé la topologie-étoile [1] (voir la section 2.4.6). De nombreux travaux ont eu lieu
sur le sujet de la topologie des images. Il est intéressant de noter que les propositions
sont finalement assez proches les unes des autres, comme je l’explique à la section 2.5, et
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une proposition de synthèse, s’appuyant sur la topologie-étoile, et intégrant les résultats
des autres propositions, est donc à envisager.
Polyomino et tomographie discrète
Une autre façon de modéliser une image est de s’intéresser à l’objet représenté en
considérant l’image comme binaire. Dans ce cas, l’objet peut être vu comme un poly-
omino. Cette modélisation, si elle n’est pas adaptée à l’analyse d’images en niveaux de
gris ou couleur, est très utile pour coder un objet discret. Elle est aussi un bon modèle
pour la tomographie discrète. C’est suite au séminaire de Maurice Nivat, auquel j’assis-
tais, que je me suis intéressé à la question de calculer le plus efficacement possible le
déplacement relatif d’un polyomino sur un autre afin d’obtenir une superposition maxi-
male au sens du nombre de points communs. Cette question posée par M. Nivat n’avait
pas alors de solution efficace. Nous avons proposé avec Gilles d’Andréa un algorithme
optimal dans le cas des polyominos hv-convexes [59]. Nous avons même utilisé cet algo-
rithme dans le cas d’une application afin de vérifier la qualité d’impression d’étiquettes
sur des produits alimentaires [58]. Enfin, j’ai été invité à un workshop de tomographie
discrète afin de parler du problème général de la superposition maximale de polyomino
ou de polyocubes [83].
Ces travaux n’ont pas donné d’autres suites, car si ce sujet était passionnant, il
s’éloignait trop de ma préoccupation d’analyse d’images. C’est pourquoi je n’ai pas
développé ces résultats dans ce document. Le lecteur intéressé devra se reporter aux
deux articles écrits pour l’occasion : [58, 59].
1.2.2 Analyse
Comme évoqué à la section 1.2.1 précédente, mon premier résultat en analyse d’images
vient d’une collaboration avec Philippe Charnier [2]. Si j’ai activement participé à ce ré-
sultat, l’idée initiale était due à P. Charnier car partie intégrante de sa thèse [44].
Mes premières contributions personnelles correspondent aux algorithmes Scanline
et Mergesquare [84], fruits de la collaboration avec Jens Gustedt, alors en post-doc au
lirmm. Le fait de voir l’image comme un espace discret m’a tout de suite amené à
voir la segmentation comme un problème de partition d’ensembles, et c’est donc tout
naturellement que je me suis intéressé à l’Union-Find. Avec Jens Gustedt, nous avons
étudié cette structure avec un double objectif :
1. adapter ce problème en prenant en compte la contrainte de la connexité ;
2. étudier la possibilité de proposer une solution linéaire à l’Union-Find dans le cadre
particulier des images.
Ce double but a été atteint et est formalisé par la proposition de deux algorithmes
correspondant à deux stratégies différentes [84]. Nous avons continué l’étude théorique
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en améliorant les performances pratiques par une optimisation de la gestion de la mé-
moire [85]. Cette optimisation de l’espace mémoire occupé nous a permis, par la suite,
de proposer une extension à la segmentation d’images 3D de nos algorithmes [86]. Ces
travaux sont présentés à la section 3.1.1.
Comme le lecteur le notera sans doute, nos principaux résultats dans ce domaine
n’ont pas été publiés dans des revues ou conférences spécialisées en analyse d’images. En
effet, si nos algorithmes sont très efficaces d’un point de vue temps de calcul, nos résultats
pratiques en segmentation n’étaient pas meilleurs que les algorithmes existants ce qui
nuisaient à leur acceptation dans la communauté de l’analyse d’images. Nous étions donc
confrontés directement au problème du passage de la théorie à la pratique. En fait, nos
algorithmes ont besoin d’un critère de décision, qu’on appelle prédicat d’homogénéïté,
qui fixe les conditions de regroupement des pixels en régions. Jusqu’alors, Jens Gustedt
et moi utilisions un critère simpliste, basé sur la différence des moyennes de niveaux de
gris des régions considérées. Si ce critère ne donne pas de mauvais résultats, il ne permet
pas non plus d’atteindre la qualité de segmentation obtenues avec des critères bien plus
sophistiqués. Mais ces derniers étaient très couteux en temps de calcul et la performance
des algorithmes les utilisant n’étaient pas au rendez-vous. Il était cependant évident que
si je voulais faire connaître nos résultats dans la communauté de l’analyse d’images, il
me faudrait utiliser un prédicat d’homogénéité plus performant.
Avec Richard Nock, nous avons donc commencé à étudier un critère statistique plus
pertinent, mais pouvant être utilisé dans nos algorithmes sans en dégrader les perfor-
mances calculatoires. Fidèle à ma démarche, nous avons d’abord proposé un modèle
statistique de génération des images, sur lequel nous avons bâti un critère d’homogé-
néité [88, 89, 90]. Ces travaux ont permis de faire connaître les algorithmes de segmenta-
tion basés sur l’Union-Find [84] et ont inspiré de nombreuses suites. J’en donne quelques
unes à la section 3.1.2. Récemment j’ai entrepris avec André Mas d’améliorer ce critère
en essayant de palier son principal défaut : la sursegmentation. Je présente en partie ces
travaux à la section 3.1.2, le détail pourra être trouvé dans une publication encore en
cours de rédaction.
1.2.3 Représentation des images numériques
Graphe topologique et cartes combinatoires
Comme précisé à la section 1.1 ci dessous, mon but est de proposer des outils per-
mettant une analyse complète de l’image avant la phase de reconnaissance. Cette phase
de reconnaissance, qui introduit de la connaissance, nécessite une structure de repré-
sentation évoluée, si possible de type graphe. C’est pourquoi je me suis intéressé à ce
problème de représentation des images segmentées. En outre, après avoir travaillé sur le
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graphe d’adjacence des régions [2], la structure habituellement utilisée, j’étais convaincu
qu’il fallait chercher quelque chose qui permette de bien rendre compte de la topologie
de l’image. Cette partie de mes travaux est présentée à la section 3.2.2. J’ai d’abord pro-
posé une structure de multi-graphe planaire inspirée des cartes combinatoires, le graphe
topologique des frontières [82, 3]. Cette proposition m’a permis d’établir une collabo-
ration étroite avec Yves Bertrand, alors Chargé de Recherche au CNRS à Strasbourg,
aujourd’hui Professeur des Universités à Poitiers, qui utilisait les cartes comme outils de
modélisation géométrique des images. Nous sommes rapidement parvenus à la conclu-
sion que, si mon algorithme d’extraction du graphe topologique [82] était performant
et original, la structure de graphe topologique des frontières ne permettait pas une ex-
tension facile en dimension 3. C’est pourquoi, tout en gardant l’idée des précodes pour
l’algorithme d’extraction, nous avons proposé une extension en dimension n, basée di-
rectement sur le modèle des cartes combinatoires [24]. Cette collaboration s’est ensuite
concrétisée formellement par le co-encadrement en thèse de Guillaume Damiand, ce qui
nous a permis d’affiner notre proposition pour le cas 2D et 3D [21, 22, 55]. Ces tra-
vaux ont donné de nombreuses suites, notamment par G. Damiand qui a poursuivi dans
cette voie. On trouvera tous les détails et les citations aux sections 3.2.2, 3.2.2 et 3.2.3
consacrées aux modèles de représentation basés sur les cartes combinatoires.
Géométrie discrète
Différents thèmes évoqués ci-dessus, la topologie des espaces numériques, les polyomi-
nos et les modélisations à base topologique, sont des thèmes présents dans la communauté
de géométrie discrète. J’ai donc participé, depuis le début, aux travaux de cette commu-
nauté. Dans la perspective de représenter au mieux les images, et surtout les contours
des régions segmentées, je me suis donc très tôt intéressé à la la problématique de la
modélisation des objets discrets. Mais ce n’est qu’assez récemment que j’ai mené des
recherches dans ce domaine. Ainsi, avec Damien Jamet, Valérie Berthé et Fabrice Phi-
lippe, nous avons étudié la structure des plans discrets, qu’ils soient rationnels ou non,
fins ou épais. Nous avons ainsi pu prouver que les plans discrets possédent la propriété
de fonctionnalité généralisée [18, 19] et avaient donc bien une structure intrinsèquement
2D, quel que soit leur épaisseur. Je présente ce résultat à la section 4.2.
Ensuite, avec Jean-Luc Toutant, que j’ai encadré en thèse, nous nous sommes intéres-
sés aux objets discrets non linéaires, et en particulier aux cercles et courbes [87, 91, 92].
L’originalité de ces travaux est liée à la notion d’épaisseur. En effet, ma conviction
était que l’épaisseur constante proposée par J.-P. Réveilles pour les droites et plans dis-
crets [195] n’était pas adaptée aux objets non linéaires. Nous avons donc mis en évidence
qu’il est important de séparer l’expression analytique de la courbe, de celle de l’épaisseur,
qui est en fait l’expression de la discrétisation que l’on choisit. Le fait de séparer l’expres-
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sion analytique de la courbe de celle de l’épaisseur est important car cela nous permet
de lier l’épaisseur, non seulement à la forme de la courbe, mais aussi à la topologie de
l’espace considéré. Ces résultats sont présentés à la section 4.3. Le lecteur intéressé par
encore plus de détails pourra, en plus des publications [87, 91, 92], se référer à la thèse
de Jean-Luc Toutant [223] qui propose, en outre, la définition de normes de séparabilité
permettant ainsi, en définissant l’épaisseur à partir de ces normes, de garantir que nos
objets discrets sont séparants, ce qui est une propriété topologique importante.
1.2.4 Mise en œuvre des modèles
Plusieurs de mes contributions, citées ci-dessus, ont débouché sur des collaborations
qui ont donné lieu à d’autres contributions dans des domaines d’application différents.
Je présente ici ces résultats.
En 2003, j’ai établi une collaboration avec William Puech du lirmm. L’idée était
d’utiliser les résultats de la géométrie discrète pour essayer de proposer des algorithmes
d’insertion de données cachées plus robustes aux transformations des images. Malheureu-
sement, nous n’avons pas encore pu proposer quelque chose de concluant liant géométrie
discrète et insertion de données cachées. Néanmoins, le point de vue discret, que nous
avons apporté avec Jean-Luc Toutant, a permis de proposer des améliorations sur l’invisi-
bilité des données insérées en adaptant la quantification aux données [196, 225, 224, 222].
Lors d’un séminaire de Andreas Dietz, présentant la problématique de la modélisa-
tion des molécules chimiques en informatique, je lui ai proposé d’essayer d’utiliser les
cartes combinatoires pour cela. En effet, leur problème majeur était de coder l’arran-
gement spatial relatif des atomes, soit en quelque sorte la topologie des atomes. Cette
collaboration a été fructueuse et a donné lieu à deux publications [69, 70].
Bien sûr, une application évidente de mes résultats se trouve dans l’analyse d’images.
C’est ainsi que j’ai établi depuis plusieurs années une collaboration avec Gilles Rabatel
du cemagref sur la problématique de la segmentation d’images naturelles de feuilles.
Dans un premier temps, nous avons, avec Benoît de Mezzo que nous co-encadrions en
thèse, utilisé le graphe topologique des frontières afin de proposer un algorithme de re-
connaissance de feuilles dans une scène végétale complexe [64]. Puis nous nous sommes
intéressés à la segmentation d’images par une collaboration régions-contours. Là, c’est la
structure Union-Find qui nous a permis d’arriver à un résultat concluant [108]. Derniè-
rement, avec Nathalie Gorretta que nous co-encadrons également, nous avons envisagé
de proposer des outils de segmentation utilisant à la fois les informations spatiales et
hyperspectrales. Des premiers résulats ont été publiés dernièrement [110, 109].
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Préambule
La définition d’un modèle formel des images numériques est un problème qui s’est
posé à moi au cours de ma thèse. Le thème de la topologie des images numériques y tient
donc une part importante. C’est resté, depuis, l’une de mes préoccupations, même si je
n’ai pas publié dernièrement dans ce domaine. En revanche, mes travaux concernant la
représentation des images ou la segmentation des images tiennent toujours compte de
cette problématique. C’est devenu en quelque sorte un fil rouge de mes travaux de re-
cherche. Les résultats obtenus au cours de ma thèse et par la suite ([1, 81, 82]) l’ont été
avec l’aide de Jean-Pierre Aubert qui m’a initié à la topologie. Bien sûr, Ehoud Ahrono-
vitz qui m’encadrait alors a aussi été l’un des acteurs de ces résultats. En revanche les
réflexions présentées ici sont personnelles et représentent donc ma vision de ce domaine
à l’heure actuelle. Et si ce thème est présenté ici c’est parce que, d’après moi, il est
indispensable de s’appuyer sur un modèle topologique cohérent des images si l’on veut
espérer aborder de manière cohérente et globale le traitement des images numériques,
c’est-à-dire la segmentation, la modélisation des frontières, le calcul de la géométrie des
objets identifiés, afin de permettre une analyse complète de l’image. J’en ai également
acquis la conviction que l’approche interpixels reste la plus générale, la plus simple, et la
plus cohérente, pour définir des espaces topologiques numériques adaptés aux images et
aux traitements associés. Tous mes autres travaux s’appuient d’ailleurs sur cette modé-
lisation interpixels. Mais, même si cette thématique m’a accompagné tout au long de ses
années, je n’ai paradoxalement que peu publié dans le domaine, occupé à publier dans
mes autres thématiques faisant l’objet de collaborations. C’est pourquoi ce chapitre est
le plus développé de ce document.
2.1 Introduction
Les premiers papiers de géométrie discrète pour les images numériques sont appa-
rus très tôt (voir par exemple [95, 78]) et concernaient principalement le codage des
lignes et des courbes. Très vite s’est alors posé le problème de la connexité des objets
dans les images [197] et donc tout naturellement la question de la topologie des espaces
discrets, ou plus précisément des espaces discrétisés [181, 180], c’est-à-dire des images
informatiques.
En fait, les concepts, classiques en topologie, d’intérieur, de fermeture, de bord d’un
objet, d’adjacence, de connexité, de courbe, de surface, de groupe fondamental, d’ho-
motopie jouent un rôle essentiel dans les applications des domaines de l’imagerie tels
que le traitement d’images, l’infographie, l’analyse d’images, la vision, etc... Le be-
soin de formaliser ces notions et de les adapter aux espaces particuliers que sont les
images numériques s’est donc fait rapidement sentir et a été noté par différents au-
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teurs [199, 130, 146, 149, 81, 94, 133, 134].
La topologie des images numériques, que j’appelerai topologie numérique en référence
au terme anglais digital topology qui permet de bien la différencier de la topologie discrète
qui a un sens mathématique particulier, cherche donc à définir de manière cohérente les
notions d’adjacence, de connexité, point simple, d’équivalence topologique d’objets et
donc les notions d’ouvert, de fermé, de groupe fondamental.
T.Y. Kong et A. Rosenfeld [143] définissaient ainsi la topologie numérique :
Digital topology is the study of the topological properties of image arrays. Its
results provide a sound mathematical basis for image processing operations
such as image thinning, border following, countour filling and object counting.
Dans ce chapitre j’exposerai mon point de vue concernant la définition des espaces
topologiques propres aux images numériques. Pour cela, à la section 2.2, je commencerai
par rappeler quelques définitions classiques en mathématique concernant les espaces
topologiques. J’exposerai ensuite, à la section 2.3, l’approche originelle et classique de
la topologie numérique basée sur l’adjacence entre pixels. J’expliquerai pourquoi j’ai
estimé que cette approche n’était pas adaptée aux applications liées à l’analyse d’images
et en particulier la segmentation en régions notamment, car ces approches se restreignent
au cas binaire, adapté à l’analyse d’un objet, mais pas celle de régions, et surtout par
l’incohérence des notions de frontières ou d’objets. La section 2.4 sera donc dédiée à
la présentation des approches alternatives proposées par E. Khalimsky, R. Kopperman,
P.R. Meyer (section 2.4.2), V.A. Kovalevsky (section 2.4.3) et enfin, à la section 2.4.6,
la star-topologie que j’ai proposée dans ma thèse [1, 81]. Je concluerai, section 2.5, par
l’exposé de mon approche de la topologie numérique et de l’axe de recherche que je
priviligie aujourd’hui.
2.2 Espaces topologiques
Cette section présente les définitions de base concernant les espaces topologiques.
Celles-ci sont générales et ne sont pas spécifiques aux espaces discrets des images numé-
riques.
Définition 2.1 (Espace topologique). Un espace topologique (E,O) où O est une col-
lection de sous-ensembles de E appelés ouverts de E tel que :
(A1) l’ensemble vide ∅ et E sont ouverts ;
(A2) toute union d’ouverts est un ouvert ;
(A3) toute intersection de deux ouverts est un ouvert.
À ces trois axiomes de base, se rajoute souvent un quatrième axiome dit axiome de
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(a) T0-séparé (au moins un
point dont le voisinage ne
contient pas l’autre)
(b) T1-séparé (chaque point
possède un voisinage ne
contenant pas l’autre)
(c) T2-séparé (les deux voi-
sinages sont distincts et ne
contiennent pas l’autre)
Fig. 2.1 – Axiomes de séparation.
axiomes de séparation. Soit (E,O), un espace topologique, les trois axiomes de séparation
les plus courants sont (voir la figure 2.1) :
T0 ou de Kolmogorov : pour tout couple de points distincts, il existe un voisinage
(voir la définition 2.3 ci-après) de l’un qui ne contient pas l’autre point. L’espace
E = {e, f} dont les ouverts sont ∅, {e}, E est T0 mais pas T1.
T1 ou accessible ou de Fréchet : pour tout couple de points distincts, chaque point
a un voisinage ne contenant pas l’autre point ;
T2 ou de Hausdorff ou séparé : pour tout couple de points distincts, chaque point
admet un voisinage disjoint de l’autre, c’est-à-dire que la paire de voisinage a une
intersection vide ; en corollaire, tout point e ∈ E est l’unique intersection de ses
voisinages fermés.
Définition 2.2 (Fermé). Les fermés d’un espace topologique sont les complémentaires
des ouverts, en conséquence de quoi ∅ et E sont des fermés de (E,O).
À partir de ces deux notions de base sont définies plusieurs notions qui nous inté-
ressent plus particulièrement dans le cadre des images numériques. Ainsi, par exemple,
le voisinage (cf. la définition 2.3) permettra de définir la relation d’adjacence (défini-
tion 2.8) et par extension celle de connexité (définition 2.12), les notions d’intérieur
(définition 2.4) et surtout de frontière (définition 2.6) seront utiles dans le cadre de la
définition des régions ou des bords d’objet.
Définition 2.3 (Voisinage). Dans un espace topologique (E,O), le voisinage V(e) d’un
élément e ∈ E est un sous-ensemble contenant un ouvert contenant e. On notera en
particulier que :
1. E ∈ V(e) (donc V(e) 6= ∅) ;
2. A,B ∈ V(e)⇒ A ∪B ∈ V(e) ;
3. A ∈ V(e) et A ⊂ B ⊂ E ⇒ B ∈ V(e) ;
4. ∅ /∈ V(e).
On note V∗(e) le voisinage d’un élément privé de lui-même, cad V∗(e) = V(e) \ {e}.
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Définition 2.4 (Intérieur). Soit (E,O) un espace topologique et e ∈ X ⊂ E, e est un
point intérieur à X s’il existe V(e) ⊂ X. L’intérieur de X est l’ensemble de tous les
points intérieurs à X. Il est noté
◦
X.
On définit aussi l’intérieur de X comme l’union de tous les ouverts contenus dans X
ou comme le plus grand ouvert contenu dans X.
Par conséquent, un ensemble X ⊂ E est ouvert si et seulement si X =
◦
X et X ⊂ Y
si et seulement si X ⊂
◦
Y
Définition 2.5 (Adhérence, Fermeture). Dans un espace topologique (E,O), l’adhérence
d’un sous-ensemble X ⊂ E est le plus petit ensemble fermé de E qui contienne X.
L’adhérence de X est aussi appelée fermeture de X et se note X.
On dit d’un point x de E qu’il est adhérent à X lorsque tout voisinage V(x)∩X 6= ∅.
L’adhérence de X est égale à l’ensemble des points qui lui sont adhérents. Intuitivement,
l’adhérence d’une partie X ⊂ E contient tous les points de l’espace qui sont dans X ou
qui sont au « bord » de X.
Définition 2.6 (Frontière). Soit X un sous-ensemble d’un espace topologique (E,O).
On appelle frontière de X, et on note ∂X, l’ensemble de tous les points frontières de X,
où un point x ∈ E est un point frontière de X si tout voisinage de x contient au moins
un point dans X et un point en dehors de X.
On peut également définir ∂X comme l’adhérence sans l’intérieur (∂X = X \
◦
X) ou
comme l’intersection de l’adhérence et de l’adhérence du complémentaire (∂X = X ∩Xc
où Xc = X \ E).
Les propriétés suivantes sont intéressantes dans le cadre des espaces images car elles
nous permettront de définir précisemment ce qu’est une région :
– ∂X = ∂Xc ;
– la frontière ∂X d’un ensemble X ⊂ E est un fermé ;
– X est fermé si et seulement si ∂X ⊂ X ;
– X est ouvert si et seulement si ∂X ∩X = ∅ ;
– l’adhérence d’un ensemble est l’union de cet ensemble et de sa frontière X =
X ∪ ∂X.
Ces définitions ayant été rappelées, nous pouvons désormais aborder la topologie des
images binaires.
2.3 Topologie numérique : pixels et connexité
Le terme de Digital topology apparaît pour la première fois dans l’article [199] de
A. Rosenfeld. Sous ce terme, A. Rosenfeld regroupe les différentes propriétés topologiques
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(a) l’espace discret Z2 (b) Un point de Z3 (c) Le voxel correspondant
Fig. 2.2 – Pixels et voxels.
des espaces des images numériques. En fait, la première propriété étudiée fut la connexité
des objets dans les images, ceci à des fins de suivi de contours pour la reconnaissance
de caractères. Ainsi A. Rosenfeld et J.L. Pfaltz [202] en 1966, R.O. Duda et P.E. Harr
et J.H. Munson [74] en 1967, et A. Rosenfeld en 1970 [197] ont fixé les bases de la
connexité dans les images et de ce que l’on pourrait appeler l’“école Rosenfeld” de la
topologie numérique (voir aussi [198] sur l’arbre des composantes connexes, [45, 157]
pour un théorème concernant la 8-connexité et la topologie sur Z2 et enfin [143] pour
un survol sur la topologie numérique des images binaires).
Cette approche consiste à considérer des images binaires et à étudier les propriétés
topologiques des objets de ces images (c’est-à-dire les points noirs) à partir des pixels de
l’image. Une image est donc considérée ici comme une matrice de points à coordonnées
entières pouvant prendre deux valeurs, 0 pour un point blanc, 1 pour un point noir.
Ces notions et définitions étant devenues des “standards”, il me semble important de
les rappeler ici. Néanmoins, afin d’unifier les notations prévues à l’origine pour le cas 2d
seulement, puis étendues au cas 3d, et qui n’étaient donc pas adaptées au cas général de
la dimension n, je les présente ici sous une forme plus moderne en rappelant à chaque
fois l’appellation “historique”.
On considère ici une image comme un espace discret, c’est-à-dire une partie de Zn où
n est un entier naturel strictement supérieur à 1. On note p un point de Zn et (p1, . . . ,pn)
ses coordonnées. Nous nous intéressons dans cette section en particulier aux cas n = 2
et n = 3. Les points de Z2 sont appelés des pixels et les points de Z3 des voxels. Il
est d’usage de représenter les pixels par des carrés d’arête 1 centrés en les points de
Z2 (voir Figure 2.2.a) et les voxels par des cubes d’arête 1 centrés en les points de Z3
(voir Figure 2.2.a et 2.2.b). On note ‖.‖1 et ‖.‖∞, les distances usuelles utilisées pour les
espaces discrets des images (voir Définition 2.7).
Définition 2.7 (Distances). Soient deux points p et q de Zn (c’est-à-dire à coordonnées
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‖p− q‖∞ = max(|p1 − q1|, . . . , |pn − qn|), 1 6 i 6 n.
La distance ‖.‖1 est appelée grid distance [200] ou encore distance de Manhattan : elle
correspond aux déplacements verticaux et horizontaux sur la grille. La distance ‖.‖∞ est
appelée lattice-point distance [200], distance de l’échiquier ou encore diamond distance :
elle correspond aux déplacements horizontaux, verticaux et diagonaux.
On définit alors le voisinage d’un point (pixel dans le cas 2d, voxel dans le cas 3d)
dans une image, comme l’ensemble des points à distance 1. On remarquera donc ici une
approche classique en topologie qui consiste à définir le voisinage à partir d’une métrique
(bien que pour le cas discret, la notion de boule n’est pas explicitement définie) :
Définition 2.8 (κ-voisins, κ-voisinage). Soient p ∈ Zn, q ∈ Zn et κ ∈ {0, . . . n− 1}. Les
points p et q sont dits κ-voisins si :
‖p− q‖∞ 6 1 et ‖p− q‖1 6 n− κ.
(i) L’ensemble des points de Zn, κ-voisins de p est appelé le κ-voisinage de p et est
noté Vn,κ(p).
(ii) On note V∗n,κ(p) le voisinage de p privé de {p} : V∗n,κ(p) = Vn,κ(p) \ {p}.
Si un pixel q appartient au κ-voisinage de p, on dit que p et q sont κ-adjacents ou
tout simplement, lorsqu’aucune confusion n’est possible, adjacents.
Remarquons que pour κ ∈ {1, . . . , n − 1} et pour tout p ∈ Zn, Vn,κ(p) ( Vn,κ−1(p).
Autrement dit, si deux points p et q sont κ-voisins, alors ils sont κ − 1-voisins. Le
lemme 2.1 permet de calculer le nombre de voisins d’un point dans une image en dimen-
sion n :
Lemme 2.1. Le nombre #V∗n,κ(p) de voisins de p est :









En particulier, #V2,0(p) = 8, #V2,1(p) = 4, #V3,0(p) = 26, #V3,1(p) = 18 et
#V3,2(p) = 6. On retrouve bien les définitions classiques et originelles des connexités
en 2d et 3d :
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p
(a) 4-voisinage d’un pixel p =
1-voisinage de p ∈ Z2.
p
(b) 8-voisinage d’un pixel p =
0-voisinage de p ∈ Z2.
Fig. 2.3 – Les différents κ-voisinages d’un pixel dans Z2.
(a) 6-voisinage d’un voxel =
2-voisinage de Z3.
(b) 18-voisinage d’un voxel =
1-voisinage de Z3.
(c) 26-voisinage d’un voxel =
0-voisinage de Z3.
Fig. 2.4 – Les différents κ-voisinages d’un voxel dans Z3.
Définition 2.9 (Voisinage 2d). Dans une image 2d, c’est-à-dire une partie de Z2, il
existe deux voisinages :
(i) le 1-voisinage, appelé le 4-voisinage : V4(p) = V2,1(p) (voir Figure 2.3(a)) ;
(ii) le 0-voisinage, appelé le 8-voisinage : V8(p) = V2,0(p) (voir Figure 2.3(b)).
Définition 2.10 (Voisinage 3d). Dans une image 3d, c’est-à-dire une partie de Z3, il
existe trois voisinages :
(i) le 2-voisinage, appelé le 6-voisinage : V6(p) = V3,2(p) (voir Figure 2.4(a)) ;
(ii) le 1-voisinage, appelé le 18-voisinage : V18(p) = V3,1(p) (voir Figure 2.4(b)) ;
(iii) le 0-voisinage, appelé le 26-voisinage : V26(p) = V3,0(p) (voir Figure 2.4(c)).
La notion d’adjacence étant fixée, la notion de chemin peut alors être définie. Un
chemin jouera en discret pour la connexité, le rôle des arcs des espaces de Haussdorff.
Soit κ ∈ {0, . . . , n− 1}. Les notions de κ-chemin et de κ-connexité d’une partie de Zn se
définissent alors comme suit :
Définition 2.11 (κ-chemin). Soit κ ∈ {0, . . . , n − 1}, soit P une partie de Zn, soient
p et q deux points de P . On appelle κ-chemin de p à q dans P , une suite finie (p =
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p0, . . . ,pm = q) de points de P tels que pour tout i ∈ {0, . . . ,m − 1}, pi et pi+1 sont
κ-voisins.
Le chemin étant pour le discret l’analogue de l’arc pour le continu, la connexité d’un
ensemble se définit alors de manière classique comme suit :
Définition 2.12 (κ-connexité). Soit κ ∈ {0, . . . , n − 1}. Une partie P de Zn est dite
κ-connexe si pour tous voxels p et q dans P , il existe un κ-chemin de p à q dans P .
Nous dirons que l’ensemble P est strictement κ-connexe s’il est κ-connexe et si pour
tout p ∈ P , l’ensemble P \ {p} n’est pas κ-connexe.
Cette notion de connexité qui est une relation d’équivalence permet tout naturelle-
ment de définir celle de composante connexe :
Définition 2.13 (κ-composante connexe). Les classes d’équivalence d’une image (resp.
d’un sous-ensemble P de points de l’image), définies par la relation de κ-connexité,
sont appelées les composantes connexes de l’image (resp. de P ). Si l’image (resp. P ) ne
possède qu’une seule composante connexe, l’image (resp. P ) est dit connexe.
Définir ainsi les différentes notions de topologie à partir des éléments d’une image,
c’est-à-dire ses points, paraît naturelle. De plus d’un point de vue pratique, les points
de l’image étant les éléments représentés en machine, il paraît difficile de faire autre-
ment. C’est sans doute pourquoi elle a été la première étudiée, et surtout pourquoi elle
est encore couramment utilisée dans les applications. Néanmoins elle pose de nombreux
problèmes et difficultés théoriques. Dès 1966, A. Rosenfeld et J.L. Pfaltz (voir [202])
signalèrent que certaines configurations de pixels amenaient à un paradoxe de connexité,
que ce soit avec la 0-connexité ou la 1-connexité, paradoxe qu’on a appelé le paradoxe
de Jordan (voir Figure 2.5) du nom du Théorème de Jordan qui stipule qu’une courbe
fermée simple sépare le plan en deux composantes connexes distinctes, l’intérieur et l’ex-
térieur. A. Rosenfeld [197] démontre un autre paradoxe lié aux caractéristiques d’Euleur
et, reprenant la suggestion de [74], propose d’utiliser en même temps les deux connexi-
tés, l’une pour le “fond” (les pixels blancs), l’autre pour l’“objet” (les pixels noirs). Il
démontre ainsi qu’un 4-chemin fermé simple sépare l’espace en deux composantes non
vides (l’intérieur et l’extérieur) et que tout 8-chemin reliant un point de l’extérieur à
l’intérieur croise le 4-chemin. Ce faisant, il prouve ainsi une sorte d’analogue discret du
Théorème de Jordan.
Mais le paradoxe de connexité n’est pas le seul problème que pose la topologie nu-
mérique basée uniquement sur les points de l’espace. Notamment dès que l’on passe à
la dimension 3 ou que l’on veut généraliser à la dimension n, il devient très difficile de
trouver une définition simple pour les objets discrets de base (surface, plan, courbes, ...)
si l’on veut garantir certaines propriétés topologiques. Pour s’en convaincre il suffit de
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(a) “Paradoxe de Jordan” pour la
8-connexité : le chemin orange (couleur
claire) relie l’intérieur et l’extérieur sans
croiser la courbe fermée simple bleue
(couleur foncée).
(b) “Inverse du paradoxe de Jordan” : la
composante orange (couleur claire) – l’inté-
rieur – est séparée de la composante blanche
– l’extérieur – par la courbe bleue (couleur
foncée) qui n’est pourtant pas fermée.
Fig. 2.5 – Paradoxe de connexité en 2 dimension.
se référer à la littérature abondante sur le sujet (voir par exemple rien que récemment
[235, 241, 47, 93, 212, 37, 91, 137, 32, 19]). En particulier, si l’on s’intéresse par exemple
aux surfaces, R. Malgouyres [167] a montré qu’il n’y avait pas de caractérisation locale
d’objets de Z3 séparant l’espace en deux composantes 6-connexes. Donc, définir une
surface dans Z3 n’est pas aussi simple qu’il y paraît, à cause de la confusion entre un
volume, un simple ensemble de voxels connexes, et une surface également ensemble de
voxels connexes ! On est alors obligé de caractériser combinatoirement ces ensembles et
plusieurs définitions existent, chacune privilégiant certaines propriétés topologiques de
ces surfaces (voir par exemple [177], [20] ou récemment [34]).
Ces nombreux travaux et surtout ces nombreuses définitions pour le même objet
discret démontrent la difficulté de définir simplement des objets discrets avec de bonnes
propriétés topologiques dès lors que l’on veut tout définir à partir des points. En effet ces
critères topologiques sont imprécis ou mal définis si on considère juste l’image comme un
sous-espace de Zn muni d’une simple relation d’adjacence basée sur les coordonnées des
points. De plus, même en ne se basant que sur les points de l’image, plusieurs topologies
sont possibles, 2 sur Z2, 5 sur Z3 [75] et 16 sur Z4 [139], ce nombre restant fini sur
Zn [139]. Les choses se compliquent encore lorsqu’on veut généraliser à la dimension n :
choisir une bonne paire d’adjacence afin d’obtenir les propriétés topologiques souhaitées
n’est alors pas chose aisée, d’autant que plusieurs sont admissibles (par exemple voir [34]
pour une étude des bonnes paires d’adjacence en dimension n).
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Un autre concept intéressant, car ouvrant des perspectives en terme de reconnais-
sance d’objets ou de squelettisation, est la possibilité de définir un groupe fondamental
pour les images. T.Y. Kong, A.W. Roscoe et A. Rosenfeld [138, 142] ont montré qu’il
était possible de définir un groupe fondamental numérique (digital fundamental group),
analogue discret du groupe fondamental pour les topologies classiques (nous appelons
topologies classiques les topologies de Haussdorff), mais sous certaines conditions. Plus
précisément, les conditions imposées sur l’espace image et les adjacences entre points
de l’image forment ce qu’ils nomment un Espace Image Numérique Fortement Normal
– Strongly Normal Digital Picture Space – (voir les définitions 3.6.1 et 4.2.1 de [142] re-
prises ci-dessous). Il faut noter que l’on se trouve dans le cadre strict d’images binaires,
ce qui n’est pas adapté aux images multi-niveaux (niveaux de gris, étiquetées, couleurs,
...) qui représentent actuellement l’immense majorité des applications. On remarquera
surtout que leur espace impose des restrictions sur les adjacences de points noirs par
rapport aux points blancs. Notamment, dans une configuration de 4 points sommets
d’un quadrilatère, comme présentée Figure 2.6, si les deux points noirs en diagonale sont
adjacents, alors les deux points blancs sur l’autre diagonale ne peuvent pas l’être.
Définition 2.14 (Digital Picture Space (DPS) [142]). Un Espace Image Numérique –
Digital Picture Space – (V, β, ω) est un triplet où V est l’ensemble des points de la grille
en 2d ou 3d et où β et ω sont un ensemble de segments de droite reliant les paires de
points de V . β et ω définissent donc les deux relations d’adjacence de l’espace image.
Définition 2.1 (Définition 3.6.1 de [142]). Un DPS(V, β, ω) est dit régulier – regular –
si il satisfait les deux conditions suivantes :
(i) aucune β-adjacence ou ω-adjacence ne passe par un point de V autre que ses
extrémités ;
(ii) aucune β-adjacence ne rencontre une ω-adjacence avec laquelle elle ne partage pas
une extrémité.
Définition 2.2 (Définition 4.2.1 de [142]). S = (V, β, ω) est DPS fortement normal
– strongly normal – si il est régulier et si il satisfait aussi les conditions suivantes de
restriction de connexité :
(1) V = Z2 (cas 2d) ou V = Z3 (cas 3d) ;
(2) dans le cas 2d chaque 4-adjacence et, dans le cas 3d chaque 6-adjacence, est à la fois
une β-adjacence et une ω-adjacence ;
(3) toutes les β-adjacences et ω-adjacences sont des 8-adjacences dans le cas 2d et des
26-adjacences dans le cas 3d ;
(4) dans tout carré unité, soit les deux diagonales sont des β-adjacences, ou soit les deux
diagonales sont des ω-adjacences, ou alors l’une des deux diagonales est à la fois une
β-adjacence et une ω-adjacence ;
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(5) chaque image P dans S a la propriété que chaque fois qu’une composante noire de P
est β-adjacente ou bien ω-adjacente à une composante blanche de P, la composante
noire est 4-adjacente dans le cas 2d et 6-adjacente dans le cas 3d à une composante
blanche.
Cette restriction de connexité (voir Définition 3.6.1 de [142]
a b
cd
Fig. 2.6 – DPS régu-
lier
et Figure 2.6) est à comparer avec l’approche interpixels [1, 81]
que nous avons développée (cf section 2.4) où nous disons qu’il
faut fixer l’appartenance du pointel (sommet central entre les
pixels) à l’une ou l’autre des composantes. Cela nous conforte
donc dans l’idée que l’approche interpixels reste la plus générale,
la plus simple, et la plus cohérente, pour définir des espaces
topologiques numériques adaptés aux images et aux traitements
associés.
En 2004, S. Fourey, T.Y. Kong et G.T. Herman [93], afin
de généraliser l’approche par paire d’adjacence et d’éviter de devoir prouver chaque
propriété topologique pour chaque paire d’adjacence possible, proposent d’aborder la
topologie numérique par une définition générale à base d’axiomes de “well-behaved digital
spaces”. En particulier ils introduisent une notion de structure discrète axiomatique de
surface, un type général de structure discrète, défini à partir d’axiomes, qui modélise les
sous-ensembles du plan Euclidien et d’autres surfaces. Cette structure n’est en fait qu’un
complexe 2d très similaire aux complexes cellulaires. Ce complexe contient en particulier
un ensemble pi ⊆ V 2, V étant l’ensemble des points de l’image, de proto-arêtes. Ces proto-
arêtes sont en quelque sorte des éléments interpixels, à rapprocher d’une arête fermée
entre deux pixels ou voxels par exemple, munis de quelques conditions supplémentaires
notamment liées à leur appartenance à des courbes fermées simples du complexe. Ces
proto-arêtes servent à fixer la notion de connexité afin d’éviter les paradoxes. Bien que
basé sur l’utilisation des paires d’adjacence, on retrouve donc ici le besoin (la nécessité ?)
de s’intéresser à d’autres éléments de l’espace que les seuls points de l’image afin de
garantir de bonnes propriétés topologiques. Là encore s’impose l’idée de se baser sur
des espaces plus appropriés à la définition d’une bonne topologie numérique que le seul
espace des points de l’image.
D’ailleurs, dans la foulée de ses travaux sur les relations d’adjacence sur Zn (voir [139]
déjà cité ci-dessus), T.Y. Kong en 2003 [140] affirme que des espaces topologiques qui
permettraient que les concepts standards des topologies classiques (cad de Haussdorff)
puissent être directement et utilement appliqués à une bonne numérisation doivent être
des espaces de Khalimsky [130, 132], approche équivalente à celle de Kovalevsky [146]
(voir la section 2.4 pour plus de détails) et que j’ai adoptée dès 1995 [1, 81]. Cette
approche avait été signalée par T.Y. Kong et A. Rosenfeld dans leur survol de 1989 sur
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la topologie numérique [143] comme une alternative intéressante à la topologie basée sur
les pixels, notamment parce cette topologie est quotient naturel de la topologie usuelle
sur les espaces euclidiens.
Néanmoins, parce que naturelle et plus étudiée, la topologie basée sur la notion de
pixel ou voxel continue à être utilisée et étudiée, même si la tendance est à la baisse. Ainsi
des auteurs comme L. Latecki essaient d’étendre les résultats de la topologie numérique,
basée sur les pixels, à la problématique des images multi-niveaux (image de régions
étiquetées, ou images en niveaux de gris) [159, 158]. Il définit pour cela des images bien
composées :
Définition 2.3 (Définition 3.2 de [158]). A multicolor digital picture is well-composed
if for every color c, every 8-component of color c is also a 4-component.
et il montre que :
Théorème 2.1 (Théorème 3.1 de [158]). A multicolor digital picture is well-composed
iff every component of every color is locally 4-connected.
ce qui revient à fixer des conditions locales sur l’adjacence entre pixels de l’image, condi-
tions parfaitement exprimées dans nos travaux [1, 81] par l’appartenance ou non du
sommet, commun aux 4 pixels voisins, à une seule composante.
Les travaux de L. Latecki ont été repris par Y. Wang et P. Bhattacharya [232] dans
le cadre d’images de régions et niveaux de gris. La définition des images bien composées
est étendue afin de l’adapter à la problématique de la segmentation en régions et en
particulier aux critères d’homogénéité qu’ils avaient proposés dans [230, 231]. On notera
dans ces papiers, du point de vue de la topologie des images, l’évolution majeure consis-
tant à ne plus définir les bords de régions comme des ensembles de pixels : les notions
de bord et frontière reliés à la notion topologique euclidienne apparaissent clairement,
mais sans faire référence explicitement à la notion d’interpixels.
Ceci vient renforcer l’intuition que j’avais eue en 1995, selon laquelle l’“approche
KKKM ” (de V.A.Kovalevsky [146], E.Khalimsky [130], R.Kopperman et P.R.Meyer [132])
offre plus de perspectives. Je vais maintenant la présenter plus en détail, ainsi que les
solutions que nous avons proposées.
2.4 Topologie interpixels et complexes cellulaires
2.4.1 Introduction
Les concepts présentés ici reposent sur l’idée que considérer l’image comme un en-
semble homogène de points ne permet de définir simplement une topologie pour laquelle
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définir ou montrer des analogues discrets, aux concepts et propriétés classiques des topo-
logies usuelles de l’espace euclidien, découle naturellement de cette définition. De plus, la
topologie numérique, basée sur la connexité des pixels, impose bien souvent d’examiner
les configurations locales de points. Or la combinatoire de ces configurations augmente
rapidement dès que l’on monte en dimension pour les images, rendant de fait très difficile
l’étude des objets discrets en dimension 3 ou supérieure.
Deux approches générales ont été étudiées :
– celle de E. Khalimsky [130], souvent appelée l’approche « E. Khalimsky, R. Kop-
perman, P.R. Meyer » (appelée approche KKM en référence à [132]), définit l’es-
pace discret comme un produit de Connected Ordered Topological Space, un espace
discret 1d basé sur une relation d’ordre total ;
– et celle basée sur la notion de complexe cellulaire (voir définition 2.15 proposée
par V.A. Kovalevsky1 [146] qui utilise la notion d’interpixels, éléments abstraits
représentant les arêtes, les sommets et d’une manière générale les faces des éléments
de l’image.
Bien que différentes, ces notions sont en fait très proches et il a été démontré par [118] que
les espaces topologiques ordonnés peuvent être complétés par une fonction dimension qui
en fait un complexe cellulaire. En fait le concept important commun à ces deux approches
est que l’espace discret des images n’est plus considéré comme un espace homogène avec
un seul type d’élément.
2.4.2 Connected Ordered Topological Space
L’article [11] de L.A. Ankeney et G.X. Ritter est, à ma connaissance, le premier
papier abordant la topologie des images différemment de l’approche Rosenfeld basée
uniquement sur les pixels. Leur idée était de s’appuyer sur des propriétés topologiques
afin de paralléliser des opérations de filtrage ou de compression. Ils définissent le voisi-
nage de chaque cellule (pixel dans le cas des images) en fonction de la parité de leurs
coordonnées. Ils s’appuient sur le concept d’automate cellulaire de J. von Neumann [183]
et de E.F. Moore [176] associant chaque pixel de l’image à une cellule de l’automate.
Un traitement sur une image est alors défini comme un changement de l’état d’un pixel,
ce changement tenant compte de l’état de ses pixels voisins, comme pour les automates
cellulaires. Ils s’appuient alors sur des exemples d’espaces topologiques utilisés pour les
automates cellulaires, définissant cette notion de voisinage et pouvant s’appliquer aux
images. En particulier ils s’intéressent à la topologie de von Neumann :
Définition 2.4 (Définition topologie de von Neumann [11]). Soit L = {−1, 0, 1} et
p = (p1, . . . , pk) ∈ Zk. Le voisinage N [c(p)] — ou simplement N(p) — de c(p) ∈ Ck où
1G.T. Herman et D. Webster [119] avait déjà émis cette idée mais sans la développer comme V.A. Ko-
valevsky
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c(p) impaire c(p) paire
(a) voisinage de von Neu-
mann 2d.
c(p) impaire c(p) paire
(b) voisinage de von Neumann
3d.
c(p) impaire c(p) paire
(c) voisinage de Moore 2d.
Fig. 2.7 – Voisinage de von Neumann et Moore
Ck est l’ensemble des cellules de dimension k et où c(p) = {q|q = (q1, q2, . . . , qk), qi ∈
R, |pi− qi| 6 12 , et 1 6 i 6 k} est une cellule de dimension k pour p ∈ Zk, est défini par :
N(p) =
{
{c(p)} if ∑ki=1 pi est impaire
{c(p1, . . . , pi−1, pi+n, pi+1, . . . , pk), 1 6 i 6 k, n ∈ L
Un point dans l’espace de Von Neumann est appelé pair si la somme de ses coordonnées
est paire, sinon il est appelé impair.
et à la topologie de Moore :
Définition 2.5 (Définition topologie de Moore[11]). Soit L = {−1, 0, 1} et p = (p1, . . . , pk) ∈
Zk. Le voisinage N [c(p)] — ou simplement N(p) — de c(p) ∈ Ck est défini par :
N(p) =
{
{c(p1 + l1, . . . , pk + lk), li ∈ L} si pi est pair ∀i = 1, . . . , k
{c(p)} si pi est impair pour au moins un i.
Ainsi L.A. Ankeney et G.X Ritter introduisent-ils dans ce papier ([11]) deux idées :
celle de deux types de points et de voisinages en fonction de la parité des coordonnées
du point ; celle de considérer les points de l’image comme une cellule, partie de l’es-
pace euclidien. Ces deux idées sont finalement proches de celles que l’on retrouve dans
l’approche de E. Khalimsky et V.A Kovalevsky bien que théoriquement différentes : les
voisinages de E. Khalimsky sont obtenus à partir d’une relation d’ordre et sont diffé-
rents de ceux de Von Neumann ou Moore (voir Figures 2.7 et 2.9(b)), quant aux cellules
utilisées par V.A. Kovalevsky, elles sont définies abstraitement et comme éléments d’un
complexe cellulaire (voir la définition 2.15 à la section 2.4.3).
E. Khalimsky en 1987 [130] a proposé une topologie pour les espaces finis dénom-
brables basée sur la notion d’espace topologique connexe ordonnée [132, 131], appelé
COTS (voir Définition ci-dessous).
Définition 2.6 (Définition 2.1 de [132, 131]). Un Espace Topologique Ordonné Connexe
– Connected Ordered Topological Space – (COTS) est un espace topologique connexe X
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(a) portion d’espace et les différents types de points
pure mixed
(b) les deux types d’adjacences
Fig. 2.9 – Topologie de l’espace “KKM” 2d : les lignes bleues (épaisses) indiquent l’adja-
cence à l’intérieur du voisinage, le point central n’appartenant pas lui-même au voisinage
muni de la propriété suivante :
Si Y est un sous-ensemble de trois points, il existe un y ∈ Y tel que Y rencontre
deux composantes connexes de X \ {y}, i.e., quels que soient trois points, l’un des trois
« sépare » les deux autres (cf la figure 2.8 pour un exemple).
Cette topologie a été présentée comme bien adaptée aux traitements informatiques
de part sa nature discrète. Dans [132, 131], E. Khalimsky, R. Kopperman et P. R. Meyer
développent cette idée et l’appliquent aux images numériques. Ils proposent de voir
l’image comme un espace discret, produit de deux COTS. On obtient alors trois types
de points (voir Figure 2.9(a)) et des voisinages selon les coordonnées du point de l’image,
et donc de la position du point sur la grille (voir Figure 2.9(b)). Cette topologie présente
l’originalité de ne pas être “homogène” au sens où l’espace n’est plus considéré comme un
ensemble de points qui ont les mêmes propriétés. Un point de l’espace de E. Khalimsky
en dimension 2 peut être ouvert, fermé ou mixte, c’est-à-dire à la fois ouvert et fermé. De
plus les voisinages de ces points ne sont pas les mêmes selon qu’ils sont purs, c’est-à-dire
ouvert-ouvert ou fermé-fermé, ou mixtes, c’est-à-dire ouvert-fermé ou fermé-ouvert (cf
Figure 2.9(b)). Mais le principal intérêt réside dans les propriétés topologiques de cet
espace. Ainsi, pour la première fois, le lien direct est fait avec des définitions classiques en
topologie. En effet, non seulement il est montré dans [132] que l’espace de E. Khalimsky
en dimension 2 est un espace T0-séparé, mais les notions d’arcs, de courbes, de courbes
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de Jordan sont également définies et un théorème de Jordan est prouvé.
Un des principaux reproches fait aux approches dites “non homogènes”, et souvent un
frein à leur utilisation en pratique, est que ces espaces ne correspondent pas à ce qu’affiche
un écran d’ordinateur. Nous discuterons de ce point de manière plus approfondie à la
section 2.5, mais il est intéressant de noter que E. Khalimsky, R. Kopperman et P.
R. Meyer ont apporté un élément de réponse dans [131] dès 1990. En effet, ils s’intéressent
dans cette étude aux notions d’ensembles de points connexes, de bords, de frontières et
par extension à la notion de scène et d’écran. La notion de scène, en particulier, est
intéressante (voir Définition 1 de [131]) car, bien que définie dans un souci de préciser
les notions de bords et de frontières, elle correspond finalement à ce qu’en pratique
on utilisera en segmentation d’image. En effet pour ce type d’application, une image
est toujours vue comme un ensemble de régions partitionnant l’image en composantes
connexes.
Définition 2.7 (Définition 1 de [131]). Une scene Π dans un plan discret – digital
plane2 – est une partition de ce plan, dont tous les éléments sont connexes.
La difficulté posée par leur définition très générale est justement que l’espace de
E. Khalimsky est hétérogène et qu’une partition quelconque n’aura que peu de sens
en pratique car ce qui nous intéresse dans ce genre d’application, c’est la partition des
ensembles de pixels. Cette difficultée est levée grâce aux définitions d’ensembles réguliers,
de scènes robustes, d’écrans et d’affichage :
Définition 2.8 (Définition 11 de [131] (Regular set, Robust scene, Cartoon)). Un en-






A. Une scène robuste – robust
scene – est une scène Π, dont chaque élément a un intérieur connexe et est contenu dans
la fermeture de son intérieur. Une scène robuste – robust scene – est donc une collec-
tion d’ensembles réguliers – regular set –. Un dessin – cartoon – est une union finie de
séparateurs fermés.
Définition 2.9 (Définition 17 de [131] (Screen, display)). Un écran pur – pure screen –
est un sous-espace U = {(x, y) : x, y à la fois fermé ou ouvert} ⊆ X × Y (chacun muni
de la topologie du sous-espace). Un écran ouvert – open screen – est un sous-espace
P = {(x, y) : x, y ouvert} ⊆ X × Y . Étant donnée une scène robuste Π, sont dessin
associé – associated cartoon – est CΠ = X × Y \
⋃{ ◦A : A ∈ Π} et son affichage –
display – est DΠ = {A ∪ P : A ∈ Π}.
Ces définitions sont intéressantes car elles montrent qu’une approche théorique de la
topologie des images numériques, ainsi qu’un espace non homogène, ne sont pas un frein
2Un digital plane pour [131] est un espace de E. Khalimsky en dimension 2, c’est-à-dire le produit de
deux COTS.
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aux applications. Bien au contraire ces notions permettent de définir formellement les
objets que l’on manipulera en pratique tout en offrant des garanties de robustesse quant
aux résultats. La Proposition 18 de [131] vient corroborer ce fait :
Proposition 2.1 (Proposition 18 de [131]). Robust scenes have the same associated
cartoons iff they have the same displays.
Le cartoon représentant en quelque sorte le dessin des frontières, cette proposition
nous garantit qu’on peut retrouver les régions d’une image à partir de leurs frontières si
la partition en régions est une scène robuste. Le théorème 19 de [131] nous donne même
un moyen d’obtenir facilement une telle partition :
Théorème 2.2 (Théorème 19 de [131]). Each partition of P into 4-connected sets is the
display of a robust scene.
Malheureusement, ce théorème nous conseille d’utiliser la 4-connexité pour nos ap-
plications de segmentation, alors que ce type d’espace permet beaucoup plus de finesse
dans la définition des régions comme le montre V.A. Kovalevsky dans son approche (voir
section 2.4). Bien évidemment, cette approche ne se limite pas au cas 2d, et on pourra se
reporter à [141] pour un survol de cette approche et l’extension des résultats précédents
à la dimension 3.
Le fait de voir tous les éléments de l’espace comme des points, seulement différen-
ciés par leur type (ouvert, fermé ou mixte), pose donc certaines difficultés en pratique,
ou amène à des représentations qui ne correspondent pas à l’intuition. Ainsi M. Cou-
prie,G. Bertrand et Y. Kenmochi [50] définissent courbes et surfaces comme suite d’élé-
ments de l’espace “KKM” à partir d’une notion d’ordre topologique. Les objets obtenus,
courbes et surfaces, sont de plus équivalents à la supercouverture (modèle de discrétisa-
tion proposé par E. Andrès, voir par exemple [31, 35]) dans l’espace de Khalimsky de
leur homologue euclidien. En revanche, si l’on fait l’analogie entre l’espace de E. Kha-
limsky et un complexe euclidien, une courbe peut contenir des surfels et une surface des
voxels (voir par exemple Figure 9 de [50]). On a donc des objets euclidiens de dimen-
sion 1 et 2 qui contiennent des cellules de dimension 2 et 3, respectivement. Si dans
l’espace de E. Khalimsky cela n’apparaît pas, puisqu’il n’y a pas de notion de dimension
des éléments de l’espace, leur représentation dans un espace discret usuel (une grille)
fait apparaître ces incongruités. Finalement, soit on traite tous ces points de manière
équivalente et on se retrouve avec des objets difficiles à traiter en pratique, soit on fait
attention à leur type, comme pour la notion de pure screen, et on se retrouve avec des
restrictions pas toujours faciles à appréhender intuitivement. C’est pour cela que j’ai pré-
féré l’approche interpixels proposée par V.A. Kovalevsky dans [146] avec l’ajout d’une
notion de dimension des éléments de l’espace.
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(a) interpixels 2d (b) interpixels 3d
Fig. 2.10 – Éléments interpixels en dimension 2 et 3 pour un complexe cubique
M.B. Smith [214] propose une approche différente, basée sur la notion d’espace clos,
c’est-à-dire d’espaces topologiques définis à base d’une relation de fermeture. D’après
M.B. Smith, cette approche est plus générale. Ainsi par exemple, les relations entre la
théorie des graphes et la topologie développée dans [214], notamment par la définition de
graphe topologique, permettent de fixer les liens entre le monde continu et le monde dis-
cret en voyant les espaces “continus” comme limites d’espaces discrets (digital spaces en
anglais pour être exact). Néanmoins, afin d’avoir une structure satisfaisante et d’aboutir
à la notion d’espace quasi-discret, il munit ses espaces clos d’une relation de spécialisa-
tion, un préordre. On aboutit donc à un espace T0-séparé et à une structure topologique
équivalente à celle des COTS (cf section 2.4.2), celle des complexes cellulaires (cf Sec-
tion 2.4.3) ou celle de la topologie-étoile (cf Section 2.4.6). Cette approche a donc été
de fait peu reprise. À ma connaissance, seul l’auteur lui-même, dans [215] (voir la dis-
cussion Section 2.5), et A. Galton [99], qui se base sur la définition d’espaces clos pour
définir des espaces topologiques quasi-discrets lui permettant de modéliser le temps et
le mouvement, ont repris ces travaux.
2.4.3 Complexe cellulaire abstrait : approche “Kovalevsky”
V.A. Kovalevsky [146] propose quant à lui de s’appuyer sur le concept de complexe
cellulaire abstrait (voir Définition 2.15), introduisant de fait les éléments interpixels (voir
Figure 2.10 pour un exemple en dimension 3) dans les images, pour définir une topologie
des images numériques.
Définition 2.15 (([146]) complexe cellulaire abstrait). Un complexe cellulaire abstrait
C = (E,B, dim) (ou plus simplement complexe abstrait) est un ensemble E d’éléments
abstraits équipé d’une relation binaire antisymétrique, anti-réflexive et transitive B ⊂
E×E (relation d’ordre), appelée relation bord, ainsi que d’une fonction dimension dim :
E → N, telle que ∀(e, e′) ∈ B, dim(e) < dim(e′).
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Définir ainsi son image comme un complexe abstrait permet à V.A. Kovalevksy de
rester très général et de s’affranchir de la “topologie euclidienne” comme il l’affirme
dans [144]. Néanmoins, les exemples qu’il donne dans [146] dans le cadre de l’application
à l’analyse d’images sont naturellement des complexes cubiques avec les éléments inter-
pixels de la Figure 2.10. Cette approche interpixels permet d’éviter tout naturellement
tout paradoxe de connexité. En effet, la relation bord permet de définir simplement la
notion de chemin (suite de cellules telles que quelles que soient deux cellules consécutives
de la suite, l’une borde l’autre) et donc celle de connexité. La connexité se faisant donc
par les cellules, deux courbes ne peuvent se croiser que si elles ont en commun une cellule
et sont dans la même composante connexe. Impossible donc de reproduire le paradoxe
de connexité. Ainsi dans le cas de la Figure 2.5(a) de la page 18, le sommet des pixels
où se produit un croisement devra être soit bleu (couleur foncée) et donc déconnectera
la courbe orange (chemin clair), soit orange et donc déconnectera la courble bleue. De
même dans le cas de la Figure 2.5(b) de la page 18, si la courbe bleue est connexe,
l’intérieur ne peut être connexe à l’extérieur, les sommets des pixels de la courbe étant
considérés comme bleus. Dans le cadre des complexes cellulaires, il est donc facile de dé-
montrer un théorème de Jordan comme le fait V.A. Kovalevsky dans [146]. De la même
manière, la notion topologique de frontière devient cohérente et il existe bien une seule
frontière commune à deux sous-ensembles incidents :
Définition 2.10 (Définition 7 de [146] (Boundary)). Le bord – boundary – d’un sous-
ensemble S ⊂ C relativement à C est le sous-ensemble Fr(S,C) de tous les éléments e
de C tel que tout voisinage ouvert de e contienne à la fois des éléments de S et de son
complémentaire C \ S.
Les complexes cellulaires étant équivalents à des espaces T0-séparés de Alexandroff, il
existe un plus petit voisinage de e dans C, noté St(e, C) et appelé étoile ouverte de e, et
on remplacera avantageusement dans la définition précédente, “any open neighborhood”
par “an open star St(e, C)”.
Un autre résultat important de [146] est qu’il montre que les topologies basées sur les
complexes cellulaires sont les seules valables pour les ensembles discrets finis (cf théorème
ci-dessous) :
Théorème 2.3 (Théorème de V.A. Kovalevsky [146]). Tout espace topologique fini muni
de la propriété de séparation est isomorphe à un complexe cellulaire abstrait au sens de
la définition 2.15.
Ceci n’est pas en contradiction avec l’affirmation de Khalimsky [130] pour qui la
notion d’espace topologique connexe ordonné est la seule cohérente pour les ensembles
discrets finis. En effet, non seulement les espaces 2d définis par E. Khalimsky [130] et
V.A. Kovalevsky [146] sont homéormorphes (cf ci-dessous, Theorem 3 de [134]), mais de
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plus, comme l’a montré G. T. Herman [118], un complexe cellulaire peut être vu comme
un espace topologique connexe ordonné muni d’une fonction dimension.
Théorème 2.4 (Théorème 3 de [134]). Les espaces de Khalimsky et Kovalevsky sont
homéomorphes.
Néanmoins, G.T. Herman tempère l’affirmation de V.A. Kovalevsky en montrant
que la notion de dimension rajoutée à l’ensemble ordonné, pour prouver l’équivalence
entre un complexe cellulaire et un espace topologique T0-séparé, ne correspond pas à
la dimension naturelle des cellules du complexe. Ainsi les pointels, lignels et surfels
(pixels) auraient alors respectivement comme dimension 0, 6 et 83 ! Donc si le théorème
de V.A. Kovalevsky est bien vérifié, il n’y a pas stricte équivalence avec les complexes
cellulaires que l’on choisirait naturellement. La notion de dimension naturelle attachée
aux cellules d’un complexe cellulaire est donc plus contraignante que celle qu’on pour-
rait attacher à un espace topologique T0-séparé. Donc, contrairement à ce qu’affirme
V.A. Kovalevsky, G.T. Herman pense que la question, de savoir si « un complexe cel-
lulaire avec une fonction dimension affectant aux cellules leur “dimension géométrique”
est un cadre formel suffisamment large pour couvrir tous les problèmes potentiels de
l’analyse d’image » reste donc ouverte.
Si l’approche pixel, puis l’approche KKM ont été privilégiées, on note un regain
d’intérêt pour l’approche cellulaire notamment, car dans le cas de la dimension 3, la
modélisation des images en est simplifiée puisqu’elle peut se déduire naturellement du
cadre formel des complexes cellulaires. Ainsi si l’on examine les travaux de P.K. Saha,
D. Dutta [205], et de P.K. Saha, A. Rosenfeld [206, 207], ils s’intéressent aux propriétés
topologiques d’espaces 3d représentés par des tétraèdres, des polyèdres et pour finir des
voxels (au sens général « élément volumique de l’image 3d » ou tout simplement cellule
de l’image) car ces objets géométriques sont classiquement utilisés pour modéliser les
images 3d. Afin de pouvoir étudier certaines propriétés topologiques d’ensembles de
telles cellules, et notamment celles liées à la connexité telles que les notions de tunnels,
cavités ou de points simples, ils introduisent la propriété de forte normalité pour de tels
ensembles :
Définition 2.16 (Normalité et forte normalité ([207])). Soit P un ensemble de tuiles
(sous-ensembles fermés, bornés et convexes de R3) ; P sera dit normal (ou localement
fini) si, ∀P ∈ P, le nombre de tuiles qui intersectent P est fini.
P sera dit fortement normal (SN) si ∀P ∈ P, ∀P1, . . . , Pn,n>1 ∈ P qui intersectent P ,
et si I = P1 ∩ . . . ∩ Pn 6= ∅, alors I ∩ P 6= ∅.
3La fonction dimension rajoutée est : dim(e) = maxe′∈E |St(e′)| − |St(e)|, donc pour un pointel
dim(e) = 0 = 8− 8, pour un lignel dim(e) = 6 = 8− 2, et pour un surfel dim(e) = 8 = 8− 0.
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Cette propriété permet de garantir certaines propriétés topologiques sur les voisi-
nages. Ainsi, par exemple, il est montré que :
Théorème 2.5 (Théorème 1 de [207]). Si P est fortement normal – strongly normal –,
alors pour tout P ′ ⊆ P, le voisinage NP ′ de tout p ∈ P ′ est simplement connexe.
Leur motivation à l’origine de ces travaux était de pouvoir répondre aux questions
suivantes :
– Est-ce que la suppression d’une tuile préserve la topologie de la représentation dans
le voisinage de la tuile supprimée ?
– Si la supression change la topologie, est-il possible de mesurer ces changements ?
Il est intéressant de noter que si l’on adjoint à leur propriété de forte normalité la pro-
priété naturelle pour des grilles (et qui était indiquée à l’origine de ces travaux dans
[206]) qui est que l’intersection de deux tuiles soit une face, une arête ou un sommet
commun aux deux tuiles, on retrouve alors la structure d’un complexe polyédral. Une
bonne représentation à base topologique telles que celles basées sur les cartes combi-
natoires (voir section 3.2 ou par exemple [210]) peut alors permettre de répondre à ces
questions. Cela ne vient que renforcer l’idée selon laquelle, un complexe cellulaire associé
à une représentation à base topologique est un bon modèle pour les images numériques.
Néanmoins, ce type d’approche purement cellulaire pose le problème pratique du
rapport avec les pixels, ou voxels, lorsque l’on veut faire du traitement d’images. C’est
la raison pour laquelle E. Khalimsky, R. Kopperman et P.R. Meyer, dans [131], ont
défini la notion de pure screen et open screen. C’est cette même motivation, celle de
considérer une image comme un espace hétérogène mais en définissant les principales
propriétés (connexité, bord, ...) à partir des points représentés à l’écran qui nous a
amenés à proposer la star-topologie ([1, 81]). Dans la section suivante nous développons
l’approche par complexe polyédral et notamment celle de la star-topologie.
2.4.4 Complexe polyédral : star-topologie et fonction d’illumination
Alors que plusieurs auteurs ([157, 159, 158, 230, 232]) continuaient de développer l’ap-
proche pixel de la topologie numérique (voir section 2.3), j’ai entrepris dans ma thèse
de définir une topologie numérique, basée sur la notion d’interpixels et de complexe cel-
lulaire, adaptée aux images niveaux de gris ou couleurs, et à la notion de région telle
qu’elle est utilisée en analyse d’images et en particulier en segmentation d’images. Cette
dernière préoccupation était déjà présente dans les travaux de V.A Kovalevsky [146]
et apparaît aussi dans les travaux de Y. Wang et P. Bhattacharya [232]. Ces derniers
étendent la notion d’image bien composée proposée par L. Latecki (voir Définition 1
présentée Section 2.3) à celle de région bien composée pour définir des régions “topolo-
giquement correctes” avec une frontière extérieure assimilable à une courbe de Jordan.
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Bien que considérant la frontière comme formée des éléments de bord des pixels de la
région, et donc commune à deux régions adjacentes, ils n’utilisent pas explicitement la
notion d’interpixels et surtout ne s’en servent pas pour définir la connexité d’une région.
En effet, ils imposent à leurs régions d’être bien composées dans le sens suivant :
Définition 2.11 (Définition 3.1 de [232]). Dans une grille quelconque (régulière ou non),
un ensemble de pixels S, d’une image en niveaux de gris, est bien composé si pour tout
point du bord v, S ∩ V(v) 6= ∅ implique que S ∩ V(v) est connexe par arête au point v.
Si leur définition n’est pas aussi stricte que celle de la 4-connexité car s’appliquant à
des grilles quelconques, de fait, dans le cadre d’une grille régulière, cela revient à obliger
les régions à être 4-connexes. En effet, si deux pixels du bord d’une région sont stricte-
ment 8-adjacents (voir Figure 2.3(b) à la page 16)) le voisinage de la région autour de ce
point ne peut être connecté par arête. S’ils avaient considéré explicitement l’interpixels
et imposé l’appartenance d’un tel sommet à une et une seule région, alors une région
pourrait avoir des points de 8-adjacence stricte tout en interdisant à une autre région
d’être strictement 8-connexe en ce même point. Néanmoins la définition des points de
bords d’une région comme les points de R2 bords des pixels, les références à l’espace
euclidien sous-jacent et à la topologie classique, rejoignent l’idée, développée dans ma
thèse, de s’appuyer sur la notion d’espace quotient. Cette dernière solution permet d’être
plus précise dans la formalisation des liens entre l’espace discret et la topologie classique
euclidienne.
En effet, contrairement à V.A. Kovalevsky dans [144], nous pensons qu’il est préfé-
rable d’aborder les complexes cellulaires comme le quotient d’un espace euclidien dans le
cadre des images. V.A. Kovalevsky affirme dans [144] que l’intérêt de considérer des com-
plexes cellulaires abstraits est de pouvoir avoir une théorie indépendante de la topologie
euclidienne. Je pense au contraire que dans la mesure où l’on s’intéresse aux images, pas
simplement en tant que structure, mais en tant que données d’une application, que ce
soit de l’analyse, de la reconnaissance, ou même de la modélisation, on cherche toujours
à représenter (modéliser) le monde réel, et il est donc préférable de se placer dans un
cadre théorique nous permettant de nous rapprocher des espaces euclidiens. Sinon, pour-
quoi chercher à définir pour l’espace des images numériques les mêmes propriétés que les
objets euclidiens ? Cet avis est d’ailleurs partagé par d’autres auteurs comme [11, 141]
ou [13, 14, 72]. Ces derniers se basent également sur les notions de complexe polyédral
et/ou d’espace quotient pour modéliser l’espace image.
Je présenterai donc dans un premier temps notre proposition, la star-topologie [1,
82, 81], puis celle de [13, 14, 72] qui ont également proposé de se baser sur un espace
quotient et un complexe polyédral mais en s’appuyant sur une architecture multi-niveaux
pouvant embrasser différents niveaux de représentations : euclidien, logique, conceptuel
et simplicial.
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2.4.5 Complexe convexe (ou polyédral)
Nous proposons donc de suivre la voie ouverte par V.A. Kovalevsky [146], mais en
faisant le choix de complexes cellulaires convexes4 (appelés généralement complexes poly-
édraux en géométrie discrète). Nous avons été les premiers à faire ce choix des complexes
convexes pour la représentation des images. La justification de ce choix est donnée par
le fait que le bord d’une cellule est constitué par un ensemble de faces de cette cellule, ce
qui est bien le cas pour les structures classiques de la géométrie discrète ou des pavages
issus de la numérisation.
Notre démarche peut être appréhendée à partir de deux approches complémentaires :
– la donnée d’une relation d’ordre caractérisant une topologie sur un ensemble fini ;
– le passage au quotient de la topologie classique.
Concernant la première approche, on rappelle qu’on ne peut trouver de topologie
séparée au sens de Hausdorff sur un ensemble fini (c’est-à-dire où 2 points distincts
admettent des voisinages disjoints), mais simplement T0-séparée ce qui signifie : étant
donné deux points distincts, il existe un voisinage de l’un qui ne contient pas l’autre. Le
théorème suivant est celui permettant de faire le lien entre les espaces T0-séparés et une
relation d’ordre :
Théorème 2.6 (Théorème de Mac Kinsey, Tartski). Il y a une bĳection naturelle entre
les espaces topologiques T0-séparés finis et les ensembles ordonnés finis.
On peut alors définir une relation d’ordre 6B de la manière suivante : si E est un
espace topologique T0-séparé, on définit la relation 6B par x 6B y si et seulement si
tout voisinage de x contient y. Réciproquement si E est un ensemble ordonné, la base
d’ouverts définissant la topologie est déterminée ainsi : pour chaque élément x de E, on
définit un ouvert de la base par l’ensemble des successeurs de x. L’ensemble de tous ces
ouverts ainsi définis forme cette base. On peut associer une notion de dimension de façon
classique aux relations d’ordre (elle est égale à 0 pour les éléments minimaux, 1 pour
les minimaux de l’espace obtenu après avoir enlevé les minimaux, etc). Cette relation
est appelée la relation de bornage. C’est à partir de ce constat que V.A. Kovalevsky a
proposé d’utiliser les complexes cellulaires abstraits.
La seconde approche consiste à chercher une structure discrète qui récupère le plus
possible les propriétés de la géométrie et de la topologie classiques. L’idée est de dé-
composer un sous-espace de Rn en objets bien définis et dénombrables afin d’obtenir un
ensemble discret quotient de Rn. Cet ensemble discret correspond alors à une partition
4La littérature en géométrie discrète emploie le terme complexe polyédral que j’ai donc employé jusque
ici. Néanmoins le terme de complexe convexe utilisé par S. Lefschetz [161] me semble plus approprié,
notamment car les polytopes (et non des polyèdres qui restreindraient l’étude au cas 3d) considérés
sont convexes. C’est pourquoi j’emploie de préférence le terme complexe convexe en ce qui concerne la
star-topologie.
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d’un sous-ensemble de Rn, il suffit donc de lui associer la topologie quotient. Nous avons
choisi de décomposer Rn en ensembles polytopes convexes. Ces polytopes forment les
cellules de notre complexe cellulaire.
Définition 2.17 (Complexe convexe [161] d’après [113]). On appelle complexe convexe
une famille finie C de polytopes ouverts Pi de Rn appelés cellules du complexe tels que :
– Si Pi ∈ C, alors toute face de Pi ∈ C.
– Si Pi ∈ C et Pj ∈ C,i 6= j, alors Pi
⋂
Pj est vide ou bien est une face commune de
Pi et Pj .
La dimension du complexe est par définition le maximum des dimensions des cellules du
complexe.
Définition 2.18 (Sous-complexe [161] d’après [113]). On appelle sous-complexe S d’un
complexe C un ensemble de cellules de C ayant une structure de complexe ce qui équivaut
à un ensemble de cellules telles que si c est une cellule de L, toute face de c est une cellule
de L.
Définition 2.19 (Complexe engendré [161] d’après [113]). On appelle complexe engendré
par un ensemble K de cellules d’un complexe donné, le plus petit sous-complexe, noté
C(K), contenant ces cellules.
Définition 2.20 (Polyèdre d’un complexe [161] d’après [113]). Si E est une famille de
cellules, on appelle polyèdre de E, et on note |E| l’union des points des cellules de E.
2.4.6 Star-topologie
Un complexe convexe C est donc un ensemble fini. Une T0-topologie sur C est associée
à une relation d’ordre (voir Théorème de Mac Kinsey, Tartski présenté Section 2.4.5).
Afin d’illustrer la démarche que nous avons choisie, je donne ci-dessous les principales
définitions, propriétés de [1, 81] qui nous ont permis de démontrer le théorème 2.5 dé-
crivant le passage à la topologie quotient de celle induite par Rn, théorème fondamental
de la star-topologie. Les preuves des propositions ou théorèmes donnés ici pourront être
lues dans [1, 81].
Définition 2.21 (Relation de bornage et incidence). Étant donnés deux polytopes P1
et P2, on dit que P1 borne P2 et on note P1 6B P2 si P1 est une face de P2 ou si P1 = P2.
Si P1 borne P2 ou P2 borne P1, on dit que P1 et P2 sont incidents.
Proposition 2.2. La relation de bornage 6B définie sur l’ensemble des polytopes d’un
complexe convexe est une relation d’ordre.
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(a) étoile ouverte
d’un voxel
(b) étoile ouverte d’un linel (c) étoile ouverte d’un pointel
Fig. 2.11 – Étoiles ouvertes en dimension 3 pour un complexe cubique
Définition 2.22 (Étoile ouverte). On appelle étoile ouverte (respectivement complexe
étoile) d’une cellule c dans le complexe C, l’ensemble des cellules de C bornées par c
(respectivement le plus petit complexe contenant l’étoile ouverte de c). On note St(c) =
{γ ∈ C, c 6B γ}, l’étoile ouverte de c (voir exemples en 3d à la figure 2.11).
Nous devons maintenant caractériser les ouverts du polyèdre |C| qui est la réunion
des cellules de C. Ceci nous permettra de définir sur C une topologie quotient.
Définition 2.23 (Relation cell et application Cell). On définit sur |C| une relation
d’équivalence cell : x et y sont cell-équivalents s’ils appartiennent à la même cellule
ouverte. L’espace quotient de |C| par cette relation est l’espace C des cellules. On dit
qu’un ensemble E ∈ |C| est saturé pour cell s’il est une réunion de cellules de C. On
note Cell l’application qui à un point de |C| associe sa classe d’équivalence, c’est-à-dire
la cellule à laquelle il appartient.
Proposition 2.3. Soit C un complexe convexe :
(i) si c ∈ C et si un ouvert saturé du polyèdre |C| contient |c|, il contient |St(c)| ;
(ii) un sous-ensemble saturé de C est fermé ssi c’est un sous-complexe de C ;
(iii) |St(c)| est un ouvert.
Proposition 2.4. Pour la topologie de |C|, si c est une cellule de C alors |St(c)| est le
plus petit polyèdre ouvert contenant c.
Nous pouvons maintenant définir la topologie-étoile sur l’espace des complexes convexes
comme la topologie quotient de la topologie classique sur Rn :
Définition 2.24 (Topologie-étoile de C). Si |C| est muni de sa topologie classique (in-
duite par celle de Rn), la topologie quotient définie sur C a pour ouverts, par définition
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de la topologie quotient, les images par Cell (voir Définition 2.23) des ouverts de |C| qui
sont saturés pour la relation cell 5. Cette topologie est appelée la topologie-étoile.
Toujours afin d’illuster l’intérêt d’une approche quotient, nous allons maintenant
démontrer un théorème de Jordan pour l’espace des complexes convexes muni de la
topologie-étoile. Pour cela on montrera d’abord le théorème fondamental suivant carac-
térisant la topologie-étoile :
Théorème 2.5 (Théorème fondamental de la topologie-étoile). Sur l’espace C, les élé-
ments sont les cellules du complexe C. La topologie-étoile sur C est la topologie engendrée
sur C par les étoiles ouvertes de ses cellules.
Démonstration. La topologie engendrée par les étoiles ouvertes des cellules a pour ou-
verts les unions des étoiles ouvertes de cellules (dans la définition générale, on prend les
unions quelconques et intersections finies, mais ici, les intersections d’étoiles ouvertes de
cellules sont des étoiles ouvertes de cellules ou bien sont vides). D’après les deux propo-
sitions 2.3 et 2.4, les ouverts saturés de |C| sont les unions d’étoiles ouvertes, donc les
topologies sont confondues.
Ensuite nous caractérisons la notion de courbe dans les espaces de complexes convexes
2d :
Définition 2.25 (C-courbe). Une C-courbe est une suite finie c0, ..., c2n de cellules d’un
complexe convexe C de dimension 2 qui sont alternativement des pointels (cellules de
dimension 0) et des linels (cellules de dimension 1), telles que c0 et c2n soient des sommets
et que les cellules d’indices successifs soient incidentes. Elle est dite simple si toutes ses
cellules sont distinctes. Elle est dite fermée si c0 = c2n.
On montre alors facilement (voir [1, 81]) la proposition suivante :
Proposition 2.6. Une C-courbe (resp. fermée, simple) est l’image par Cell d’une courbe
continue (resp. fermée, simple) de R2.
Il nous faut maintenant définir la notion classique de connexité et montrer son lien
avec la connexité sur Rn :
Définition 2.26 (Ensemble connexe). Un ensemble de cellules d’un complexe est dit
connexe si quelles que soient les cellules c et c′, il existe une suite c = c0, ..., cp = c′ telle
que deux cellules d’indices consécutifs soient incidentes.
Théorème 2.7. Soit E un ensemble de cellules d’un complexe dans Rn. Alors |E| est
connexe par arcs si et seulement si son image par Cell est connexe.
5Les ouverts de |C| qui sont saturés pour la relation cell sont des unions de cellules ; les ouverts dans
l’espace quotient ainsi obtenus sont donc bien des ensembles de cellules.
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(a) “trou” dans une région (b) bord “fuyant” d’une région
Fig. 2.12 – Exemples de problèmes posés par les cellules de dimension inférieure à n
dans des régions connexes au sens de 2.26
On peut désormais s’attaquer au théorème de Jordan et le prouver très simplement :
Théorème 2.8 (Théorème de Jordan discret sur les complexes convexes). Soit C un
complexe convexe de dimension 2 et soit Γ une C-courbe fermée simple. Γ sépare le plan
en deux composantes connexes distinctes dont une bornée est appelée l’intérieur.
Démonstration. Une C-courbe fermée simple est l’image par Cell d’une courbe fermée
simple Γ′ dans R2. On applique le théorème de Jordan classique à Γ′. L’intérieur et
l’extérieur de la courbe réelle sont des unions de cellules, on peut donc appliquer le
théorème 2.7 ce qui prouve le théorème.
La simplicité de cette démonstration est à mettre en parallèle avec celles n’utilisant
pas la notion de topologie quotient (voir par exemple [131, 232]) et démontre à elle
seule l’intérêt d’une topologie numérique qui soit une topologie quotient de la topologie
classique sur les espaces euclidiens.
L’autre objectif que nous nous étions fixé était d’avoir une topologie adaptée à l’ana-
lyse d’images. Comme nous l’avons mentionné plus haut, afin de pouvoir être facilement
utilisée dans les applications, il faut des définitions de région, d’adjacence, ou d’autres
notions, qui sont basées sur les cellules de plus grande dimension (pixel en 2d et voxel en
3d) afin de rester cohérent avec les données de l’application et de pallier ainsi l’inconvé-
nient, souvent opposé, de l’utilisation de cellules “virtuelles” pour garantir la cohérence
topologique de l’image. Or la définition de connexité d’un sous-ensemble de cellules (voir
Définition 2.26) que nous avons donnée n’est pas satisfaisante en ce sens, voir Figure 2.12
pour des exemples de problèmes posés. Une région ne pourra donc pas être simplement
un sous-ensemble de cellules connexe. Il faut lui adjoindre des propriétés supplémen-
taires nous assurant leur cohérence et une définition utilisable en pratique, c’est-à-dire
telle que les cellules de dimensions inférieures (linel et pointel en dimension 2) servent à
l’adjacence entre régions, à la définition des frontières ou des bords, mais n’aient pas à
être considérées explicitement à l’intérieur des régions.
Dans un premier temps, nous définirons, dans le cadre des complexes convexes, les
notions classiques en topologie numérique de κ-adjacence, κ-chemin et κ-connexité :
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Définition 2.27 (κ-adjacence, κ-chemin, κ-connexité). Deuxm-cellules e1, e2 de E ⊆ C,
m 6 n, sont κ-adjacentes, κ < m, si et seulement s’il existe une κ′-cellule e ∈ E telle
que m > κ′ > κ et e1, e2 ∈ St(e).
Un κ,m-chemin dans E de e à e′ est une suite e = e0, . . . , ep = e′ de m-cellules de E,
telles que ∀i = 1 . . . p, ei est κ-adjacente à ei−1. Lorsqu’il n’y a pas d’ambiguïté sur la
dimension m des cellules considérées, on parlera simplement de κ-chemin.
E, sous-ensemble de dimension m de C est κ-connexe si et seulement si pour tout couple
de cellules (e, e′) de dimension m de E, il existe un κ-chemin dans E de e à e′.
Remarque 2.1. Ces définitions, dans le cadre des complexes convexes, sont bien équi-
valentes aux définitions classiques de connexité et de chemin. Ainsi, par exemple en
dimension 2, la 0-connexité correspond bien à la 8-connexité et la 1-connexité à la 4-
connexité. D’autre part, elles restent conformes à la définition 2.26 de connexité générale
et nous permettent donc toujours de nous placer dans le cadre de la topologie-étoile.
Pour traduire en terme de complexe convexe la notion de région, traditionnellement
définie comme un ensemble connexe de pixels ou voxels (c’est-à-dire de cellules de dimen-
sion n dans un espace nd), il suffit d’ajouter à la propriété de connexité des propriétés
assurant que :
(i) il ne peut y avoir de “trous” de dimension non maximale (inférieure à n) dans la
région ;
(ii) nos régions étant définies à partir des cellules de dimension n, toute cellule de
dimension inférieure à n, qui appartient à la région, doit borner une cellule de
dimension n de la région.
La première propriétée se traduit topologiquement par ∀ : x ∈ R, (St(x) \ {x}) ⊆ R ⇒
x ∈ R et la seconde par toute m-cellule, m < n, de R borne une n-cellule de R. Les
propositions 2.9 et 2.10 nous permettent alors de donner la définition 2.28 d’une κ-region :
Proposition 2.9. Soit R un ensemble de cellules κ-connexes de C, les deux conditions




(2) ∀x ∈ C, (St(x) \ {x}) ⊆ R⇒ x ∈ R
Proposition 2.10. Soit R un ensemble de cellules κ-connexes de C, les deux conditions




(2) toute m-cellule, m < n, de R borne une n-cellule de R.
Définition 2.28 (κ-région). R ensemble de dimension n de cellules de C, est une κ-région
si et seulement si R est κ-connexe et
◦
R ⊆ R ⊆
◦
R. On appellera région une 0-région.
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Fig. 2.13 – ‘Région 2d" en 3d qui n’est pas intuitivement une surface :
◦
R ne contient
que les surfels, en effet l’étoile ouverte des linels n’est pas incluse dans l’ensemble et donc
eux-mêmes ne sont pas inclus dans l’ouvert de R, cette condition ne nous permet pas
de “boucher le trou”. Donc, bien qu’il manque intuitivement un linel, cette ensemble de
cellules serait une κ-region sans la condition sur la dimension n. Le terme de région est
donc plus approprié que le terme de surface.
Remarque 2.2. La condition sur la dimension n de R est indispensable et cette définition
de région ne permet donc pas de définir des surfaces ou des ensembles bien formés de
dimension n − 1 (voir Figure 2.13 pour un exemple de “région” de dimension n − 1
possédant un “trou”). C’est pourquoi nous n’avons pas repris le terme de k-hypersurface
que nous avions employé dans [81].
Si la définition d’une région impose de rajouter la condition
◦
R ⊆ R ⊆
◦
R à la
connexité, en revanche, les notions d’extérieur, de bord ou de frontières de la topologie
classique restent les mêmes pour l’espace des complexes convexes munis de la topologie-
étoile :
Extérieur : Ext(R) =
◦
(C \R)
Bord : Bd(R) = R \
◦
R
Frontière : ∂R = Bd(R)⋃Bd(C \R) = Ext(R) \ ◦R
De la même façon, la notion d’adjacence entre régions se définit comme pour les topolo-
gies classiques :
Définition 2.29 (Adjacence entre régions). Deux régions R1, R2 de C sont adjacentes
si et seulement si ∂R1 ∩ ∂R2 6= ∅
En revanche, autorisant la 0-connexité pour les régions, cette définition de l’adjacence
pourrait nous amener à des aberrations dans les traitements en analyse d’images. Ainsi,
par exemple, sur la Figure 2.14, les régions A et C sont ajacentes et leur fusion serait
donc possible pour un processus de segmentation en régions. Mais la région AC ainsi
créée traverserait la région B ! Pour éviter cela, il faut donc tout naturellement tenir
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Fig. 2.14 – Adjacence et adjacence stricte
compte des éléments interpixels de bords, comme l’a déjà montré V.A. Kovalevsky [146].
Nous définissons donc la notion de stricte adjacence et c’est elle qui doit être utilisée en
analyse d’images.
Définition 2.30 (Stricte adjacence). Deux régions R1, R2 de C sont strictement adja-
centes si et seulement si elles sont adjacentes et si Bd(R1)∩∂R2 6= ∅ ou Bd(R2)∩∂R1 6= ∅.
Remarque 2.3. Cette condition de stricte adjacence impose tout simplement que les
cellules de la frontière, communes à deux régions adjacentes, appartiennent au bord de
l’une ou de l’autre. Ainsi dans le cas de la Figure 2.14, le pointel du milieu, seule cellule
de la frontière commune à A et C n’appartient ni au bord de l’une, ni au bord de l’autre ;
ces deux régions ne sont donc pas strictement adjacentes et pour cause puisque la région
C les sépare. Les courbes dessinées donnent une interprétation continue de la frontière
entre ces régions. On peut voir que dans cette interprétation continue, A et C ne sont
pas adjacentes. C’est ce que traduit la stricte adjacence dans le cas discret.
La topologie-étoile sur les complexes convexes reprend donc l’idée d’interpixels sug-
gérée par V.A. Kovalevsky [146] mais s’appuie fortement sur la notion d’espace quotient
pour faciliter la démonstration de certains théorèmes. De plus, les définitions de région et
d’adjacences strictes basées sur des propriétés topologiques (intérieur, ouvert, fermeture,
frontières et bords) nous permettent de garantir de bonnes propriétés à nos ensembles
de pixels ou voxels et donc garantissent des traitements topologiquement cohérents, no-
tamment en segmentation en régions. Cette approche interpixels a été utilisée dans des
algorithmes liés à la segmentation d’images, que ce soit en 2d (voir par exemple [26])
ou 3d (voir par exemple [57]). A. Galton [99] propose même une approche topologique
du mouvement dans les espaces discrets en se basant principalement sur les travaux de
M.B. Smyth [214] sur les espaces topologiques clos mais en citant nos travaux [1] et
ceux de [130, 146] comme exemple d’espaces topologiques dédiés aux images numériques
et basés sur la notion d’ouverts. P. Desbarats et S. Gueorguieva [68], quant à eux, re-
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visitent ces “topologies interpixels” pour proposer un cadre général de représentation
topologique des objets discrets. Néanmoins, si cette approche interpixels apporte cer-
tains avantages indéniables du point de vue topologique, certains préfèrent s’appuyer
sur des structures pixels plus simples selon eux à manipuler. Ainsi J. Marchadier, D. Ar-
qués et S. Michelin [168] indiquent que les topologies telles que la star-topologie [1, 81]
ou celle de V.A. Kovalevsky [146] ont l’inconvénient de l’espace mémoire (codage de
toutes les cellules) ou celui de rendre difficile certaines opérations, comme reconstruire
la partition à partir des bords. Pour l’espace mémoire, si ces espaces, comme celui
de Khalimsky [132] nécessitent de stocker plus d’information, des structures de don-
nées moins coûteuses en mémoire, et permettant d’implanter des opérations de base
comme le remplissage ou même des opérateurs topologiques, ont été proposées (voir par
exemple [82, 24, 147, 22, 145, 155]). J. Lamy [156] a même proposé une implantation
C++ d’une librarie de traitement d’images intégrant des éléments de topologie numérique
et notamment l’interpixels.
Si cette topologie (celle de V.A. Kovalevsky ou la nôtre) a bien été utilisée dans le
cadre du traitement d’images, c’est surtout dans le cadre de la modélisation des bords
des régions. L’intégration des éléments interpixels dans les processus de décision, notam-
ment dans le critère de fusion de régions en segmentation d’images, est rarement fait car
dans ces processus l’élément de référence reste le pixel ou le voxel. Or si les définitions
que nous avons proposées apportent une solution à ce problème, elles restent difficiles
à appréhender en pratique car elles sont globales alors que la décision se fait généra-
lement localement. À ce sujet le cadre de travail proposé par R. Ayala, E.Dominguez,
A.R. Frances et A. Quintero [14, 15], et que nous présentons ci-dessous section 2.4.7,
semble être une solution intéressante.
2.4.7 Fonction d’illumination
R. Ayala, E.Dominguez et A.R. Frances [73] proposent une architecture multi-niveaux
permettant d’établir un lien entre le monde discret des images numériques et le monde
continu d’un espace euclidien. Comme proposé initialement par V.A. Kovalevsky [146],
puis par nous [1, 81], l’espace discret est représenté par un complexe polyédrique dans
lequel les cellules de dimension maximale représentent les pixels de l’image et les cellules
de dimension inférieure servent à définir les adjacences. La différence fondamentale entre
l’approche proposée par R. Ayala, E.Dominguez et A.R. Frances et celle de V.A. Kova-
levksy ou la nôtre est que l’adjacence est définie globalement par des fonctions particu-
lières, appelées fonction d’éclairage [14, 15], qui s’appuient sur des propriétés locales des
objets considérés. Donc contrairement à nous, deux configurations identiques de pixels
produiront toujours la même adjacence entre les cellules de cet objet et donc le même
analogue continu. Dans notre modèle, l’adjacence n’est pas définie par un modèle de
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configuration locale des pixels, mais est particulière à chaque configuration, l’idée étant
que l’adjacence n’est pas décidée globalement mais localement par un processus d’ana-
lyse pouvant prendre en compte des informations de plus haut niveau. Ainsi, avec notre
approche, deux régions différentes avec la même configuration de pixels que l’objet de
la Figure 2.15(a) pourront donner l’une l’analogue continu 2.15(e), et l’autre l’analogue
continu 2.15(i), alors que dans l’approche de R. Ayala, E.Dominguez et A.R. Frances,
c’est la fonction d’éclairage, définie pour toute l’image, qui déterminera quel est l’ana-
logue continu de cette configuration de pixels ; deux régions différentes de la même image
correspondront donc au même analogue continu. Si cela peut apparaître comme plus co-
hérent, il n’en est rien dans le cadre de l’analyse d’images, en particulier pour les images
médicales, où la résolution n’est pas toujours suffisante pour garantir que deux confi-
gurations identiques de pixels dans la même image correspondent forcément au même
analogue continu. Nous pensons donc que c’est à l’analyse de déterminer quelle est la
forme de l’objet, mais en respectant un modèle garantissant une topologie cohérente des
objets ainsi définis.
Néanmoins, cette approche présente un intérêt certain, notamment dans la manière
de définir les différents niveaux et dans la méthode pour passer du niveau discret au
niveau continu. De plus, si l’on considère que la définition des objets ne se fait qu’à
partir des cellules de dimension maximale sans se préoccuper de l’adjacence entre les
pixels, comme le font en pratique la grande majorité des algorithmes de segmentation,
alors cette approche est parfaitement adaptée et fournit un cadre de travail riche et bien
formalisé.
L’espace discret est construit sur le premier niveau de cette architecture et sa dé-
finition conditionne l’efficacité de tout le modèle. Ce premier niveau est, en effet, un
complexe particulier, dont les cellules de dimension maximale sont utilisées pour repré-
senter les spels6 de l’image. Les cellules de dimensions inférieures servent à décrire les
liens entre les spels. Définir un espace discret sur ce complexe consiste à ajouter une
information au complexe pour expliciter les relations d’adjacence entre les cellules maxi-
males. Cette information est donnée par une fonction d’éclairage (voir définition 2.12
ci-dessous). Les autres niveaux du modèle construisent progressivement un analogue
continu de l’image considérée en se fondant sur les relations d’adjacence choisies. Les
cinq niveaux du modèles sont les suivants :
niveau physique (device level) est un complexe polyédrique de dimension n homogène7
et localement fini ;
niveau logique (logical level) est un graphe non orienté représentant les ajacences entre
6On appelle spel les points de l’image en dimension n : un pixel est un spel en dimension 2 et un
voxel est un spel en dimension 3.
7Un complexe homogène est un complexe dont chaque cellule est la face d’au moins une cellule de
dimension maximale.
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(a) Objet discret
(b) niveau physique (c) niveau logique (d) niveau concep-
tuel
(e) niveau continu
(f) niveau physique (g) niveau logique (h) niveau concep-
tuel
(i) niveau continu
Fig. 2.15 – Architecture multi-niveaux et fonction d’éclairage
cellules de dimension maximale ;
niveau conceptuel (conceptual level) est un graphe orienté représentant les relations
d’incidence entre les cellules du complexe impliquées dans les relations d’adjacence ;
analogue simplicial (simplicial analogue) est un complexe simplicial construit sur les
chemins maximaux du graphe du niveau précédent ;
analogue continu (continuous analogue) est l’analogue continu du complexe simpli-
cial : son polyèdre sous-jacent, sous-ensemble de l’espace euclidien.
L’originalité de cette approche est double. D’abord par la définition d’une archi-
tecture multi-niveaux, premièrement introduite dans [73], mais surtout par l’ajout au
modèle d’une fonction d’éclairage, introduite dans [14] et développée dans [15] et [16],
qui permet d’éviter de restreindre leur modèle aux topologies classiques définies par
l’adjacence entre pixels.
Avant de pouvoir définir les fonctions d’illumination, il est nécessaire de préciser
certaines notations. On notera Kn les cellules de dimension n du complexe K. Soit un
objet O ⊆ Kn, on appelle étoile de α dans O l’ensemble stn(α,O) = {σ ∈ O, σ ∈ St(α)}
et étoile étendue de α dans O l’ensemble st∗n(α,O) = {σ ∈ O, σ∩α 6= ∅}8. Enfin on note
8La définition que nous donnons ici est différente de celle d’origine publiée dans [14, 15] où st∗n(α,O) =
{σ ∈ O,α ∩ σ 6= ∅}. En effet, de la même manière que pour la note de bas de page suivante, cette
définition ne correspond pas aux exemples donnés par les auteurs. En particulier, selon cette définition,
sur la figure 2.16(c), le pixel le plus à droite ne devrait pas appartenir à st∗n(α,O).
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α
(a) O ∪ {α} (b) stn(α,O) (c) st∗n(α,O) (d) supp(O)
Fig. 2.16 – Exemples illustrant les notations de base nécessaires à la définition des
fonctions d’éclairage.
supp(O) = {α ∈ K,α = ∩{σ, σ ∈ stn(α,O)}}9, le support de O, c’est-à-dire l’ensemble
des cellules de O et des cellules de dimension inférieures nécessaires à l’adjacence deux
à deux des cellules de O.
Définition 2.12 (Définition 3 de [16]). Soit un complexe polyédrique K représentant le
modèle physique de l’image, une fonction d’éclairage faible (w.l.f. pour « weak lightning
function » ) sur K est une application f : P(Kn)×K → {0, 1} où P(Kn) est l’ensemble
des parties de Kn et satisfaisant les cinq axiomes suivants pour tout objet O ∈ P(Kn)
et toute cellule α ∈ K :
1. si α ∈ O alors f(O,α) = 1 (axiome de l’objet) ;
2. si α /∈ supp(O) alors f(O,α) = 0 (axiome du support) ;
3. f(O,α) 6 f(Kn, α) (axiome de faible monotonie) ;
4. f(O,α) = f (st∗n(α,O), α) (axiome de faible localité) ;
5. si O′ ⊆ O ⊆ Kn et α ∈ K sont tels que stn(α,O) = stn(α,O′), f(O′, α) =
0 et f(O,α) = 1 (axiome de connexité du complémentaire) alors :




ω, ω ∈ α(O,O′)
}
est connecté dans ∂α ;
(c) si O ⊆ O ⊆ Kn alors f(O,ω) = 1,∀ω ∈ α(O,O′).
Si f(O,α) = 1, on dit que f éclaire la cellule α pour l’objet O.
9Nous reprenons ici la définition proposée par S. Alayrangues et J.-O. Lachaud dans [5] qui est
différente de la définition d’origine donnée dans [14, 15] où supp(O) = {α ∈ K,α = ∩{σ ∈ stn(α,O)}}.
En effet cette dernière n’est pas exacte au sens où elle ne correspond pas à tous les exemples donnés par
les auteurs, en particulier celui de la figure 2.16(d) où, selon cette définition, les cellules α doivent être
égales à l’intersection de cellules σ de l’objet, or celles-ci sont des ouverts et leur intersection est donc
vide !
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Une w.l.f. est dite fortement locale à une cellule α ∈ K si f(O,α) = f(stn(α,O), α)
pour tout objet O ∈ Kn et f est appelée une fonction d’éclairage fortement locale si
elle est fortement locale à chaque cellule α ∈ K. La propriété de forte localité implique
les axiomes de faible localité et de connexité du complémentaire (axiomes 4 et 5 de la
définition 2.12). Il suffira donc pour définir une fonction d’éclairage fortement locale de
remplacer ces deux axiomes par l’axiome de forte localité : f(O,α) = f(stn(α,O), α).
Ces différents axiomes permettent de garantir les propriétés recherchées et notam-
ment le fait que l’analogue continu reste une interprétation de l’objet discret O, re-
présenté visuellement uniquement par les pixels, ou plus précisément par les n-cellules,
c’est-à-dire les α-terminaux. Ainsi l’axiome 1 garantit que les n-cellules sont toujours re-
présentées dans l’analogue continu ; l’axiome 2 garantit que seules les cellules du support,
c’est-à-dire l’α-noyau de |β(O)|, mais pas nécessairement toutes, peuvent apparaître dans
l’analogue continu, garantissant ainsi que toute cellule de dimension inférieure à n est
face de deux cellules de dimension n de l’objet O ; de la même manière, si une cellule
semble connecter deux pixels dans l’objet O, alors l’axiome 3 garantit qu’elle est pré-
sente dans l’analogue continu ; l’axiome 4, quant à lui, nous assure que notre perception
de l’analogue continu reste locale, et que la présence ou non des cellules dans l’objet
est décidée uniquement en fonction du voisinage local ; enfin, l’axiome 5 garantit que
l’analogue continu, ainsi défini, a une interprétation cohérente en regard de la connexité
du complémentaire.
2.5 Synthèse et perspectives
L’approche « E. Khalimsky, R. Kopperman, P.R. Meyer » (KKM) reste la plus étu-
diée et la plus citée. De mon point de vue c’est principalement dû au fait que les éléments
de l’espace restent des points discrets, l’espace est donc homogène est plus facile à re-
présenter, plus proche de sa représentation informatique immédiate par une matrice
de points. De plus leur approche est dans la suite logique de l’idée de deux relations
d’adjacence, introduite dans le cadre des images binaires par A. Rosenfeld [197], en la
formalisant dans un cadre général. Néanmoins, l’approche par les complexes cellulaires
me semble plus riche et tend d’ailleurs à se généraliser, notamment dans le cadre des
images 3d. En effet elle permet d’avoir une modélisation proche des outils utilisés en ima-
gerie numérique 3d, alors que l’approche KKM oblige à utiliser uniquement des voxels.
De plus, si l’espace proposé par E. Khalimsky, R. Kopperman et P.R. Meyer est homo-
gène dans sa forme, les espaces topologiques basés sur les complexes cellulaires apportent
une notion de dimension des éléments de l’espace permettant une approche plus intui-
tive et plus proche des notions continues de surfaces et de bords. Cette conviction déjà
évoquée dans ma thèse [81] a été confirmée par la suite par T.Y. Kong [140] et M. Cou-
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prie, G. Bertrand et Y. Kenmochi [50] qui ont montré que, si les espaces topologiques
de E. Khalimsky ont les bonnes propriétés pour les images numériques, la notion de di-
mension apportée par les complexes cellulaires justifie les différentes notions d’adjacence
dans ces espaces. M. Couprie et G. Bertrand, associés à X. Daragon ont continué à ex-
plorer cette voie en associant espaces topologiques basés sur une relation d’ordre partiel
à la KKM et complexes cellulaires. Dans [61] ils montrent des propriétés sur les notions
de bords, de frontières et de surfaces, très intéressantes. Un fait important notamment,
est la récursivité de la définition de surface donnée par [50], originellement de [77] dans
le cadre des graphes, car comme indiqué dans [61], cette définition peut facilement s’en-
tendre en dimension n. Néanmoins pour avoir une notion de bord symétrique qui est
essentielle, ils proposent dans [60] une notion de voisinage dérivé en subdivisant encore
l’espace, ce qui complique donc la modélisation. De plus, la notion de rang associé aux
cellules, et utilisé pour définir leur ordre partiel, ne correspond pas à la dimension natu-
relle des cellules, et les objets définis sont hétérogènes au sens de la dimension naturelle
des cellules (une courbe n’est pas uniquement un ensemble de cellules de dimension 0 et
1).
Une telle approche, basée sur les complexes cellulaires et une notion de dimension
des cellules, implique de dissocier topologie, géométrie et affichage. Cela est souvent
présenté comme un inconvénient majeur, les cellules de dimension inférieure à n n’étant
que virtuelles par rapport aux données initiales. À mon avis, c’est plutôt une bonne
chose et un avantage, car l’affichage n’est qu’une représentation graphique des objets
modélisés, en aucun cas il en est la modélisation. De plus, un même objet peut être
affiché de multiples façons ; le choix de la représentation doit être laissé à l’outil de
visualisation et non pas imposé par le modèle. V.A. Kovalevsky dans [148] dit d’ailleurs
The objection because of visibility is not pertinent since the visibility has
nothing to do with topology.
et il cite l’exemple des images 3d pour lesquelles nous raisonnons avec des voxels alors
que les outils de visualisation ne les affichent jamais en tant que tels. Ce sont leurs faces
ou même des triangles qui sont affichés.
Néanmoins, l’imagerie numérique reste une représentation du monde réel et, que ce
soit pour l’analyse d’images ou pour la synthèse d’images, un lien entre les mondes réel et
virtuel doit être établi. Il l’est souvent par la notion de discrétisation. Il existe plusieurs
définitions de discrétisation, toutes tentant de se rapprocher de ce qu’un capteur numé-
rique fait. Certains modèles proposés en géométrie discrète s’appuient fortement sur cette
notion, tel que le modèle de supercouverture proposé par É. Andres [8]. E.H. Kronheimer
a développé dans [149] une approche des espaces numériques discrets par la topologie, en
associant à chaque élément discret un sous-ensemble ouvert correspondant à la réponse
du capteur à un élément de l’image. Il intègre donc directement cette notion de dis-
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crétisation dans son modèle d’image numérique et comme base de la topologie de cette
espace. Ce faisant, il définit clairement l’espace topologique numérique comme un espace
quotient de l’espace euclidien. Finalement un espace numérique discret est pour lui la
partition d’un espace euclidien en sous-ensembles ouverts, la partition canonique étant
celle en carré unité. On voit donc, dès 1992, que des auteurs approchent la topologie
numérique par la notion de quotient.
Je pense donc que l’approche quotient associée à celle d’interpixels et de complexe
cellulaire permet de définir correctement une topologie adaptée aux espaces des images
numériques, tout en permettant de modéliser les différents problèmes liés à l’analyse
d’images. Il est d’ailleurs intéressant de noter que de nombreuses propositions allant
dans ce sens ont été faites, toutes assez proches les unes des autres, sans pour autant
qu’une synthèse puisse se dégager et être un modèle adopté majoritairement. On trouve
ainsi les notions d’ensemble régulier (la fermeture d’un ensemble régulier est la fermeture
de son intérieur et l’intérieur d’un ensemble régulier est l’intérieur de sa fermeture),
de scènes robustes, d’écrans et d’affichage (voir la définition 2.8 page 25) proposées
dans [131, 149] qui sont à rapprocher des notions de κ-régions (cf la définition 2.28
page 37), de stricte adjacence (cf la définition 2.30 page 39) de la topologie-étoile que j’ai
proposées dans ma thèse [1, 81], sans pourtant être tout à fait équivalentes. On notera
bien sûr les travaux de V.A. Kovalevsky sur les complexes cellulaires abstraits [146,
144, 147, 145] et bien sûr le framework multi-niveaux, du continu au discret, proposé
par E. Dominguez, E. and Frances et A. Marquez [73] associé aux fonctions d’éclairage
proposées avec A. Quintero [13, 14, 15]. S. Alayrangues et J.-O. Lachaud dans [5] et
[4] ont étudié les liens entre relation d’ordre et complexe cellulaire en proposant les
notions de complexe fortement normal, à rapprocher de la notion de forte normalité [206],
de support, à rapprocher des ensembles réguliers et des κ-régions, de fortes fonctions
d’éclairage faible (strong weak lightning function), extension des fonctions d’éclairage
de [13] mais rajoutant des propriétés proches de la stricte adjacence et des κ-régions que
j’avais définies [1, 81].
Sans doute faudrait-il appronfondir tous ces travaux et proposer une topologie, basée
sur les notions d’espace quotient et de complexe cellulaire, dont la relation d’ordre de
spécialisation serait associée à la dimension, et donnant les outils pour faire le lien avec les
représentations continues des objets discrets. Toutes les notions évoquées ici, telles que
voisinage, région, adjacence, ensemble régulier, forte normalité, affichage, écran, dessin,
seraient à préciser. Enfin, un lien avec la géométrie discrète doit être établi, peut-être
en adaptant les définitions, désormais classiques, de la géométrie discrète arithmétique
à l’interpixels et à l’hétérogénéité d’un espace cellulaire.
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Préambule
« Analyse combinatoire de l’imagerie » est le sujet initial de mes travaux et en reste
le fil conducteur. Mon sujet initial était donc de trouver une modélisation à base de
graphes des images, plus performante que le graphe d’adjacence des régions, et d’utiliser
au mieux l’algorithmique de graphe afin d’améliorer la performance des algorithmes de
segmentation. Je me suis donc intéressé aux cartes combinatoires, présentées à la sec-
tion 3.2, qui elles-mêmes m’ont mené aux modèles topologiques des images numériques
(voir chapitre 2). Le thème de la modélisation à base topologique m’a amené à collabo-
rer avec P. Lienhardt et Y. Bertrand à Strasbourg avec qui j’ai ensuite co-encadré mon
premier thésard Guillaume Damiand. J’ai alors noué des contacts avec le laboratoire
SIC de Poitiers et le LaBRI de Bordeaux. Après mes premiers résultats liés aux modèles
de représentation à base topologique, je suis revenu sur le sujet initial et en collabora-
tion avec Jens Gustedt, que j’ai rejoint en Post-Doc à Berlin, actuellement Directeur de
Recherche INRIA au loria à Nancy, nous avons développé des algorithmes de segmen-
tation basés sur l’Union-Find (voir la section 3.1.1). Ces algorithmes ont ensuite donné
lieu à plusieurs développements par d’autres auteurs et m’ont permis d’établir plusieurs
collaborations. Notre principale publication sur le sujet ([84]) reste encore très citée.
3.1 Approche algorithmique de la segmentation
Dans un processus complet de traitement de l’information visuelle, plusieurs étapes
sont nécessaires pour arriver à analyser l’image qualitativement et quantitativement.
Plusieurs méthodologies ont été définies. La première, sans doute celle de référence,
est celle proposée par D. Marr [169] qui décompose l’analyse d’images en trois grandes
étapes :
la segmentation qui consiste à extraire de l’image des éléments caractéristiques, sou-
vent sans connaissance a priori ;
la reconstruction qui a pour but de calculer les propriétés (barycentre, surface, orien-
tation, distribution des niveaux de gris, ...) des éléments identifiés à l’étape précé-
dente, et d’en extraire les relations spatiales et topologiques les reliant ;
la reconnaissance qui cherche à retrouver l’organisation perceptuelle de ces entités et
à les mettre en correspondance avec le modèle recherché, la description symbolique
de l’objet.
D’autres méthodologies ont ensuite été proposées, détaillant davantage ces différentes
étapes, et notamment l’étape de segmentation qui nous intéresse ici. On citera en par-
ticulier R.M. Haralick and L.G. Shapiro [116] qui décompose le processus complet en
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cinq étapes, les trois premières correspondant à la segmentation. Ces trois étapes du
processus de segmentation sont les suivantes :
le conditionnement qui consiste à supprimer le bruit introduit par le capteur ; il fait
appel à des techniques de filtrage, en utilisant éventuellement la morphologie ma-
thématique ;
l’étiquetage qui associe à chaque pixel une étiquette précisant quel type d’information
il véhicule (processus de seuillage, de détection d’arêtes, de coins, d’appartenance
à une forme primitive, ...) ;
le groupement qui identifie des ensembles maximaux de pixels connectés ayant la
même étiquette.
On voit à travers cette dernière description que l’approche proposée est orientée trai-
tement du signal, chaque point est considéré comme un échantillon devant être filtré
puis analysé. En fait, avant d’aborder le problème de l’analyse d’images, il est primor-
dial de définir le cadre formel des concepts que l’on étudie, d’exprimer ces concepts sous
forme mathématique, et enfin de proposer un ensemble de solutions permettant à la fois
de vérifier la validité de la théorie et d’apporter des solutions concrètes au problème
posé. C’est ici que nous avons divergé par rapport aux approches classiques de l’analyse
d’images. En effet, à part les travaux en morphologie mathématique, pratiquement tous
les travaux en analyse d’image proposaient de considérer l’image comme un signal échan-
tillonné. Pour ma part, je me place après le conditionnement et je traite donc l’image
comme un espace discret. L’étape de segmentation en régions consiste alors à partition-
ner l’image en sous-espaces connexes maximaux pour un critère d’homogénéité donné.
Bien sûr, cette approche n’était pas complètement nouvelle, plusieurs auteurs avait déjà
proposé des algorithmes de segmentation (voir par exemple [189, 122, 201, 240] pour des
résultats bien antérieurs à ma thèse), et même des structures combinatoires comme le
graphe d’adjacence des régions (RAG en abrégé) [203, 12] pour représenter l’information.
Néanmoins ces résultats souffraient de ne pas s’appuyer sur un modèle formel adapté.
Ainsi les résultats en segmentation des régions étaient principalement des méthodes dé-
crivant le processus de segmentation et non des solutions algorithmiques garantissant
le résultat et proposant une mesure de l’efficacité du processus. De même, comme il
a été démontré par plusieurs auteurs, en particulier V.A. Kovalevsky [146], le graphe
d’adjacence des régions n’est pas une structure satisfaisante permettant de représenter
correctement les relations topologiques entre les régions. Ma proposition était donc de
proposer un modèle combinatoire cohérent des images, d’où les études menées sur les
espaces topologiques (voir chapitre 2), sur lequel m’appuyer pour proposer des méthodes
combinatoires d’analyse d’images.
Je me suis donc d’abord intéressé au problème algorithmique posé par la segmenta-
tion d’image. Avec Jens Gustedt nous avons proposé une solution basée sur l’Union-Find
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(voir la section 3.1.1 et l’annexe A). J’ai ensuite cherché à proposer un nouveau critère
d’homogénéité performant et tenant compte des propriétés algorithmiques permettant
de calculer celui-ci. Ces travaux ont été menés en collaboration avec Richard Nock (voir
la section 3.1.2 et l’annexe B). Enfin je me suis attaché à proposer une structure combi-
natoire permettant de modéliser les images tout en respectant le cadre formel proposé,
c’est-à-dire permettant de coder la topologie des régions définies par notre processus de
segmentation. Une partie de ces travaux a été réalisée pendant ma thèse, l’autre par-
tie l’a été en collaboration avec Guillaume Damiand que je co-encadrais alors (voir la
sections 3.2 et l’annexe C)
3.1.1 Union-Find
La segmentation d’images a été, et est toujours, un domaine de recherche très étudié
et de nombreuse méthodes de segmentation on été proposées dans la littérature (voir
par exemple les survols [240, 115, 188, 179]). La plupart des méthodes de segmentation
sont basées sur les deux premières propriétés relatives à l’information niveau de gris (ou
couleur) portée par un pixel et ceux de son voisinage : similarité et discontinuité. La
seconde propriété est directement exploitée par les méthodes de traitement du signal
qui cherchent des fortes variations du signal image. Elles correspondent à ce qu’on ap-
pelle la détection de contours. Celles s’appuyant sur la similarité des niveaux de gris
correspondent aux méthodes de segmentation en régions. Ce sont ces dernières qui nous
intéressent ici car elles sont généralement algorithmiques1. On ne s’attardera pas dans
cette section sur la problématique du critère évaluant cette similarité, on considérera
qu’on dispose d’un prédicat d’homogénéité permettant de répondre à la question : cet
ensemble de pixels est-il homogène, i.e. les pixels le composant sont-ils similaires ? Pour
une discussion sur les problèmes liés à la détermination du critère d’homogénéité, on se
référera à la section 3.1.2. Une segmentation en régions est communément définie (voir
par exemple [178, 189, 122, 240]) comme :
Définition 3.1 (segmentation en régions). Une segmentation en régions d’une image I
munie d’un prédicat d’homogénéité P est une partition R = {R1, R2, . . . , Rn} de I en n
1On trouvera également des méthodes de classification partitionnant l’image en ensembles de pixels.
Mais ces méthodes ne se préoccupent pas de la connexité des régions, on ne les classera donc pas dans
les méthodes de segmentation en régions.
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∀i ∈ {1, . . . , n}, Ri est connexe (3.2)
∀i ∈ {1, . . . , n},P(Ri) = vrai (3.3)
∀i, j ∈ {1, . . . , n}, i 6= j,P(Ri ∪Rj) = faux ∀Ri, Rj adjacentes (3.4)
Bien sûr, avec de telles conditions, une segmentation ne sera jamais unique. On peut
essayer de réduire cette indétermination en transformant la segmentation en un pro-
blème d’optimisation d’une mesure Q de la qualité de la segmentation. Outre qu’une
telle mesure est difficilement définissable, O. Monga [175] a démontré que ce problème
d’optimisation était NP-difficile. En fait, pour ces deux raisons, les algorithmes de seg-
mentation se contentent de regrouper les pixels en régions satisfaisant les quatre critères
énoncés par les équations (3.1), (3.2), (3.3) et (3.4). Cette définition d’une segmentation
en régions amène naturellement à comparer ce problème à celui de l’Union d’Ensembles
Disjoint (Union-Find en abrégé). Ce problème ne possède pas dans le cas général de so-
lution en temps linéaire. La meilleure complexité connue a été obtenue pour la première
fois par R.E. Tarjan [218]. Elle est en O(m.α(m,n)) où α(m,n) est l’inverse de la fonction
d’Ackerman2 et n et m (n < m) sont respectivement le nombre d’appels aux fonctions
Union et Chercher. Cette fonction croît très lentement et on considère donc la solution
comme quasi-linéaire. Il a de plus été prouvé (voir [219, 220]) qu’une telle complexité
était optimale pour les opérations sur des structures de données satisfaisant certaines
conditions techniques. H.N. Gabow et R.E. Tarjan [97] ont également présenté un algo-
rithme linéaire suivant certaines restrictions. Cette question algorithmique a beaucoup
été étudiée et le lecteur pourra se référer par exemple à [172, 98, 49] pour de plus amples
informations, et par exemple à [221] pour des résultats récents.
Le problème de l’Union-Find consiste essentiellement à regrouper n éléments dis-
tincts dans une collection d’ensembles disjoints. Les deux opérations utilisées sont l’Union
qui réalise l’union de deux ensembles et Find qui recherche l’ensemble auquel appartient
un élément. L’analogie avec notre problème de départ devient évidente : les éléments à
regrouper sont les pixels et les ensembles disjoints sont les régions. À notre connaissance,
ceci n’avait été observé avant nous que par M.B. Dillencourt, H. Samet et M. Tammi-
nen [71] qui avaient utilisé l’Union-Find pour étiqueter les régions d’images binaires. On
peut donc considérer que nous avons été les premiers à proposer d’utiliser l’Union-Find
dans le cadre d’images multi-niveaux (initialement en niveaux de gris) pour réaliser une
2L’inverse de la fonction d’Ackerman α(n,m) est définie pour m,n > 1 par α(m,n) =
min
˘
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A B A ∪B
Fig. 3.1 – Opération Union.
segmentation en régions. Dans [84], J. Gustedt et moi-même avons proposé deux algo-
rithmes de segmentation en régions, linéaires en le nombre de pixels, basés sur l’Union-
Find. Nous avons poursuivi l’étude théorique d’un point de vue complexité mémoire afin
de garantir une utilisation optimale de celle-ci et d’améliorer les performances pratiques
des algorithmes basés sur l’Union-Find (voir [85]), ce qui nous a permis de proposer une
version de nos algorithmes pour la segmentation d’images 3d (voir [86]).
Pour les preuves de complexité et les détails de ces deux algorithmes, l’auteur pourra
se référer à l’annexe A qui présente notre publication [84]. Nous présenterons ici la
modélisation utilisée dans le cadre des images afin de pouvoir définir ces algorithmes
linéaires.
Rappelons dans un premier temps les éléments fondamentaux de la solution de
R.E. Tarjan [219] pour obtenir la complexité optimale dans le cas général enO(m.α(m,n)).
Les ensembles sont représentés par une structure de données d’arbres « inversés » dans
lesquels la racine joue le rôle d’élément représentatif de l’ensemble. Par « inversé », on
entend qu’au lieu de lier les éléments de la racine vers les feuilles (un père connaît ses
fils dans l’arbre), on lie les éléments des feuilles vers la racine (un fils connaît son père et
non l’inverse), comme montré sur les exemples des figures 3.1 et 3.2. L’opération Union
se réalise alors en temps constant en liant une racine d’un des deux arbres représentant
un des deux ensembles dont on doit faire l’union, à l’autre racine de l’arbre représentant
l’autre ensemble. Pour obtenir la bonne complexité, il suffit de réaliser une Union par
rang qui consiste à lier l’arbre le moins haut sous l’arbre le plus haut (voir la figure 3.1
pour un exemple). L’idée de cette heuristique est qu’ainsi la hauteur de l’arbre final
n’est pas plus grande que celle du plus haut des deux arbres ainsi liés. On n’augmente
donc pas le coût de l’opération Find. L’opération Find, quant à elle, consiste à remonter
récursivement jusqu’à la racine afin de trouver l’élément représentatif de l’ensemble (voir
la figure 3.2 pour un exemple). L’heuristique à appliquer afin d’obtenir la complexité en
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chercher
FindCompress Résultat après FindCompress
Fig. 3.2 – Compression de chemin
le représentant de la région
Fig. 3.3 – Une région dans le modèle Union-Find
O(m.α(m,n)) consiste à remplacer l’opération Find par l’opération FindCompress qui
une fois la racine trouvée en profite pour lier tous les éléments sur le chemin de la racine
sous la racine elle-même, réduisant ainsi le coût d’une future opération Find sur ces
éléments (voir l’exemple de la figure 3.2).
Pour utiliser l’Union-Find pour la segmentation d’images, il faut donc adopter cette
représentation des régions par des arbres « inversés ». Un pixel d’une image ne sera
plus seulement une valeur de couleur, mais sera représenté par une structure contenant
les informations de chrominance, la référence à son parent dans l’arbre représentant la
région à laquelle il appartient, ainsi que les informations de la région elle-même lorsque
le pixel est le représentant de son ensemble, c’est-à-dire de sa région (voir l’exemple de
la figure 3.3).
Du côté des opérations Union et Chercher, le seul changement intervient dans l’opé-
ration Union. En plus de l’Union par rang, il faut aussi garantir la connexité de la région,
propriété propre aux régions qui n’est pas prise en compte pour le problème général de
l’union d’ensembles disjoints. Il ne faut donc autoriser l’opération Union que pour des
régions adjacentes. Ceci sera simplement réalisé en partant des pixels et en ne proposant
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la fusion de régions que pour deux pixels adjacents : si ils sont adjacents, leurs régions
le sont forcément.
L’autre précaution à prendre concerne le prédicat d’homogénéité. Il faut absolument
que celui-ci possède la propriété 3.1 suivante :
Propriétés 3.1. (Efficacité du prédicat d’homogénéité)
(i) interrogation en temps constant ;
(ii) incrémentalité de la mise à jour.
En effet, l’union de deux régions ne sera décidée qu’après interrogation du prédicat
d’homogénéité. Il faut donc garantir qu’il se calcule en temps constant si l’on veut garder
la complexité linéaire de nos algorithmes Scanline et MergeSquare (voir l’annexe A), ou
même la complexité en O(m.α(m,n)) pour tout autre algorithme générique basé sur
l’Union-Find. Il faut en plus garantir l’incrémentalité de la mise à jour des propriétés
nécessaires au calcul de ce prédicat. Par incrémentalité, on entend que ces propriétés se
mettent à jour en temps constant lors de l’union de deux régions. Ainsi, pour prendre
un exemple simple, si le prédicat d’homogénéité consiste à comparer les moyennes de
niveaux de gris des régions et répondre oui uniquement si la différence des moyennes
est inférieure à un seuil, on peut garantir la propriété 3.1 simplement : il suffit de garder
pour chaque région le nombre de pixels la composant et la somme des niveaux de gris
de ses pixels. Calculer le prédicat revient à calculer la moyenne à partir de la somme des
niveaux de gris et du nombre de pixels, opération triviale en temps constant : mettre à
jour la somme des niveaux de gris et le nombre de pixels lors de l’union de deux régions
revient à faire la somme des propriétés des régions fusionnées, cette mise à jour est
donc bien incrémentale. Une fois ces garanties données, union de régions adjacentes et
propriété 3.1 du prédicat d’homogénéité, on est sûr d’obtenir une segmentation efficace
linéaire ou quasi-linéaire selon l’algorithme choisi.
Ces changements ne sont pas si anodins qu’ils paraissent. En effet, d’un point de vue
image, deux changements fondamentaux interviennent :
Propriétés 3.2. (Segmentation Union-Find)
(i) algorithmes de segmentation en régions simples, génériques et efficaces ;
(ii) approche région guidée par les pixels permettant une approche par collaboration
régions-contours.
Le premier point est majeur. En effet, si l’on regarde les solutions de segmentation
existantes (cf les survols [240, 115, 188]) avant notre proposition [84], non seulement
aucune n’avait d’étude de complexité, mais surtout elles consistaient essentiellement en
des méthodes de calcul pour décider de la partition en régions, et non pas d’algorithmes
réalisant cette partition. Il n’y avait donc pas d’analyse de complexité mais simplement
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une présentation des résultats obtenus et une évocation des temps de calcul sans que
l’on connaisse l’algorithme utilisé. D’ailleurs si l’on regarde d’autres survols pour des
résultats plus récents [179, 238], ou même des articles récents comme [192, 124], on se rend
compte que c’est encore le plus souvent le cas, même si la préoccupation de complexité
intervient de plus en plus dans les publications en analyse d’images, comme par exemple
le récent [216]. De plus la contrainte de complexité imposée sur les opérations oblige à
réfléchir à des critères de segmentation particuliers permettant de garantir l’efficacité de
calcul. Il faut donc changer son approche de l’analyse de l’homogénéité.
Le second point de la propriété 3.2 est également d’importance. En effet, générale-
ment les algorithmes de segmentation en régions ont des structures de données basées
sur des listes ou des graphes de régions, les algorithmes sont donc guidés par les ré-
gions et il devient difficile d’utiliser des critères locaux liés aux pixels en même temps
que les critères régions. De fait, les algorithmes dit de coopération régions-contours sont
alors difficiles à mettre en œuvre. Avec notre proposition, ils deviennent très faciles à
implémenter puisque l’information part du pixel. De plus, rien n’empêche de lister les
représentants des régions et de maintenir cette liste, sans dégrader la complexité, afin
de pouvoir travailler au niveau des régions.
Grâce à cette modélisation, nous avons pu proposer deux algorithmes génériques de
segmentation, Scanline et MergeSquare [84] (voir l’annexe A), en temps linéaire. Ces
algorithmes sont génériques au sens où ils n’imposent pas de prédicat d’homogénéité
et qu’ils sont utilisables avec n’importe quel prédicat respectant les propriétés 3.1. En
fait, plus que l’intérêt théorique de la complexité linéaire obtenue (un algorithme quasi-
linéaire en O(m.α(m,n)) était suffisant d’un point de vue pratique), l’intérêt majeur
de notre résultat réside dans la propriété 3.2. Ces deux caractéristiques fondamentales
de notre approche ont permis d’envisager de nouveaux algorithmes de segmentation
dont la complexité aurait été rédhibitoire sinon. C’est finalement le lien entre deux
communautés, la communauté algorithmique et la communauté image qui a été le point le
plus important de ces travaux. Nos différents articles, essentiellement [84] mais aussi [88,
90] (voir section 3.1.2), sont régulièrement cités pour cela.
Ainsi localement, j’ai pu établir depuis quelques années une collaboration avec le
cemagref et Gilles Rabatel sur des problèmes liés à la segmentation d’images. Cette
collaboration a débuté en 2000 par le co-encadrement de Benoît de Mezzo, d’abord en
DEA, puis en thèse [63]. Cette collaboration nous a amenés à travailler sur la problé-
matique de la segmentation par collaboration régions-contours. La solution proposée
s’appuyait sur l’Union-Find mais également sur le Graphe Topologique des Frontières
(voir la section 3.2.2) afin de détecter et reconnaître des feuilles dans des images natu-
relles [64]. La collaboration s’est depuis approfondie avec notamment le co-encadrement
de Nathalie Gorretta en DEA [107] puis en thèse (en cours) sur la problématique de la
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segmentation d’images combinant information hyperspectrale et spatiale [17, 108, 110]
Bien entendu j’ai poursuivi l’étude même de la segmentation en régions en m’inté-
ressant plus particulièrement au critère d’homogénéité. Ces travaux [88, 89, 90] ont été
initiés avec Richard Nock et sont décrits plus en détail à la section 3.1.2. Mais ils ont
également donné lieu à des suites, en premier lieu bien sûr par Richard Nock pour la seg-
mentation d’images couleurs (voir par exemple [185, 184, 187]) mais également d’autres
auteurs (voir par exemple [46]).
Mais l’élargissement à des domaines de l’imagerie, autres que la pure segmentation
d’images en régions, est sans doute le plus intéressant et confirme bien l’aspect géné-
rique de notre approche. On pourra ainsi noter récemment R.D. Yapa et K. Harada [236]
qui utilisent nos algorithmes comme outils de pré-traitement dans le cadre de l’imagerie
médicale. Nos algorithmes sont utilisés ici comme outils d’étiquetage des composantes
connexes. On retrouve plusieurs travaux utilisant ainsi nos algorithmes, que ce soit pour
des images binaires [217], pour du suivi de contours [43] ou comme algorithmes de réfé-
rence pour la mesure d’efficacité [117].
Ces algorithmes basés sur l’Union-Find ont aussi permis de faire découvrir l’Union-
Find à d’autres domaines de l’imagerie comme la morphologie mathématique. Ainsi nos
algorithmes sont-ils réutilisés et adaptés pour rendre plus efficaces les algorithmes de
calcul des attributs morphologiques. On citera par exemple les résultats suivants [234,
173, 41, 182, 51] qui utilisent ou adaptent nos algorithmes de [84].
J’ai été le premier à utiliser notre résultat pour rendre plus efficace le calcul d’une
représentation à base topologique des images segmentées en régions (voir [82] et la sec-
tion 3.2). Naturellement d’autres auteurs ont fait de même [27, 40] ainsi bien sûr que
Guillaume Damiand, un ancien étudiant que j’ai encadré en thèse et qui a poursuivi
dans cette voie (voir par exemple [53, 21, 57, 111]). Jens Gustedt a quant à lui continué
l’étude dans le cadre de l’algorithmique de graphes [114, 106].
Toutes ces suites, ainsi que les différents domaines abordés confirment l’impact sur
le domaine de l’imagerie de notre approche algorithmique de la segmentation basée sur
l’Union-Find.
3.1.2 Critères d’homogénéité pour l’Union-Find
D’un point de vue purement segmentation d’images, le reproche nous était souvent
fait de ne pouvoir montrer de résultats pertinents de segmentation autrement qu’en
temps de calcul. Ceci était lié au fait que nous proposions une solution algorithmique
générique sans nous attarder sur la problématique du prédicat d’homogénéité qui lui
décide de la qualité de la segmentation. C’est pourquoi, avec Richard Nock, nous nous
sommes attaqués à ce problème, en nous attachant à proposer un critère d’homogénéité
respectant la propriété 3.1 afin de garantir, non seulement la qualité du résultat par notre
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proposition de prédicat, mais également son efficacité grâce aux algorithmes de [84].
Les résultats que nous présentions jusqu’alors utilisaient un critère d’homogénéité
très simple : la différence de moyenne des niveaux de gris des deux régions examinées.
Nous avions remarqué que ce critère très simple était aussi un bon critère. Certes, des
critères plus performants existaient (voir par exemple [25, 194, 193, 123, 213, 230]), mais
ceux-ci était beaucoup plus complexes et difficiles à mettre en œuvre. Et surtout, ils
ne permettaient pas de garder la linéarité, et donc l’efficacité, de nos algorithmes. Nous
avons donc décidé de chercher un critère plus performant que la simple différence de
niveaux de gris et restant simple à mettre en œuvre. Pour cela, fidèle à la démarche
qui m’avait amené à étudier la topologie des images numériques, nous avons d’abord
cherché à définir un modèle théorique des images en niveaux gris, modèle sur lequel nous
pourrions nous appuyer pour proposer des solutions prouvées aux caractéristiques bien
définies.
Dans un premier temps je présenterai le modèle statistique d’image numérique que
nous avons adopté. Puis, très brièvement, je donnerai un aperçu du critère original que
nous avons proposé avec R. Nock. Le lecteur pourra trouver à l’annexe B deux ar-
ticles [89, 90] présentant notre modèle. Enfin je citerai les suites qu’a suscitées notre
proposition et je présenterai en perspective de nouveaux travaux entrepris en collabora-
tion avec André Mas.
Modèle statistique d’image numérique
Dans le domaine de la segmentation d’images, de nombreux critères de segmentation
déjà définis utilisent des modèles mathématiques et statistiques basés sur des hypothèses
faites a priori sur les images [233, 239]. La plupart de ces hypothèses concernent la dis-
tribution des niveaux de gris dans l’image. Les contraintes imposées aboutissent souvent
à des temps de calcul importants. A contrario, des solutions algorithmiques efficaces
existent, telle que celle que nous avons proposée [84] mais font l’impasse sur le critère
de segmentation et les résultats obtenus ne sont pas alors au niveau des méthodes sta-
tistiques. Nous avons donc cherché à combiner notre approche algorithmique, afin de
garantir l’efficacité du processus de segmentation, et une approche statistique afin de
garantir la pertinence du résultat. Notre proposition est basée sur un modèle statis-
tique de génération d’images, ne faisant donc pas d’hypothèse sur la distribution des
niveaux de gris. Les faibles contraintes du modèle nous permettent de définir un critère
de segmentation calculable en temps constant et conservant les bonnes propriétés de
complexité de notre solution.
Notre modèle est basé sur l’hypothèse qu’une image I est l’observation d’une scène
idéale I∗, capturée sous des conditions particulières3. Formellement, dans I∗, les pixels
3Par la suite, on notera par l’exposant ∗, tous les objets issus de cette scène idéale, comme par
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sont représentés par des distributions permettant de générer l’image observée. Une région
homogène idéale serait alors telle que l’espérance mathématique de ses pixels serait égale.
Celle-ci serait différente pour deux régions distinctes adjacentes. Ce modèle donne une
intuition de ce que peut être une segmentation optimale : elle peut être obtenue par la
moyenne d’un nombre infini d’échantillons, capturés sous un nombre infini de conditions
d’observation. Les pixels ainsi obtenus ont alors comme niveau de gris leur espérance
mathématique théorique et on peut donc observer les régions idéales.
Soit I l’image observée et |I| le nombre de pixels de l’image. On note g, le nombre
théorique de niveaux de gris dans l’image (généralement 256), gI le nombre de niveaux
de gris effectivement présents dans l’image (donc inférieur à g) et |I| le nombre de pixels
de l’image. En faisant l’hypothèse que les pixels sont échantillonnés indépendamment
les uns des autres, notre modèle suppose que I est l’observation d’une scène idéale I∗
dont nous ne connaissons rien et dans laquelle les pixels sont complètement représentés
par une famille de distributions à partir de laquelle les niveaux de gris observés sont
échantillonnés. Le jème pixel pi,j de la ième région Ri de l’image I est alors décrit par une
variable aléatoire p∗i,j ∈ I∗, elle-même somme de Q variables aléatoires indépendantes
p∗i,j,1, p
∗
i,j,2, . . . , p
∗
i,j,Q de I
∗, chacune prenant ses valeurs dans l’intervalle [0, gQ ]. Cette
hypothèse est illustrée par la figure 3.4. Q sert essentiellement à s’assurer de la pertinence
pratique de notre test d’homogénéité. En fait, plus l’image est grande et plus les régions
sont testées, plus Q peut être choisi petit.
Comme le veut notre modèle, chaque région R∗i de la scène idéale I
∗ satisfait à la
propriété d’homogénéité 3.1.
Propriété 3.1 (homogénéïté). E(.) dénotant l’espérance mathématique, une région R∗i
homogène de I∗ satisfait :
1. ∀i ∈ {1, 2, ..., |I|},∀j ∈ {1, 2, ..., |R∗i |}, E(p∗i,j) = E(R∗i ) (les espérances de tous les
pixels de R∗i sont égales) ;
2. tout couple (R∗i , R
∗
j ) de régions adjacentes satisfait l’inégalité E(R
∗
i ) 6= E(R∗j )
(deux régions adjacentes ont des espérances différentes).
Notre modèle statistique d’image repose donc sur le fait que chaque pixel est sup-
posé être échantillonné à partir d’une famille de distributions représentant les propriétés
intrinsèques de luminosité de la zone qu’il décrit, et que chaque région est homogène au
sens où l’espérance de chaque pixel de la région est la même. Cette homogénéité sup-
pose donc que la variance est nulle. Afin de réaliser la segmentation de l’image observée,
nous allons nous appuyer sur cette dernière hypothèse et mesurer l’augmentation de la
variance lorsqu’on agrège de nouveaux pixels à une région donnée.
exemple R∗ pour une région de I∗ à laquelle correspond une région observée R de I.
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Fig. 3.4 – Un pixel dans I∗ et I (on note E(.) l’espérance).
Critère d’homogénéité et inégalité de concentration
Notre prédicat d’homogénéité est donc basé sur l’augmentation de la variance intra-
région provoquée par la fusion éventuelle des deux régions considérées. Ce que nous avons
cherché à évaluer est la probabilité de rejeter faussement la fusion de deux régions qui
en fait seraient des parties de la même région R∗ de I∗. ∆i(R,R′), l’augmentation de la
variance intra-région, est donnée par le lemme 3.1. Grâce à l’inégalité de concentration de
M. Diarmind (voir le théorème 3.1), on peut borner la probabilité que ∆i(R,R′) dépasse
un seuil fixé. Cette borne maximum est donnée par le théorème 3.1 rappelé ci-dessous
et proposé dans [89].
Lemme 3.1 (Lemme 1 de [89]). ∆i(R,R′) =
|R|×|R′|
Q(|R|+|R′|)(R−R′)2
Théorème 3.1 (independant boudned difference inequality [170]). Soit X =
(X1, X2, . . . , Xn) une famille de n variables aléatoires indépendantes, Xk ∈ Ak, en sup-
posant que la fonction à valeurs réelles f définie sur
∏
k Ak satisfait l’inégalité ‖f(x)−
f(x′)‖ 6 ck pour des vecteurs x et x′ ne différant que sur la kième coordonnée, et soit µ
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l’espérance de la variable aléatoire f(X), alors ∀τ > O,







Théorème 3.1 (Théorème 1 de [89]). Soient R et R′ deux régions adjacentes de I,






max{|R|, |R′|}(|R|(|R|+ 2|R′|)2 + |R′|3)
Q3|R|.|R′|(|R|+ |R′|)
et supposons que g,Q, |R|, |R′| sont tels que m < 1/2, alors soit τ , tel que 0 < τ < 1, on
a :
Pr[∆i(R,R′) > τ ] <
8#R#R′
1− 2m × e
− 2Q2(|R|+|R′|)2τ
g2|R||R′| (3.6)
D’un point de vue pratique, il est assez difficile d’utiliser tel quel ce résultat, d’abord
parce que cette probabilité reste difficile à calculer et ensuite parce que nous ne disposons
pas encore d’un prédicat nous permettant de répondre directement à la question de
la pertinence de la fusion potentielle de deux régions. Aussi avons-nous proposé des
approximations pratiques permettant, à partir de l’équation (3.6) du théorème 3.1, de
proposer une fonction τ(R,R′) de seuil adaptatif en fonction des régions à fusionner
(pour plus de détail sur cette fonction et son calcul, voir [89] présenté à l’annexe B). Le
prédicat d’homogénéité est alors le suivant :
Définition 3.2 (Prédicat d’homogénéité). P(R,R′) = VRAI si ∆i(R,R′) < τ(R,R′)
L’originalité de notre approche tient à deux points clefs :
1. nous considérons la segmentation en régions comme la reconstruction d’une image
idéale à partir d’une observation : c’est le sens de notre modèle statistique d’images
présenté à la section 3.1.2 ;
2. nous nous appuyons sur les inégalités de concentration afin de proposer un cri-
tère statistique pertinent et efficace combiné à des algorithmes dont la complexité
linéaire en temps a été démontrée.
Le résultat obtenu est une famille d’algorithmes efficaces qui ont une forte probabilité
de donner un résultat ne présentant qu’une seule source d’erreur : la sur-segmentation,
c’est-à-dire le fait qu’une région obtenue contienne en fait plusieurs régions R∗ de l’image
idéale I∗. En général, on n’observe pas de sous-segmentation, ni le cas d’erreur le plus
fréquent et le pire où des régions recouvrent partiellement plusieurs régions idéales R∗.
On trouvera à l’annexe B les deux articles [89, 90] présentant ces résultats, le premier
s’intéressant essentiellement à la partie statistique alors que le second se concentre sur les
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aspects algorithmiques. J’ai alors commencé l’encadrement en thèse de Guillaume Da-
miand et j’ai donc concentré mes efforts sur les représentations à base topologique (voir
la section 3.2) et par manque de temps j’ai laissé de côté ce sujet. Mais mon co-auteur
Richard Nock a continué à explorer cette voie, proposant d’abord une extension de nos
résultats à la couleur [185], puis, avec l’aide de Franck Nielsen, il a continué à amélio-
rer ces résultats [184]. R. Nock et F. Nielsen ont alors proposé dans [186] une version
simplifiée et améliorée de nos résultats de [89, 90] ainsi qu’une synthèse de leurs propres
résultats. D’autres travaux se sont ensuite inspirés de cette approche en l’appliquant à
d’autre types de segmentation, notamment semi-supervisée (voir par exemple [187, 128]
ou le survol [238]).
Analyse critique et perspectives
En fait, la problématique du prédicat d’homogénéité est relative à un test s’appuyant
sur les deux hypothèses suivantes :{
H0 : Les régions R et R′ doivent être fusionnées
H1 : Les régions R et R′ ne doivent pas être fusionnées
(3.7)
Or deux types d’erreur peuvent apparaître lorsqu’on implémente un test basé sur ces
hypothèses :
type I : rejeter faussement H0
type II : rejeter faussement H1
Si l’on note α la probabilité de l’erreur de type I et β celle de l’erreur de type II, il est
bien connu qu’on ne peut pas rendre, en même temps, α et β arbitrairement petites [162].
Habituellement les prédicats d’homogénéité sont basés sur le contrôle de l’erreur de
type I sans se préoccuper de l’erreur de type II. C’est ce que nous avons proposé avec
R. Nock (voir la section 3.1.2). L’inconvénient principal de cette démarche est clairement
une sur-segmentation, c’est-à-dire qu’on n’accepte pas suffisamment souvent l’hypothèse
H1 et que l’on fusionne donc des régions qui n’auraient pas dû l’être.
Avec A. Mas, nous avons commencé à chercher une procédure adaptative qui permet
de contrôler les deux types d’erreur. Par adaptative, on entend la même chose que le
critère que nous avions proposé avec R. Nock, c’est-à-dire que le seuil du test dépend
des caractéristiques de second ordre (c’est-à-dire la variance des régions) des régions
considérées. Il n’est pas global pour l’image.
Pour arriver à cela, nous avons regardé d’autres inégalités de concentration que celle
de Mc Diarmid [170] utilisée dans [89, 90, 88, 184, 185, 186, 187]. En fait, l’inégalité de
M. Diarmid est extrêmement générale. Comme le test d’homogénéité est basé sur une
comparaison des moyennes ou des variances, on devrait pouvoir arriver à de meilleurs
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résultats et surtout à contrôler les deux types d’erreur en utilisant une inégalité plus
spécifiquement conçue pour les sommes de variables indépendantes. Ainsi l’inégalité de
Bennett prend en compte la variance des variables aléatoires et nous pouvons donc rai-
sonnablement espérer qu’elle soit plus précise dans notre cas d’utilisation. Nous donnons




















Où les variables Vi aléatoires réelles indépendantes et centrées sont telles que |Vi| 6 a
et b2 =
∑













Notre but est donc de déterminer le seuil minimum x∗t tel que P (|
∑
i Vi| > nt) < α (α
étant l’erreur de type I). La solution est donc
x∗t = min







où ϕ (x) est la fonction de concentration donnée par l’équation (3.11) suivante :
ϕ (x) = (1 + x) log (1 + x)− x. (3.11)









. Malheureusement ϕ−1 n’est
pas connue. On déterminera donc une approximation ϕ† > ϕ−1 par une variante d’un
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Sachant (3.9), (3.10), (3.12), et en considérant une région comme une variable aléa-
toire discrète bornée par a = 255, nous sommes à même de démonter le théorème 3.2





























Si les deux régions doivent être fusionnées (i.e. si m = m′), alors P (|S − S′| > tI (α)) 6
α et donc si |S − S′| 6 tI (α) on peut fusionner les régions.
Soit ∆ ∈ N la différence minimale de niveaux de gris entre deux régions idéales
en delà de laquelle on doit toujours refuser la fusion4, on peut démontrer le théorème
suivant sur l’erreur de type II :
Théorème 3.3. Si |EX − EX ′| > ∆ (i.e. R et R′ doivent donc être considérées comme
des régions n’appartenant pas à la même région idéale), P (|S − S′| < ∆− tI (β)) < β et
donc si |S − S′| > ∆− tI (β) on ne doit pas fusionner les régions.
De ces deux théorèmes, on peut en déduire la procédure de test suivante pour notre
processus de segmentation :
Proposition 3.4 (Prédicat d’homogénéïté).
– Si |S − S′| 6 tI (α) alors fusionner R et R′ ;
– Si |S − S′| > ∆− tI (β) alors ne pas fusionner R et R′
Nous sommes également capables d’apporter une réponse lorsque les régions à fusion-
ner tombent dans la zone d’incertitude, c’est-à-dire lorsque tI (α) < |S − S′| < ∆−tI (β).
Plus de détails sur ces nouveaux travaux pourront être trouvés dans l’article complet,
encore en cours de finalisation.
On peut donc voir à travers ces derniers résultats que le modèle d’image que nous
avions proposé avec R. Nock permet de nouveaux développements et qu’il permet de
proposer des critères de segmentation pertinents et performants.
4Clairement ∆ sera un paramètre du processus de segmentation
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3.2 Représentation à base topologique des images de ré-
gions
Une fois une première segmentation effectuée, basée uniquement sur des critères liés à
l’homogénéité chromatique des régions, le seul moyen d’améliorer l’analyse d’une image
est d’introduire de la connaissance dans le processus de reconnaissance. Les algorithmes
de reconnaissance nécessitent alors de s’appuyer sur des structures de représentation évo-
luées, généralement à base de graphes. J’ai donc eu, dès mes premiers travaux en thèse,
la volonté de modéliser les images par une structure combinatoire adaptée aux trai-
tements algorithmiques. La structure habituellement utilisée en imagerie est le graphe
d’adjacence des régions (r.a.g en abrégé) [198, 190]. Or en 1989, V.A. Kovalevsky a
montré [146] que les graphes de voisinage, famille dont fait partie le r.a.g, ne respectent
pas les axiomes de base d’une topologie. La structure que proposait alors V.A. Kova-
levsky n’était pas non plus satisfaisante, puisque le squelette 1D du complexe dual d’un
Block Cells est équivalent au r.a.g. Nous avons donc cherché à proposer une structure
combinatoire à base topologique permettant de représenter les images segmentées en
régions. Trois points importants devaient donc être respectés :
– coder les frontières des régions, et pas seulement l’adjacence ;
– gérer les inclusions de régions les unes dans les autres ;
– être une structure à base de graphes.
Nous nous sommes alors intéressés aux structures des graphes planaires puis ensuite tout
naturellement aux cartes combinatoires (voir la section 3.2.1), sortes de multi-graphes
planaires codant la topologie des objets. Nous avons alors proposé le Graphe Topolo-
gique des Frontières (t.g.f en abrégé) [81, 3] dont nous rappellerons les principes à la
section 3.2.2. En collaboration avec Yves Bertrand, j’ai ensuite encadré un étudiant de
DEA sur un nouveau modèle extensible en dimension n [24]. Dans le même temps nous
co-encadrions Guillaume Damiand dont le sujet était la modélisation topologique des
images segmentées 2d et 3D [21, 22, 53]. Nous présentons brièvement ces travaux à la
section 3.2.2. On pourra trouver une longue synthèse de nos résultats sur la modélisa-
tion topologique des images 2d dans l’article [55] joint à l’annexe C. Je terminerai ce
chapitre par deux sections, la section 3.2.2 présentant les travaux concomitants d’autres
auteurs 3.2.2 alors que la section 3.2.3 présente quelques travaux qui se placent dans la
lignée de ce que nous avions proposé et notamment les travaux que Guillaume Damiand
a poursuivi en tant que Maître de Conférence et maintenant Chargé de Recherche au
CNRS.
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3.2.1 Introduction aux cartes combinatoires
Les cartes combinatoires s’inscrivent dans le cadre des modèles de représentation
par contours. Dans ce type de représentation les objets (les solides) sont définis par
une subdivision en faces (et ces faces en sommets et arêtes5). Ce modèle topologique
est complété par un modèle de plongement définissant la projection de l’objet dans Rn.
Y. Bertrand et J.F. Dufourd affirment dans [23] que les cartes et leurs extensions offrent
un avantage décisif car elles sont définies à partir d’un seul élément de base, le brin,
et qu’elles utilisent des opérateurs simples à mettre en œuvre : des involutions et des
permutations. Ce qui implique une grande homogénéité dans la représentation et une
généralisation immédiate à une dimension n. En fait la notion de carte est apparue en
1960 [76], puis a été reprise en 1970 en tant que graphe topologique [126]. R. Cori [48]
en a le premier donné une définition algébrique [48]. Ce modèle a ensuite été repris et
développé, essentiellement par P. Lienhardt en tant que modélisation géométrique à base
topologique [101, 163, 164, 165, 166].
Les cartes combinatoires sont un modèle mathématique de représentation des sub-
divisions de l’espace. Une subdivision de l’espace est une partition d’un espace topolo-
gique de dimension n en (n+1) parties dont les éléments sont des cellules de dimension
0, 1, 2, 3, . . . , n (respectivement appelées sommets, arêtes, faces et volumes). Des rela-
tions d’incidence sont définies entre ces cellules. En fait l’ensemble des (j < i)-cellules6
incidentes à une i-cellule forme le bord de la i-cellule. On dira que deux i-cellules sont
adjacentes si elles sont incidentes à la même (j < i)-cellule. Une carte combinatoire code
toutes les subdivisions et les relations d’incidences entre les cellules de l’espace et code
donc bien la topologie de cet espace. Formellement, une carte combinatoire de dimension
n (n-carte) peut représenter toute variété orientable d’un espace de dimension n. P. Lien-
hardt a généralisé ce modèle afin de pouvoir représenter toute subdivision, orientable ou
non, d’un espace de dimension n. On pourra trouver dans [165] la définition des cartes
généralisées, nous donnons ici celle des cartes combinatoires en dimension n.
Définition 3.3 (carte combinatoire de dimension 3). Soit n > 0. Une n-carte combina-
toire est un (n+ 1)-tuple M = (D,β1, . . . , βn) tel que :
1. B est un ensemble fini de brins ;
2. β1 est une permutation sur B ;
3. ∀i tel que 2 6 i 6 n, βi est une involution sur B ;
4. ∀i tel que 1 6 i 6 n, ∀j tel que i+ 2 6 j 6 n, βi ◦ βj est une involution.
5On retrouve donc les notions de cellules de dimension 0, 1, 2 et 3 utilisées dans la topologie-étoile
6On note i-cellule une cellule de dimension i.
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2. Combinatorial maps and images
2.1. Combinatorial maps
The subdivision of a 3D topological space is a partition
of the space into four subsets whose elements are 0D, 1D,
2D and 3D cells (respectively called vertices, edges, faces
and volumes, and noted i-cell for a i-dimensional cell).
Boundary relations are defined between these cells, where
the boundary of a i-cell is a set of (j < i)-cells. Two cells
are incident if one cell belongs to the boundary of the other
cell, and two i-cells are adjacent if they are both incident to
the same (i ! 1)-cell.
A combinatorial map is a mathematical model describ-
ing the subdivision of a space, based on a planar map
[22,48,29,13,14]. A combinatorial map encodes all the
cells of the subdivision and all the relations of incidence
and adjacency between the different cells, and so describes
the topology of this space. A combinatorial map can be
defined formally for any dimension, and we call n-map
an n-dimensional combinatorial map. An n-map can
encode an orientable quasi-manifold2 subdivision of an
n-dimensional space without boundary. Combinatorial
maps were generalized in [38,40] in order to encode all
n-dimensional subdivisions whether they are orientable
or not and whether they are with or without boundary
([39] established a connection between maps and several
other models).
A combinatorial map can be obtained intuitively by
successive breakdowns as we can see in Fig.1. To describe
the 3D space subdivision shown in Fig. 1a, we first
decompose the volumes of this subdivision (Fig. 1b) then
the faces of these volumes (Fig. 1c) and then the edges of
these faces (Fig. 1d). At each step, we keep the adjacency
information between the broken down cells (drawn by
black segments, only partially for the last step). The ele-
ments obtained after the last decomposition are called
darts and are the basic only elements used in the defini-
tion of combinatorial map. In order to obtain the map,
each adjacency relation is reported onto darts. bi is the
relation between two darts which describes an adjacency
between two i-dimensional cells. Let us see now the for-
mal definition of a 3D combinatorial map that we can
find for example in [39]:
Definition 1 (3D combinatorial map). A 3D combinatorial
map, (or 3-map) is a 4-tuple M = (D,b1,b2,b3) where:
(1) D is a finite set of darts;
(2) b1 is a permutation
3 on D;
(3) b2 and b3 are two involutions
4 on D;
(4) b1 " b3 is an involution.5
The different constraints of the 3-map definition (b1 is a
permutation, other bi are involutions and b1 " b3 is an invo-
lution) ensures the quasi-manifold property of a described
subdivision. For example, intuitively the last constraint
says that two volumes cannot be partially adjacent. If
two volumes are adjacent with regard to a face, then they
are also adjacent with regard to each edge of the face.
Two darts d1 and d2 are i-sewn if bi(d1) = d2 (1 6 i 6 n).
The i-sewing operation puts two darts d1 and d2 in relation
to bi by keeping the property of involution for i > 1.
Indeed, in this case, i-sewing operation involves two mod-
ifications : bi(d1) = d2 and bi(d2) = d1, while for i = 1 there
is only the first modification since b1 is a permutation.
Note 1. In the following, we denote:
(1) b0 for b
!1
1 ;
2 Intuitively, a n-dimensional quasi-manifold, called sometimes
n-pseudomanifold, is an nD space subdivision which can be obtained by
gluing together n-dimensional cells along (n ! 1)-dimensional cells. In
such subdivision, an (n ! 1)-cell cannot belong to the boundary of more
than two n-cells.
a b c d
Fig. 1. The successive decompositions of a 3D space subdivision to obtain the corresponding 3-map. (a) A 3D space subdivision. (b) Disjoined volumes.
(c) Disjoined faces. (d) Disjoined edges.
3 A permutation on a set S is a one to one mapping from S onto S.
4 An involution f on a set S is a one to one mapping from S onto S such
that f = f!1.
5 b1 " b3 is the composition of both permutations: (b1 " b3)(x) =
b1(b3(x)).
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Fi . 3.5 – Exemple de subdivision d’un objet de dimension 3
Fig. 3.6 – Carte combinatoire correspondant à l’objet de la figure 3.5
Lorsqu’on a deux brins, d1 et d2 tels que βi(d1) = d2 (1 6 i 6 n), on dit que d1 est
i-cousu à d2. La figure 3.5 montre un exemple de décomposition en cellules d’un objet
3d et la figure 3.6 montre la 3-carte correspondante.
L’autre notion importante dans les cartes, est la notion d’orbite donnée par la défi-
nition 3.4. Alors qu’une carte combinatoire est définie à partir d’éléments abstraits, la
notion d’orbite permet de définir les cellules qui correspondent aux subdivisions topolo-
giques d l’espace :
Définition 3.4 (Orbite). Soit Φ = {f1, . . . , fk} des permutations sur B, on note < Φ >
le groupe de permutations engendré par Φ : c’est l’ensemble des permutations pouvant
être obtenues à partir de compositions et d’inversions des permutations de Φ. On appelle
< Φ > (b) = {φ(b)|φ ∈ Φ} l’orbite b relativement à Φ.
Par exemple, en dimension 2, les sommets sont définis par l’orbite < β21 >, les arêtes
par l’orbite < β2 > et les faces par l’orbite < β1 >.
Les cartes combinatoires représentent seulement la topologie des objets, pas leur
15 avril 2009
3.2 Représentation à base topologique des images de régions 67
géométrie. Mais il est facile d’associer à certaines (ou toutes) des orbites une géométrie.
On appelle cette opération le plongement. Dans notre cas, le plongement correspondra à
la description du contour associé à chaque arête. Un simple code de Freeman [96] pourra
faire l’affaire.
Cette séparation de la topologie et de la géométrie est un des avantages majeurs des
cartes combinatoires. En effet, la plupart des opérations sur les cellules, en particulier
dans le cadre de l’analyse d’images, n’ont pas d’incidence sur la géométrie. Par exemple
l’opération de base, la fusion de régions, est une opération topologique ; la géométrie
du contour de la région ne change pas. Cette séparation permet donc d’optimiser les
opérations en s’affranchissant des problèmes liés à la géométrie.
C’est donc naturellement que nous avons proposé de nous appuyer sur ce modèle
pour proposer des modélisations combinatoires des images segmentées. La section 3.2.2,
qui suit, présente ces résultats.
3.2.2 TGF et Carte des bords
Outre le problème de la modélisation en elle-même de l’image, il était aussi important
de proposer une méthode efficace pour calculer cette représentation à partir d’une image
segmentée. En effet, nous ne sommes pas dans le cadre classique de la modélisation
géométrique des images puisque ce n’est pas l’utilisateur qui crée l’image « à la main »,
mais dans le cadre d’un processus complet d’analyse d’images. Notre problématique est,
après une segmentation d’images en régions, de construire une représentation permettant
d’utiliser des algorithmes utilisant des connaissances a priori sur l’image. Il est donc
important de proposer, non seulement une modélisation s’appuyant sur la topologie des
images, mais aussi un algorithme efficace permettant de la calculer. L’originalité de nos
travaux repose essentiellement sur cette double proposition d’un modèle associé à un
algorithme d’extraction et de l’utilisation de précodes afin de permettre ce calcul en une
seule passe sur l’image.
TGF
En fait, c’est après avoir travaillé sur un problème de segmentation d’images à base
de graphe d’adjacence [2] que je me suis rendu compte de la nécessité de disposer d’une
bonne représentation des images. J’ai donc choisi de m’appuyer sur les cartes combi-
natoires présentées à la section 3.2.1 pour proposer le graphe topologique des frontières
(voir la définition 3.5). À l’époque, je ne voulais pas utiliser directement les cartes com-
binatoires, en effet j’avais besoin que la notion de région soit explicitement représentée,
et donc codée par les sommets du graphe, ce qui signifie un passage au dual en terme
de graphe. De plus, une image segmentée comporte des « trous », c’est-à-dire des ré-
gions entièrement incluses dans une autre, ce que ne permet pas de coder directement
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les cartes. J’ai donc rajouté cette propriété à mon modèle. On obtient donc la définition
suivante (plus de précisions peuvent être trouvées dans [81, 82]) et un exemple de t.g.f
est donné à la figure 3.7.
Définition 3.5 (Graphe Topologique des Frontières). Un graphe topologique des fron-
tières G(V,D, α, σ) où V désigne l’ensemble des sommets du graphe, D l’ensemble des
demi-arêtes, σ une involution sur D et α une permutation sur D possède les caractéris-
tiques suivantes :
1. Chaque région est représentée par un et un seul sommet.
2. Une demi-arête (brin) e est toujours incidente à un sommet R de V .
On dit que e est incidente à R, c’est-à-dire une région (voir repré-
sentation ci-contre). On utilisera la notation eR si l’on veut préciser
le sommet d’incidence de la demi-arête.
R
e
3. Une arête du graphe est un couple non ordonné (e, σ(e)) où e ∈ D. Soit E l’en-
semble des arêtes, (eR1 , e
R′
2 ) ∈ E si et seulement si il existe une frontière entre R
et R′. Une arête représente donc une frontière. On dira alors qu’une demi-arête
symbolise la frontière “vue” du côté de la région dont elle est incidente.
4. α est une permutation sur l’ensemble D dont les cycles sont des permutations
circulaires sur un ensemble de demi-arêtes incidentes à un même sommet. Chaque
cycle correspond à un contour d’une région donnée et respecte l’ordre induit par
la suite des frontières composant le contour.
5. ∞ ∈ D est un sommet particulier du graphe correspondant à l’extérieur de l’image.
Celui-ci est donc vu comme une région englobant les régions de l’image.
6. À chaque sommet on associe la liste des cycles de α correspondant aux contours
de la région correspondante à ce sommet. Le contour extérieur, s’il existe7, sera
toujours par convention le premier de la liste.
Comme dit précédemment, une des originalités de cette approche tient à la pro-
position d’un algorithme d’extraction optimal de la structure basé sur une notion de
précode : l’algorithme 1 consiste donc à parcourir l’image en construisant un graphe au
fur et à mesure du balayage.
Puisque notre image a été segmentée à l’aide de nos algorithmes présentés à la sec-
tion 3.1, nous avons à notre disposition une structure Union-Find (voir la section 3.1.1)
nous permettant de faire le lien entre un pixel et sa région. Ainsi le balayage est effectué
en déplaçant, de gauche à droite et de haut en bas, une fenêtre 2×2 sur l’image. La pre-
mières fenêtre sera placée de telle sorte à ne couvrir que le premier pixel de l’image8. La
7∞ est l’unique sommet n’ayant pas de contour extérieur, mais un unique contour intérieur
8On considère que l’image est entourée d’une région extérieure qui sera représentée dans le graphe
par un sommet particulier.
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Fig. 3.8 – les 12 précodes possibles en dimension 2
configuration des frontières dans cette fenêtre, appelée précode, indique les traitements à
effectuer pour construire le graphe. Il est facile de voir qu’il n’y a que 12 configurations
possibles (voir figure 3.8).
Une liste L nous permet de retrouver les arêtes du graphe correspondant aux fron-
tières présentes dans le précode. Ces mêmes arêtes nous donnent les sommets correspon-
dant aux régions de l’image visibles dans le précode. En fonction du précode, nous créons
des sommets et des arêtes, nous maintenons à jour les relations α et σ entre demi-arêtes,
nous fusionnons des arêtes et des sommets. À la fin du balayage, le graphe obtenu est le
graphe topologique des frontières (voir l’algorithme 1).
On pourra trouver dans [81, 82] une description complète et détaillée des précodes.
Puisque cette modélisation devait servir à des processus d’analyse d’images, nous avons
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Algorithm 1: Extraction du Graphe topologique des Frontières
Données: une image
Résultat: le graphe topologique des frontières
Initialiser le graphe avec un sommet isolé ∞;1
Initialiser D (ensemble des demi-arêtes) à vide;
Initialiser la liste L à vide;
pour chaque précode de l’image faire
Exécuter le code associé au précode courant;
également étudié dans [3] les différentes opérations, notamment celle de fusion de régions,
nécessaire à un processus d’analyse d’images.
Carte des bords
Si le graphe topologique des frontières est bien adapté au cas 2d, son extension
en dimension 3 semblait difficile. C’est pourquoi, dans la perspective de représenter
des images 3d segmentées, notamment dans le cadre d’une collaboration en imagerie
médicale, nous avons dû revenir à une représentation plus proche de celle des cartes
combinatoires [24, 21, 22], tout en étant toujours capable de calculer efficacement cette
représentation à partir d’une image segmentée.
Nous proposons avec G. Damiand plusieurs niveaux de cartes combinatoires, le der-
nier étant celui de la carte topologique, duale en 2d du graphe topologique des frontières,
sans la notion d’inclusion, gérée ici par un arbre d’inclusion des composantes connexes.
L’avant-dernier niveau, la carte des bords, est le niveau de carte qui est extensible en
dimension n. En effet le dernier niveau, notamment à cause des problèmes d’inclusion
qui sont beaucoup plus complexes en dimension 3, pose des difficultés à être étendu en
dimension supérieure. On donnera ici les définitions en dimension 2 de ces différents
niveaux. On pourra trouver à l’annexe C la version complète de l’article présentant ces
résultats. On pourra alors noter que, si les définitions sont données de manière algo-
rithmique, construisant un niveau à partir de l’autre, nous proposons des algorithmes à
partir de précodes qui permettent d’extraire la carte directement au niveau choisi. Nous
avons donc repris les méthodes développées pour le t.g.f.
Définition 3.6 (carte complète). La carte de niveau 0 correspondant à une image de
n×m pixels, est la carte composée de n×m faces carrées β2-cousues entre elles, chaque
face correspondant à un pixel, avec en plus une face entourant toutes les autres et
correspondant à la région infinie.
Cette carte code tous les éléments interpixels de l’image. La figure 3.9(b) montre la
carte de niveau 0 correspondant à l’image de la figure 3.9(a).
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(a) L’image et ses éléments interpixels (b) La carte complète (niveau 0)





















(b) Carte lignel (niveau 1)
Fig. 3.10 – Carte lignel de niveau 1 d’une image.
La carte complète code tous les éléments interpixels de l’image. Pour obtenir une
carte qui code les frontières interpixels, il faut enlever les arêtes de la carte de niveau 0
correspondant à des lignels d’une frontière. Cette opération se fait facilement grâce à un
opérateur topologique. On obtient alors la carte lignel ou carte de niveau 1 :
Définition 3.7 (carte lignel). La carte de niveau 1 est la carte obtenue à partir de la
carte de niveau 0 en fusionnant chaque couple de faces adjacentes appartenant à la même
région.
La figure 3.10(a) montre l’image de la figure 3.9(a) représentée avec ses frontières
interpixels et la figure 3.10(b) montre la carte correspondante.
Il est facile de vérifier que cette carte représente bien toutes les frontières de l’image
et que chaque frontière interpixels est bien codée dans la carte.
Proposition 3.5. À chaque arête de la carte lignel correspond exactement un lignel
d’une frontière de l’image, et chaque lignel d’une frontière de l’image est représenté par
une arête dans la carte lignel.
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Fig. 3.11 – Carte des bords et topologique (niveau 2 et 3)
La carte des bords correspond à la carte présentée dans [24]. Dans cette carte,
chaque arête représente un segment droit d’une frontière. La définition 3.8 est obtenue
en construisant la carte de niveau 2 à partir de la carte de niveau 1.
Définition 3.8 (carte des bords). La carte de niveau 2 est la carte obtenue à partir
de la carte de niveau 1 en fusionnant chaque couple d’arêtes alignées adjacentes à un
sommet de degré 2.
La carte des bords de l’image de la figure 3.10(a) est présentée à la figure 3.11(a). La
principale propriété de cette carte est que chaque arête représente un segment de droite
d’une frontière interpixels de l’image.
Proposition 3.6. Chaque arête d’une carte des bords correspond à un segment de droite
maximal d’une frontière de l’image.
Enfin, afin d’arriver à une véritable représentation topologique, nous devons fusionner
les arêtes incidentes à des sommets de degré 2 afin de n’avoir qu’une seule arête pour
représenter une frontière. On obtient alors une carte topologique :
Définition 3.9 (carte topologique). La carte de niveau 3 est la carte obtenue à partir
de la carte de niveau 2 en fusionnant chaque couple d’arêtes incidentes à un sommet de
degré 2.
La figure 3.11(b) présente un exemple de carte topologique. La principale propriété
de la carte topologique est donc la suivante :
Proposition 3.7. Chaque arête d’une carte topologique correspond exactement à une
frontière de l’image représentée.
Cette carte topologique est, dans le cas de la dimension 2, le dual de notre graphe
topologique des frontières sans l’inclusion des régions. En revanche, cette définition,
niveau par niveau, permet de l’étendre à n’importe quelle dimension.
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Nous avons également proposé des algorithmes, à base de précodes, permettant de
calculer chaque niveau de la carte directement (voir l’article [55] présenté à l’annexe C).
Guillaume Damiand a ensuite continué à suivre cette voie. Il a étudié le cas 3d en
détail (modèle, algorithmes d’extraction et opérateurs) et s’est également intéressé aux
pyramide de cartes comme représentation multi-échelle des images (voir la section 3.2.3
pour plus de précisions).
Travaux concomitants
Dans le même temps, d’autres auteurs se sont ainsi intéressés à des représentations
permettant de rendre compte de la topologie des images. V.A. Kovalevsky fut le premier
en 89 [146, 144] à s’intéresser à la topologie des images dans le cadre de la segmen-
tation. Comme indiqué à la section 2.4.3, ce fut le premier à voir les images comme
des complexes cellulaires abstraits. Néanmoins, la structure de données qu’il propose
alors, les cell-list, n’est pas satisfaisante puisque le dual est équivalent au graphe d’adja-
cence. Ce n’est qu’en 2001 qu’il propose une amélioration [147], les block-cell, qui permet
d’atteindre ce but. En 2003 il étend son modèle pour pouvoir représenter des variétés
combinatoires de dimensions n [145]. Entre temps nous avions proposé le graphe to-
pologique des frontières. Néanmoins d’autres auteurs ont étudié la question, également
du point de vue des cartes combinatoires. On citera en particulier, Achille Braquelaire,
Luc Brun et Jean-Philippe Domenger [39, 26, 40] qui comme nous ont utilisé les cartes,
d’abord comme un outil pour aider à la segmentation, puis qui les ont étudiées d’un
point de vue modèle de représentation. Walter Kropatsch [151, 152, 150] quant à lui
propose, dans le cadre des représentations pyramidales, une structure de graphes duaux
permettant également de rendre compte de la topologie. Néanmoins, cette structure est
plus difficile à manipuler puisqu’elle oblige à maintenir deux structures, le graphe d’ad-
jacence et son dual. Jacques-Olivier Lachaud s’est également intéressé à la question de
la représentation des complexes cellulaires et a proposé en 2003 un codage permettant
d’implémenter efficacement des algorithmes [155]. Ce codage, bien que très efficace en
terme d’espace ou de complexité, a l’inconvénient de ne pas être symbolique. De plus,
contrairement aux cartes combinatoires qui peuvent être vues comme une représentation
algébrique sur laquelle il est donc facile de concevoir et prouver des algorithmes, on a
affaire ici à un codage qui nécessite donc d’écrire des algorithmes guidés par la structure
de données et pour lesquels il n’est pas facile d’en donner une interprétation intuitive.
En fait, comme le montre la section 3.2.3 qui suit, c’est essentiellement dans la lignée du
t.g.f [81, 82, 3], de la carte des bords [24] et des cartes topologiques [21, 22, 55] que se
situent les travaux qui ont suivi.
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3.2.3 Quelques perspectives de l’utilisation des cartes en imagerie
Dans un premier temps, j’ai proposé à l’équipe de chimie-informatique d’utiliser les
cartes combinatoires pour représenter des molécules. En effet, une de leurs préoccupa-
tions était de représenter l’ordre des liaisons atomiques autour d’un atome. Les cartes
combinatoires de par la permutation β1 semblaient donc prometteuses. Cette idée a
permis de proposer une nouvelle modélisation [69, 70] de la structure des molécules chi-
miques. De même, en collaboration avec le cemagref, nous avons étudié l’utilisation du
t.g.f dans le cadre d’une segmentation d’images, sa structure permettant de naviguer
facilement de région en région tout en suivant le contour. Cela nous a permis de proposer
des algorithmes pour la reconnaissance de feuilles dans des scènes naturelles [64, 63].
Mais les travaux les plus significatifs, et ceux mettant le plus en valeur le potentiel
de notre proposition initiale, sont ceux de Guillaume Damiand, qui après avoir étudié le
cas de la dimension 3 [54], s’est attaché à les utiliser dans le cadre d’une segmentation
d’images [57]. Il a d’autre part étendu ces résultats aux représentations pyramidales en
étudiant en détails les opérateurs topologiques sur ces modélisations multi-échelles [56,
112, 111, 210].
3.3 Conclusion
Mon idée a toujours été de m’appuyer sur un modèle cohérent et une modélisation par
des structures combinatoires afin de proposer des algorithmes d’analyse plus performants
car tirant parti à la fois du modèle et s’appuyant sur les représentations proposées. C’est
le sens des idées et travaux présentés dans ce chapitre, et tout en cherchant à améliorer
les résultats existants, voir par exemple les travaux que nous avons entrepris avec A. Mas
et que j’ai introduit à la section 3.1.2, je m’intéresse désormais à l’utilisation de ces mo-
délisations pour améliorer une segmentation initiale. Ainsi, initiée par le co-encadrement
en thèse avec Gilles Rabatel de Benoît de Mezzo [63], j’ai entrepris une collaboration
avec le cemagref sur des problématiques d’analyse d’images de scènes naturelles. Après
avoir proposé d’utiliser la structure du graphe topologique d’adjacence pour faciliter la
reconnaissance de feuilles [64] et proposé une méthode de segmentation par collabora-
tion régions-contours [107], nous nous intéressons actuellement avec Nathalie Gorretta
et Gilles Rabatel à l’analyse hyperspectrale d’images : l’idée est de combiner des critères
spatiaux et topologiques avec des critères chimio-métriques issus de l’analyse hyperspec-
trale. Pour cela nous utilisons la structure Union-Find afin de faciliter la segmentation en
régions en liaison avec les caractéristiques spectrales de chaque pixel. Après un premier
résultat concernant une application dans le cas d’images multi-spectrales [108], nous
avons proposé une nouvelle stratégie de segmentation d’images hyperspectrales utilisant
la topologie des régions pour améliorer le résultat de l’analyse [110, 109].
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On notera aussi les travaux de R. Nock qui propose une approche semi-supervisée
pour une segmentation en régions d’images couleurs [187]. Je pense pour ma part comme
beaucoup d’autres auteurs (voir par exemple [100, 208, 129, 179, 216]) que l’on devrait
pouvoir améliorer nettement les résultats des segmentations par une approche collabora-
tive régions-contours. Cela suppose des structures de données bien adaptées si l’on veut
conserver une certaine efficacité. La structure d’Union-Find que nous utilisons dans nos
algorithmes (voir la section 3.1.1) et les cartes combinatoires (voir la section 3.2) ont tout
le potentiel pour cela. Je pense qu’en utilisant des méthodes algorithmiques travaillant
sur la structure de graphes afin d’analyser plus globalement l’image, tel ce que propose
par exemple J. Shi et J. Malik [209], et que nous utilisons dans [109], on devrait pou-
voir proposer de nouvelles méthodes d’amélioration de segmentation. Un autre problème
réside dans le fait que les critères d’homogénéité sont souvent manichéens, or il y a de
nombreux cas où le critère d’homogénéïté devrait nous placer dans une zone d’incerti-
tude et ne pas pouvoir décider clairement. C’est pourquoi, notre proposition avec A. Mas
est particulièrement intéressante. En effet, nous sommes à même de détecter que nous
sommes justement dans ce cas où le choix de fusionner ou pas ne peut pas être décidé
simplement. Nous proposons bien un moyen de résoudre ce dilemme et de trancher grâce
à un autre critère. Néanmoins, dans une stratégie plus globale on peut imaginer se servir
d’informations de régions dans un voisinage proche, ou même de remettre en question
certaines décisions incertaines par une approche multi-résolution, telle que le permettent
les pyramides de cartes proposées notamment dans les travaux de G. Damiand et ses
co-auteurs [56, 112, 111, 210].
Notre approche combinatoire de l’imagerie, les propositions à base d’Union-Find, de
cartes combinatoires, de critères de segmentation basés sur les inégalités de concentration
ont ouvert la voie à un certain nombre de travaux par d’autres auteurs et me permettent
de me rapprocher de mon but initial : proposer des outils d’analyse s’appuyant à la fois
sur une modélisation mathématique formelle, des structures de données expressives, et
des algorithmes performants, afin d’obtenir des résultats pertinents.
15 avril 2009





78 Modélisation géométrique discrète
Préambule
La géométrie discrète, plus qu’un sujet de recherche, est le thème général d’une grande
partie de mes travaux. En fait, j’ai toujours mené de front deux aspects de l’imagerie,
l’analyse d’images et la géométrie discrète. Le premier thème a été développé à la sec-
tion 3.1. La géométrie discrète recouvre l’autre partie de mes recherches, celles bien sûr
sur la topologie des espaces discrets [1, 81] présentées au chapitre 2.2, celles aussi sur la
modélisation à base topologique [82, 69, 24, 3, 21, 22, 55] présentées à la section 3.2, mais
aussi d’autres travaux comme ceux sur les polyominos [58, 59, 83], les plans [18, 19] ou
les cercles [87, 91] et courbes discrètes [92]. C’est cet aspect, lié à la modélisation d’ob-
jets et structures discrètes que je vais aborder dans ce chapitre. Si la géométrie discrète
a donc toujours été présente en tant que domaine de recherche, je n’ai pas continuelle-
ment mené des travaux en modélisation géométrique. En fait ma première approche de la
géométrie discrète l’a été par la topologie. Cela m’a ensuite mené à l’étude des polyomi-
nos [58, 59] et de la tomographie discrète [83]. Je n’ai pas creusé cette piste de recherche
préférant alors me concentrer sur la modélisation à base topologique. Néanmoins, dans
la perspective de modéliser au mieux les images et notamment les images segmentées,
je savais que la problématique de la modélisation des objets discrets et notamment des
contours reviendrait au cœur de mes préoccupations. Ainsi dernièrement, avec D. Jamet,
étudiant alors en thèse sous la direction de V. Berthé, nous nous sommes intéressés à
la structure des plans discrets (voir la section 4.2 et l’annexe D). Plus récemment, avec
J.-L. Toutant que j’ai encadré en thèse et qui est maintenant Maître de Conférence à
Clermont-Ferrand, nous nous sommes intéressés à la problématique de la modélisation
des objets discrets non linéaires et en particulier des cercles et courbes discrets (voir la
section 4.3). Ce chapitre présente donc très brièvement cet aspect de mes recherches,
pour plus de détails, le lecteur pourra se référer à nos dernières publications sur le su-
jet [18, 87, 91, 92, 19].
4.1 Introduction
Depuis l’apparition des premiers traceurs [29], puis ensuite de celle des écrans gra-
phiques d’ordinateur, se pose le problème de représenter des objets géométriques dans
un espace discret. Un moyen classique d’obtenir des objets géométriques à l’écran est
d’utiliser leur forme analytique, définie dans le domaine continu, et de numériser les
valeurs réelles obtenues. De nombreux travaux se sont intéressés à la problématique de
la discrétisation des objets géométriques euclidiens. Cette approche majoritaire peut se
résumer en : « un objet discret est le résultat d’un processus d’approximation local ap-
pliqué à la représentation continue de l’objet euclidien ». C’est ce processus que l’on
appelle la discrétisation. Cette approche a l’avantage d’être simple et a été appliquée
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x, v > + µ = ω
<x, v > + µ = 0
<
Fig. 4.1 – Exemple de droite arithmétique.
avec succès à différents types d’objets. Néanmoins elle présente aussi des désavantages,
comme notamment de ne pas pouvoir déterminer facilement les propriétés intrinsèques
des objets ainsi obtenus. Une autre approche a été proposée par J.-P. Réveilles [195].
Elle consiste à définir analytiquement les objets discrets comme solution de systèmes
d’inéquations diophantiennes. Ainsi l’ensemble des points entiers obtenus forme bien un
ensemble discret tout en pouvant être étudié analytiquement. C’est cette approche que
j’ai adoptée. Elle correspond à mon approche des problèmes : un modèle mathématique
définissant l’objet et des algorithmes combinatoires pour les manipuler.
Afin de présenter le contexte et les notations, je rappelle ici dans cette introduction,
les notions de base de la géométrie discrète arithmétique en présentant les définitions et
théorèmes liés à la droite discrète. Une droite arithmétique est un ensemble de points à
coordonnées entières et satisfaisant une double inégalité diophantienne de degré 1.
Définition 4.1 (Droite arithmétique [195]). Soit v = v1e1 + v2e2 ∈ R2, où {e1, e2}
désigne la base canonique du R-espace vectoriel R2. Soit µ ∈ R et w ∈ R+. La droite
arithmétique D(v, µ, w) de vecteur normal v, de décalage µ et d’épaisseur arithmétique
w est le sous-ensemble de Z2 (voir figure 4.1) définie par :
D(v, µ, w) =
{
x ∈ Z2, 0 6 〈x,v〉+ µ < w} ,
où 〈x,v〉 = x1v1 + x2v2 désigne le produit scalaire usuel sur R2. Si w = ‖v‖∞ =
max{|v1|, |v2|} (resp. w = ‖v‖1 = |v1|+ |v2|), alors la droite arithmétique D(v, µ, w) est
dite naïve (resp. standard) (voir Fig. 4.2).
Géométriquement, la droite arithmétique de vecteur normal v, de décalage µ et
d’épaisseur arithmétique w, est l’ensemble des points de Z2 compris entre la droite
d’équation 〈x,v〉+ µ = 0 et celle d’équation 〈x,v〉+ µ = w (voir Figure 4.1).
D’un point de vue applicatif (représentation, reconnaissance . . .), les droites arith-
métiques à paramètres rationnels sont suffisantes dès lors que l’on travaille sur un es-
pace fini, on supposera donc souvent que si D (v, µ, w) est une droite arithmétique et si
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(a) Une droite arithmétique naïve. (b) Une droite arithmétique standard.
Fig. 4.2 – Une droite arithmétique naïve et une droite arithmétique standard.
dimQ{v1, v2} = 1, alors v ∈ Z2, µ ∈ Z, w ∈ N et gcd{v1, v2} = 1.
Les droites arithmétiques naïves jouent un rôle très important dans la connexité des
droites arithmétiques :
Théorème 4.1 ([195]). Les droites naïves sont les droites les plus fines à être connexes.
Autrement dit, pour tout v ∈ R2, pour tout µ ∈ R et tout w ∈ R+ :
D(v, µ, w) est connexe ⇐⇒ w > ‖v‖∞.
Pour prouver ce théorème, on peut facilement montrer qu’il existe une bĳection entre
les points d’une droite arithmétique et les points de Z. Géométriquement, cette propriété
signifie que pour tout k ∈ Z, la droite arithmétique naïve D (v, µ, w), où 0 6 v1 6 v2,
possède exactement un et un seul point d’abscisse k. On dit que les droites arithmétiques
naïves sont fonctionnelles.
Le théorème 4.2 qui reprend les propriétés du théorème 4.1 a été prouvé initialement
par Jean-Pierre Reveillès [195] et sert à caractériser la topologie des droites arithmétiques
(voir exemple Figure 4.3).
Théorème 4.2 ([195]). Soit D = D(v, µ, ω) une droite discrète.
i) Si ω = ‖v‖∞, alors la droite discrète D(v, µ, ω) est 0-connexe ; elle est dit naïve.
ii) Si ω < ‖v‖∞, alors la droite discrète D(v, µ, ω) est déconnectée.
iii) Si ω = ‖v‖1, alors la droite discrète D(v, µ, ω) est 1-connexe ; elle est dit standard.
iv) Si ‖v‖∞ < ω < ‖v‖1, alors la droite discrète D(v, µ, ω) est ?-connexe : elle possède
des 1-connexités et des 0-connexités.
La définition de droite arithmétique introduite par J.-P. Reveillès [195] (voir défini-
tion 4.1) s’étend naturellement aux dimensions supérieures n > 2 et à la section 4.2,
nous nous intéressons donc aux plans arithmétiques et plus particulièrement à la gé-
néralisation de la propriété de fonctionnalité. D’autre part, ma conviction, que nous
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(a) ω = 7 (b) ω = 10 (c) ω = 13
(d) ω = 17 (e) ω = 34
Fig. 4.3 – Les droites arithmétiques de vecteur normal 7e1 + 10e2.
avons essayé de démontrer à travers plusieurs résultats [87, 91, 92], est que l’épaisseur
constante proposée par J.-P. Réveilles pour les droites et plans discrets [195], et reprise
par É. Andres pour les cercles discrets [6, 8], n’est pas adaptée à ces objets. Je suis
convaincu que l’épaisseur arithmétique doit dépendre de la primitive représentée et peut
donc être variable. C’est le cas en particulier des objets non linéaires que j’aborderai à
la section 4.3.
4.2 Plans discrets : une structure fondamentalement en 2
dimensions
La notion de droite arithmétique s’étend naturellement aux dimensions supérieures.
Soit n ∈ N, un entier supérieur ou égal à 2. Par Rn, nous désignons l’espace euclidien
usuel, muni de sa base canonique {e1, . . . , en}. Soit x ∈ R, nous notons xi, pour i ∈
{1, . . . , n} la iieme coordonnée de x dans la base {e1, . . . , en} : x =
∑n
i=1 xiei.
Il est usuel de représenter un point x de Zn par le voxel x, à savoir l’hypercube
d’arête 1 centré en x (voir figure 2.2).
Soit 〈·, ·〉 : Rn×Rn −→ R, le produit scalaire usuel défini sur Rn : ∀x ∈ Rn, ∀y ∈ Rn,
〈x,y〉 =∑ni=1 xiyi, on définit un hyperplan discret arithmétique de la manière suivante :
Définition 4.2 (Hyperplan arithmétique). Soient v ∈ Rn, µ ∈ R et w ∈ R. L’hyperplan
arithmétique P(v, µ, w) de vecteur normal v, de décalage µ et d’épaisseur w est le sous-
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(a) Un plan arithmétique fin (b) Un plan arithmétique naïf
(c) Un plan arithmétique standard (d) Un plan arithmétique épais
Fig. 4.4 – Différents morceaux finis de plans arithmétiques.
ensemble de Zn défini par :
P(v, µ, w) = {x ∈ Zn, 0 6 〈x,v〉+ µ < w} .
Si w = ‖v‖∞ = max{|v1|, . . . , |vn|} (resp. w = ‖v‖1 = |v1|+ · · ·+ |vn|), alors l’hyperplan
arithmétique P(v, µ, w) est dit naïf (resp. standard).
Si w < ‖v‖∞ (resp. w > ‖v‖1), on dit que l’hyperplan arithmétique P(v, µ, w) est
fin (resp. épais) (voir figure 4.4). Si n = 3, alors l’ensemble P(v, µ, w) sera appelé le
plan arithmétique de vecteur normal v ∈ R2, de décalage µ et d’épaisseur w.
Définition 4.3 (Hyperplan arithmétique rationnel, irrationnel). Soit P(v, µ, ω) un
hyperplan arithmétique où v ∈ Rn, µ ∈ R et ω ∈ R+. Si dimQ{v1, . . . , vn} = 1
(resp. dimQ{v1, . . . , vn} 6= 1), on dit que le vecteur v est rationnel (resp. irrationnel).
Nous étendons cette terminologie à l’hyperplan arithmétique P(v, µ, ω) de la manière
suivante : l’hyperplan arithmétique P(v, µ, ω) est dit rationnel (resp. irrationnel) si son
vecteur normal v est rationnel (resp. irrationnel).
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On peut facilement montrer que tout hyperplan arithmétique rationnel possède une
représentation en tout-entier, c’est-à-dire de vecteur normal, de décalage et d’épaisseur
entiers. Cette propriété est bien entendu intéressante dès lors qu’il s’agit d’implémenter
des algorithmes traitant des hyperplans arithmétiques. Les hyperplans arithmétiques ra-
tionnels, naïfs ou standards, ont été largement étudiés ces dernières années (voir par
exemple [195, 80, 66, 9, 227, 228, 103, 36, 37]). Plusieurs raisons semblent justifier
ce choix. Tout d’abord, nombre de ces travaux proviennent d’une motivation pratique
[66, 211, 212] et la nécessité d’implémenter les algorithmes ainsi obtenus conduit natu-
rellement à considérer uniquement les hyperplans arithmétiques à paramètres entiers.
Les hyperplans arithmétiques irrationnels permettent, quant à eux, une compréhen-
sion profonde de la structure topologique, arithmétique et dynamique des hyperplans
arithmétiques quelconques. Leur étude autorise en effet l’utilisation de nombreux outils
classiques, hérités de l’analyse réelle, de la théorie ergodique ou encore des systèmes
dynamiques symboliques, possédant chacun un analogue discret aux propriétés structu-
relles très proches. C’est pourquoi nous ne nous restreignons pas au cas rationnel bien
qu’en pratique et dans la littérature ce soit généralement le cas.
Il est connu qu’à la manière des droites arithmétiques, les plans arithmétiques naïfs
sont fonctionnels, c’est à dire en correspondance bĳective avec les points à coordonnées
entières d’un des plans projectifs. Mon intuition était qu’un plan avait fondamentalement
une structure 2D et ce quelle que soit son épaisseur. Finalement un plan épais ne serait
en quelque sorte qu’un plan fin replié sur lui-même, « froissé », afin de créer l’épaisseur.
Le but de notre étude [19] était donc d’étendre la notion de fonctionnalité des plans
arithmétiques discrets à tous les plans. Pour cela, au lieu de projeter orthogonalement
sur un des plans projectifs, nous avons introduit une autre projection sur un plan le
long d’une direction α = (α1, α2, α3), en quelque sorte duale du vecteur normal du plan
discret P(v, µ, ω), c’est-à-dire α1v1 + α2v2 + α3v3 = ω telle que la projection de Z3 et
des points du plan discret P(v, µ, ω) soient en bĳection. Cette propriété que nous avons
appelée la fonctionnalité généralisée est donnée par le théorème suivant :
Théorème 4.1 (Théorème 1 de [19] (fonctionnalité généralisée)). Soit P(v, µ, ω) un
plan arithmétique discret, et soit α ∈ Z3 tel que gcd{α1, α2, α3} = 1, notons Π⊥α : R3 →
{~x ∈ R3, 〈α, ~x〉 = 0} la projection affine orthogonale sur le plan {~x ∈ R3, 〈α, ~x〉 = 0} le




est une bĳection si
et seulement si |〈α,~v〉| = ω.
Au signe près, on appelle le vecteur α, le vecteur fonctionnel pour le plan. Dans [19]
(voir l’annexe D) nous avons montré que tout plan arithmétique rationnel admet un
vecteur fonctionnel.
Ce résultat est très important, car conformément à notre intuition à l’origine du
théorème 4.1, cette propriété nous permet de ramener un problème de la dimension 3 à
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la dimension 2 et donc de mieux comprendre la structure combinatoire et géométrique des
plans arithmétiques. Cela nous permet également d’espérer pouvoir étendre la majorité
des résultats sur les plans naïfs aux plans épais. Ainsi dans [19] (voir l’annexe D), sous
l’hypothèse qu’un vecteur fonctionnel α possédant une coordonnée égale à 1 existe,
nous donnons plusieurs applications de la fonctionnalité généralisée. Ainsi nous avons
pu énumérer certaines configurations locales et généraliser les résultats sur les (m,n)-
cubes [227, 102, 228, 125]. Nous avons également pu étendre à tous les plans rationnels
P(v, µ, ω), avec ω− v3 ∈ gcd(v1, v2)Z, l’algorithme de I. Debled-Rennesson [65] de tracé
de plan arithmétique naïf. Enfin nous avons montré que l’on pouvait exhiber de tout
plan arithmétique discret P(v, µ, ω) une structure de variété combinatoire de dimension
2, sous l’hypothèse ω ∈ v1Z+ v2Z+ v3 et ω 6 max{|v1|, |v2|}.
On trouvera tous les détails de cette étude dans l’article [19] inclus à l’annexe D. Si
ce résultat est essentiellement théorique, il est à la base d’une meilleure compréhension
de la structure des plans discrets et a ainsi permis de généraliser des résultats autrefois
limités uniquement aux plans naïfs. Mon but dans la compréhension des objets discrets
est d’arriver à terme à pouvoir compacter le codage des contours des objets segmentés
dans les images 2D ou 3D. C’est pourquoi je me suis intéressé également à la structure
des objets non linéaires.
4.3 Objets non linéaires : objets à épaisseur variable
Ces travaux sont principalement ceux de J.-L. Toutant qu’il a effectués pendant sa
thèse sous ma direction. Je n’en donnerai donc que les idées directrices et les principaux
résultats. Le lecteur intéressé pourra se reporter aux différentes publications que nous
avons eues sur le sujet [87, 91, 92] et à sa thèse [223].
Très rapidement l’idée nous est venue que pour les cercles discrets en particulier, et
en général pour les objets non linéaires, une épaisseur constante n’était pas adaptée.
En effet, si l’on regarde les différents travaux sur les cercles discrets, on peut noter
que contrairement aux droites et plans discrets arithmétiques, aucune définition ne s’est
vraiment imposée comme un standard. L’algorithme 2 de J. Bresenham [30] reste la
première définition historique des cercles discrets. Un cercle C(r) peut être vu comme
une courbe implicite, et, en particulier, comme l’ensemble des racines du polynôme
cr(x) = x21 + x
2
2 − r2. Comme pour les droites discrètes, l’idée est de prendre le pixel
dont le reste est minimum, intuitivement ce devrait être le pixel le plus proche du cercle
euclidien. B. W. Jordan, W. J. Lennon et B. D. Holm [127] sont les premiers à avoir
proposé un tel algorithme. Cette approche est aussi celle de J. Bresenham [30] qui reste
un des algorithmes de référence. Des optimisations de ces algorithmes ont ensuite été
proposés, notamment par M. D. McIlroy [171] et Y. P. Kuzmin [154]. L’algorithme 2 de
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J. Bresenham est un algorithme de tracé incrémental : à chaque étape il s’agit, étant
donné le pixel p = (i, j) appartenant déjà au cercle, de sélectionner p1 = (i, j + 1) ou
p2 = (i−1, j+1) en fonction de leur reste |c(r)(p1)| et |c(r)(p2)|, ce qui revient à vérifier
la condition c(r)(i, j + 1) > i.
Algorithm 2: Tracé de cercle de Bresenham





while (i > j) do
AjouterPixel(i,j);
∆← ∆+ 2j + 1;
j ← j + 1;
if (∆ > i) then
∆← ∆− 2i+ 1;
i← i− 1;
Z. Kulpa a montré dans [153] que ces cercles discrets présentaient deux défauts :
1. bien qu’étant des cercles fins, ils ne sont pas des courbes fermées simples ;
2. de tels cercles concentriques de rayons successifs ne pavent pas le plan.
La figure 4.5(a) montre des cercles concentriques de rayons entiers successifs. On peut
facilement vérifier qu’ils ne pavent pas le plan. On peut également vérifier, par exemple
sur les cercles de rayons 4 et 11 (en jaune sur la figure 4.5(a)), qu’ils ne sont pas tous
les plus fins possibles et qu’ils possèdent des points 0-simples sur leurs diagonales. Il a
été montré que tous les cercles dont le rayon est solution de l’équation r2 = 2i2 − i+ 1
présenteront cette erreur.
Si l’on veut que les cercles pavent le plan, ce qui est indispensable pour certaines
applications, alors il faut considérer des anneaux discrets fins [153] plutôt que des ap-
proximations de cercles. On considère ici qu’un cercle discret est un anneau discret le
plus fin possible, c’est-à-dire défini par deux cercles concentriques de rayons r − 12 et
r+ 12 . On obtient alors des cercles au moins 0-connexes et au plus 1-connexe qui pavent
le plan (voir figure 4.5(b)). L’algorithme 3 permet de tracer de tels cercles restreints au
cas entier.
Ces premiers cercles sont en fait des algorithmes de tracé de cercles (pour une étude
plus complète des différents algorithmes de tracé de cercles discrets, le lecteur intéressé
pourra se reporter par exemple à la thèse de J.-L. Toutant [223]) et ne sont donc pas
définis à partir de propriétés globales et vérifiables. En fait le seul moyen de vérifier cer-
taines propriétés ou de calculer certaines opérations géométriques, comme l’intersection
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(a) Cercles discrets dits de Bresenham (en
clair - jaune - les cercles de rayons 4 et 11)
(b) Cercles discrets (anneaux) pavant le plan
de deux cercles, est de tracer tout le cercle afin de déterminer l’ensemble discret ainsi
représenté. Éric Andres [6], à la suite des travaux de J.-P. Reveillès [195], a remédié à
cela en proposant une définition de cercle discret analytique :
Définition 4.4 (cercle discret analytique [6]). Soient o ∈ R2 et r, ω ∈ R∗+. Alors,
le cercle discret analytique de centre o, de rayon r et d’épaisseur ω, est une couronne











En tant que couronnes discrètes, ces cercles pavent le plan. De plus ils contiennent
une courbe discrète fermée 0-connexe et sont inclus dans une courbe discrète fermée 1-
connexe. Parmi eux, on distingue les cercles discrets réguliers qui sont les cercles discrets
connexes les plus fins.
Définition 4.5 (cercles discrets réguliers [7]). Un cercle discret analytique est dit régulier
si son épaisseur ω est égale à 1.
Non seulement on dispose d’une caractérisation analytique de cercles discrets, mais en
plus cette définition s’étend sans difficulté aux dimensions supérieures contrairement aux
définitions algorithmes données précédemment. Ainsi on peut définir une hypersphère
discrète comme :
Définition 4.6 (hypersphère discrète analytitque [10]). Soit d la dimension de l’espace
considéré et r ∈ R?+, o = (o1, . . . , od) ∈ Rd et ω ∈ R?+, l’hypersphère discrète arithmétique
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Algorithm 3: Tracé d’un cercle discret pavant (anneau)





while i > j do
AjouterPixel(i,j);
∆← ∆+ 2j + 1;
j ← j + 1;
if ∆ > r then
∆← ∆− 2i+ 1;
i← i− 1;
else if (∆ > −r + 2i− 1) et (i ≥ j) then
AjouterPixel(i,j);
∆← ∆− 2i+ 1;
i← i− 1;
S(o, r, ω) de centre o, de rayon r et d’épaisseur arithmétique ω, est le sous-ensemble de
Zd défini par :
S(o, r, ω) =
{















Cependant, une telle définition ne permet pas de caractériser topologiquement ces
cercles, en particulier on ne peut pas caractériser ceux qui sont séparants minimaux.
C’est pourquoi nous avons proposé dans [87] une nouvelle définition de cercle discret
arithmétique. L’originalité de notre approche réside dans le choix d’une épaisseur va-
riable. En fait l’épaisseur devient une fonction épaisseur : ω : R2 −→ R?+.
Définition 4.7 (cercle discret arithmétique [87]). Soit o = (o1, o2) ∈ R2, r ∈ R+, soit
ω : R2 −→ R une fonction, le cercle discret arithmétique C(o, r, ω) de centre o, de rayon
r et de fonction épaisseur ω est l’ensemble des points discrets défini par :
C(o, r, ωo) =
{
v ∈ Z2 | −ω(v)
2
6 (v1 − o1)2 + (v2 − o2)2 − r2 < ω(v)2
}
. (4.2)
Nous avons également mis en évidence qu’il est important de séparer l’expression
analytique de la courbe (ici les cercles), de celle de l’épaisseur qui est en fait l’expres-
sion de la discrétisation que l’on choisit. Cette définition très générale nous permet,
en fonction du choix de ω, de définir différentes classes de cercles et surtout nous per-
met de déterminer et prouver certaines propriétés topologiques comme la séparabilité.
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Ainsi, nous avons d’abord étendu ce résultat en dimension quelconque afin d’obtenir la
définition d’une hypersphère arithmétique :
Définition 4.8 (hypersphère discrète arithmétique [91]). Soit d la dimension de l’espace,
soient r ∈ R∗+ et o = (o1, . . . , od) ∈ Rd, soient ω1 : Rd −→ R− et ω2 : Rd −→ R+ des
fonctions, l’hypersphère discrète arithmétique S(o, r, (ω1, ω2)) de centre o, de rayon r et
de fonctions épaisseurs ω1 et ω2 est l’ensemble des points discrets définis par :
S(o, r, (ω1, ω2)) =
{
v ∈ Zd | ω1(v) 6
d∑
i=1
(vi − oi)2 − r2 < ω2(v)
}
. (4.3)
Il est intéressant de noter que cette définition englobe toutes les définitions existantes
de cercle, il suffit pour cela de choisir correctement les fonctions ω1 et ω2. Ainsi par
exemple, l’hypersphère discrète analytique de É. Andres et M.A. Jacob [10] S(o, r, ω) est
l’hypersphère discrète arithmétique S(o, r, (ω1, ω2)) telle que
ω1 : Rd −→ R− ω2 : Rd −→ R+
x 7−→ −rω + ω
2
4
x 7−→ rω + ω
2
4
Le fait de séparer l’expression analytique de la courbe de celle de l’épaisseur est im-
portant car cela nous permet de lier l’épaisseur, non seulement à la forme de la courbe,
mais aussi à la topologie de l’espace considéré. Ainsi nous proposons d’exprimer l’épais-
seur en un point, comme la norme d’un vecteur exprimant la variation locale des points
de la courbe. Pour cela, nous avons défini dans [91] une norme de minimalité (voir
définition 4.9) et une fonction de variation discrète locale (voir la définition 4.10).
La norme de k-minimalité ] · [k (pour une preuve que ] · [k est bien une norme, voir
la proposition 2 de [91]) est donnée par la définition 4.9 suivante :
Définition 4.9 (norme de k minimalité). Soit d la dimension de l’espace considéré et
soit k ∈ N tel que k < d, on appelle k-minimalité norme, la norme ] · [k définie par :





avec σ une permutation de {1, . . . , d} telle que ∀i ∈ {1, . . . , d− 1}, |xσ(i)| 6 |xσ(i+1)|.
Les normes habituellement utilisées en géométrie discrète sont des normes de k-
minimalité puisque ‖v‖∞ =]v[(d−1) et ‖v‖1 =]v[0.
Nous définissons la fonction ∆λf de variation discrète locale comme :
15 avril 2009
4.3 Objets non linéaires : objets à épaisseur variable 89
Définition 4.10 (variation discrète locale [91]). Soit d la dimension de l’espace, soit
λ ∈ R et f : Rd −→ R une fonction, on note ∆λf d’épaisseur normale λ relativement à
la fonction f la fonction :



















et de définir une hypersphère discrète arithmétique séparante comme :
Définition 4.11 (hypersphère discrète arithmétique séparante [91]). Soit d la dimension
de l’espace k ∈ N tel que k 6 d, soient o = (o1, . . . , od) et r ∈ R?+, soient λ1 ∈ R− et
λ2 ∈ R+, l’hypersphère discrète arithmétique séparante S(o, r, k, λ1, λ2) relativement à
la norme de k-minimalité, de centre o, de rayon r, d’épaisseur normale λ = λ2 − λ1 est
l’ensemble des points discrets défini par :
S(o, r, k, λ1, λ2) =
{
v ∈ Zd | ω(k,λ1)(v) 6 s(v) < ω(k,λ2)(v)
}
. (4.5)
avec ω(k,λ1)(v) = −]∆λ1s(v)[k et ω(k,λ2)(v) = ]∆λ2s(v)[k.
Dans [91], nous avons montré le théorème 4.2 qui prouve que les hypersphères dis-
crètes arithmétiques sont bien séparantes et le théorème 4.3 prouvant que les hyper-
sphères S(o, r, k, 0, 1) sont k-minimales. On peut donc à la manière des définitions pour
les plans définir les hypersphères discrètes arithmétiques naïves et standards (voir défi-
nition 4.12.
Théorème 4.2 (Théorème 3 de [91]). Une hypersphère discrète arithmétique S(o, r, k, λ1, λ2)
d’épaisseur normale λ = λ2 − λ1, tel que λ ∈ [1,+∞[, est (λ, k)-séparante dans Zd.
Théorème 4.3 (Théorème 4 de [91]). L’hypersphère discrète arithmétique S(o, r, k, 0, 1)
est k-minimale dans Zd pour k ∈ {0, . . . , d− 1}. Une hypersphère discrète arithmétique
S(o, r, k, − 1, ) est aussi k-minimale pour  ∈ [0, 1[ et k ∈ {1, . . . , d− 1}.
Définition 4.12 (hypersphères discrètes arithmétiques naïves et standards). Une hy-
persphère discrète arithmétique naïve (respectivement standard) est une hypersphère
discrète arithmétique (n− 1)-minimale (respectivement 0-minimal).
En fait l’utilisation d’une épaisseur variable dépendante de la variabilité de la fonction
au point considéré et surtout dépendante d’une norme est une approche générale et
peut également s’appliquer aux objets linéaires. Ainsi on peut démontrer facilement
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(voir [91]) qu’un plan discret naïf P est un plan 0-minimal au sens de P(n, µ, ωk) ={
v ∈ Zd | 0 6 p(v) < ]∆1p(v)[k
}
où ∀x ∈ Rd, p(x) = n · x+ µ.
Dans [92], nous avons étendu ce résultat aux courbes polynomiales. Néanmoins des
problèmes subsistent notamment dans le positionnement de l’épaisseur par rapport à la
courbure. Notre modèle laisse toutes les possibilités mais il semblerait qu’il soit néces-
saire de le préciser dans le cas de courbes polynomiales. D’autre part, l’extension aux
hypersurfaces plus complexes, comme par exemple celles définies implicitement par un
polynôme sans racine double, n’est pas évidente. En effet, si l’on peut appliquer sans dif-
ficulté notre définition générale, on n’arrive plus à garantir la minimalité. Or une bonne
connaissance de ces objets est nécessaire, d’abord parce que ce sont des objets géomé-
triques courants et ensuite parce que nous en avons besoin pour décrire les frontières des
volumes dans les images en dimension 3.
Nous avons donc proposé une approche nouvelle de la notion d’épaisseur. Celle-ci nous
semble prometteuse, vus les premiers résultats [87, 91, 92], néanmoins il faut poursuivre
l’étude et notamment affiner la notion de courbure afin de mieux définir l’épaisseur. On
notera également la notion de k-séparabilité introduite par Jean-Luc dans sa thèse [223]
et qui nous est fondamentale dans notre définition de courbe.
4.4 Conclusion et perspectives
Si je me suis intéressé à la géométrie discrète, c’est d’abord par le biais de la topologie
des espaces discrets. Néanmoins j’ai toujours suivi de prêt les travaux de modélisation
géométrique discrète. En effet, il m’apparaissait évident que cet outil théorique et pra-
tique permettrait de modéliser de manière compacte les contours des régions segmentées
dans l’image. Ainsi on peut noter, par exemple, les travaux concernant les chemins en
interpixels de A. Vialard et J.-P. Braquelaire [28] sont utilisés par L. Brun [39, 26] pour
représenter les contours des régions segmentées, les différents travaux sur la reconnais-
sance des plans [65, 227, 226, 42, 104, 105, 33, 38, 79] et ceux cherchant à reconnaître
des portions de plans discrets [229, 174, 211] afin de polyédriser des surfaces
Je pense que l’approche nouvelle que nous avons proposée concernant l’épaisseur
variable pour les objets discrets apporte un regard nouveau sur cette épaisseur en lui
donnant un justification topologique intéressante. Cette piste mérite d’être creusée, no-
tamment par l’étude plus précise de la notion de courbure afin de pouvoir proposer une
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J’ai essayé de présenter dans ce document un panorama de mes travaux de recherche,
en mettant à chaque fois en perspective l’impact qu’ils ont eu sur le domaine, et en
donnant mon point de vue sur ce qui me semble être la meilleure approche de la pro-
blématique. Je n’hésite pas à regarder les thèmes connexes qui pourraient enrichir la
solution au problème courant. C’est pourquoi je ne suis pas resté concentré uniquement
sur l’analyse d’images, et que je me suis également intéressé à la topologie des espaces
discrets, aux modélisations à base topologique, à la géométrie discrète et enfin aux as-
pects statistiques du traitement d’images. Cette approche globale de l’imagerie, si elle
semble dispersée, est en fait guidée par une ligne directrice unique, proposer une approche
combinatoire de l’analyse d’images, guidée par une démarche scientifique qui consiste à
élaborer une théorie, définir un cadre formel, proposer un modèle mathématique, définir
des algorithmes s’appuyant sur ce modèle, et si possible les mettre en œuvre dans le cadre
d’une application. Ainsi partant d’une problématique souvent proche des applications,
j’ai souvent fait des allers retours entre la théorie et la pratique. Le titre de ce document
résume donc bien ma thématique : « Modélisation, Analyse, Représentation des Images
Numériques ».
Au chapitre 2, j’ai développé ce qui reste à la base de mes travaux en imagerie :
l’approche interpixels. Cette modélisation des espaces images à base de complexes cellu-
laires est pour moi la plus intéressante. En effet, comme je l’ai démontré à la section 2.4,
et en particulier à la section 2.5, cette approche, qui tend d’ailleurs à se généraliser,
apporte une notion de dimension des éléments de l’espace permettant une approche plus
intuitive et plus proche des notions continues de surfaces et de bord. De plus, il est
assez facile de démontrer qu’un tel espace peut être muni de la topologie quotient de
Rn (voir démonstration dans mes publications [1, 81]), ce qui renforce donc le lien entre
la topologie de l’espace discret image et celui de l’espace euclidien. Je pense finalement
que l’approche quotient associée à celle d’interpixels et de complexe cellulaire permet de
définir correctement une topologie adaptée aux espaces des images numériques, tout en
permettant de modéliser les différents problèmes liés à l’analyse d’images. Ma conviction
est renforcée par le fait que beaucoup de propriétés définies dans différentes propositions
se rapprochent ou sont équivalentes à celles que j’avais proposées pour la topologie-étoile
(voir la section 2.5 pour différents exemples). Une synthèse, à partir d’une topologie quo-
tient basée sur les complexes convexes, semble donc envisageable et permettrait d’unifier
tous ces concepts. C’est une des pistes que je compte développer dans un futur proche.
Au chapitre 3, et en particulier à la section 3.1, j’ai présenté mon approche de l’ana-
lyse d’images. Celle-ci n’est pas à base de méthodes issues du domaine du traitement
du signal (comme traditionnellement dans ce domaine) c’est une approche combina-
toire et algorithmique. J’ai bien, dans ma thèse, proposé un algorithme de détection de
contours en interpixels [81], mais l’essentiel de mes travaux dans ce domaine est com-
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posé d’études algorithmiques avec la proposition d’algorithmes de segmentation basés
sur l’Union-Find, Scanline et MergeSquares [84, 85, 86], des modèles statistiques pour
la définition d’un critère d’homogénéité [88, 90, 89] (voir aussi la section 3.1.2 pour des
travaux en cours), ou enfin des mises en œuvre de ces outils dans un domaine applica-
tif [64, 108, 110, 109]. Bien sûr ces algorithmes restent fidèles à l’approche interpixels
et s’appuient sur la topologie-étoile afin de proposer une segmentation cohérente avec
les données réelles représentées. À la section 3.2, j’ai rappelé les propositions que j’avais
faites concernant le graphe topologique des frontières (t.g.f) [82, 3], puis les travaux me-
nés avec G. Damiand sur une représentation à base de cartes combinatoires des images
segmentées, la carte topologique et la carte des bords [24, 21, 22, 55]. L’idée de cette
représentation est de permettre d’exploiter l’information topologique de la segmentation
(caractéristiques des régions voisines, trous dans les régions, etc...) afin de proposer des
algorithmes permettant, lors d’une seconde phase d’analyse, d’améliorer le résultat de
la première segmentation obtenue avec les algorithmes de la section 3.1. J’ai montré
également, grâce à des algorithmes basés sur une notion de précode, que nous étions ca-
pables de calculer efficacement ces structures. Je pense que mon approche combinatoire
de l’imagerie, les propositions à base d’Union-Find, de cartes combinatoires, de critères
de segmentation basés sur les inégalités de concentration ont ouvert la voie à un cer-
tain nombre de travaux et de perspectives qui permettent de se rapprocher de mon but
initial : proposer des outils d’analyse s’appuyant à la fois sur une modélisation mathé-
matique formelle, des structures de données expressives, et des algorithmes performants,
afin d’obtenir des résultats pertinents efficacement. Il me semble clair que l’avenir se si-
tue désormais dans l’utilisation de ces structures pour une analyse d’images plus efficace
et de meilleure qualité. Quelques travaux ont ouvert la voie en ce sens, on notera par
exemple une première proposition de G. Damiand et P. Resh pour un algorithme de seg-
mentation de type division-fusion utilisant les cartes topologiques [57]. On remarquera
également l’utilisation de cartes combinatoires pour de la segmentation basée sur « la
ligne de partage des eaux » [41], ou encore la minimisation d’une mesure d’énergie basée
sur des critères géométriques et colorimétriques dans une pyramide de cartes [62]. Bien
sûr, dans le cadre de certaines applications, nous avons aussi essayé d’utiliser le graphe
topologique des frontières afin de guider notre segmentation [64, 108]. Néanmoins, il me
semble que l’avenir se situe plus dans l’utilisation de techniques d’algorithmes de graphes
plus sophistiquées que dans ces propositions ad-hoc. Ainsi, on pourra par exemple essayer
d’utiliser la notion de coupe normalisée dans les graphes, tel que le proposent J. Shi et J.
Malik dans [209]. C’est ce que nous avons essayé de mettre en œuvre avec N. Gorretta et
G. Rabatel [109]. D’autres résultats plus récents de clustering [67], de coupes normalisées
basées sur des contraintes topologiques globales [237], ou d’apprentissage de paramètres
de décision par une mesure d’incertitude sur les coupes dans les graphes [136], ouvrent
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également de nouvelles perspectives qu’il me semble important d’explorer.
Enfin, au chapitre 4, j’ai proposé de nouvelles voies en géométrie discrète. D’abord,
j’ai montré qu’en ne nous restreignant pas au seul cas des plans rationnels, nous pou-
vions utiliser de nombreux outils mathématiques classiques, hérités de l’analyse réelle, ou
des systèmes dynamiques symboliques, possédant des analogues discrets aux propriétés
structurelles très proches, et nous permettant de mieux comprendre la structure intrin-
sèque des objets discrets. C’est ainsi que nous avons pu démontrer que les hyperplans
arithmétiques (et donc aussi les droites) de n’importe quelle épaisseur possédaient la
propriété de fonctionnalité généralisée, et donc une structure 2D. Ensuite, dans l’idée de
pouvoir coder de manière compacte les contours des régions segmentées, j’ai lancé une
étude sur les objets discrets non linéaires et en particulier les cercles et hypersphères
discrètes [87, 91], puis les courbes discrètes [92]. L’originalité de ces travaux vient du
regard nouveau posé sur la notion d’épaisseur arithmétique des objets discrets. À l’ori-
gine ce paramètre était constant, nous proposons d’utiliser une épaisseur variable, basée
sur une fonction de variation discrète locale et sur une norme de k-minimalité. Cette
modélisation nous permet de lier l’épaisseur, non seulement à la forme de la courbe, mais
aussi à la topologie de l’espace considéré. Cette approche, qui généralise la précédente,
permet ainsi de vérifier certaines propriétés topologiques des objets discrets, comme la
séparabilité, en fonction de leur épaisseur. Cette étude n’en est qu’à ses débuts, et beau-
coup de travail doit être encore fait, notamment sur la compréhension de la notion de
courbure, liée à celle de l’épaisseur, dans les objets discrets. C’est le sujet de la nouvelle
thèse qui démarre et que nous co-encadrons avec Christian Mercat. Nous avons égale-
ment un projet d’ANR sur les convolutions discrètes permettant une autre approche de
la mesure de courbure.
Les résultats que j’ai présentés permettent une approche globale du problème de
l’analyse d’images. La perspective de proposer des outils d’analyse d’images obtenant des
résultats pertinents, s’appuyant à la fois sur une modélisation mathématique formelle,
des structures de données expressives, et des algorithmes performants, est désormais
proche. Cet objectif est le mien. Mais pour cela, il faut avancer dans les trois domaines
explorés ici. En topologie numérique, il faut approfondir les liens entre les différentes
propositions de la littérature et notamment préciser les notions de voisinage, région, ad-
jacence, ensemble régulier, forte normalité, affichage, écran, dessin, afin de proposer une
topologie les intégrant toutes, basée sur les notions d’espace quotient et de complexe
cellulaire, et dont la relation d’ordre de spécialisation serait associée à la dimension.
Ainsi on disposera d’un outil théorique permettant de faire le lien entre les représen-
tations continues des objets discrets et les objets discrets eux-mêmes. Cette topologie
doit désormais faire partie intégrante des algorithmes de segmentation. Actuellement,
ceux que nous avons proposés, ainsi que ceux de la littérature, se contentent d’une seg-
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mentation en (n − 1)-connexité afin d’éviter les abbérations topologiques. Nous avons
pourtant démontré que cette topologie n’était pas satisfaisante. Néanmoins, intégrer la
topologie-étoile, ou une topologie équivalente, dans les algorithmes de segmentation en
régions, demanderait, pour rester efficace, de s’appuyer, non seulement sur une struc-
ture Union-Find, mais aussi sur une structure modélisant l’adjacence entre régions. Il
me semble donc qu’il est désormais nécessaire d’étudier la piste d’un algorithme de seg-
mentation intégrant les cartes combinatoires comme modélisation de la topologie des
régions, et de prendre en compte cette topologie dans les algorithmes de segmentation.
Ceci devrait également nous amener à réfléchir à de nouveaux critères de segmentation,
toujours basés sur les principes développés ici, mais intégrant cette fois-ci la possibilité
de fusionner plusieurs régions en une seule fois. La dernière pierre à l’édifice d’un outil
d’analyse global de l’image concerne la modélisation géométrique des objets segmentés.
Si l’on sait depuis longtemps modéliser des droites et segmenter des contours en segments
discrets, cela reste insuffisant pour une bonne modélisation géométrique. Il est important
de s’attaquer aux objets non linéaires et de mieux les comprendre. C’est ce que nous
avons commencé à faire, et je pense que l’approche que nous avons proposée, concernant
l’épaisseur variable pour les objets discrets, apporte un regard nouveau sur cette épais-
seur en lui donnant une justification topologique intéressante. Les perspectives ouvertes
par cette voie sont à explorer et pourront sans doute, par une meilleure compréhension
de la notion de courbure, nous permettre de proposer une définition générale pour les
hypersurfaces et nous guider vers la reconnaissance et la segmentation de tels objets
discrets.
Enfin, je terminerai par cette conviction qui est finalement celle qui guide mes re-
cherches :
Afin de permettre une analyse complète de l’image, il est indispensable de s’appuyer
sur un modèle topologique et statistique des images pour aborder de manière cohérente et
globale le traitement des images numériques, c’est-à-dire la segmentation, la modélisation
des frontières et le calcul de la géométrie des objets identifiés. Il est donc nécessaire
d’étudier des modèles mathématiques dans ces différents domaines, puis de vérifier ces
modèles en proposant des algorithmes de segmentation les utilisant, et de les mettre en
œuvre dans le cadre d’applications afin de les valider.
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Abstract 
We consider Union-Find as an appropriate data structure to obtain two linear time 
algorithms for the Segmentation of images. The linearity is obtained by restricting the Order in 
which Union’s are performed. For one algorithm the complexity bound is proven by amortizing 
the Find operations. For the other we use periodic updates to keep the relevant part of our 
Union-Find-tree of constant height. Both algorithms are generalized and lead to new linear 
strategies for Union-Find that are neither covered by the algorithm of Gabow and Tarjan 
(1984) nor by the one of Dillencourt et al. (1992). 
1. Introduction and overview 
An important Problem in image processing is to Capture the essential features of 
a Scene. One way to do that is to extract (hopefully) significant regions from the image. 
The technique for extraction used in this Paper is region growing first described in 
[ 131. It consists of starting with the smallest regions (i.e. Pixels or Points of the image) 
and merging them until they are considered to be optimal. The merging criterion is 
some oracle that should guarantee the significance of the newly created region. The 
specification of such oracles is not the subject of this Paper - for practical purposes we 
have Chosen some classical threshold function. 
As has already been observed by Dillencourt et al. [3], region growing as defined 
above leads naturally to the disjoint set union problem, Union-Find for short. 
Union-Find in general is not known to have a linear time Solution. The best 
complexity known has been first obtained by an algorithm of Tarjan, see [15], that 
has been shown to perform in O(cr(n, m)m) where a is a very slowly growing function 
* Corresponding author. Email: fiorio@lirmm.fr. 
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and n < m are the amounts of calls to a Union and Find Operation, respectively. In 
[16,17,2] it has been proven that this bound is sharp for some classes of pointer 
machines and recently this has been generalized to general pointer machines by La 
Poutre in CS]. Whether or not an algorithm with better complexity on a random 
access machine might exist is not known until now. If the sequence of Union and Find 
operations is restricted there are algorithms due to Gabow and Tarjan [4] and 
Dillencourt et al. [3] that perform in linear time. 
Both types of algorithms are not well suited for our purposes: the first - apart from 
being nonlinear - has tremendous constants of proportionality in the known bound 
on the complexity; the algorithms of the second type are either too restrictive or do 
not leave room for generalizations. 
In this Paper we consider two different variants of Union-Find that solve region 
growing and then give generalizations of them. For both we give an algorithm that 
performs in linear time. They use classical scanning strategies as used for example in [ 121 
for a preprocessing Step. The first algorithm scans the image line by line. For each line, we 
examine each Pixel and we see if we tan merge it with the two regions to the left and 
above. After we have processed a particular line we rescan it in a post-process to maintain 
our data structures accordingly. The second algorithm, in its recursive variant, assumes 
that the imageeis an (fi x x)- q n s uare and proceeds by dividing it into 4 subsquares of 
size Jn/2 x Jn/2. After coming up from recursion the regions in the 4 subsquares are 
merged together along the common boundary; i.e. for every pair of neighboring Pixels 
that belong to different subsquares we perform a Union on the corresponding regions 
if our decision oracle tells us so. This algorithm leads easily to a parallelization. 
The linear time complexity of the first algorithm is due to the fact that we are able to 
keep the tree of our data structure that is constructed for each region flat. The linearity 
of the second is proven by amortizing the Find Operation. From both it is possible to 
deduce a generic scheme of algorithms that solve restricted Union-Find’s in linear 
time. The first generalizes to a so-called IntervalUnionFind where the sets that are 
allowed for Union and Find operations form antichains of an interval Order. This 
scheme is applied to solve a similar Problem on planar graphs in linear time, too. The 
second generalizes to EquilibratedUnionFind where certain restrictions on the size of 
the sets obtained are required. It leads to linear algorithms for data of higher 
dimensionality, e.g. spatial bitmaps. 
Both algorithms have been implemented for two-dimensional bitmaps. The theoret- 
ical efficiency translates very well into short running times; in fact we achieve practical 
real time interpretation of the image on today’s workstation, and as shown in Fig. 2 the 
results are well suitable even with the simple oracle Chosen. 
2. Basics of Union-Find 
The general Union-Find Problem, or more precisely the disjoint set Union Problem, 
tan be formulated as follows. Given is a set S, the groundset, of elements, Pixels in our 
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application, that form one-element subsets at the beginning. The goal is to perform 
arbitrary sequences of Union and Find operations in the best time complexity 
possible. Here a Union works on two disjoint subsets fusing them into one; a Find 
identifies the subset a certain element belongs to. For an introduction and overview to 
Union-Find see e.g. [lO]; for recent results see [9]. 
In the following we will only assume a straightforward implementation of 
Union-Find that could easily be implemented on an arbitrary pointer machine. In 
fact there exist Versions of Union-Find that are much more sophisticated, see e.g. [ 151 
or [7], that perform in time O(a(n, m)m) and are thus optimal on pointer machines for 
the general case where no restrictions to the Union? or Find3 apply. There is also 
a Version that performs in linear time on a special case, first shown to work well when 
implemented on a random access machine, see [4], and then generalized to pointer 
machines in [9]. 
For these algorithms it is necessary to determine a tree of the elements in advance 
such that all subsets form connected subtrees of that tree at any time of the algorithm. 
For the application considered here this is not adequate because e.g. the number of 
pairs of elements that may form two-element subsets would only be IZ - 1 where it 
should be about 4n when considering all neighboring pairs of the matrix. 
For our purposes it is sufficient that every set is represented by a rooted tree of the 
members, the root being the unique representative of the set. This tan e.g. be done by 
giving each element a pointer to another element, the parent in the tree. Find identifies 
the root of the set by an iterative pointer search. The Union of two sets is done by 
linking the root of one set to the root of the other one. The choice of which element to 
link and of which to remain a root will be specified differently for each algorithm. 
The tost of both operations, Union and Find, is dominated by the number of 
pointer jumps of a Find Operation. We say that an element has direct access to its 
region if it is linked directly to the root of the tree. 
2.1. Flattening the Union-Find-tree 
We give a simple refinement of the Find Operation that will be helpful for some 
special cases; for an example see Fig. 1. 
Algorithm 1. FindCompress( p) 
(1) if isTop(p) then return p 
(2) else return p. parent := FindCompress ( p. parent) 
We have 
(2.1) After a cal1 FindCompress(p) all elements on the path from p to the root have 
direct access to the root. 
(2.2) FindCompress(p) performs with at most 1 pointer jumps where I is the length 
of the path from p to the root. 
Suppose now that we have an arbitrary subset S, of the groundset such that 
168 C. Fiorio. J. Gustedt / Theoretical Computer Science 154 (1996) 165-181 
root 0 44 0 P 
Fig. 1. Updating the representation of a Set. 
(2.3) every RES,, has direct access to the root of its corresponding tree. 
Suppose in addition that we perform some arbitrary Find and Union operations 
exclusively on the set S,,. Clearly after several Union operations (2.3) might be 
violated. But then we may perform FindCompress(p) for all ~~~~ which we denote by 
Flatten(S,,) and we get: 
(2.4) After Hatten&) all elements of SO have direct access to their region. 
(2.5) Flatten(S,) performs with at most 2(Sol pointer jumps. 
3. Image Segmentation by merging regions 
A major Problem in image processing and particularly in Scene analysis is to 
describe information compactly and to Capture the essential feature of a Scene. An 
approach is Segmentation, e.g. dividing the image into regions (see Fig. 2). Several 
techniques for image Segmentation have been described, see e.g. [S] for an overview. 
In this Paper we are concerned with region growing. This approach searches for areas 
of the image presenting some homogeneous features. 
In Fig. 2 we show two examples of segmented images each produced with the 
algorithms presented here. The images on the left-hand side show the original images, 
the middle ones show the borders of the regions obtained and the left ones show the 
images that result if we replace the original grey tone of each individual Pixel with the 
average value of its particular region. 
There are two dual approaches to region Segmentation: the Split and the merge, see 
e.g. [14]. In this Paper we are working with the merge technique. It consists of starting 
with the smallest regions (i.e. Pixels or Points of the image) and merging them until 
they are optimal. This scheme is also called Region Growing. 
The result and the complexity of this grouping depends much on the Order in which 
the merging operations are done. Some criteria we want all grouping strategies to 
fulfill are the following: 
(3.1) Every pair of neighboring Pixels should only be considered at least once but at 
most a bounded number of times. 
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Fig. 2. Examples of Segmentation. 
This is to guarantee a linear number of questions to our grouping criteria and to 
ensure that no artificial borders between objects remain. 
(3.2) The size of the regions should be equilibrated during the algorithm. 
This is to avoid that certain regions dominate artificially before others had a Chance to 
constitute themselves. This requirement excludes some simple graph searching tech- 
niques as e.g. depth-first search. 
A commonly used representation is the region adjacency graph (RAG), proposed by 
Zucker [19]. This representation associates a vertex to each region and links two 
vertices with an edge if the two corresponding regions are adjacent. So region growing 
is the process of joining neighboring vertices into one, subject to some conditions as 
the predicate Oracle. For practical purposes this has the disadvantage that a relatively 
complicated data structure for the RAG must be maintained. This in general leads to 
algorithms with nonlinear complexity as in [12]. Our approach is a little different. We 
consider a region as a set of Pixels and instead of grouping two vertices into one, we 
group them into a set of vertices. Thus we are led to the Union-Find Problem. 
3.1. Incorporating the oracles 
For the Overall complexity of a Segmentation algorithm that uses Union-Find it 
will not only be important to perform Unions and Find’s efficiently but also to 
guarantee that the oracle used will increase the complexity only by some factor. For 
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the simple oracles that we used this is easily achieved; they are threshold functions on 
(1) the absolute differente between the average colors,2 
(2) the differente between the minimum and maximum color of a potentially 
created region, 
(3) the variance of the color values of a potentially created region, 
and any combinations of these. Such oracles tan be calculated in constant time per 
cal1 if at every Union Operation the minima, maxima, sums of the color values and 
sums of the squares of the color values are maintained properly. 
4. A line by line strategy 
In the following we will describe an algorithm that we denote ScanLine. A similar 
algorithm for a related Problem, namely finding the connected components in a 
black and white image, also running in linear time has been developed by Dillencourt 
et al. [3]. Besides that it uses a quiet involved data structure for Union-Find, it 
does not lead to the same generalization as ours, namely planar graphs, as will be 
given below. 
4.1. Scanning a raster image 
ScanLine scans the image line by line and applies Union-Find on the encountered 
regions. For the following let us assume that the image is a w x 1 rectangle. 
Algorithm 2. ScanLine 
Input: A bitmap bm of size w x 1 
(1) special treatment of the Jirst line 
(2) for i:= 2 to 1 do begin 
(3) special treatment of the jirst Pixel of line i 
(4) for j:= 2 to w do begin 
(5) lef := FindCompress(bm [i, j - 11); 
(6) up:= FindCompress(bm[i - l,j]); 
(7) this := FindCompress(bm[i, j]); 
(8) if Oracle(l& this) then this:= Union(lef, this); 
(9) if Oracle(up, this) then Union(up, this); 
(10) end 
(11) Flatten(line i) 
(12) end 
2All definitions given here are formulated for grey-scaled images. It is easy to see that they tan be 
generalized to real color images when considering e.g. each color plane separately. 






At the beginning all the regions consist of exactly one Pixel. Initially we process on the 
first line, then line by line regarding the previous one (see Fig. 3). For each line, we 
examine each Pixel and see if we tan merge it with the two regions corresponding to 
the Pixels to the left and above. Clearly in the first line we only deal with the Pixel to 
the left. After we have processed a particular line we rescan it and make a cal1 to 
Flatten for the set of Pixels of this line. 
To guarantee the Overall complexity, Union links the region that occurred first on 
the line to the later one. This tan easily be realized by a counter that is incremented for 
each new region. Since Union is done by linking one region to the root of the other 
we may assume that Union is performed in constant time. As a result we have 
Theorem 4.1. 
Theorem 4.1. Algorithm ScanLine touches every pair of neighboring Pixels and per- 
forms in linear time. 
It is easy to see that every pair of Pixels is touched. To prove the complexity we need 
Proposition 4.2 and Lemma 4.3. 
Proposition 4.2. At the beginning of the process on a line, each Pixel of the previous line 
has direct access to its region. 
Proof. This is guaranteed by invariant (2.4) of Flatten. 0 
With Proposition 4.2 we are able to prove the next lemma: 
Lemma 4.3. For each FindCompress realized when processing a line we haue to do at 
most 4 pointer jumps. 
Proof. At the beginning all the Pixels of the line and the previous one have direct 
access to their regions. When one of the regions consists simply of one Pixel and 
a Union is necessary, we only have to add the Pixel to the region. Things get more 
complicated when we need to realize the Union of two regions each including more 
than one Pixel since the depth of the tree increases. 
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Fig. 4. The two possibilities to have 3 links. 
Now we Show that we will never meet a Pixel which needs more than one extra 
pointer jump to find the root of its region. Therefore let us suppose that we just 
merged two regions, denote them Boss and Clerk. If we have to do a Union between 
this newly formed region and another one, Candidate say, we will risk creating a chain 
of length 3 in the tree. As we see in Fig. 4, there are only two possibilities3 to do that: 
either linking Candidate directly to Clerk or linking the Boss directly to Candidate. 
The first case is impossible. Indeed, before doing a Union we always do a FindCom- 
press and perform a Union Operation only on the root of the regions. Since these are 
Boss and Candidate, Clerk will never be involved directly in such a Union. In the 
second case all Pixels which are linked directly to Clerk need 3 pointer jumps to 
retrieve the root of their region, i.e. Candidate. But we will never meet such Pixels when 
continuing on this particular line: since Boss was linked to Candidate, the later 
occurred first on the line. Furthermore Candidate is connected, so it is surrounding 
Boss and Clerk, see Fig. 5. Therefore we will never meet any Pixel linked directly to the 
other two regions. So with invariant (2.2) we have at most 4 pointer jumps for each 
FindCompress. Cl 
Proof of Theorem 4.1. We will assume that the tost of the algorithm is dominated by 
the number of pointer jumps. First we scan the line and perform 2 FindCompress’s for 
each Pixel: one for the Pixel above and one for the Pixel to the left. Moreover we 
perform at most 2 Unions, but these are realized in constant time and do not use 
pointer jumps. 
We will now compute the total number of pointer jumps. Flatten is repeated on 
each line, so with invariant (2.5) we tan compute its total tost: 2. w. 1 = 2n. For each 
Pixel we make at most 2 pointer jumps for each of the two FindCompress’s, so in total 
4. w. 1 = 4n. Overall the number of pointer jumps is 6~. 0 
3 Note that you tan reverse Boss and Clerk in Fig. 4 without changing the argumentation 
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Fig. 5. 
4.2. A generalization to planar graphs 
In our algorithm it was important that we did not increase the distance of elements 
still to come on a line from their regions, and that we were able to update the whole 
line in a second run via a cal1 to Flatten. A generic algorithm IntervalUnionFind that 
captures these features is 
(4.1) for i:= 1 to 1 dO Genera& Ei; Flatten X(Ei); Process Ei. 
Here every Ei is a set of pairs of elements subject to a possible Union and X(Ei) 
denotes the set of elements involved in these pairs. We require 
(4.2) X(Ei) n X(Ej) C. X(E,) for all i < k < j and 
(4.3) Process Ei performs Union and Find operations exclusively on the 
Union-Find sets of the elements in X(Ei). 
Observe that (4.2) means that the sets X(Ei) a particular element belongs to appear 
consecutively. Thus we may associate an interval to each element that represents the 
period in our algorithm during which we have the right to access it. Invariants (2.4) 
and (2.5) then translate into: 
(4.4) At the beginning of Process Ei in IntervalUnionFind each element of X(Ei) 
has direct access to the root of its region. 
(4.5) The running time for all calls to Flatten in IntervalUnionFind is 
O(Cf= 1 IX(Ei)l). 
Now suppose we have a planar graph G = (V, E) that is equipped with some 
data on the vertices and where we want to perform a similar task as Segmentation, 
i.e. where we want to cluster vertices into connected regions according to some 
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Fig. 6. 
homogeneity criterion on the data. We assume that the graph is given together with 
a combinatorial embedding and has a designated outer face. We may then find 
a shelling V,, . . . , yS of the graph as follows. Let V0 be some consecutive part of the 
outer face and V, = NG(Vp- l)\Uq:i 5, i.e. the sets of equal distance to VO. We may 
assume that the VP are given as lists in the natura1 Order prescribed by the embedding. 
Algorithm 3. PlanarShelling 
Input: Planar Graph G = (V, E), shelling V,, . . . , K 
(1) for p := 1 to begin 
(2) for all UE V, do Process all edges joining u and u$‘zi 5 
(3) Process internal edges of VP 
(4) end 
Here Phase (2) connects the vertices of V, to U;zi I$ in the natura1 Order. This part 
is a direct generalization of ScanLine to this Situation and does not need further 
explanation. Now in Phase (3) we have to process all internal edges of VP, i.e. that have 
both endpoints in V,. Let E, denote the set of such internal edges with one endpoint 
being vertex DE V,, see Fig. 6. We may assume that all vertices of V, lie on a line, all 
vertices yet processed lie above that line, and all vertices still to come he below. 
Observe also that there are no internal edges crossing that line since everybody is 
connected to the part above the line, so V, is outerplanar. 
Now let El be the lower cover of the set of internal edges, i.e. that are visible from 
below. Remove El and obtain a new lower cover E2. Repeat this procedure until no 
internal edges remain and collect the edges in sets El, . . . , El and let V(Ei) be the set of 
vertices being endpoint of an edge in Ei. 
In the figure the numbers at the edges indicate the set Ei they belong to. The Ei have 
the following properties: 
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(4.6) Every Ei is a collection of paths. 
(4.7) For every DE V, there is an interval [1,, r,] s.t. E, n Ei # 0 o 1, < i < rv. 
Clearly the interval in (4.7) may also be empty. Now we may process the internal edges 
by starting with EI and proceeding with EI_ 1 and so on. 
Algorithm 4. ProcessInternalEdges 
Input: Sets E,, . . . . EL of edges that fulfill (4.6) and (4.7). 
(1) for i := 1 downto 1 do hegin 
(2) Flatten( V(Ei)) 
(3) scan Ei from left to right 
(4) End 
Theorem 4.4. PlanarShelling runs in linear time. 
Proof. With what is said above it is clear that all phases (2) of PlanarShelling together 
run in linear time. 
Esch particular ProcessInternalEdges fulfills the requirements for IntervalUnion- 
Find and, moreover, the same topological argument as above ensures that we do not 
have to follow long chains of references to find a root of a particular region. So 
provided we are able to generate the sets Ei of edges in linear time each such Phase 
also runs in linear time. But this is easy to achieve, since the internal edges of V, may 
be seen as a System of parentheses and the levels edges belong to tan be found by 
a scan from left to right. 0 
5. A divide and tonquer strategy 
Now we are going to present an algorithm that will also perform in linear time, but 
has the additional feature that it allows a straightforward parallelization. To get 
a good upper bound of its complexity it will be necessary to amortize the Find 
Operation over the complete run of the algorithm; the number of pointer jumps for 
a particular Find might well be logarithmic and not constant any more. To achieve 
logarithmic time for every Find we use a variant of the Union Operation, the so-called 
weighted Union rule, that always links the smaller region to the larger one. Because of 
that choice we have the following invariant, see e.g. [lO], that we will need later: 
(5.1) Every Find Operation tan be done with logs pointer jumps 
where s is the cardinality of the set in question. 
5.1. The recursive algorithm 
For the following algorithm we assume that the image is an (& x $)-Square, 
& a power of 2, and proceed recursively by dividing it into 4 subsquares of size 
$$2 x &/2. After coming up from recursion the regions in the 4 subsquares are 
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merged together along the common boundary; i.e. for every pair of neighboring Pixels 
that belong to different subsquares we perform a Union on the corresponding regions 
if our oracle tells us so. 
For the following formulation of the algorithm we assume that we have easy access 
to the four subsquares of our bitmap (See Fig. 7). If the bitmap is called bm we denote 
by bm[NW] the northwestern submatrix, by bm[NE] the northeastern, etc. 
Algorithm 5. MergeSquares 
Input: An integer k and a bitmap bm of size 2k x 2k 
(1) if k = 0 theo return; 
(2) h- := 2k-’ - 1; h+ := 2k-1; 
(3) for DIR := NW to SE do MergeSquares(bm[DZR], k - 1); 
(4) for i:= 0 to 2k do begin 
(5) lef := Find(bm[i, h-1); right:= Find(bm[i, h+]); 
(6) if Oracle(lef, right) then Union(left, right); 
(7) end 
(8) for i:= 0 to 2k do begin 
(9) up:= Find(bm[K, i]); down:= Find(bm[h+, i]); 
(10) if Oracle(up, down) then Union(up, down); 
(11) end 
Theorem 5.1. MergeSquares touches all neighboring pairs of pixels of the bitmap and 
performs in total in linear time. 
Proof. It is easy to see that MergeSquares visits all neighboring pairs exactly once. 
For the complexity let us analyze a cal1 to MergeSquares for the size of the Square 
being 2k x 2k. We have 4 recursive calls and 2 x 2k = 2k+ ’ possible merging operations. 
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Fig. 8. 
We will assume that the tost of such a merging Operation is dominated by the length 
of the pointer jumps to perform when looking for the roots of the corresponding sets 
via two Find’s. 
The regions that might be merged together have a size bounded by 2k x 2k. So by 
(5.1) we know that each such merging Operation needs at most 2 log 22k = 4k pointer 
jumps. So in total we perform with at most 8k2k pointer jumps. 
If we fix k for a moment, this is done n/(22k) times for subsquares of size 2k x 2k. So 
for all such subsquares we need at most 
(5.2) 8k2kn/(22k) = 8(k/2k)n 
pointer jumps. In total all pointer jumps are now bounded by 
10gJ# 
(5.3) kg, 8(k/2k)n < 8n f k+jk. 
k=l 
For - 1 < x < 1 we have the well-known identity 
(5.4) & = $i kXk. 
This tan e.g. easily be seen when expanding the function x/(l - x)~ in a Taylor series 
at 0. Thus the right-hand side of (5.3) evaluates to 16n which is linear in the size n of 
our bitmap. 0 
5.2. An iterative formulation 
If we look at all merging operations that are done on a specific recursion level 1 we 
see a characteristic Pattern (see Fig. 8). That is if we cover the whole bitmap with all 
2’ x 2’ subsquares we see that the pairs of Pixels that are possibly subject to a Union 
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MergeSquares it was important that we had the guarantee that the regions 
not grow too fast, and that the number of Find% to perform was small 
compared to the possible size of the regions. This is best generalized by introducing 
a logarithmic number of phases. If each Phase i guarantees 
(1) no subset is larger than O(2’) and 
(2) no Phase makes more than 0(210g”-i) Find operations, 
then the complexity is bounded by 
( 
logn 
0.5) 0 C log2i.210gn-t 
i=l 
)=O(xi.2pi.n)=OtnJ. 
We cal1 such a strategy EquilibratedUnionFind. One application of Equilibrated- 
UnionFind could be the case where the elements are considered to be vertices of 
a planar graph G of bounded maximum degree. Then balanced separator techniques 
could be used to obtain again a linear time Union-Find strategy. We do not go into 
further details since this Problem is already covered by PlanarShelling. Another more 
important application is to bitmaps of higher dimensions, e.g. spatial data. If we 
denote the natura1 generalization of MergeSquares to dimension d by MergeOctants, 
we easily get 
Theorem 5.3. Let d be some$xed dimension, then MergeOctants, runs in linear time. 
6. Notes on implementation 
Both algorithms have been implemented straightforwardly in C++. They Show 
suprisingly good results both in the quality of the Segmentation as well as in time 
Performance. Compiled with g ++, the C++ Compiler of the GNU project, we achieve 
a running time of about 12 l.~s per Pixel. For example, for a small image with 256 x 256 
Pixels like the boat in Fig. 2 we had a processing time of 0.8 s. Certainly these times 
will improve when the implementation becomes more sophisticated or if the algo- 
rithms are realized on an appropriate hardware. 
Even more surprising for the authors than the running time has been the quality of 
the Segmentation. In Order to reduce the data to be considered both algorithms 
originally were thought to form a preprocessing Step to some other treatment. But 
seeing that the output is already competitive we believe now that they tan be 
immediately followed by an interpretation step that tries e.g. to group regions into 
objects. One indication that our approach reaches the limits of what tan be achieved 
with Segmentation by itself is that iterating the algorithms does not Change the picture 
very much. 
For example, if we apply the divide and tonquer algorithm on the boat in Fig. 2 
several times we obtain the regions shown in Fig. 10. On the left we see what is given 
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Fig. 10. Three iterations of the Segmentation algorithm. 
by the first iteration (3223 regions), in the middle the second (2622 regions) and on the 
right the fourth (2574 regions). Then in any further iteration no additional improve- 
ment is made and the Situation stabilizes with that number of regions. So the most 
important reduction of the complexity from 65 536 regions (= number of Pixels) to 
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Annexe B
Segmentation en régions avec
critère statistique basée sur les
inégalités de
concentration [89, 90]
Cette annexe présente deux papiers publiés en conférence, le premier [89] présentant
le critère statistique d’homogénéïté, le second [90] présentant l’algorithme de segmenta-
tion.
A Concentration-Based Adaptive Approach to
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Abstract
In this paper, we investigate image segmentation as a statistical and computa-
tional problem. The observed image is sampled from a theoretical, unknown
image, in which pixels are represented by distributions. Our objective is to
approximate as best as possible the region segmentation in the ideal image,
where each region has pixels with identical expectations, but adjacent regions
have different pixel’s expectations. From that model, a concentration-based
statistical test for deciding region merging is built, limiting the risk of wrong
merges. The analysis is carried out without any assumption on the distribu-
tions: we avoid in particular the classics of variance analysis, normality and
homocedasticity. A practical approximation of the test is given, of constant
time and space computation, which leads in turn to a segmentation algorithm
of optimal complexity, easy to implement. Some experiments on various
types of images shed light on the quality of the segmentations obtained.
1 Introduction
In the early stage of a vision process it is necessary to isolate “objects” in the scene before
recognising them, a step called image segmentation. In this paper, we investigate im-
age segmentation by region merging, which consists in building up regions by combining
smaller regions, pixels being taken as primary regions. Our ultimate goal is to obtain a






g = P (I), each region being
4-connected: between any of its pixels, a path exists, lying in the region, with horizontal
or vertical connections.
In the field of image segmentation, many algorithms use statistical or mathematical tech-
niques, models, relying on hypotheses made a priori on the image [7, 1, 6]. Many of
these hypotheses constrain the models by introducing distributional assumptions on the
image. Also, the computational costs can be huge. Other approaches focus rather on
topologic and algorithmic properties of the image [4, 3], striving to find fast segmentation
algorithms. However, statistical confidence in the results is generally not ensured. In that
paper, we are interested in a bridging technique between the two approaches, based on
a weakly constrained statistical model of image generation, which ultimately leads to a
reliable segmentation algorithm of optimal complexity.
Our model supports the claim according to which an observed image I is principally a
snapshot of an ideal object “scene” I, taken under particular conditions. Formally, in
I

, pixels are represented by distributions, used to generate the observed image. Ideal
regions satisfy the homogeneity criterion that pixel’s expectations are equal, expectations
that are in turn different between adjacent regions. This model gives an intuitive notion
of what is the optimal segmentation. This could be obtained by infinite sampling of the
distributions, thus under infinitely many “conditions of observations”. Averaging over
the observed images would produce for each region its theoretical grey-level expectation,
and we would observe the exact frontiers between regions. Optimising segmentation to
recognise regions of I may be of great practical interest, in particular when processing
numerous images of similar scenes, such as for real-time segmentation. In that case, we
better look for fast results of overall quality, rather than single image optimisation at the
possible expense of time complexity.
In the following section, we present our model of image generation. Then, we propose
a statistical merging test to recognise if two observed, adjacent regions, belong actually
to the same object in I. It has the major computational feature of being constant time
and space approximable. It has the major statistical feature of being completely adaptive,
and relies on a concentration bound whose proof sketch is given. Finally, we provide a
segmentation algorithm of optimal complexity implementing this test, along with experi-
ments that were conducted.
2 A Model for Image Generation in I
Let I denote the image observed, containing jI j pixels (j:j denotes the cardinality). I is
described over a maximum, theoretical number, of g grey levels (generally, g = 256),
but effectively contains g
I
observed grey-levels. The model easily endorses RGB coding,
by considering three separate models in the same way. I is an observation of a perfect
scene I we do not know of, in which pixels are perfectly represented by a family of
distributions, from which the observed grey-level is sampled. In all that follows, the “*”
superscript denotes objects taken from I, such as R for a region of I, to which corre-
sponds a region R of I . The jth pixel in the ith region R
i
of the image I , p
i;j
, is obtained













of I (each of these take values in the set [0; g=Q], see Figure
1). Also, pixels are supposed sampled independently from each other. The role of Q is
mainly to ensure the practical tractability of our merging test. Actually, as we shall see,
the bigger the image I and the regions tested, the smaller Q can be chosen. As outlined
in the introduction, each region in I satisfies an homogeneity property, formalised as
follows:







all pixels in R
i
are equal).












































Figure 1: One pixel in I and I (E(.) denotes expectation).
3 A statistical merging test in I
The test relies on some definitions related to ordinary variance analysis. In contrast how-
ever, our study does not rely on assumptions such as normality or homocedasticity, i.e.
equal standard deviation between pixels in I. Though we do not observe it directly in
I , we denote as p
i;j;k










. In all that follows,








j. Similarly, the average grey-level of the observed image I is denoted
I .






g = P (I) be a partition of I .
 The Intra-Pixel Variability (IPV) in I , is
V
p












 The Intra-Region Variability (IRV) in I , is
V
i











 The Extra-Region Variability (ERV) in I , is
V
e























Some of the formulae presented before might appear misleading with respect to classical
notations of variance analysis, but we have given them in the most compact form. For
example, in order to follow the usual conventions, the IRV should be stated
V
i




















This strictly represents the same fomula as in definition 1. Also, classical result of vari-
ance analysis is preserved since we have
V (I) = V
p
(I; P (I)) + V
i
(I; P (I)) + V
e
(I; P (I)) (1)
(proof straightforward). The membership to some regionR  I of two adjacent regions





) (In RGB coding, it is the sum of three IRV increases in each of
the R, G and B coordinates, and each pixel results from the outcomes of 3Q distributions).
Though we do not have access to any p
i;j;k
, the fact that pixels are themselves “regions” of
fixed size Q makes that V
p









) is indeed easy (proof
straightforward).
















Therefore, as long as we merge regions in the image, V
i
(I; P (I)) increases by local
amounts, which can be computed in constant time, as well as for the parameter’s up-




), when R and R0 come from the
same region in I, can be quantified as follows (#R is the number of distinct regions of
size jRj, having grey levels included into those of R):



















































Proof sketch: Though concentration bounds are not so hard to obtain provided unrealis-
tic hypotheses are assumed, the necessity for us to stay as close as possible of a practical
model of image generation led us to build a rather long proof for our bound. Moreover,
ordinary concentration bounds, in that case, generally lead to too large bounds for prac-
tical use: in practice indeed, and we have observed it, this can lead to an over merged
image with too few regions. That is why we have developped a bound taylor-made for
our model, whose proof steps are the following ones. First, lemma 1 is used to shift from
variability analyses to the deviation analysis of jR  R0j beyond some  0, for some fixed












with R being the region of I to which R and R0 belong, and Z defining the outcome of


















=Pr[Z  0] (5)
= Pr[B]=Pr[C] (6)
Then, a lowerbound Pr[C]  1
2
  m is obtained, where m is the median of Z (Z has
0 expectation). A concentration upperbound for the median m is obtained by combining
the use of the Independent Bounded Difference Inequality (IBDI, [5]) and a derived ver-
sion of Talagrand’s theorem [5]. Finally, using the IBDI on Pr[B] gives the final result
of theorem 1. Since the result holds for two fixed regions R and R0, the multiplication of
the bound by the number of possible choices forR andR0 gives the final, desired result.




), under which we
can expectR and R0 to come from the same region in I. This is done by solving the right
inequality of theorem 1 for some particular probability. The merging test for two adjacent








4 Practical approximations and experimental results
Theorem 1 gives a way to practically quantify the risk we make of rejecting the merging
of two regions R and R0 that would actually be elements of the same region R in I. Of


















that the event of theorem 1 occurs can be upperbounded by n0 times the upperbound given.
Solving for  the equality between the right member of Ineq. 3 and Æ=n0 gives the theo-
retical testing threshold, which is conveniently approximated for practical computability
as follows. First, the segmentation algorithm we use is optimal but precludes the knowl-
edge of n0 in advance. We replace therefore n0 by an upperbound for our segmentation


























otherwise (proof omitted due to the lack of space)




. All tests are




m = 1=4 (9)
Æ = 1=jI j (10)
While Q remains sufficiently small, this limits the risk of overmerging for significant,



























Finally, each image is preprocessed in linear time and space to merge adjacent pixels
having the same grey-level: this does not degrade optimal solutions, but increases the
average region’s size, and thus the efficiency of the merging test. The segmentation algo-
rithm consists in making a single pass of the image, and testing (if possible) the merging
of the current pixel (or region) with the upside pixel’s region, and then the left one. As
showed in [3], a particular data structure allows to obtain optimal (linear) time and space
complexities. The running time for the C implementation over a Pentium II PC never
exceeded the second for every experiment.
Figures 2, 3 and 4 present some experiments on various images. We emphasise that all
segmentations were obtained using the same tuning for all parameters, even if the images
are much different from each other (synthetic, medical, aerial images, portraits, etc.). In
particular, the quality of the results does not stem from the optimisation of the algorithm
on each image. Also, images are segmented without any preprocessing (e.g. noise fil-
tering). Only street was Gaussian smoothed according to [2]’s experimental setup, to
make accurate comparisons.
In cornouaille, the algorithm manages a great reduction in the boat’s noise, particu-
larly on its left part, whereas it keeps almost intact the overall shape and the name of the
boat (note also the segmentation of the man in the bottom-right part). In image synth,
which mainly features a ramp gradient on the left, and a noisy rectangle area on the right,
the algorithm detects exactly three regions, approximating those most people would con-
sider as perceptually distinct. The street image shows that our algorithm outperforms
two other approaches on two aspects: the number of regions selected compared to [2]
(e.g. the van), and the accuracy of the segmentation compared to [3] (e.g. the grass,
highly noisy).
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Figure 3: More experiments (regions are white bordered, and averaged inside).
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Figure 4: More experiments (regions are white bordered, and averaged inside).
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ABSTRACT
In this paper, we discuss an algorithmic approach to region
merging which is built on a recent statistical work on the
way to decide merging while keeping optimal complexity.
In that latter work, a concentration-based statistical test is
proposed, having the particularity to reduce the error occur-
ring when rejecting the merging of two observed regions
coming from the same true region. In this paper, we pro-
pose a preliminary ordered-based algorithmic procedure to
cope with the errors occurring when merging two different
regions in the first approach, thereby leading to a fast al-
gorithm tailor-made for the reduction of both kinds of er-
ror. Experimentations proposed on images used without any
preprocessing shed light on the quality of segmentations ob-
tained.
1. INTRODUCTION AND RELATED WORK
In the early stage of a vision process it is necessary to isolate
“objects” in the scene before recognizing them, a step called
image segmentation. In this paper, we investigate image
segmentation by region merging, which consists in building
up regions by combining smaller regions, pixels being taken
as primary regions. Our ultimate goal is to obtain a good
partition of an image into regions
, each region being 4-connected: between any of its
pixels, a path exists, lying in the region, with horizontal or
vertical connections.
In the field of image segmentation, many algorithms use
statistical or mathematical techniques, models, relying on
hypotheses made a priori on the image [1, 2, 3]. Many of
these hypotheses constrain the models by introducing distri-
butional assumptions on the image. Also, the computational
costs can be huge. Other approaches focus rather on topo-
logic and algorithmic properties of the image [4, 5], striving
to find fast segmentation algorithms. However, statistical
confidence in the results is generally not ensured. In a re-
cent work, we have been interested in a bridging technique
between these two approaches [6]. It was based on recent
results about concentration inequalities [7] adapted to image
segmentation, themselves derived from a particular model
of image segmentation . Informally, this models supports
the claim according to which an observed image is princi-
pally a snapshot of an ideal object “scene” , taken under
particular conditions. Formally, in , pixels are represented
by distributions, used to generate the observed image. Ideal
regions satisfy the homogeneity criterion that pixel’s expec-
tations are equal, expectations that are in turn different be-
tween adjacent regions. This model gives an intuitive no-
tion of what is the optimal segmentation. This could be
obtained by infinite sampling of the distributions, thus un-
der infinitely many “conditions of observations”. Averaging
over the observed images would produce for each region
its theoretical grey-level expectation, and we would observe
the exact frontiers between regions.
From that model and recent concentration results [7], we
derived [6] the probability that the intra-region variability
( ) increase when merging two regions deviates up to
“large values” when the two regions come from the same
object in . Solving the minimum variability for some
(small) probability , we obtain a simple test allowing to
decide if two regions can be merged or not: if the increase in
exceeds , then we do not accept to merge the regions,
while being confident up to risk that the two regions are
not element of the same object in . The notion of
we use borrows almost everything to its equivalent variabil-
ity notions in Variance Analysis, yet we have adapted it to
our model of image generation. Is is interesting to note that
it can be computed in optimal (constant) time, and represent
therefore a convenient choice of metric for our purposes [6].
Though our test handles the first order risk, there is no way
to be formally confident when accepting to merge two re-
gions, that is, we cannot be sure that two regions merged
come from the same true region. This risk is crucial when
testing small regions.
In this paper, we propose an algorithmic approach to solve
this problem. We sort the pixels prior to their processing,
according to the (increasing) measured in their neigh-
borhood, a task at a reasonable computational expense. By
this way, the algorithm, which repeatedly tests the merging
of two adjacent pixel’s regions, begins by merging regions
sharing similar local properties (variability), thus likely to
come from the same true region. As regions grow, the test
becomes stronger, and is more accurate whenever it rejects
a merging. Due to the space constraints, we refer the reader
to [6] for the bases of the model, the concentration bounds,
and more generally all the statistical material. We concen-
trate here on the algorithmic material.
2. THE ALGORITHM SCANLINE
We use as subprocedure the optimal-time and space algo-
rithm SCANLINE (algorithm 1, [5]). It is based on a union-
find structure which represents regions by trees of pixels
belonging to the same region (see [8] for more informa-
tion on union-find algorithms). The predicate returns
“Yes” or “No” depending on whether the two tested re-
gions can be merged or not. The complete modified
Algorithm 1: ScanLine( )




left = Find( );




up = Find( );
current = Find( );
if up,current then Union(up,current);
algorithm, SCANLINE (for Probabilistic Sorted Iterated
SCANLINE), works as follows. Before the first for, we sort
the pixels according to a function . De-
note as the squared region centered on pixel
, or centered as possible if lies near the border of . The
function is:
Here, is the grey-level of pixel . In the case of
RGB images, sums three similar functions computed
over each coordinate. Second, the predicate is the
same as [6]. It is based on the increase, ,
which equals in our model, where
denotes the size in pixels and is the grey-level average of
(see remark in [6] on the fact that this is not the usual def-
inition from statistics). In RGB images, we calculate three
s in each coordinate. The predicate returns true iff
does not exceed a quantity :
where for any region , if
( is the effective number of grey-levels in ), and
otherwise. As shown in [6], this predi-
cate is actually constant time and space computable, a very
convenient property. Finally, algorithm 1 is ran until con-
vergence, i.e until there is no more merging on the cur-
rent iteration (experimentally, the number of iterations did
not exceed 6, even on 1024x1024 images). Some experi-
ments conducted with SCANLINE are shown in figure 1
( ). Note that the images were used without any
preprocessing, and with the same parameter setting for all.
The results show the quality of the segmentations obtained,
even when using such raw material. They also show that
the algorithm is able to handle regions with smooth gra-
dients (mug). This partly comes from the fact that
reasonably fluctuates in regions with uniform (or smooth)
gradients. Therefore, all pixels are grouped in the ordered
list, and if they do not have too different colors, they will be
merged by SCANLINE.
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Fig. 1. Experiments conducted with SCANLINE (regions are either white bordered and averaged inside, or black bordered
and white inside).
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Abstract
In this paper, we deﬁne the two-dimensional topological map, a model which represents
both topological and geometrical information of a two-dimensional labeled image. Since this
model is minimal, complete, and unique, we can use it to deﬁne eﬃcient image processing
algorithms. The topological map is the last level of a map hierarchy. Each level represents
the region boundaries of the image and is deﬁned from the previous one in the hierarchy, thus
giving a simple constructive deﬁnition. This model is similar to two existing structures but the
main innovation of our approach is the progressive deﬁnition based on the successive map lev-
els. These diﬀerent maps can easily be extended in order to deﬁne the topological map in any
dimension. Furthermore we provide an optimal extraction algorithm which extracts the diﬀer-
ent maps of the hierarchy in a single image scan. This algorithm is based on local conﬁgura-
tions called precodes. Due to our constructive deﬁnition, diﬀerent conﬁgurations are
factorized which simpliﬁes the implementation.
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1. Introduction
In this paper we present a combinatorial structure which represents interpixel
boundaries of a two-dimensional labeled image: the topological map. First we give
a formal deﬁnition of the topological map, then we propose an optimal algorithm
which builds this structure from a labeled image by a single image scan and a min-
imal number of operations. The problem of the deﬁnition of such a structure has
been widely studied [5,7,9,12,22,29,35,36]. Indeed, it allows an eﬃcient implementa-
tion of the main geometrical and topological operations used in principal image pro-
cessing algorithms and more particularly in image segmentation.
There are many diﬀerent data structures which represent the region boundaries of
a labeled image. These structures are all more or less derived from the Region Ad-
jacency Graph (RAG) [36]. This graph is composed of a set of vertices, one by region
of the image, and there is an edge between two vertices if and only if the two corre-
sponding regions are adjacent. However, the RAG has several drawbacks: it does
not represent multiple adjacencies, does not make the diﬀerence between adjacency
and inclusion, does not keep the order of the edges around a vertex, does not repre-
sent the faces but only vertices and edges and last it is not unique, i.e., two diﬀerent
images could be represented by the same RAG [28]. To solve these problems, the
RAG model has been extended.
For example [29,31] deﬁne dual graphs structure, which are two multi-graphs rep-
resenting inclusion relations. The ﬁrst graph is equivalent to the RAG, but with mul-
ti-edges in order to represent multi-adjacency. The second graph is the dual of the
ﬁrst one. In order to avoid disconnection, edges are added between distinct bound-
aries of the same region in the primal graph. These special edges become loops in the
dual graph. This allows the diﬀerentiation of the inclusion relation and the adjacency
relation. But dual graphs are not topological representatives of the images: we can
have two topological diﬀerent images having the same dual graphs. Another draw-
back of this structure is that each operation has to be applied twice (once to the
primal graph and another to the dual one) in order to maintain the correspon-
dence between the two graphs. At last, this structure is diﬃcult to extend in higher
dimension.
Two similar approaches have been proposed in order to give a solution to the
problem of deﬁning a structure representing all information resulting from a region
segmentation. These two approaches are deﬁned in the works of Domenger et al.
[7,10–12,19] and Fiorio et al. [1,21,22]. The basic idea is to use combinatorial maps
as a basis to represent the topology of the image. Indeed, combinatorial maps are a
good model of space subdivision representation. They are deﬁned in any dimension
and represent all the cells of the subdivision and all the adjacency relations. More-
over, they can easily be linked to a geometrical model in order to represent the object
geometry. Last, they are an eﬃcient model to retrieve and to update information
contained in the image [33].
The main diﬀerence between the two approaches is the algorithm which builds the
topological map for Domenger and the topological graph of frontiers for Fiorio. The
ﬁrst one uses a contour tracking algorithm, the second one uses the notion of pre-
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codes (Section 7, see also [13,21]) allowing to compute the structure in a single image
scan. We can also quote the Frontier Graph deﬁned by Jolion and Palloncy [35]
which is very similar to the two previous structures. These structures have been de-
ﬁned in two dimensions. The need to work with images of higher dimension and spe-
cially in three dimensions has led to study how to extend previous works to higher
dimension. But we rapidly reach the conclusion that structures are strongly related
to the dimension two and so prevent their direct extension to the n-dimensional case.
To solve this problem, Bertrand et al. [5] proposes the deﬁnition of a new struc-
ture in n dimensions: the border map. This structure, also derived from combinatorial
maps, represents the interpixel boundaries of a labeled image. But its major draw-
back is that this structure is not stable according to geometric transformations
(translation, rotation, homothety, and local modiﬁcations): border maps of two iso-
morphic partitions for these transformations can be completely diﬀerent. This is a
major drawback since the structure does not characterize images. This implies prob-
lems for matching algorithms and shows that the border map model does not pro-
vide a minimal encoding.
More recent works [8,9] extend the topological map in three dimensions. But the
contour tracking algorithm which allows to construct the topological map in two di-
mensions is diﬃcult to extend in three dimensions. They need to avoid particular
conﬁgurations of voxels in the image: when two voxels with same label are adjacent
by an edge. So before extracting the topological map, they ﬁrst modify the image in
order to remove all these conﬁgurations. This is an heavy time-consuming pre-pro-
cessing which is not satisfying since it modiﬁes the initial image.
To propose a solution, we reexamine the two dimensions topological map in order
to give a formal deﬁnition which easily allows to extend it to higher dimension. This
model has to be:
• minimal in the number of cells, to optimize memory occupation but also complex-
ity of algorithms that have a direct access to the adjacency information;
• complete: it must represent both topology and geometry of images;
• unique: it must be invariant for geometric transformations: two topological equiv-
alent images must have the same representation in order to facilitate matching al-
gorithms.
To propose a new deﬁnition, we introduce the new notion of simpliﬁcation levels
which allows us to give a simple and constructive deﬁnition of the two dimensions
topological map based on the removal operations. Moreover, due to the genericity
of the constructive deﬁnition and the removal operations, the extension to the
three-dimensional case is facilitated [2,3].
First we give in Section 2 a brief recall on combinatorial maps which are the basic
model used in this work. Then we give in Section 3 some notations and some recalls
on the interpixel notion. We introduce in Section 4 our new notion of simpliﬁcation
level, and we deﬁne the topological map by using several intermediary levels. This
section presents only the topological part of our model in order to simplify the un-
derstanding. The geometrical part and the link between the two models is the object
of Section 5. Then we present a ﬁrst extraction algorithm in Section 6 which comes
directly from the constructive deﬁnition. In Section 7 we give the optimal extraction
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which uses the precode notion. Precodes were already used in previous works [13,21]
(only in two dimensions), but we show here a parallel between precodes to consider
and the level we want to extract. We study all the diﬀerent cases to process in order
to extract any map level in a single image scan, and we show that some conﬁgura-
tions can be factorized. In Section 8 we give our algorithm that computes the inclu-
sion tree. In Section 9, we present more precisely the two similar existing approaches
in order to understand the main diﬀerences and to see why our solution can be easier
be extended in higher dimension. We present some experimental results in Section
10. Finally we conclude this paper in Section 11 and give some perspectives for future
works.
2. Combinatorial maps
The combinatorial map is a mathematical model of space subdivision representa-
tion based on planar map [14,15,20,24,37]. The subdivision of a two dimensions to-
pological space is a partition of the space into three subsets whose elements are cells
of 0, 1, and 2 dimensions (respectively, called vertices, edges, and faces, and noted i-
cell for a i-dimensional cell). Border relations are deﬁned between these cells, where
the border of a i-cell is a set of (j < i)-cells. We say that two cells are incident when
one belongs to the border of the second, and that two i-cells are adjacent if they are
both incident to the same (j < i)-cell. Combinatorial maps encode all the subdivi-
sions and the incidence relations between all the diﬀerent cells of the space, and so
represent the topology of this space. They are deﬁned formally for any dimension,
and we call n-map an n-dimensional combinatorial map. The n-maps can encode
all orientable manifold subdivisions of an n-dimensional space without boundary.
They were generalized in [32,34] in order to encode all n-dimensional, orientable
or not and with or without boundary subdivisions (see [33] to ﬁnd a connection
between maps and several other models).
A combinatorial map can be obtained intuitively by successive decompositions as
we can see in Fig. 1. To represent the two dimensions object shown in Fig. 1A, we
ﬁrst distinguish the faces of this object (Fig. 1B) then the edges of these faces
(Fig. 1C). Adjacency relation between the two faces is represented by the black seg-
ment and adjacency relations between each couple of edges is represented by grey arc
circles. The obtained elements after all the decompositions are called darts and are
the single basic elements of the combinatorial map deﬁnition. To obtain the map,
Fig. 1. The successive decompositions of an object to obtain the corresponding 2-map. (A) A 2D object.
(B) Disjoined faces. (C) Disjoined edges.
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we only report each adjacency relation onto darts, and call bi the relation between
two i-dimensional elements. Let us see now the formal deﬁnition of two dimensions
combinatorial maps that we can ﬁnd for example in [33]:
Deﬁnition 1 (Two dimensions combinatorial map). A two-dimensional combinatorial
map, (or 2-map) is a triplet M ¼ ðD; b1; b2Þ where:
(1) D is a ﬁnite set of darts;
(2) b1 is a permutation
1 on D;
(3) b2 is an involution
2 on D.
When two darts d1 and d2 are such that biðd1Þ ¼ d2 (16 i6 n), we say that d1 is i-
sewn to d2. We speak about i-sewing (resp. i-unsewing) for the operation that puts
two darts in relation for bi (resp. that removes an existing bi relation). We note b0
for b11 , and bji for bisbj (bisbjðdÞ ¼ biðbjðdÞÞ, we ﬁrst apply bj then bi, the permu-
tations are applied in the same order as they are read in the notation bji).
We can see in Fig. 2A the 2-map which represents the object shown in Fig. 1. The
b1 relation connects an edge and the following edge in the same face, and the b2 re-
lation connects the two faces incident to the same edge. In order to simplify the ﬁg-
ures, we use the graphical representation presented in Fig. 2B where the bi are not
explicitly drawn. Each dart is represented by an arrow that shows the face orienta-
tion. With this orientation, we can retrieve, for each dart, the following dart in the
same face and so deduce the b1 permutation. Moreover, two darts 2-sewn are drawn
near and parallel and the b2 permutation can also be deduced from the graphical rep-
resentation.
Within the combinatorial map framework, all space cells are represented implic-
itly using the notion of orbit:
Deﬁnition 2 (orbit). Let U ¼ ff1; . . . ; fkg some permutations on D. We note hUi the
permutation group generated by U. This is the set of permutations obtained by any
composition and inversion of permutations contained in U. The orbit of a dart d
relatively to U is deﬁned by hUiðdÞ ¼ fUðdÞjU 2 Ug.
Intuitively, an orbit hf1; . . . ; fkiðdÞ is the set of darts that we can reach with a tra-
versal starting with d and using all combinations of all the fi or f 1i permutations.
Given a 2-map and a dart d, we can retrieve all the cells incident to d by using par-
ticular orbits. The vertex incident to d is deﬁned by hb21iðdÞ, the edge by hb2iðdÞ and
the face by hb1iðdÞ. A dart is said to be incident to a cell if it belongs to the set of
darts that represents the cell. Moreover, two cells are incident if the two correspond-
ing sets have a non-empty intersection. In the 2-map shown in Fig. 2, the vertex in-
cident to the dart 8 is the orbit hb21ið8Þ ¼ f5; 8; 11g, the edge incident to the same
dart is hb2ið8Þ ¼ f8; 10g and the face is hb1ið8Þ ¼ f6; 7; 8; 9g.
1 A permutation on a set S is a one to one mapping from S onto S.
2 An involution f on a set S is a one to one mapping from S onto S such that f ¼ f1.
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Combinatorial maps only represent object topology, and not their geometry.
But it is easy to add some geometric elements to some (even all) orbits of the com-
binatorial map: this operation is called embedding.3 The separation of topological
and geometrical models is one of the main advantages of combinatorial maps. In-
deed, such a separation allows us to classify each operation in three diﬀerent
categories:
• Topological operations, which exclusively modify the topological model so the
combinatorial map.
• Geometrical operations, which exclusively modify the geometrical model, the com-
binatorial map remaining unchanged.
• Mixed operations, which modify both models. But even in this case, we can usu-
ally decompose this operation in two distinct steps: ﬁrst the topological modiﬁca-
tions then the geometrical ones.
The separation of these two models allows us to modify either the embedding
only or the topological model only. Moreover, operations become easier to deﬁne
when the modiﬁcations of the topological and the geometrical model are sepa-
rated.
3 One embedding example of a combinatorial map consists in linking to each topological vertex of the
map the coordinates of an Euclidean space point.
Fig. 2. Two diﬀerent representations of the same combinatorial map. (A) Full representation. Darts are
represented by numbered black segments, b1 relations are represented by grey arrows and b2 by thick black
arrows. (B) Implicit representation where the bi are not explicitly drawn. Darts are represented by num-
bered black arrows (to represent the orientation). Two darts 1-sewn are drawn consecutively, and two
darts 2-sewn are concurrently drawn and in reverse orientation.
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3. Using combinatorial maps for image representation
Let us here recall some usual notations. A pixel is a point of discrete plan Z2 as-
sociated with a value which could be a color, a grey level. . . A two-dimensional im-
age is a ﬁnite set of pixels. We use the classical notion of 4-connectivity because
combinatorial maps can not represent non-manifold and so the 8-connectivity can
not be considered without some tricks. In this work, we use combinatorial
maps to represent pixel sets of labeled images having same values and which are
4-connected.
Deﬁnition 3 (labeled image). A labeled image is a set of labeled pixels such as two
pixels with the same label belong to the same 4-connected component.
Note that we can represent any type of image simply by labeling all the 4-connect-
ed pixel sets that have the same value, for example with a growing algorithm. Con-
sidering only labeled images is an optimization that allows us to immediately
retrieve, given the label of a pixel, the connected component its belongs to. But this
work can be extended in order to consider any types of images. We speak about re-
gion for a set of same labeled pixels. Two pixels with same label belong to the same
region, and two diﬀerent regions have two diﬀerent labels. We use this property only
for the inclusion tree (cf. Section 8) in order to use the label of regions as a unique
identiﬁer, and so it is possible to extend this work to consider regions made of several
4-connected components. To avoid particular processes of the image border pixels,
we consider an inﬁnite region R0 that contains all the pixels that do not belong to the
image. With this region, each pixel has exactly four neighbors (for the 4-adjacency).
Moreover this inﬁnite region allows us to process any type of image, not only the
ones rectangular and without holes.
We say that a region Ri is included into a region Rj if and only if any 4-connected
path going from a pixel of Ri to a pixel of R0 (the inﬁnite region) has at least one pixel
belonging to region Rj. Intuitively, this inclusion notion corresponds to the fact that
a region is around another one without any constraint on the way this surrounding is
done. We can notice that each region is at least included into the inﬁnite region, and
that this relation is a partial order relation.
Combinatorial maps represent the borders of the regions contained in the image.
Several works have been done on the notion of boundary in a discrete image and
have shown that using a topology based on the interpixel notion [21,23,25,26,28]
enables to deﬁne these borders so that they verify classical topological properties,
as in the Jordan theorem [27].
In the interpixel framework, an image is not considered only as a matrix of pixels,
but as a subdivision of a two-dimensional space in a set of cells: pixels (the 2-cells
called sometimes faces), linels, the 1-cells in between two 2-cells (also called cracks),
and pointels, the 0-cells in between 1-cells (or points). These diﬀerent types of cells
can be seen in Fig. 3. With these cells, the notion of curve is topologically correctly
deﬁned: a curve is a list of alternated pointels and linels (with a pointel on each end)
such as two consecutive cells in the list are incident. A curve is said simple when all
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the cells of the curve are distinct (a curve is simple if it is not self-intersected), and
closed if the ﬁrst cell is the same as the last one.
The interpixel boundary between two regions Ri and Rj is the set of simple curves
two by two disjoined, such as each linel of these curves is incident to exactly one pixel
of Ri and one pixel of Rj. We call boundary curve a curve belonging to one of the im-
age boundaries. These boundary curves are maximal: each linel of the image incident
to one pixel of Ri and one pixel of Rj belongs to one boundary curve, and two adja-
cent linels belonging to the same boundary belongs to the same boundary curve (they
are separated in this curve by the pointel incident to these two linels).
Fig. 4 represents a labeled image and its interpixel boundaries. The boundary be-
tween regions R1 and R3 is composed of two distinct curves, the one between R3 and
R4 is composed of one closed curve, and the boundary between R1 and R4 is empty
since these two regions are not adjacent. Note that this deﬁnition of interpixel
boundary is valid for any region, due to the existence of the inﬁnite region.
4. Topological map: last level of several maps deﬁnition
Combinatorial maps are well suited to represent interpixel boundaries since they
represent space subdivisions and all the incidence relations between the diﬀerent
cells. For this reason they were used in several previous works [5,7,9,12,22,35].
But diﬀerent combinatorial maps can represent the same image, and these works
have used diﬀerent map variants according to their needs.
Fig. 4. Interpixel and boundaries of a labeled image. (A) An image with all the interpixel elements. (B)
Interpixel boundaries of the image regions.
Fig. 3. All the cells of the interpixel two-dimensional space.
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In this paper we introduce the notion of simplification levels which allows us to
give a simple and constructive deﬁnition of the two-dimensional topological map.
These levels can be formally deﬁned with simple constructive deﬁnitions, and can
be extended in higher dimension. The topological map is the last simpliﬁcation level
since it is minimal; other levels are only intermediate concepts. But it is possible to
use an intermediate level in a particular application where we have no memory con-
straint (for example [4] uses a map equivalent to our level 2 in a three-dimensional
modeler). First, we only present the topological part of this work without looking
at the link with a geometrical model. It allows us to help with the understanding
of our model and not to mix the two parts up. The link with a geometrical model
is the purpose of Section 5.
The main idea of our approach is ﬁrst to build a complete combinatorial map,
that represents all the interpixel cells of the image, and then to progressively simplify
it as long as no topological information is lost. This construction scheme allows us,
in the end, to deﬁne the minimal map that represents the interpixel boundaries. At
every step of the process, we only need to verify that there is no topological informa-
tion loss in order to ensure the validity of the new map. To perform the successive
simpliﬁcations, we use the removal operations.
4.1. Removal operations in map
The i-dimensional removal operation (noted i-removal) consists in removing a i-
cell. This leads to the merging of the (iþ 1)-cells incident to the removed cell. In two
dimensions, we can remove an edge or 1-cell (1-removal, see an example in Fig. 5) or
remove a vertex or 0-cell (0-removal, see an example in Fig. 6). We only present here
the main notions of these operations. A more complete description can be found in
[17] where we give general deﬁnitions of removal and contraction4 operations.
We can remove any edge in a 2-map without constraint (see example in Fig. 5
where we remove the edge incident to dart d). In order to perform this operation,
we ﬁrst 0- and 1-unsew the edge incident to the dart d (d and d 0 in Fig. 5B). Then
we sew again ‘‘correctly’’ the darts which were previously sewn to this edge (t1 with
t02 and t
0
1 with t2, see Fig. 5C) and remove the free darts d and d
0. We can prove this
Fig. 5. 1-removal of the edge incident to the dart d. (A) Initial conﬁguration. (B) 0- and 1-unsewing of d
and d 0. (C) 1-sewing of t1 with t02 and t
0
1 with t2.
4 Contraction is the dual operation of the removal. It consists in contracting a i-cell into a (i 1)-cell.
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operation is correct whatever the initial conﬁguration and the edge to remove (even
in degenerated cases, as for example the removal of an isthmus, see [17]).
The 0-unsewing operation of a dart d consists only in removing the existing rela-
tion between d and b0ðdÞ. For that, we can use a particular dart (called for example
NIL5) and deﬁne the 0-unsew(d) by the two aﬀectations: b1ðb0ðdÞÞ ¼ NIL and
b0ðdÞ ¼ NIL, the 1-unsew(d) by b0ðb1ðdÞÞ ¼ NIL and b1ðdÞ ¼ NIL and the 2-unsew(d)
by b2ðb2ðdÞÞ ¼ NIL and b2ðdÞ ¼ NIL. We need to modify two values in order to pre-
serve the properties of combinatorial maps (b0 ¼ b11 and b2 is an involution). Using
the 0-unsewing to deﬁne the 0-removal allows us to be sure that we always preserve
these properties. Indeed, without unsewing, we can for example 1-sew a dart d, al-
ready 1-sewn to d2, to another dart d3 and thus obtain an object which is no longer
a combinatorial map since b0ðd2Þ is equal to d and b0ðd3Þ too. Moreover, 0-unsewing
is also useful to update eventual embeddings (see Section 5).
The vertex removal is possible only for degree two vertices (the degree of a i-cell c
is the number of distinct (iþ 1)-cells incident to c). Otherwise, it is not possible to
automatically decide how to connect the diﬀerent edges around the removed vertex.
We can see an example in Fig. 6 where we remove the vertex incident to dart d. The
operation is performed with a similar algorithm to the edge removal. First we unsew
the darts incident to the vertex (d and d 0 in Fig. 6B) then we sew the free darts (t1 with
t2 and t01 with t
0
2, see Fig. 6C) and remove free darts d and d
0.6
4.2. Level 0: Complete map
Level 0 map is the starting point of our process and represents all the interpixel
cells of a labeled image.
5 If we want to formally deﬁne this particular value, we can modify the combinatorial map deﬁnition
(Deﬁnition 1) by adding a particular dart called NIL such as 8i; biðNILÞ ¼ NIL. This modiﬁed deﬁnition can
also be used to represent objects with boundaries.
6 Vertex removal can be achieved with edge contraction. Indeed, in the example shown in Fig. 6,
removing the vertex incident to d is equivalent to contracting the edge incident to d (and also equivalent to
contracting the edge incident to d 0). The diﬀerence between vertex removal and edge contraction is the
precondition of the operation: edge contraction can be achieved without constraint, and vertex removal
can be done only for degree two vertices.
Fig. 6. 0-removal of the vertex incident to the dart d. (A) Initial conﬁguration. (B) 0, 1 and 2-unsewing of
d and d 0. (C) 1-sewing of t1 with t2 and t01 with t
0
2. 2-sewing of t1 with t
0
1.
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Deﬁnition 4 (level 0 map). Level 0 map corresponding to an n1  n2 pixels labeled
image, is the map having n1  n2 square faces 2-sewn between them, each face cor-
responding to a pixel, plus an enclosing face which represents the inﬁnite region.
Fig. 7B shows the level 0 map of the image shown in Fig. 7A. For an n1  n2 im-
age, this map is composed of ðn1  n2Þ þ 1 faces. n1  n2 square faces, each one rep-
resenting a pixel of the image, made of four darts, and an additional face that
represents the inﬁnite region, made of 2 ðn1 þ n2Þ darts. Two darts are 1-sewn
when they represent two consecutive linels of the same face, and are 2-sewn when
they represent the same linel.
4.3. Level 1: Linel map
Level 0 map represents all the interpixel cells of an image. In order to obtain a
combinatorial map which represents only the interpixel boundaries, it is necessary
to remove all linels corresponding to inner boundaries. This operation is done with
the edge removal.
Deﬁnition 5 (Level 1 map). Level 1 map is the map obtained from level 0 map by
removing each edge between two pixels having the same label.
We can see in Fig. 8A the image of our example and in Fig. 8B the corresponding
level 1 map that represents all the interpixel boundaries of the image. Each edge of
this map corresponds exactly to one linel of a boundary curve.
It should be noticed that each region is represented in level 1 map by an external
border and zero or several internal borders. A region R has internal borders when
there are some regions included into R. In our example in Fig. 8B, only region R3
has one internal border (without considering the inﬁnite region that is always repre-
sented by an internal border). The map is disconnected into several connected com-
ponents (in the example, two connected components), and we have lost the
topological information necessary to place and link the connected components.
Without this information, it is not possible to distinguish two non-adjacent regions
Fig. 7. (A) An image and its interpixel elements. (B) The corresponding level 0 map.
G. Damiand et al. / Computer Vision and Image Understanding 93 (2004) 111–154 121
and one region included into another one. In order to keep this information, we in-
troduce a region inclusion tree of the (more precisely described in Section 8). This
tree has one node for each image region of the. Its root is the inﬁnite region, and
the set of regions included in a given region R deﬁnes the sons of R in the tree. This
tree allows us to retrieve the inclusion information and so to retrieve all the bound-
aries of a given region.
This level 1 is the ﬁrst map that represents interpixel boundaries of a labeled im-
age. But it is clear that this structure is not optimal, neither for space, nor for time
complexity. Indeed, due to the number of darts having to be traverse to retrieve ad-
jacency information, operations on this map require heavy computations. This is
why we simplify this map and deﬁne level 2.
4.4. Level 2: Border map
Level 2 map is the most intuitive map encoding interpixel boundaries of an image.
Indeed, each edge of this map represents a straight part of a boundary (this map is
called border map in [5]). We can see level 2 map of our image in Fig. 9.
Deﬁnition 6 (level 2 map). Level 2 map is the map obtained from level 1 map by
removing each degree two vertex between two aligned edges.
Fig. 9. Level 2 map.
Fig. 8. (A) Interpixel boundaries. (B) The corresponding level 1 map.
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Each edge of level 2 map corresponds to a maximal series of aligned linels of a
boundary curve. But these edges are now of any length, contrarily to level 1 map
where edges are of length one. We can prove that level 2 map is topologically equiv-
alent to level 1 map. The only modiﬁcation achieved on the level 1 map is the re-
moval of each degree two vertex between two aligned edges. Each couple of
aligned edges incident to a degree two vertex is necessary between the same two re-
gions Ri and Rj. So the two edges represent the same topological adjacency informa-
tion and deleting one of the two does not lead to any loss of topological information.
Moreover, the vertex removal cannot lead to the disconnection of the map in several
connected components.
The main problem of level 2 map is its non-unicity. Indeed, the number of darts
used to represent a boundary curve depends on the geometry of this boundary. In the
worst case, when a boundary does not have any consecutive aligned linel (cf. the stair
case in Fig. 10), the number of darts of level 2 map is exactly twice the number of
linels of the boundary. This non-unicity implies that two topologically equivalent
partitions can have two completely diﬀerent level 2 maps.
4.5. Level 3: Topological map
To solve the non-unicity problem of level 2 map, we need to perform the same
simpliﬁcations achieved to deﬁne level 2 map but for non-aligned edges. Indeed, after
these simpliﬁcations, we obtain a model which do not depend on the geometry of the
image boundaries but only on its topology. Level 3 map of our example is shown in
Fig. 11.
Deﬁnition 7 (level 3 map). Level 3 map is the map obtained from level 2 map by
removing each degree two vertex.
Each edge of level 3 map corresponds exactly to a boundary curve of the image.
This gives the ﬁnal model the name of ’’topological map’’: level 3 map plus the in-
clusion tree. This map is minimal, we cannot do any additional removal without
modifying the topology. To ensure that level 3 map contains the same topological
information as level 2 map (and so as level 1 map), we use the same proof as the pre-
vious map and we show that two edges incident to a degree two vertex represent the
same adjacency information.
Fig. 10. Two topological equivalent partitions and their corresponding level 2 maps.
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Level 3 map only depends on the topology of the represented image. That is why
two topologically equivalent partitions are represented by two isomorphic maps as
we can see in Fig. 12. Level 3 map represents each boundary curve on a minimal
way (one edge) and thus we can no longer simplify the map. This map needs much
less memory than the others, it is consistent with the topology of the represented ob-
jects and it is stable for geometric transformations of the corresponding image.
Moreover, image processing algorithms need less computational time when they
are deﬁned on level 3 map because of the direct access of the adjacency information.
5. What geometrical model for each map level
Combinatorial maps only represent the topological part of images. But in most
applications, it is necessary to represent also geometry. There are several ways to as-
sociate a geometrical model to a combinatorial map. We present here one solution
for each map level and show how these models have to be modiﬁed during our main
operations: sewings, unsewings, and removals.
5.1. Level 1 and level 2 maps
For level 1 and level 2 maps, we associate a two-dimensional geometrical point
(given by its coordinates) to each topological vertex of the map. Each topological
vertex is represented in the map by a set of darts, but only one of these darts is linked
Fig. 12. Two topologically equivalent partitions and their corresponding level 3 maps.
Fig. 11. Level 3 map.
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with the geometrical point. Given a dart, we have to traverse the vertex orbit in order
to ﬁnd this particular dart and so the geometrical point.
We use the same geometrical model for level 1 and level 2 maps in order to sim-
plify algorithms. Indeed, we do not need a conversion of the geometrical model be-
tween these two levels. But this leads to a more important complexity in memory
space for level 1 since we do not use its particular properties.
This embedding is simple since only one type of cell is embedded. Moreover, re-
trieving the embedding of the edges or the faces can easily be achieved since it is suf-
ﬁcient to traverse topological cells and to keep the coordinates of each vertex. To
ensure the validity of this embedding, we must verify that each topological vertex
has exactly one dart that is linked with a geometrical point.
This property can be preserved automatically by modifying the sewing and unsew-
ing operations. Indeed, we test when a sewing operation groups together two initial
distinct vertex orbits and then remove one7 of the two geometrical points when it is
the case. We also check when an unsewing operation breaks an initial topological
vertex into two distinct orbits, and then we duplicate the geometrical point. We
can see in Fig. 13 the 1-removal operation (already presented in the previous section)
with the embedding modiﬁcations. After the 0- and 1-unsewing of d and d 0, the two
incident geometrical points have been duplicated as the corresponding vertices have
been broken into two orbits (Fig. 13B). Then, after the 1-sewing of free darts
(Fig. 13C), the two geometrical points associated with d and d 0 are removed along
with the deletion of the two darts.
Note that this is not the optimal embedding updating. Indeed, if we know per-
forming a 1-removal operation (as the example shown in Fig. 13), we know that
darts d and d 0 are going to be deleted and thus it is not required to duplicate the
two geometrical points. We can sometimes choose to use the general sewing and un-
sewing operations that check and update the vertex embeddings, and some other
times the basic sewing and unsewing operations (for example when we perform a
set of sewing operations and know exactly how the diﬀerent orbits are going to be
modiﬁed).
7 When we i-sewða; bÞ, we keep the geometrical point associated with a. For this reason, 0-sewða; bÞ or
1-sewðb; aÞ give the same topological result but not the same geometrical one.
Fig. 13. 1-removal of the edge incident to the dart d with embedding modiﬁcation. (A) Initial conﬁgura-
tion. (B) 0- and 1-unsewing of d and d 0. The two vertices incident to d and d 0 are duplicated. (C) 1-sewing
of free darts: t1 with t02 and t
0
1 with t2. Geometrical points linked with d and d
0 are removed.
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But this is only an optimization and in the following we do not detail when we can
use basic operations instead of general ones. Moreover, the additional cost in com-
plexity of general sewing and unsewing operations is not important. Indeed in the
worst case there are four darts incident to the same geometrical point (one dart by
linel incidents to the corresponding pointel) and thus the test on the vertex orbit
can be performed in four elementary operations that is to say in constant time.
5.2. Level 3 map
For level 3 map it is not possible to use the same embedding as for the two other
levels. Indeed, we cannot retrieve the embedding of an edge with only the embedding
of its end vertices because edges can now have any geometrical shape.
In order to embed this map, we associate a two-dimensional geometrical point to
each topological vertex (as for the previous levels), and we associate to each topolog-
ical edge the one-dimensional curve corresponding to the interpixel boundary with-
out its two extremities (we call these curves open curves). These curves are
represented by one-dimensional combinatorial maps.8 These 1-maps represent max-
imal straight line segments in order to minimize the number of elements. Only one
dart of the two that compose an edge is linked to the 1-map, and the orientation
of the 1-map is the same as the one of this dart.
The main advantage of this embedding is to not encode twice the coordinates of
the vertices. The main drawback is that we do not have immediately the embedding
of a boundary curve but we need to reconstruct it from one open curve and two geo-
metrical points. But this can be performed in linear complexity for the number of
points of the boundary curve.
8 A 1-map is equivalent to a double-linked list but this allows us to consider the extension in higher
dimension where each i-dimensional topological cell could be embedded with a i-dimensional combina-
torial map.
Fig. 14. Topological map with open curves and vertices embedding.
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We can see in Fig. 14 the embedding of level 3 map of our example image used in
this paper. This map has seven topological vertices (embedded by geometrical points
a, d, e, h, k, m, and o) and 10 topological edges. Among them, three do not have an
edge embedding (edges f2; 8g, f4; 12g, and f9; 18g). Indeed, when a topological edge
corresponds to a straight line segment, the one-dimensional open curve is empty and
the two geometrical end points are enough to reconstruct the edge geometry.
The method to reconstruct the embedding of an edge incident to a dart, for exam-
ple dart numbered 19 in the ﬁgure, consists in retrieving in a ﬁrst time the embedding
of the vertex incident to 19 (geometrical point a), then in retrieving the embedding of
the edge (geometrical points b and c), and at last in retrieving the embedding of the
dart b2ð19Þ (geometrical point d). The one-dimensional curve made from the concat-
enation of these three embeddings is the embedding of the edge (list of geometrical
points a, b, c, and d).
During modiﬁcation operations, we need to update both embeddings (vertex and
edge embeddings). For the vertex embedding, we can exactly perform the same mod-
iﬁcations of the sewing and unsewing operations as for level 1 and level 2 maps. The
edge embedding has to be updated only for the 0-removal operation. Indeed, when
we remove an edge, the corresponding open curve is simply destroyed. But when we
remove a vertex, we need to keep the geometry of the two merged edges in the unique
embedding of the resulting new edge.
In order to do that, we process in two steps (shown in Fig. 15). So as to remove
the vertex incident to dart d, we ﬁrst add at the beginning of the 1-map associated to
d the geometrical point of the removed vertex (depending on the dart that is linked
with the 1-map, this is equivalent to adding the geometrical point at the end of the 1-
map associated to b2ðdÞ). Note that this creates such a map if the edge incidents to d
does not already have an edge embedding (case of straight line segments).
In a second step we merge the edge embedding of b0ðdÞ and the edge embedding
of d (with a particular case to take into account when one edge does not have an edge
embedding). When the two 1-maps do not have the same orientation, we need to re-
verse one of the two before merging them in a unique 1-map. Moreover, in order to
















Fig. 15. 0-removal of the vertex incident to the dart d with embedding modiﬁcation. (A) Initial conﬁgu-
ration. (B) 0- and 1-unsewing of d and d 0. The geometrical point incident to d is added in the beginning of
the 1-map associated to the edge incident to d. (C) 1-sewing of free darts and merging of the two 1-maps
associated with the edges incident to d and d 0.
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geometrical points around the removed vertex are aligned, and when it is the case we
remove the geometrical point inserted in the previous step.
As for the embedding of level 1 and level 2 maps, the updating of the embedding
can automatically be achieved by the sewing and unsewing operations and the 0-re-
moval operation, but it can also be achieved manually for particular operations in
order for example to optimize and avoid several tests of the same orbit. But in this
last case, we must make sure that the embedding is correctly updated in order to
avoid a loss of geometrical information.
6. Basic generic extraction algorithm of any map level
The successive deﬁnitions of each map level seen in Section 4 immediately give a
ﬁrst extraction algorithm presented in Algorithm 1. The main advantage of this al-
gorithm is its simplicity. Indeed, it follows the deﬁnitions of the diﬀerent map levels.
Moreover, it is generic: the same algorithm can extract any map level. First, this al-
gorithm builds level 0 map of the labeled image (line 0). Then, depending on l, the
level we want to extract, we progressively simplify the map by following the level
deﬁnitions. Each line numbered i of the algorithm constructs level i map of the
image. At last (line 4) we compute the inclusion tree with the algorithm presented
in Section 8.
Algorithm 1 (Basic extraction of level l map).
The embedding modiﬁcations are achieved during the removal operations by the
way we have explained in the previous section. For level 1 and level 2 maps only for
the vertex embedding, and for level 3 by adding edge embeddings (when we remove a
vertex between two non-aligned edges).
This algorithm is linear in number of image pixels (both in time and memory). In-
deed, level 0 map has a dart number which is linear in pixel number (see Section 4.2)
and other levels have less (or equal) darts. In order to construct each level, we only
test each cell exactly once. But in order to construct level 3 map, we traverse each
dart three times, and even if the complexity is linear it is not optimal. Moreover,
we begin for level 0 map by creating many darts that are going to be eventually
destroyed during the simpliﬁcations. This leads to an important and useless time
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consumption due to memory allocation and de-allocation. Moreover, memory space
required for the construction of level 0 map can be too important, and can prevent
the construction of other map levels. To solve these drawbacks, we now propose an
improvement of this basic algorithm.
7. Precodes to deﬁne an optimal extraction algorithm
The basic principle of precodes [13,21,22] consists in scanning the image from top
to bottom and from left to right, with a 2 2 pixels window, and in executing an al-
gorithm which depends on the local conﬁguration of pixels in this window. We have
used this principle, adapted it to our diﬀerent map levels, and precisely studied what
conﬁgurations have to be treated for each level. The main idea of our approach is to
compute the map by an incremental and direct way, with only one image scan.
Furthermore, precode algorithms depend only on the local pixel conﬁguration,
and create only the necessary darts.
7.1. Precodes
We scan the image from top to bottom and from left to right by using a 2 2 pix-
els window. During this scan, the current pixel is the bottom right pixel of the 2 2
window. A precode is a local conﬁguration of pixels.
Deﬁnition 8 (precode). A precode is a partition of the set of the four pixels of the
2 2 window.
A precode ﬁxes the pixels that have the same label and those that have dif-
ferent labels. Given a partition fp1; . . . ; pkg of the 2 2 window, two pixels be-
longing to the same pi have the same label, and reciprocally two pixels
belonging to distinct pi and pj have diﬀerent labels. There exist 15 diﬀerent pre-
codes in two dimensions shown in Fig. 16. We draw a precode by aﬀecting a
diﬀerent color to each partition element. Precode Nos. 13, 14, and 15 in
Fig. 16 are non-manifold precodes.
1
Fig. 16. The 15 diﬀerent precodes.
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Deﬁnition 9 (non-manifold precode). A precode is called non-manifold if and only if it
exists an element of the partition which is not 4-connected. A precode which is not a
non-manifold precode is called manifold.
The precode notion allows to deﬁne the operations to perform for each conﬁgu-
ration met during the image scan. But we need another notion, which allows us to
group several precodes in order to factorize similar processings: this is the partial pre-
code notion.
Deﬁnition 10 (partial precode). A partial precode is a partition of any subset of the
four pixels of the 2 2 window, where each element of the partition is a 4-connected
set of pixels.
We can see in Figs. 17A and B two examples of partial precodes and a counter
example in Fig. 17C. This last partition is not a partial precode, since one element
of this partition (white pixels) is not a 4-connected set of pixels.
Precodes and partial precodes do not have exactly the same interpretation. Given
a partition fp1; . . . ; pkg representing a partial precode, pixels not present in the par-
tition can belong to any region. Two pixels belonging to the same pi have the same
label (as for a precode). But two pixels belonging to distinct pi and pj can have the
same label or not, depending if pi [ pj is a 4-connected set or not:
• pi [ pj is 4-connected: the two pixels have the same label;
• pi [ pj is not 4-connected: the two pixels can have the same label or not.
Intuitively, a partial precode ﬁxes the pixels that have the same label or those that
have diﬀerent labels, but only for 4-neighbor pixels. This is why a partial precode re-
groups several precodes (and also because pixels not present in the partition can be-
long to any region).
The partial precode shown in Fig. 17B only ﬁxes that the bottom right pixel has a
diﬀerent label from its left pixel neighbor, and a diﬀerent label from its top pixel
neighbor. But it ﬁxes no constraint between the top right pixel and the bottom left
pixel, because the union of the two partition elements is not a 4-connected set. On
the contrary, the two pixel sets of the partial precode shown in Fig. 17A cannot be-
long to the same region, because their union is a 4-connected set.
A partial precode regroups the precodes possible to be obtained by labeling pixels
not present in the partial precode, and by possibly grouping non 4-connected ele-
ment partitions in a same element. For example, partial precode shown in Fig. 17A
Fig. 17. Two partial precodes (A and B) and a counter example (C).
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regroups precodes 3, 7, and 9, and partial precode Fig. 17B regroups precodes 2, 8,
11, 12, 13, 14, and 15.
7.2. Optimal and generic extraction algorithm
The extraction algorithm based on the precode notion is presented in Algorithm
2. It is generic since it can extract any map level, only by considering diﬀerent pre-
codes, and it is optimal since the map is extracted in a single image scan (we process
each pixel exactly once) and the processings performed for each precode is done in a
minimal number of operations. Moreover, this algorithm is simple because it can be
summarized by an image scan where we execute the code corresponding to the cur-
rent precode.
Algorithm 2 (Optimal extraction of the level l map).
The image contains pixels having coordinates between 1; . . . ; n1 in x and 1; . . . ; n2
in y (other pixels are in the inﬁnite region). Precode ði; jÞ is the precode having as
current pixel (the bottom right pixel of the 2 2 window) pixel ði; jÞ. During the im-
age scan, we overﬂow the image by one pixel in any direction. Indeed, when we pro-
cess precodes ð1; jÞ (resp. (n1 þ 1; j), ði; 1Þ, ði; n2 þ 1Þ), that processes the pixels on the
left (resp. right, up, and bottom) of the image.
The ﬁrst step of the optimal algorithm consists in building the upper left border of
the image. Indeed, we have this invariant: the map corresponding to the pixels al-
ready scanned, is already built. This invariant allows us to be sure, at any time, that
it exists a dart on the left and at the top of the current pixel. To satisfy this invariant
for the ﬁrst pixel of the image (pixel (1,1)), we begin by building the upper left border
of the image, as we can see in Fig. 18. With this initial map, each pixel in the ﬁrst line
of the image has an upper dart, and the ﬁrst pixel of this ﬁrst line has also a left dart.
During the image scan, we need to know the darts on the left and at the top of the
current pixel, in order to locally modify the map already built. We respectively call
these darts last and up (or l and u in ﬁgures), as we can see in Fig. 19. In this ﬁgure,
we do not know if the darts last and up are sewn or if another darts between these
two darts exist (this is represented by the dash lines and the question mark in the ﬁg-
ure). But this has no inﬂuence on our algorithms since the map is only locally mod-
iﬁed. We only keep the last dart since the up dart can be computed from this dart,
starting from the last dart, and turning over the vertex until we ﬁnd a dart not 2-sewn
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(note that during the extraction, the map is not closed, the darts in the border of the
map are not 2-sewn, but after the extraction we have a correct map where all darts
are sewn).
The last dart is initialized with the unique vertical dart of the initial border. Then,
during the extraction, we execute the algorithm corresponding to the current pre-
code. Each precode algorithm locally modiﬁes the map, and return the vertical dart,
to the bottom right of the current precode, which is the last dart for the next precode.
Note that we do not need particular processings for the border of the image since it is
plated on a cylinder (the last pixel of each line is the same as the ﬁrst pixel of the next
line). At the end of the algorithm, we have to compute the inclusion tree, as for the
basic algorithm, by using the algorithm given in Section 8.
7.3. Precodes for level 1 map
The optimal extraction is generic. Indeed, to extract a particular map level, we
only need to deﬁne what precodes we have to consider, and give the operations to
perform for each of them. To ﬁnd the precodes to consider for a particular level,
we have to look at the operations to be achieved to obtain this level and see the con-
sequences of these operations on the local precodes. To extract level 1 map, we need
to remove each edge of the complete map between two pixels having the same label.
Curent pixellast
up?
Fig. 19. Darts last and up by relation with the current pixel.
Fig. 18. The initial upper left border of an image with 3 4 pixels.
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Considering the current pixel and the map already built, we need to remove the
left edge when the left pixel has the same label as the current pixel and we also need
to remove the upper edge when the upper pixel has the same label as the current one.
So there are four precodes to consider: they are all the ways of removing zero, one or
two of these edges. These precodes are shown in Fig. 20.
In this ﬁgure, the ﬁrst line gives the precode name, the second the precode itself,
the third shows the current conﬁguration of the map before executing the current
precode algorithm, and the last line shows for each precode, the map we want to ob-
tain after this execution. This map corresponds to the map obtained locally by the
basic algorithm when we create the complete map and then we perform 1-removals.
Maps represented in the ﬁgures are partial representation of the local conﬁguration.
For example, for the map after precode l2 in Fig. 20, there are necessarily a dart
0-sewn to l, another 0-sewn and 1-sewn to u, but since this precode is local, we do
not know where these darts are and we can not draw them.
In order to write the algorithm corresponding to each precode, we only have to
look at the map before, compare it with the map we want to obtain, and write the
sequence of operations which transform the ﬁrst map into the second. We can see
in Algorithm 3, which gives the algorithm of precode l2, that this code is easy to
write. Indeed it is mainly composed of successive unsewn and sewn operations.
We can verify in Fig. 20, that this algorithm actually transforms the current map into
the map we want to obtain for the corresponding precode.
Algorithm 3 (Code corresponding to precode l2).
Input: last and up, (x,y) coordinates of the new vertex.
Output: The ‘‘next’’ last.
a a new dart; b a new dart
c b1ðlastÞ; 1-unsew(last)
Fig. 20. The four precodes to extract level 1 map.
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1-sew(last,a); 1-sewða; bÞ
1-sewðb; cÞ; 2-sew(up,last)
mbedding of the vertex incident to b (x,y)
return a
The initial map is modiﬁed in order to include the current pixel. For that, we can
modify all the darts of the initial map, even last and up darts. We only need at the
end of the algorithm to return the dart which will be the next last dart for the next
precode. The deﬁnition of the four precode algorithms (given in annex) totally de-
ﬁnes the optimal extraction of level 1 map, which during the image scan, tests what
is the current precode, and only executes the corresponding algorithm.
7.4. Precodes for level 2 map
To extract level 2 map, we have to remove each degree 2 vertex between two
aligned edges. But since we construct the map in a single scan, we also need to re-
move each edge between two pixels having the same label (simpliﬁcation to obtain
level 1 map). It we look at the 15 diﬀerent possible precodes, we can see that there
are only two cases with aligned edges that are incident to a degree two vertex: the
two precodes given in Fig. 21.
To extract level 2 map, we need to ﬁnd what is the current precode between these
two precodes plus the four level 1 precodes. We can note that these two level 2 pre-
codes are included in precodes l2 and l3. To ﬁnd what is the current precode, we ﬁrst
test if it is a level 2 precode (f1 or f2), and when it is not the case we search in the level
1 precodes. We can see in Fig. 21 these two precodes, the initial maps and the maps
we want to obtain. As for level 1 map, the algorithms corresponding to these two
precodes are simple as we can see for precode f1 in Algorithm 4.
Fig. 21. The two additional precodes to extract level 2 map.
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Algorithm 4 (Code corresponding to precode f1).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
a b0ðlastÞ; b b1ðlastÞ





Embedding of the vertex incident to c ðx; yÞ
return last
7.5. Precodes for level 3 map
For this level, we have to remove each degree 2 vertex. By looking at the 15 pre-
codes, we can note that there are only four cases where such a removal has to be
achieved. These precodes are given in Fig. 22. We have not represented the edge em-
beddings in this ﬁgure, but they are updated during the sewing, unsewing and 0-re-
moval operations, by the way explained in Section 5. We can see in Algorithms 5 and
6 the two algorithms that correspond to precodes t1 and t3.
Algorithm 5 (Code corresponding to precode t1).
Input: last and up, (x,y) coordinates of the new vertex.
Output: The ‘‘next’’ last.
a a new dart; b a new dart
c b1ðlastÞ; 2-sew(up,a)




Embedding of the vertex incident to b ðx; yÞ
return last
Algorithm 5 is similar to previous algorithms. The unique diﬀerence is the explicit
embedding modiﬁcation of the edge incident to a. Indeed, since we remove the vertex
incident to dart c, we need to keep the corresponding geometrical point in the edge
embedding. Note that the edge incident to a has initially no embedding because only
closed edges (for b2) can have such an embedding. So when we add the geometrical
point incident to last at the end of the edge embedding of a, this creates an edge em-
bedding made of this unique geometrical point.
Algorithm 6 (Code corresponding to precode t3).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
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a b0ðlastÞ; b b2ðaÞ; c b0ðbÞ
d  b2ðcÞ; t1  b1ðbÞ; t2  b1ðdÞ
Add geometrical point incident to last at the end of the edge embedding of a
Merge edge embedding of d at the end of edge embedding of a
0-unsew(b); 1-unsew(b); 2-unsew(b); delete b
0-unsew(d); 1-unsew(d); 2-unsew(d); delete d
0-unsew(last); 1-sew(up,last)
2-sewða; cÞ; 1-sew(a; t2); 1-sew(c; t1)
Embedding of the vertex incident to last  ðx; yÞ
return up
The algorithm of precode t3 is a little more complex since this is the unique case
where the two edges along the removed vertex (edges incident to a and b) can both
have an edge embedding. In order to keep the geometry, we ﬁrst add the geometrical
point incident to last at the end of the edge embedding of a, then we merge the edge
embedding of d at the end of edge embedding of a. This merging has to consider the
special case where one embedding is empty, and also the case where the two embed-
dings have not the same orientation. In this case, we need to reverse one of the two
embeddings before the merging (see Section 5 for more explanations).
The deﬁnition of the four algorithms, corresponding to the four level 3 precodes,
allows us to extract level 3 map in a single image scan, by the way of the generic extrac-
tion algorithm. First we check if the current precode is a level 3 precode, if not if it is a
level 2 precode and otherwise we ﬁnd the current precode in the level 1 precodes. Note
that we only have ten cases to consider amongst the 15 possible precodes. This is due to
our simpliﬁcation levels that allows us to factorize immediately similar processings.
Fig. 22. The four additional precodes to extract level 3 map.
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8. Inclusion tree
The computation of the inclusion tree is the last step of our two extraction al-
gorithms, after the extraction of a level l map. This tree is necessary to keep a re-
lation between each diﬀerent connected components of the map. The inclusion
relation used here is the one presented in Section 3, but we only represent direct
inclusions (relations we cannot retrieve by transitivity). The inclusion tree is always
rooted with the inﬁnite region. We keep relations between a node and its sons and
with its father, in order to be able to go through the tree from root to leaves and
from leaves to root.
There are many possibilities to represent inclusion relations: we can give for each
region the list of regions adjacent to an internal border; we can add ﬁctive edges be-
tween all the internal and external borders of each region; we can give for each re-
gion one region per connected set of included regions (one region for each hole). . .
Our choice allows us to obtain an inclusion tree and not a forest, where each region
is present. This is interesting when we need to traverse each region: so it is enough to
traverse the inclusion tree without considering the map. Otherwise, this solution is
not a good one to easily check if two regions can be merged or not, only by looking
at the inclusion tree. But of course, each solution has its own advantages and disad-
vantages, and our proposed solution need to be reconsidered for each application.
To compute the inclusion tree, we traverse all the darts of the map connected
component by connected component. Indeed, a connected component is composed
of regions that all have the same father. In order to retrieve the diﬀerent inclusions
we need some particular information:
• Each dart is linked with its belonging region noted region(d): 8d and d 0,
regionðdÞ ¼ regionðd 0Þ if and only if d and d 0 belong to the same region.
• Each region R knows one dart of the map, belonging to this region. This dart has
to be the dart with the corresponding vertex in the upper left of this region. This
property ensures us we can easily retrieve the region containing R. We call such a
dart the representative of its region.
• We also have to know the list of all the image regions, without the inﬁnite region.
This list must be sorted so that a region Ri is smaller than another region Rj if and
only if Ri is met before Rj during the image traversal from top to bottom and from
left to right.
These properties are given by our extraction algorithms. For the basic algorithm,
we need to perform a ﬁrst image scan in order to initialize the list of sorted regions.
The dart labeling is achieved during the construction of level 0 map, since simpliﬁ-
cation operations do not lead to modiﬁcation of a dart label. The representative dart
of each region is ﬁxed during the initial image scan, and possibly modiﬁed during the
simpliﬁcations. Indeed, when the representative dart of a region is removed, we
choose as new representative a neighboring dart of the former one. All these opera-
tions can be achieved in linear complexity, but lead nevertheless to additional time
for the initial image scan.
For optimal algorithm, the list can be computed at the same time as the extraction
since we use the same image scan. During this scan we can ﬁx the representative dart
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of each region when we meet a region for the ﬁrst time. The dart labeling is realized
at the same time. When we meet a new region, we label the new darts with this new
region (this case can occur only for precodes l4 and t1). For the other cases, we copy
the label of the same region existing darts (we can verify that for each precode except
l4 and t1, the current pixel has a neighbor with the same label).
Algorithm 7 (Inclusion tree computation).
The computation of the inclusion tree is presented in Algorithm 7. This algo-
rithms input is a map, of any level, and a list of regions, sorted as explained above,
and its return is the corresponding inclusion tree. This algorithm is made of two
loops. The ﬁrst loop traverses unmarked regions of list L. Indeed, when a region
is marked, this is because it was already considered and placed in the inclusion tree.
For an unmarked region, we initialize the ﬁrst dart of the traversal of the second
loop with the representative of this region (called dinit). The region which contains
this region, is inevitably the region of dart b2 sewn to dart dinit. Indeed, list L is sorted
so that, when we meet the ﬁrst region of a connected component, we know that this
region has no region belonging to the same connected component at its top and on
its left. So b2ðdinitÞ is obviously a dart of the region containing the current region, and
each region belonging to the same connected component is also included in this same
region.
The second loop of the algorithm traverses each dart of the connected component
incident to dinit, and for each region not already met, it puts this region as son of fa-
ther. Since we traverse each dart of the connected component, we are going to con-
sider exactly all regions of this component, and not the included regions which will
be treated during a next round of the ﬁrst loop.
We can see in Fig. 23 a labeled image and its inclusion tree. The sorted list of re-
gions is A; B; C; D; E; F (ﬁrst sorted by y coordinate then by x). So the ﬁrst region
considered is A which has for representative the dart that contains the point at the
top left corner of this region. dinit is initialized to this dart and so father to the inﬁnite
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region. Then, the second loop of the algorithm traverses the connected component
of A but here there is no region adjacent to A (not included) so we only put A as
son of R0.
The second region considered is B, its representative dart contains the point at the
top left of this region (dinit) and so b2ðdinitÞ belongs to region A. Region B is put as son
of A in the inclusion tree. As for region A, there is no region adjacent to B so the sec-
ond loop marks only darts of B. The next region is C, dinit is initialized to the dart
that contains the top left point of C. Here, the second loop traverses regions C, D
and E because they are in the same connected component. Each of these regions is
put as son of A in the inclusion tree (that corresponds to the notion of inclusion used
in this work). The last region considered is F (because others regions of the list are
already marked) which is put as son of D in the tree.
The complexity of this algorithm is linear in number of darts of the map, and in
number of regions of the image. Since the number of regions is lower that the num-
ber of darts, the complexity is so linear in number of darts of the map. Indeed, we
traverse each dart exactly once, because we traverse the connected components
one by one, and two diﬀerent connected components are inevitably disjointed. We
also traverse each region only once because we traverse the list of regions and mark
each treated region. This algorithm works for every map level. Moreover, its execu-
tion time decreases when the level increases, even if the global complexity does not
change, because the number of darts to traverse decreases more and more for higher
levels.
9. Comparison with similar existing approaches
In order to compare our solution with existing approaches, we are going to de-
scribe more precisely the two that are very near to our solution: the topological
map of Domenger et al. [19,11] and the topological graph of frontier (TGF) of Fiorio
et al. [21,22]. These two solutions are both based on combinatorial maps, and both
deﬁne the minimal model that represents an image partition. For these reasons, the
three methods (solution of Domenger et al., Fiorio et al. plus the new method pre-
sented in this paper) have the same topological representation. The main diﬀerences
are about the embedding and about the algorithms used to extract each model from
an image.
Fig. 23. A labeled image and its inclusion tree.
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9.1. The topological map of Domenger et al.
We present here the deﬁnition given in [10]. Combinatorial maps used in this work
are not exactly the same as the ones presented in this paper (cf. Section 2). Diﬀer-
ences are only about the name of the applications. They use a combinatorial map
with r a permutation that gives for a dart the next dart of the same vertex, and
an involution a which connects the two darts incident to the same edge. a if equal
to our b2, and r can be deﬁned by b2sb1. Indeed, to represent a two-dimensional
combinatorial map, we can choose to encode the permutation around vertices or
the one around faces. Our notation can be extended more easily in higher dimension
that their notation since we can add any bi that puts in relation two i-cells.
In order to be addressed, each face is associated with a unique label. But con-
trary to our label, two darts have the same label if and only if they belong to the
same face orbit. So an internal contour does not have the same label as its corre-
sponding external contour. These labels are used to represent the inclusion rela-
tions by using two functions called prnt for father and chld for children. An
external contour has no father (which is represented by the particular value 0
for the function prnt), and an internal contour has no child. At last, another func-
tion called b gives a canonical dart for each label. This last function is equivalent
to our representative dart.
Comparing this solution to our inclusion tree, we can see that the two solutions
are very near. We use only a label for each region that allows us to add other infor-
mation about region (mean grey level, number of pixels. . .). But we cannot say in
constant time if there is a boundary between a region and its father region, since
we need to traverse the face orbit. This information is given immediately by the so-
lution of Domenger et al. But there are some cases where their solution need more
operations than ours. For example when an edge removal leads to the creation of
an internal border, we only need to modify the position of one region in the inclusion
tree, but they need to add a new label and to traverse the face orbit in order to put
this new label onto all the darts of the new internal contour.
They deﬁne the topological map by introducing the notion of boundary points
which are pointels with more than two incident linels that belong to a boundary.
The boundary points are then connected with edges when there is a contour linking
them in the image. We can see that this leads to the same map as our solution since
we remove all degree two vertices. At the end, we thus obtain only points that have
more than two incident linels (if we except the cases of loops).
Their solution for the embedding of the topological map consists in a matrix that
represents all interpixels cells (pointels and linels) that belong to the image bound-
aries, and which is called boundary image. They use an eﬃcient coding in order to
compress the memory necessary to encode this matrix. But they also need to keep
some additional information in order to be able to retrieve a dart that contains a gi-
ven pointel, and to retrieve, given a dart, the corresponding one-dimensional curve in
the boundary image. This is made with two additional data structures that are cor-
respondence tables in the both ways. There are so many additional structures that
need to be updated according to each operation that modiﬁes the map.
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This leads to time consumption since we have more structures to update, and
leads to more complex algorithms since we need to study how an operation on the
map possibly modiﬁes other structures. Comparing to our solution, we only have
the map plus an inclusion tree with an unique labelling function that gives for each
dart its belonging region. Moreover, our embedding can be updated automatically
by the sewing and unsewing operations since it is quite independent of the map,
which is not the case for their solution.
The last diﬀerence is about the algorithm used to extract the topological map.
They use a contour tracking algorithm that follows the boundaries in the image.
They start from an initial loop that represents the boundary between the image
and the inﬁnite region. Then, they select boundary points by looking at the num-
ber of pixels having diﬀerent labels around each pointel. These points are inserted
into the boundary images by splitting existing edges. Then, edges are inserted be-
tween boundary points by following the outer contours. Last, it is necessary to
scan each region to look for possible new included connected components. Com-
pared with our approach, this algorithm is more complex since it needs a more
complex image scan and several distinct steps. Another advantage of our solution
is that we can choose to use the optimal algorithm with precodes in order to op-
timize time, or to use the basic algorithm to give a simple algorithm easy to de-
velop. Moreover, our optimal solution with precodes is more eﬃcient as we can
see in Section 10. At last, our model and our extraction algorithm can be extended
more easily in higher dimension since we do not have many diﬀerent structures
and our algorithm is only based on the removal operations (which are deﬁned
in any dimension), and since we have a solution which is a lot simpler than their
extraction algorithm.
9.2. The topological graph of frontier of Fiorio et al.
We present here the deﬁnition that we can ﬁnd for example in [22]. They see their
model as an extension of the RAG (region adjacency graph) with multi-adjacency
relations encoded by a two-dimensional combinatorial map. This leads to a diﬀer-
ence for the representation of the structure, where edges are drawn between the bary-
center of regions instead of our representation where edges are drawn on the image
boundaries. But this is only a graphical representation and not a main diﬀerence be-
tween the two approaches. They use the same combinatorial maps notations as
Domenger et al. with a and r.
This is the deﬁnition of the FTG that we can ﬁnd in [22]:
Deﬁnition 11. A FTG is an extended combinatorial map GðV ;D; a; rÞ where V is the
set of vertices of the graph, D the set or darts, a a permutation on D and r an in-
volution on D such that:
(1) each region is represented by one and only one vertex;
(2) a dart e is always incident to a vertex R of V . The notation eR denotes the inci-
dent vertex of e;
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(3) an edge of the graph is a non-ordered pair ðe; rðeÞÞ where e belongs to D. Let E
be the set of edges, ðeR1 ; eR
0
2 Þ 2 E if and only if there exists a frontier between R
and R0. Thus an edge represents a frontier. A dart symbolizes the frontier ‘‘as
seen from’’ the region to which it is incident;
(4) the cycles of permutation a correspond to a contour of a given region and respect
the order induced by the sequence of frontiers making the contour;
(5) inf is a particular vertex of the graph symbolizing the exterior of the image;
(6) to each vertex is associated the list of the cycles of a related to the contours of the
region represented by this vertex. By convention, the exterior contour will always
be the ﬁrst of the list.
This deﬁnition deﬁnes directly the minimal combinatorial map that represents
an image (item 3, each edge corresponds exactly to a frontier). Moreover, it ﬁxes
the relation between regions (the vertices V ) and the combinatorial map (item 2).
Item 4 is necessary in order to guaranty that the order of the edges in the map is
the same as the order of frontiers in the image. At last, item 6 is equivalent to our
inclusion tree. Indeed, each region has an external contour (the ﬁrst element of the
list), then possibly some internal contours that are holes in the regions. This im-
plicit encoding is equivalent to the explicit function that puts in relation the con-
tours in the work of Domenger et al. We can note that this deﬁnition is more
complex than ours, since the minimal model is directly deﬁned. Moreover, we
can do the same criticism as for the previous approach. The fact that the combi-
natorial map is linked with other additional structures, leads to more complex al-
gorithms when we need to update the model, and thus leads more important
complexity. Moreover, this TGF is only a topological model and does not keep
the region geometry.
To extract the TGF, they use an algorithm based on precodes (this algo-
rithm was our initial inspiration to our algorithm). But since TGF is a unique
structure, they need to build at the same time the map and the relations be-
tween frontiers (which are equivalent to our inclusion tree). This leads to more
complex algorithms since they do not only need to give operations that mod-
ify the map, but also operations that update the inclusion tree. They keep a
list of pending contours (contours that touch the current line of the image
scan) and updating the type of contour (internal or external contour) depend-
ing of the current precode and a test to see if darts belong to the same orbit
or not.
For these reasons, the TGF is diﬃcult to extend in higher dimension. First the
deﬁnition is complex to extend since it is based on the order of boundaries in the im-
age, and this order is not the same in three dimensions for surfaces. Moreover the
extraction algorithm needs to consider all precodes (15 in two dimensions and
4140 in three dimensions) to build the inclusion tree, contrary to our approach with
simpliﬁcation levels that allows us to factorize many cases (only 10 precodes in two
dimensions and 129 precodes in three dimensions). Moreover, our computer soft-
ware which extracts our model is more eﬃcient than their software since we made
less operations (see Section 10).
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10. Experiments and analysis
We have implemented our optimal extraction algorithm based on precodes for the
three diﬀerent map levels. We have used the embedding presented in Section 5 (for lev-
els 1 and 2 a vertex embedding, and for level 3 a vertex embedding plus an open edge
embedding). Moreover, we have compared our software with the software of Brun9
which implements the method ﬁrst proposed by Domenger et al. [11,19], and the soft-
ware ofFioriowhich constructs theTGF [21,22]. Experimentsweremade onapersonal
computer with a 1500MHz CPU with 256Mb of memory and a Linux system.
We choose to represent each dart by a structure where each bi relation is simply a
pointer to the dart i-sewn. There are many diﬀerent ways to represent maps in com-
puter memory, and the choice of one of them depends on what we would like to pri-
oritize: memory cost or time consumption. Our choice clearly prioritize time since we
access to each bi of a given dart in direct access, and we can also easily modify all the
bi relation without constraint. But of course this is to the detriment of memory space
occupation. This choice need to be studied more precisely for each particular need of
a given application, but this question could not be answered in a general way. More-
over, our software is develop in C++ without particular optimization.
We have used for our experiments the six labeled images well known in image pro-
cessing shown in Figs. 24 and 25. These ﬁgures show, ﬁrstly, the labeled image (one
color by diﬀerent label), then the maps obtained which represent the interpixel
boundaries. Note that the segmentation algorithm used to obtain the label image
is very simple (only based on the mean grey value of regions). We do not try to ob-
tain here a good segmentation but only to compare the diﬀerent map levels on the
same images. We can ﬁnd in the legend of the ﬁgures the size of each image in pixels
and the number of regions obtained by the segmentation.
First we only compare the three simpliﬁcation levels. We can see in Fig. 26 the
evolution of memory space, number of darts and number of vertices for level 1, 2,
and 3 maps, in level 1 percentage. The memory space evolution shows that the gain
is very signiﬁcant. It is about 36% between level 1 and level 2, and about 34% be-
tween level 2 and level 3 (this is a mean between the six considered images). We thus
obtain that the memory gain is about 58% between level 1 and level 3. This is not a
surprise since a lot of darts are removed during the successive simpliﬁcations.
But the memory gain in not the unique advantage of level 3 maps. Indeed, if we
look at the number of darts, we can observe that level 3 map has only about 30% of
darts of level 1 map. This signiﬁcant diﬀerence leads to decrease the computational
times for algorithms deﬁne on level 3 map due to a more direct access to the adja-
cency information.
We can see in Table 1 the extraction time in seconds, and the memory space oc-
cupation in mega-bytes for levels 1, 2, and 3 by using our method, and for the two
other softwares of Brun and Fiorio. First, we can notice, on these diﬀerent extraction
examples, that the execution time of our algorithm is about the same to extract any
9 Thanks to Luc Brun for his help which allowed us to use his software and to realize this comparison.
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Fig. 24. (A) Airplane, 512 512 pixels, 6361 regions. (B) Baboon, 512 512 pixels, 6705 regions. (C) Cor-
nouaille, 256 256 pixels, 5410 regions.
Fig. 25. (A) Goldhill, 720 576 pixels, 8006 regions. (B) Lena, 512 512 pixels, 6198 regions. (C) Peppers,
512 512 pixels, 5765 regions.
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simpliﬁcation level. Indeed, all precode algorithms are similar (mainly made of some
sewing and unsewing operations) and so take about the same time. The execution
time mainly depends on the image size and on the number of regions. Indeed, when
there are less regions, there are also less darts and the computation of the inclusion
Fig. 26. Characteristics evolution for the three diﬀerent map levels, in level 1 percentage. (A) Memory
space. (B) Number of darts. (C) Number of vertices.
Table 1
Comparison of extraction time (in seconds) and memory space occupation (in mega-bytes) for each image.
Image Level 1 Level 2 Level 3 L. Brun C. Fiorio
Airplane 0.08 s 0.06 s 0.05 s 0.71 s 0.25 s
3.85Mb 2.34Mb 1.6Mb 1.64Mb 1.49Mb
Baboon 0.11 s 0.08 s 0.09 s 6.96 s 0.35 s
6.11Mb 3.9Mb 1.89Mb 2.75Mb 1.41Mb
Cornouaille 0.05 s 0.03 s 0.04 s 0.27 s 0.20 s
2.46Mb 1.69Mb 1.3Mb 1.36Mb 1.3Mb
Goldhill 0.14 s 0.11 s 0.11 s 2.7 s 0.43 s
7.97Mb 4.26Mb 2.24Mb 2.76Mb 3.62Mb
Lena 0.08 s 0.08 s 0.08 s 0.97 s 0.35 s
4.36Mb 2.98Mb 1.66Mb 1.79Mb 1.4Mb
Peppers 0.09 s 0.07 s 0.08 s 1.5 s 0.31 s
4.36Mb 2.94Mb 1.61Mb 1.63Mb 1.37Mb
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tree requires less time. We can also see that for some images (for example airplane or
goldhill) the execution time decreases for higher levels. This is due to the less signif-
icant number of memory allocation and disallocation for higher levels.
Note that these times are the full execution times including initialization, image
reading, topological and geometrical part and inclusion tree computation. This time
is divided in about 7% for the inclusion tree computation, 26% for the geometrical
part and 37% for the topological one. The remaining 30% are for the image scan
and the current precode test. These percentages are approximative since they depend
on the images.
Now if we compare our solution with the two existing ones, we can see that we are
really more eﬃcient in computation times, and that the three methods are quite sim-
ilar for memory space occupation (of course without considering level 1 and level 2
maps). For memory space, this is due to the fact that the three maps are similar, and
diﬀerences only concern the embedding. The computation time is larger for the
method of Brun since its extraction algorithm is a contour tracking which makes
much more operations than our method. The diﬀerence with the method of Fiorio
is probably due to the inclusion tree computation which is made in the same time
as the map extraction (cf. Section 9).
These results are a good surprise since our ﬁrst goal was not to improve existing
methods but only to revisit these methods to propose a deﬁnition that could be easily
extended in higher dimension. Our works made in order to simplify algorithms lead
to simpler computer software and thus also more eﬃcient. This shows another ad-
vantage of our approach.
In order to compare more precisely our simpliﬁcation levels, we have made some
experiments with artiﬁcial regular images. This allows to show the extreme cases, for
example when all regions are made of squares or otherwise when all regions have
only stair boundaries. For that, we have made four types of images:
(1) Square images where each region is a square of length l.
(2) Line images where each region is a line, indeed a rectangle with its height equal
to the height of the image and its width equal to l.
(3) Column images which are the same as line images but with a 90 rotation.
Fig. 27. (A) Square image, 128 128 pixels with l ¼ 32 so with 16 regions. (B) Column image, 128 128
pixels with l ¼ 8 so with 16 regions. (C) Stairs image, 128 128 pixels with l ¼ 8 so with 16 regions.
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(4) Stair images: each region is a 45 oriented rectangle. So its borders are made of
successive stairs of length l.
In order to obtain regular images, we have worked with a 128 128 pixels image,
and only use for regions the lengths which are a power of two. For each type of im-
age, we generate each image starting with l equal to 1 and multiply by two until
length equal to 128. Thus we can observe the relation between the length of regions
and the memory space occupied by each level. We can see in Fig. 27 some examples
of obtained images. Since images are regular, we can compute, given the length of
each region, the number of regions. For example, when we have a square image with
128 128 pixels, the number of regions is ð128 128Þ=l2.
We give in Table 2 the memory space required for square images for each size of
squares between 1 and 128. We can observe that level 2 and level 3 are very near since
almost all region boundaries are straight line segments (in fact all boundaries except
for the four corners of the image).
In Table 3, we make the same experiment with column images, for each length
between 1 and 128. Again, level 2 and level 3 are very near since almost all region
boundaries are straight line segments. We obtain exactly the same results for line im-
ages since the maps are exactly the same in both cases.
But if we look in Table 4 where we make the same experiment with stair images,
for each length between 1 and 128, we can see that it is the opposite. Indeed, it is now
Table 2
Comparison of memory space occupation (in kilo-bytes) for each length of squares between 1 and 128
Length 1 2 4 8 16 32 64 128
Nb regions 16,384 4096 1024 256 64 16 4 1
Level 1 2462 1278 662 348 182 100 60.1 40.1
Level 2 2462 628 167 50.5 13.3 3.67 1.10 0.39
Level 3 2461 627 166 50.3 13.1 3.45 0.89 0.21
Table 3
Comparison of memory space occupation (in kilo-bytes) for each length of columns between 1 and 128
(exactly the same results for line images)
Length 1 2 4 8 16 32 64 128
Nb regions 128 64 32 16 8 4 2 1
Level 1 1314 672 351 190 110 70.2 50.1 40.1
Level 2 34.1 17.1 8.62 4.37 2.25 1.18 0.65 0.39
Level 3 33.9 16.9 8.39 4.14 2.01 0.95 0.42 0.21
Table 4
Comparison of memory space occupation (in kilo-bytes) for each length of step stairs between 1 and 128
Length 1 2 4 8 16 32 64 128
Nb regions 128 64 32 16 8 4 2 1
Level 1 1314 672 351 190 110 70.2 50.1 40.1
Level 2 1294 327 83.7 21.9 6.07 1.89 0.73 0.39
Level 3 286 79.4 23.7 7.78 2.85 1.13 0.44 0.21
G. Damiand et al. / Computer Vision and Image Understanding 93 (2004) 111–154 147
level 1 and level 2 that are mainly near, since almost all region boundaries are not
straight line segments. These boundaries become straighter and straighter when l be-
comes larger, and so level 2 becomes closer to level 3 when l is large.
We can see in Fig. 28 three curves that show the memory space evolution for each
type of images in function of the length of regions. On each ﬁgure, there are two
curves that show the memory space occupation for level 2 and level 3 map, in per-
centage of the memory of level 1 map. Curves shown in Fig. 28A show that level
2 and level 3 are very near for square images. It is also the case for line images
(see Fig. 28B), even if we can see diﬀerences between the two curves, but this is
due to the y-axis which is very precise (between 0 and 3%). Indeed, even when the
length of lines is equal to one, regions have very large straight boundaries and so
the memory occupied by level 2 and level 3 is much smaller than the memory re-
quired by level 1. Otherwise, we can see in Fig. 28C that memory occupation of level
3 is much smaller than the one of level 2, even if the diﬀerence decreases when the
length of the stairs increases.
These four experiments with regular images show that the diﬀerence between level
2 and level 3 can be very signiﬁcant or not, depending on the images content. But in
general, if we consider ‘‘real images,’’ boundaries are often not straight and the dif-
ference between level 2 and level 3 memory occupation is signiﬁcant. This is con-
ﬁrmed by our experiments made with real images (see Table 1).
Fig. 28. Memory space evolution for level 2 and level 3 maps, in level 1 percentage. (A) Square images. (B)
Line (resp. column) images. (C) Stair images.
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11. Conclusion
In this paper we have presented a model for two-dimensional image representa-
tion, and have given an optimal extraction algorithm which computes this model
from a labeled image.
Several works have already studied the use of combinatorial maps to represent in-
terpixel boundaries of two-dimensional images. But our approach is original due to
the new notion of simpliﬁcation level which allows to give a formal and constructive
deﬁnition of the topological map. Moreover, these levels can be extended easily in
higher dimension [1,16], whereas for other approaches this extension is much more
diﬃcult, even not possible.
Of course, some problems still remain in higher dimension since we do not know
the topological classiﬁcation of objects ([30] discusses about these problems and a
possible solution). Nevertheless, we can deﬁne the topological map in any dimension
and use this tool in order to try to characterize discrete objects. For that, we are
studying how to compute homology groups on topological map. Another idea is
to add ﬁctive cells in the topological map in order to keep each i-cell homeomorphic
to an i-sphere. This can be achieved without particular problems, thanks again to
our progressive simpliﬁcation levels, where we can control if a removal operation
leads to a disconnection. Then we need to study how obtained objects can be inter-
preted and how modiﬁcation algorithms have to process these particular elements.
The topological map is the last simpliﬁcation level. We have proved that this map is
complete by showing that no information is lost during the diﬀerent simpliﬁcations,
minimal because we cannot remove anything in this map without changing the topol-
ogy, and unique because thismaponly depends on the topology of the image and so two
topological equivalent partitions have the same level 3 map. For these reasons, topo-
logical map is a good model for image processings. Indeed, it allows to retrieve most
of the information which may be required by an image processing algorithm with a
low computational cost. Thus we can consider many diﬀerent image processing algo-
rithms that only work on topological map and that use many kind of information.
We also have presented in this paper an optimal extraction algorithm which uses
the notion of precode. It can extract any map level in one image scan. Moreover this
algorithm is simple to implement since it is based on the deﬁnition of a limited num-
ber of operations to do, according to a limited number of local conﬁgurations. We
have given for each simpliﬁcation level the precodes required to extract the corre-
sponding map and the algorithms associated to each of them. This has allowed us
to show that there is a correspondence between the levels and the number of pre-
codes required. At last, we have shown in diﬀerent experiments that the topological
map needs less memory than other levels and we have computed the gain observed
comparatively to each level. Moreover, we have compared our solution with other
existing approaches and showed that our software is more eﬃcient to construct
the topological map than other ones. This is due to our optimal extraction algorithm
and to our eﬀort to simplify the deﬁnition of our model.
We are currently working on the use of our model to propose new segmentation
algorithms or to improve existing techniques [6]. The ﬁrst results are encouraging
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and let us hope to achieve interesting solutions. But our main goal is to extend this
work in three dimensions and so to propose new three-dimensional segmentation al-
gorithms based on the three-dimensional topological map [18]. This work is quite ad-
vanced and we already obtained ﬁrst results [1,16]. At last, we are also working on
operations allowing to modify the topological map. Indeed by mixing the segmenta-
tion part of our work, the extraction of the map, and the diﬀerent interactive or au-
tomatic operations, we could deﬁne a complete image analysis software based on the
topological map that takes into account topological information of the analyzed
objects.
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Appendix A. All the precodes algorithms
Algorithm 8 (Code corresponding to precode l1).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
a b0ðlastÞ; b b1ðupÞ
0-unsew(last); 1-unsew(up)
1-sew(up,last); 1-sewða; bÞ
Embedding of the vertex incident to last  ðx; yÞ
return up
Algorithm 9 (Code corresponding to precode l2).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.




Embedding of the vertex incident to b ðx; yÞ
return a
Algorithm 10 (Code corresponding to precode l3).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
a a new dart; b a new dart
c b1ðupÞ; 1-unsew(up)
1-sew(up,a); 1-sewða; bÞ
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1-sewðb; cÞ; 2-sew(last,b)
Embedding of the vertex incident to a ðx; yÞ
return up
Algorithm 11 (Code corresponding to precode l4).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
a a new dart; b a new dart
c a new dart; d  a new dart
1-sewða; bÞ; 1-sewðb; cÞ
1-sewðc; dÞ; 1-sewðd; aÞ
2-sew(last,a); 2-sew(up,b)
Embedding of the vertex incident to d  ðx; yÞ
return c
Algorithm 12 (Code corresponding to precode f1).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
a b0ðlastÞ; b b1ðlastÞ





Embedding of the vertex incident to c ðx; yÞ
return last
Algorithm 13 (Code corresponding to precode f2).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
a b0ðlastÞ; b b1ðlastÞ; c b1ðupÞ
0-unsew(last); 1-unsew(last); 1-unsew(up)
0-sewðb; aÞ; 1-sew(up,last); 1-sew(last,c)
Embedding of the vertex incident to last  ðx; yÞ
return up
Algorithm 14 (Code corresponding to precode t1).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
a a new dart; b a new dart
c b1ðlastÞ; 2-sew(up,a)
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Embedding of the vertex incident to b ðx; yÞ
return last
Algorithm 15 (Code corresponding to precod t2).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
a b0ðlastÞ; b b1ðlastÞ; c b1ðupÞ
Add geometrical point incident to last at the end of the edge embedding of a
0-unsew(last); 1-unsew(last); 1-unsew(up)
0-sewðb; aÞ; 1-sew(up,last); 0-sew(c,last)
Embedding of the vertex incident to last  ðx; yÞ
return up
Algorithm 16 (Code corresponding to precod t3).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
a b0ðlastÞ; b b2ðaÞ; c b0ðbÞ
d  b2ðcÞ; t1  b1ðbÞ; t2  b1ðdÞ
Add geometrical point incident to last at the end of the edge embedding of a
Merge edge embedding of b at the end of edge embedding of a
0-unsew(b); 1-unsew(b); 2-unsew(b); delete b
0-unsew(d); 1-unsew(d); 2-unsew(d); delete d
0-unsew(last); 1-sew(up,last)
2-sewða; cÞ; 1-sew(a,t2); 1-sew(c,t1)
Embedding of the vertex incident to last  ðx; yÞ
return up
Algorithm 17 (Code corresponding to precod t4).
Input: last and up, ðx; yÞ coordinates of the new vertex.
Output: The ‘‘next’’ last.
a b0ðlastÞ; b b1ðupÞ; c b1ðbÞ





Embedding of the vertex incident to last  ðx; yÞ
return b
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On some applications of generalized functionality for arithmetic
discrete planes
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Abstract
Naive discrete planes are well known to be functional on a coordinate plane. The aim of our paper is to extend the functionality con-
cept to a larger family of arithmetic discrete planes, by introducing suitable projection directions (a1,a2,a3) satisfying
a1v1 + a2v2 + a3v3 = w. Several applications are considered. We ﬁrst study certain local conﬁgurations, that is, the (m,n)-cubes intro-
duced in Ref. [J. Vittone, J.-M. Chassery, (n,m)-cubes and Farey Nets for Naive Planes Understanding, in: DGCI, 8th International Con-
ference, Lecture Notes in Computer Science, vol. 1568, Springer-Verlag, 1999, pp. 76–87.]. We compute their number for a given (m,n)
and study their statistical behaviour. We then apply functionality to formulate an algorithm for generating arithmetic discrete planes,
inspired by Debled-Renesson [I. Debled-Renesson, Reconnaissance des Droites et Plans Discrets, The`se de doctorat, Universite´ Louis
Pasteur, Strasbourg, France, 1995.]. We also prove that an arithmetic discrete plane may be endowed with a combinatorial surface struc-
ture, in the spirit of Ref. [Y. Kenmochi, A. Imiyam Combinatorial topologies for discrete planes, in: DGCI, 11th International Confer-
ence, DGCI 2003, Lecture Notes in Computer Science, vol. 2886, Springer-Verlag, 2003, pp. 144–153.].
 2006 Elsevier B.V. All rights reserved.
Keywords: Digital planes; Arithmetic planes; Local conﬁgurations; Functionality of discrete planes
1. Introduction
Let v ¼ ðv1; v2; v3Þ 2 Z3 and l;w 2 Z2. The arithmetic
discrete plane Pðv; l;wÞ is the set of all points x ¼
ðx1; x2; x3Þ 2 Z3 satisfying
0 6 v1x1 þ v2x2 þ v3x3 þ l < w:
Arithmetic discrete planes with a common normal vector v
are mainly characterized by their thickness w. For example,
in such a class the naive planes (w = max(|v1|, |v2|, |v3|)) are
the thinnest 2-separating ones, while the standard planes
(w = |v1| + |v2| + |v3|) are the thinnest 0-separating ones
(see [1]).
Arithmetic discrete planes play a key role in polyedrisa-
tion of discrete objects [15,8,12]. Indeed tridimensional dis-
cretized objects are usually described as pieces, generally
triangular, of arithmetic discrete planes. A reasonable
polyedrisation mainly requires that the involved objects
have good topological properties, such as connectedness
and/or absence of j-tunnels, for j 2 {0,1,2} [1] (intuitively,
a j-tunnel occurs if two voxels, one above the plane and
the other below, have a k-dimensional intersection). If
naive arithmetic planes are rather good candidates for this
approach as being the thinnest ones without 2-tunnels, one
major withdraw is that the intersection of two naive arith-
metic discrete planes is usually not an arithmetic discrete
line. Similar problems occur when considering standard
arithmetic discrete planes. V. Brimkov and R. Barneva
introduced a new class of arithmetic discrete planes
[9,11], the so-called graceful planes, deﬁned as Pðv; l;wÞ
with 0 6 v1 6 v2 6 v3 and w = max{v3,v1 + v2}, which
allow for constructing thin discrete triangular tunnel-free
meshes admitting analytical description. In order to take
into account noise during digitization, Debled-Rennesson
et al. initiated a new approach of segmentation of discrete
curves with arithmetic discrete lines of various thicknesses
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[14]. The latter works indicate that a better understanding
of the topological, arithmetic and geometric structure of
arithmetic discrete linear objects of any thickness would
be very useful.
Naive planes have been widely studied (see for instance
[27,16,15, 1, 31, 3,10,11, 13]) and are well known to be func-
tional, that is, in a one-to-one correspondence with the inte-
ger points of one of the coordinate planes by an orthogonal
projectionmap. In other words, given a naive arithmetic dis-
crete planeP and the suitable coordinate plane, for any inte-
ger point P of this coordinate plane there exists a unique
point of P obtained by adding a third coordinate to P.
The aim of the present paper is to extend the notion of
functionality for naive arithmetic discrete planes to a larger
family of arithmetic discrete planes. For that purpose,
instead of projecting on a coordinate plane, we introduce
a suitable orthogonal projection map on a plane along a
direction a ¼ ða1; a2; a3Þ 2 Z3, in some sense dual to the
normal vector of the discrete plane Pðv; l;wÞ, that is,
a1v1 + a2v2 + a3v3 = w, so that the projection of Z
3 and
the points of the discrete plane Pðv; l;wÞ are in one-to-
one correspondence. Functionality allows us to reduce a
three-dimensional problem to a two-dimensional one, thus
leads to a better understanding of the combinatorial and
geometric properties of arithmetic discrete planes.
The present paper is organized as follows. We ﬁrst recall
some basic notions on arithmetic discrete planes, while
extending their deﬁnition to the case of real (v,l,w)-param-
eters (we call rational the classic case).
Generalized functionality is introduced in Section 3,
with the main result:
Theorem 1. Let Pðv; l;wÞ be an arithmetic discrete plane,
and let a 2 Z3 be such that gcd{a1,a2,a3} = 1. Let
p?a : R
3 ! fx 2 R3; ha; xi ¼ 0g be the affine orthogonal
projection map onto the plane x 2 R3; ha; xi ¼ 0 along the
vector a. Then the map p?a : Pðv; l;wÞ ! p?a ðZ3Þ is a
bijection if, and only if, |Æa,væ| = w.
Up to the sign, such a-vectors are called functional for
the plane. We show that any rational arithmetic discrete
plane admits functional vectors.
In Section 4, we study the functional lattice Ca obtained
by projecting an arithmetic discrete plane on one of the
coordinate planes along a functional vector a, and we com-
pute Z-basis of such lattices. We exhibit the converse func-
tion p1a : Ca ! Pðv; l;wÞ of the projection map pa. This
function admits a very simple expression when a3 = 1.
Several applications of generalized functionality are giv-
en in the rest of the paper, under the assumption that a func-
tional vector exists with a coordinate equal to 1. We ﬁrst
apply in Section 5 the generalized functionality property
to the enumeration of some local conﬁgurations, in partic-
ular we generalize results on (m,n)-cubes.
Section 6 provides one with two further applications of
the generalized functionality property. We ﬁrst extend
Isabelle Debled-Rennesson’s algorithm for computing the
geometric representation of naive arithmetic discrete planes
[15] to any rational arithmetic discrete planePðv; l;wÞ with
w v3 2 gcdðv1; v2ÞZ. We then show that one can provide
any arithmetic discrete plane Pðv; l;wÞ with a structure
of two-dimensional combinatorial manifold, under the
assumption w 2 v1Zþ v2Zþ v3 and wP max{|v1|, |v2|}.
Section 7 concludes the paper.
For clarity issues, we have chosen to work here in a
three-dimensional space but all the results and methods
presented extend in a natural way to Rn, with nP 2, as well
as to arithmetic discrete lines. Let us note that we have
tried to make this paper essentially self-contained. This
paper is an extended version of [BFJ05], but also contains
some new applications of functionality.
2. Arithmetic discrete planes
In the present paper, the R-vector space R3 is endowed
with its canonical basis {e1,e2,e3}. Let v and v
0 be two vec-
tors of R3, their usual scalar product in R3 is denoted by
Æv,v 0æ. The subsets of all nonzero elements in R and N
are denoted by RH and NH, respectively.
Let v 2 R3, l 2 R, w 2 RHþ, and deﬁne
Pðv; l;wÞ ¼ x 2 Z3; 0 6 hv; xi þ l < wg: ð1Þ
An arithmetic discrete plane is a subset P of Z3 such that
9ðv; l;wÞ 2 R3  R RHþ; P ¼ Pðv; l;wÞ: ð2Þ
The following lemma provides us with basic properties of
arithmetic discrete planes. In particular, the vector v in Eq.
(2) is shown to be unique up to scale. For v ¼
ðv1; v2; v3Þ 2 Z3, let gcd{v1,v2,v3} be denoted by gcd(v), and
for v 2 R3, let the dimension of the Q-vector space spanned
by {v1,v2,v3} be denoted by dimQv (for instance, the follow-
ing v-values: (1,2,3), ð ﬃﬃﬃ2p ; 2 ﬃﬃﬃ2p ; 3 ﬃﬃﬃ2p Þ; ð1; ﬃﬃﬃ2p ; 2 ﬃﬃﬃ2p Þ, and
ð1; ﬃﬃﬃ2p ; ﬃﬃﬃ3p Þ yield dimQv ¼ 1; 1; 2; and 3, respectively).
Lemma 2. Let P ¼ Pðv; l;wÞ be an arithmetic discrete
plane with ðv; l;wÞ 2 R3  R RHþ .
(i) If P ¼ Pðv0; l0;w0Þ then there exists t 2 R such that
v 0 = tv.
(ii) The set fhv; xi þ l;x 2 Pg is dense in [0,w[ if, and
only if, dimQv > 1.
(iii) There exist v0 2 Z3 with gcd(v 0) = 1, l0 2 Z, and
w0 2 NH such that P ¼ Pðv0; l0;w0Þ if, and only if,
dimQv ¼ 1. If so, then Cardfhv; xi þ l; x 2 Pg ¼ w0.
Proof. Let us assume dimQv > 1. There exist i, j 2 {1,2,3}
such that vi „ 0 and
vj
vi
62 Q. By Kronecker’s Approximation
Theorem, the set fatþ b; ða; bÞ 2 Z2g is dense in R if
t 2 R nQ, that is, for every interval I  R, there exists
ða; bÞ 2 Z2 such that at + b 2 I. Let I be an sub-interval of
[0,x[; one has vjvi 62 Q; hence there exists ðxi; xjÞ 2 Z
2 such that
xi þ xj vjvi þ
l
vi
2 Ivi, that is, xivi + xjvj + l 2 I. Hence the setfhv; xi þ l; x 2 Pg is dense in [0,w[. If dimQv ¼ 1, then there
exists t 2 Rþ such that tv 2 Z3 and gcd(tv) = 1. A straightfor-
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ward calculation shows that in (iii), one can take v0 =
tv,l0 = ºtlß, and w0 = Øtw tlø + ºtlß. Furthermore note
that the set fx 2 Z3; hv0; xi þ l0 ¼ kg is not empty if, and only
if, k 2 Z. Thus Cardfhv0; xi þ l0; x 2 Pg ¼ w0, which com-
pletes the proof of (ii) and (iii) since the sets hv0; xi þ
l0; x 2 P and hv; xi þ l; x 2 P are homothetical.
Let us next prove (i). First assume that P ¼ Pðv;l;wÞ ¼
Pðv0; l0;w0Þ with the further condition 0 6 l < w, so that P
contains (0,0,0). Let V be the R-vector space spanned by
{v,v 0}, and deﬁne
B ¼ fx 2 R3; 0 6 hv; xi þ l < wg; B0 ¼ fx 2 R3;
0 6 hv0; xi þ l0 < w0g:
Suppose dimRV ¼ 2. Then B \ B 0 \ V is bounded (a paral-
lelogram), so that its discrete subset P \ V is ﬁnite. Let
x = av + bv 0 with ða; bÞ 2 Z2; then x 2 P if, and only if,
0 6 Æv,væ a + Æv,v 0æ b + l < w 0. Therefore, P \ V is the
arithmetic discrete line with normal vector (Æv,væ, Æv,v 0æ),
translation parameter l and thickness w 0. Since it is not
empty, it is not ﬁnite, a contradiction. Finally, let us show
that the conclusion still holds for arbitrary l. If dimQv ¼ 1,
we may assume that v 2 Z3 with gcd(v) = 1 and l 2 Z. By
using Bezout’s Lemma let us choose u in Z3 such that
Æu,væ = 1 and let u 0 = lu. If dimQv > 1, choose u0 2 Z3 such
that Æu 0,væ 2 [l,l + w 0[. Let s : R3 ! R3 be the translation
by u 0, we have sðPÞ ¼ Pðv; l hu0; vi;wÞ ¼ Pðv0; l
hu0; vi;w0Þ. Since 0 6 l  Æu 0,væ < w 0, we still conclude that
v and v 0 are colinear. h
An arithmetic discrete plane that may be represented by
P ¼ Pðv; l;wÞ with dimQv ¼ 1 is called rational, otherwise
it is called irrational. According to Lemma 2, the distinc-
tion is exclusive. From now on, we shall agree that any rep-
resentationPðv; l;wÞ of a rational arithmetic discrete plane
satisﬁes:
v 2 Z3 and gcdðvÞ ¼ 1; l 2 Z; w 2 NH: ð3Þ
Exactly two such representations exist for a rational arith-
metic discrete plane
Pðv; l;wÞ ¼ Pðv;w 1 l;wÞ: ð4Þ
Indeed, only two choices are allowed for v by Lemma 2 (i),
and w is unique by Lemma 2 (iii). Then other l-values are
easily ruled out. For an irrational arithmetic discrete plane,
constraint Æv,væ = 1 and Lemma 2 (ii) result in similar con-
clusions: There are at most two representations of an irra-
tional arithmetic discrete plane Pðv; l;wÞ, the second one
being Pðv;w l;wÞ and happening if, and only if,
neither l nor w  l belong to the Q-vector space spanned
by {v1,v2,v3}.
Some among rational arithmetic discrete planes are usu-
ally given particular names [27,16,15,17]. Let v ¼
ðv1; v2; v3Þ 2 Z3; if w = max{|v1|, |v2|, |v3|} (resp. w = |v1| +
|v2| + |v3|), then P ¼ Pðv; l;wÞ is called naive (resp. stan-
dard). It is important to remark that, according to the
above discussion, these deﬁnitions do not depend on any
speciﬁc representation of P.
Let us next recall a classical property of naive discrete
planes with normal vector v. For a given a 2 Z3, let
p?a : R
3 ! fx 2 R3 : ha; xi ¼ 0g stand for the orthogonal
projection map onto the plane Æa,xæ = 0. We still denote
by p?a its restriction to any subset of R
3 or its corestriction
to any subset of the plane Æa,xæ = 0, as for instance
p?a : Pðv; l;wÞ ! p?a ðZ3Þ.
Theorem 3 [27]. Let P ¼ Pðv; l;wÞ be a naive arithmetic
discrete plane, with v ¼ ðv1; v2; v3Þ 2 R3. If |vi| = w, for i = 1,
2 or 3, then P is in bijection with the integer points of the
plane Æei,xæ = 0 by the projection map p?ei .
The plane Æee,xæ = 0 in Theorem 3 is called a functional
plane of P. An analogous result holds for standard discrete
planes:
Theorem 4 ([17,5]). Let P be a standard discrete plane and
let a = e1 + e2 + e3. Then the map p?a : P! p?a ðZ3Þ is a
bijection.
Both results are extended in several directions in the fol-
lowing section.
3. Generalized functionality
In both cases investigated in Theorems 3 and 4 the fol-
lowing property holds: there exists a vector a 2 Z3 such
that the projection map p?a : Pðv; l;wÞ ! p?a ðZ3Þ is a bijec-
tion, and Æa,væ = w. In this section, it is extended to a large
class of arithmetic discrete planes by means of functional
directions:
Deﬁnition 5. A vector a 2 Z3 is called functional for an
arithmetic discrete plane Pðv; l;wÞ if it satisﬁes conditions
gcd(a) = 1 and Æa,væ = w.
According to Lemma 2, functionality of a vector a 2 Z3
for an arithmetic discrete plane Pðv; l;wÞ does not depend
on the representation of the latter.
Furthermore, we improve Theorems 3 and 4 by showing
that the vectors a 2 Z3 providing us with bijective projec-
tions p?a are exactly the functional ones (to be precise, this
statement also holds for a if a is functional since
gcd(a) = gcd(a) and p?a ¼ p?a).
Theorem 6. Let P ¼ Pðv; l;wÞ be an arithmetic discrete
plane, and let a 2 Z3 be such that gcd(a) = 1. Then the map
p?a : P! p?a ðZ3Þ is a bijection if, and only if, |Æa,væ| = w.
Proof. Throughout the proof, we assume w.l.o.g. that
Æa,væP 0. Let x; x0 2 Z3, then p?a ðxÞ ¼ p?a ðx0Þ if, and only
if, there exists ðk; k0Þ 2 Z2 such that k 0(x 0  x) = ka. Since
gcd(a) = 1, k 0 divides k. In other words, p?a ðxÞ ¼ p?a ðx0Þ if,
and only if, there exists c 2 Z such that x 0 = x + ca. More-
over, xþ ca 2 P if, and only if, ðhx;viþlÞha;vi 6 c < wðhx;viþlÞha;vi .
Accordingly, if |Æa,væ| = w then c is allowed to take exactly
one value, so that p?a : P! p?a ðZ3Þ is a bijection.
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Conversely assume that p?a : P! p?a ðZ3Þ is a bijection.
If P is rational, take x 2 Z3 such that Æx,væ + l = 0 by
using Bezout’s Lemma. On the one hand, x 2 P and
Æx + a,væ + l = Æa,væP 0. Moreover, p?a ðxþ aÞ ¼ p?a ðxÞ.
Since p?a is one-to-one, xþ a 62 P, thus Æa,væP w. On the
other hand, suppose that Æa,væ > w and choose y 2 Z3 such
that Æy,væ + l = 1. Then, for c 2 Z, Æy + ca,væ + l =
cÆa,væ  1, which is negative if c 6 0, and larger than or
equal to w  1 if c > 0. Since p?a is onto, this cannot
happen. Thus Æa,væ = w.
If P is irrational, we parallel the previous proof by using
a density argument instead of Bezout’s Lemma. Consider
any e 2 R and choose x 2 Z3 such that Æx,væ + l 2 [0,e[. We
obtain as above Æa,væ > w  e, thus Æa,væP w. Suppose
Æa,væ > w, let m = Æa,væ  w, and choose y 2 Z3 such that
Æy,væ + l2]  m/2,0[. Then, for c 2 Z, Æy + ca, -
væ + l = cÆa,væ + Æy,væ + l. This quantity is negative if
c 6 0, and is larger w, if c > 0. h
If a is a functional vector for an arithmetic discrete plane
P, then Theorem 6 states that, looking at P along this
direction, one can see all its points as if they were on the
plane fx 2 R3; ha; xi ¼ 0g. We show later that a natural
regular lattice structure emerges from this point of view.
Let us ﬁrst complete Theorem 6 by relaxing condition
gcd(a) = 1 for rational planes.
Corollary 7. Let P ¼ Pðv;l;wÞ be a rational arithmetic
discrete plane and Æa,væ = w. If gcd(a) = d, where d 2 N
divides w, then p?a : P! p?a ðZ3Þ satisfies, for each
p 2 p?a ðZ3Þ,
ðp?a Þ1ðfpgÞ ¼ xp þ k
a
d
; 0 6 k 6 d 1
n o
; ð5Þ
where xp is the unique solution in Pðv; l;w=dÞ of p?a ðxÞ ¼ p.
Proof. Let Pk ¼ Pðv; l kw=d;w=dÞ and let us write P as
the disjoint unionP ¼ Sd1k¼0Pk. One has p?a=d ¼ p?a . By The-
orem 6, the projection p?a : Pk ! p?a ðZ3Þ is one-to-one for
each k between 0 and d  1, so that the cardinality of
ðp?a Þ1ðfpgÞ does not exceed d. Moreover, given
p 2 p?a ðZ3Þ, xp is well deﬁned. Since Æa/d,væ = w/d, for
0 6 k 6 d  1, each point xp þ k ad is in Pk. Whence the
result. h
In particular, taking d = w in Corollary 7 one obtains:
Corollary 8. Let P ¼ Pðv;l;wÞ be a rational arithmetic
discrete plane and Æa,væ = w. If gcd(a) = w, then P is the
disjoint union P ¼ Sw1k¼0 ðP0 þ k awÞ, where P0 is the discrete
plane fx 2 Z3; hv; xi þ l ¼ 0g.
In case of an irrational discrete plane Pðv; l;wÞ, there is
no reason for a vector a 2 Z3 to exist satisfying Æa,væ = w –
consider {v1,v2,v3,w} spanning a four-dimensional sub-
space of the Q-vector space R. Nevertheless, if Pðv; l;wÞ
is rational then we deduce from Bezout’s Lemma that such
an a exists. We next prove that it can be chosen such that
gcd(a) = 1.
Proposition 9. Any rational arithmetic discrete plane
Pðv; l;wÞ has a functional vector.
Proof. Let b; u 2 Z3 such that Æb,væ = 1 and Æu,væ = 0. Let
d = gcd(u) and let a = wb + u/d. An easy computation
gives Æa,væ = w and gcd(a) = 1. h
Proposition 9 is illustrated in Fig. 1, in the case of a dis-
crete line for a better visualisation. Moreover, rather than
projecting on the line fx 2 R2; ha; xi ¼ 0g we prefer pro-
jecting on the line fx 2 R2; he2; ix ¼ 0g, which amounts
to the same as far as bijectivity is concerned. With Fig. 1
again, note that the projection is not one-to-one for
a = e2 since Æe2,væ = 2 < w, and it is not onto for
a = 2e1 + e1 since Æa,væ = 4 > w (see the proof of Th. 6).
4. Functional lattices
Let us next study how arithmetic discrete planes can be
recoded in a functional way by a regular two-dimensional
lattice, despite their three-dimensional structure. Let
P ¼ Pðv; l;wÞ be an arithmetic discrete plane and let
a 2 Z3 be functional forP, that is, gcd{a} = 1 and Æa,v = w
(in case P is rational, the existence of such a vector a is
ensured by Proposition 9). Since one of the coordinates
ai, for i 2 {1,2,3}, is non-zero, then we assume a3 „ 0 with-
out loss of generality.
Accordingly, we shall from now on prefer to p?a the pro-
jection pa along a onto the plane fx 2 R3; he3; ix ¼ 0g, as it
was done in Fig. 1. Indeed Theorem 6 also holds for pa
since pa is a bijection if, and only if, p?a is also a bijection.
First note that, since pa(a) = 0 and pa(ei) = ei for
i 2 {1,2}, one has a3pa(e3) = a1e1  a2e2. Then, for all
x ¼ ðx1; x2; x3Þ 2 Z3, a straightforward calculation gives:
paðxÞ ¼ a3x1  a1x3
gcdfa1; a3g f1 þ
a3x2  a2x3
gcdfa2; a3g f2; where
fi ¼ gcdfai; a3ga3 ei: ð6Þ
We deduce from Eq. (6) that Ca ¼ paðZ3Þ ¼ paðPÞ is a sub-
set of Zf1 þ Zf2. The description of Ca is made more precise
below. In particular, it is shown to be a lattice, which shall
be called a functional lattice of P. This deﬁnition generaliz-
es the concept of functionality deﬁned for naive arithmetic
discrete planes as a projection onto the integer points of
one of the coordinate planes.
Let us ﬁrst give a characterization of the points in Ca.
Fig. 1. Generalized functionality: the discrete line 0 6 x1 + 2x2  7 < 3 is
projected on fx 2 R2; he2; ix ¼ 0g along a = e1 + e2 and a = e1 + 2e2.
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Theorem 10. Assume that gcd{a} = 1, a3 „ 0, and, for
i 2 {1,2,3}, let
di ¼ aiQ
j 6¼i
gcdfai; ajg 2 Z:
A point with coordinates ðy1; y2Þ 2 Z2 in the basis {f1, f2} be-
longs to Ca if, and only if, d3 divides d2y1  d1y2.
Proof . According to Eq. (6), we have to show that the
Diophantine system
gcdfa1; a3gy1 ¼ a3x1  a1x3
gcdfa2; a3gy2 ¼ a3x2  a2x3

ð7Þ
has a solution ðx1; x2; x3Þ 2 Z3 if, and only if, d2y1 ” d1y2-
modd3. The condition is clearly necessary: just rewrite
Eq. (7) as
y1 ¼ d3 gcdfa2; a3gx1  d1 gcdfa1; a2g x3
y2 ¼ d3 gcdfa1; a3gx2  d2 gcdfa1; a2g x3:

Conversely, let us ﬁrst note that each of the conditions
a1 = 0, a2 = 0, or a3 = 1 easily yields solutions to Eq. (7).
Assume none of them holds and denote, for i = 1,2, by ci
the inverse of digcd{a1,a2} modulo a3/gcd{ai,a3}. Note
that cidigcd{a1,a2} is also 1 modulo d3. Therefore,
d2y1 ” d1y2modd3 implies that c1y1 ” c2y2modd3. Now let
‘ 2 Z such that c1y1  c2y2 = ‘d3, choose p; q 2 Z such that
gcd{a2,a3}p  gcd{a1,a3}q = ‘, and set:
x3 ¼ c1y1 þ pd3 gcdfa2; a3g
¼ c2y2 þ qd3 gcdfa1; a3g: ð8Þ
For i = 1,2, we have digcd{a1,a2}x3 + yi ” 0 mod a3/
gcd{ai,a3}. Setting
x1 ¼ d1gcdfa1; a2gx3 þ y1d3gcdfa2; a3g ;
x2 ¼ d2gcdfa1; a2gx3 þ y2d3 gcdfa1; a3g ; ð9Þ
we thus get a solution ðx1; x2; x3Þ 2 Z3 of Eq. (7). h
Corollary 11. We have Ca ¼ Zg1 þ Zg2, with
g1 ¼ d1f1 þ d2f2; g2 ¼ uf1 þ vf2; ð10Þ
where ðu; vÞ 2 Z2 satisfies d1v  d2u = d3.
Proof. Theorem 10 states that Ca is the union, for ‘
running through Z, of the subsets K‘ ¼ fy1f1 þ y2f2;
ðy1; y2Þ 2 Z2; d1y2  d2y1 ¼ ‘d3g of the plane fx 2 R3;
he3; ix ¼ 0g. Since gcd{d1,d2} = 1 by deﬁnition, no set K‘
is empty. It follows that Ca is a sublattice of Z
2, a basis
of which may consist in a basis of K0 together with any vec-
tor shifting K0 to K1. h
Another basis for Ca is of interest because direction e2 is
conserved, namely:
h1 ¼ f1 þ sd2 gcdfa1; a2gf2; h2 ¼ d3f2; ð11Þ
where s is any integer satisfying sa1 + ta3 = gcd{a1,a3},








; A¼ d1 td2 gcdfa2;a3g




Considering an arithmetic discrete plane P with functional
lattice Ca, a natural question arises: Given an element
y 2 Ca, how to recover the unique vector x 2 P such that
pa(x) = y?
The height ofP at y 2 Ca is deﬁned as the third coordinate
x3 ofx ¼ p1a ðyÞand it is denotedbyHP;aðyÞ. ThusHP;amaps
Ca to Z. According to Eq. (9), the height of P at y entirely
determines p1a ðyÞ. It can be computed as follows.
Theorem 12. Let Ca be a functional lattice ofP ¼ Pðv; l;wÞ
and let y 2 Ca with y = y1f1 + y2f2. Then
HP;aðyÞ ¼ bm=wc þ r ð13Þ
where
m ¼ v1y1 gcdfa1; a3g þ v2y2 gcdfa2; a3g þ la3; ð14Þ
and r 2 {0, . . . ,a3  1} is given by any of the following
expressions:
(i) r ” º  m/wß  ay1gcd{a1, a3}  by2gcd{a2, a3}mod
a3, where a,b are any integers such that aa1 + ba2 ” 1
moda3.
(ii) If gcd{w,a3} = 1 then r ” ºm/wß  m/wmoda3.
(iii) If a3 = 1 then r = 0.
Proof. Let x ¼ ðx1; x2; x3Þ 2 P and let y = pa(x). According
to Eq. (7) and Æa,væ = w, we have
a3hv; xi ¼ mþ x3w; ð15Þ
where m is given by Eq. (14). Substituting in Eq. (1) and
dividing each member by w result in
0 6 m
w
þ x3 < a3: ð16Þ
Therefore, there exists a unique integer r such that
0 6 r 6 a3  1 and x3 = ºm/wß + r. In particular, (iii)
holds. Since gcd(a) = 1, integers a and b can be found such
that aa1 + ba2 ” 1 moda3. A linear combination of equa-
tions Eq. (7) gives
ay1 gcdfa1; a3g þ by2 gcdfa2; a3g  x3 mod a3;
so that (i) is proved. Finally, (ii) follows from Eq. (15). h
In the following, we make use of (iii) in Theorem 12 in
order to investigate the case of the best known classes of
arithmetic discrete planes, namely the naive, the standard,
and the graceful ones. Let P ¼ Pðv; l;wÞ be an arithmetic
discrete plane and let a 2 Z3 such that Æa,væ = w. We
assume here that there exists i 2 {1,2,3} such that ai = 1,
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say a3 = 1. Let us emphasize that, according to Eq. (11),
Ca ¼ Ze1 þ Ze2 in that latter case. Moreover, Theorem 12
yields a simple formula for the height of P, that is,




Corollary 13. If a3 = 1, then the function p1a : Ca ! P is
defined, for all y 2 Ca with y = y1e1 + y2e2, by
p1a ðyÞ ¼ y




Let us assume that v 2 R3þ with v1 6 v2 6 v3, which may
be achieved by mild modiﬁcations of the coordinates axes.
If P is either a naive or a standard discrete plane we can
thus assume a3 = 1. If P ¼ Pðv; l;wÞ is a graceful plane,
that is, w = max(v1 + v2,v3), then it is naive if
v1 + v2 6 v3, otherwise we may assume a1 = 1. Therefore,
we recover the following from Corollary 13, the formula
being already known in the naive case:
Corollary 14. Let P ¼ Pðv; l;wÞ with 0 6 v1 6 v2 6 v3.
If P is naive, then a = e3 is functional for P. For all x 2
P, pa(x) = x1e1 + x2e2 and for all y = y1e1 + y2e2 2 Ca,
p1a ðyÞ ¼ y1e1 þ y2e2 




If P is standard, then a = e1 + e2 + e3 is functional for P.
For all x 2 P, pa(x) = (x1  x3)e1 + (x2  x3)e2, and for all
y = y1e1 + y2e2 2 Ca,
p1a ðyÞ ¼ y1e1 þ y2e2 
v1y1 þ v2y2 þ l
v1 þ v2 þ v3
 
ðe1 þ e2 þ e3Þ:
If P is graceful with w = v1 + v2, then a = e1 + e2 is function-
al for P. For all x 2 P, pa(x) = (x2  x1)e2 + x3e3, and for
all y = y2e2 + y3e3 2 Ca,
p1a ðyÞ ¼ y2e2 þ y3e3 




5. Local conﬁgurations and m-cubes
5.1. First deﬁnitions
The aim of this section is to apply the previous results to
the study of (m,n)-cubes and local conﬁgurations, general-
izing the study performed for rational naive planes in
[31,30,20,32,13]. For the sake of consistency in the nota-
tion, we call them here m-cubes with m = (m1,m2) rather
than (m,n)-cubes.
LetP ¼ Pðv; l;wÞ be an arithmetic discrete plane and let
a 2 Z3 such that gcd(a) = 1 and Æa,væ = w (recall that if
v 2 Z3 and gcd(v) = 1, then the existence of a is ensured by
Proposition 9). The results in both the present and the fol-
lowing sections rely on Corollary 13. We shall assume that
a3 = 1 in all that follows. Indeed, we heavily use the explicit
and simple expression of the preimage of a point in Ca given
by Eq. (18) obtained under the assumption a3 = 1. Note
that, since w = a1v1 + a2v2 + a3 a3,a3 = 1 is equivalent to
w 2 v1Zþ v2Zþ v3, i.e., w v3 2 gcdðv1; v2ÞZ in the
rational case.
Also note that there does not always exist a functional
vector a with a3 = 1. Consider for instance the case
v = (6,10,15) with w = 20: it is impossible to express w as
a1v1 + a2v2 + a3v3 with one of the ai’s equal to 1.
Let m 2 ðNHÞ2 be given. By m-cube we mean a local con-
ﬁguration in the discrete plane that can be observed thanks
to pa through an m-window in the functional lattice
Ca ¼ Ze1 þ Ze2 (see Fig. 2). More precisely,
Deﬁnition 15. Let m 2 ðNHÞ2 and y 2 Ca. The m-cube
Cðy;mÞ of P is deﬁned as the following subset of P:
Cðy;mÞ ¼ p1a ðyþ zÞ; z 2 s0;m1  1te1 þ s0;m2  1te2g
Two m-cubes C and C0 are called translation equivalent if
there exists a vector z 2 Z3 such that C0 ¼ Cþ z.
In order to enumerate the diﬀerent types of m-cubes that
occur in P, that is, the diﬀerent equivalence classes for the
translation equivalence, we represent them as local conﬁg-
urations as follows. Recall that HP;a is deﬁned in Eq. (17).
Deﬁnition 16. Let m ¼ ðm1;m2Þ 2 ðNHÞ2. A m1 · m2-rect-
angular word L ¼ ½Li1;i2 ði1;i2Þ2s0;m11ts0;m21t over the inﬁ-
nite alphabet Z is called an m-local conﬁguration of P if
there exists y 2 Z2 such that
L ¼ HP;aðzÞ  HP;aðyÞz
2 s0;m1  1te1 þ s0;m2  1te2: ð19Þ
Such a local conﬁguration Eq. (19) is denoted by LC(y,m).
Fig. 2. From left to right: the (3,3)-cube of Pðv; 0; 9Þ (resp. Pðv; 0; 11Þ, Pðv; 0; 21Þ, Pðv; 0; 37Þ) centered on (0,0,0), where v = 6e1 + 10e2 + 15e3, and
projected along the vector e1 + e3 (resp. e1  e2 + e3, e1 + e3, 2e1 + e2 + e3).
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Let us note that a local conﬁguration is a plane parti-
tion. Indeed a plane partition of N 2 N is a rectangular
word w ¼ ½wi1;i2 ði1;i2Þ2s0;m11ts0;m21t over the inﬁnite alpha-
bet N satisfying N ¼Pi;jwi;j and, for all i1 2 s0,m1  1b
and i2 2 s0,m2  1b, maxfwi1þ1;i2 ;wi1;i2þ1g 6 wi1;i2 .
Notation 17. Let L ¼ ½Li1;i2 ði1;i2Þ2s0;m11ts0;m21t be a local
conﬁguration of size m1 · m2. In all that follows, the
notation Lmod2 stands for the m1 · m2 rectangular word
½Li1;i2 mod 2ði1;i2Þ2s0;m11ts0;m21t.
Example 18. Let us consider the arithmetic discrete plane
P ¼ Pðv; l;wÞ with v = 6e1 + 10 e2 + 15e3, l = 0, and
w = 21. Then a = e1 + e3 is a functional vector of P. The
local conﬁguration LC(e1 + e2, 3e1 + 3e2) of P and its pre-
image by p1a are illustrated in Fig. 3.
Remark 19. A local conﬁguration is not necessarily (sim-
ply-)connected. For instance, let us consider P ¼
Pðv; l;wÞ with v = e1 + 2e2 + 7e3 and w = 4. Then
a = e1  2e2 + e3 is a functional vector of P, and
LC(e1  e2,e1 + e2) is not connected (see Fig. 4).
5.2. A coding as a two-dimensional word
According to [34], we introduce a two-dimensional word
coding in a natural way the parity of the heights HP;aðyÞ,
for y in the lattice Ca ¼ Ze1 þ Ze2. Indeed, for a naive dis-
crete plane P, it is well known that, given two points x and
x 0 of P such that their projections by pa are 4-connected in
the functional plane, then |x3  x 03| 6 1. In other words,
the diﬀerence between the heights of x and x 0 is at most
1. A quite unexpected fact is that this property holds for
any arithmetic discrete plane with a3 = 1. More precisely,
it is easy to see that, for all y 2 Ca and i = 1,2,
HP;aðyþ eeÞ  HP;aðyÞ takes only two values, namely
ºvi/wß and ºvi/wß  1. In each case, one of these values
is odd, whereas the other one is even; we deﬁne E1 and O1
to be respectively the even and the odd value taken by
ºv1/wß and ºv1/wß  1; we similarly deﬁne E2 and O2.
It is now natural to introduce the following two-dimension-
al word of parity of heights by identifying Ca to Z
2:
U ¼ ðUi1;i2Þði1;i2Þ2Z2 ¼ ðHP;aðyÞ mod 2Þy 2 Z2
2 f0; 1gZ2 : ð20Þ
Lemma 20. The two-dimensional word U satisfies, for each
ði1; i2Þ 2 Z2
Ui1;i2 ¼ 0 if ; and only if ; v1i1 þ v2i2 þ l mod 2w 2 ½0;w½:
Proof. According to Eq. (17), Ui1;i2 ¼ 0 if, and only if,
bv1i1þv2i2þlw c is even, that is, v1i1 + v2i2 + l mod
2w 2 [0,w[. h
The wordU is a two-dimensional Rote word; one-dimen-
sional Rote words have been introduced in [29]; they are
deﬁned as the inﬁnite words over the alphabet {0,1} that
have exactly 2n factors of length n for every positive integer
n, and whose set of factors is closed under complementation,
i.e., every word obtained by interchanging zeros and ones in
a factor of the inﬁnite word u is still a factor of u; two-dimen-
sional Rote words have been studied for instance in [34,6].
Deﬁnition 21. Let W ¼ ½wi1;i2 ði1;i2Þ2s0;m11ts0;m21t be a
rectangular word of size m1 · m2 over {0,1}. We deﬁne
the complement W of W as follows:
W ¼ ½wi1;i2 ði1;i2Þ2s0;m11ts0;m21t; where 1 ¼ 0 and 0 ¼ 1:
We introduce the following equivalence relation deﬁned
on the set of rectangular factors of U of a given size:
V  W if ; and only if ; V 2 fW ;W g:
We have the following theorem, inspired by [34] where it is
stated under the assumption dimQv ¼ 3:
Theorem 22. Let P ¼ Pðv; l;wÞ be a discrete plane that
admits a functional vector a satisfying a3 = 1. There is a
natural bijection between the equivalence classes of the
relation  on the rectangular factors of the two-dimensional
word U of size m = (m1,m2) and the m-local configurations of
P. Furthermore, the m-local configurations of P are in one-
to-one correspondence with the translation equivalence
classes of m-cubes of P.
Proof. Let m ¼ ðm1;m2Þ 2 ðNHÞ2. Consider the local con-
ﬁguration L = LC(y,m) with the notation of Deﬁnition
16; one has either L mod 2 or L mod 2 factor of the two-
dimensional word U. Indeed if HP;aðyÞ is even, then
Lmod2 is a factor of the two-dimensional word U; other-
wise, HP,a(y) is odd and Lmod2 is a factor of U.
Fig. 3. From left to right: a local conﬁguration of the discrete plane
Pðð6; 10; 15Þ; 0; 21Þ and its corresponding preimage by p1e1þe3 .
Fig. 4. The (3,3)-cube of Pðv; 0; 4Þ centered on (0,0,0) with
v = e1 + 2e2 + 7e3.
V. Berthe´ et al. / Image and Vision Computing 25 (2007) 1671–1684 1677
Conversely, let us show how to reconstruct an m-local
conﬁguration L from a given m1 · m2-factor W of U such
that Lmod2 is either W or W .
Let us ﬁrst assume that w0,0 = 0. We deﬁne a plane
partition H by induction: we set H(0) = 0; let
(i1, i2) 2 s0,m1  1b · s0,m2  1b. If wi1þ1;i2 ¼ wi1;i2 , then we
set Hi1þ1;i2 ¼ Hi1;i2 þ E1. Otherwise, we set Hi1þ1;i2 ¼
Hi1;i2 þ O1. Similarly, if wi1;i2þ1 ¼ wi1;i2 , we set Hi1;i2þ1 ¼
Hi1;i2 þ E2. Otherwise, we set Hi1;i2þ1 ¼ Hi1;i2 þ O2.
The plane partition H is a local conﬁguration of P;
indeed, if W occurs at index (k1,k2) in U, then
H = LC(y,m) with y = k1e1 + k2e2, and W = (Hmod2)
since H(y) is even (we have w0,0 = 0).
Now, ifw0,0 = 1we apply the same reconstruction process
to W . We recover again a local conﬁguration LC(y,m) such
that W ¼ ðLCðy;mÞ mod 2Þ, which ends the proof of the
existence of a one-to-one correspondence between equiva-
lence classes of  and m-local conﬁgurations.
It is immediate to associate an m-local conﬁguration to
an m-cube by considering the third coordinate of the points
of the m-cube. Conversely, given a local conﬁguration
L ¼ ½Li1;i2  of P of size m1 · m2, we can associate to it the
following subset of Z3: fi1e1 þ i2e2 þ Li1;i2e3; ði1; i2Þ 2
s0;m1  1t s0;m2  1tg. It remains to note that
there exists z 2 Z3 such that zþ fi1e1 þ i2e2 þ Li1;
i2e3; ði1; i2Þ 2 s0;m1  1t s0;m2  1tg  P, to conclude
the proof. h
5.3. Basic properties of the two-dimensional word U
This section is devoted to the study of combinatorial
properties of the two-dimensional word U from which we
will deduce geometric properties of the local conﬁgurations
and m-cubes.
The two-dimensional word U is called periodic if there
exists a non-zero vector z 2 Z2, called period, such that
Uy+z = Uy for every y 2 Ca. The set of its periods is a lattice
whose rank is determinedby the dimensionoverQof the vec-
tor space generated by the coordinates of the vector v:
Proposition 23. The rank of the lattice of periods of the two-
dimensional word U is 3 dimQv.
Proof. The proposition can easily be deduced from the fol-
lowing observation: for a non-zero element ð‘1; ‘2Þ 2 Z2,
v1‘1þv2‘2
w 2 Q if, and only if, there exists a non-zero integer k
such that (kv1,kv2) is a period of U. Let us prove this latter
statement. If v1‘1þv2‘2w 2 Q, then there exists a non-zero integer
k such that v1ðk‘1Þ þ v2ðk‘2Þ 2 2wZ, hence (k‘1,k‘2) is a peri-
od. Otherwise, if v1‘1þv2‘2w 62 Q, then the density ofðv1ðk‘1Þ þ v2ðk‘2Þ mod 2wÞk2Z yields the desired result. h
A key ingredient in the combinatorial study of the two-
dimensional word U is the following lemma. This is a
standard approach in symbolic dynamics for the study
of sturmian words [26], and more generally, of inﬁnite
words coding rotations as well as double rotations [5,6]
in the torus R=Z. This lemma will allow us in Sections
5.4 and 5.5 to derive enumeration as well as statistical
properties for the factors of U, and thus for m-cubes of
P.
In all that follows intervals are considered as intervals of
the torus R=2wZ.
Lemma 24. Let W ¼ ½wi1;i2 ði1;i2Þ2s0;m11ts0;m21t be a rectan-
gular word of size m1 · m2 over {0,1}. Let I0 = [0,w[ and






ðIwi1 ;i2  ðv1i1 þ v2i2Þ mod 2wÞ:
The set IW is a left-closed right-open interval of [0,2w[.
Let P ¼ Pðv; l;wÞ be a discrete plane with
w v3 2 v1Zþ v2Z. If dimQv > 1 or P is rational and
gcd(v1,v2,2w) = 1, then a rectangular word W over {0,1} is a
factor of U if, and only if, IW „ ;. Otherwise, if P is rational
and gcd(v1, v2,2w) = 2, then a rectangular word W over {0,1}
is a factor of U if, and only if, IW contains an integer with the
same parity as l.
Proof. The proof is inspired by [5] where more details are
given. It is easily shown that the sets IW consist of ﬁnite
unions of left-closed right-open intervals. We then show
by induction that each set IW is an interval. Indeed this
can be deduced from the following remark: if I and J are
two left-closed right-open intervals of R=Z whose intersec-
tion is non-connected, then the sum of their lengths is
strictly larger than 1.
Let W ¼ ½wi1;i2 ði1;i2Þ2s0;m11ts0;m21t be a rectangular
word of size m1 · m2 over {0,1}. One ﬁrst checks that W
occurs in the sequence U at index (k1,k2) if, and only if,
v1k1 + v2k2 + l 2 IW. Indeed, W occurs in the sequence U
at index (k1,k2) if, and only if, 8ði1; i2Þ 2 s0;m1  1t
s0;m2  1t; wi1;i2 ¼ Uk1þi1;k2þi2 , that is, v1ðk1 þ i1Þþ
v2ðk2 þ i2Þ þ l mod 2w 2 Iwi1 ;i2 , or else, v1k1 þ v2k2 þ l
mod 2w 2 Iwi1 ;i2  ðv1i1 þ v2i2Þ.
Conversely, letW be a rectangular word over {0,1} such
that IW „ ;.
If dimQv > 1, then the density of ðv1k1 þ v2k2þ
l mod 2wÞðk1;k2Þ2Z2 in [0,2w[ and the fact that IW has
non-empty interior imply that there exists (k1,k2) such that
v1k1 + v2k2 + l 2 IW, hence W occurs in U at index (k1,k2).
Next assume P is rational, that is, dimQv ¼ 1. One has
gcd{v1,v2,2w} 2 {1,2} since w = a1v1 + a2v2 + v3 and
gcd(v) = 1. Let us note that if gcd{v1,v2,2w} = 2, then w
is odd since gcd(v1,v2,w) = 1.
Since the sets IW are semi-open intervals of integer
lengths, then they are non-empty as soon as they contain
an integer point. Let k 2 IW. If gcd{v1,v2,2v3} = 1, then
there exists (k1,k2) such that v1k1 + v2k2 + l ” kmod2w.
Assume gcd{v1,v2,2v3} = 2. Then for every (k1,k2),
v1k1 + v2k2 + lmod2w has the same parity as l. Hence
there exists (k1,k2) such that v1k1 + v2k2 + l ” k mod 2w if
k has the same parity as l. h
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Let us recall [34] that the set of factors of the two-dimen-
sional word U is closed under complementation (see Deﬁ-
nition 21) under the assumption dimQv ¼ 3. This still
holds true if dimQ > 1. But in the rational case one has
to be more cautious:
Proposition 25. Let W be a rectangular factor of U. One has
IW ¼ IW þ w. Let P ¼ Pðv; l;wÞ be a discrete plane with
w v3 2 v1Zþ v2Z.
If either dimQðv1; v2;wÞP 2 or if P is rational and
gcd(v1, v2,2w) = 1, then the language of U is closed under
complementation.
Otherwise, assume that P is rational and gcd(v1, v2,2w) =
2. Let W be a rectangular factor of the two-dimensional word
U. Then W is a factor of U if, and only if, IW contains both
an even and an odd integer.
Proof. One easily checks from the deﬁnition of IW that
IW ¼ IW þ w. Hence IW „ ; if, and only if, IW 6¼ ;. Further-
more, in the rational case, when both intervals are non-
empty, then IW and IW contain points with different pari-
ties, since w is odd. We thus conclude thanks to Lemma
24. h
Corollary 26. A rectangular word L over the infinite alpha-
bet Z occurs as a local configuration of P if, and only if,
IL mod 2 „ ;.
Proof. If the rectangular factor L occurs in P, then
IL mod 2 „ ;, according to Lemma 24. Conversely, let L
be rectangular factor such that IL mod 2 „ ;. We set
W = Lmod2. According to Theorem 22, it is sufﬁcient to
prove that either W or W is a factor of U. In the irrational
case or in the rational case under the assumption
gcd(v1,v2,2w) = 1, then IW „ ; implies W is factor of U,
by Lemma 24. In the rational case with gcd(v1,v2,2w) = 1,
one concludes by using IW ¼ IW þ w and by noticing that w
is odd. h
5.4. Enumeration of local conﬁgurations
Let us now investigate the enumeration of m-cubes
(m = (m1,m2)) occurring in a given arithmetic plane. The
number of (3,3)-cubes included in a given rational naive arith-
metic discrete plane has been proved to be at most 9 in [31].
More generally, in [28,20], the authors proved that, given a
rational naive arithmetic discrete planeP;P contains atmost
m1m2 m-cubes (to be more precise, translation equivalence
classes of m-cubes). In [20] local conﬁgurations which are
non-necessarily rectangular are also considered. In the
following theorem, we show that this property also holds in
our framework. For the sake of simplicity, we omit to
mention that we consider translation equivalence classes of
m-cubes:
Theorem 27. Let P ¼ Pðv; l;wÞ be a discrete plane with
w v3 2 v1Zþ v2Z. Let m ¼ ðm1;m2Þ 2 ðNHÞ2. Then, P
contains at most m1m2 m-cubes. More precisely, one has:
1. If dimQv ¼ 1, v 2 Z3, l 2 Z, w 2 Z and gcd(v) = 1,
then P contains at most w m-cubes for every m ¼
ðm1;m2Þ 2 ðNHÞ2. Moreover, for m1 and m2 large enough,
P contains exactly w m-cubes.
2. Let us assume dimQv ¼ 2. Let ðp1; p2Þ 2 Z2 be a generator
of the lattice of periods of the two-dimensional word U.
Then P contains at most m1|p2| + m2|p1|  min{m1, |p1|}-
1|p2| + m2|p1|  min{m1, |p1|}min{m2, |p2|} m-cubes for
ðm1;m2Þ 2 N2.
3. If dimQv ¼ 3, then P contains exactly m1m2 m-cubes for
every m ¼ ðm1;m2Þ 2 ðNHÞ2.
Let us note that the bounds upon which the previous
results hold for m1 and m2 can be explicitly computed in
terms of v and w.
Proof. According to Lemma 24 and Corollary 26, it
amounts to count the number of intervals IW. The extremal
points of the intervals IW forW factor of size m1 · m2 of the
sequence U belong to (i1v1 + i2v2) and (i1v1 + i2v2) + w,
for 0 6 i1 6 m1  1 and 0 6 i2 6 m2  1. There are at most
2m1m2 such points. The upper bound m1m2 thus follows
from Theorem 22.
(1) Assume dimQv ¼ 1. Then the extremal points of the
intervals IW are among the integers {0,1, . . . ,
2w  1} and the bound w follows from Theorem 22.
To state the second assertion, it remains to show that
each point of the set {0,1, . . . , 2w  1} can be
expressed as (i1v1 + i2v2)mod2w or (i1v1 + i2v2) +
wmod2w, with ði1; i2Þ 2 ðNHÞ2. If gcd(v1,v2,2w) = 1,
the statement follows from Bezout’s Lemma. Let us
assume now that gcd(v1,v2,2w) = 2. Then w is odd
and the integers (i1v1 + i2v2)mod 2w, for all
ði1; i2Þ 2 ðNHÞ2, are the even elements of {0,1, . . . ,
2w  1} while the integers (i1v1 + i2v2) + wmod2w,
for all ði1; i2Þ 2 ðNHÞ2, are the odd ones. We then
apply Proposition 25.
(2) Assume that dimQv ¼ 2. According to Proposition
23, the lattice of periods of U has dimension 1. Let
(p1,p2) be a generator of this lattice. One checks that
there are at most 2m1|p2| + 2m2|p1|  2 min{m1,|p1|}-
min{m2,|p2|} factors of U of size m1 · m2. We then
apply Proposition 25.
(3) Assume now dimQv ¼ 3. Then there are exactly
2m1m2 points of the form (i1v1 + i2v2) and
(i1v1 + i2v2) + w, hence 2m1m2 rectangular factors
of U of size m1 · m2. We then apply Proposition
25. h
5.5. Statistical properties
The frequency of occurrence of a rectangular word W in
U is deﬁned as the limit, if it exists, of the number of occur-
rences of W in the central square factor of U
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f ðW Þ ¼ lim
n!1
Cardfðk1; k2Þ 2 s n;nt2; W occurs at index ðk1; k2Þ in Ug
ð2nþ 1Þ2 :
The frequency of occurrence of a translation equivalence
class of an m-cube C in P is deﬁned as the limit, if it exists,
of the number of occurrences of integer translates of C in
the central square pattern of P:
f ðCÞ ¼ lim
n!1
1
ð2nþ 1Þ2  Cardfy 2 s n; nte1
þ s n; nte2; p1a ðyþ zÞ ¼ C;
for z 2 s0;m1  1te1 þ s0;m2  1te2g: ð21Þ
We prove below that the frequencies of occurrence of rect-
angular factors in U do exist, and that they have a simple
expression in terms of the lengths of the intervals IW. We
thus recover the corresponding result for m-cubes. This
gives us a simple algorithmic way of computing these
frequencies.
Theorem 28. Let Pðv; l;wÞ be a discrete plane such that
w v3 2 gcdðv1; v2ÞZ. Let C be an m-cube. Let L be the
corresponding local configuration. We set W = Lmod2.
Then the frequency f ðCÞ exists and satisfies
f ðCÞ ¼ jIW j
w
:
Proof. Let C be an m-cube of P. Let L be the correspond-
ing local conﬁguration. We set W = Lmod2. According to
Theorem 22 and Lemma 24, the cardinality in Eq. (21) also
reads
Card fv1k1 þ v2k2 þ l 2 IW [ IW ; ðk1; k2Þ 2 s n; nt2g:
Indeed IW ¼ IW þ w, by Proposition 25, hence IW \ IW ¼ ;.
Let us ﬁrst assume that dimQvP 2. The sequence
ðnaÞn2Z for a irrational is well-distributed, that is, given an
interval I of R=Z,
lim
n!1
Cardfn 6 i 6 n; iaþ c 2 Ig
2nþ 1 ¼ jI j
uniformly in c [23]; hence f ðW Þ ¼ IW
2w ¼ f ðW Þ. We deduce
that f ðCÞ ¼ f ðW Þ þ f ðW Þ ¼ 2 jIW j
2w ¼ jIW jw .
Let us next assume that dimQv ¼ 1.









Hence f ðW Þ ¼ IW
2w ¼ f ðW Þ, and the result follows.
If gcd{v1,v2,2w} = 2, let us recall that this implies that w
is odd. Then one checks that for every integer k 2 [0,2w[
with the same parity as l,
lim
n!1





otherwise, Card{(k1,k2) 2 s  n,nb2, v1k1 + v2k2 + l ”
kmod2w} = 0 for every n. Hence f(W) (resp. f ðW Þ)
is equal to the number of integers in IW with the same
parity (resp. with a different parity) as l divided by w.
Furthermore, an integer k 2 Z with the same parity as l
belongs to IW if, and only if, the integer k + w (which
has a different parity) belongs to IW . One has f ðCÞ ¼
f ðW Þ þ f ðW Þ. This implies that f(C) is equal to the
total number of integers of IW (or equivalently of IW )
divided by w, which ends the proof. We thus get
f ðCÞ ¼ IWw . h
Remark 29. The same approach can be used to study
stability by centrosymmetry of local conﬁgurations (see
Fig. 5), in the ﬂavour of [6], where the set of factors of U
is proved to be closed under centrosymmetry if
dimQðvÞ ¼ 3. We can similarly prove that if Pðv; l;wÞ is
a discrete plane such that w  v3 2 gcd(v1,v2), then the set
of translation equivalence classes of m-cubes is closed
under centrosymmetry. Furthermore, centrosymmetric m-
cubes have the same frequency.
6. From functional arithmetic discrete planes to naive ones
Let P ¼ Pðv; l;wÞ be a rational arithmetic discrete
plane with v 2 N3, l 2 Z and w 2 NH. Recall that such
an assumption is not restrictive since the isometry group
of the unit cube [0.5,0.5]3 acts on the set of arithmetic dis-
crete planes.
We assume furthermore that there exists a functional
vector a 2 Z3 of P satisfying a3 = 1 and that
wP max{v1,v2}. The aim of this section is to show that,
under these hypotheses, P can be considered as a naive
plane up to a change of basis in Z3. We then discuss two
applications.
Lemma 30. Let P ¼ Pðv; l;wÞ be a rational arithmetic
discrete plane with v 2 N3, l 2 Z and w 2 NH and such that
wP max{v1, v2}. Let a 2 Z3 be a functional vector of P. If
a3 = 1 then P is a naive discrete plane in Z
3 endowed with the
basis {e1, e2,a}.
Fig. 5. From left to right: a (3,3)-cube and its centrosymmetric image.
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Proof. Let x ¼ ðx1; x2; x3Þ 2 Z3 and let y = pa(x) = -
y1e1 + y2e2 2 Ca. According to Corollary 13, one has
x1 ¼ y1 þ HP;aðyÞa1, x2 ¼ y2 þ HP;aðyÞa2 and x3 ¼ HP;aðyÞ
with HP;aðyÞ ¼ bv1y1þv2y2þlw c. One then checks that
0 6 v1x1 + v2x2 + v3x3 + l < w if, and only if, 0 6 v1y1 +
v2y2 + wx3 + l < w. Hence,
x 2 P() 0 6 v1y1 þ v2y2 þ wx3 þ l < w;
which yields the result since x1e1 + x2e2 + x3e3 = y1e1 +
y2e2 + x3 a. h
6.1. Construction of non-naive arithmetic discrete planes
I. Debled-Rennesson has given several algorithms [15]
computing the geometric representation of rational naive
discrete planes, which rely on functionality of such planes.
Generalized functionality enables us to adapt these algo-
rithms to any rational arithmetic discrete plane having a
functional vector a 2 Z3 satisfying a3 = 1. For the sake of
clarity, we have chosen to work out in full details only
one algorithm. The other ones can be extended similarly.
Lemma 30 is the key point of the generation algorithm
given below (see Algorithm 1). Indeed, instead of con-
structing the arithmetic discrete plane P in Z3 endowed
with the basis {e1,e2,e3}, we compute the points of P as
the ones of a naive arithmetic discrete plane related to
the basis {e1,e2,a} (see Lemma 30). We ﬁnally reconstruct
P by to the change of basis {e1,e2,a} to {e1,e2,e3}.
A ﬁrst idea for constructing the geometric representa-
tion of P consists in computing the value HP;aðyÞ for each
y 2 Ca. Nevertheless, the integer division makes this
method relatively slow. We thus introduce the map
RP;a : Ca ! Z; y
¼ y1e1 þ y2e2 7!v1y1 þ v2y2 þ wHP;aðyÞ þ l:
An easy computation gives:
Lemma 31. Let P ¼ Pðv; l;wÞ be a rational arithmetic
discrete plane. Let a 2 Z3 be a functional vector of P with
a3 = 1 and let HP;a : Z
2 ! Z be the height function of P
related to the functional vector a. Then:
HP;aðyþ eiÞ  HP;aðyÞ ¼
bvi=wc if RP;aðyÞ þ vi < w
bvi=wc  1 otherwise

RP;aðyþ eiÞ  RP;aðyÞ ¼
vi if RP;aðyÞ þ vi < w
vi  w otherwise

where vi ¼ vimodw.
Hence, given the rectangle sm1,m 01b · sm2,m 02b, one
constructs the pre-images of the points y = y1e1 +
y2e2 2 Ca, with (y1,y2) 2 sm1,m 01b · sm2,m 02b by ﬁrst com-
puting the height H(y0) of the point y0 = m1e1 + m2e2 2 Ca,
and, then, step by step, and thanks to Lemma 31, by calcu-
lating the height H(y) of each point y = y1e1 + y2e2 2 Ca,
where (y1,y2) 2 sm1,m 01b · sm2,m 02b (see Algorithm 1).
6.2. Arithmetic discrete planes as combinatorial manifolds
Due to the surface nature of Euclidean planes, it becomes
natural to try to endow rational arithmetic discrete planes
with a relevant notion of discrete surface. The notion of dis-
crete surface has been widely studied during the last 25 years
and several apporaches have been chosen for the deﬁnition
of such objects. For instance, in [25], D.G. Morgenthaler
and A. Rosenfeld deﬁne a discrete surface as a 0-connected
subset of Z3 satisfying some local conditions of 0-adjacency
and 2-separatingness. Nevertheless, this deﬁnition is not rel-
evant for rational arithmetic discrete planes. For instance,
among the 40 tricubes occurring in the naive arithmetic dis-
crete planes with positive normal vector v 2 Z3, such that
0 6 v1 6 v2 6 v3, only 7 of them occur in a discrete surface
in the sense of D.G. Morgenthaler and A. Rosenfeld [24].
In [17,21,22], the authors have shown that an appropriate
way to provide rational arithmetic discrete planes with a dis-
crete surface structure is to consider two-dimensional combi-
natorial manifolds. For instance, J. Franc¸on showed in [17]
that the 2-adjacency graph of a rational standard arithmetic
discrete plane has a natural underlying structure of two-
dimensional combinatorial manifold. In [21], Y. Kenmochi
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and A. Imiya, thanks to a similar approach, proved that one
can provide any rational naive arithmetic discrete plane P
with two diﬀerent structures of two-dimensional combinato-
rial manifolds, depending on the 0-adjacency and the 1-adja-
cency graph of P, respectively (see Fig. 6).
In the present section, we show that these latter
approaches can be extended in a quite natural way to
any rational arithmetic discrete planeP with normal vector
v 2 Z3 under the assumption w v3 2 gcdðv1; v2ÞZ and
wP max{v1,v2}. We have chosen to consider 1-adjacency
only, 0-adjacency being handled in a similar way.
Let us ﬁrst recall basic notions concerning combinatori-
al manifolds. Let G be a graph and let F be a set of elemen-
tary cycles of G, that is, circular permutations
(V1,V2, . . . ,Vk), with k > 2, of vertices of G such that
Vi „ Vj if i „ j and, for i 2 N, any pair {Vi,Vi+1} is an edge
of G (the indices are considered modulo k). Such a cycle is
called a face. Two faces are called adjacent if they share an
edge. An umbrella at a vertex V of G is a circular permuta-
tion (F1,F2, . . . ,Fk) of faces of F, with k > 1, all sharing a
vertex V, and such that Fi and Fi+1 are adjacent for i 2 N
(indices are considered modulo k).
Deﬁnition 32. Let G be a graph and let F be a set of faces of
G. The pair (G,F) is called a two-dimensional combinatorial
manifold (without boundary) if the following holds:
(i) any edge of G belongs to exactly two faces of G,
(ii) any vertex of G belongs to exactly one umbrella of G.
Since rational naive arithmetic discrete planes can be
provided with a two-dimensional combinatorial manifold
structure [21], then, thanks to Lemma 30, there is a quite
natural way to provide any rational arithmetic discrete
plane Pðv; l;wÞ having a functional vector a 2 Z3 satisfy-
ing a3 = 1. According to Lemma 30, the arithmetic dis-
crete plane Pðv; l;wÞ is naive relatively to the basis
{vecte1,e2,a} and can be provided with a two-dimensional
combinatorial manifold structure. Let us introduce the
bijection map
/ : Pðv; l;wÞ !Pððv1; v2;wÞ; 0;wÞ
ðx1; x2; x3Þ7!ðx1  a1x3; x2  a2x3; x3Þ:
By /, the arithmetic discrete planes Pðv; l;wÞ and
Pððv1; v2;wÞ; 0;wÞ are identiﬁed. We thus deﬁne a two-di-
mensional combinatorial manifold Mðv; l;wÞ over
Pðv; l;wÞ as follows: the vertices of Mðv; l;wÞ are the
points of Pðv; l;wÞ and for all ðx;x0Þ 2 Pðv; l;wÞ2, {x,y}
is an edge if, and only if, /(x) and /(y) are 1-adjacent in
Pððv1; v2;wÞ; l;wÞ. Finally, the faces of Mðv; l;wÞ are the
image by / of the faces of the naive arithmetic discrete
plane Pððv1; v2;wÞ; l;wÞ (see Fig. 6).
7. Conclusion
The aim of the present work was to introduce suitable
tools in order to generalize well-known properties of naive
arithmetic discrete planes. We have exhibited a generalized
Fig. 6. From a thick arithmetic discrete plane to a two-dimensional combinatorial manifold. (a) The arithmetic discrete plane 0 6 6x1 + 11x2 + 31x3 < 42
represented by voxels. (b) The arithmetic discrete plane 0 6 6x1 + 11x2 + 42x3 < 42 represented by voxels. (c) The two-dimensional combinatorial
manifoldMðð6; 11; 31Þ; 0; 42Þ. The two-dimensional combinatorial manifoldMðð6; 11; 42Þ; 0; 42Þ.
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functionality for arithmetic discrete planes P ¼ Pðv; l;xÞ
by introducing a suitable projection direction a. We have
proved that, as soon as |Æa,væ| = w and gcd(a1,a2,a3) = 1,
there is a one-to-one correspondence between P and a
two-dimensional lattice Ca; we also have described the lat-
ter lattice. We then have focused on the class of arithmetic
discrete planes for which there exists a with a3 = 1: we
ﬁrst have investigated plane partitions and local conﬁgura-
tions; indeed we have extended the well-known result on
the number of (m,n)-conﬁgurations in a naive plane
(there are at most mn such conﬁgurations), and we have
considered their statistical behaviour; we ﬁnally have
proved that arithmetic discrete planes with a3 = 1 and
wP max{v1,v2} can be considered as naive in a suitable
basis of R3; we have deduced a generation algorithm and
shown how to endow them with a structure of two-dimen-
sional manifold.
The approach developed in Section 5 is classical in sym-
bolic dynamics and, in particular, in the study of sturmian
and multidimensional sturmian words [26]. As an analo-
gous example of application of symbolic dynamics in dis-
crete geometry see also [4].
The results of the present paper oﬀer new perspec-
tives for further investigation of general properties of
arithmetic discrete planes of any thickness. In particular,
we plan to use them to generate arbitrarily large
parts of discrete planes via symbolic substitutions fol-
lowing [2], to recover the corresponding Farey tessela-
tion as well as the symmetry properties of (m,n)-
cubes of a discrete plane [32], and ﬁnally as a new
approach to the recognition problem of discrete planes
[19,18,33].
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