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RE´SUME´
Les robots de service devront re´pondre aux besoins d’humains au quotidien. Nos milieux
de vie diffe`rent par leur configuration, les conditions environnementales, les objets qui s’y
trouvent, les personnes pre´sentes et les e´ve´nements pouvant y survenir. Un grand de´fi de la
robotique autonome est de permettre aux robots de s’adapter a` n’importe quelle situation
tout en e´tant efficace et se´curitaire dans l’exe´cution de taˆches. A` cette fin, une me´moire
e´pisodique a le roˆle d’emmagasiner et de classer les expe´riences d’un agent intelligent en
lien avec les e´le´ments du contexte spatio-temporel d’apprentissage. Ainsi, une me´moire
e´pisodique s’ave`re un e´le´ment essentiel pour permettre au robot de me´moriser ses expe´-
riences dans le but de les re´utiliser lors de situations similaires. Toutefois, pour qu’une
me´moire e´pisodique puisse eˆtre utilise´e par un robot autonome, elle doit pouvoir exploiter
l’information provenant de capteurs asynchrones et bruite´s. De plus, elle doit pouvoir eˆtre
influence´e diffe´remment selon l’importance des expe´riences ve´cues.
Le but de ce projet de recherche est de concevoir et d’inte´grer a` un robot mobile une
me´moire e´pisodique construite a` partir d’un apprentissage non supervise´ et qui favorise
la me´morisation des expe´riences les plus pertinentes afin d’ame´liorer l’efficacite´ du robot
dans l’exe´cution de sa taˆche. A` la base, l’approche repose sur des re´seaux de neurones
utilisant la The´orie de re´sonance adaptative (ART, pour Adaptive Resonance Theory).
Deux re´seaux ART sont place´s en cascade afin de cate´goriser, respectivement, les contextes
spatiaux, appele´s e´ve´nements, et les se´quences d’e´ve´nements, appele´es e´pisodes. Le mode`le
re´sultant, EM-ART (Episodic Memory-ART), utilise un module d’e´motions artificielles afin
d’influencer la dynamique d’apprentissage et d’utilisation des re´seaux ART en favorisant
la me´morisation et le rappel des expe´riences associe´es a` de fortes intensite´s e´motionnelles.
Le rappel d’e´pisodes permet de pre´dire et d’anticiper les e´ve´nements futurs, contribuant
a` ame´liorer l’adaptabilite´ du robot pour effectuer sa taˆche.
EM-ART est valide´ sur le robot IRL-1/TR dans un sce´nario de livraison d’objets. Les ex-
pe´rimentations re´alise´es en milieu re´el permettent d’isoler les caracte´ristiques du mode`le
telles que la pre´diction d’e´ve´nements, la cre´ation d’e´pisodes et l’influence des e´motions.
Des simulations construites a` partir de donne´es re´elles permettent aussi d’observer l’e´volu-
tion de la structure du mode`le sur une plus grande pe´riode de temps et dans des se´quences
diffe´rentes. Les re´sultats de´montrent que le mode`le EM-ART permet une re´cupe´ration
d’e´pisodes plus haˆtive lorsque ceux-ci sont associe´s a` une intensite´ e´motionnelle e´leve´e,
permettant a` IRL-1/TR d’utiliser la destination de sa dernie`re livraison pour accomplir
la livraison en cours. Selon la se´quence des expe´riences soumis au mode`le, un plus grand
nombre d’e´pisodes est cre´e´ si les premie`res expe´riences ne sont pas associe´es a` des e´motions
e´leve´es, puisqu’ils sont ne´glige´es en me´moire au de´triment de la cre´ation de nouveaux e´pi-
sodes plus distinctifs. Il en re´sulte une capacite´ faisant e´voluer l’intelligence du robot a` celle
d’une entite´ capable d’apprendre de ses expe´riences e´value´es selon sa propre perspective.
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CHAPITRE 1
INTRODUCTION
L’autonomie des robots suscite un inte´reˆt dans le domaine de l’interaction humain-robot
(HRI – Human-Robot Interaction) puisqu’elle permettra a` ces machines de coˆtoyer des
humains et de s’adapter a` leur environnement sur des pe´riodes de temps prolonge´es, et
ainsi mieux re´pondre aux besoins de ses utilisateurs. Le robot doit eˆtre en mesure de se cre´er
sa propre repre´sentation de son environnement pour comprendre dans quelle situation il se
trouve et comment agir. La me´morisation de ces situations, des de´cisions qu’il prendra et
des conse´quences qui en de´couleront constituent une phase d’apprentissage par l’expe´rience
qui favorise une meilleure adaptation a` son milieu, si bien suˆr cette me´moire est bien
exploite´e par la suite.
Le roˆle de la me´moire e´pisodique est d’organiser les expe´riences d’un individu en lien
avec leurs contextes spatio-temporels (lieux, objets, personnes, e´motions, comportements
et buts) [44], afin que cette information soit accessible ulte´rieurement pour re´pondre aux
besoins de l’entite´ (prise de de´cision, adaptation d’un comportement, narration de l’ex-
pe´rience, nouvelles connaissances se´mantiques, pre´dictions d’e´ve´nements) [2]. Proposer un
mode`le de me´moire e´pisodique suffisamment ge´ne´rique pour s’adapter a` tout type de situa-
tions et qui interagit avec plusieurs syste`mes d’une architecture cognitive afin d’en de´gager
un comportement intelligent constitue un de´fi dans le domaine de l’intelligence artificielle
et de la robotique. Une caracte´ristique fondamentale de ce type de me´moire est qu’elle doit
organiser les e´pisodes de fac¸on strate´gique puisqu’une quantite´ beaucoup trop importante
d’information peut s’accumuler au fil du temps et l’acce`s a` des e´pisodes pertinents devient
alors complexe.
L’objectif du projet de recherche pre´sente´ dans ce me´moire est de de´velopper et d’inte´-
grer une me´moire e´pisodique a` un robot autonome afin de lui permettre de reconnaˆıtre
des situations de´ja` rencontre´es (repre´sente´es par les perceptions provenant de ses capteurs
lors d’exe´cution de taˆches) et de s’en servir pour qu’il puisse s’adapter en fonction des
expe´riences ve´cues. Ce mode`le de me´moire e´pisodique doit s’inte´grer a` l’architecture de´-
cisionnelle du robot afin d’exploiter les informations me´morise´es en lien avec les de´cisions
prises par le robot, et ainsi influencer son comportement.
1
2 CHAPITRE 1. INTRODUCTION
Afin que l’information a` encoder en me´moire s’organise sans structure pre´conc¸ue, notre
approche utilise deux re´seaux de neurones issus de la The´orie de re´sonance adaptative
(ART) [4], en cascade. Inspire´s par les travaux de Wang et al. [49] valide´s dans un envi-
ronnement virtuel, notre approche permet de traiter des informations obtenues de manie`re
asynchrone par des capteurs varie´s. Plus spe´cifiquement, une me´moire a` court terme a e´te´
ajoute´e afin d’accumuler les donne´es de perception et les synchroniser avant qu’elles soient
traite´es par la me´moire e´pisodique. De plus, nous proposons un nouveau me´canisme qui
permet de favoriser les e´pisodes les plus pertinents afin qu’ils soient plus facilement acces-
sibles en me´moire et moins enclin a` se de´te´riorer au profit d’expe´riences plus re´centes. Ce
me´canisme est lie´ a` un module inde´pendant ge´ne´rant des e´motions artificielles en fonction
de l’accomplissement des intentions du robot, et influence dynamiquement les parame`tres
du re´seau ART tels que le seuil de reconnaissance, commune´ment appele´ seuil de vigilance,
et le taux d’apprentissage des neurones. La structure du mode`le de me´moire e´pisodique a
e´te´ repense´e afin d’exploiter un seuil de vigilance et un taux d’apprentissage pour chaque
e´pisode et pour chaque e´ve´nement qui constitue l’e´pisode, afin de spe´cifier la pertinence
de ces noeuds en me´moire. Lors d’une reconnaissance d’e´pisode, le mode`le devient pre´dic-
tif et fournit le contenu de la suite des e´ve´nements de l’e´pisode, pour ainsi permettre au
robot de s’adapter a` la situation courante. Cette pre´diction peut servir intrinse`quement a`
la me´moire e´pisodique puisqu’elle favorise la reconnaissance des e´ve´nements anticipe´s en
abaissant temporairement leur seuil de vigilance.
Les me´canismes du mode`le propose´ avec le module d’e´motions artificielles est valide´ avec
la plateforme robotique IRL-1/TR dans une application de livraison d’objets. Ces expe´ri-
mentations permettent d’observer la capacite´ du robot a` reconnaˆıtre la situation courante,
a` e´mettre des pre´dictions et a` utiliser ces pre´dictions pour ajuster son comportement. Elles
permettent aussi d’observer l’impact des e´motions sur la stabilite´ de la me´moire et sur la
rapidite´ a` utiliser les e´pisodes juge´s pertinents.
Sous forme d’un me´moire par article, le pre´sent travail est organise´ comme suit. Le chapitre
2 pre´sente une revue de la litte´rature sur les mode`les de me´moire e´pisodique pour robots et
agents intelligents. Le chapitre 3 pre´sente l’article soumis au journal Autonomous Robots
portant sur le mode`le de me´moire e´pisodique propose´ et les expe´rimentations re´alise´es. Le
chapitre 4 ajoute des informations supple´mentaires sur des e´le´ments de l’inte´gration du
mode`le de me´moire e´pisodique au robot IRL-1/TR.
CHAPITRE 2
MODE`LES DE ME´MOIRE E´PISODIQUE POUR
AGENTS INTELLIGENTS
Plusieurs mode`les de me´moire e´pisodique ont e´te´ imple´mente´s en s’inspirant de celle de
l’humain, mais une des difficulte´s re´side dans la complexite´ des interactions avec les autres
syste`mes cognitifs et perceptifs. Par exemple, ce que la me´moire contient de´pend gran-
dement des capacite´s perceptuelles de l’agent dans son environnement. Plus l’agent peut
saisir les de´tails d’une expe´rience, plus il y aura d’information en me´moire, et plus le sys-
te`me devient complexe a` organiser et a` traiter. Toutefois, toutes ces informations sont-elles
utiles et doivent-elles se retrouver en me´moire ? En fait, il devient ne´cessaire de trier les
expe´riences et ce qu’elles contiennent. Des processus dirigeant l’attention de l’agent sur ce
qui est important sont de´veloppe´s pour re´soudre ce proble`me. Ce qui est conside´re´ impor-
tant a` conserver en me´moire peut de´pendre de plusieurs facteurs tels que l’expe´rience de
l’agent intelligent, son objectif ou les e´motions rattache´es a` l’expe´rience. De plus, la me´-
moire e´pisodique peut avoir a` interagir avec la me´moire se´mantique afin de faire e´merger
des concepts pour cre´er de nouvelles connaissances sur le monde. Enfin, les e´motions jouent
un roˆle dans la stabilite´ des souvenirs et dans la capacite´ de re´cupe´ration [34]. Bref, dans
plusieurs travaux ([41],[39], [49]), les mode`les ont e´te´ simplifie´s pour repre´senter certains
aspects de la me´moire e´pisodique humaine sans tenir compte de toutes ces de´pendances.
Dans la communaute´ scientifique, il semble y avoir consensus sur le fait que l’encodage, la
consolidation et la re´cupe´ration sont trois e´tapes d’une me´moire e´pisodique. Par contre,
la conception et les me´canismes dans les e´tapes de consolidation de la me´moire et de
re´cupe´ration d’e´pisodes diffe`rent grandement selon l’approche utilise´e.
La consolidation de la me´moire est le processus dans lequel les e´ve´nements sont emmaga-
sine´s en me´moire a` long terme. Ce stockage doit eˆtre structure´ et influence grandement
l’e´tape de re´cupe´ration. Elle peut se faire de fac¸on plus abstraite et symbolique, c’est-
a`-dire que le programmeur de´cide de l’organisation des e´ve´nements dans la me´moire pour
faciliter leur re´cupe´ration. Elle peut aussi se faire de fac¸on bio-inspire´e en utilisant des
techniques d’intelligence artificielle tels que les re´seaux de neurones. Les mode`les abstraits
et symboliques peuvent eˆtre vus comme des syste`mes conc¸us selon une approche spe´cifique
a` ge´ne´rale (top-down), c’est-a`-dire qu’on identifie une fin spe´cifique de haut niveau et on
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de´veloppe les moyens par la suite pour y arriver. Par exemple, dans le mode`le de Jockel
et al. [20], en connaissant les taˆches du robot, ce qui doit eˆtre enregistre´ en me´moire et
les e´le´ments qui servent d’index pour rechercher l’e´pisode en me´moire sont de´finis ; par la
suite, la structure de classement est de´finie. En comparaison, les mode`les bio-inspire´s sont
davantage conc¸us avec une approche ge´ne´rale a` spe´cifique (bottom-up), c’est-a`-dire que les
me´canismes de bas-niveau sont de´veloppe´s en s’inspirant de l’humain pour arriver a` un
syste`me qui ge´ne´ralise des concepts de haut niveau.
La re´cupe´ration dans les mode`les abstraits et symboliques donne davantage de controˆle,
car le programmeur peut cibler les e´le´ments qui serviront a` re´cupe´rer un e´pisode en ques-
tion et ne´gliger ou diminuer l’importance de certains autres e´le´ments. Elle permet aussi de
re´cupe´rer un e´pisode tel qu’il a e´te´ enregistre´ en me´moire, sans de´formation ou interfe´rence
avec d’autres e´pisodes. De son coˆte´, la re´cupe´ration bio-inspire´e se base sur l’apprentissage
du re´seau de neurones pour aller rechercher un e´pisode similaire. Par contre, l’inte´grite´
de l’expe´rience n’est pas assure´e totalement, car le re´seau se modifie en fonction des ex-
pe´riences ve´cues au fil du temps. Ces deux approches sont mises en e´vidence dans les
prochaines sections et plus de de´tails sont ajoute´s pour chacune des e´tapes de la me´moire
e´pisodique.
2.1 Encodage des e´ve´nements
Les robots mobiles actuels ont beaucoup de capteurs pour percevoir leur environnement, et
le flux d’information devient rapidement trop volumineux a` traiter par tous les modules qui
de´pendent de ces donne´es. Pour l’e´tape d’encodage, il est important que cette information
soit pre´traite´e avant d’eˆtre utilise´e, de sorte que seuls les concepts et les repre´sentations de
haut niveau soient conserve´s en me´moire et non pas tout le contenu provenant directement
des capteurs.
2.1.1 Repre´sentation du contexte spatio-temporel
Les e´le´ments du contexte qui sont contenus dans la me´moire e´pisodique de´pendent des
capacite´s perceptives du robot et des choix de conception. Tulving [44], qui a e´tudie´ la
me´moire e´pisodique de l’humain, sugge`re que le contenu encode´ se divise entre les e´le´ments
saillants de l’e´ve´nement et le contexte spatio-temporel dans lequel sont perc¸us ces e´le´ments.
Suivant cette ligne directrice, plusieurs imple´mentations logicielles de cette me´moire in-
te`grent tous les e´le´ments perc¸us par le robot, que ce soit des objets ou des personnes, le
lieu et le temps de l’e´ve´nement, tels que dans les travaux de Stachowicz et Kruijff [39].
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En plus des informations sensorielles sur l’environnement du robot, Kuppuswamy et al.
[23] et Nuxoll et Laird [32] ont e´galement inte´gre´ des e´le´ments de l’e´tat interne, tels que
son action en cours, son but et ses anticipations. D’autres mode`les conservent en me´moire
les e´motions au moment de l’e´ve´nement, de sorte qu’elles puissent servir comme e´le´ments
de similitude avec les e´ve´nements futurs, tels qu’imple´mente´s par Komatsu et Takeno [22]
et Kasap et Magnenat-Thalmann [21].
L’e´gosphe`re dans l’architecture d’ISAC [8]
Le mode`le de Dodd et Gutierrez [8] utilise une e´gosphe`re sensorielle pour repre´senter le
contexte spatio-temporel a` court terme de l’e´pisode en cours. L’e´gosphe`re est un concept
qui place le point de vue de l’agent au centre d’une sphe`re ou` toutes les perceptions sont
indexe´es avec un angle et une distance. Les informations provenant des divers capteurs
sont ainsi centralise´es et pre´traite´es. En plus des e´le´ments pre´sents dans l’e´gosphe`re, le
but, la taˆche en cours et l’e´motion sont encode´s dans la me´moire, comme le montre la
figure 2.1.
Figure 2.1 Contenu de la me´moire e´pisodique d’ISAC [8]. Tous les e´le´ments
pre´sents dans le Working Memory System (WMS) sont en lien avec la taˆche
actuelle du robot. Les connaissances sur les objets dans l’environnement se re-
trouvent dans la Semantic Memory (SM-WMS) tandis que les informations sen-
sorielles sont contenues dans le Sensory EgoSphere (SES-WMS). Les informa-
tions sur l’e´tat interne du robot se retrouvent dans le module Self Agent.
Encodage d’un flux vide´o compresse´
Dans les travaux de Tscherepanow et al. [43], aucune information de haut niveau est conser-
ve´es en me´moire. Le mode`le de me´moire e´pisodique est conc¸u davantage pour reconnaˆıtre
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et pre´dire des se´quences d’image provenant d’un flux vide´o, sans connaˆıtre d’e´le´ments dans
l’image. Chacune des images a subi un flou gaussien pour faciliter les ressemblances entre
les images successives et est re´duite en taille avant d’eˆtre soumise au re´seau de neurones
TopoART charge´ de cate´goriser les se´quences. Chaque e´ve´nement cate´gorise´ est horodate´,
permettant de retrouver une succession d’e´ve´nements lors de la phase de re´cupe´ration
d’e´pisode me´morise´, comme le montre la figure 2.2.
Figure 2.2 Episodic TopoART (ETA) : en bleu, le mode`le TopoART original
et en vert, les e´le´ments relatifs a` la me´moire e´pisodique permettant de pre´dire
les se´quences d’e´ve´nements en fonction du temps [43]. Chaque module ETA est
similaire a` un re´seau Fuzzy-ART utilisant le parame`tre de vigilance ρ comme
seuil de comparaison. Les nœuds de la couche F2 du module ETA (a) conserve un
compteur lorsque des changements sont apporte´s aux poids qui s’y rattachent.
Lorsque ce compteur de´passe un seuil φ, le module ETA (b) est autorise´ a` traiter
le vecteur en entre´e. Ce me´canisme permet de filtrer l’information se rendant au
module ETA (b) rendant le re´seau tole´rant au bruit.
2.1.2 De´clenchement de l’e´tape d’encodage
Pour des raisons de consommation et d’utilisation du processeur, l’encodage du contexte
spatio-temporel d’un agent intelligent peut eˆtre restreint suivant certaines conditions. Par
exemple, dans plusieurs mode`les de me´moire e´pisodique inte´gre´s a` un syste`me robotise´, le
de´clenchement de l’encodage se fait lorsqu’il y a un changement de but ou lorsque le robot
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amorce une action. Ce choix se retrouve dans l’architecture SOAR [32] et dans l’architec-
ture ISAC [8]. Dans les travaux de Komatsu et Takeno [22], une approche diffe´rente est
utilise´e et consiste a` de´clencher l’encodage en re´ponse a` la de´tection d’une e´motion suffi-
samment forte. L’encodage peut se faire sans de´clenchement particulier : par exemple il
est possible d’encoder le contenu du contexte spatial pe´riodiquement, comme l’ont e´nonce´
Kuppuswamy et al. [23]. Par contre, l’encodage en continu utilise inutilement le processeur
lorsqu’il n’y a aucun changement dans le contexte de l’e´pisode.
2.2 Consolidation de la me´moire
La consolidation de la me´moire est l’e´tape ou` la me´moire a` court terme s’e´crit de fac¸on
permanente dans la me´moire a` long terme. Cette e´tape peut aussi eˆtre employe´e apre`s
la re´cupe´ration d’un e´pisode pertinent. Il y a alors un renforcement de l’e´pisode dans la
me´moire et il devient plus facilement accessible et moins susceptible a` la de´te´rioration ou
a` l’interfe´rence par d’autres e´pisodes plus re´cents.
2.2.1 Cate´gorisation explicite des expe´riences
La me´moire informatique diffe`re beaucoup de la me´moire humaine : chaque espace me´moire
est indexe´ par une adresse utilise´e pour aller re´cupe´rer l’information qu’elle contient, tandis
que chez l’humain l’acce`s n’est pas aussi direct. La cate´gorisation explicite (approche
abstraite) des expe´riences s’utilise bien en informatique puisque le contenu des expe´riences
peut eˆtre emmagasine´ de fac¸on tre`s pre´cise dans un espace me´moire pour eˆtre re´cupe´re´
ulte´rieurement sans de´formation. Par contre, cette me´thode ne´cessite une intervention
humaine pour de´terminer la structure et la hie´rarchie de ces adresses me´moires afin que
les expe´riences soient facilement accessibles et classe´es logiquement. Voici quelques travaux
base´s sur cette me´thode de cate´gorisation.
Hie´rarchie statique dans le mode`le de Jockel et al. [20]
La plate-forme informatique EPIROME [20], propose´e pour inte´grer un module de me´moire
e´pisodique, se base sur une hie´rarchie d’e´ve´nements en fonction du type d’e´ve´nements pour
organiser les informations. La hie´rarchie doit eˆtre de´finie a priori, donc le mode`le n’est pas
e´volutif. Il y a trois types d’e´ve´nements pouvant eˆtre de´rive´s pour re´pondre aux besoins
du robot :
- Les e´ve´nements de type perceptif peuvent contenir ce que le robot perc¸oit passive-
ment.
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- Les e´ve´nements de type exe´cutif regroupent les de´cisions et les plans que le robot
de´termine.
- Les e´ve´nements de type commande conside`rent les mouvements physiques exe´cute´s
par le robot.
Empie`tement et imbrication des e´ve´nements dans le mode`le ELM [39]
Cette approche est grandement inspire´e du mode`le de Jockel et al. [20] de´crit pre´ce´dem-
ment, mais tente d’ame´liorer ses lacunes telles que la stabilite´ a` long terme et la ge´ne´ricite´
logicielle. L’architecture logicielle propose´e par Stachowicz et Kruijff [39] pour repre´senter
la me´moire e´pisodique sugge`re que des e´ve´nements instantane´s font partie d’un e´pisode qui
s’e´chelonne sur un intervalle de temps de´termine´ par le changement de but de l’agent cog-
nitif. Un robot mobile nomme´ The Explorer, de´veloppe´ dans le cadre du projet CoSy [51],
a e´te´ utilise´ pour l’expe´rimentation. La hie´rarchie des e´pisodes est multi-dimensionnelle
permettant a` un meˆme e´ve´nement de se retrouver dans diffe´rents e´pisodes et ainsi cre´er
des liens entre ceux-ci. Ce concept d’imbrication et d’empie`tement a e´te´ imple´mente´ avec
un R-tree qui optimise la recherche spatiale en parcourant un petit nombre de nœuds.
Chaque e´ve´nement est associe´ a` une cate´gorie pre´de´finie par les concepteurs et oriente
l’emplacement de l’insertion de cet e´ve´nement dans l’arbre. Encore une fois, cet aspect est
limitatif car il force toujours le de´veloppeur a` de´finir a priori toutes les cate´gories d’e´ve´ne-
ments que le robot rencontrera. Si les capacite´s de perception du robot e´voluent, il ne sera
pas en mesure de conside´rer ces nouvelles entre´es dans l’architecture de´finie. La figure 2.3
montre la structure et les relations d’un e´ve´nement stocke´ en me´moire.
Figure 2.3 Diagramme relationnel des entite´s dans l’architecture ELM [39]
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Conservation des changements dans l’architecture SOAR de Nuxoll et Laird [32]
Dans une cate´gorisation explicite, les e´ve´nements sont enregistre´s tels quels en me´moire et
l’espace utilise´ peut exploser rapidement. Pour contrer ce proble`me, Nuxoll et Laird [32]
conservent seulement les changements perceptuels d’un e´ve´nement a` l’autre au sein d’un
e´pisode. Chaque e´ve´nement est lie´ temporellement pour former une liste qui ne sera jamais
modifie´e ulte´rieurement et qui ne se de´gradera pas par le temps. Il n’y a pas re´ellement
de cate´gorisation des e´pisodes et la redondance d’information d’une liste a` l’autre peut
engendrer un espace de stockage e´norme si ce syste`me est utilise´ sur une longue pe´riode
de temps. La raison de ce choix de conception vient du fait que le mode`le est utilise´
dans un environnement simule´ et peu complexe, ou` le contenu des expe´riences n’est pas
diversifie´. Les types d’e´ve´nements sont toujours similaires, donc la cate´gorisation ne semble
pas ne´cessaire. Ce ne serait probablement pas efficace dans une architecture cognitive d’un
robot ope´rant dans un environnement re´el et sans limites.
2.2.2 Classification non supervise´e du re´seau ART
Pour reme´dier a` la de´pendance du programmeur dans la cate´gorisation des e´ve´nements, les
re´seaux de neurones non supervise´s peuvent eˆtre utiles. Puisqu’ils sont non supervise´s,
le programmeur n’a pas besoin de donner des sorties connues pour faire l’entraˆınement du
re´seau. Le re´seau lui-meˆme a la responsabilite´ de faire ressortir les aspects distinctifs des
e´ve´nements pour les classifier de fac¸on ge´ne´rique. Le proble`me majeur avec les re´seaux
de neurones artificiels et la repre´sentation de la me´moire e´pisodique est que le re´seau se
re´entraˆıne continuellement lorsque de nouveaux e´ve´nements sont ajoute´s, de sorte que les
e´ve´nements les plus anciens se confondent et ne sont plus re´cupe´rables avec leur inte´gralite´
d’origine.
En 1987, Grossberg et Carpenter ont de´veloppe´ un re´seau de neurones permettant de
conserver la stabilite´ de la me´moire tout en e´tant capable de repre´senter la plasticite´ neu-
ronale : le re´seau ART (Adaptive Resonance Theory, ou The´orie de re´sonance adaptative)
[5]. Ce mode`le utilisant seulement des entre´es binaires a e´te´ de´rive´ plusieurs fois pour eˆtre
exploite´ dans un grand nombre d’applications. Ainsi sont apparus ART2 et ART2-A [6]
pour organiser des entre´es discre`tes et continues. Essentiellement, le re´seau recherche des
similarite´s entre les donne´es a` apprendre et les donne´es de´ja` apprises. Il y a une compe´ti-
tion entre tous les neurones de cate´gorisation pour de´terminer lequel ressemble le plus aux
donne´es en entre´es. S’il n’y a pas suffisamment d’affinite´s avec les cate´gories existantes, un
nouveau neurone est ajoute´ pour apprendre la nouvelle cate´gorie de´finie par les donne´es.
Au contraire, si une cate´gorie est suffisamment similaire, le syste`me est en re´sonance et
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l’apprentissage de ces donne´es s’enclenche. Le seuil de vigilance est le parame`tre utilise´
pour influencer la re´sonance. La comparaison des entre´es avec l’hypothe`se de chacune des
cate´gories est une ope´ration d’intersection (∩). Un mode`le de´rive´, Fuzzy-ART, fait la
comparaison avec un ope´rateur de logique floue, MIN (∧), pour ame´liorer les re´sultats
avec des donne´es binaires [7, 14]. Voici quelques travaux qui se sont inspire´s de ART pour
imple´menter une me´moire e´pisodique.
EM-ART de Wang et al. [49]
Le mode`le EM-ART est constitue´ de trois couches de neurones. La premie`re sert a` iden-
tifier les entre´es du re´seau, c’est-a`-dire les e´le´ments du contexte spatio-temporel qui font
partie de la me´moire. Cette couche est divise´e en plusieurs canaux pour diffe´rencier les
cate´gories d’entre´es. De cette fac¸on, il est possible d’accroˆıtre l’impact de certains canaux
lors de la re´sonance. La deuxie`me couche a pour fonction de classifier les e´ve´nements ins-
tantane´s, tandis que la troisie`me couche sert a` classifier la se´quence d’e´ve´nements dans un
ensemble, c’est-a`-dire un e´pisode. Un des objectifs de ce type de mode`le est de pouvoir dis-
tinguer deux e´ve´nements partiellement similaires mais se´mantiquement tre`s diffe´rents, de
manie`re a` les conside´rer comme deux cate´gories d’e´ve´nements diffe´rents. D’autre part, le
mode`le doit eˆtre suffisamment flexible pour tole´rer des diffe´rences mineures d’e´ve´nements
dans le meˆme e´pisode. Par exemple, l’ordre temporel de quelques e´ve´nements peut varier
sans affecter la cate´gorisation des e´pisodes.
La figure 2.4 montre l’architecture de ce re´seau de neurones. Au de´part, les neurones de
la couche F2 et F3 ne sont assigne´s a` aucune cate´gorie. De`s qu’un e´ve´nement survient,
les poids menant a` un neurone sont ajuste´s afin que le re´seau apprenne cet e´ve´nement.
Les e´ve´nements subse´quents sont compare´s par re´sonance a` ce neurone. Un seuil est choisi
par le programmeur pour de´terminer le degre´ de similitude minimum des e´ve´nements, et
un autre seuil est utilise´ pour la couche des e´pisodes. Si la re´sonance est plus e´leve´e que
le seuil, l’e´ve´nement ou l’e´pisode sont conside´re´s comme e´tant similaires et le re´seau met
le´ge`rement a` jour les poids relie´s a` ce neurone. Ceci constitute une fac¸on de consolider
la me´moire. Si la re´sonance n’atteint pas le seuil de vigilance pour aucun des neurones
existants, un nouveau neurone est assigne´ a` cet e´ve´nement ou e´pisode, et les poids sont
ajuste´s afin d’apprendre de cette expe´rience.
Selon Wang et al. [49], ce mode`le de me´moire e´pisodique est en mesure d’apprendre des
situations complexes et d’e´tablir des liens spatio-temporels entre les e´pisodes. Le mode`le
ne´glige les e´le´ments non pertinents contenus dans un e´ve´nement et ge´ne´ralise les e´pisodes
pour reconnaˆıtre des formes (patterns). De plus, l’espace me´moire requis n’est pas tre`s e´leve´
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car seuls les poids du re´seau sont conserve´s, contrairement a` la cate´gorisation explicite qui
emmagasine le contenu de la me´moire de travail pour chaque e´ve´nement. Il faut noter
que ce mode`le de me´moire e´pisodique n’a pas e´te´ teste´ dans un environnement re´el, mais
plutoˆt dans un jeu vide´o. La grande variabilite´ de l’environnement dans lequel un robot
mobile ope`re n’a donc pas e´te´ valide´e pour ce mode`le.
Figure 2.4 Mode`le e´pisodique utilisant un re´seau EM-ART [49]
The´orie de re´sonance adaptative temporellement inte´gre´e (TIART – Temporally In-
tegrated Adaptive Resonance Theory) [41]
Avec les connaissances en neuroscience et en science cognitive, il est possible de repre´senter
le cerveau humain encore plus pre´cise´ment. Taylor et al. [41] utilisent une combinaison de
plusieurs re´seaux Fuzzy-ART pour imiter la modularite´ et la stabilite´ de l’architecture
d’un cerveau. Ces re´seaux sont connecte´s a` un inte´grateur temporel afin de conserver les
se´quences d’activations neuronales dans le temps. Chaque neurone active´ s’affaiblit avec
le temps et lorsque trois e´ve´nements sont encode´s, la sortie de ce re´seau de neurones est
utilise´e comme entre´e d’un autre re´seau ART afin de reconnaˆıtre un e´pisode. De plus,
les entre´es sensorielles relatives aux personnes et aux objets sont achemine´es dans un
embranchement de re´seaux ART, tandis qu’un autre embranchement est utilise´ pour traiter
les informations relatives au contexte spatial, comme l’illustre la figure 2.5. Ce concept est a`
l’image des liaisons cortico-hippocampique puisqu’il y a deux flux d’information principaux
qui se rejoignent dans l’hippocampe pour e´tablir des liens inde´pendamment du contexte.
A` noter que la grille sur la figure 2.5 sert a` e´tablir un score de familiarite´ et ne fait pas une
re´cupe´ration d’e´pisodes pre´ce´demment ve´cus. Il est impossible de faire de l’anticipation en
lien avec la situation courante, car aucun e´pisode n’est re´cupe´re´. La seule utilite´ de cette
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Figure 2.5 Mode`le e´pisodique utilisant deux re´seaux TIART [41]
imple´mentation est de savoir si la situation actuelle ressemble a` un e´pisode ve´cu ou si c’est
une situation nouvelle. Ce mode`le n’est pas teste´ sur un robot et s’est attarde´ que sur la
recherche de caracte´ristiques dans des images pre´sente´es en se´quence.
2.3 Re´cupe´ration d’e´pisodes
La re´cupe´ration d’e´pisodes peut se faire spontane´ment. En d’autres mots, l’agent intelligent
se rend compte que la situation actuelle est semblable a` une situation de´ja` ve´cue et proce`de
a` la re´cupe´ration de ce souvenir. La re´cupe´ration peut aussi se faire de fac¸on de´libe´re´e
lorsque l’agent est appele´ a` se souvenir d’un e´ve´nement particulier. Il n’est pas en train
de vivre cet e´ve´nement, mais il est en mesure de constituer les e´le´ments saillants pour
re´cupe´rer l’e´pisode en question.
2.3.1 Re´cupe´ration probabiliste
Plusieurs mode`les de me´moire e´pisodique reposent sur des calculs statistiques pour la
re´cupe´ration d’e´pisodes ve´cus. Ce concept n’est pas oriente´ sur la me´thode de re´cupe´ration,
mais davantage sur le re´sultat. Cette me´thode n’est pas a` l’image du fonctionnement du
cerveau humain et comporte certaines faiblesses explique´es dans la suite.
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L’e´quation de pertinence d’e´pisodes selon Dodd et Gutierrez [8]
L’utilisation d’algorithmes probabilistes peut donner beaucoup de controˆle sur certains
parame`tres de la me´moire e´pisodique. Par exemple, Dodd et Gutierrez [8] combinent deux
facteurs inde´pendants pour calculer la probabilite´ qu’un e´pisode soit pertinent a` la situa-
tion actuelle : le contexte et l’historique. Le nombre d’e´le´ments se´mantiques communs est
calcule´ sur la dure´e de temps totale de l’e´pisode pour de´terminer la pertinence selon le
contexte. Il est possible d’ajouter du poids sur un e´le´ment captant l’attention du robot ou
sur un e´le´ment rare pour cibler ou discriminer les e´pisodes dans sa me´moire. La pertinence
de l’e´pisode selon l’historique permet de favoriser les e´le´ments plus re´cents de la me´moire
en ajoutant une variable qui de´te´riore la me´moire e´pisodique en fonction du temps. Le
nombre d’acce`s a` un e´pisode diminue sa de´te´rioration et la saillance e´motionnelle associe´e
a` l’e´pisode affecte aussi la courbe de de´croissance.
Toutes ces variables permettent d’eˆtre se´lectif dans la re´cupe´ration d’e´pisodes, mais ame`nent
une de´pendance a` une e´quation probabiliste et diminuent l’e´volutivite´ du syste`me. Si des
capacite´s cognitives ou des capacite´s perceptives sont ajoute´es, l’e´quation probabiliste ne
tiendra pas compte de ces nouveaux facteurs. De plus, la plupart de ces variables ont des
valeurs subjectives et de´termine´es par le programmeur telles que le taux de de´te´rioration,
l’importance de l’e´motion et l’importance des e´le´ments se´mantiques. Ces variables sont
ajuste´es expe´rimentalement pour ame´liorer le re´sultat, mais n’assurent pas une cohe´rence
a` long terme ou avec un grand nombre d’e´le´ments se´mantiques pouvant eˆtre perc¸us par le
robot (les expe´riences sont limite´es a` huit e´le´ments diffe´rents dans le contexte).
2.3.2 Re´cupe´ration bio-inspire´e
La re´cupe´ration bio-inspire´e est base´e sur l’activation de neurones contenus dans un re´seau
entraˆıne´ par des expe´riences ante´rieures pour repre´senter les traces mne´siques dans un
syste`me biologique. Plusieurs variantes des re´seaux de neurones peuvent eˆtre utilise´es
telles que ART (Adaptive Resonance Theory) et MoNAD (Module of Nerves for Advanced
Dynamics, de´crit a` la section 2.5.1).
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Rappel des expe´riences dans le mode`le de Wang et al. [49]
Le mode`le de´crit a` la section 2.2.2 permet de re´cupe´rer les expe´riences ante´rieures par
propagation des neurones active´es de la couche F3 vers la couche F2 et de la couche
F2 vers la couche F1. L’e´pisode contient une se´rie d’e´ve´nements qui sont de´crits par le
contenu des neurones active´s de la couche F1 : les entre´es du syste`me. Cette me´thode ne
permet pas de re´cupe´rer l’e´pisode exact, mais plutoˆt de recre´er l’e´pisode en accord avec
les poids du re´seau qui ont peut-eˆtre e´te´ alte´re´s au courant des apprentissages. Le rappel
d’e´pisodes se fait lorsque le re´seau entre en re´sonance, c’est-a`-dire que la situation actuelle
est assez similaire a` une situation ve´cue. Selon le seuil de vigilance choisi, la ge´ne´ralisation
des e´ve´nements et des e´pisodes peut eˆtre controˆle´e et l’exactitude des souvenirs en sera
conse´quente. Les re´sultats expe´rimentaux dans un environnement simule´ de Wang et al.
[49] de´montrent une bonne efficacite´ meˆme lorsqu’il y a du bruit en entre´e ou lorsque le
vecteur d’entre´es est incomplet.
2.4 Utilisation de la me´moire
Pour de´velopper un comportement intelligent reposant sur des fonctions cognitives de haut
niveau, le robot peut se servir des e´pisodes re´cupe´re´s. La me´moire e´pisodique n’est pas le
seul facteur a` conside´rer, mais peut influencer les prises de de´cisions, les intentions et les
connaissances se´mantiques de l’agent intelligent. Boloni [2] s’est penche´ sur la question et
a explicite´ le roˆle que peut prendre la me´moire e´pisodique dans une architecture cognitive.
Notamment, elle peut contribuer au raisonnement narratif, c’est-a`-dire la compre´hen-
sion des e´ve´nements du point de vue du robot. Voici une liste non exhaustive des utilite´s
de la me´moire e´pisodique dans une architecture cognitive :
- Eˆtre en mesure de se souvenir des acteurs lorsque le robot est te´moin d’un e´ve´nement.
- Pre´dire des e´ve´nements futurs et de´montrer de la surprise lors d’e´ve´nements non
attendus.
- Infe´rer des e´ve´nements, lire entre les lignes.
- Se rappeler un e´ve´nement, le re´sumer et e´tablir des liens.
- Verbaliser une histoire/expe´rience.
- Raconter une histoire et s’adapter a` l’audience et sa re´troaction.
- Narration collaborative.
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2.4.1 L’aide a` la prise de de´cision
La plupart des travaux sur la me´moire e´pisodique ont pour but d’utiliser les expe´riences
acquises pour aider a` la prise de de´cision au moment pre´sent. La pre´diction du futur
imme´diat est une faculte´ pre´sente dans l’intelligence humaine et pourrait ame´liorer les
capacite´s cognitives de haut niveau dans les robots mobiles. La cre´ature artificielle Rity a
une me´moire inte´gre´e a` son architecture de controˆle afin de pre´dire ses de´placements et ses
comportements [23]. Ce robot de service tente de s’orienter dans une maison pour servir
des breuvages aux occupants. Il utilise sa me´moire e´pisodique pour se rendre dans les salles
ou` il y a eu plus d’activite´s dernie`rement. Un module d’introspection est imple´mente´ pour
utiliser a` bon escient les e´pisodes re´cupe´re´s.
Selon Roa et al. [36], l’apprentissage par l’expe´rience peut mener aussi a` la curiosite´. En
effet, un robot utilise une me´moire des expe´riences pour pre´dire le futur imme´diat de ses
actions. Si le re´sultat n’est pas familier, le robot apprend et se sert de ce concept pour se
re´compenser. Cette re´compense peut venir intrinse`quement, donc le robot devient curieux.
Les re´compenses peuvent eˆtre extrinse`ques, c’est-a`-dire qu’elles proviennent du re´sultat de
son action sur l’environnement.
2.4.2 L’e´mergence de concepts se´mantiques
Un autre aspect de la me´moire e´pisodique est que l’agent intelligent peut faire ressortir
des concepts acquis lors de multiples expe´riences pour implanter ces notions dans la me´-
moire se´mantique, donc de´pourvu de contexte. Par exemple, les travaux de Ho et al. [19]
utilisent la me´moire e´pisodique afin d’ame´liorer les interactions sociales d’un robot avec
les personnes qu’il rencontre. Apre`s de multiples interactions, il enregistre les routines et
certaines caracte´ristiques de son maˆıtre dans sa me´moire se´mantique. Il est ainsi en mesure
de personnaliser son approche et de de´montrer une continuite´ dans sa relation. Les liens
entre la me´moire e´pisodique et se´mantique sont fortement mis a` contribution dans cette
recherche.
2.5 Caracte´ristiques connexes a` la me´moire e´pisodique
La me´moire e´pisodique n’est pas un syste`me inde´pendant. Elle peut eˆtre affecte´e et affecter
d’autres syste`mes dans le cerveau humain. Par exemple, les e´motions proviennent d’un
autre sous-syste`me et ont un impact sur cette me´moire. Il est en fait possible de repre´senter
cet aspect dans l’architecture de´cisionnelle d’un robot.
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2.5.1 Les e´motions
Les e´motions peuvent jouer un roˆle important dans les e´tapes de la me´moire e´pisodique
de´crites pre´ce´demment. Le traitement des e´motions telles que la peur est associe´ a` l’amyg-
dale qui est une structure neuronale adjacente a` l’hippocampe dans le cerveau humain
(l’hippocampe e´tant responsable de la me´moire e´pisodique) [38]. Les interactions entre ces
deux structures influenceraient la vivacite´ et la persistance des expe´riences en lien avec
l’intensite´ e´motionnelle [9, 34]. Plus spe´cifiquement, les e´motions influencent l’attention
et la vigilance facilitant l’encodage a` court terme des e´ve´nements e´motionnels par l’hip-
pocampe. De plus, la re´action e´motionnelle libe`re des hormones qui ame´liorent l’e´tape de
consolidation dans l’hippocampe. Ainsi, les e´ve´nements provoquant des e´motions persistent
plus longtemps dans la me´moire a` long terme, car ils sont susceptibles d’eˆtre importants
a` la survie [29]. L’e´tude sugge`re aussi que les expe´riences re´cupe´re´es par l’hippocampe
peuvent influer sur l’amygdale et ainsi moduler les e´motions relie´es a` l’e´ve´nement pre´sent.
Voici quelques travaux ayant exploite´ ce phe´nome`ne dans la conception d’une me´moire
e´pisodique.
La persistance et la re´cupe´ration de souvenirs dans ISAC [8]
Un agent e´motionnel est inte´gre´ dans l’architecture d’ISAC afin de de´terminer le taux de
de´te´rioration des e´pisodes dans la me´moire e´pisodique. L’intensite´ e´motionnelle est incluse
dans la repre´sentation d’un e´pisode et est directement lie´e au taux de re´cupe´ration de cet
e´pisode. Donc, un e´pisode associe´ a` des e´motions saillantes a plus de chance d’eˆtre re´cupe´re´
ulte´rieurement au de´triment des e´pisodes ayant produit peu d’e´motions. A` chaque acce`s a`
la me´moire, les e´pisodes non re´cupe´re´s se de´te´riorent inversement proportionnellement a`
leur intensite´ e´motionnelle.
Le roˆle des e´motions pour la prise de de´cision d’un robot
Afin que les fonctions cognitives d’un robot s’approchent de celle d’un humain, Komatsu
et Takeno [22] sugge`rent que la conscience et les sentiments doivent eˆtre inte´gre´s aux ro-
bots. Selon eux, la me´moire e´pisodique est un e´le´ment essentiel de la conscience et les
e´motions sont a` la source de cette me´moire, car ils permettent au travers des expe´riences
la re´tention des sentiments, qui sont lie´s fortement a` la conscience. L’imple´mentation de
la me´moire e´pisodique est base´e sur les re´seaux de neurones ou` chaque e´pisode conserve´
est un re´seau en soi, appele´ MoNAD [40]. Lorsqu’une e´motion forte est ge´ne´re´e par le
syste`me, le re´seau neuronal active´ par l’e´motion est alors entraˆıne´ pour apprendre l’expe´-
rience en cours. Chaque MoNAD est connecte´ a` un autre de fac¸on chronologique de sorte
qu’il est possible de retracer un e´pisode complet dans le temps. Le nombre de MoNADs
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est limite´, ce qui cause l’e´crasement des e´pisodes les plus anciens lorsque la limite est at-
teinte. Ce comportement va a` l’encontre de l’importance accorde´e aux e´motions puisque
les expe´riences les plus e´motionnellement charge´es n’ont pas la priorite´ sur les autres et
peuvent eˆtre e´crase´es si elles sont les plus anciennes. La me´moire e´pisodique est utilise´e
afin de prendre des de´cisions en tenant compte des attentes du robot. En d’autres termes,
lorsqu’un e´ve´nement de´ja` rencontre´ est associe´ a` une e´motion forte, le syste`me recherche
la suite des e´ve´nements dans sa me´moire afin d’anticiper le futur proche. En utilisant cette
pre´diction, le robot prend des de´cisions pour reproduire le comportement passe´ ou pour
l’e´viter.
Les interactions affectives de longue dure´e avec un robot humano¨ıde
La me´moire e´pisodique utilise´e dans le robot EVA [21] est optimise´e afin d’ame´liorer
les interactions humains-robots sur une longue pe´riode de temps. Lorsqu’une session de
conversation de´bute, les e´ve´nements sont enregistre´s dans une me´moire e´pisodique a` court
terme. Le robot e´prouve des e´motions durant les interactions avec un locuteur et lorsque la
session est termine´e, seuls les e´ve´nements associe´s a` des e´motions saillantes sont conserve´s
et emmagasine´s dans la me´moire e´pisodique a` long terme. Ces e´ve´nements sont re´cupe´re´s
spontane´ment lorsque le robot reconnaˆıt une personne. Lorsque l’e´pisode est re´cupe´re´, le
robot adapte son interaction en fonction de la relation qu’il a avec la personne.
2.5.2 L’oubli
Le phe´nome`ne de l’oubli est pre´sent chez l’humain et affecte particulie`rement la me´moire
e´pisodique. L’oubli peut eˆtre cause´ par l’interfe´rence de plusieurs e´ve´nements similaires
pre´sents dans la me´moire, et le chevauchement des concepts pre´sents dans diffe´rents e´pi-
sodes peut amener a` la confusion des e´ve´nements [44]. L’oubli est implicitement repre´sente´
dans plusieurs imple´mentations informatiques de la me´moire e´pisodique. Par exemple, les
re´seaux de neurones sont vulne´rables aux interfe´rences cause´es par les apprentissages sub-
se´quents puisque les liens entre les neurones sont re´ajuste´s. Dans les mode`les abstraits,
l’oubli doit eˆtre ajoute´ volontairement, sinon toutes les expe´riences sont conserve´es et
peuvent rendre le syste`me moins efficace lors de la re´cupe´ration d’e´pisodes en temps re´el.
C’est pour cela que Dodd et Gutierrez [8] incluent des variables relie´es a` l’anciennete´, a`
l’intensite´ e´motionnelle et au nombre d’utilisations pour chaque e´pisode dans l’e´quation
probabiliste de re´cupe´ration. Donc, les e´pisodes les moins sollicite´s, les moins e´motivement
charge´s et les plus anciens tombent finalement dans l’oubli et ne seront plus utiles pour le
syste`me. Par contre, cette mode´lisation de l’oubli ne repre´sente pas l’interfe´rence entre les
concepts. Dans le mode`le EM-ART propose´ par Wang et al. [50], en plus des interfe´rences
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cause´s par de multiples apprentissages, l’oubli est ajoute´ de´libe´re´ment sur les e´ve´nements
moins souvent active´s. Une valeur associe´e a` chaque e´ve´nement et qui de´pend de la nature
de l’e´ve´nement (re´compenses, surprise, e´motions) de´croˆıt temporellement jusqu’a` un seuil
minimal qui de´clenche la suppression du neurone et des liens qui y sont rattache´s.
2.6 E´valuation des mode`les de me´moire e´pisodique
L’e´valuation d’un mode`le de me´moire e´pisodique peut se faire qualitativement et quanti-
tativement. Premie`rement, la performance peut eˆtre quantifie´e par le taux de re´cupe´ration
des e´pisodes en me´moire lorsqu’une se´quence de´ja` vue se pre´sente. C’est le meˆme type
d’e´valuation employe´ dans les mode`les de Wang et al. [50] mais en faisant aussi varier le
seuil de vigilance. Vineyard et al. [47] proposent une approche diffe´rente pour quantifier la
re´cupe´ration d’e´pisodes en se basant sur le fait que ce type de me´moire chez l’humain ne
fait pas une re´cupe´ration parfaite contenant tous les de´tails originaux, mais plutoˆt une in-
terpre´tation. Puisque ce mode`le de me´moire utilisant les re´seaux ART est auto-associatif,
c’est-a`-dire que les entre´es sont aussi les sorties du syste`me, il est possible de quantifier
la diffe´rence entre l’entre´e soumis au syste`me et sa sortie. La technique utilise´e est la dis-
tance de compression normalise´e [26] qui e´value la quantite´ d’information qui doit eˆtre
substitue´e pour obtenir deux repre´sentations identiques. Vineyard et al. [47] proposent
e´galement une me´thode pour e´valuer de fac¸on qualitative le mode`le de me´moire e´piso-
dique. Ils comparent les performances d’humains dans un test d’association d’images ou`
est pre´sente´ conjointement un visage avec une maison. Le mode`le de me´moire doit fournir
les meˆmes associations de visages/maisons de´termine´es par l’activite´ neuronale du mode`le
qu’un humain ferait lorsque les meˆmes images sont pre´sente´es.
2.7 Tableau re´capitulatif
Le tableau 2.1 re´sume les approches de me´moire e´pisodique. Dans l’ensemble, tre`s peu de
mode`les utilisent les e´motions. Les mode`les abstraits et symboliques ont une limitation
commune : ils ne´cessitent tous une de´finition des cate´gories d’e´ve´nements de´cide´e lors de
la programmation. Ils sont moins e´volutifs et ge´ne´riques que les mode`les bio-inspire´s. Ces
derniers semblent eˆtre une meilleure approche pour un robot de service dans un milieu
dynamique puisqu’ils s’adaptent aux entre´es du syste`me.
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CHAPITRE 3
ME´MOIRE E´PISODIQUE AVEC INFLUENCES
E´MOTIONNELLES POUR UN ROBOT MOBILE
3.1 Avant-propos
Auteurs et affiliation : F. Leconte : e´tudiant a` la maˆıtrise, Universite´ de Sherbrooke,
Faculte´ de ge´nie, De´partement de ge´nie e´lectrique et de ge´nie informatique.
F. Ferland : e´tudiant au doctorat, Universite´ de Sherbrooke, Faculte´ de ge´nie, De´partement
de ge´nie e´lectrique et de ge´nie informatique.
F. Michaud : professeur, Universite´ de Sherbrooke, Faculte´ de ge´nie, De´partement de ge´nie
e´lectrique et de ge´nie informatique.
Date de soumission : 14 octobre 2014
Revue : Autonomous Robots
Titre franc¸ais : Conception et inte´gration d’une me´moire e´pisodique avec influences
e´motionnelles pour cate´goriser et reme´morer des expe´riences d’un robot mobile autonome
Titre en Anglais : Design and Integration of an Episodic Memory with Emotional
Influences to Categorize and Recall the Experiences of an Autonomous Robot
Contribution au document : Inspire´ par le mode`le de Wang et al. [49], l’article contribue
au me´moire en de´crivant mathe´matiquement la dynamique du nouveau mode`le de me´moire
e´pisodique propose´, ainsi que sa mise en œuvre et validation sur la plateforme robotique
IRL-1/TR dans un sce´nario d’interaction.
Re´sume´ franc¸ais : Les robots autonomes cohabitants avec des humains devront accom-
plir des taˆches re´currentes tout en s’adaptant aux conditions changeantes du milieu. Une
me´moire e´pisodique cate´gorise les expe´riences du robot pour ame´liorer sa capacite´ d’adap-
tation a` son environnement. Dans cet article, nous pre´sentons un mode`le de me´moire
e´pisodique qui consiste en une hie´rarchie de deux re´seaux issus de la The´orie de re´sonance
adaptative (ART) : l’un pour cate´goriser les e´ve´nements spatiaux et l’autre pour recon-
naˆıtre les e´pisodes temporels provenant des expe´riences du robot. Des e´motions artificielles
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sont utilise´es pour moduler dynamiquement l’apprentissage et la reconnaissance dans les
re´seaux ART selon la capacite´ du robot a` effectuer une taˆche, en utilisant un mode`le simple
d’e´motions artificielles. Lorsqu’un e´pisode est reconnu, les e´ve´nements anticipe´s peuvent
servir a` influencer les intentions du robot. La validation du mode`le est faite a` l’aide d’une
plateforme robotique autonome devant livrer des objets a` des personnes dans un espace
de travail. Les re´sultats de´montrent que notre mode`le peut me´moriser et reconnaˆıtre les
expe´riences du robot, et que les e´pisodes charge´s e´motionnellement sont reme´more´s plus
souvent, permettant au robot d’utiliser la me´moire de ses expe´riences passe´es plus toˆt lors
de l’exe´cution d’une taˆche connue.
3.2 Abstract
Autonomous robots cohabiting with humans will have to achieve recurring tasks while
adapting to the changing conditions of the world. An episodic memory categorizes the
experiences of a robot to improve its ability to adapt to its environment. In this paper,
we present an episodic memory (EM) model consisting of a cascade of two Adaptive
Resonance Theory (ART) networks : one to categorize spatial events and the other to
extract temporal episodes from the robot’s experiences. Artificial emotions are used to
dynamically modulate learning and recall of the ART networks based on how the robot
is able to carry its task, using a simple model of artificial emotions. Once an episode is
recalled, future events can be predicted and used to influence the intentions of the robot.
Evaluation of our EM model is done using an autonomous robotic platform that has to
deliver objects to people within an office area. Results demonstrate that our EM-ART
model can memorize and recall the experiences of a robot, and that emotional episodes
are recalled more often, allowing the robot to use its memory of past experiences early on
when repeating a task.
3.3 Introduction
For autonomous robots, the ultimate goal is to be able to decide on their own what duties,
when and how they can fulfill them in a secure, efficient and productive manner. Accor-
ding to Brachman [3], three key focal points in providing such intelligence are architecture,
knowledge-rich learning, and metrics and evaluation. An architecture defines the interre-
lations between decision-making modules required for robots to behave autonomously in
their operating environments, while metrics and evaluation relate to the implemented me-
chanisms and their usages in the wild, messy and unpredictable world. Out of the three,
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probably the most difficult issue is knowledge-rich learning, because it requires to ad-
dress the balance between a priori knowledge provided to the robot by the designer and
knowledge derived from the robot’s experiences, and how to exploit such knowledge in
meaningful ways.
Central to the acquisition of knowledge is the concept of memory. Memory is fundamental
to reasoning, learning and cognition, and is consequently a required mechanism for robots
that have to understand their interactions in dynamic environments. However, memory is
a multifaceted and complex phenomenon that remains poorly understood [33]. Episodic
memory (EM) is one type of memory, associated to personal experiences. More specifi-
cally, an episodic memory is responsible for collecting information about one’s experiences
over time and their relationships within a spatio-temporal context [44]. It can be used to
predict upcoming percepts and action consequences, which is important for autonomous
decision-making [18]. This can be achieved by categorizing events and episodes experienced
by the robot, and the ability to recall these experiences whenever appropriate. In addition,
emotions seem to be playing a role within the EM. For instance, fear is an emotion proces-
sed by the amygdala, interacting with the hippocampus (responsible for the EM) [38] to
influence the vividness and persistence of the memories [34]. More specifically, by influen-
cing perception and attention, emotions enhance the encoding of emotional events in the
EM. The emotional response also generates hormones that improve memory consolidation
in the hippocampus, increasing persistence of emotional events in the EM [29].
In this paper, we present an EM model consisting of a cascade of two Adaptive Resonance
Theory (ART) networks : one to categorize spatial events and the other to extract temporal
episodes from the robot’s experiences. Key parameters with this EM-ART approach are
the learning rates β and the vigilance parameters ρ. The learning rates set the influence a
pattern has on weight changes in the ART networks, and is associated to memory stability.
Vigilance parameters are used as thresholds for the template matching process : high ρ
produces a match when specific input patterns are presented, while lower ρ makes pattern
matching more generic, tolerant to noise and disparities between the learned pattern and
the input pattern. Lowering matching threshold of predicted patterns is a concept that is
believed to be existing in the human brain [24]. So, to deal with limited, noisy, imprecise
and asynchronous perception processes of an autonomous robot, our EM-ART approach
dynamically set β and ρ based on how the robot is able to carry its task, using a simple
model of artificial emotions [25]. The objective is to provide stability in the representation
of events and episodes, allowing the EM to adapt to small changes in perception and in the
sequences of events, and to facilitate fast recall of situations experienced with emotions.
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In [25], the basis of our EM-ART approach has been presented, along with preliminary
trials in controlled conditions to demonstrate its capabilities. This paper presents a refined
model of our EM-ART approach along with a complete description of the artificial emo-
tion model used and its integration in a robot control architecture. Experimental results
examine the influences of β and ρ in various sets of controlled experiences, to outline the
benefit of adapting these parameters based on the emotional states of the robot. They
also examine how the EM-ART evolves when these experiences are presented randomly,
providing insights about how the EM is shaped by the sequences of experiences by the
robot.
The paper is organized as follows. Section 3.4 presents related work on EM models. Section
3.5 describes the robot, the interactive task and the control architecture from which our
EM is derived and used. Section 3.6 explains our EM-ART approach, followed by its
evaluation in Section 3.7.
3.4 Related Work on EM
An EM usually works in three steps : encoding, storage and retrieval [28]. The type of
computational EM models differs by the mechanisms used for storage and retrieval, whe-
ther they are symbolic or bio-inspired. Symbolic approaches rely more on the developer’s
skills in determining what are the meaningful events and episodes from which to build
experiences, and therefore is limited to what can be anticipated at the design stage. For
instance, SOAR [32] integrates a symbolic EM model which provides cognitive capabili-
ties to other modules, such as noticing novel situations, detecting repetition, prediction
of actions and retroactive learning. Episodes are represented as a sequence of the working
memory’s content over time, and because it does not categorize events, this approach can
lead to many similar events repeated among the episodes. The approach was tested in a
simulated world where the diversity of spatio-temporal content is limited and would be
inefficient in a real-world situation.
Another symbolic EM model is ELM (Episode-like Model) [39], based on the EPIROME
framework [20], used to tackle reliability issues when a large amount of episodes are stored
over time. Events are categorized by their type (command, perceptional and executive)
and indexed using a R-Tree to enhance the retrieval of stored episodes using specific cues.
However, this approach is domain-specific and the EM model needs to be adapted by the
developer for any new tasks.
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Bio-inspired approaches, such as the use of artificial neural networks, try to categorize
events in a more efficient way by allowing a robot to learn directly from the situations
experienced. Adaptive Resonance Theory (ART) networks have been used to categorize
patterns from contextual and state data [4]. ART is a cognitive and neural theory of how
the brain can quickly learn, remember and recognize objects and events in a changing
world. It is a self-organizing artificial neural network model well adapted to the plasticity-
stability dilemma, i.e., it quickly learns and integrates new knowledge (plasticity) without
being forced to forget previously learned but still useful knowledge (stability). Taylor et
al. [41] present a model to categorize events using temporally integrated ART networks.
Sequence of events are recognized but no retrieval mechanism is implemented, making this
approach unusable for a robot. Tscherepanow et al. [43] develop an EM model based on
TopoART neural network to cluster real-world perceptual data. It concurrently provides
online learning and prediction. Episode clusters are represented as nodes activated conse-
cutively from a lower layer over a small period of time, and a low difference in the input
space. Inputs does not contain high-level perceptual information such as objects, person
or location, but rather compressed and blurred images used directly without extracting
perceptual features.
Wang et al. [49] ART approach is particularly interesting because it hierarchically joins
two ART networks to create an EM model [7] : one ART is used to encode spatial events
and the other is used to extract temporal episodes from the experienced situations. Wang
et al.’s EM-ART model was validated in a first-person shooter game environment in which
complete, precise and continuous access to external context information and internal states
of the virtual world are available [50]. They also studied the influences of ρ on how the
EM learns, keeping β and ρ constant during the trials [50].
Artificial emotions have been used in EM. For instance, the System Reactions Theory of
Emotions (SRTE) associates emotional significance to percepts and events, and can be
used to control attention, learning and goal planning [16]. This approach is implemented
in ISAC [8] to favor recalls of emotionally salient episodes based on the realization of any
expectation. Komatsu and Takeno [22] use artificial emotions as inputs with other percepts
to the EM, and are used to trigger the learning phase of the EM. They use a MoNAD
neural network to learn episodic traces and to predict future events. From this prediction,
the robot decides whether or not to select the same behavior based on its associated
emotion. However, episodes associated with high emotion intensity are not prioritized in
memory and can be erased by new memories.
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3.5 Control Architecture of an Interactive Autonomous
Robot With Episodic Memory
To develop an EM from which a rich set of events and episodes can be encoded, we
used a robotic platform that can perceive locations, objects and people to characterize
its experiences in the world. The robotic platform used is IRL-1/TR, which consists of
the IRL-1/TR humanoid torso [12] placed on top of a differential-drive mobile base [30].
IRL-1/TR uses compliant force-controlled actuators in its arms, a pan-tilt unit to move
its head, a laser range finder for obstacle avoidance and simultaneous localization and
mapping, two cameras (a RGB camera with a Immervision (IMV) panoramic lens, and a
Microsoft Kinect) for vision processing, an 8-microphone array for speech interaction with
people, and a wireless gamepad for teleoperation of the mobile base. The IMV camera
provides an image of 1024 × 768 pixels, covering the full hemisphere in front of the robot.
The Kinect provides a 640 × 480 RGB image with matching depth measurements of up
to 5 m, with a 43◦ vertical field of view, and is located at 1.2 m on top of IRL-1/TR. Two
computers running Linux and Robot Operating System (ROS) [35] are used to implement
IRL-1/TR control architecture.
For our study, we imagined the following fetch-and-deliver task, illustrated by Fig. 3.1,
from which the robot can interact and gather experiences in the world. Starting from
room R0, the task consists of delivering one of three objects O1, O2 and O3 to people in a
different location, according to the following scenario :
- In room R0, a person P1 stops in front of IRL-1/TR. IRL-1/TR then identifies and
greets the person.
- Person P1 shows the object Oo to IRL-1/TR. IRL-1/TR then recognizes the object
and extends its left arm to grasp it.
- IRL-1/TR autonomously navigates to room R1, searching to deliver object Oo to
somebody. When entering the room, IRL-1/TR asks if there is someone there to
take object Oo. IRL-1/TR wanders around until a person P2 is located in area L
inside room R1.
- IRL-1/TR extends its arm and delivers object Oo.
- IRL-1/TR comes back to room R0.
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Figure 3.1 Fetch-and-deliver task with IRL-1/TR : a) IRL-1/TR identifies a
person and an object in room R0 ; b) IRL-1/TR asks the person to give the
object in its gripper ; c) IRL-1/TR navigates autonomously to room R1 ; d)
IRL-1/TR wanders in room R1, looking for somebody to deliver the object ; e)
IRL-1/TR has found someone and gives the object ; f) Top view illustration of
the fetch-and-deliver task where the destination L is a location in room R1.
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Figure 3.2 IRL-1/TR control architecture for the fetch-and-deliver task.
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Figure 3.2 illustrates IRL-1/TR control architecture implementing the fetch-and-deliver
task. Perception Modules (represented in blue) are used to generate the following percep-
tual channels :
- RoomID R. The SLAM 2D module performs localization using the Adaptive Monte
Carlo Localization approach [42] and the laser range finder to track the pose of the
robot in relation to a known map. The RoomID is derived by comparing the robot’s
position with the four corner coordinates of each room in the map.
- Location L. Because the EM encodes perceptual features rather than absolute car-
tesian coordinates of a map, each room is divided by a 1.5 m × 1.5 m grid to have
Room Detection provide a more precise position feature, and in which IRL-1/TR
can more easily locate a person to interact with.
- Objects O. Object Recognition recognizes objects using 2D images from the Ki-
nect. SIFT features [27] are used to recognize objects at different scales and orien-
tations and in different lighting conditions, as long as many SIFT features (high-
contrast, edges, textures) can be extracted to avoid false detection. To improve the
robustness, each object must be detected twice in a 4 seconds time frame. Also, ob-
jects have a minumum size of 20 × 20 pixels in the 640 × 480 image and they must
be fully framed in the field of view.
- People P . ManyEars [15, 46] uses the 8-microphone array to provide sound source
localization and tracking of up to four of the loudest sound sources. Face Detection
uses 2D images from the Kinect in a HAAR-cascade classifier trained with thousand
of faces facing the camera from a public database [48]. The Leg Detection module
uses laser range finder data to identify potential positions of pairs of legs (with
a reliability estimation derived from perceived leg velocity) over 180◦ and a 5 m
range [1, 37]. People Tracking is accomplished by correlating information from Leg
Detection, Face Detection and ManyEars. People Recognition uses Turk and
Pentland’s algorithm [45] to recognize faces on potential regions as defined by the
Face Detection module. To improve the robustness of the People Recognition
module, a set of photos at differents angles, lighting conditions and facial expressions
is taken for each person. Also, prepocessing steps are done on each image including
resizing, cropping and histogram equalization1 [10].
Each Perception Module operates as an independent ROS node sending processed informa-
tion asynchronously, driven by what is provided by IRL-1/TR’s sensors, to the Behavior
1http ://www.shervinemami.info/faceRecognition.html
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Modules (represented in yellow in Fig. 3.2) or the EM-ART Module. The Behavior Mo-
dules consist of seven behaviors used to control the robot’s actions to control the mobile
base, the arms and the position of the robot head, managed by the Motion Controller
module. These behaviors are described below, listed in order starting from the lowest to
the highest priority :
- Gripping. When a person is detected in front of the robot and no object is in the
robot’s gripper, this behavior lifts up the robot’s left arm toward the person and
opens the gripper. The robot asks the person to give the object and once the force
sensors in the arm validates that the grasping is accomplished, the gripper closes
and the arm retracts. When a person is detected in front of the robot and an object
is in the robot’s gripper, this behavior lifts up the left arm toward the person and
wait. The robot asks the person to take the object and once the force sensors detect
the object being pulled out of the gripper, the gripper opens and the arm retracts.
- Wandering. This behavior makes IRL-1/TR move forward, changing randomly its
trajectory every 4 sec.
- Look Around. This behavior is used to immobilize IRL-1/TR and to rotate its head
from left to right, allowing IRL-1/TR to visually search features in its surroundings.
- Engage People. Using body shape position provided by the People Tracking
module, this behavior tracks the person by rotating the mobile base (maximum 1
rad/s) and the head. If the person is located [−5,+5]◦ in front of the robot, only
the pan-tilt unit moving the head is used, positioning it to follow the center of the
face (estimated 1 m above the center of mass of the person). Otherwise, the behavior
makes the robot rotate toward the person’s position, to assist tracking done by the
pan-tilt unit.
- Go To. A trajectory planner is used to generate the path between the current posi-
tion and the destination. Velocity commands are sent to the mobile base controller
to follow the path. If possible, the trajectory is updated when obstacles block the
path, otherwise the behavior stops sending velocity commands.
- Teleoperation. Using the gamepad, this behavior allows the experimenter to repo-
sition the mobile base or to stop the robot for security purposes when necessary. It
is used when IRL-1/TR loses its position in the map, gets stuck behind obstacles or
to initialize the position of IRL-1/TR in the map.
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Figure 3.3 State machine of the Fetch & Deliver Task module, and the
influences from the EM-ART module.
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An activated behavior can generate commands to the robot’s actuators. Since many beha-
viors can be activated simultaneously, a behavior is said to be exploited when it actually
controls the robot’s action, based on what is perceived and behavior priority (which is
managed by the Motion Controller module). The Fetch & Deliver Task module ma-
nages behavior activation according to the state machine presented by Fig. 3.3. Each state
defines high-level intentions of IRL-1/TR and activates the appropriate Behavior Modules
according to perceptual inputs, task progress and information predicted by the EM-ART
module, as follows :
a) Initial State : In room R0, IRL-1/TR waits until an object Oo is detected for at least
5 sec.
b) Grasp object : IRL-1/TR grasps object Oo. It can then be influenced by the EM-
ART module : if the object Oo is part of the prediction along with a person P , the
delivery location L is provided by the EM-ART module as the destination of the
Go To behavior.
c) Go to room R1 or to a specific position L : IRL-1/TR is programmed to go to the
entrance of room R1 or to the specific location L, using the Go To behavior.
d) Wander : IRL-1/TR moves randomly for 4 sec, stops and looks around for someone
to deliver the object. IRL-1/TR repeats this step until a person is identified.
e) Deliver object : IRL-1/TR greets the person and delivers the object Oo. The task is
then completed and learning is triggered in the EM-ART module.
f) Return to room R0 : IRL-1/TR returns autonomously to the initial room R0 and
waits until another object delivery is requested.
The Artificial Emotions module monitors when behaviors are activated or deactivated,
or when they are exploited or overridden by a behavior with higher priority.
3.6 EM-ART Model with Emotional Influences to Adapt
the Learning Rates and Vigilance Parameters
Figure 3.4 illustrates our EM-ART model, made of three layers :
- The Input Layer is used to represent the external context information and internal
states on which to build memories, providing key information such as what, where,
who and how regarding the situations experienced by the robot.
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Figure 3.4 EM-ART with the Artificial Emotion module.
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- The Event Layer is made of nodes associated to events experienced as derived from
the patterns of activated nodes in the Input Layer.
- The Episode Layer has nodes that categorize the patterns of activated nodes in the
Event Layer, defining episodes as temporal sequences of events.
Weights between the Input Layer and an Event node encode the memory of a particular
event, while weights between the Event Layer and an Episode node are associated to
the temporal order of events in an episode. In other words, weights encode the level of
activation of each node with respect with a learning rate parameter.
As the robot accomplishes its task, the matching scheme of EM-ART is used to 1) re-
cognize similar events and episodes encoded in the EM by feedforward propagation of
node activation, 2) predict upcoming event(s) associated to an episode node, and 3) adapt
weights to reflect variations in similar patterns or add nodes to learn new events and epi-
sodes. Weight learning is influenced by the learning rates β, and the matching scheme by
the vigilance parameters ρ.
With the EM-ART model developed by Wang et al. [49, 50], β and ρ are set for layers,
making learning and matching uniform for every nodes in the Event Layer or the Episode
Layer : each episode is considered as important as the others, considering uniform patterns
of events and episodes recognition. But for an autonomous robot with limited, noisy,
imprecise perception operating in dynamic conditions, it may be more appropriate to :
- Adapt the learning rates β to situations that can be considered more significant for
the robot and make them remain stable in memory. Changing the learning rates
influences weight adaptation to either learn quickly (β = 1) or preserve what was
experienced in the past (β = 0), whether it is for an event node or an episode node.
- Adapt the vigilance parameters ρ to make template matching more tolerant to noise
and disparities in the input or event layers. The vigilance parameters set what can be
characterized as the granularity of the matching scheme : it can be identical (ρ = 1)
or coarse (ρ = 0.1), in relation to spatial patterns (Input Layer) or temporal patterns
(Event Layer).
Therefore, one contribution of our EM-ART model is to have distinct β and ρ for each event
node and episode node, set according to how the robot is able to satisfy its intentions while
accomplishing the task, as monitored by the Artificial Emotions module. The following
sections explain the layers of our EM-ART model and the Artificial Emotions module.
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3.6.1 Short-Term Memory Layer and Input Layer
Let Ik ∈ [0, 1] denote an input vector, with Iki ∈ [0, 1] associated to input attribute i and
channel k, for k = 1, ..., n. Ik is augmented with its complements I
k
= 1 − Ik to define
the activity vector xk of the Input Layer. Complement coding, i.e., representing present
features as well as absent features, is used to avoid category proliferation in ART network
[14]. Input attributes are grouped into channels indexed by k. IRL-1/TR uses six channels :
R, L, O, P , currently exploited Behaviors B and the Emotions E. Each channel is made
of the possible attributes (e.g., room IDs, locations, people that can be identified, objects,
list of behaviors and artificial emotions) and their complement.
The Short-Term Memory layer is used as a buffer to synchronize percepts coming from
different Perception Modules. For instance, the identity of the person interacting with IRL-
1/TR and the object shown can be observed together, even though they are derived using
distinct and asynchronous perceptual processes. Furthermore, when IRL-1/TR grasps an
object, the Gripping behavior and the object can be part of the same context even
if the latter disappears from IRL-1/TR’s field of view. This allows the Input Layer to
aggregate percepts related to more meaningful and significant changes in xk, which trigger
the matching process with the Event Layer. When a change occurs in any attribute in
the Short-Term Memory layer, a new input vector Ik is sent to the Input Layer of the
EM-ART.
3.6.2 Event Layer
The Event Layer processes the activity vector xk of the Input Layer in four steps :
1. Activating an Event node. This step evaluates the activation of the event nodes. It
is used to find potential matches with event nodes and filter events having nothing








where wkj ≡ (wkj1, ..., wkjM) is the weight vector associated with the event j and input
channel k, αk > 0 is the choice parameter, the fuzzy AND operation ∧ is defined by
(p ∧ q)i ≡ min(pi, qi), and the norm |.| is defined by |p| ≡
∑M
i=1 |pi|. The node J
with the highest T is selected as the hypothesis for the next step.
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TJ = max{Tj : ∀j in Event Layer} (3.2)
2. Matching of xk with event node J . This step examines if resonance occurs between
xk and event node J , i.e., for each channel k, xk matches the weights wkJ associated
to event node J , according to the following :
∣∣xk ∧wkJ ∣∣
|xk| ≥ ρ
J · γk (3.3)
with ρJ ∈ [0, 1] is the vigilance parameter associated to node J , and γk ∈ [0, 1]
is the relevance parameter associated to input channel k. If any of the channel k
fails to reach resonance with the event J , TJ is set to the next event having the
highest Tj until resonance occurs. If a resonant state is not found, J is set to be
a new node created to encode a new pattern. By default, when a node is created,
its associated ρJ is set high (0.95) to favor specific recognition of the event. γk
makes EM-ART sensitive to the precision of channel’s attributes. Channels with
γk = 0 allow the system to keep specific information in memory without influencing
pattern recognition, while providing useful information when an episode is recalled.
For example, setting γk = 0 for the People channel generalizes events regardless of the
identity of the individual, while γk = 1 suggests that specific individuals identified
by IRL-1/TR are meaningful for the event. For the position channel, γk = 0 makes
irrelevant to find a match with the exact position in the room, but still keeps this
information in the EM-ART.
3. Learning. Using J as the Event node, the activity pattern xk is learned by modifying





1− βJ)wk(old)J + βJ (xk ∧wk(old)J ) (3.4)
where βJ ∈ [0, 1] is the learning rate parameter associated to the event J . βJ = 1 is
used when a new node is created.
4. Evaluating the activity vector y of the Event Layer. The node J selected to learn the
event sets its activity yJ to the maximum value of 1. The activities of other nodes
on the Event Layer decay linearly according to :
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where τ is the decaying factor ∈ [0, 1], which incidentally sets the maximum number
of event nodes that can be represented in a sequence to derive an episode. A value
of τ near 0 allows more events in an episode and more tolerance to inversion in the
sequences since the difference in activity yj of two consecutive events is small. The
activity vector y encodes the chronological order of the events in the Event Layer.
Since an event node can be activated more than once in the same sequence, only the
last occurrence of the repeated event is considered.
3.6.3 Episode Layer
The role of the Episode Layer is to recognize sequences of events in the Event Layer and
to predict upcoming events by temporal auto-association [17]. Recognition of temporal
patterns of events must happen early enough to benefit from the prediction before the end
of a task. When an episode is recognized, prediction of upcoming events is possible and
can be used to retrieve useful information from the EM-ART, such as the delivery location
L of an object in the fetch-and-deliver task.
Algorithm 1 describes episode recognition, learning and prediction processes between the
Event Layer and the Episode Layer. Episode recognition is a continuous process during
the task, and learning occurs only when the task assigned to the robot is completed. The
prediction yp of upcoming events and their associated ρj are reset (lines 1 and 2) before
each episode recognition attempt.
Whenever y changes, the Episode Layer uses a matching scheme (lines 3 and 4) identical
to what is done with the Event Layer (Sect. 3.6.2), evaluating resonance with node S from
the Episode Layer to recall a similar episode if there is one (lines 5 to 16), or creating a
new episode node if no match is found (lines 17 to 24). If resonance occurs for episode
node S at event node J (line 5), the prediction yp of upcoming events can be calculated
using the complement of wjS and y (line 6), i.e. :
yp = wjS \ y, wjS > wJS and yj > 0 (3.6)
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Algorithm 1 Episode recognition, learning and prediction
1: Reset prediction yp
2: ρj ← initial value
3: Activating the episode node S with the highest activation, based on activity vector y
4: Matching of y
5: if S is in resonance with y then
6: Infer predicted events yp = wjS \ y
7: Reorder yp in ascending order
8: Lower ρj associated to yp according to Equation 3.7
9: for all anticipated events do
10: readout weights wkj to retrieve specific situational attributes in the Input Layer
11: end for
12: if episode learning is allowed then
13: Episode S learns y
14: Reset activity vector y
15: Adjust βS and ρS
16: end if
17: else {no resonance}
18: if episode learning is allowed then
19: Create a new episode node S
20: Episode S learns y
21: Reset activity vector y
22: Adjust βS and ρS
23: end if
24: end if
Predicted events yp are subsequently reordered chronologically (in ascending order accor-
ding to wjS) (line 7). The anticipated events are the ones that occurred after J using the
condition wjS > w
J
S . Figure 3.5 shows the anticipated events y
p in yellow.
Then, to facilitate matching of upcoming events, ρj associated to yp are temporarily lo-
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Figure 3.5 Predicted events yp (yellow nodes) and activity vector y (green)
where p is the relative index of the event in the reordered sequence yp, and Cρ is a
constant that defines the maximum decrement for ρj. The next upcoming event (p = 1)
has its ρj decreased the most : since predicted events are more likely to appear in the
current episode, temporarily lowering ρj facilitates matching and makes it possible to
tolerate minor differences. To retrieve specific situational attributes in the Input Layer
related to yp, weights wkj can be read out one at a time following the sequential order of
the anticipated events (lines 9 to 11). Those situational attributes are outputted from the
EM-ART and can be used by other modules in the decisional architecture if needed. If
the Episode Layer is allowed to learn, i.e., if the Fetch & Deliver Task module triggers
learning, weights wjS learn the activity vector y (line 13). Then, the activity vector y is
reset, and a new sequence can start (line 14).
If the Fetch & Deliver Task module triggers learning but no matching has occurred
between the Episode Layer and the ongoing events sequence y, a new episode node is
created to learn a new sequence of events y (lines 17 to 24).
3.6.4 Artificial Emotions Module
The influences of the Artificial Emotions module occur at lines 15 and 22 of Algorithm
1, adjusting βS and ρS to improve episode stability in memory and to favor recall of the
most relevant episode. Note that βJ is also influenced by artificial emotions every time
an event node learns an input pattern. For the fetch-and-deliver task, we used a simple
artificial emotion model since our objective is to validate such influences on the EM-ART
model. Two artificial emotions are used : Joy (indicating that the robot behaves according
to its intentions) and Anger (indicating that its intentions are not satisfied). Each artificial
emotion is characterized by an intensity Ee ∈ [0, 1], changing over time t according to :
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where CEe is a coefficient matrix defining the influence of behaviors on the artificial emo-
tions, X represents behavior exploitation, and d ∈ [0, 1] is a decay factor used to gradually
bring back the emotion intensity to 0 when no behavior is activated. CEe ∈ [−10, 10]
are coefficients chosen empirically according to the emotional significance related to the
exploitation or not (¬) of behaviors bb.
CEe =

b1 ¬b1 · · ·





Em C(Em, b1) C(Em,¬b1) · · ·
 (3.9)
where c(Ee, bb) is the coefficient associated to the influence of behavior bb on emotion Ee.
When an episode or an event are experienced with high emotion intensity, they need to
be stable in memory, meaning that they should remain intact as future learning occurs.
This is done by lowering the learning rates (βs or βj) to limit weight changes as follows :
β(new) = β(old) (1− Cβ · (max(Ee)− 0.5)) ,
β(new) ∈ [βmin, βmax]
(3.10)
where Cβ is a constant that defines the maximum decrement, with βmin and βmax limiting
the range of β(new). max(Ee) returns the artificial emotion with the highest intensity : if it
is lower than 0.5, β is increased so that future similar experiences may affect the learned
case ; if it is greater than 0.5, β is decreased and therefore limits weight changes from
future similar experiences.
Also, because episodes with high emotional intensities probably contain useful information,
they should be recalled easily, meaning that ρS can be decreased according to :
ρS(new) = ρS(old) (1− Cρ · (max(Ee)− 0.5)) ,
ρS(new) ∈ [ρsmin, ρsmax]
(3.11)
where ρsmin and ρ
s
max limits the range. When max(Ee) is lower than 0.5, ρ is increased to
make matching more specific to the memorized case, while if it is greater than 0.5, ρ is
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decreased to be more tolerant to differences between the memorized case and the current
situation.
Changes to βs, ρs and βj are applied when learning occur on the associated node, and
these changes are saved permanently.
3.7 Experiments and Results
For the experiments, parameters of our EM-ART model were initialized as follows :
- ρj = 0.95 and ρs = 0.55, ρsmin = 0.45, ρ
s
max = 0.85, to recognize similar events but be
more tolerant for similar episodes, allowing the EM-ART to recognize episode early
enough to exploit predicted events ;
- Cρ = 0.20 and Cβ = 0.25, to limit changes of ρ at a maximum of 10% and β
at a maximum of 12.5% when learning occurs and preserve the initial emotional
influences ;
- βj = βs = 0.6, βmin = 0.1, βmax = 1, set empirically ;
- τ = 0.05 to have a maximum of 20 events in an episode ;
- αk ∼= 0, which is the value used in [7].
With the fetch-and-deliver task, Joy and Anger are associated to the following behaviors :
Go To (b1, to navigate from one room to another), Wandering (b2) and Teleopera-
tion (b3, required when IRL-1/TR loses its position in the map), as defined by (3.12).
For example, when IRL-1/TR activates Go To, Joy increases and Anger decreases as
long as the behavior is exploited. Therefore, if IRL-1/TR gets lost in its internal map,
Teleoperation is exploited and Go To is not while still being activated ; Joy decreases
and Anger increases overall. In addition, CEe were set empirically so that EJoy reaches
approximately 0.75 at the end of the fetch-and-deliver task (Go To has to be exploited
to get to the delivery location without any interruptions, which takes about 2 minutes
per trial). Wandering is used when IRL-1/TR does not know the location where it has
to bring the object, and consequently the time IRL-1/TR takes to find someone should
decrease Joy and increase Anger. Finally, Teleoperation is always activated but only
exploited when the experimenter needs to reposition IRL-1/TR. In that case, it is impor-
tant that IRL-1/TR remembers such situation, to be able to predict its occurrences in the
future and adapt its behavior accordingly to avoid having the experimenter to intervene.
Hence, a high positive coefficient for Joy and a high negative coefficient for Anger are
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Figure 3.6 Example of the evolution of Joy and Anger during a typical fetch-
and-deliver task.
used generating Joy while the robot is being teleoperated. When Teleoperation is not
exploited, it does not inﬂuence emotional intensities. The parameter d is set to 0.05 to
bring back Ee to zero after a period of approximately 20 minutes of inactivity. Figure 3.6
illustrates how artiﬁcial emotions change over time during the accomplishment of a typical
fetch-and-deliver task.
CEe =
[ b1 ¬b1 b2 ¬b2 b3 ¬b3
Joy 1 −5 −0.2 −0.8 3 0
Anger −1 5 0.2 0.8 −3 0
]
(3.12)
Using these parameters, we conducted two sets of experiments. The ﬁrst set consisted of
having IRL-1/TR execute the fetch-and-deliver task in the real world, experimenting with
six diﬀerent controlled conditions of ten trials each. The second set of experiments were
done by combining the trials from the ﬁrst set with emulated trials, allowing us to create
a larger and a more diverse set of conditions.
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3.7.1 Real Trials in Controlled Conditions
The objectives with these trials are to observe how the EM-ART evolves in different condi-
tions, and examine the influences of adapting the learning rates and vigilance parameters.
For each trial, the EM-ART model was initialized with an empty memory.
1. Recall repeatability and prediction. R0, R1, P1, Oo, P2 and L remained identical
throughout the trials, leading to only one episode. The EM-ART must therefore be
able to recall the episode as soon as possible, allowing IRL-1/TR to predict where
to go before having to wander in room R1 and to use L as the destination to go to.
Figure 3.7 illustrates the trajectories taken by IRL-1/TR for each trial and where
recalls from EM-ART occurred. Successful recalls of L occurred 8 times out of 9.
Trial 1 led to the creation of an episode made of 15 event nodes. For trials 2 to 4,
recall occurred relatively late in the episodes, i.e., while IRL-1/TR was wandering in
R1. As the scenario was repeated and learned, recurring events stayed while sporadic
events faded, and recall occurred as early as when IRL-1/TR was in R0, after having
recognized the object Oo or the person P . In the one trial where recall was not
observed, IRL-1/TR lost its position in its map : teleoperation was required, high
intensities of emotions were generated and 10 new event nodes were created, leading
to a distinct episode. No significant intensities of emotions were generated for the
trials which relates to the first episode node.
2. Recall repeatability and learning. R0, R1, P1, Oo and P2 remained identical
throughout the trials, while L changed with each trial. The objective of this condition
was to observe if the last L learned could be predicted as the destination when an
episode recall occurred. To allow pattern recognition to match the same episode even
though L was never the same, the relevance parameter γk for L was set to 0 to have
the specific inputs from this channel irrelevant during event pattern matching, but
have L memorized so that the precise location of the last delivery could be recalled.
Figure 3.8 shows the trajectories followed by IRL-1/TR during these trials with
10 different locations (L0 − L9). After 10 trials, two episodes and 27 event nodes
were created. Successful recall of L happened 8 times out of 9, and as expected, the
destination predicted was the one from the previous trial, and IRL-1/TR started
wandering from that point on. When learning the episode with the new destination
L occurred, the weights to the previous destination L were reduced. With delivery
location L6, a false object detection occurred, leading to the creation of five new event
nodes, and consequently leading to a new episode. The episode was never recalled
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Figure 3.7 Condition 1 : Recall repeatability and prediction. The initial path,
in yellow, illustrates the exploitation of Wandering in R1. Recall occurrences are
identified by red X, and the resulting trajectories to go to L are in green. Blue
paths are teleoperated or planned trajectories, i.e., generated without using the
EM-ART.
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Figure 3.8 Condition 2 : Recall repeatability and learning. Once IRL-1/TR
recalls from EM-ART the last delivery location L, nobody is there to receive the
object. Then, IRL-1/TR starts wandering and stops at a new L where a person
P received the object, initiating learning of a new episode.
afterwards. Again, no significant intensities of emotions were generated throughout
the 10 trials.
3. Semantic differences and new episodes. R0, R1, P1 and P2 remained identical
throughout the trials, while Oo changed to be one of three objects (O1, O2, O3). This
must lead to the creation of three episodes semantically different but with some
similar events. Each object delivery was done at a specific location L for the object
in question, to differentiate which episode was recalled and used to predict L. Figure
3.9 illustrates the trajectories followed by IRL-1/TR during these trials. As expected,
each trial involving a new object Oo led to the creation of a new episode, for a total
of three. Figure 3.10 presents the number of episode and event nodes over the trials,
with the object presented. The number of event nodes in the EM-ART increased
during the first five trials, because percepts changed slightly over the episodes but
stabilized in the last five trials. No significant intensities of emotions were generated
when delivering object O1 to location L0. When delivering object O2 to location L1,
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Figure 3.9 Condition 3 : Semantic differences and new episodes.
IRL-1/TR wandered longer in R1, decreasing the emotion intensity to 0.21. Since
the delivery location L2 for object O3 was farther in room R1, the Go To behavior
was used for longer, thus increasing Joy intensity to an average value of 0.69 in four
trials. This made recall of L associated to O3 easier.
4. Relevance of the input channel. To test the influence of γk on an event node,
R0, R1, P1, P2 and L were kept identical over the trials, γ = 0 for the Object
channel, and a different object (O1, O2, O3) was used between trials. This condition
must lead to the same episode, making the objects carried by IRL-1/TR irrelevant
for the episode. Figure 3.11 presents the trajectories followed by IRL-1/TR during
these trials. As expected, after 10 trials, only one episode was learned, with a total
of 25 event nodes. IRL-1/TR also recalled the episode when entering R1 (once in the
corridor between R0 and R1), and went directly to the delivery location L without
wandering too long in the room R1, regardless of Oo. No significant intensities of
emotions was generated throughout the trials.
5. Episode with high emotional intensity. R0, R1, P1, Oo, P2 and L remained
identical throughout the trials, but we forced IRL-1/TR to experience high emotional
3.7. EXPERIMENTS AND RESULTS 47
Figure 3.10 Number of nodes in the Event Layer and in the Episode Layer for
trials in Condition 3.
Figure 3.11 Condition 4 : Relevance of the input channel.
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Figure 3.12 Condition 5 : Episode with high emotional intensity.
intensity during trial 1 by deliberately covering up the laser range finder, making
the Go To behavior unusable. This makes Anger reach its maximum intensity value
as the episodes are learned, leading to the decrease of βs and ρs according to (3.10)
and (3.11). This condition must lead to rapid episode recalls, allowing IRL-1/TR to
benefit from a prediction early on at the beginning of the task. Figure 3.12 illustrates
the trajectories followed by IRL-1/TR during these trials. Indeed, during trials 2 to
10, the episode learned in trial 1 was recalled as soon as IRL-1/TR realized it was in
R0 : IRL-1/TR then decided to directly go to the delivery location L with the object.
Figure 3.13 illustrates the evolution of ρs and Ee over the trials in this condition.
The vigilance ρs reached the minimum value ρsmin = 0.45 in the third trial, and
increased on trials 6 and 7 because IRL-1/TR stayed inactive for a longer period of
time waiting to recognize an object in room R0.
6. Episode with no emotions. R0, R1, P1, Oo, P2 and L remained identical throu-
ghout the trials, but we set Ee = 0 for Joy and for Anger to observe the benefits
on recall of adjusting βs, ρs and βj by the Artificial Emotions module. According
to (3.10) and (3.11), with Ee = 0, ρ
s should increase over time, and the episode
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Figure 3.13 Variation of vigilance ρs in relation to maximum emotion intensity
Ee during Condition 5.
should not be recognized as easily. Figure 3.14 illustrates the trajectories followed
by IRL-1/TR during these trials. During trials 2 and 3, a successful episode recall
was observed, allowing IRL-1/TR to predict the delivery location L. During trials
4 and 5, IRL-1/TR recognized the episode, but the prediction was not useful since
L was already reached after having wandered for a while. Starting trial 6, episode
recall did not happened before the end of the task because ρs was too high (0.85)
to tolerate minor variations in the sequence of events, leading to the creation of new
episodes in memory. After ten trials, the episodic memory contained three episodes
rather than only one, with 14 event nodes.
3.7.2 Evaluation of our EM-ART in Diverse Conditions
The experiments reported in Section 3.7.1 generated 60 trials of real world data as ex-
perienced by IRL-1/TR. From these data, we decided to generate a distinct data set of
situations experienced by IRL-1/TR, and observe how our EM-ART model evolves by
adding new conditions and by presenting these cases in random order and for longer se-
quences of trials. Since these situations are emulated in simulation instead of actually
controlling IRL-1/TR, the inﬂuences of predicted events on the task are not considered.
40 trials from conditions 1, 2, 3 and 5 were taken because γ = 1 for O and artiﬁcial emo-
tions were allowed. We also created 10 new trials, referred to as Condition 7, by changing
R, P , O and replacing Gripping by a behavior that would have the robot ask for help
(not implemented – the objective being to add another input to the Behavior channel),
following the guidelines of the following greeting scenario :
- In R2, a person P2 stops in front of IRL-1/TR and IRL-1/TR greets the person.
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Figure 3.14 Condition 6 : Episode with no emotion.
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Figure 3.15 Number of episodes and events in our EM-ART model for two
semantically-diﬀerent tasks.
- IRL-1/TR recognizes object Oo shown by P2.
- IRL-1/TR navigates to R3.
- IRL-1/TR asks for help in R3
- IRL-1/TR goes back to P2 in R2.
This scenario was artiﬁcially-generated using real-world data to keep realistic timing for
perception and motion while providing a diﬀerent task to process by the EM-ART.
Using this data set, two types of experiments were conducted. First, we examined if our
EM-ART model could handle situations with signiﬁcant diﬀerences in episodes, by pre-
senting ten trials of the greeting scenario followed with ﬁve trials from the original fetch-
and-deliver task with object Oo. This must result in having two distinct episodes in the
EM-ART because the two situations are semantically diﬀerent. Figure 3.15 illustrates the
evolution of the number of nodes in the Episode and Event layers over these 15 trials. As
expected, two episodes were created. The Event layer increased signiﬁcantly in size when
the new situation is experienced (trial #11), which coincides with the creation of another
episode in the EM-ART. Episode 1 was predicted during trials 2 to 10, while successful
predictions of episode 2 were made starting trials 12 to 15.
Second, our set of 50 trials were randomly presented ﬁve times to our EM-ART model.
Table 3.1 summarizes the structure of the ﬁve EM-ART after processing our set of 50 trials
in random orders. The size of the Episode Layer varies between 4 and 7 while the number
of events remains relatively similar (between 62 to 64). This suggests that EM-ART-2 and
EM-ART-4 are able to generalize more the event sequences experienced, and EM-ART-3
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Tableau 3.1 Structures of five EM-ART after 50 randomly-presented trials.
EM-ART-1 EM-ART-2 EM-ART-3 EM-ART-4 EM-ART-5
Nb episodes 6 4 7 5 6
Nb events 62 63 64 62 63
Index s1 s2 s3 s4 s5 s6 s1 s2 s3 s4 s1 s2 s3 s4 s5 s6 s7 s1 s2 s3 s4 s5 s1 s2 s3 s4 s5 s6
Condition.Trial 1.1 7.4 3.3 3.10 3.5 2.7 1.4 3.3 7.10 3.5 7.2 2.2 3.1 3.6 5.9 3.5 2.7 7.4 2.2 3.3 3.5 5.4 2.8 3.8 7.5 2.1 5.1 3.10
Ee when learning .58 .91 .62 .73 .97 .55 .98 .64 .41 .97 .11 .38 .24 .29 .86 .97 .56 .98 .38 .64 .97 .63 .53 .72 .84 .45 1 .36
is more strict during the matching process. We note that when the creation of an episode
is associated with a high emotional intensity, the next episodes relate more easily to this
episode even if there are differences in the sequence of events. This brings more recalls and
less episode creations.
If we look more closely to the EM-ART generated, EM-ART-1 has six episode nodes and
62 event nodes. Episode creation occurred during the trials as follows :
- Episode s1 was created after accomplishing the first fetch-and-deliver trial with ob-
ject O1.
- Episode s2 was created when trial 4 from condition 7 was presented.
- Episode s3 was created when trial 3 from condition 3 was presented, during which a
new object O3 was delivered.
- Episode s4 was created when trial 10 of condition 3 was presented, during which
Teleoperation was used to go to the delivery location.
- Episode s5 was created when trial 5 of condition 3 was processed by the EM-ART,
representing the delivery of object O2.
- Episode s6 was created from trial 7 of condition 2, which corresponds to an invalid
object detection (IRL-1/TR thought it delivered object O1 and O3 simultaneously).
EM-ART-2 has four episode nodes for 63 events nodes, created as follows :
- Episode s1 was created after a fetch-and-deliver trial with object O1 (comparable
to s1 in EM-ART-1). The emotion associated to this episode was very high (0.98),
making the vigilance threshold ρs low from the start. Since episode s1 has a low
vigilance threshold, recalls occurred even when a trial has some differences, such as
when Teleoperation was used to help IRL-1/TR avoid an obstacle (condition 3,
trial 10) or when there was perception errors (condition 2, trial 7).
- Episode s2 was created when O3 was delivered (comparable to s3 in EM-ART-1).
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- Episode s3 was created when a trial from condition 7 was processed (comparable to
s2 in EM-ART-1).
- Episode s4 was created when O2 was delivered (comparable to s5 in EM-ART-1).
Compared to EM-ART-1, EM-ART-2 generalized better, accepting more differences in the
sequence of events due to high emotional intensity experienced when episode node s1 was
created.
EM-ART-3 favored low emotional episodes at the beginning (episode s1, s2, s3, s4 are
associated to respectively 0.11, 0.38, 0.24, 0.29 emotional intensity Ee when created).
Thus, EM-ART-3 was less tolerant to differences in sequences of events since every ρs
were higher, leading to the creation of seven episodes after 50 trials. The creation of each
episode occurred as follows :
- Episode s1 was created when EM-ART-3 processed a greeting scenario from condition
7 (comparable to s2 in EM-ART-1).
- Episode s2 was created after a fetch-and-deliver trial with object O1 (comparable to
s1 in EM-ART-1).
- Episode s3 was created after a fetch-and-deliver trial with object O3 (comparable to
s3 in EM-ART-1). Note that Ee was low (0.11) and set ρ
s higher at the beginning,
making recalls more difficult for this node.
- Episode s4 was created consequently to the strictness in pattern matching of episode
s3. Some events have different content, differences in timing or changes in the order
of appearance of events made the sequence of events too different for a recall to occur
with episode s3.
- Episode s5 was created as a result of the low tolerance in pattern matching of episode
s2. The emotion Ee associated to s5 was high (0.86), because the task went very well
without having to use Wandering (EJoy was increased by Go To during most of
the task). Therefore, the sequence of events was a little different comparing to s2,
and since the latter episode has low tolerance to differences (i.e., ρ = 0.63), no recall
occurred.
- Episode s6 was created after a fetch-and-deliver trial with object O2 (comparable to
s5 in EM-ART-1).
- Episode s7 was created from a trial with an invalid object detection (condition 2,
trial 7) (comparable to s6 in EM-ART-1).
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EM-ART-4 led to the creation of five episode nodes and 62 event nodes. The structure
is similar to EM-ART-2 where episodes were initialized with low vigilance parameters.
Episode nodes were created as follows :
- s1 was created when processing a greeting scenario from condition 7 (comparable to
s3 in EM-ART-2).
- s2 was created after a fetch-and-deliver trial with object O1 (comparable to s1 in
EM-ART-2).
- s3 was created after a fetch-and-deliver trial with object O3 (comparable to s2 in
EM-ART-2).
- s4 was created after a fetch-and-deliver trial with object O2 (comparable to s4 in
EM-ART-2).
- s5 was created in redundancy with episode node s2.
Episode s2 was able to generalize the trials involving perception errors (condition 2, trial
7) and the exploitation of the Teleopearation behavior (condition 3, trial 10). Therefore,
weights between s2 and the Event Layer were adjusted to represent those features. Episode
s5 was created after 40 trials because the sequence of events was too different from the
more general episode node s2. Those two nodes contain essentially the same information,
but episode s5 is more detailed than episode s2 and tolerates less differences when trying
to match a sequence of events since its vigilance parameter ρs is higher (0.57 when created,
while s2 has ρ
s = 0.47 at that moment).
EM-ART-5 led to the creation of six episode nodes and 63 event nodes. Episode nodes
were created as follows :
- s1 was created after a fetch-and-deliver trial with object O1 (comparable to s1 in
EM-ART-1).
- s2 was created after a fetch-and-deliver trial with object O3 (comparable to s3 in
EM-ART-1).
- s3 was created when processing a greeting scenario from condition 7 (comparable to
s2 in EM-ART-1).
- s4 was created in redundancy with episode node s1.
- s5 was created in redundancy with episode node s1 because the vigilance parameter
ρs associated to episode s4 was to high for a match (0.65).
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Figure 3.16 Variation of the vigilance parameter ρs for each episode node S in
EM-ART-1, in relation to the condition of the trial and the number of the trial
in the condition.
- s6 was created after using Teleoperation during a fetch-and-deliver task and was
semantically too diﬀerent from any existing episode nodes.
Appendix A presents the observed data during the tests for EM-ART-1 to EM-ART-5.
As a general observation from these trials, the dynamic of EM-ART depends partly on
the emotional state of IRL-1/TR when it ﬁrst learns an episode, thus on the variation of
the vigilance threshold ρs. As an example, Figure 3.16 presents the variation of ρs for each
episode nodes for the 50 trials presented to create EM-ART-1. Note that the variation of
ρs is performed on only one episode node per trial (i.e., on the recalled episode node S).
Overall, episode s1 was recalled more often because it involves the delivery of object O1
without false detection, which is experienced often during the trials. Its vigilance parameter
ρs tends to decrease due to high emotion intensity during learning (average Ee = 0.67
over 32 cycles). However, βmin = 0.45 limits the decay on several occasions, avoiding
the recognition of any pattern caused by a too low threshold. Indeed, new episodes are
still created when ρs associated to s1 is at its minimum value, so the EM-ART did not
excessively generalize patterns.
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3.8 Conclusion and Future Work
The underlying objective of providing a robot with an episodic memory is to allow it
to adapt its decision-making processes according to past experiences when operating in
dynamic environments. This is a complex and rich problematic that requires dealing with
the robot control architecture, learning and evaluation. This paper addresses these issues
by presenting a EM-ART model in which the learning rates and the vigilance parameters
are associated to specific event and episode nodes. Keeping these parameters constant
across layers as in [49] considers that each episode has the same importance, which is
unrealistic considering that the episodes experienced may or may not be the results of
appropriate actions according to the robot’s intentions. To deal with the limited, imprecise
and asynchronous perceptual capabilities of a robot, the EM-ART model adds a short-
term memory layer and uses artificial emotions to determine the influence of each episode
in the EM-ART, considering that episodes experienced with a high emotional intensity
are more significant and should be encoded and recalled accordingly in the EM-ART.
Using a fetch-and-deliver task involving people recognition, object recognition and location
identification, the paper illustrates how adapting these parameters can lead to appropriate
episode learning and recall, and how upcoming predicted events can be used to influence the
behavior of the robot. Results show that the robot successfully differentiates semantically
dissimilar episodes and expands its memory to learn new situations online. Episodes with
high emotional intensity are also recalled earlier during a trial, improving task efficiency.
In future work, we plan to experiment with a more sophisticated artificial emotion model,
and determine how the EM-ART module can be used to memorize the experiences of
IRL-1/TR in a much diverse set of tasks and over long-term usage of the robot, trying to
see if it can contribute more to autonomous decision-making by the robot. Furthermore,
forgetting could be a factor in EM-ART performance over a long period of time with
diversified tasks, and should be considered.
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CHAPITRE 4
CONCLUSION
Les de´fis a` relever en robotique autonome sont d’actualite´ et le seront pour les prochaines
anne´es a` venir. Une me´moire e´pisodique est un e´le´ment essentiel afin que les robots de
service puissent mieux interagir dans des milieux d’ope´ration dynamiques et non controˆle´s,
et apprendre a` s’adapter en se basant sur des expe´riences ante´rieures. Le mode`le EM-ART
propose´ dans le pre´sent travail tente de fournir une base ge´ne´rique a` la cre´ation d’une
me´moire qui cate´gorise les expe´riences d’un robot de service. Couple´e a` un module d’e´mo-
tions artificielles, la me´moire e´pisodique EM-ART favorise les e´pisodes potentiellement
plus pertinents pour permettre au robot d’adapter son comportement lorsqu’il fait face
a` des situations similaires. Le mode`le EM-ART, constitue´ de deux re´seaux de neurones
de la the´orie de re´sonance adaptative (ART), permet une cate´gorisation non supervise´e
des e´ve´nements et des e´pisodes. Deux parame`tres de´finissent la dynamique du mode`le : le
seuil de vigilance (lie´ a` la plasticite´ du re´seau) et le taux d’apprentissage (lie´ a` la stabilite´
du re´seau). Les e´motions artificielles agissent directement sur ces deux parame`tres afin
d’influencer la pre´diction des e´pisodes plus forts e´motionnellement et de ne´gliger les e´pi-
sodes conside´re´s moins pertinents, donc associe´s a` une intensite´ e´motionnelle plus faible.
Le mode`le a e´te´ valide´ sur la plateforme robotique IRL-1/TR avec un sce´nario de livraison
d’objets. Des outils ont e´te´ de´veloppe´s pour la validation tels qu’une interface graphique
permettant de visualiser l’e´volution de la me´moire e´pisodique (voir annexe B). Les re´sultats
sugge`rent que IRL-1/TR reconnaˆıt plus rapidement des situations de´ja` ve´cues et associe´es
a` une intensite´ e´motionnelle plus e´leve´e, et meˆme avec quelques diffe´rences dans la se´-
quence d’e´ve´nements qui constitue l’e´pisode. IRL-1/TR se sert ensuite de cette me´moire
pour re´cupe´rer le lieu pre´cis de la livraison et s’y dirige directement.
Parmi les mode`les de me´moire e´pisodique existants, notre mode`le EM-ART se distingue en
permettant une cate´gorisation non supervise´e des expe´riences du robot dont la dynamique
est influence´e par un module d’e´motions artificielles. Une autre contribution vient du
fait que les pre´dictions ge´ne´re´es par la me´moire e´pisodique rendent la reconnaissance des
prochains e´ve´nements plus souple durant l’exe´cution d’une taˆche. Ce me´canisme permet de
reconnaˆıtre un e´ve´nement dont les perceptions sont plus bruite´es. Ces innovations rendent
plus performante l’utilisation de ce mode`le de me´moire e´pisodique sur une plateforme
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interagissant avec le monde re´el et ou` la perception de l’environnement n’est pas parfaite
et instantane´e.
Le mode`le EM-ART a e´te´ inte´gre´ a` l’architecture HBBA (Hybrid Behavior-Based Ar-
chitecture) [12, 31] afin d’utiliser certains de ses me´canismes permettant d’ame´liorer la
robustesse des modules perceptuels selon les phases du sce´nario d’interaction. L’annexe C
pre´sente quelques pre´cisions supple´mentaires a` cet effet.
Comme travaux futurs, l’expe´rimentation de sce´narios diffe´rents et comportant de plus
longues se´quences d’e´ve´nements pourraient servir a` optimiser certains parame`tres de EM-
ART qui ont e´te´ de´finis en fonction du sce´nario de livraison d’objets, tels que τ dans la
couche d’e´ve´nements. L’annexe D apporte des de´tails expliquant les raisons qui ont mene´
aux choix de valeurs des parame`tres de EM-ART. Une limitation sur les performances
du mode`le peut survenir lors d’une utilisation a` long terme puisque les couches Entre´e,
E´ve´nement et E´pisode peuvent s’e´tendre inde´finiment augmentant le nombre d’ope´rations
a` effectuer. A` cet effet, l’oubli peut eˆtre imple´mente´ afin de libe´rer des nœuds utilise´s
moins souvent [50]. De plus, une paralle´lisation des calculs peut eˆtre imple´mente´e lors
de l’e´tape d’activation des nœuds puisque les nœuds d’une meˆme couche n’ont pas d’in-
teraction entre eux. Par ailleurs, pre´sentement l’apprentissage d’un e´pisode se fait selon
l’accomplissement d’une taˆche : il serait souhaitable d’e´tablir un me´canisme qui de´clenche
l’apprentissage quand le moment est juge´ approprie´ et inde´pendamment de la taˆche. Aussi,
afin de se´lectionner les e´pisodes pertinents en me´moire avec plus de justesse, le module
d’e´motions artificielles pourrait eˆtre plus e´labore´. Finalement, l’exploitation des pre´dic-
tions ge´ne´re´es par EM-ART doit eˆtre ge´re´e par un module de haut niveau qui permettrait
au robot d’apprendre davantage sur son environnement et sur ses choix de comportements
dans diffe´rentes situations. Des travaux sont pre´sentement en cours pour inte´grer davan-
tage EM-ART dans les processus de´cisionnels du robot et exploiter ce mode`le avec HBBA
pour des interactions a` long terme avec des personnes [11]. A` cet effet, le mode`le EM-ART
pre´sente donc un potentiel tre`s inte´ressant pour contribuer conside´rablement a` l’autonomie
de´cisionnelle du robot.
ANNEXE A
RE´SULTATS DE´TAILLE´S DES TESTS EN
SIMULATION
La liste ci-dessous fait re´fe´rence aux termes de la premie`re colonne des figures A.1, A.2,
A.3, A.4, A.5.
- Trial : L’index absolu du test.
- Dataset : L’index associe´ a` l’essai pre´sente´ dans la section 3.7.
- ID episode : L’identifiant du nœud e´pisode S cre´e´ ou reconnu durant l’essai.
- Vigilance episode : Le seuil de vigilance ρS relie´ a` l’e´pisode ayant subi un apprentis-
sage a` la fin de chacun des essais.
- Learning rate episode : Le taux d’apprentissage βS relie´ a` l’e´pisode ayant subi un
apprentissage a` la fin de chacun des essais.
- Emotions when learning : L’intensite´ e´motionnelle max(Ee) lors de l’apprentissage
du nœud e´pisode S.
- Nb episodes : Le nombre total de nœuds contenu dans la couche E´pisode.
- Nb events : Le nombre total de nœuds contenu dans la couche E´ve´nement.
- Nb inputs : Le nombre total de nœuds contenu dans la couche Entre´e.
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Figure A.1 Re´sultats pour 50 essais ale´atoires montrant l’e´volution de EM-
ART-1.
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Figure A.2 Re´sultats pour 50 essais ale´atoires montrant l’e´volution de EM-
ART-2.
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Figure A.3 Re´sultats pour 50 essais ale´atoires montrant l’e´volution de EM-
ART-3.
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Figure A.4 Re´sultats pour 50 essais ale´atoires montrant l’e´volution de EM-
ART-4.
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L’interface graphique de´veloppe´e permet d’observer en temps re´el l’e´volution de la me´-
moire e´pisodique. Elle est de´veloppe´e en C++ avec les librairies Qt et fonctionne sur un
nœud ROS inde´pendant du module de me´moire e´pisodique. Il est possible de visualiser
en temps re´el la cre´ation de nœuds dans les couches Entre´e, E´ve´nement et E´pisode ainsi
que l’ajustement des poids entre les nœuds. Chaque nœud est associe´ a` ses parame`tres
ρ et β et ceux-ci peuvent eˆtre ajuste´s manuellement. Pour obtenir plus de de´tails sur
un nœud, il suffit de cliquer sur le nœud pour mettre en surbrillance les liens avec les
autres nœuds ainsi que leur nom respectif (seulement pour la couche Entre´e). La figure
B.1 montre l’interface graphique re´alise´e. L’e´pisode en jaune est se´lectionne´ et les liens
vers la se´quence d’e´ve´nements sont e´galement en jaunes. Chacun des nœuds e´ve´nement
contenus dans l’e´pisode se´lectionne´ apparaissent en rouge.
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Figure B.1 Interface graphique pour visualiser un EM-ART
ANNEXE C
INTE´GRATION A` HBBA
Le sce´nario de livraison d’objets a e´te´ de´veloppe´ en exploitant certains me´canismes de
l’architecture HBBA. Cette architecture permet notamment d’e´tablir des priorite´s entre
les comportements et de ge´rer l’utilisation de la charge de calcul entre certains nœuds
ROS [13]. Les modules de reconnaissance d’objets et de personnes utilisent tous les deux
des images provenant de came´ras (de´livrant 30 images par secondes) pour effectuer leurs
ope´rations et requie`rent une charge de calcul non ne´gligeable sur les ordinateurs a` bord
d’IRL-1/TR. L’architecture HBBA est en mesure de filtrer le nombre de messages circulant
entre les came´ras et les modules perceptuels. Puisque le module de reconnaissance d’objets
est utilise´ seulement au de´but de la taˆche, davantage de messages sont autorise´s a` circuler
entre la came´ra et le module a` ce moment-la`. Lorsque IRL-1/TR prend l’objet dans sa
pince et se de´place vers le lieu de livraison, le filtrage est augmente´ pour diminuer le
nombre d’images que le module de reconnaissance d’objets rec¸oit afin de libe´rer la charge
informatique utilise´e. La reconnaissance de personne peut se faire a` tout moment durant le
sce´nario. Cependant, lorsque le robot est en mouvement, les probabilite´s de fausse de´tection
de visage sont plus e´leve´es. Donc, pour limiter ces fausses de´tections, le nombre d’images
rec¸ues par le module de reconnaissance de personnes est diminue´ durant les e´tapes ou` le
robot exploite le comportement Go To.
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ANNEXE D
PARAME`TRES DU MODE`LE EM-ART
Certains parame`tres du mode`le EM-ART ont e´te´ de´finis en fonction de la taˆche fetch-
and-deliver et peuvent varier selon les besoins du robot. Une bonne compre´hension de
ces parame`tres est requise afin de choisir des valeurs logiques. Le tableau D.1 pre´sente les
principaux parame`tres qui de´pendent du choix du concepteur, leur impact sur le mode`le
et le raisonnement pour de´terminer leur valeur optimale.
69
70 ANNEXE D. PARAME`TRES DU MODE`LE EM-ART








Ce parame`tre doit eˆtre choisi en fonction du nombre d’e´ve´ne-
ments qui composent un e´pisode. S’il y a beaucoup d’e´ve´ne-
ments, choisir une valeur faible afin de s’assurer que les pre-
miers e´ve´nements ont toujours une valeur d’activation yj > 0.
Plus l’e´pisode en me´moire contient d’e´ve´nements et plus il sera










Une valeur se rapprochant de 1 est utilise´e pour les canaux
repre´sentant des e´le´ments significatifs dans la description d’un
e´ve´nement. Une valeur a` 0 de´signe un canal ou` l’information
n’est pas utilise´e pour le calcul de reconnaissance. Toutefois,
l’information de ce canal subit un apprentissage et peut eˆtre re´-
cupe´re´e ulte´rieurement. Une valeur pre`s de 0.5 de´signe un canal
ou` l’information n’est pas significative dans la repre´sentation
d’un e´ve´nement, mais doit avoir un degre´ de similitude dans
le calcul de reconnaissance. La variation de ce parame`tre peut
changer conside´rablement la reconnaissance d’e´ve´nements et
conse´quemment le contenu de la me´moire e´pisodique.
ρj (initial) Seuil de vigilance
de la couche E´ve´-
nement.
Une valeur se rapprochant de 1 est choisie afin d’e´tablir une
reconnaissance pour des e´ve´nements ayant un contenu iden-
tique. De plus, la plupart des canaux utilise´s traitent des va-
leurs binaires (absence ou pre´sence d’un objet par exemple).
Si des canaux utilisent des e´le´ments a` valeurs analogiques, une
valeur de ρj infe´rieure est sugge´re´e afin d’avoir une meilleure
marge d’erreur.
ρs (initial) Seuil de vigilance
de la couche E´pi-
sode.
Ce seuil est e´tabli autour de 0.5 initialement permettant une
reconnaissance d’une suite d’e´ve´nements comportant des diffe´-
rences. Il permet de faire une anticipation sur les e´ve´nements
a` venir. Une valeur trop e´leve´e forcera une suite d’e´ve´nements
tre`s semblable a` celle en me´moire, et conse´quemment la recon-
naissance se fera a` la fin de la se´quence empeˆchant le robot de
be´ne´ficier d’une pre´diction. Ce parame`tre est critique et peut
faire varier le contenu de la me´moire e´pisodique et les de´cisions
du robot prises en fonction de sa me´moire.
ρsmin, ρ
s
max Intervalle du seuil
de vigilance de la
couche E´pisode.
ρsmin est e´tablie pour ne pas tole´rer trop de diffe´rences. ρ
s
min
est crucial puisqu’il s’applique dans le cas d’e´pisodes hauts
en e´motions. Ceux-ci doivent eˆtre reconnus rapidement, mais
pas trop (par exemple apre`s un seul e´ve´nement) puisque la
pre´diction re´cupe´re´e est peu probable d’eˆtre juste. ρsmax est
choisie pour eˆtre < 1 afin que la reconnaissance ne requie`re
pas une suite identique d’e´ve´nements.




Afin de conserver une stabilite´ dans les e´pisodes en me´moire, la
variation de ρS et βS doit eˆtre limite´e apre`s chaque apprentis-
sage. Ce parame`tre n’est pas critique aux re´sultats, mais une
valeur trop e´leve´e rend l’utilite´ des e´motions moins pertinente.
βj , βs (initiaux) Taux d’apprentis-
sage des poids de
la couche E´ve´ne-
ment et E´pisode.
βj a peu d’impact puisque ρj est e´leve´, donc les apprentissages
se font sur des comparaisons tre`s semblables. Seuls les poids
reliant un canal avec γk = 0 sont re´ellement influence´s par βj
puisqu’ils peuvent eˆtre diffe´rents lors d’une reconnaissance. La
valeur initiale de βs n’est pas critique puisqu’elle varie par la
suite en fonction des e´motions artificielles.
βmin, βmax Intervalle du taux
d’apprentissage.
βmin > 0 puisque chaque apprentissage doit pouvoir alte´rer
la me´moire, meˆme si les e´motions sont tre`s faibles. βmax = 1
puisqu’un apprentissage tre`s fort en e´motion doit contenir tous
les de´tails sans de´formation.
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