Bounded data with excess observations at the boundary are common in many areas of application. Various individual cases of inflated mixture models have been studied in the literature for bound-inflated data, yet the computational methods have been developed separately for each type of model. In this article we use a common framework for computing these models, and expand the range of models for both discrete and semicontinuous data with point inflation at the lower boundary. The quasi-Newton and EM algorithms are adapted and compared for estimation of model parameters. The numerical Hessian and generalized Louis method are investigated as means for computing standard errors after optimization. Correlated data are included in this framework via generalized estimating equations. The estimation of parameters and effectiveness of standard errors are demonstrated through simulation and in the analysis of data from an ultrasound bioeffect study. The unified approach enables reliable computation for a wide class of inflated mixture models and comparison of competing models.
Introduction
Bound-inflated data are prevalent in a wide variety of disciplines, such as health and safety studies, economics, finance and insurance risk analysis. Typically the responses are bounded below by zero with a significant mass of zero observations, resulting in data that are either discrete with too many zeros for a standard discrete distribution, or semi-continuous with positive continuous values combined with a substantial portion of zeros. In our collaborative research on ultrasound safety (O'Brien et al., 2006) , groups of laboratory rabbits were exposed to focused ultrasound in both lungs to investigate the risk of ultrasound-induced hemorrhage. Due to the designed low to moderate acoustic pressure levels, about 80% of the observations were free of lesions while 20% exhibited lesions. The goal was to evaluate the effect of acoustic pressure and other factors based on the clustered, zero-inflated lesion size data to develop insight into the safe pressure levels for diagnostic clinical ultrasound.
A two-part model handles zeros and positive values, discrete or continuous, separately through two model components: a binary model for the occurrence of an event, and a zero-truncated Poisson or a log-normal model for the strictly positive size of the event conditional on its occurrence (Welsh et al., 1996; Zhou and Tu, 1999) . For correlated counts with extra zeros, the zero-truncated Poisson and negative binomial models were extended by adding random effects to each model component (Yau and Lee, 2001; Min and Agresti, 2005) . Dobbie and Welsh (2001) constructed generalized estimating equations (GEEs) with working correlation matrices for both components of the zero-truncated Poisson model. For semicontinuous longitudinal or clustered data, two-part random effects models were considered by Olsen and Schafer (2001) and Tooze et al. (2002) . Albert and Shen (2005) proposed a two-part latent process model, which was recently adapted to incorporate random effects as well with Bayesian inference (Ghosh and Albert, 2009 ). For Bayesian two-part models with random effects, see also Zhang et al. (2006) .
A zero-inflated (ZI) latent mixture model adds the point mass at zero to a discrete or censored distribution also capable of producing zeros. Two sub-models are involved: a binary model for the partially observed mixture-component indicators, and a Poisson regression as in the ZI Poisson model (Lambert, 1992) or a left-censored normal as in the ZI Tobit model (Cragg, 1971) . A left-censored log-normal mixed with the point mass at a positive lower limit of detection was introduced by Moulton and Halsey (1995) . In the presence of correlation, random effects were incorporated into either one or both sub-models (Hall, 2000; Berk and Lachenbruch, 2002; Yau et al., 2003; Lee et al., 2006) . Alternatively, Moulton et al. (2002) implemented GEEs with the working independence correlation; Hall and Zhang (2004) developed a GEE approach for the class of ZI exponential family models.
Although much work has been done on fitting ZI data, most derivations have relied on special features of the individual models. We extend the existing latent mixture models through development of a unified framework, the left-inflated mixture (LIM) models for both discrete and semi-continuous data with point inflation at an arbitrary lower bound. This class not only includes current models but is broader by allowing various survival distributions (e.g., censored extreme value, logistic and t distributions) that add flexibility for modeling semi-continuous data. For correlated data, we construct GEEs with the working independence likelihood and estimate the covariance matrix of parameter estimates by the sandwich formula.
The quasi-Newton and EM algorithms are used for common estimation of model parameters. To find asymptotic standard errors associated with the EM, we investigate the generalized Louis method that extends the method of Louis (1982) to dependent data. For the quasi-Newton algorithm, a simulation study is conducted to assess the adequacy of estimating the outer Hessian matrix in the sandwich formula with the approximate Hessian at convergence. The performance and computational speed of the two methods are also compared empirically.
The rest of this article is organized as follows. Section 2 defines the left-inflated mixture models through a latent variable representation. Section 3 concerns maximum likelihood estimation for independent data and generalized estimating equation analysis for correlated responses. Section 4 discusses computational optimization of the estimating criteria by the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton and EM algorithms. Standard error estimation associated with each algorithm is discussed. Section 5 presents a simulation study that assesses and compares the two computational methods. The practical utility of our unified approach is illustrated with an ultrasound-induced lung hemorrhage study in laboratory animals in Section 6. Concluding comments are given in Section 7.
Left-inflated mixture models
T denote the multivariate response vector, where
T is the response vector for subject i, and Y ij is the jth measure on subject i, i = 1, . . . , n, j = 1, . . . , m i . The Y ij are assumed to be bounded below (on the left) by L with a nonzero probability of observations equal to L. The lower boundary L is assumed to be known from the application under study or given by objective methods when a lower detection limit exists (Moulton and Halsey, 1995) .
T be a realization of Y . We consider left-inflated mixture models, in which the marginal distributions of the responses can be expressed as mixtures of distributions F ij on [L, ∞) and point masses concentrated at L. Here F ij may be discrete or semi-continuous (as in the case of a left-censored distribution). The marginal densities have the form
where 0 < π ij ≤ 1 denotes the mixing weight, 2 ). Consider regression models where both π ij and µ ij may depend on covariates through
where h 1 and h 2 are known link functions, g ij and x ij are covariate vectors that may contain common variables, and γ and β are parameter vectors to be estimated. For discrete data µ ij is generally the mean of Z ij . In the case where Z ij is binomial, we take µ ij = E(Z ij )/n ij , following the standard practice in binomial response regression. For semi-continuous data µ ij is the mean or other location parameters for the latent distribution of Z ij .
A LIM model factors into a two-part model if the F ij are continuous so that the non-degenerate mixture component has zero mass at the boundary. In this case the two-component distribution is marginally separable, and the two sets of responses can be modeled separately due to factorization of the working likelihood. For LIM models in general, however, W ij and Z ij are only partially observable. The likelihood is more complicated and more general computational methods are required.
Working independence and marginal analysis
This section considers computation of maximum likelihood estimates and standard errors for independent responses, and extends the computational methods to correlated data using a working independence marginal approach. The resulting generalized estimating equation analysis builds on ideas of Moulton et al. (2002) , Lu et al. (2004) and Hall and Zhang (2004) .
Let θ denote the vector containing all regression and scale parameters. If the model includes a scale parameter, as is common for semi-continuous data,
T . Using (1), the working independence log-likelihood is:
The parameter vector θ can be estimated by maximizing the working log-likelihood (4). The solution is a root of the estimating equation u(θ; y) = 0, where u(θ; y) = (∂/∂θ)l(θ; y) = n i=1 m i j=1 u(θ; y ij ). Assuming that the marginal models (1) and (3) are correctly specified, the marginal model parameter vector θ N is defined by the theoretical estimating equation
where N = n i=1 m i , and the expectation is taken over the true distribution for the underlying data. Suppose the sequence {θ N } converges to θ, then the theory of generalized method of moments (Hansen, 1982; Lu et al., 2004) implies thatθ is consistent in estimating θ, and that
Further, the asymptotic covariance matrix Σ can be consistently estimated by the empirical sandwich estimator
where
T is sandwiched by inverses of the negative Hessian matrix
The sandwich estimator captures correlations among repeated measures nonparametrically through B n . The consistency ofΣ does not require a correct specification of the covariance structure in the model (Diggle et al., 1994) .
Computational algorithms
Two general approaches are compared to computingθ: a quasi-Newton algorithm and an EM algorithm. We describe the two methods with a discussion on finding the estimated covariance matrix forθ in each case based on the sandwich formula (5). The following distributions of Z are implemented: normal, logistic, extreme value (left-skewed and right-skewed), t, Poisson, negative binomial, and binomial. Additional log-transformed models with the log-normal, log-logistic and Weibull distributions are implicitly included as well. The R code is available at http://math.la.asu.edu/~yy/limm.html/.
BFGS quasi-Newton optimization
A direct approach to estimating θ is the quasi-Newton (QN) methods (e.g. Thisted, 1988) . At each iteration, the objective function l(θ; y) and its gradient vector u(θ; y) are evaluated, while the Hessian matrix is approximated by an updating formula. One widely used approximation is the BFGS method. A binary regression on v ij = I(y ij > L) can provide initial values for γ. Starting values for β or (β, τ ) may be obtained from a generalized linear model or a survival model on y.
It appears to be most convenient to obtain A n in Eq. (5) by the QN approximate Hessian at convergence. There does not yet seem to be a universal agreement on this. Chambers (1977, p. 148) , for example, stated that ''the great advantage is that many of the optimization procedures discussed [including QN] produce an estimate of H(θ) [the covariance matrix] automatically, even when no explicit calculation of second derivatives takes place''. Thisted (1988, p. 209) , on the other hand, pointed out that ''the matrix which plays the role of the Hessian may not be an adequate approximation to the Hessian itself, even after convergence has been attained''. To investigate the proper use of the approximate Hessian for LIM models, we conduct a simulation study that compares the approximate and analytical Hessian matrices at convergence of the BFGS quasi-Newton algorithm. The details are presented in Section 5, where we observe evidence showing the adequacy of the approximate Hessian.
EM algorithm optimization
Quasi-Newton methods seek simultaneously an estimate for γ and one for β or (β, τ ) based on a locally quadratic approximation to the working likelihood (4). A potentially numerically more stable alternative is to work with a completedata working likelihood for (Y , W ) through the EM algorithm (Dempster et al., 1977) , so that estimation is accomplished by solving standard sub-problems. The EM was used by Lambert (1992) for estimating the ZI Poisson model. Our formulation extends her approach to the class of LIM models.
T be a realization of W . The complete-data working log-likelihood of a LIM model consists of two separable parts: l(θ; y, w) = l(γ; y, w) + l(β, τ ; y, w), where
the log-likelihood for a binary regression with responses w, and
the log-likelihood for a weighted generalized linear model or left-censored regression with weights w. With distinct parameters, l(γ; y, w) and l(β, τ ; y, w) can be evaluated separately for a maximization of l(θ; y, w). In the absence of a scale parameter, τ is omitted in the above expressions.
Consider the kth EM iteration for a LIM model. Because l(θ; y, w) is linear in the (partially) missing data w ij , the E step
}, the conditional expectation of the complete-data working log-likelihood given the observed data y and current estimate θ (k) , reduces to computing w 
Generalized Louis method for EM standard errors
When the EM algorithm is used in fitting a LIM model, we adapt the method of Louis (1982) to compute A n and modify B n such that the sandwich formula (5) depends purely on the complete data. The resulting generalized Louis method simplifies the otherwise tedious and error-prone calculations based on the observed data alone.
Assuming working independence, the observed information matrix A n for a LIM model can be obtained through the complete data (y, w) as follows:
whereŵ = E(W | y,θ), u(θ; y, w) = (∂/∂θ)l(θ; y, w), and I (θ; y, w) = −(∂/∂θ T )u(θ; y, w), a two-block diagonal matrix due to the decomposition of the working likelihood l(θ; y, w). In Eq. (6), I (θ; y,ŵ) is often referred to as the complete information while the conditional covariance matrix as the missing information that accounts for the uncertainty due to missing data. For LIM models, the missing information has an exact form:
The terms ζ ij , ψ ij and ϕ ij do not depend on w ij and are given by ŵ ij ) ; the ζ ij , ψ ij and ϕ ij are estimated by plugging in θ. Derivations of the missing information for LIM models are provided in the Appendix.
For a mixture of two normals using the working independence likelihood, Lu et al. (2004) showed that the matrix B n can also be found based on the complete data. This result nicely extends to the class of LIM models: Louis (1982) and u(θ; y, w) is linear in the w ij .
Simulation study
A simulation study is done to assess the adequacy of estimating A n with the approximate Hessian at convergence of the BFGS quasi-Newton method, and to compare the QN and EM algorithms for estimating LIM models with independent responses. Key issues of comparison are convergence of the algorithm, post-optimization computation of the estimated covariance matrix, and computational speed. To examine the robustness against possible model misspecification, we also generate data from a purely censored or standard count model. To the best of our knowledge, no previous work on boundinflated data has addressed these important computational issues. For a simulation study on the performance of the GEE approach assuming working independence for correlated data, see Lu et al. (2004) .
Two ZI mixture models and their reduced one-component versions are evaluated: a logit/censored logistic model, a logit/Poisson model, a censored logistic model, and a Poisson model. Each model included a predictor x taking on N = 100 values uniformly spaced over the interval [0, 1] . Parameters of the ZI models were chosen so a simulated set contained about 20%-60% or 50%-90% zeros with 1%-40% or 10%-60% of the zeros being censored logistic or Poisson. Parameters of the censored or count model were selected to produce around 10%-70% zeros. The six simulations above were carried out in R with 2000 runs each. Each set of data was fitted with a LIM model, estimated by both the QN and EM algorithms. Standard errors were obtained from the approximate and analytical Hessians in the QN method, and from Eq. (6) in the EM. Besides obtaining initial values as in Section 4, we also considered the QN starting from one EM step, referred to as QN1 in the sequel. All quasi-Newton and EM runs converged at the relative convergence tolerance of 1e−8. In a few runs the observed information was not positive definite. From Table 1 the problematic runs mostly occurred when the data were generated under the reduced model. The quasi-Newton approximate and exact observed information matrices, however, are always both positive definite or not. Table 2 summarizes simulation behavior of parameter estimates in the logistic case (the intercepts behave similarly and not shown). When the true model is a LIM model, the medianσ of the censored model is inflated due to excessive zeros. If the censored logistic is the true model, the medianβ 1 andσ of the LIM model remain well-behaved whileγ 1 is large in the exponential scale, suggesting that a reduced censored model may suffice. In all simulations the quasi-Newton and EM parameter estimates are identical or similar. When the data are generated under a LIM model and contain a high amount of zeros, the QN1 and EM perform slightly better than the QN. The standard errors in the logistic case are given in Table 3 , including only runs with a positive definite observed information. The standard errors obtained from the approximate and analytical Hessians in the quasi-Newton methods only differ at or after the third decimal place for each simulated set, likely due to floating-point errors. Regardless of the underlying model, the Monte Carlo and mean standard errors forβ 1 andσ closely agree with each other. When the true model is a LIM model, the two sets of standard errors forγ 1 are mildly or greatly different, depending on the amount of zeros in the data. If the true model is the censored model, the two sets of standard errors forγ 1 are large (as expected) and consistent in the quasi-Newton methods.
As parameter estimates of logistic regression on observable binary data can have infinite bias in finite samples (Rindskopf, 2002) , γ = (γ 0 , γ 1 )
T for the partially observed component indicators is even more difficult to estimate with accurateness or precision. Similar simulation properties for γ were noted by Lambert (1992) for a logit/Poisson model. Large |γ 0 | or |γ 1 | cause some or all of theπ k , k = 1, . . . , N, to be nearly 0 or 1, making computation of the observed information unstable or, when theπ k are on the boundary, impossible. Suppose that a run is flagged if max(π k , all k) > c or if min(π k , all k) < 1 − c, where 0 < c < 1 is a constant close to 1. Table 3 Table 6 compares the average CPU time and number of iterations per run required by fitting a LIM model. All computations were done on a desktop PC with Pentium dual-core 3.4 GHz processor and 3.25 GB RAM. The quasi-Newton methods generally demand much less computing time and fewer iterations to converge than the EM. When the data are generated from a LIM model, more computing time and iterations are needed as the proportion of zero responses increases. If the true model is a reduced one-component model, a LIM model approaches the boundary of the parameter space for the π k and is more difficult to estimate, resulting in substantially more CPU time and iterations. The mean time per iteration is also shown in the table. It takes the EM longer to complete one iteration, so more iterations and more time per iteration both account for more time per run by the EM.
Application to ultrasound bioeffect study
We illustrate the computational methods with the clustered zero-bounded semi-continuous data from an ultrasoundinduced lung hemorrhage study in laboratory rabbits (O'Brien et al., 2006) . Ten or nine animals were randomly assigned to each of nine exposure groups and both lungs of each animal were exposed to a focused ultrasound beam (n = 89, m i = 2).
The response was depth of an ultrasound-induced lesion (in mm). The predictors were acoustic pressure (AP: 1.52-8.40 MPa) and exposure order (EO: 1 or 2). Marginally 80.3% of responses were zero (non-lesion), while most lesions had medium to large sizes. The data are available at http://math.la.asu.edu/~yy/limm.html.
The data were fitted by censored models, two-part models and LIM models, with potential correlations handled by generalized estimating equations using the working independence likelihood. For a LIM model, the logit and probit links for W and the normal, logistic, extreme value and t distributions for Z gave similar fits. Standard errors in each model were adjusted by the sandwich estimator to account for the within-rabbit correlation. We obtained the Hessian matrix in the sandwich formula for a LIM model by the approximate Hessian in the quasi-Newton method and by Louis method in the EM. These two approaches led to nearly identical parameter and standard error estimates, indicating well-behaved estimation.
Each type of models started with a full trend model, and the AIC was used for model selection. Table 7 reports the final models in the logistic case: the censored logistic, logit/log-logistic (a two-part model), and logit/censored logistic (a LIM model). The three models all show positive effects of acoustic pressure on the probability of lesion incidence and lesion size. The interaction between AP and EO in the two-part and LIM models implies that the positive ultrasound effect on lesion depth was stronger for the first exposed lungs than the second. Based on the AIC values, the LIM model gives the best fit. Consistent with the simulation, the LIM model has a much smaller estimate of the scale parameter than the censored model: log(σ ) = −1.05 compared with 0.30. The censored model thus requires a large scale parameter to achieve a big point mass at zero and to allow ''extreme'' positive values. The two-part model does not fit as well as the LIM model. This is likely due to non-separability caused by the smallest positive lesion size 0.1 mm at AP = 3.08 MPa and EO = 1 (see Fig. 1 ). The AIC values of the models without that point are provided in the last row of Table 7 . The decrease in AIC is much more dramatic for the two-part model than for the other two. It appears that adequacy of a two-part model depends heavily on separability between values at the boundary and those above, to which censored models and LIM models are more robust. Visual summaries of the models are given in Fig. 1 . The fitted median curves do not rise above zero until the exposure level is greater than 7 MPa. Beyond that the curves increase quickly as acoustic pressure goes up. The censored logistic model seems to have an attenuated ultrasound effect due to substantial amounts of zeros near the high end of the exposure range. The observed and estimated probabilities of zero are compared in Fig. 2 . The probability of zero is 1 minus the risk of a lesion at a given exposure and is itself an important quantity to estimate. The fitted probability curves from the three models show similar decreasing trends as acoustic pressure increases, and they match the observed portions fairly well. The adequate fits in zero are not surprising as zeros dominate this data set.
Conclusions
We have developed the general class of left-inflated mixture models that unifies and expands on a number of existing latent mixture models for bound-inflated data. Parameter and standard error estimation methodology that uses the quasiNewton and EM algorithms based on a GEE approach with the working independence likelihood has been implemented in the R language, so researchers can fit a wide range of bound-inflated mixture models with ease. We propose the generalized Louis method for computing EM standard errors, for which we have derived a simple explicit form of the missing information matrix. For the quasi-Newton method, our empirical results suggest that it is satisfactory to use the approximate Hessian at convergence to estimate the outer Hessian in the sandwich formula, which sheds some light on disagreements in the literature on this issue. The proposed unified framework can be readily extended to upper-bounded or double-bounded data with point inflation at the boundary value(s).
Simulation finds the two computational methods easily implemented, generally performing well, and collectively comparable. There is evidence showing that the EM algorithm is more numerically stable while the quasi-Newton converges faster with fewer iterations and less time per iteration. The EM may be preferred if the data are almost separable between values at the boundary and those exceeding it, or if each component of a LIM model has many parameters requiring estimation. When the data are barely separable and contain a high portion of values at the boundary, the quasi-Newton can save a great amount of time. A further issue, which does not appear to have been addressed previously, is the efficacy of bound-inflated modeling when a reduced one-component model suffices. Our simulation results indicate that, although the observed information may be non-positive definite due to the inflation probabilities approaching one, estimation of regression parameters remain well-behaved.
where, after using the single subscript k, k = 1, . . . , N, to replace the double subscript ij, i = 1, . . . , n, j = 1, . . . , m i ,
