Abstract: Previous research on canal automation has dealt with the control of single, in-line canals, while canal operators typically have to control an entire network of canals. Because the branches in a network are hydraulically coupled with each other, control of a branching canal network based on separate controllers for each branch may not be the most effective control strategy. A methodology by which existing automatic control systems could be modified to control branching canal networks is provided in a companion paper. This paper presents results of hydraulic simulations of the new methodology to estimate the controllability of a large portion of the branching canal network operated by the Salt River Project ͑SRP͒. Two types of controllers were used for this study: ͑1͒ linear quadratic regulator ͑LQR͒ and ͑2͒ model predictive control ͑MPC͒. Both controllers used the same underlying process model ͓integrator-delay ͑ID͒ model͔, and both controllers were capable of feedback and feedforward control. Under feedback control alone, both controllers gave similar performance, but were unable to effectively control the overall system because of the long delay times. When feedforward control was added to the feedback controller, both of these control systems were able to effectively control the branching canal network operated by SRP. For the LQR controller, the volume compensation method for routing known demand change was used as the feedforward controller. For the MPC controller, the ID model was used as the feedforward controller. Slight differences were noted between the performance of the two feedforward controllers.
Introduction
In the companion paper ͑Wahlin and Clemmens 2006͒, a statespace methodology was presented by which two existing automatic control algorithms can be modified to control a branching canal network instead of a single, in-line canal. Two types of controllers were used for this study: ͑1͒ linear quadratic regulator ͑LQR͒ and ͑2͒ model predictive control ͑MPC͒. The integratordelay ͑ID͒ model was used as the underlying process model for the controllers. The conversion from a single in-line canal to a branching network was accomplished by modifying the state transition relationships, as reflected in the state-transition matrix. The same state-transition relationships were used for both control methods. The rest of the controller design procedure, for either method, did not change from that for a single, in-line canal. The LQR methodology is fully described by Clemmens and Schuurmans ͑2004͒, who refer to this implementation as a fully centralized proportional-integral ͑PI͒ controller. The MPC methodology is described by Wahlin ͑2004͒. In the companion paper ͑Wahlin and Clemmens 2006͒, the approach for controlling branching canal networks was demonstrated with a simple example. In this paper, these two control methods were applied to a large portion of the canal system operated by the Salt River Project ͑SRP͒, including two branch points. Because of the long delay times in this large system, feedback alone was not sufficient for effective control. Thus feedforward routing of known demand changes was necessary for these two control methods to effectively control the overall branching canal network.
Background
The SRP is actually two organizations: ͑1͒ the Salt River Project Agricultural Improvement and Power District ͑SRPAIPD, or the District, for short͒, a political subdivision of the state of Arizona, and ͑2͒ the Salt River Valley Water Users' Association ͑SRVWUA, or the Association, for short͒, a private corporation ͑SRP 2002͒. The District provides electricity to retail customers in the Phoenix area ͓approximately 7,500 km 2 ͑2,900 mi 2 ͔͒ and operates or participates in seven major power plants and numerous other generating stations ͑SRP 2002͒. The Association delivers nearly 1.2 billion m 3 ͑1 million acre-ft͒ of water to a service area of about 970 km 2 ͑240,000 acres͒ in central Arizona ͑SRP 2002͒. The water delivery area for the Association is approximately 16% agricultural and 84% urban ͑SRP 2002͒, and is rapidly urbanizing. The Association also maintains and operates an extensive water delivery system, which includes dams, reservoirs, diversion structures, wells, canals, and laterals.
Dams and Diversion Structures
In addition to the canal system, this study is only concerned with that portion of the Salt River that runs from the Stewart Mountain Dam to the Granite Reef Diversion Structure. Stewart Mountain Dam is the last of the major dams on the Salt River ͑SRP 2002͒. The dam was constructed between 1928 and 1930, and modified in 1992 . Stewart Mountain Dam is 63 m ͑208 ft͒ high and forms Saguaro Lake, which has a capacity of about 86 million m 3 ͑70,000 acre-ft͒ ͑see Fig. 1͒ .
Granite Reef Diversion Structure was built to divert the water in the Salt River into the canal system of the Association. Granite Reef Diversion Structure is located about 4.8 km ͑3 mi͒ downstream from the confluence of the Verde and Salt Rivers. It was constructed between 1906 and 1908. Granite Reef is a diversion structure only; it was not designed to store water. Granite Reef Diversion Structure is 8.8 m ͑29 ft͒ tall and consists of a 300-m-long ͑1,000 ft͒ ogee-shaped crest.
Canal System
Water is released from the Stewart Mountain Dam and flows through the Salt River to Granite Reef Diversion Structure. At this point, the water is diverted into the Association's canal system, which consists of about 2,100 km ͑1,300 mi͒ of canals, laterals, and ditches ͑see Fig. 1͒ . The main canals include the Arizona Canal, the Crosscut Canal, the Grand Canal, the South Canal, the Eastern Canal, the Consolidated Canal, the Tempe Canal, and the Western Canal. The Association maintains and operates the canal system. This paper deals only with the Arizona Canal, the Grand Canal, the Crosscut Canal, and the South Canal.
Water behind the Granite Reef Diversion Structure is diverted into the Arizona Canal to distribute water on the north side of the Salt River. The Grand Canal is the oldest remaining canal on the north side of the Salt River, built between 1877 and 1878. In 1889, the Arizona Improvement Company created the Crosscut Canal and Power Company to construct a canal connecting the Arizona Canal with the Grand Canal. This canal unified the north side canal system. In 1912, the U.S. Bureau of Reclamation ͑USBR͒ built a new Crosscut Canal with a small hydroelectric power plant placed at the 35-m ͑116-ft͒ drop in the canal. For simplification, the Grand and Crosscut Canals are referred to as the Grand Canal in this paper.
The South Canal was built by the USBR between 1906 and 1908. Just like the Arizona Canal, the head works of the South Canal are located at the Granite Reef Diversion Structure. The purpose of the South Canal is to connect the Tempe and Consolidated Canals to the Granite Reef Diversion Structure.
Problem Definition
To demonstrate that the methodology developed for branching canal networks can effectively control the SRP canal system, a large portion of the SRP canal system was numerically modeled and the controllability was tested through hydraulic simulations using the procedures outlined in Wahlin and Clemmens ͑2006͒. The portion of the canal system that was modeled and automatically controlled includes the Arizona Canal, the Grand Canal ͑Grand and Crosscut͒, and the South Canal. In addition, the model and automatic control system extends up the Salt River to Stewart Mountain Dam. As with Wahlin and Clemmens ͑2006͒, all of the simulations were performed with the hydrodynamic model SOBEK ͑Delft Hydraulics 2000͒. These numerical simulations are a good start for the Association to develop an automatic control system for its entire branching canal system. 
Actual System

Salt River
The Salt River runs for 22 km ͑13.7 mi͒ after Stewart Mountain Dam until it reaches the Granite Reef Diversion Structure ͑see Fig. 1͒ . After the Granite Reef Diversion Structure, the Salt River becomes a dry riverbed that flows only during flood periods. The Salt River has variable cross-sectional areas and variable slopes throughout its length from Stewart Mountain to Granite Reef. Visser ͑1998͒ developed a reasonable approximation of the river so that it could be modeled in SOBEK and its response characteristics could be determined.
Canal System
Geometric Characteristics
The geometric and hydrodynamic characteristics of the Association's canal system are well defined. For each pool, SRP has very detailed HEC-RAS files ͑HEC 2002͒, which include roughness estimates, cross-sectional geometries, and bridge and culvert locations. The Arizona Canal consists of 15 pools. The first five pools of the Arizona Canal are referred to as the Upper Arizona Canal, while the remaining pools are referred to as the Lower Arizona Canal. The Grand Canal, which includes the Crosscut Canal, is composed of 15 pools, only 14 of which were included in this study. Finally, the South Canal, which is a small connector canal between Granite Reef Diversion Structure and the Tempe and Consolidated Canals, consists of only two pools.
Check Structures
At the end of each pool is a check structure. These check structures typically consist of a number of radial gates and overflow weirs. The Association does not use standard methods to calculate the flow through a radial gate. Instead, they use a special relationship that was developed by SRP personnel ͓see Clemmens et al. ͑1997͒ for more details͔. SRP gives each check structure an address to let operators know where the check structure is located. For example, the address for the check structure at the end of the second pool on the Arizona Canal is 1-01.9. The first number ͑1͒ means the pool is on the Arizona Canal. A Number 2 refers to the Grand Canal and a Number 3 to the South Canal. The second number of the address ͑the one after the dash͒ is the relative location of the pool along the canal, but does not necessarily correspond to the distance along the canal. The last number indicates the closest lateral or turnout to the check structure. Thus the check structure for the second pool on the Arizona Canal is located near Lateral 1.9.
Water Deliveries
Water is delivered to customers primarily through gravity-based offtakes. There may be many different offtakes along the canal. Operators adjust the check gates to maintain a constant water level in the forebay. The gravity-based offtakes have a constant discharge if the water levels in the forebays are kept constant.
Setpoints
The Association has a setpoint for each pool, depending on the season. These setpoints, shown in Table 1 , were determined after years of operating the canal; they were not determined by an optimization study. The setpoints used for this study roughly correspond to the setpoint used during the summer months, with some exceptions, explained later.
Operational Objectives
Brouwer ͑1997͒ identified three main objectives that the Association has with regard to its operation of the canal system. These objectives can be defined as follows:
• To deliver water to the correct place at the right time and in the correct amount; • To have no operational spills; and • To maintain the water levels at their setpoints, with little fluctuation, so the offtake deliveries are more constant.
Operational Procedures
Canal operators at SRP use supervisory manual control to operate the canal system. A Supervisory Control and Data Acquisition ͑SCADA͒ system is used to gather all the pertinent data ͑e.g., water levels, gate positions, etc.͒ and display them in the control room. The watermaster uses this information to maintain water levels in the pools within the "safe" zone ͑referred to as the green zone͒ while routing flow changes through the system. The green zone is water level deviations less than ±0.076 m ͑0.25 ft͒. The red zone is represented by water level deviations of more than ±0.122 m ͑0.4 ft͒, with the yellow zone in between. Most of the time, the watermaster wants to operate the canal in the green zone. However, there are situations when the watermaster will intentionally operate the canals in the yellow zone ͑e.g., to keep the water down for maintenance or construction purposes or to act as a temporary buffer͒. SRP delivers 10% more water to each customer in order to assure that the customers' orders are met. Also, canal operators always have a little more water flowing from Granite Reef than needed. This extra water is called carriage water and it is used to compensate for any unexpected losses in the system. Zanjeros, the local term for canal operators, operate the laterals and the offtakes manually. They drive up and down the secondary and tertiary canals in the system and make the necessary changes at the offtakes to satisfy the customers' demands. Water schedulers collect the water order for the next day. All of these water orders are then given to the watermaster, who makes up the canal system's water schedule for the next day. Water is then routed through the canal system remotely from the control room based on the water schedule.
Hydrodynamic Model of the System
To perform the desired simulations, a mathematical model of the Association's canal system was built in the hydrodynamic model SOBEK.
Salt River
Visser ͑1998͒ developed a model of the Salt River, simplified to have a uniform trapezoidal shape with a bottom width, b, equal to 11.9 m ͑39 ft͒ and side slopes, z, equal to 15.3. Manning n-value was estimated to be 0.032 for the entire length of the Salt River between Stewart Mountain Dam and the Granite Reef Diversion Structure. Visser ͑1998͒ divided the Salt River into four different sections with bottom slopes and section lengths shown in Table 2 .
Canal System
Geometric Characteristics SRP has a detailed HEC-RAS model of each pool in their canal system. If all of the detail in the HEC-RAS models were used for all the pools in the Arizona, Grand, and South Canals, the resulting model of the system would be enormous, and it would not be feasible to make timely hydraulic computations on the system. Thus several simplifications were made while building SRP's canal system in SOBEK. First, all of the extra structures ͑e.g., bridges, culverts, etc.͒ were removed. Second, the detailed geometric data in the HEC-RAS files were averaged over long distances. The longitudinal plot of each pool was examined and divided into sections based on where there was an obvious break in the grade of the pool. Typically, this resulted in three to five sections per pool. Then, for each of these sections, the HEC-RAS data were length-averaged over the section to define the average bottom width and side slopes.
There was some concern as to whether or not the simplification of the cross sections would significantly impact the predicted water surface elevations. As shown in Fig. 2 , simplifying Pool 2-04.2 did not have a significant impact on the water surface elevations. The water surface elevations were also not significantly affected for the rest of the pools under consideration. Once all the geometric data had been determined, they were entered into SOBEK to develop the hydrodynamic model. The model included the Salt River, the Arizona Canal, the Grand Canal, and the South Canal. Models of each individual pool were also developed because they were needed to determine the hydraulic properties of the pools for the ID model.
Check Structure Characteristics
The check structures in SRP's canal system are mostly radial gates. At this time, SOBEK does not have a function that allows the user to model radial gates. Even if it did, it would be doubtful that SOBEK would use SRP's custom rating curves. For this study, this was not considered a significant problem. Both the LQR and MPC controllers are used in tandem with a flow controller, or slave controller. The flow controller's function is to force the check gates to deliver the desired flow during the times between the feedback calculations, which removes the complex gate hydraulics from the system. Thus it does not matter if the check structures are modeled as radial gates, sluice gates, or overshot gates because the flow controller makes the necessary adjustments to assure that the flow requested by the feedback controller is passing through the check structure. To guarantee that the check structure is passing the correct flow, the flow controller inverts the gate equation to solve for the proper gate position. Prior studies have shown that the inability to accurately model check structure hydraulics has a minor effect on the performance of these automatic controllers ͑Clemmens et al. 1997; Clemmens and Wahlin 2004͒. All of the check structures were modeled as sluice gates in SOBEK. The width of a sluice gate in a pool was approximately equal to the total width of all the radial gates in that pool. SOBEK has four possible flow regimes for the sluice gate: The equations used in SOBEK for both free and submerged weir flow do not contain the gate opening. In SOBEK, changes in gate hydraulic regime occur more suddenly than in real life, causing numerical oscillations and potential instability. For this study, it was necessary to stay away from the weir flow condition because control was not possible under this flow condition ͑i.e., the flow controller cannot determine the correct gate position because it does not appear in the discharge equation͒ and to avoid unrealistic hydraulic behavior and potential instability that might occur as SOBEK switches from one gate equation to another. To avoid this problem, which occurred in some extreme situations, some of the gate widths were doubled. In one case ͑Pool 1-03.0͒, doubling the gate width was not sufficient and the setpoint also had to be raised. Changing the gate widths should have no effect on the performance of the automatic controllers, as discussed earlier.
Offtakes
There are multiple offtakes on each of the pools in the SRP canal system. To simplify the model, these multiple offtakes were consolidated into one offtake located just upstream from each check structure. The offtakes were modeled as sluice gates with a short canal section downstream. A drop in this canal section assured that the offtakes would operate under free flow. The offtake-gate openings were set so the correct amount of water would flow through the offtake if the water levels were at their setpoints. These offtake gate openings were calculated in MATLAB ͑MathWorks 2000͒ based on SOBEK's gate equations and then supplied to SOBEK for the simulations. It was recognized that these offtake relationships were a simplification of the real system. However, this simplification should have little impact on a controller's ability to maintain water levels at their setpoints.
Boundary Conditions
Various boundary conditions need to be defined in the SOBEK model of the SRP canal system. Boundary conditions must be set at the upstream and downstream ends of the canal system. The available boundary conditions in SOBEK are either water surface elevations or flow rates. Downstream control was implemented on the SRP canal system which means the releases at Stewart Mountain Dam are in the control loop. Thus the water level in Saguaro Lake, immediately upstream from Stewart Mountain Dam, was used as the upstream boundary condition. The lake's water surface elevation was set at a fixed value for these simulations.
The other boundary conditions that must be determined are at the downstream end of the canals ͑Arizona, Grand, and South͒ and in the short canal reach downstream from each offtake gate. At each structure that represented a downstream boundary, a sharp 1-m ͑3-ft͒ drop was created downstream from the structure.
The water depths in the sunken sections were fixed at 0.5 m ͑1.6 ft͒. This procedure supplied SOBEK with the necessary boundary conditions while still allowing the water level and flow rates to fluctuate.
Control System
The control system includes the Salt River, the Arizona Canal, the Grand Canal, and the South Canal. Remote downstream feedback control logic was used to automatically control the water levels in the various pools of the system. The exception was for Pool 2-04.6. This is the location of the Crosscut power generating station. For this pool, a local upstream controller was placed on the check structure and the pool was removed from the control loop. Under this scenario, the water level errors at the downstream end of Pool 2-06.3 generated control actions for the check structure in Pool 2-04.2, not Pool 2-04.6. Also, Pool 2-23.9 at the downstream end of the Grand Canal was not included because there was no HEC-RAS model of this pool. Thus the control system consists of 31 pools under downstream control and one pool under local upstream control. Two different downstream feedback controllers were used: ͑1͒ the fully centralized PI controller developed with LQR techniques and ͑2͒ MPC.
Summary of Tests Performed
Clemmens et al. ͑1997͒ used a series of tests defined by SRP watermasters to evaluate automation of the Upper Arizona Canal. Wahlin ͑2002͒ adapted these tests for most of SRP's branching canal network. For this paper, Test 4 from Wahlin ͑2002͒ was examined in detail. The conditions for this test were a relatively high initial flow rate and flow rate changes occurring simultaneously on the Arizona, Grand, and South Canals. Table 3 presents a summary of this test. SOBEK unsteady-flow simulations were used to evaluate both the LQR and MPC feedback-control algorithms. In addition, hydraulic simulations were performed with and without an anticipatory feedforward routine. The feedback controller time step was 30 min while the flow control, or slave controller, time step was 10 min. Each simulation was run under tuned conditions only ͑i.e., it was assumed that the controllers had perfect knowledge of the gate hydraulics and the canal properties͒.
For the LQR controller, the volume compensation ͑VC͒ method was used as the feedforward routine method. See Bautista et al. ͑2002͒ for more details on this method. MPC allows more options in applying feedforward routing than the LQR controller, since the known demands can be input into MPC and the feedforward response can be optimized along with the feedback response. However, this option was not utilized for this paper. Instead, the ID model was used to compute the necessary schedule of demand changes, and these changes were added to the MPC controller. More detailed discussions of the feedforward routines used in the simulations appear later in the paper.
Hydraulic Pool Properties
The hydraulic properties for the ID model were determined for all the pools using unsteady flow simulations with SOBEK, as outlined by Wahlin ͑2002͒. In this method, each pool in the canal system is analyzed individually. First, a hydraulic model of the pool is built within SOBEK. Next, the simulation program is run until the system reaches steady state at the design flow rate and the downstream water level is at the desired setpoint. Then, the inflow is increased over one time step by 20% from the steady state value while the outflow is kept constant. The water level at the downstream end of the pool rises when the wave reaches the end of the pool. Finally, the ID model parameters are graphically fit to the downstream water level response. These hydraulic properties were determined pool-by-pool based on the initial flow conditions for this test. The results are shown in Table 4 .
Design and Tuning
Controller design and tuning were based on the ID model parameters. Unsteady flow simulations were used to evaluate the aggressiveness of the controllers and to set one remaining tuning constant, as discussed later in the paper.
Process Model
The first step in controller design for this system is to put the ID model into state-space form, properly accounting for the branching. This was done with the procedure described in Wahlin and Clemmens ͑2006͒. The resulting state-transition matrix was used for designing all feedback controllers evaluated here.
Linear Quadratic Regulator
Once the state-transition relationships have been determined, tuning for LQR controllers only requires values of the relative penalties for the water level errors and the gate movements. To simplify the tuning process, Clemmens and Schuurmans ͑2004͒ suggest giving the same weight to water level errors in all pools and scaling the penalty for gate flow changes by the gate or canal capacity. This leads to the need for only one tuning parameter, R 1 , to express the trade-off between errors in water level and changes in gate movements. Note that Wahlin ͑2002͒ called this parameter . This parameter essentially determines the aggressiveness of the controller. A smaller value of R 1 results in more aggressive control, but a controller that is too aggressive or underdamped will tend to overshoot and oscillate. A controller that is overdamped or not very aggressive will return to the setpoint too slowly. For the Upper Arizona Canal, Clemmens et al. ͑1997͒ used values of R 1 in the range of 3-5. For the steep ASCE Test Canal 1, Clemmens and Wahlin ͑2004͒ used R 1 ϭ20 ͓see Clemmens et al. ͑1998͒ for more details on the ASCE Test Canal 1͔. There appears to be a tendency for larger systems to require a smaller value of R 1 . Wahlin ͑2002͒ used an R 1 value of 5; however, the response appeared overdamped. For this paper, R 1 was set equal to 1. This value appears to give good control of the entire canal system.
Design of an optimal LQR feedback controller in MATLAB for this large network takes a matter of minutes using a computer with a 1.6 GHz Pentium IV processor and 1.5 GB of RAM. Once the controller is designed, a simulation of 9 days takes only about 30 min to complete. However, the LQR controller is designed for one set of conditions. How the controller performs over the full range of situations encountered needs to be examined. This task was beyond the scope of this paper.
Feedforward with Volume Compensation
Existing LQR controller design methods do not explicitly deal with feedforward routing of known demand changes. Bautista et al. ͑2002͒ discuss various aspects of routing known demand changes through a canal. Hydraulic routing methods can result in significant oscillations in the upstream inflow. Experience has shown that simpler methods based on simple delay times are sufficient. For this paper, the volume compensation ͑VC͒ method was used; this method sets the delay time based on satisfying the changes in pool volume associated with changes in flow rate. Pool volumes for initial and final flow rates were determined with a steady-flow analysis performed with HEC-RAS ͑2002͒. A more complete discussion on selection of delay times is provided in Bautista and Clemmens ͑2005͒. For these simulations, the feedforward schedule was computed ahead of time based on the demand changes and their timing.
Model Predictive Control
In contrast to the LQR optimization which assumes an infinite prediction horizon, MPC's prediction horizon is finite and has to be defined by two parameters: ͑1͒ the prediction horizon, p, and ͑2͒ the control horizon, m. MPC also has an optimization penalty function that expresses the trade-off between the water level errors and the gate flow changes. The penalty function is similar to that used in the LQR method, except as implemented, the penalty terms are actually squared. Both LQR and MPC use quadratic performance criteria, but the coefficients are handled differently. So, an LQR penalty of R 1 = 16 should be similar to an MPC penalty of R 1 ϭ4. However, the correspondence likely is not exact because of the differences in prediction horizon. For this paper, R 1 was set equal to 1, and the control horizon m was set equal to 25. With a 30-min time step, mϭ25 would correspond to 12.5 h. This is more than enough time for any disturbance created at Stewart Mountain Dam to reach the downstream end of the Arizona, Grand, or South Canals based on the delay times in Table 4 . Typically, the prediction horizon should be about twice the control horizon. However, to reduce computation time, p was set equal to 40.
Once the parameters R 1 , m, and p have been selected, no further work needs to be done to implement MPC. One benefit to MPC is that optimization can be done based on current conditions and adjusted as conditions change ͑i.e., different delay times and backwater surface areas͒. The drawback is that MPC performs an optimization routine every time step, so the simulations run much slower than the simulations performed with the LQR controllers. Typically, 9 days of simulation of MPC control took 10-12 h using a computer with a 1.6 GHz Pentium IV processor and 1.5 GB of RAM.
As mentioned earlier, MPC has the ability to determine feedforward schedules through optimization. Unfortunately, when used in combination with a feedback controller in MPC, the feedforward control actions are penalized with quadratic performance criteria. This tends to smooth out the feedforward control actions, making them ramps rather than step changes. Also with MPC, the feedforward time step would be the same as the feedback time step, namely 30 min. The VC feedforward method is typically applied at the flow-control time step, or 10 min. Overall, Wahlin ͑2002͒ found that performance using the optimized feedforward controller within MPC was degraded from results with the LQR feedback controller and the VC feedforward controller. To overcome this problem, the feedforward and feedback optimizations were performed independently. Initially, it was thought that this could be accomplished by setting the penalty R 1 equal to zero when the feedforward optimization was performed. However, when this was done, there were huge oscillations in the flow rate. Thus some nonzero penalty is required in order for the optimization procedure to work correctly. Since the intent of this paper was not to examine optimization of feedforward methods, but rather to demonstrate the application of the existing technology to branching canal networks, a simpler approach was taken. Since the MPC approach is based on the ID model, use of the delay times from the ID model should result in perfect feedforward control when applied back to the ID modeled canal. Thus the ID model delay times were used to determine the feedforward control response for MPC. For example, if the demand change is 1 m 3 /s ͑35.3 cfs͒ at 12:00 p.m., then a 1 m 3 /s ͑35.3 cfs͒ change is made at all upstream gates, all the way to Stewart Mountain Dam. The timing of the flow change is based on the delay time of the pools ͑see Table 4͒ . If the pool where the change occurs has a delay time of 20 min, then the change at the gate on the upstream end of that pool occurs at 11:40 a.m. If the next pool upstream has a delay time of 60 min, then the next gate upstream is adjusted at 10:40 a.m., and so on. This is essentially inverting the ID model. For these tests, this ID model-based feedforward schedule is computed ahead of time for the scheduled demand changes. If the requested flow change had not been requested at or before the time of the feedforward control action, it was delayed until the next control action, 10 min later. Thus there could be a delay of up to 9.9 min in implementation of a requested check-gate flow change. Fig. 3 shows the feedforward schedules for Test 4 based on the VC method and on the inversion of the ID model. Clearly, the VC delay times are much longer than the ID delay times, thus the flow changes upstream occur much sooner. For the ID model, the first change occurs 550 min before the scheduled demand change, compared to 756 min for VC ͑roughly 1/3 longer͒. However, the total volume supplied by the two schedules after the transient period is similar: 277,600 m 3 ͑225 acre-ft͒ and 276,600 m 3 ͑224 acre-ft͒ for the VC and ID methods, respectively. The difference is roughly 0.3%. However, in terms of the relative change from the initial flow, the changes are 5,700 m 3 ͑4.6 acre-ft͒ and 4,800 m 3 ͑3.9 acre-ft͒, respectively, or a 20% difference in net volume change.
Results
Feedforward Schedules
Simulation Results
The simulation results for each controller are presented in terms of deviation in water level from the setpoint. The water level errors for these 31 pools are displayed as five separate graphs: ͑a͒ pools in the upper part of the Arizona Canal, including the Salt River; ͑b͒ pools in the lower part of the Arizona Canal; ͑c͒ pools in the upper part of the Grand Canal; ͑d͒ pools in the lower part of the Grand Canal; and ͑e͒ pools in the South Canal.
The results for the LQR controller with feedback only ͑LQR-FB͒ are shown in Fig. 4 . For this test, the water levels are in the red zone as they deviate by more than 0.122 m ͑0.4 ft͒ for Fig. 4͑d͒ , note scale change͔. It is also clear that it would literally take days to stabilize water levels in this branching canal system with feedback control for this simulation test. Since demand changes typically are made each day, it is understandable why these canals are always in a transient state during the main water-use season. There are a few minor differences in the maximum deviations of some of the curves, but this could be attributed to subtle differences in tuning. Overall, the response is very similar. This is reassuring since both methods optimize based on the same process model. Fig. 6 shows the results from applying the LQR feedback controller with the VC-based feedforward schedule ͑LQR-FB VC-FF͒. Here it can be seen that most water levels stay within the green zone ͓0.076 m ͑0.25 ft͔͒. Those that deviate do so only for a very short time. Some of the pools on the upper portion of the Grand Canal deviate into the red zone for several hours ͓see Fig. 6͑c͔͒ . However, overall, this is reasonable performance.
The simulation results using MPC with feedback and ID-based feedforward ͑MPC-FB ID-FF͒ are shown in Fig. 7 . Most water levels deviate from their target levels for only short periods of time and most do not cross into the red zone. A notable exception is again in the upper portion of the Grand Canal ͓see Fig. 7͑c͔͒ , where several pools deviate by 0.20 m ͑0.6 ft͒ for several hours. Overall, however, this is reasonable performance and would be acceptable in an operational setting.
Discussion
Both the LQR controllers and MPC were able to effectively control a large portion of SRP's canal system when known demands were accounted for with an anticipatory feedforward schedule ͑i.e., demand changes were routed through canal͒. All of the controllers were able to bring the water levels back to their setpoints and keep them there. This is a promising result and indicates that both of these controllers can effectively control branching canal networks.
Many simplifications have been made to the SRP canal network model ͑e.g., generalized cross sections, grouped offtakes, modified control structures, etc.͒. Although these simplifications create minor differences in the hydraulic model, they may lead to more significant differences in the field. Although the controller performance on this branched network is promising, further field studies are needed before the controllers' performance can be judged under real operating conditions.
Feedback Control and Tuning
With similar tuning, the LQR and MPC techniques produced similar results. No attempts were made to evaluate the effects of differences between assumed and actual conditions on the performance of these controllers. That is the subject of future research. It is well known that ID model parameters for a given pool change with flow rate and with changes in flow resistance that can occur over the season. The VC method takes these changes into account since pool volumes are determined as a function of flow rate, Manning n, and downstream water level setpoint ͑Bautista and Clemmens 2005͒. Accounting for these differences with the LQR controller under feedback alone ͑LQR-FB͒ would require a different set of controller constants for each set of hydraulic conditions. Preliminary results suggest that the feedback controller performance is not as strongly influenced by pool properties as the feedforward control. Still, determining what range of conditions are appropriate for a given controller and rules for changing controller constants as hydraulic conditions change ͑gain scheduling͒ have not been fully evaluated. MPC offers some advantages in this regard since the optimization can be performed based on the current state of the system ͑e.g., current flow rates, Manning n, downstream water level setpoint͒, assuming that the analysis has been done ahead of time to determine appropriate values for these parameters over a range of conditions. Efficient ways of determining these parameters is also the subject of future research.
For the current study, it appears that the feedback controller tuning with R 1 ϭ1 is appropriate for both controllers. In general, the curves in Figs. 4 and 5 show some minor overshoot in some cases and most of the water levels return to their setpoints without oscillating. Only a few pools show oscillations around the setpoint and these are likely caused by interference among the pools. In practice, the controllers would have additional damping since the conditions of the canal are generally not known with great accuracy. At the present time, selection of these tuning weights is done by trial and error.
Anticipatory Feedforward Control
These results demonstrate that it is very important to route known demand changes through a canal system. Feedback alone will never be able to do the job. It is also clear that the feedforward timing is not critical. The timing for upstream flow changes for the VC-based feedforward controller ͑VC-FF͒ was much sooner than for the ID-based feedforward controller ͑ID-FF͒, yet the results were not greatly different. Of interest is the upper portion of the Grand Canal. For the VC-based feedforward controller's early flow changes, it can be seen from Fig. 6͑c͒ that the water levels dropped. The negative flow changes in the lower portion of the Grand Canal ͑see Table 3͒ arrived too soon. In contrast, the water levels initially rise using the ID-based feedforward controller ͓see Fig. 7͑c͔͒ , suggesting that the negative flow changes arrived too late. In this case, the timing of flow changes likely should have been in between the values computed by the two feedforward methods. Good timing will not necessarily get rid of these spikes all together because they are caused by the dispersion of the wave as it travels downstream ͑i.e., the flow wave arrives gradually at the downstream end of the pool͒. The best results are when the positive and negative magnitude of each spike has about the same absolute value. Overall this suggests that there is room for improvement in determining both the VC-based and the ID-based delay time. It also suggests the need to develop a common set of parameters useful for both feedback and feedforward models. Again, that is beyond the scope of this paper. 
