Widefield frequency-domain fluorescence lifetime imaging microscopy (FD-FLIM) is a fast and accurate method to measure the fluorescence lifetime of entire images. However, the complexity and high costs involved in construction of such a system limit the extensive use of this technique. PCO AG recently released the first luminescence lifetime imaging camera based on a high frequency modulated CMOS image sensor, QMFLIM2. Here we tested and provide operational procedures to calibrate the camera and to improve the accuracy using corrections necessary for image analysis. With its flexible input/output options, we are able to use a modulated laser diode or a 20 MHz pulsed white supercontinuum laser as the light source. The output of the camera consists of a stack of modulated images that can be analyzed by the SimFCS software using the phasor approach. The nonuniform system response across the image sensor must be calibrated at the pixel level. This pixel calibration is crucial and needed for every camera settings, e.g. modulation frequency and exposure time. A significant dependency of the modulation signal on the intensity was also observed and hence an additional calibration is needed for each pixel depending on the pixel intensity level. These corrections are important not only for the fundamental frequency, but also for the higher harmonics when using the pulsed supercontinuum laser. With these post data acquisition corrections, the PCO CMOS-FLIM camera can be used for various biomedical applications requiring a large frame and high speed acquisition. Microsc. Res. Tech. 00:000-000,
INTRODUCTION
Fluorescence lifetime imaging microscopy (FLIM) has become increasingly important in the biological and biomedical research, because it offers a contrast based on fluorescence lifetime due to differences in molecular microenvironments and molecular association, in addition to traditional fluorescence intensity and spectrum measurements (Berezin and Achilefu, 2012; Chen and Clegg, 2009; Dong et al., 2003) . The most common form of FLIM is done in laser scanning microscope systems, i.e. confocal (Buurman et al., 1992; Morgan et al., 1992) and multiphoton Piston et al., 1992; So et al., 1995) using a single channel detector. However, typical laser scanning systems are slower in data acquisition and the overall setup needed for FLIM is expensive. Instead, widefield FLIM systems could provide higher imaging speed because of massive parallel frame acquisition (Clegg et al., 2003; Holub, et al., 2001; Wu et al., 2012) , which is particularly useful for kinetic studies of lifetime changes occurring in a large area. Widefield FLIM can be implemented in two functionally equivalent ways: the frequency domain or the time domain (Dong et al., 2003) . In frequency domain FLIM (FD-FLIM) systems, the fluorescence response of repetitively excited samples varies with the same frequency of the excitation. The fluorescence emission at each pixel can be analyzed to determine the phase delay and the demodulation of the fluorescence emission with respect to the excitation. With a proper reference sample which has a known lifetime, the fluorescence lifetime of an unknown sample at each pixel can be determined. Currently, a fast time resolved camera system typically involves an image intensifier and a scientific CCD camera with complex controllers for radiofrequency and for setting the working point of the image intensifier. More importantly, the resolution (temporal and spatial) of the camera-based system is limited by the image intensifier performance and spatial resolution which limits the applications of this technique.
Recently, new developments of high frequencymodulated CMOS image sensors, which are originally designed for distance measurements, became potential candidates for FD-FLIM. The principle of these sensors shows a clear analogy to frequency-domain FLIM measurements, which has been successfully demonstrated (Esposito et al., 2005; Hess et al., 2002) . Based on this principle, the CSEM (Centre Suisse d'Electronique et de Microtechnique SA) and PCO AG developed a new CMOS image sensor, QMFLIM2. Each pixel of the image sensor has two charge collection sites, called tap A and tap B, and a switch between the taps, which can be controlled by an external high frequency signal. PCO then released the first widefield CMOS FD-FLIM camera, pco.flim, which is detailed by Franke, 2012; Franke and Holst, 2015) .
Briefly, this camera has a format of 1008 3 1008 pixels with 5.6-mm pixel size. The quantum efficiency is up to 39% and the maximum frame rate is 90 frames s 21 in dual-tap mode. Most importantly, this sensor can be modulated up to 50 MHz. The onboard circuitry can generate the modulation frequency from 5 kHz to 50 MHz, but also accepts external modulation frequencies in the frequency range from 500 kHz to 50 MHz. Moreover, possible waveforms other than sine, such as square and pulse, allow the use of high harmonics for parallel multi-frequency lifetime measurements (Elder et al., 2006 Gerimm, et al., 2015; Leray et al., 2009; Schlachter et al., 2009; Squire et al., 2000) . In the master mode, a laser diode can be modulated by the camera, whereas in the slave mode, the camera accepts the frequency of a pulsed excitation laser. Here a 20-MHz pulsed supercontinuum (A2, SC390, Fianium, USA) white laser is used. It provides picosecond pulse trains with excitation wavelengths from UV to NIR (e.g., 390-2,000 nm). The pulse train is inherently composed of a number of harmonics at integer multiples of the pulse repetition rate. In addition, the pulse excitation waveform has a higher photon efficiency than the typical sinusoidal waveform in FD-FLIM as reported earlier in (Elder et al., 2008; Philip and Carlsson, 2003; Schlachter et al., 2009 ). All these properties make it ideal for a fluorescence lifetime imaging of biological systems in the range from ns to ms. We tested this system under various imaging conditions with external modulation and derived necessary corrections to be applied during the FLIM image analysis. The output of the stack of modulated images can be analyzed by the SimFCS software (http://www.lfd. uci.edu/globals/) using the phasor approach, which is becoming routine for the analysis of FD-FLIM due to its unique fit-free advantages as discussed previously (Sanabria, et al., 2008) . We found that the system response across the image sensor is not uniform in the phase and modulation and thus a pixel level calibration is needed for all the fluorescence lifetime measurements. A dependency of the modulation value on the intensity at a pixel was also observed and hence a calibration is required since the modulation and the phase depend on the intensity level of the pixel. In the analysis of high harmonic frequencies, we noticed that these corrections are feasible not only for the fundamental frequency, but also for higher harmonics. With these post corrections, this CMOS FLIM camera can be used for various biomedical applications with the ease of setup and daily operation and without the need of recalibration.
EXPERIMENTAL SECTION CMOS Camera-Based Widefield Frequencydomain Fluorescence Lifetime Microscope
The system setup is shown in Figure 1 . The CMOS camera-based widefield FD-FLIM was constructed based on a commercial Olympus TIRF microscope (Olympus, USA). The excitation source ( Fig. 1A) can be either a laser diode (A1) which can be modulated at desired frequency by the FLIM camera, or a 20-MHz white-light supercontinuum laser (A2, SC390, Fianium, USA), which offers a broad spectrum range from 390 to 2,000 nm with an average spectral power density >1 mW nm 21 . A heat blocker (KG-5, Edmund Optics, USA) was added into the excitation path to reduce the heat caused by the IR beam. A computer controlled filter-wheel ( Fig. 1A ) with eight bandpass filters was placed at the laser output to select a proper excitation wavelength range. The filtered beam was then coupled into the Olympus TIRF arm via an optical fiber (Fig. 1B) . After entering the microscope (Fig.  1C ) through the TIRF pathway, the excitation beam was reflected to the sample by a dichroic mirror (Chroma, USA). The fluorescence signal was collected by a 603 (NA 5 1.45) oil-immersion objective and passed the dichroic mirror. The bottom prism reflected this signal to the FLIM camera (Fig. 1D) .
The camera was connected to a computer via a USB 3.0 interface for imaging acquisition and hardware settings. The camera is capable of transferring 90 fps at full frame size. In practice, the frame rate was limited to about 20 fps since we used 50 ms exposure per frame (Franke and Holst, 2015) . The embedded FPGA performs all the necessary operations and greatly reduces the complexity for the system setup. The acquired phase images are then processed by the SimFCS software. During our testing, the exposure time was set to 50 ms and both taps were acquired, although only Tap A was analyzed in the data shown in this article. The phase steps were 16 and we collected two full phase sequences for each cycle, i.e. 32 frames for one full frame lifetime measurement (1.6 s). For the data presented in this article, we repeated the full frame acquisition eight times to increase the S/N. All data were graphically analyzed by the phasor method, which allows easy fit-free lifetime analysis of FLIM images.
RESULTS AND DISCUSSION Background Characteristics and Calibrations of
System Response at the Pixel Level First, the background was acquired at the same camera conditions later used for the measurements, i.e., the camera is modulated but the laser is off. The averaged image after removing of S&P (salt and pepper) noise is shown in Figure 2A . We noticed a nonuniform distribution of the background pattern, which implies that background correction needs to be done at each pixel. The intensity at the edge is 30% larger than at the center in the horizontal direction whereas there is about 10% variation in the vertical direction ( Fig. 2A) . Note that the sensor is not illuminated so that this difference in image intensity cannot be attributed to the microscope field of view. This difference could be due to effective variable exposure of the sensor at the borders of the image or to temperature differences at the borders of the sensor with respect to the center. The background pattern is reproducible and the background image will be subtracted from each images in all measurements reported in this article.
Second, we took a FLIM measurement of the scattered laser light via a diffuser to obtain a uniform illumination across the sensor (Fig. 2B) , which ideally should give a constant value of the phase and modulation across the image. After background subtraction, the phase and modulation images were calculated and are shown in Figures 2C and 2E , respectively. The phase and modulation for each pixel i of the image are calculated by the following expressions:
Note that the above formulas correspond to the phasor transformation, they require no fit and these formulas are easily extended to the higher harmonics as shown in Figures 2D and 2F. Interestingly, although the sample was relatively uniform in intensity and in lifetime, the phase and modulation are not uniform across the image plane. The phase image is shown in Figure 2C . In the horizontal direction, the difference is 28 from the edge to the center with a symmetric profile. In the vertical direction, the variation is 148 from the edge to the center with a nonsymmetrical profile. The calculated modulation image in Figure 2E shows similar behaviors. In the horizontal direction, the difference is 0.002 from the edge to the center whereas in the vertical direction, the difference is 0.09 from top to bottom. The same result was also obtained at the 3rd harmonic frequency, i.e. 60 MHz. Figure 2D shows the phase image of the same sample at the 3rd harmonic (60 MHz). In the horizontal direction, it has the same behavior as the fundamental frequency but with a larger difference, which is 68 from the edge to the center, while in the vertical direction, the difference from the edge to the center is 458. However, the modulation image shows slightly different properties at the 3rd harmonic frequency (Fig. 2F ). In the horizontal direction, the profile is flat. In the vertical direction, the difference is 0.08 from the top to the bottom.
These nonuniform distributions of phase and modulation of a "uniform" sample indicate that at each pixel, the system response is different. Hence calibration of system response needs to be done at every pixel using the uniform illumination method. We use these uniform intensity images to produce a "phase" and "modulation" correction image.
However, we noticed that if we change the intensity of the uniform image and we take the ratio of one image to the other for the modulation images, we obtain a pattern that is changing (quasi) linearly along the vertical direction ( Fig. 3) at both fundamental frequency and 3rd harmonic frequency. Using one image at a given intensity as a reference ("middle" intensity, 2,350 counts), we measured this linear dependence for a range of intensities. We calculate the slope and offset of these linear dependencies as a function of the average image intensity and we built intensity dependent correction factors to be applied for each pixel of an image to the phase and modulation values. These factors are computed once forever and then stored to be used as correction factors for all FLIM measurements
As an example, Figure 4 shows the phasor diagram of a series of images taken at different intensities corrected for the reference image and also with the additional correction that account for the intensity dependent phase and modulation correction. When these corrections are applied, the phasor plots are almost identical for all the intensities used in our calibrations.
In summary, in order to fully calibrate the phase and modulation response at each pixel, a uniform sample with a known fluorescence lifetime (scattering is OK) needs to be measured and calibrated at each pixel for all the frequencies that will be utilized and under the same camera settings. This is not particularly difficult, since one measurement of the image stack using a pulsed source already contains all the harmonic frequencies in parallel.
Sample Measurement
With the corrections discussed above (phase, modulation and intensity dependence of these parameters), the FLIM camera is ready for fluorescence lifetime measurement. All the measurements should be done under the same settings since the calibration and corrections are only valid under the same conditions, including the modulation frequency and the exposure time. As a demonstration, we measured cells transfected with Cerulean (donor only) and with a construct of Cerulean-Venus that shows FRET. A 438/24 excitation filter and a 475/35 emission filter for donor fluorescence were used together with the white laser. First, we calibrated phase and modulation of the system with coumarin 6 in ethanol, which has the known lifetime of 2.5 ns. Note that only one image is measured for the coumarin 6 sample since the intensity dependent modulation and phase was already obtained using the uniform image method previously described. Then three images of Cerulean-Venus transfected cells were obtained as well as two images of Cerulean only cells as shown in Figures 5A and 5B . The corresponding phasor images and phasor plot in Figures 5C-5E clearly show the shortening of donor fluorescence lifetime under Cerulean-Venus construct.
In Figure 6 , the fluorescent convallaria sample was also measured and analyzed with corrections discussed above. Figure 6A shows the average intensity image of the sample. Figures 6B and 6D show the phasor image and the corresponding phasor plot at the fundamental frequency, i.e. 20 MHz, whereas Figures 6C and 6E show the phasor image and the phasor plot at the 3rd harmonic, 60 MHz. The fluorescence lifetime is obtained at 20 MHz and different lifetime components are well distinguished in Figure 6B . With 3rd harmonic frequency at 60 MHz, due to the high resolution properties, more detailed separation is displayed in Figure 6E .
CONCLUSIONS
We described here practical corrections and necessary processing details for FLIM images acquired by the first FLIM camera and external modulation based on a modulated CMOS sensor. The flexible coupling and easy setup makes this camera an ideal choice for the widefield FD-FLIM instruments. The use of a pulsed supercontinuum laser and the phasor analysis method further simplified the system construction and data analysis with capability of parallel multifrequency detection. Although the FLIM camera only supports up to 50 MHz modulation directly, the flexibility of internal waveform control by FPGA or synchronization with external pulsed laser allows the use of high harmonic contents, for example 60 MHz as shown in this article. Moreover the cross-correlation technique, which can minimize the effect of photobleaching and DC background (Dong et al., 2003; Gratton and Barbieri, 1986; Spencer and Weber, 1969) , is also possible to be adapted in this camera.
Our results show that the calibration of the system response needs to be performed at the pixel level at each camera settings. This is a typical routine measurement in FD-FLIM experiments. The more complex correction is the intensity dependence of the measured phase and modulation. We have shown the basic procedure to obtain the intensity-dependent correction factors. The correction can be stored by the operating program in the PC so that only the calibration with a compound of known lifetime is performed prior to each measurement, which is the routine procedure used in FLIM.
