The unassisted permeation of molecules through the lipid bilayer is one of the most fundamental biophysical processes characterising biological membranes. Transbilayer permeability is also a crucial property in industrial contexts such as drug design and nanotechnology. The mechanism of solute permeation through membranes is difficult to study experimentally, because of the small scale and complexity of lipid bilayer systems. Computer simulations can help understand permeability processes at the atomic level, and can be applied to quantitatively estimate permeability coefficients. In this review, we summarise the methodology and results of membrane permeability simulations that have been recently reported in the literature.
a homogeneous oil slab. 4 In more recent years, experiments have clearly established that lipid membranes are highly heterogeneous systems, very different from uniform oil phases:
for instance, density distributions, order parameters and diffusion in lipid membranes show characteristic properties that are not present in bulk oil systems. It is therefore not surprising to observe experimental deviations from Overton's rule. An understanding of membrane permeability should ideally require the knowledge of how structural and dynamical properties of lipids vary across the bilayer, hence across a very thin (≈ 5 nm) region. Bilayers are also highly "disordered" systems, characterised by local motions of lipid segments as well as longrange diffusion of individual lipid molecules. These features render experimental investigation extremely challenging. A brief account on experimental studies of transbilayer permeation is given in Section 2. Subsequently, the simple solubility-diffusion model, based on Overton's findings, and the more general inhomogeneous solubility-diffusion model, which accounts also for intrabilayer heterogeneities, are described in Section 3.
Particle-based simulations can provide insights into the understanding of transport phenomena across lipid bilayers with atomic-level resolution, thereby characterising local membrane heterogeneities currently inaccessible by experimental means. In principle, simulations can directly reproduce the spontaneous passive permeability phenomenon. For example, using a simplified, "coarse-grain" model, we were able to calculate the transmembrane permeability coefficient of water from the direct observation of translocation events over a simulation lasting for almost one microsecond. 5 However, standard atomic-level membrane simulations cannot currently reach such a timescale, and indeed passive water transport has never been quantified with these traditional models. In a recent "state-of-the-art" molecular dynamics study, 6 four phosphatidylcholine bilayers, each comprising 128 lipids, have been simulated for 50 ns. In the four simulations, 2, 4, 6 and 7 crossing events of water molecules were respectively observed.
It is evidently not possible to attempt an estimation of the permeability coefficient on the basis of such poor statistics. Moreover, for many other important solute molecules, such as large hydrophilic drugs, the timescales required to directly observe a statistically significant number of translocation events are expected to be in the range of (at least) milliseconds, hence far beyond the capabilities of any particle-based simulation model. Fortunately, there are indirect techniques that can be used to overcome these difficulties; 2 the most popular of these methods is described in Section 3.1. Thanks to these methodological advances, in recent years standard molecular dynamics simulations have indeed been successfully employed to predict permeability coefficients and to investigate the general mechanism of passive transport across membranes. We will review the most important simulation studies in the literature, categorised according to the permeant type; in particular, Section 4 is devoted to small molecules, Section 5 to drugs and Section 6 to fullerene molecules. Results are further discussed in Section 7, along with limitations and issues of the simulation methodology, and the main conclusions are summarised in Section 8.
The research area of membrane permeability simulations has also been reviewed in an excellent article published in 2006 by Xiang and Anderson. 2 In the following, we will place special focus on material not already covered in Xiang and Anderson's review; 2 particular attention will therefore be devoted to the most recent work appearing in the literature.
Experimental methods
The following sections summarise the most popular experimental methods employed to measure transmembrane spontaneous permeabilities. It should be noted that there is a large scatter of experimental values for the permeability coefficients through membranes. While the relative permeabilities are typically well reproduced, absolute data measured in different laboratories by different techniques can vary across orders of magnitude. This can be due to difficulties in calibrating the measurements and to perturbations caused by the specific method. 7 
Water and small organic molecules
There are two main experimental configurations that can be employed to measure the permeability coefficient of water and small organic solutes, based on either planar lipid bilayers [8] [9] [10] [11] or lipid vesicles. 7, 12, 13 The former method has received the most attention. In particular, permeability coefficients for small organic molecules can be measured across planar lipid bilayers formed on a ≈ 1 mm 2 hole in a polyethylene or Teflon partition separating two magneticallystirred water-jacketed chambers. [8] [9] [10] [11] Permeability coefficients P are calculated from the rate of change of the receiver concentration with the following equation:
with s the slope of the receiver concentration versus time interval plot, V chamber the volume of the aqueous solution in each chamber, A the bilayer area and C donor the concentration of the solute in the donor chamber. 8 
Drugs
Permeability coefficients of drug molecules are not usually measured from isolated lipid bilayers, but instead using more complex model systems that more closely correlate with the observed physiological drug absorption data. The two most common in vitro permeability assays are the Caco-2 cell monolayers and the parallel artificial membrane permeability assay (PAMPA);
brief descriptions are given in the following paragraphs. 
Caco-2 cell monolayers

The solubility-diffusion model
Overton's observation that the membrane permeability coefficient of a solute is correlated to its oil/water partition coefficient 3 lead to the simplified model of the membrane as a homogeneous oil slab; on this basis, the simple bulk solubility-diffusion model of membrane permeability was proposed. 4 According to this model, the permeability coefficient P can be obtained simply as:
with K the bulk solvent (oil) / water partition coefficient, D the solute's diffusion coefficient in the solvent and h the membrane thickness.
In more recent years, experiments have clearly established that lipid membranes are highly heterogeneous systems, very different from uniform oil phases: for instance, density distributions, order parameters and diffusion in lipid membranes show characteristic properties that are not present in bulk oil systems. Moreover, the polar components of lipid bilayers, such as the headgroup and the glycerol/ester regions, do not have any counterpart in the simple oil solvents assumed in the solubility-diffusion model. To tackle these issues, the inhomogeneous solubility-diffusion model was proposed; [22] [23] [24] this model relates the permeability coefficient of a solute to an integral of depth-dependent parameters across the membrane. In particular, the overall membrane permeability coefficient P is expressed as:
with R(z), ∆G(z) and D z (z) the solute resistance, free energy of transfer and diffusion coefficients along the z direction, respectively, at position z along the direction normal to the membrane interfacial plane. The free energy difference ∆G(z) can be related to the partition coefficient K(z) of Equation 3 via K(z) = e −∆G(z)/RT . The integration extremes z 1 and z 2 are taken in the water phases at the two sides of the membrane, so that the integration is performed over the entire bilayer.
Experimentally, the free energy ∆G(z) and diffusion coefficient D z (z) are very difficult to be resolved as a function of the bilayer depth z. The free energy of transfer from water to the most favourable region in the bilayer can be obtained from membrane binding experiments, but it is not possible to study the variation of this property across the membrane. As for the diffusion coefficient along z, there are no reliable experimental methods that can be employed. 2 Therefore, it has proved difficult so far to test and validate experimentally the inhomogeneous solubility-diffusion model.
On the other hand, a number of simulation techniques are capable of yielding quantitative data on the depth-dependent solubility and diffusion across model membranes; the most popular of these methods, the so-called z-constraint technique, widely used in conjunction with the inhomogeneous solubility-diffusion model, is described in the following section. While other methodologies, such as Widom's particle insertion, 25 the mean residence time method, 26 umbrella sampling 27 and thermodynamic integration 28 are able to access the free energy ∆G(z), only the z-constraint method can estimate the diffusion coefficient D z (z) and hence eventually the permeability coefficient. Since in this review we are focusing on simulation studies of permeability, we will only consider the z-constraint technique. The other methods mentioned above are summarised in Xiang and Anderson's review 2 and are described in detail in the original references.
The z-constraint method
The quantities featuring in the inhomogeneous solubility-diffusion model (Equation 4) can be obtained from simulations by applying the z-constraint method. 24 The z-constraint technique involves constraining the mass centre of a chosen permeant molecule to fixed positions along the bilayer normal, which typically coincides with the z axis of the system frame of reference.
The permeant solute remains free to move in the xy plane. Both ∆G(z) and D z (z) can then be simply calculated from the constraining force f c z (z) required to keep the solute mass centre fixed at the selected z locations. In particular, the free energy of transfer ∆G(z) from water into the membrane is computed as:
with f c z (z ) the average constraint force at position z over the total simulation time. The
with k B the Boltzmann constant, T the temperature and ∆f c z (z, t) the "random" force, defined as the deviation of the instantaneous force from the average force acting on the solute:
In the early 90s, as soon as the first particle-based models for "pure" lipid bilayers were successfully simulated by molecular dynamics, membrane force-fields started to be extended to incorporate simple small solute molecules, with the ultimate aim of characterising the transmembrane permeability process.
Seminal permeability simulations were performed by Bassolino-Klimas et al. to study the diffusion of benzene in a lipid bilayer. 30 Despite the small system size (comprising only 36 lipid molecules) and short simulation time (1 ns), the authors were able to observe that benzene molecules diffuse by a "rattling and jumping" behaviour of the kind predicted for lipid molecules. 31 Marrink and Berendsen 24 reported the first calculation of the transbilayer permeability coefficient by molecular dynamics. In particular, they applied the z-constraint algorithm to quantify the permeability of water through a DPPC lipid bilayer; results were comparable to the corresponding experimental data. 24 Marrink and Berendsen subsequently studied the permeability of oxygen and ammonia through a 64-DPPC bilayer hydrated by 736 water molecules. 32 Interestingly, in this study it was decided to divide the lipid charges by a factor of 2, to account for the insufficient shielding properties of the SPC water model. 32 These initial investigations have been followed in more recent years by simulation studies that, thanks to hardware progress, can afford more realistic conditions, in terms of system size and simulation time.
Shinoda et al. 28 simulated the transbilayer permeation of seven solutes:
NO, CO 2 and CHCl 3 . All molecules were treated as rigid bodies. Two different lipid bilayers were employed, one composed of "standard" DPPC lipids and the other composed of branchchained DPhPC. They observed that water diffusion was reduced in the branched DPhPC bilayer compared to the DPPC system; as a result, the permeability coefficient in DPhPC was 30 % lower than in DPPC.
Sugii et al. 33 studied the effect of the lipid hydrocarbon chain length on the permeability of H 2 O, O 2 , CO and NO. They showed that the lipid membranes with longer chains display larger and wider free energy barriers. They also estimated the water permeability coefficient and found that it decreases slightly with increasing chain length. 33 The refinement of force-fields for different molecules has also allowed the calculation of permeability coefficients for several small organic molecules. In particular, Bemporad et al. 34, 35 employed the z-constraint method to calculate the permeability of the following solutes, representing the most common chemical functional groups: acetamide, acetic acid, benzene, ethane, methanol, methylacetate, methylamine and water. The permeability coefficients obtained are generally one order of magnitude larger than corresponding experimental data, but the relative permeabilities are well reproduced. 34, 35 For obvious reasons, the most studied "small molecule" has been water. In particular, a number of research groups have calculated the free energy barrier for permeation of water through lipid bilayers. The values obtained are collected in Table 1 .
( Table 1 near here)
It can be noted that all published studies agree on a free energy barrier of ≈ 25 kJ/mol, with the exception of Jedlovsky and Mezei 36 who obtained the substantially higher value of 54 kJ/mol.
Drugs
The ability of drugs to permeate through biological membranes is a crucial factor in drug delivery. In particular, passive transmembrane permeability is known to be one of the major mechanisms for drug absorption. 14 Lipophilic compounds can rapidly partition into the cell membrane thanks to their affinity for the hydrocarbon core of lipid bilayers, and hence they typically exploit the transcellular pathway. In between cells, small water-filled pores (also called "tight junctions") are normally present; despite the much smaller surface area offered by these pores compared with the overall epithelium cell surface, it is reasonable to expect that (small) hydrophilic drugs can also diffuse via such a paracellular route. Alternative drug transport processes, including protein-assisted and vesicle-mediated transport, are less frequently observed compared to the unassisted mechanisms. From a technological perspective, passive drug permeation is at the basis of liposome drug delivery systems. 2 It is therefore evident that understanding transmembrane permeation is crucial for rational drug design. Computational methods to predict transmembrane permeability coefficients of drugs before synthesis are increasingly desirable to minimise the investment in pharmaceutical design and development. 2 However, the accurate prediction of drug permeability represents a great challenge for in silico models, due to the complexity of the underlying physiological mechanism. 37 The simplest theoretical tools to predict drug permeability are the quantitative structure-activity relation (QSAR) models. QSAR models relate numerical properties of the drug molecular structure to its activity via a mathematical expression. 38 An early example was the discovery by Meyer and Overton of a correlation between anaesthetic potency of a compound and its oil/water partition coefficient. Partition coefficients are also traditionally correlated to permeation: within chemical series, this is often verified. However, computational models based on molecular properties typically fail when large sets of diverse compounds are analysed. 15 The recent increase in computer power has also allowed the calculation of permeability coefficients for drug molecules through molecular dynamics simulations. [39] [40] [41] [42] Studying the permeation process by particle-based computer models is particularly attractive: simulations have the potential to investigate this mechanism with atomic detail, while also providing accurate estimates of the permeability coefficient. However, since most drugs are large (MW > 100) and flexible molecules, their simulation proves computationally challenging. An early attempt to simulate the drug permeation process was performed by Alper and Stouch, 43 who studied a nifedipine analogue in a lipid bilayer. Owing to limited computer resources, the system was simulated for only 4 ns. Such short simulation time proved nonetheless sufficient to study the drug orientation and diffusion, and to analyse the role of hydrogen bonding. 43 Transbilayer permeation has been recently simulated, using the z-constraint method, for the amphiphilic drug valproic acid, 40 β-blockers 41, 44 and psoralen derivatives. 42 Free energy profiles, diffusion coefficients and eventually permeability coefficients were calculated. [40] [41] [42] 44 In general, results from these studies are qualitatively consistent with experiments, in that the relative permeabilities, and hence the ranking orders, are reproduced. However, the actual values for the calculated permeabilities coefficients cannot be easily compared to the corre-sponding experimental figures, because of the different systems employed. As an example, the data obtained from simulations of β-blocker drugs and a number of corresponding experimental measurements are collected in Table 2 .
( Table 2 near here)
It can be noticed that the permeability coefficients from simulations are typically several orders of magnitude larger than those from experiments. In fact, this is to be expected considering the differences between the simulation and the experimental materials and conditions.
Simulations are conducted on simple, "minimal" pure lipid bilayers. Experiments are instead carried out on layers of entire cells (Caco-2) or on thick solutions of lipids of unknown phase (PAMPA). In both experimental systems, solutes must cross a much thicker barrier compared to that represented by the single lipid bilayer in the simulations. It is therefore reasonable to observe much larger permeability coefficients in simulations compared to experiments. It is also worth noting how the experimental measurements show great variability even amongst each other. Again this is not surprising considering how sensitive permeability coefficients are to slightly different conditions and setup details. However, it is most important to look at relative permeabilities; this also has a high practical value for drug design, as it is the ranking order among a set of compounds which is crucial, rather than the knowledge of the absolute individual magnitudes. Relative permeability coefficients, calculated for each complete set of data with respect to the permeability coefficient of atenolol (the slowest permeant), are collected in Table 3 .
( Table 3 near here)
The ranking orders obtained by experimental and simulation methods (P alprenolol > P pindolol > P atenolol ) are fairly consistent with each other. In particular, there is an overall good consistency between the simulation data and the Caco-2 experimental measurements, whereas the PAMPA experiment considered reports larger differences between the relative values.
The interaction between nanomaterials and biological materials is becoming an increasingly important research subject, mainly due to the implications in biomedical technologies. Also, the general use of nanomaterials in industry is rapidly growing, raising health and environmental concerns which demand quantitative assessment.
Special attention has been paid to fullerene (C 60 ) and its derivatives, which constitute an important subset of nanomaterials. Fullerenes play a role in a wide range of potential biomedical applications, such as anti-HIV drugs, skin cancer treatments, DNA cleavage agents, antioxidant drugs and contrast agents for X-ray and magnetic resonance imaging; 45, 46 promising future applications involve the use of fullerenes as drug carriers for selective tissue targeting. 45 However, carbon nanoparticles often display some degree of toxicity. For example, Sayes et al. 47 observed that fullerene C 60 cause membrane leakage. The concerns raised by such findings are accentuated by the known ease by which fullerenes diffuse throughout the body. Oberdörster et al. 48 showed that fullerene aggregates, despite their large size, can even cross the blood-brain barrier. The exact mechanisms by which fullerenes cross and disrupt the membrane are not yet understood. Recent molecular dynamics studies have started to shed some light on the permeation processes of fullerene and derivatives across lipid bilayers. [49] [50] [51] Qiao et al. 49 employed the z-constraint method to study the permeability characteristics of fullerene C 60 and its derivative C 60 (OH) 20 across a DPPC bilayer modelled with a united-atom forcefield. Their simulation results indicate that fullerene C 60 possesses a typical hydrophobic character; it preferentially partitions inside the bilayer hydrophobic core and its overall free energy difference from the bilayer centre to the outside water phase is negative. 49 The fullerene derivative C 60 (OH) 20 displays instead a hydrophilic behaviour, as it preferentially partitions at the headgroup/water interface and is characterised by an overall positive free energy barrier between the bilayer core and the water phase. 49 The permeability coefficient of fullerene C 60 is therefore predicted to be several orders of magnitude higher than that of its derivative C 6 0(OH) 20 ; these findings might therefore explain the reduced toxicity of functionalised fullerene on the basis of its reduced tendency to penetrate cell membranes. 49 Wong-Ekkabut et al. 50 simulated the effect of high fullerene concentrations in lipid membranes (up to one fullerene per lipid) using a simplified, coarse-grain (CG) model, where groups of 4-6 atoms are grouped into single interaction centres; 52 such simplifications allowed large aggregates to be simulated for the necessary amount of time. Since no evident damage to the bilayer structure was observed, Wong-Ekkabut et al. 50 concluded that the mechanism of fullerene toxicity is unlikely to involve mechanical damage.
Bedrov et al. 51 studied the permeability of fullerene across a DMPC bilayer using an allatom model. They obtained results qualitatively similar to those reported in the investigations summarised above; also in this study fullerene is found to strongly favour the hydrophobic bilayer core with respect to bulk water.
However, in general, these three studies [49] [50] [51] report values for the preferred location, maximum free energy difference and permeability coefficient which are rather different from each other; these data are collected in Table 4 .
( Table 4 near here)
A number of possible reasons behind these disagreements might be noted. Two of these works 49,51 employ traditional AL models; owing to the high simulation cost of these models, simulations could be performed for only ≈ 10 ns. It is not clear whether such short simulation times are sufficient to yield converged results. The other study 50 was conducted using a CG model for both lipids and fullerenes. While in this case simulation times of the order of microseconds could be achieved, the model employed 52 relies on a number of assumptions which may undermine the reliability of the results obtained. In particular, this CG model 52 contains a very simplified description of electrostatic interactions; moreover, the CG water is represented by generic neutral Lennard-Jones macrospheres, thus lacking any charge accounting for the highly dipolar nature of real water.
Discussion
Particle-based computational methods, in particular molecular dynamics, have been increasingly employed over the past decade to the modelling of passive permeation processes In recent years, it has been possible to run permeability simulations for large molecules such as drugs [39] [40] [41] [42] and carbon nanoparticles. 49, 51 In general, these investigations have been extremely useful in understanding many aspects of bilayer permeation with atomic resolution.
However, the huge computational cost associated with the simulation of AL models results in a series of limitations and issues. For example, obtaining well-converged data is often problematic, as series of long simulations are required for every solute. Also, bilayer sizes must be rather small to be computationally amenable; this can induce artefacts, especially when large solutes are inserted into the membrane. In fact, results are sometimes controversial; for example, as highlighted in Table 4 for the case of fullerene, different research groups using somewhat different methods can produce very different results. Furthermore, in general, the number of solutes that can be investigated in a reasonable amount of time is extremely limited; this seriously hinders applications in the context of drug design, where screenings of large sets of candidate compounds are normally required.
Conclusions
A large number of simulation studies appearing in the literature over the past 15 years have demonstrated the potential of molecular dynamics to predict transbilayer permeability coefficients and provide atomic-level insights into the translocation mechanism. While simulating spontaneous permeation is still computationally unfeasible, special techniques (particularly the z-constraint method) can be successfully applied to calculate not only the overall permeability coefficient, but also free energies of transfer and diffusion coefficients at different depths across the bilayer. It is therefore also possible to predict the preferred partitioning location across the membrane, as well as the most frequently occurring orientations of the solutes. The importance of simulation in the context of membrane permeability is particularly significant, because of the well-known experimental difficulties associated in general with the investigation of membrane systems. Given the continuous increase in available computational power, it is foreseeable that molecular dynamics simulation will play an ever more important role in the investigation of passive permeation of solutes across biological membranes, especially in industrial contexts such as drug design. Z represents the distance from the bilayer centre, along the z axis, at which the solute preferentially partitions; this corresponds to the location of the minimum in the free energy profile. ∆G Z is the free energy difference between the reference value of zero in the outer water phase and the minimum at distance Z from the bilayer centre. P is the permeability coefficient.
