We address the important and unsolved problem of determining whether variations in image intensity are caused by changes in surface normal (shading) 
I. Introduction
The problem of identifying the cause of intensity variations in a single two-dimensional grayscale image is fundamental in image interpretation. Humans can easily look at a photograph and identify which parts of the image are due to shading, reflectance variations, occluding contours, etc. These assignments are crucial for proper 3- ically assume all intensity changes are due to surface normal (shading) changes, and thus reconstruct spurious shapes when confronted with reflectance changes. Here, we focus on distinguishing shading (which gives an image its appearance of 3d shape) from paint.
Figure 1 (a) illustrates the problem. Some of the image intensity changes are caused by the graffiti paint; others are caused by the shape of the rock on which the paint was sprayed. Some locations show both effects. Figure 1 (b) shows the same location a few months later, after an attempt was made to enforce a uniform reflectance over the rock. People can easily percieve the underlying shape of (b) in the image (a). Our goal is to develop a computer program that can make the same kind of judgment.
This problem has not yet been solved for real images. Sinha and Adelson [13] solved the problem in a blocks world domain, based on heuristic rules over a set of junctions and contours which were pre-identified by hand. Like other blocks world vision solutions, this hasn't led to an analogous solution for real images.
Freeman and Viola [4] proposed a prior probability for shapes which penalized the elaborate shapes that were required to explain images made by reflectance changes. Their method assumed each image was either all shading or all paint and couldn't process an image containing both shading and reflectance changes. Freeman, Pasztor, and Carmichael [3] used a Markov network to solve for the shape and reflectance combinations which best explain the input image data, using a training set of labeled images. However, their method required prestoring all possible shape and reflectance interpretations for any patch. This caused the conjectured scene to be a poor fit to the observed image, limiting the applicability of the method.
To date, there is no adequate solution which identifies which components of a real-world image are caused by shading variations, and which are caused by reflectance variations.
Our approach is training-based, like that of [3] , but we represent the image data using a multi-layer filter energy model that allows better generalization over inputs than a (4 (b) Figure 1: (a) Example image containing shading and reflectance information which we would like to separate. People can trivially make the separation, yet it is a difficult task for the computer. (b) Graffiti removal by the local town reveals the underlying shape on which the paint was applied. pixel representation. Also, because we classify a steerable pyramid representation rather than a pixel-based representation of the image, we properly deal with situations in which both shape and reflectance changes coexist at the same location at different scales or orientations.
Because the interpretation in some regions, such as isolated contours, will be ambiguous, a full solution would need to follow the local analysis with a propagation stage. During the propagation stage, information from areas that are clearly reflectance or paint could be used to help resolve ambiguous neighboring areas. However, we show here that even the initial local analysis can go far in disambiguating shading from paint. We generate a set of training images, each of which contains a mixture of shading and reflectance changes, in the following way: First, we generate artificial images containing only reflectance variations. Some of these are made by a fractal process, using the midpoint displacement procedure [8] . The parameters for midpoint displacement, including fractal dimension, maximum feature size, blurring, and various affine transformations, are varied widely in order to create a very large variety of possible images. Others are generated by summing randomly placed ellipses of randomized position, orientation, size, and eccentricity in an image. Next, we convert some of these images into images with only shading variation by modeling the brightness of the original image as the height of a texture. We shade the texture by assuming Lambertian surfaces, with the light direction fixed from the left. (We will rotate the input image to generalize to other azimuthal light directions).
Training set
Once we have these two sets of images, one containing only reflectance variations and one containing only shading variations, we generate training images by multiplying together a random reflectance change image and a random shape change image. The end result is a training image that has both a varying reflectance and the appearance of a 3-d shape. Fig. 2 It is important to have images mixing both types of variations in order to ensure that the leaming algorithm sees test cases in which reflectance and shape can both change at the same location.
Not all products of shading and reflectance images are easily interpretable by people. In general we found that the product image is interpretable only if at least one of the two images is very sparse. We removed overly ambiguous images from the training set.
Representation and labeling
In many images, such as Fig. 4 (a), a given spatial location can have intensity changes caused by both shading and reflectance effects in the image. Thus, labeling such images as shading or reflectance at the level of single pixels would not be adequate.
Instead, we label each possible feature orientation, scale, and position by labeling the components of a steerable pyramid representation [ I I] of the image. The steerable pyramid separates the image into coefficients representing filter responses at different positions, orientations, and scales of intensity variation. We chose the steerable pyramid because it is self-inverting, so coefficients represent the responses of the analysis filters, and the image subbands are not aliased, which removes artifactual responses within a subband [ 121. We provide one label for each coefficient of the pyramid. This can be thought of as the generalization, for a signal processing approach; of the restriction in [ 131 that each intensity edge in their blocks-world images could have only one cause.
Each training image is labeled using the following process: First, we compute the steerable pyramids for the reflectance and shading component images that were multiplied together to make the training image. Then, we set the label of each coefficient in the product image's pyramid based on which component image's pyramid has a stronger signal for that coefficient. We omit ambiguous examples, where the ratio of coefficient amplitudes was within 0.2 of 1 , from the training set.
Multiplication of the source images causes the steerable pyramid coefficients to interact in a non-linear way, so the above labeling procedure, using the linear coefficient responses of the component images, is only approximate. However, we found that for our sparse images, this approximation is adequate. Figure 4 (a) shows a test image and (d) the corresponding shadingheflectance labeling of steerable pyramid coefficients.
Local evidence
We need to characterize local image regions in order to develop We apply the filters of Fig. 3 in a cascade, also used by [16] for image retrieval applications. These filters are simple combinations of first and second derivatives.
In order to generate a feature vector for each location in an image, we do the following process: We convolve the initial image with each of the filters and then take the absolute value of the output, giving us 25 filtered images. Then, we apply the 25 filters again to each image, and take the absolute value of the output, giving us 625 double filtered images.
We want to apply these filters at different scales in order to characterize both large and small features. As a result, we also apply the aforementioned filtering process to copies of the initial image that have been downsampled by factors of 2 Once these dimensions are sampled, two normalization procedures are performed. First, the value of each dimension is scaled so that its average value over all training points is 1, in order to equalize the importance of each dimension. Second, the feature vectors for each training point are scaled so that the average feature value is 1 . This is to normalize for contrast differences, allowing training done in an area of a certain contrast to be applied to classifying areas of other contrasts.
Many of the dimensions of our 1875-d feature vector are redundant, although we do not know ahead of time which dimensions those will be. We prune them to a more manageable set in the following way: First, we compute the correlation between each of the dimensions in the training data. Then, we delete one of the pair of dimensions with the highest absolute correlation. This deletion process is iterated until we havepared down the dataset to 150 dimensional feature vectors d. This must be done so that the mixture of factor analyzers algorithm, which we use to build a probability density model, can run in a reasonable amount of time.
We model the probability density for each class label (shading and reflectance) by a mixture of gaussians [I] , using the mixture of factor analyzers (MFA) approach of [5] .
Using cross-validation tests on the labeled training data, we found that using 10 gaussians in the mixture and 4 dimensions in each gaussian works best. However, performance was fairly robust with regard to these parameters. We fit one such mixture for each class label, 1, and for each orientation, 
Labeling and image reconstruction
In order to classify an image, we repeat the process used to generate features in the training set. First, we apply the cascaded filters to get a 1875 dimensional feature vector at each point in the image. Then, we perform the same two normalizations that were done on the training data, and select the same 150 best dimensions found during the training period. We evaluate these 150-dimensional feature vectors in the MFA models for reflectance and shading change at each pyramid layer. The classification for each pyramid coefficient is simply the MFA model (reflectance or shading) with the higher density. For simplicity, we do not assign confidence measures, or indicate ties.
Once we classify the steerable pyramid of an image, we can use this classification as a mask to extract the reflectance and shading components of the image. If we set the "shading" parts of the image's pyramid to zero and then collapse the pyramid back down into a single image, we get an image that only contains reflectance information. Similarly, we can erase the reflectance information and then collapse the pyramid to get an image that has a constant reflectance but contains all of the original shading changes. Note that these reconstructions lack the low-frequency information which is stored at the top level of the pyramid, and consequently have a highpassed appearance.
Unknown lighting direction
To a first approximation, the lighting direction that humans perceive can be summarized by the azimuthal angle, in the plane of the image, that the light arrives from (see discussion in [7] ). We make that assumption and allow for unknown lighting direction by rotating the image through different angles before applying the labeling algorithm, which is only trained on images with the light arriving from the left. While the majority of reflectance changes are likely to be classified as reflectance changes no matter what direction they are facing, the algorithm only recognizes shape changes when they are produced by light from the left or right, the directions seen in the training set.
As a result, the rotated image that produces the most shapelike classification is presumed to have the lighting from the left or right, and is thus taken as the correct classification. We determine an index of "shapeness" by dividing the total variance of the extracted shape image by the total variance of the extracted reflectance image.
Results
We illustrate an initial test on our labeling method by applying it to an image generated by the same program that generated the training set images, although this image itself was not in the training set. This is thus a typical image of the set described by the training data, yet a novel image. The algorithm's performance is in reasonable agreement with the ideal results. (e) through (g) show the class labels on the 4 orientations of the steerable pyramid at the three spatial scales (black is paint; white is shape). We use the class labels to mask out only those pyramid coefficients estimated to be due to paint, then reconstruct the image from those pyramid coefficients to give (h). Doing the same for the coefficients labeled as shape gives (i). The reconstructed images compare well with the best possible bandpassed reconstructions, (b) and (c), showing that we can separate shading and reflectance effects in novel images generated by the same process as those of the training set.
Application to psychophysical image database
In order to validate the performance of this classification algorithm relative to the human visual system, we will apply it to a set of test images that have been ranked as to their "shapeness" by human subjects [4]. We applied the algorithm to a random subset of the images of the psychophysics test. The Spearman rank ordering correlation [9] between the mean of the subjects' rankings and that of the algorithm was 0.46. at a significance level of 0.0027. The Spearman between different human subjects ranged between 0.32 and 0.9; the algorithm's agreement with the subjects' rankings was within that range. Figure 5 shows the algorithm's ranking of test images in decreasing order of shapeness. Apart from the bump image in the bottom row, the ordering looks very reasonable. The bump image features are larger than the region covered by the local evidence filters, so the algorithm was unable to "see" more that a small part of the bump at a time. This may have led to its failure to be classified as a shape, since smaller bumps of a similar shape are seen as shapelike. The images of Fig. 5 are shown at the orientation determined by the algorithm to give maximal shapeness, assuming the light comes from the left. This optimal azimuthal light direction is computed separately for each image. The labeling algorithm is applied to each coefficient of a steerable representation of the input image, resulting in a label (black = paint, white = shape, lowest frequency bands on top) for pyramid coefficients at each of 4 orientations at each of 3 scales, (e). The low-pass band of the pyramid was not labeled. Reconstructing the pyramid for a label category, using only the coefficients corresponding to that category, yields an image showing only those features which correspond to (f) reflectance and (g) shape. Note that the algorithm has correctly separated the components due to shading from those due to shape. Figure 5 : Test images, from [4], listed in decreasing order of rated "shapeness", as determined by our algorithm. The order goes left to right, then top to bottom. The Spearman rank correlation with the mean human subjects' score was 0.45.
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Real world images
Next, we apply our algorithm to the graffiti image of Fig. 1 . We first find proper light direction by classifying the image at multiple orientations. As described earlier, the orientation corresponding to the maximum ratio of shape to reflectance (the fourth from left in Fig. 6 (b) ) is assumed to be the true lighting direction.
Using that lighting direction, we can then label each of the steerable pyramid coefficients as being due to shading or paint, based on our mixture of gaussians probability density model. That labeling allows us to reconstruct highpass filtered versions of images corresponding to the original shading and reflectance. The results, shown in Fig. 7 , are reasonably good; nearly all of the grafitti and very little of the rock shape is classified as reflectance, while the vast majority of the rock shape changes are classified as shape. Figure 8 shows the classification of another real world image, a plate with some paint designs on it. In this case, the left side of the plate's shape is correctly identified as shape, though the right side is missed.
To our knowledge, this is the first analysis of separate shading and reflectance causes in natural, grayscale images. (Although see [ 151 for a region-of-interest operator designed to detect 3-d shapes). Our algorithm works best for images drawn from the same stochastic process as the training set, yet it appears to generalize well to other images.
Summary and Conclusions
We have developed a learning-based method to separate shading and reflectance in images. We assume that each local filter in a steerable pyramid has only one cause in the image, either shading or paint, and seek a labeling for each of these coefficients. This labeling allows a reconstruction of the image components due to shading and those due to paint.
We use a training-based approach. We build a training set by creating a synthetic visual world showing typical examples of images combining shading and reflectance variations.
We analyze the input images using a cascaded energy model: we apply spatial filters, rectify their outputs, then apply them again and rectify again. The pruned outputs of these operations are used to build a probability density for each image event class (shading or paint), by learning from the training data. We then use this model to classify pyramid coefficients of novel images. The local classification is taken to be the class of the higher probability density.
This simple method works well in many cases. The results for images typical of the training set (but not in it) agree well with the best possible highpassed results. The outputs for a set of psychophysics test images agree well with the judgments of humans. The separation for photographs of mixed shape and paint looks very reasonable.
Because local evidence alone does not always determine the image interpretation, a complete solution would need to propagate the local evidence to uncertain regions. However, it is encouraging to note how much progress can be made from a local analysis alone. Categories of image events other than just shading or paint, such as occluding contours, would have to be accounted for in order to handle more general images. In addition, the use of color information would greatly improve performance, since a color hue change is unlikely to be a shape change. shape Figure 7 : Result of applying image labeling method to image of graffiti on a rock. Using the best lighting direction, found as shown in Fig. 6 , we apply our learning-based method to the graffiti image of Fig. 1 . Our method labels the steerable pyramid coefficients for the 3 resolution levels of the image pyramid. Black indicates a "paint" classification; white indicates shape. Shown below the original image at top are reconstructions of reflectance and shape (c) subimages using the above classification. Note that, due to the nature of the algorithm, all low frequency information is missing from the reconstructions. The pictured decomposition is largely correct, as compared with the image of the rock with the graffiti painted over, Fig. 1 (b) . Figure 8 : (a) Original image of plate, showing intensity variations due to both shape and reflectance variations. Using the local cues from our learning-based method, we label the "cause" of each steerable pyramid coefficient. Reconstructions from each coefficient classification yield the images estimated to be caused by reflectance variations (b) and shape variations (c). The separation is mostly correct, with most of the painted pattern of the plate being ascribed to reflectance variations.
