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We investigate the existence and multiplicity of weak solutions u 2 W 1;p0 ðOÞ to the
degenerate quasilinear Dirichlet boundary value problem
ðPÞ  Dpu ¼ l1jujp2uþ f TðxÞ þ z  j1ðxÞ in O; u ¼ 0 on @O;
where z 2 R is a parameter. It is assumed that 1opo1; p=2; and O is a bounded
domain in RN : The number l1 stands for the ﬁrst (smallest) eigenvalue of the positive
p-Laplacian Dp; where Dpu 
 divðjrujp2ruÞ: The eigenvalue l1 being simple, let
j1 denote the eigenfunction associated with l1: Furthermore, f
T 2 L1ðOÞ is a given
function which is assumed to be L2-orthogonal to j1 and f
Tc0 in O: We show the
existence of a solution for problem (P) precisely when the parameter z satisﬁes zn4
z4zn; for some numbers 1ozno0ozno1 depending on f T: Otherwise,
nonexistence occurs. Moreover, we show that problem (P) possesses at least two
distinct solutions provided z#ozoz# and z=0; for some numbers z# and z# such
that zn4z#o0oz#4zn: Finally, given any d > 0; we show that the set of all weak
solutions to problem (P) is bounded in C1ð %OÞ uniformly for jzj5d and for z ¼ 0 as
well. Precise asymptotic behavior (blow-up) of every solution is given as z! 0 (z=0)
using the linearization of equation (P) about j1: # 2002 Elsevier Science (USA)
Key Words: nonlinear eigenvalue problem; Fredholm alternative; degenerate or
singular quasilinear Dirichlet problem; p-Laplacian; global minimizer; second-order
Taylor formula.1. INTRODUCTION
Existence, nonexistence, multiplicity, and various other properties (such
as positivity and a priori bounds) of weak solutions u 2 W 1;p0 ðOÞ to the
degenerate quasi-linear Dirichlet boundary value problem
Dpu ¼ ljujp2uþ f ðxÞ in O; u ¼ 0 on @O ð1:1Þ
have attracted the interest of a number of researchers, see e.g. D!ıaz and Saa
[6], Dra´bek [8, 9, 12], Fleckinger et al. [13–15], Fleckinger and Taka´cˇ [17],306
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FREDHOLM ALTERNATIVE FOR THE p-LAPLACIAN 307Pohozaev [28], Taka´cˇ [12, 31, 32], Taka´cˇ et al. [33], and numerous other
references in [9, 12, 28, 31]. Here, Dp stands for the p-Laplacian deﬁned by
Dpu ¼
def
Divðjrujp2ruÞ; where p 2 ð1;1Þ is a given number, O is a bounded
domain in RN (N51), l 2 R is a spectral parameter, and f 2 L1ðOÞ is a
given function. In most of the previous work it is assumed that 1olol1;
where l1 denotes the ﬁrst (smallest) eigenvalue associated with the
corresponding eigenvalue problem for l (with f 
 0 in (1.1)). It is given
by the variational formula
l1 ¼ inf
Z
O
jrujp dx: u 2 W 1;p0 ðOÞ with
Z
O
jujp dx ¼ 1
 
: ð1:2Þ
The eigenvalue l1 is well-known to be simple [1] with the associated
eigenfunction j1 normalized by j1 > 0 in O and jj 1jjLpðOÞ ¼ 1: Clearly, the
solutions of problem (1.1) are precisely the critical points (e.g. such as
minimizers or saddle points) for the energy functional given by
JlðuÞ ¼
def 1
p
Z
O
jrujp dx
l
p
Z
O
jujp dx
Z
O
f ðxÞu dx ð1:3Þ
deﬁned in the Sobolev space W
1;p
0 ðOÞ: The reader is referred to [29] for
general facts about variational methods.
Our main objective in this article is to study existence and multiplicity of
weak solutions to problem (1.1) in the resonant case l ¼ l1 and when p=2:
Dpu ¼ l1jujp2uþ f ðxÞ in O; u ¼ 0 on @O: ð1:4Þ
In particular, a full resolution of the open question of existence and
multiplicity of solutions for problem (1.4) would deliver a version of
Fredholm alternative for the Dirichlet p-Laplacian. Therefore, we split f as
an orthogonal sum
f ¼ f k  j1 þ f
T where f k ¼def jj 1jj
2
L2ðOÞh f ;j1i and h f
T;j1i ¼ 0;
and regard f k ¼ z as a real parameter. Of course, h; i stands for the inner
product in L2ðOÞ: Recall that for p ¼ 2; problem (1.4) is solvable if and only
if z ¼ 0; in which case the set of all solutions is a line parallel to j1; i.e.
u ¼ uk  j1 þ u
T as above, with uk 2 R arbitrary and uT uniquely determined
by f T: In the present article we will show that the situation is much different
for p=2 and f Tc0 in O:
We show that problem (1.4) has at least one weak solution if and only if
the parameter z satisﬁes zn4z4z
n; where 1ozno0ozno1 are some
numbers depending on f T: Otherwise, this problem has no weak solution.
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solutions provided z#ozoz# and z=0; where z# and z# are some numbers
depending on f T with zn4z#o0oz#4zn: The ﬁrst and second types of
solutions, the ﬁrst one for zn4z4z
n and the second one for z#ozo0 or
0ozoz#; respectively, are constructed in different ways in the ‘‘singular’’
case 1opo2 as compared to the ‘‘degenerate’’ case 2opo1: These two
cases appear to be ‘‘dual’’ in some sense.
So let us ﬁrst discuss the case p > 2 as we always do throughout this
article. For zn4z4z
n; the solutions are constructed by a monotone iteration
scheme and thus form a monotone increasing family parameterized by z:
This also implies certain stability of such solutions. As opposed to this type
of solutions, the second one for z#ozoz# with z=0 is obtained by a degree
theory argument which yields possibly unstable solutions that are negative
in O if z#ozo0; and positive in O if 0ozoz#: Now let 1opo2: For zn4
z4zn; the solutions are obtained either by a monotone iteration scheme to
form a monotone increasing family again, or else by a degree theory
argument, depending on the situation. On the other hand, for z#ozo0; the
second type of solutions is constructed by a monotone iteration scheme.
These solutions are positive in O provided z > 0 is small enough. Another
monotone increasing family of solutions is constructed for 0ozoz# in a
similar way. They are negative in O if z > 0 is small enough. Again, certain
stability of such solutions follows by their construction. In fact, we will see
that, for any p=2; both types of solutions exist whenever zn4z4z
n and
z=0; however, we are unable to verify if they are distinct also for znoz4z#
or z#4zozn: Solely in the case of one space dimension (N ¼ 1), i.e. when
O ¼ ð0; aÞ is a bounded interval in R1; Dra´bek et al. [10, Theorem 1.3]
succeeded to show that the two types of solutions are indeed distinct
whenever znozozn and z=0:
Finally, given any d > 0; we show that the set of all weak solutions
to problem (1.4) is bounded in C1ð %OÞ uniformly for jzj5d and for z ¼ 0
as well. More precisely, we obtain a blow-up-like asymptotic behavior of
every weak solution as z! 0 (z=0) using the linearization of Eq. (1.4)
about j1:
t  u ¼ j1 þ jtj
p2t  wf T þ oðjtj
p1Þ and
z
jtjp2t
¼ ðp 2Þcf T þ oð1Þ
ð1:5Þ
as t ! 0; where wf T 2 L2ðOÞ is a suitable function with hwf T ;j1i ¼ 0 and
cf T > 0 is a suitable constant, both determined by f
T: The ﬁrst asymptotic
formula above holds, in fact, in a weighted Sobolev space Dj1 of type W
1;2
0
which is compactly imbedded in L2ðOÞ:
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p-Laplacian assumed the orthogonality condition,
h f ;j1i ¼
def
Z
O
fj1 dx ¼ 0; ð1:6Þ
(i.e. z ¼ 0) in order to obtain existence for problem (1.4). As a by-product,
boundedness of the solution set was established provided also p=2 and
f Tc0 in O: For O ¼ ð0; aÞ; a bounded interval in R1; these results can be
found in [26] (with the smoothness restriction f 2 C1½0; a) and [25] (for
f 2 L1ð0; aÞ). Also larger eigenvalues l ¼ lk (k52) are treated in [25]. For O;
a bounded domain in RN (N51) with sufﬁciently smooth boundary,
analogous results have been obtained recently in [11] (for 1opo2), [17] (for
p > 2), and [32] (for p=2).
The orthogonality condition (1.6) is not assumed only in the recent work
of Dra´bek et al. [10] and Dra´bek and Holubova´ [11]. In [10, Theorem 1.3] it
is shown that for O ¼ ð0; aÞ; p=2; and f ¼ zj1 þ f
T 2 C1½0; a; problem (1.4)
has at least one weak solution if and only if zn4z4z
n; where 1ozno0
ozno1 are some numbers depending on f T; and at least two distinct
solutions provided znozozn and z=0: (As already mentioned above, in our
present work we are unable to show z# ¼ zn and z
# ¼ zn:) In [11, Theorem
1.1], existence is shown for O RN and 1opo2; provided zn4z4zn:
Finally, for O RN and p=2; nonexistence is established in [32, Corollaries
2.4 and 2.9] whenever zozn or z > zn; where 1ozno0ozno1 are some
numbers depending on f T: Also boundedness of the solution set in C1ð %OÞ;
uniformly in jzj5d for any d > 0; is proved in [32, Theorems 2.3 and 2.8].
Last but not the least, we recall that nonuniqueness in problem (1.1) is not
typical for the case l ¼ l1: It occurs already for 0olol1 and even if N ¼ 1;
see [15] (for 1opo2) and [27] (for p > 2). For l ¼ l1; an open cone C in
L1ð0; aÞ with vertex at the origin (0 =2 C) was constructed in [26, Theorem
1.3, p. 391] such that problem (1.4) with O ¼ ð0; aÞ  R1 has at least two
distinct solutions for each f 2 C; moreover, h f ;j1i=0 holds for f 2 C:
This article is organized as follows. Important notation and tools are
introduced in the next section (Section 2). In Section 3 we state our main
results, Theorems 3.1 and 3.2 for p > 2; and Theorems 3.5 and 3.6 for 1o
po2: Nonexistence is stated in Corollaries 3.3 and 3.7. The proofs of our
main theorems employ auxiliary results from [32, Sects. 4 and 5] stated in
Sections 4 and 5, respectively. They are needed to obtain important a priori
estimates. Section 6 contains the proofs of Theorems 3.2 and 3.6, and
Section 7 the proofs of Theorems 3.1 and 3.5. As already alluded to above,
we always give an extensive treatment of the ‘‘degenerate’’ case 2opo1
ﬁrst, and then describe the few necessary amendments to be carried out for
the ‘‘singular’’ case 1opo2: In Section 8 we discuss ﬁrst the role of the
PETER TAKA´Cˇ310singular set of the eigenfunction j1 where its gradient vanishes, and then
some topological properties of the solution set depending on the parameter
z: Finally, coercivity and boundedness of a relevant quadratic form are
established by means of a few inequalities in Appendix A. These elementary
inequalities are essential for a number of steps entering the proofs of our
main results.
2. PRELIMINARIES
All Banach and Hilbert spaces used in this article are real. We work with
the standard inner product in L2ðOÞ deﬁned by hu; vi ¼def
R
O uv dx for u; v 2
L2ðOÞ: The orthogonal complement in L2ðOÞ of a setM L2ðOÞ is denoted
by M?;L
2
;
M?;L
2
¼deffu 2 L2ðOÞ: hu; vi ¼ 0 for all v 2Mg:
The inner product h; i in L2ðOÞ induces a duality between the Lebesgue
spaces LpðOÞ and Lp
0
ðOÞ; where 14p; p041 with 1
p
þ 1
p0
¼ 1; and between the
Sobolev space W
1;p
0 ðOÞ and its dual W
1;p0 ðOÞ; as well. We keep the same
notation also for the duality between the Cartesian products ½LpðOÞN and
½Lp
0
ðOÞN : The closure, interior and boundary of a set S  RN are denoted
by %S; intðSÞ and @S; respectively, and the characteristic function of S by
wS : O! f0; 1g: We write jSjN ¼
def R
RN
wSðxÞ dx if S is also Lebesgue
measurable.
Next, observe that the eigenfunction j1 associated with the ﬁrst
eigenvalue l1 (given by formula (1.2)) veriﬁes
Dpj1 ¼ l1j 1j
p2j1 in O; j1 ¼ 0 on @O: ð2:1Þ
It is normalized by j1 > 0 in O and jj 1jjLpðOÞ ¼ 1; see [1, The´ore`me 1, p. 727]
We have j1 2 L
1ðOÞ by another result due to Anane [2, The´ore`me A.1,
p. 96]. Consequently, recalling hypothesis (H1), we get even j1 2 C
1;bð %OÞ for
some b 2 ð0; aÞ; by a regularity result which is due to DiBenedetto [7,
Theorem 2, p. 829] and Tolksdorf [35, Theorem 1, p. 127] (interior
regularity, shown independently), and to Lieberman [24, Theorem 1,
p. 1203] (regularity near the boundary). The constant b depends solely on a;
N and p: We keep the meaning of the constants a and b throughout the
entire article and denote by b0 an arbitrary, but ﬁxed number such that
0ob0oboao1: Finally, the Hopf maximum principle [34, Propositions
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j1 > 0 in O and
@j1
@n
o0 on @O: ð2:2Þ
As usual, @=@n denotes the outer normal derivative on @O: We set
U ¼deffx 2 O : rj1ðxÞ=0g; hence O=U ¼ fx 2 O : rj1ðxÞ ¼ 0g;
and observe that O=U is a compact subset of O; by (2.2).
A function v 2 L1ðOÞ will often be decomposed as an orthogonal sum
v ¼ vk  j1 þ v
T where vk ¼def jj 1jj
2
L2ðOÞhv;j1i and hv
T;j1i ¼ 0:
Hence, vT is (the continuous extension to L1ðOÞ of) the orthogonal
projection in L2ðOÞ of v on fj1g
?;L2 ; the orthogonal complement in L2ðOÞ
of the one-dimensional eigenspace spanned by the eigenfunction j1 corres-
ponding to l1: Given a linear subspace M of L1ðOÞ with j1 2M, we write
MT ¼deffv 2M: hv;j1i ¼ 0g:
As usual, I is the identity matrix from RNN ; the tensor product a b
stands for the ðN NÞ-matrix T ¼ ðaibjÞ
N
i;j¼1 whenever a ¼ ðaiÞ
N
i¼1 and b ¼
ðbiÞ
N
i¼1 are vectors from R
N ; and h; iRNN denotes the Euclidean inner
product in RNN : Recall that 1opo1: For a 2 RN (a ¼ ru in our case),
a=0 2 RN ; we introduce the abbreviation
AðaÞ ¼def jajp2 I þ ðp 2Þ
a a
jaj2
 
: ð2:3Þ
If p > 2; we deﬁne also Að0Þ ¼def 0 2 RNN : For a=0; AðaÞ is a positive
deﬁnite, symmetric matrix. The spectrum of the matrix jaj2pAðaÞ
consists of the eigenvalues 1 and p 1: For all a; v 2 RN =f0g we thus
obtain
minf1; p 1g4
hAðaÞv; viRN
jajp2jvj2
4maxf1; p 1g: ð2:4Þ
As in [32, Sect. 1], we now rewrite the expression
FðuÞ ¼def
1
p
Z
O
jrujp dx
l1
p
Z
O
jujp dx for u 2 W 1;p0 ðOÞ ð2:5Þ
using the integral forms of the ﬁrst- and second-order Taylor formulas. Let
f 2 W 1;p0 ðOÞ be arbitrary. We take advantage of Eq. (2.1) to obtainFðj1Þ ¼ 0
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Fðj1 þ fÞ ¼
Z 1
0
d
ds
Fðj1 þ sfÞ ds
¼
Z 1
0
Z
O
jrðj1 þ sfÞj
p2rðj1 þ sfÞ  rf dx ds
 l1
Z 1
0
Z
O
j 1 þ sfj
p2ðj1 þ sfÞf dx ds: ð2:6Þ
Now assume 2opo1: Similarly, applying Eq. (2.1) once again, this time to
Eq. (2.6) above, we get
Fðj1 þ fÞ ¼ Qfðf;fÞ; ð2:7Þ
where Qf denotes the symmetric bilinear form on the Cartesian product
½W 1;p0 ðOÞ
2 deﬁned as follows: given any ﬁxed f 2 W 1;p0 ðOÞ; we set
Qfðv;wÞ ¼
def
Z
O
Z 1
0
Aðrðj1 þ sfÞÞð1 sÞ ds
 
rv;rw
	 

RN
dx
 l1ðp 1Þ
Z
O
Z 1
0
j 1 þ sfj
p2ð1 sÞ ds
 
vw dx ð2:8Þ
for all v;w 2 W 1;p0 ðOÞ: In particular, when v 
 w in O; one obtains the
quadratic form QfðvÞ ¼
def
Qfðv; vÞ: If also f 
 0 then
Q0ðvÞ ¼Q0ðv; vÞ
¼
1
2
Z
O
hAðrj1Þrv;rviRN dx
1
2
l1ðp 1Þ
Z
O
jp21 v
2 dx: ð2:9Þ
Furthermore, our deﬁnition (1.2) of l1 and Eq. (2.7) guarantee Qtfðf;fÞ50
for all t 2 R=f0g: Letting t ! 0; we arrive at
Q0ðf;fÞ50 for all f 2 W
1;p
0 ðOÞ: ð2:10Þ
Finally, following [32, Sect. 2.1], we introduce a new norm on W
1;p
0 ðOÞ for
p > 2 by
jjvjjj1 ¼
def
Z
O
jrj1j
p2jrvj2 dx
 1=2
for v 2 W 1;p0 ðOÞ; ð2:11Þ
and denote by Dj1 the completion of W
1;p
0 ðOÞ with respect to this norm. On
the other hand, if 1opo2; we deﬁne Dj1 to be the space of all v 2 W 1;20 ðOÞ
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jjvjjj1 ¼
def
Z
U
jrj1j
p2jrvj2 dx
 1=2
o1: ð2:12Þ
Consequently, Dj1 endowed with the norm jj  jjj1 is a Hilbert space
continuously imbedded in W 1;20 ðOÞ: It follows from a combination of
inequalities (2.4) and (A.1) with q ¼ p 2o0 (see Lemma A.1 in Appendix
A) that the symmetric bilinear form Qf in formula (2.8) is well-deﬁned on
Dj1 Dj1 :
3. MAIN RESULTS
We always assume the following:
Hypothesis (H1) If N52 then O is a bounded domain in RN whose
boundary @O is a compact manifold of class C1;a for some a 2 ð0; 1Þ; and O
satisﬁes also the interior sphere condition at every point of @O: If N ¼ 1 then
O is a bounded open interval in R1:
It is clear that for N52; hypothesis (H1) is satisﬁed if O RN is a
bounded domain with C2 boundary.
From now on we distinguish between the cases 1opo2 and p > 2:
3.1. The Degenerate Case 2opo1
We impose the following additional hypothesis on the domain O:
Hypothesis (H2) If N52 and @O is not connected, then there is no
function v 2 Dj1 ; Q0ðvÞ ¼ 0; with the following four properties:
(i) v ¼ j1  wS a.e. in O; where S  O is Lebesgue measurable with
0ojSjNojOjN ;
(ii) %S is connected and %S \ @O=|;
(iii) every connected component of the set U is entirely contained either
in S or else in O=S;
(iv) ð@SÞ \ O O=U :
It has been conjectured in [32, Sect. 2.1] that hypothesis (H2) holds always
true provided (H1) is satisﬁed. The cases, when O is either an interval in R1
or else @O is connected if N52; will be covered within the proof of
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with properties (i)–(iv).
We have the following existence and multiplicity result for the Dirichlet
problem;
Dpu ¼ l1jujp2uþ f TðxÞ þ z  j1ðxÞ in O; u ¼ 0 on @O; ð3:1Þ
with an arbitrary parameter z 2 R:
Theorem 3.1. Let f T 2 L1ðOÞ satisfy f Tc0 and h f T;j1i ¼ 0: Then
there exist two constants zn; z
n 2 R depending on f T; zno0ozn; such that
problem (3.1) possesses at least one weak solution u 2 W 1;p0 ðOÞ if and only if
zn4z4z
n: Moreover, there are two additional constants z#; z
# 2 R depending
on f T again, zn4z#o0oz#4zn; such that problem (3.1) possesses at least two
distinct weak solutions in W
1;p
0 ðOÞ provided z#ozoz# and z=0:
In the course of the proof of this theorem, we obtain also the following
uniform boundedness result:
Theorem 3.2. Let f T be as in Theorem 3.1. If z ¼ 0 in problem (3.1), then
the set of all its weak solutions is bounded in C1;bð %OÞ: If d > 0 is given, then the
set of all weak solutions to problem (3.1) is bounded in C1;bð %OÞ uniformly for
jzj5d:
As we have already mentioned in the Introduction, we need a number of
auxiliary results to prove these theorems. The proofs will be ﬁnished in
Sections 6.2 (Theorem 3.2) and 7.6 (Theorem 3.1). Additional results
revealing some more details about the structure of solutions to problem (3.1)
in both cases p > 2 and 1opo2 will be established in the course of proofs of
our main results in Section 7.
Focusing on the nonexistence question in Theorem 3.1 for z =2 ½zn; z
n; we
state (without proof) the following more general result proved in [32,
Corollary 2.4]:
Corollary 3.3. Given an arbitrary function g 2 L1ðOÞ with 04gc0 in
O; there exists a constant g 
 gðgÞ > 0 with the following property: if f 2
L1ðOÞ; fc0; is such that
f ¼ f g  gþ %f g with some f g 2 R and %f g 2 L1ðOÞ;
and jj %f gjjL1ðOÞ4gj f
gj; then problem (1.4) has no weak solution u 2 W 1;p0 ðOÞ:
Equivalently, given g as above, notice that there is an open cone C in
L1ðOÞ with vertex at the origin (0 =2 C) such that g 2 C and problem (1.4) has
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due to [13, The´ore`me 1] (see also [12, 31, Theorem 7.2, p. 154]) for 04fc0
in O:
Remark 3.4. Last but not the least, we would like to mention that both
Theorems 3.1 and 3.2 remain valid also when L1ðOÞ is replaced by L2ðOÞ;
and C1;bð %OÞ by W 1;p0 ðOÞ; respectively. The most technical points of this
generalization have been treated in [17, Sect. 5, 32, Sect. 9].
3.2. The Singular Case 1opo2
We further require hypothesis (H1). In fact, hypothesis (H2) always holds
true in this case. Owing to j1 2 C
1;bð %OÞ; for some b with 0oboao1; this
can be seen as follows. The Hilbert space Dj1 endowed with norm (2.12) is
continuously imbedded into W 1;20 ðOÞ: A function v described in hypothesis
(H2) cannot belong to W 1;20 ðOÞ; by an equivalent characterization of a
Sobolev space due to Beppo Levi; see e.g. [23, Theorem 5.6.5, p. 276].
However, we need to add the following hypothesis on the function f T:
Hypothesis (H3) f T 2 L1ðOÞ satisﬁes h f T;j1i ¼ 0 and f
T =2 D?;L
2
j1
:
Here, in our notation,
D?;L
2
j1
¼ fv 2 L2ðOÞ: hv;fi ¼ 0 for all f 2 Dj1g:
In fact, it has been conjectured in [32, Sect. 2.2] that Dj1 is dense in L
2ðOÞ;
i.e. D?;L
2
j1
¼ f0g: This conjecture would immediately follow from jO=U jN ¼
0: The latter holds true if O is convex; then also O=U is a (compact) convex
set in RN with empty interior, and hence of zero Lebesgue measure, see [14,
Lemma 2.6, p. 55].
Notice that v 2 D?;L
2
j1
implies v ¼ 0 almost everywhere in U : This means
that D?;L
2
j1
is isometrically isomorphic to a closed linear subspace of L2ðO=
UÞ: Consequently, if v 2 D?;L
2
j1
and v is continuous in an open set G*O=U ;
then v 
 0 in O: Indeed, this claim follows from the fact that O=U has empty
interior, by Eq. (2.1) combined with (2.2).
We have the following analog of Theorem 3.1 on the existence and
multiplicity of solutions for the Dirichlet problem (3.1). We assume that
1opo2 and hypotheses (H1) and (H3) are satisﬁed.
Theorem 3.5. The conclusion of Theorem 3.1 remains valid also for 1o
po2:
Under the same hypotheses, we obtain the corresponding uniform
boundedness result:
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The proofs of these theorems will be ﬁnished in Sections 6.2 (Theorem
3.6) and 7.7 (Theorem 3.5).
Finally, the nonexistence claim in Theorem 3.5 for z =2 ½zn; z
n has the
following generalization proved in [32, Corollary 2.9]:
Corollary 3.7. Let g 2 L1ðOÞ be an arbitrary function such that g50 in
O and gc0: Then the conclusion of Corollary 3.3 is valid also for 1opo2:
The condition f =2 D?;L
2
j1
is satisﬁed if f is continuous in O and fc0:
Notice that f T =2 D?;L
2
j1
entails f ¼ f T þ zj1 =2 D
?;L2
j1
for every z 2 R: A result
similar to the ‘‘existence’’ part of our Theorem 3.5 has been established in
[11, Theorem 1.1] by completely different techniques.
4. A FEW AUXILIARY RESULTS
In this section we state a few results from Taka´cˇ [32, Sect. 4] that are
employed later in the proofs of our main theorems. Here we only sketch the
proofs of these auxiliary results and refer the reader to [32] for complete
proofs.
The following result is obvious.
Lemma 4.1. Let 1opo1; p=2; and let hypothesis (H1) be satisfied.
Then we have Q0ðj1;j1Þ ¼ 0 and 04Q0ðv; vÞo1 for all v 2 Dj1 :
Now we need to distinguish between the cases p > 2 and 1opo2:
4.1. An Imbedding Depending on j1 ð2opo1Þ
We assume 2opo1 together with hypothesis (H1) throughout this
paragraph. Notice that inequality (2.4) entails
jjvjj2j14
Z
O
hAðrj1Þrv;rviRN dx4ðp 1Þjjvjj
2
j1
for v 2 Dj1 : ð4:1Þ
Several important properties of Dj1 are established below.
For 0odo1; we denote by
Od ¼
deffx 2 O : distðx; @OÞodg ð4:2Þ
the d-neighborhood of @O: Its complement in O is denoted by O0d ¼ O=Od:
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Then we have:
(a) For every d > 0 small enough, jj  jjj1 is an equivalent norm on
W 1;20 ðOdÞ:
(b) The embedding Dj1+L
2ðOÞ is compact.
Proof. Part (a) follows immediately from (2.2).
To prove (b), we start with the proof of continuity of Dj1+L
2ðOÞ: We
ﬁrst combine (a) with the imbedding W 1;20 ðOdÞ+L
2ðOdÞ: Then we take
advantage of the Dirichlet boundary value problem (2.1) to compute for
every v 2 Dj1 ;
l1
Z
O
jp11 v
2 dx ¼
Z
O
jrj1j
p2rj1  rðv
2Þ dx
4 2
Z
O
jrj1j
p1jrvj  jvj dx42 jjvjjj1
Z
O
jrj1j
pv2 dx
 1=2
;
ð4:3Þ
by Cauchy’s inequality. The continuity of Dj1+L
2ðOÞ follows by
combining Part (a) with (4.3) and j1 2 C
1;bð %OÞ:
To prove the compactness of Dj1+L
2ðOÞ; let fvng
1
n¼1 be any weakly
convergent sequence in Dj1 ; we may assume vn * 0: Hence,
vn * 0 weakly in L
2ðOÞ and ð4:4Þ
jrj1j
ðp2Þ=2rvn * 0 weakly in ½L2ðOÞN ð4:5Þ
as n !1; where rvn 2 ½W1;2ðOÞN : We will show that, indeed, vn ! 0
strongly in L2ðOÞ: Given any 0oZo1 small enough, let us decompose
O ¼ UZ [U 0Z where
UZ ¼
deffx 2 O : jrj1ðxÞj5Zg and U
0
Z ¼
deffx 2 O : jrj1ðxÞjoZg: ð4:6Þ
We deduce from (4.4) and (4.5) that the restrictions vnjUZ of vn to UZ form a
weakly convergent sequence in W 1;2ðUZÞ: It follows that jjvnjjL2ðUZÞ ! 0 as
n !1; by Rellich’s theorem. Next, in (4.3) we replace v by vn and split the
last integral using O ¼ UZ [U 0Z: The two integrals are estimated in a
standard way; the numbers Z > 0 and d > 0 need to be chosen sufﬁciently
small such that Od  UZ: In particular, setting O0d ¼ O=Od; we arrive at
PETER TAKA´Cˇ318jjvnjjL2ðO0dÞ ! 0 as n !1: Finally, we make use of UZ [ O
0
d ¼ O to conclude
that jjvnjjL2ðOÞ ! 0 as n !1: ]
Now we are able to conclude that the symmetric bilinear form Q0 deﬁned
by (2.9) is closable in L2ðOÞ and the domain of its closure is equal to Dj1 
Dj1 ; see e.g. [21, Chap. VI, Sect. 1.3, p. 313]. We extend the domain of Q0 to
Dj1 Dj1 :
We denote byAj1 the Friedrichs representation of the quadratic form Q0
in L2ðOÞ; see [21, Theorem VI.2.1, p. 322]. This means thatAj1 is a positive
semideﬁnite, self-adjoint linear operator on L2ðOÞ with domain domðAj1 Þ;
such that domðAj1 Þ is dense in Dj1 and
hAj1v;wi ¼ Q0ðv;wÞ for all v;w 2 domðAj1 Þ: ð4:7Þ
Notice that our deﬁnition of Q0 yields Aj1j1 ¼ 0: Since the imbedding
Dj1+L
2ðOÞ is compact, the null space of Aj1 denoted by
kerðAj1Þ ¼ fv 2 domðAj1 Þ: Aj1v ¼ 0g
is ﬁnite dimensional, by the Riesz–Schauder theorem [21, Theorem III.6.29,
p. 187].
4.2. Simplicity of the First Eigenvalue
Lemma 4.1 provides another variational formula for l1; namely,
l1 ¼ inf
R
OhAðrj1Þru;ruiRN dx
ðp 1Þ
R
O j
p2
1 juj
2 dx
: 0cu 2 Dj1
( )
; ð4:8Þ
cf. Eq. (1.2). This is a generalized Rayleigh quotient formula for the ﬁrst
(smallest) eigenvalue of the self-adjoint operator ðp 1Þ1Aj1 þ l1j
p2
1 on
L2ðOÞ; whereAj1 has been deﬁned in (4.7). The following result determines
all minimizers for (4.8):
Proposition 4.3 (Taka´cˇ [32, Proposition 4.4]). Let both hypotheses
(H1) and (H2) be satisfied. Then a function u 2 Dj1 satisfies Q0ðu; uÞ ¼ 0 if
and only if u ¼ kj1 for some constant k 2 R:
This proposition is the only place where hypothesis (H2) is needed
explicitly. Conversely, the conclusion of the proposition implies (H2).
Proof of Proposition 4.3. Step 1. The embedding Dj1+L
2ðOÞ is
compact, by Lemma 4.2, Part (b). Let u be any (nontrivial) minimizer for
l1 in (4.8). If u changes sign in O; denote uþ ¼ maxfu; 0g and u ¼
maxfu; 0g: Then also both uþ and u are (nontrivial) minimizers for l1:
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U ¼ fx 2 O : rj1ðxÞ=0g: We will show that if u 2 kerðAj1Þ then u is a
constant multiple of j1 in each set V 2V: Since j1 satisﬁes (2.1), it is of
class C1 in U ; by classical regularity theory [19, Theorem 8.10, p. 186].
Now, for each g 2 R ﬁxed, consider the function vg ¼
def
u gj1 in O: Then
both vþg and v

g belong to kerðAj1Þ and thus satisfy the equation
r  Aðrj1Þrv

g
 
¼ l1ðp 1Þj
p2
1 v

g 50 in U : ð4:9Þ
Again, we have vg 2 C
1ðUÞ: So we may apply the strong maximum
principle [19, Theorem 3.5, p. 35] to Eq. (4.9) in every set V 2V to conclude
that either vþg 
 0 in V ; or else v
þ
g > 0 throughout V ; and similarly for v

g :
This means that signðu gj1Þ 
 const in V : Moving g from 1 to þ1; we
get u 
 kVj1 in V for some constant kV 2 R; as claimed.
Step 3. Let u 2 kerðAj1Þ: Next, we show that the fraction u=j1 : O! R
takes only ﬁnitely many values after u has been suitably adjusted on a set of
zero Lebesgue measure. As above, for each g 2 R ﬁxed, consider the function
v˜g ¼ ðu=j1Þ  g in O: We move g from 1 to þ1 and use the fact that
vg ¼ v˜

g j1 2 kerðAj1 Þ to conclude that v˜0 ¼ u=j1 must coincide with a
ﬁnitely valued function almost everywhere in O; because kerðAj1Þ is ﬁnite
dimensional and contains j1:
Step 4. By contradiction, suppose that kerðAj1 Þ has dimension52:
From j1 2 kerðAj1 Þ and u 2 kerðAj1Þ ) u
 2 kerðAj1 Þ we deduce that
there exists a function v 2 kerðAj1 Þ with the four properties from hypothesis
(H2):
(i) v ¼ j1  wS a.e. in O; where S  O is a Lebesgue measurable set such
that both S and O=S have positive measure;
(ii) the closure %S is connected and %S \ @O=|;
(iii) for every V 2V we have either V  S or else V  O=S;
(iv) x 2 ð@SÞ \ O ) rj1ðxÞ ¼ 0:
Step 5. Next, suppose also @O %S: With a help from (2.2), this is
equivalent to O=S  O: Choose any number k such that 0okomin
x2O=S
j1
ðxÞ; and deﬁne the functions
jðkÞ1 ¼
def
minfj1; kg and v
ðkÞ ¼def maxfv;jðkÞ1 g in O:
Recalling j1; v 2 kerðAj1Þ; we have j
ðkÞ
1 ; v
ðkÞ 2 Dj1 together with v
ðkÞ ¼
v  wS þ k  wO=S in O: The Hilbert space Dj1 being the completion of W
1;p
0 ðOÞ
in the norm jj  jjj1 ; there is a sequence fwng
1
n¼1  W
1;p
0 ðOÞ such that
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ðkÞ
n  v
ðkÞjjj1 ! 0 as n !1; where
wðkÞn ¼
def
maxfwn;j
ðkÞ
1 g in O; n ¼ 1; 2; . . . :
Set G ¼ fx 2 O : j1ðxÞ > kg and observe that G*O=S and O=G  intðSÞ:
With a help from wðkÞn ¼ maxfwn; kg in G; we let n !1 to obtainZ
O
hAðrj1Þrv
ðkÞ;rvðkÞiRN dx4
Z
O
hAðrj1Þrv;rviRN dx: ð4:10Þ
Furthermore, in view of vðkÞ ¼ v  wS þ k  wO=S in O and v ¼ 0ok in O=S; we
have Z
O
jp21 ðv
ðkÞÞ2 dx >
Z
O
jp21 v
2 dx: ð4:11Þ
We combine inequalities (4.10) and (4.11) with Eq. (4.8) to get a contra-
diction. Hence, we cannot have @O %S which implies that @O is not
connected.
Step 6. With regard to our hypothesis (H2), Step 5 leaves only the case
N ¼ 1 still possible. This means that we may take O ¼ ða; aÞ to be an
interval with 0oao1; and ð0; aÞ  S  ½0; aÞ as well. However, the
discontinuity of the function v at 0 is contradicted by the following
imbedding (and trace) result, Lemma 4.4. This completes the proof of our
proposition, that is, u ¼ kj1 in O (k ¼ const) as desired. ]
Lemma 4.4 (Taka´cˇ [32, Lemma 4.5]). Let O ¼ ða; aÞ with some 0oao
1: Then there exists a constant C > 0 such that the inequalities
juðyÞ  uðxÞj2
y1=ðp1Þ  x1=ðp1Þ
4 ðp 1Þ
Z y
x
ju0ðtÞj2 tðp2Þ=ðp1Þ dt
4C
Z a
0
ju0ðtÞj2j 01ðtÞj
p2 dt; 04xoy4a ð4:12Þ
hold for every function u 2 Dj1 ; in particular, the limit uð0þÞ ¼ limx!0þuðxÞ
exists. An analogous result is valid for the interval ða; 0Þ: It follows that every
function u 2 Dj1 is Ho¨lder-continuous in ½a; a:
Proof. The Sobolev space W
1;p
0 ða; aÞ being dense in Dj1 ; it sufﬁces to
verify (4.12) for u 2 W 1;p0 ða; aÞ: Employing Cauchy’s inequality, we
compute for all 04xoy4a:
Z y
x
u0ðtÞ dt

4
Z y
x
ju0ðtÞj2 tðp2Þ=ðp1Þ dt
 1=2 Z y
x
tðp2Þ=ðp1Þ dt
 1=2
FREDHOLM ALTERNATIVE FOR THE p-LAPLACIAN 321which yields the ﬁrst inequality in (4.12). The second inequality is obtained
from the fact that x j01ðxÞo0 for all 0ojxj4a; and the following asymptotic
formula:
j 01ðxÞj
p2j01ðxÞ ¼ cxð1þ Oðjxj
1þbÞÞ as jxj ! 0; ð4:13Þ
with b ¼ 1=ðp 1Þ and a constant c 
 cðp; aÞ > 0: This formula can be
obtained directly by integrating Eq. (2.1); see e.g. [26, Eqs. (2.6) and (2.7);
18, Proof of Lemma 1.3, p. 238] or [25, Eq. (33)] for details. ]
4.3. Another Imbedding Depending on j1 ð1opo2Þ
In this paragraph we switch to the case 1opo2 and further require only
hypothesis (H1).
Remark 4.5. It is not difﬁcult to verify that the conclusion of
Proposition 4.3 remains valid also for 1opo2: a function u 2 Dj1 satisﬁes
Q0ðu; uÞ ¼ 0 if and only if u ¼ kj1 for some constant k 2 R: However, in its
proof one has to work with the self-adjoint operatorAj1 on the closure
%DL
2
j1
of Dj1 in L
2ðOÞ: One shows dimðkerðAj1 ÞÞ ¼ 1 in much the same way as for
p > 2; making use of Beppo Levi’s equivalent characterization of W 1;20 ðOÞ;
see e.g. [23, Theorem 5.6.5, p. 276]. Notice that, by (2.4) for 1opo2;
inequality (4.1) becomes
ðp 1Þjjvjj2j14
Z
O
hAðrj1Þrv;rviRN dx4jjvjj
2
j1
for v 2 Dj1 ;
and so Lemma 4.1 applies with no change.
Next, we highlight a few places at which the proof of Theorem 3.5
(1opo2) differs from the proof of Theorem 3.1 (p > 2). The most
substantial difference between the two proofs is that the role of the compact
imbedding Dj1+L
2ðOÞ needs to be replaced by that of W 1;20 ðOÞ+Hj1 ;
where Hj1 is a Hilbert space deﬁned as follows. Deﬁne another norm on
W 1;20 ðOÞ by
jvjj1 ¼
def
Z
O
jp21 v
2 dx
 1=2
for v 2 W 1;20 ðOÞ ð4:14Þ
and denote by Hj1 the completion of W
1;2
0 ðOÞ with respect to this norm.
Imbeddings that involve Hj1 are established next.
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(a) The embedding Hj1+L
2ðOÞ is continuous.
(b) The embedding W 1;20 ðOÞ+Hj1 is compact.
Proof. Part (a) follows immediately from (2.2).
To prove (b), ﬁrst notice that there exist constants 0oc14c2o1 such
that c14j1ðxÞ=dðxÞ4c2 for all x 2 O; where the function
dðxÞ ¼def distðx; @OÞ ¼ inf
x02@O
jx x0j; x 2 %O;
denotes the distance from x to @O: By well-known results taken from [22,
Sect. 8.8] or [36, Sect. 3.5.2], the Sobolev space W 1;20 ðOÞ is continuously
imbedded into the weighted Lebesgue space L2ðO; dðxÞ2 dxÞ endowed with
the norm
jjvjjL2ðO;dðxÞ2 dxÞ ¼
def
Z
O
v2 dðxÞ2 dx
 1=2
o1:
Notice that Hj1 ¼ L
2ðO; dðxÞp2 dxÞ: Consequently, using again the
splitting O ¼ Od [ O
0
d from the proof of Lemma 4.2, we conclude that the
imbedding W 1;20 ðOÞ+Hj1 is compact. ]
5. AN APPROXIMATION SCHEME FOR A SOLUTION
In this section we recall a special case of an approximation scheme
introduced in [32, Sect. 5] for a weak solution to the Dirichlet boundary
value problem (1.4) provided f 2 L1ðOÞ satisﬁes fc0: Among other things
we compute the asymptotic behavior of large solutions. We emphasize that
the orthogonality condition h f ;j1i ¼ 0 is not required in this section.
Again, we only sketch or omit the proofs of the results stated here and refer
the reader to [32] for complete proofs.
We study the following sequence of Dirichlet boundary value problems
for n ¼ 1; 2; . . .:
Dpun ¼ l1junjp2un þ fnðxÞ in O;
un ¼ 0 on @O:
(
ð5:1Þ
Here, ffng
1
n¼1 is a bounded sequence of functions from L
1ðOÞ which are
given, and fung
1
n¼1 is a sequence of corresponding weak solutions to problem
(5.1) in W
1;p
0 ðOÞ:
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(S1) fn converges to some function f in the weak-star topology on
L1ðOÞ; i.e. fn *
*
f in L1ðOÞ as n !1: We require fc0 in O:
(S2) jjunjjL1ðOÞ ! 1 as n !1:
We identify L1ðOÞ with the dual space of L1ðOÞ in a standard way by
means of the inner product h; i from L2ðOÞ: This duality induces the weak-
star topology on L1ðOÞ: Any closed bounded ball in L1ðOÞ is weakly star
compact; the weak-star topology restricted to this ball is metrizable since
L1ðOÞ is separable [38, Chap. V, Sect. 1].
By a regularity result [2, The´ore`me A.1, p. 96], hypothesis (S2) is
equivalent to
ðS20Þ jjunjjW 1;p
0
ðOÞ ! 1 as n !1:
Furthermore, since @O is of class C1;a; for some 0oao1; we can apply
another regularity result, which is due to [7, Theorem 2, p. 829] and [35,
Theorem 1, p. 127] (interior regularity), and to [24, Theorem 1, p. 1203]
(regularity near the boundary), to conclude that un 2 C1;bð %OÞ; for some b 2
ð0; aÞ; and hypothesis (S2) is equivalent to
ðS200Þ jjunjjC1;bð %OÞ ! 1 as n !1:
In what follows we often work with a chain of subsequences of
fðfn; unÞg
1
n¼1 by passing from the current one to the next, but keeping the
index n unchanged if no confusion may arise.
We commence with the asymptotic behavior of the normalized sequence
u˜n ¼
def jjunjj
1
L1ðOÞun as n !1: Observe that each u˜n satisﬁes jju˜njjL1ðOÞ ¼ 1
and
Dpu˜n ¼ l1ju˜njp2u˜n þ jjunjj
1p
L1ðOÞfnðxÞ in O;
u˜n ¼ 0 on @O:
(
ð5:2Þ
Since @O is of class C1;a; we conclude that the sequence fu˜ng
1
n¼1 is bounded
in C1;bð %OÞ; by the regularity results mentioned above [7, 24, 35]. We allow
1opo1:
Lemma 5.1 (Taka´cˇ [32, Lemma 5.1]). Let b0 2 ð0; bÞ: The sequence
fu˜ng
1
n¼1 contains a convergent subsequence u˜n ! kj1 in C
1;b0 ð %OÞ as n !1;
where k 2 R is a constant, jkj  jj 1jjL1ðOÞ ¼ 1: In particular, we have un ¼
t1n ðj1 þ v
T
n Þ; where ftng
1
n¼1 is a sequence of real numbers such that ktn > 0 and
PETER TAKA´Cˇ324tnun512j1 in O for all n large enough; moreover, tn ! 0 and v
T
n ! 0 in C
1;b0 ð %OÞ
as n !1; with hvTn ;j1i ¼ 0 for n ¼ 1; 2; . . . :
Proof. We apply Arzela`–Ascoli’s theorem in C1;b
0
ð %OÞ to the
sequence fu˜ng
1
n¼1 to obtain a convergent subsequence u˜n ! w˜ in C
1;b0 ð %OÞ
as n !1: Letting n !1 in the weak formulation of problem (5.2), we
arrive at
Dpw˜ ¼ l1jw˜jp2w˜ in O; w˜ ¼ 0 on @O: ð5:3Þ
Since the eigenvalue l1 is simple [1, The´ore`me 1, p. 727], we must have
w˜ ¼ kj1 in O; where k 2 R is a constant, k=0 by jjw˜jjL1ðOÞ ¼ 1:
The remaining statements are deduced from the identity
u˜n  w˜ ¼
1 kjj 1 þ v
T
n jjL1ðOÞ
jj 1 þ vTn jjL1ðOÞ
 j1 þ
vTn
jjj1 þ vTn jjL1ðOÞ
combined with the Hopf maximum principle (2.2) for j1: ]
As a consequence of Lemma 5.1, for each n ¼ 1; 2; . . . we can rewrite
problem (5.2) as
Dpðj1 þ v
T
n Þ ¼ l1j 1 þ v
T
n j
p2ðj1 þ v
T
n Þ þ t
p1
n fnðxÞ in O;
vTn ¼ 0 on @O;
hvTn ;j1i ¼ 0
8><
>: ð5:4Þ
with all tn > 0; tn & 0 as n !1: Indeed, if ko0; we take advantage of the
ðp 1Þ-homogeneity of problem (5.1) and replace all functions fn; f and un
by fn;  f and un; respectively, thus switching to the case k > 0: Hence,
without loss of generality, we may assume tn > 0 and tnun ¼ j1 þ v
T
n5
1
2
j1 >
0 in O for all n51:
The factorization un ¼ t1n ðj1 þ v
T
n Þ resembles, in fact, the ﬁbering method
introduced by Pohozaev; see e.g. [28]. However, we use it for a much
different purpose.
From this point on, we restrict ourselves to the case p > 2 in the next
paragraph and describe a few necessary adjustments to the case 1opo2
right afterwards in Section 5.2.
5.1. Asymptotic Behavior for 2opo1
A very useful equivalent form of problem (5.1) is the following one
obtained by subtracting Eq. (2.1) from (5.4) and using the integral Taylor
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div
R 1
0 Aðrðj1 þ sv
T
n ÞÞ ds
h i
rvTn
n o
¼ l1ðp 1Þ
R 1
0
j 1 þ sv
T
n j
p2 ds
h i
vTn þ t
p1
n fnðxÞ in O;
vTn ¼ 0 on @O;
hvTn ;j1i ¼ 0:
8>>><
>>>>:
ð5:5Þ
This means that each function Vn ¼
def
t1pn v
T
n 2 C
1;b0 ð %OÞ ðn51Þ satisﬁes the
linear boundary value problem
divf½
R 1
0
Aðrðj1 þ sv
T
n ÞÞ dsrVng
¼ l1ðp 1Þ½
R 1
0 j 1 þ sv
T
n j
p2 dsVn þ fnðxÞ in O;
Vn ¼ 0 on @O;
hVn;j1i ¼ 0:
8>><
>>>:
ð5:6Þ
The asymptotic behavior of Vn as n !1 is determined in the following
proposition. It justiﬁes also the asymptotic formula (1.5). Recall that U ¼
fx 2 O : rj1ðxÞ=0g:
Proposition 5.2 (Taka´cˇ [32, Proposition 5.2]). Assume fc0 in O: Then
the sequence Vn ¼ t1pn v
T
n 2 C
1;b0 ð %OÞ (n51) possesses a subsequence denoted
again by fVng
1
n¼1 with the following properties:
(i) Vn ! w strongly in Dj1 as n !1;
(ii) rVn !rw pointwise almost everywhere in U as n !1;
(iii) there exist a constant c > 0 and a function G 2 L1ðOÞ such that
cjrj1ðxÞj
p2jrVnðxÞj2
4
Z 1
0
Aðrðj1 þ sv
T
n ÞÞ ds
 
rVn
 
 rVn4GðxÞ ð5:7Þ
for a.e. x 2 O and for all n51:
The limit function w 2 Dj1 satisfies hw;j1i ¼ 0 and
divðAðrj1ÞrwÞ ¼ l1ðp 1Þj
p2
1 wþ f ðxÞ in O;
w ¼ 0 on @O:
(
ð5:8Þ
In particular, we have h f ;j1i ¼ 0 and wc0 in O:
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of this proposition needs the following two lemmas.
Lemma 5.3 (Taka´cˇ [32, Lemma 5.3]). Assume fc0 in O: Then there are
two positive constants c1 and c2 such that
c14jjvTn jjL2ðOÞ=t
p1
n 4c2 for all n ¼ 1; 2; . . . : ð5:9Þ
The sequence Vn ¼ t1pn v
T
n ðn51Þ possesses a subsequence that converges
weakly in Dj1 ; say, Vn * w as n !1; and hence strongly in L
2ðOÞ:
Moreover, this subsequence can be chosen such that also
Z 1
0
Aðrðj1 þ sv
T
n ÞÞ ds
 1=2
rVn *
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aðrj1Þ
p
rw ð5:10Þ
weakly in ½L2ðOÞN as n !1: The limit function w 2 Dj1 satisfies hw;j1i ¼
0 and the Dirichlet problem (5.8). In particular, we have h f ;j1i ¼ 0 and wc0
in O:
Proof. First, we take advantage of the ðp 1Þ-homogeneity of problem
(5.1). Without loss of generality, we may assume jj fnjjL1ðOÞ41 for all n ¼
1; 2; . . . : Both inequalities in (5.9) are proved by contradiction.
In order to complete the proof, we apply the estimates jj fnjjL1ðOÞ41 and
jjVnjjL2ðOÞ 4c2 to the following equation,Z 1
0
Aðrðj1 þ sv
T
n ÞÞ ds
 
rVn;rVn
	 

¼ l1ðp 1Þ
Z
O
Z 1
0
j 1 þ sv
T
n j
p2 ds
 
V 2n dxþ h fn;Vni; ð5:11Þ
obtained by taking the inner product in L2ðOÞ of Eq. (5.6) with the function
Vn: We thus arrive at
lim sup
n!1
Z 1
0
Aðrðj1 þ sv
T
n ÞÞ ds
 1=2
rVn




2
L2ðOÞ
4l1ðp 1Þc2jj 1jj
p2
L1ðOÞ þ c3;
where c3 > 0 is a constant independent from n ¼ 1; 2; . . . : Hence, inequality
(A.4) guarantees that the sequence fVng
1
n¼1 is bounded in Dj1 : So we can
extract a convergent subsequence and denote it by fVng
1
n¼1 again, such that
Vn ! w strongly in L2ðOÞ; Vn * w weakly in Dj1 ; andZ 1
0
Aðrðj1 þ sv
T
n ÞÞ ds
 1=2
rVn * w weakly in ½L2ðOÞN as n !1:
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aðrj1Þ
p
rw ¼ w:
Finally, we insert this result into the weak formulation of problem (5.6) to
conclude that w veriﬁes the boundary value problem (5.8). ]
Lemma 5.4 (Taka´cˇ [32, Lemma 5.4]). In Lemma 5.3, the convergence
Vn * w in Dj1 is, indeed, strong: jjVn  wjjj1 ! 0 as n !1: Similarly,
convergence (5.10) is strong in ½L2ðOÞN :
Proof. We ﬁrst show that the convergence in (5.10) is strong.
To this end, observe that Eq. (5.11) holds not only for each pair ðfn;VnÞ;
but also for the limit ðf ;wÞ: Consequently, letting n !1 in (5.11) we
obtain
Z 1
0
Aðrðj1 þ sv
T
n ÞÞ ds
 1=2
rVn




2
L2ðOÞ
¼ l1ðp 1Þ
Z
O
Z 1
0
j 1 þ sv
T
n j
p2 ds
 
V2n dxþ h fn;Vni
! l1ðp 1Þ
Z
O
jp21 w
2 dxþ h f ;wi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aðrj1Þ
p
rw
  2
L2ðOÞ
:
We combine this result with the weak convergence in (5.10) to conclude
that this convergence must be strong; see e.g. [38, Theorem V.1.8,
p. 124].
Now we prove that also jjVn  wjjj1 ! 0 as n !1: On the contrary,
suppose that there is a subsequence of fVng
1
n¼1; denoted again by fVng
1
n¼1;
such that
lim
n!1
jjVn  wjjj1 > 0: ð5:12Þ
For each n51; let us deﬁne the nonnegative functions
gnðxÞ ¼
def
Z 1
0
A rðj1 þ sv
T
n Þ
 
ds
 
rVn
 
 rVn;
hnðxÞ ¼
def
Aðrj1ÞrVn
 
 rVn; and
gðxÞ ¼def Aðrj1Þrw
 
 rw for a:e: x 2 O:
PETER TAKA´Cˇ328Notice that inequality (A.4) yields chnðxÞ4gnðxÞ for a.e. x 2 O and all n51:
Furthermore, strong convergence (5.10) guarantees jjgn  gjjL1ðOÞ ! 0
as n !1: Thus, by a standard proof of completeness of L1ðOÞ; see
e.g. [23, Theorem 2.8.1, p. 74] or [38, Proposition I.9.2, p. 53], one may
pass to yet another subsequence fVng
1
n¼1 with the following two
properties:
(a) gn ! g almost everywhere in O as n !1;
(b) there exists a function G 2 L1ðOÞ such that gnðxÞ4GðxÞ for a.e.
x 2 O and all n51:
Hence, taking advantage of rvTn ! 0 in ½C
b0 ð %OÞN as n !1; we conclude
that also
(a0) hn ! g almost everywhere in O as n !1;
(b0) hnðxÞ4c1 GðxÞ for a.e. x 2 O and all n51:
Employing the Lebesgue-dominated convergence theorem, we thus arrive
at jjhn  gjjL1ðOÞ ! 0 as n !1:
Now we can complete the proof by combining the weak convergence
Vn * w in Dj1 with jjVnjjj1 ! jjwjjj1 once again to conclude that jjVn 
wjjj1 ! 0 as n !1; by [38, Theorem V.1.8, p. 124]. This result contradicts
our hypothesis (5.12). ]
Proof of Proposition 5.2. Part (i) follows from Lemma 5.4, whereas
Parts (ii) and (iii) follow from the proof of Lemma 5.4. The remaining
statements have already been proved in Lemma 5.3. ]
5.2. Asymptotic Behavior for 1opo2
The results from Section 5.1 have to be adjusted as follows.
Recall that U ¼ fx 2 O : rj1ðxÞ=0g and each function Vn ¼ t
1p
n v
T
n 2
C1;b
0
ð %OÞ (n51) satisﬁes the linear boundary value problem (5.6).
We assume f 2 L1ðOÞ: Proposition 5.2 needs to be reformulated as
follows.
Proposition 5.5 (Taka´cˇ [32, Proposition 8.3]). Assume f =2 D?;L
2
j1
: Then
the sequence Vn ¼ t1pn v
T
n 2 C
1;b0 ð %OÞ ðn51Þ possesses a subsequence denoted
again by fVng
1
n¼1 with the following properties:
(i) Vn ! w strongly in W
1;2
0 ðOÞ as n !1;
(ii) rVn !rw pointwise almost everywhere in U as n !1;
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c  max
04s41
jrðj1 þ sv
T
n Þj
 p2
jrVnðxÞj
2
4
Z 1
0
Aðrðj1 þ sv
T
n ÞÞ ds
 
rVn
 
 rVn4GðxÞ ð5:13Þ
for a.e. x 2 O and for all n51:
The limit function w 2 W 1;20 ðOÞ satisfies w 2 Dj1 ; hw;j1i ¼ 0; andZ
U
hAðrj1Þrw;rfi dx ¼ l1ðp 1Þ
Z
O
jp21 wf dxþ h f ;fi ð5:14Þ
for all f 2 Dj1 : In particular, we have h f ;j1i ¼ 0 and wc0 in O:
The constant c > 0 above is taken from inequality (A.4), which happens to
be valid also for 1opo2; by Remark A.3.
This proposition is proved in the following two lemmas that replace
Lemmas 5.3 and 5.4, respectively.
Lemma 5.6 (Taka´cˇ [32, Lemma 8.4]). Assume f =2 D?;L
2
j1
: Then there are
two positive constants c1 and c2 such that
c14jjvTn jjj1=t
p1
n 4c2 for all n ¼ 1; 2; . . . : ð5:15Þ
The sequence Vn ¼ t1pn v
T
n ðn51Þ possesses a subsequence that converges
weakly in W 1;20 ðOÞ; say, Vn * w as n !1; and hence strongly in Hj1 :
Moreover, this subsequence can be chosen such that also
Z 1
0
Aðrðj1 þ sv
T
n ÞÞ ds
 1=2
rVn *
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aðrj1Þ
p
rw ð5:16Þ
weakly in ½L2ðOÞN as n !1: The limit function w 2 W 1;20 ðOÞ satisfies
w 2 Dj1 ; hw;j1i ¼ 0; and Eq. (5.14). In particular, we have h f ;j1i ¼ 0 and
wc0 in O:
Proof. The method parallels the proof of Lemma 5.3. The only
difference is that, starting with Eq. (5.5), one needs to employ inequalities
(A.1) (with q ¼ p 1) and (A.4) to give a meaningful interpretation of all
integrals of type
Z 1
0
Aðrðj1 þ sv
T
n ÞÞ ds
PETER TAKA´Cˇ330and alike. Those inequalities are valid also for 1opo2; by Remark A.3.
The compact imbedding W 1;20 ðOÞ+Hj1 takes over the role of
Dj1+L
2ðOÞ: Notice that Proposition 4.3 applies with no change, by
Remark 4.5. ]
Lemma 5.7 (Taka´cˇ [32, Lemma 8.5]). In Lemma 5.6, the convergence
Vn * w in W
1;2
0 ðOÞ is strong: jjVn  wjjW 1;2
0
ðOÞ ! 0 as n !1: Similarly,
convergence (5.16) is strong in ½L2ðOÞN :
Proof. The proof parallels that of Lemma 5.4 with the same amend-
ments as in the proof of Lemma 5.6. ]
6. UNIFORM BOUNDEDNESS OF THE SOLUTION SET
We are now ready to give proofs of Theorems 3.2 and 3.6. Moreover, we
establish the asymptotic behavior (blow-up) of every weak solution to
problem (3.1) as claimed by the formulas in (1.5). It turns out to be
convenient to apply Lemma 5.1, that is, to ﬁx an arbitrary number t 2 R=f0g
and consider only those weak solutions to problem (3.1) that take the form
u ¼ t1j1 þ u
T where uT 2 W 1;p0 ðOÞ
T is an unknown function. Hence
uT 2 C1;bð %OÞ by regularity [2, 7, 24, 35]. Recall that
W
1;p
0 ðOÞ
T ¼deffv 2 W 1;p0 ðOÞ: hv;j1i ¼ 0g:
While determining the asymptotic behavior of u as t ! 0; we regard z 2 R in
Eq. (3.1) as a parameter depending on t as well.
6.1. Asymptotic Behavior of Large Solutions
To this end, let us denote by F ðtÞ the set of all pairs ðz; uTÞ 2 RW 1;p0 ðOÞ
T
satisfying the boundary value problem
Dpðt1j1 þ u
TÞ  l1jt1j1 þ u
Tjp2ðt1j1 þ u
TÞ
¼ f TðxÞ þ z  j1ðxÞ in O;
uT ¼ 0 on @O;
huT;j1i ¼ 0:
8>>><
>>:
ð6:1Þ
The asymptotic behavior of F ðtÞ as t ! 0 is determined next. The following
equivalent form of problem (6.1) will turn out to be useful, with the new
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Dpðj1 þ v
TÞ  l1j 1 þ v
Tjp2ðj1 þ v
TÞ
¼ jtjp2tðf TðxÞ þ z  j1ðxÞÞ in O;
vT ¼ 0 on @O;
hvT;j1i ¼ 0:
8>><
>>>:
ð6:2Þ
We take a sequence of nonzero real numbers tn ! 0 as n !1 and a
sequence of pairs ðzn; uTn Þ 2 F ðtnÞ: We substitute v
T
n ¼
def
tnu
T
n and Vn ¼
def jtnjðp2Þ
uTn ¼ jtnj
ðp2Þt1n v
T
n ; and abbreviate fn ¼
def
f T þ znj1: More generally, we can
replace the function f T 2 L1ðOÞT; f Tc0 in O; by a bounded sequence
ff Tn g
1
n¼1 of functions from L
1ðOÞT satisfying the following hypothesis
(cf. (S1) in Sect. 5):
ðS1TÞ f Tn converges to some function f
T in the weak-star topology on
L1ðOÞ; i.e. f Tn *
*
f T in L1ðOÞ as n !1: We require f Tc0 in O:
The following a priori asymptotic formula is obtained.
Proposition 6.1. Assume ðS1TÞ and f T =2 D?;L
2
j1
: If tn=0 and tn ! 0 as
n !1; then zn ! 0; all conclusions of Propositions 5.2 (for p > 2) and 5.5
( for 1opo2) remain valid with f ¼ f T; and moreover
lim
n!1
zn
jtnjp2tn
¼ ðp 2Þjjj1jj
2
L2ðOÞ  Q0ðw;wÞ=0: ð6:3Þ
Recall that w 2 Dj1 is the unique weak solution of problem (5.8) with
f ¼ f T satisfying hw;j1i ¼ 0: In particular, Proposition 4.3 guarantees Q0
ðw;wÞ > 0:
Proof. Without loss of generality, we may assume tn > 0 for all n51 and
tn ! 0 as n !1: Indeed, if tno0 for an index n; we take advantage of the
ðp 1Þ-homogeneity of problem (6.1) and replace the functions fn; f T; zn and
un by fn;f T;zn and un; respectively, thus switching to the case tn > 0:
So tn > 0 and hence also tnun ¼ j1 þ v
T
n5
1
2
j1 > 0 in O for all n51:
We give a proof for p > 2 only. The case 1opo2 requires only a minor
change: replacing Proposition 5.2 by Proposition 5.5.
By contradiction, suppose ﬁrst that fzng
1
n¼1 is unbounded. Keeping the
same notation for a suitable subsequence, let jznj ! 1 as n !1: For each
n51; let us replace fn ¼ f T þ znj1 and un by f˜n ¼
def z1n f
T þ j1 and u˜n ¼
def jzn
jp=ðp1Þznun; respectively. Consequently, each pair ðu˜n; f˜nÞ satisﬁes Eq. (5.1)
in place of ðun; fnÞ: Furthermore, we have jj f˜n  j1jjL1ðOÞ ! 0 as n !1: If
the sequence fu˜ng
1
n¼1 contains a subsequence that is unbounded in L
1ðOÞ;
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conclude that h f˜;j1i ¼ 0; a contradiction. So fu˜ng
1
n¼1 is bounded in L
1ðOÞ;
and consequently, also in C1;bð %OÞ for some b 2 ð0; aÞ; by regularity. Fix any
b0 2 ð0;bÞ and invoke Arzela`–Ascoli’s theorem in order to pass to a
convergent subsequence u˜n ! u˜ in C1;b
0
ð %OÞ: Thus, letting n !1 in the weak
formulation of problem (5.1) with ðu˜n; f˜nÞ; we arrive at
Dpu˜ ¼ l1ju˜jp2u˜þ j1ðxÞ in O; u˜ ¼ 0 on @O:
But this equation has no weak solution by a nonexistence result due to [13,
The´ore`me 1] (see also [12, 31, Theorem 7.2, p. 154]). We have shown that
fzng
1
n¼1 is bounded.
Now, again by contradiction, suppose that the sequence fzng
1
n¼1 does not
converge to zero. Hence, it must contain a convergent subsequence zn !
z 2 R=f0g as n !1: It follows that jj fn  f jjL1ðOÞ ! 0 as n !1; where
f ¼def f T þ zj1: But h f ;j1i ¼ zjj 1jj
2
L2ðOÞ=0 contradicts the last part of
Proposition 5.2 again. We have veriﬁed zn ! 0 as n !1: In particular, all
conclusions of Proposition 5.2 remain valid with f ¼ f T:
To prove (6.3), we ﬁrst replace the triple ðvT; f T; zÞ by ðvTn ; f
T
n ; znÞ in
Eq. (6.2), and then take the inner product in L2ðOÞ with the function vn ¼
j1 þ v
T
n ; thus arriving atZ
O
jrvnj
p dx l1
Z
O
jvnj
p dx ¼ tp1n
Z
O
ðf Tn þ znj1Þðj1 þ v
T
n Þ dx
for every n ¼ 1; 2; . . . : Next, we apply formulas (2.5) and (2.7) to the left-
hand side to get
p  QvTn ðVn;VnÞ ¼ h f
T
n ;Vni þ t
ðp1Þ
n znjj 1jjL2ðOÞ;
where Vn ¼ tðp1Þn v
T
n : Letting n !1 and applying Proposition 5.2, we
conclude that
p  Q0ðw;wÞ ¼ h f T;wi þ jj 1jjL2ðOÞ  lim
n!1
ðtðp1Þn znÞ: ð6:4Þ
Finally, the term h f T;wi is calculated from Eq. (5.8) as follows:
h f T;wi ¼
Z
O
hAðrj1Þrw; rwiRN dx l1ðp 1Þ
Z
O
jp21 w
2 dx
¼ 2Q0ðw;wÞ:
We insert this expression in Eq. (6.4) to establish (6.3). ]
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Fix d > 0 arbitrary and assume the contrary to the boundedness claimed
in either of the conclusions. Consequently, by Lemma 5.1, there exist
sequences ftng
1
n¼1  R=f0g and ðzn; u
T
n Þ 2 F ðtnÞ such that jtnj ! 0 as n !1;
and either zn ¼ 0 for all n51 or else jznj5d for all n51: Arguing as in
Section 6.1, we may assume tn & 0 as n !1: But then formula (6.3) from
Proposition 6.1 contradicts either of the alternatives for zn: This ﬁnishes our
proof of both Theorems 3.2 and 3.6.
7. EXISTENCE AND MULTIPLICITY OF SOLUTIONS
In this section we give proofs of Theorems 3.1 (for p > 2) and 3.5 (for
1opo2). To this end, we ﬁrst establish the existence of essentially three
types of weak solutions to problem (3.1). We always assume hypothesis
(H1).
7.1. Large Solutions
Here we show that the a priori asymptotic formula (6.3) indeed provides
existence of large solutions to problem (3.1). In order to establish the
existence, we will show that the functional
Jl1 ðuÞ ¼
1
p
Z
O
jrujp dx
l1
p
Z
O
jujp dx
Z
O
f ðxÞu dx; ð7:1Þ
deﬁned for u 2 W 1;p0 ðOÞ; is coercive outside an arbitrarily small cone around
the axis spanned by j1: This claim follows immediately from a result in [17,
Lemma 5.1] which can be formulated as follows:
Given any number 0ogo1; let us consider
C0g ¼
deffu 2 W 1;p0 ðOÞ: jju
Tjj
W
1;p
0
ðOÞ5gju
kjg:
Notice that C0g is the complement of an open cone in W
1;p
0 ðOÞ around the
axis spanned by j1: We consider also the hyperplane
C01 ¼
deffu 2 W 1;p0 ðOÞ: u
k ¼ 0g ¼
\
0ogo1
C0g:
For 0og41 we deﬁne the Rayleigh quotient
Lg ¼
def
inf
R
O jruj
p dxR
O juj
p dx
: u 2 C0g=f0g
 
: ð7:2Þ
PETER TAKA´Cˇ334Lemma 7.1 (Fleckinger and Taka´cˇ [17, Lemma 5.1]). Let 1opo1: We
have Lg > l1 whenever 0og41:
Proof. Assume the contrary, that is, Lg ¼ l1 for some 0ogo1: Pick a
minimizing sequence fung
1
n¼1 in C
0
g such thatZ
O
junjp dx ¼ 1 and
Z
O
jrunjp dx ! l1 as n !1:
Since W
1;p
0 ðOÞ is a reﬂexive Banach space, the minimizing sequence contains
a weakly convergent subsequence in W
1;p
0 ðOÞ which we denote by fung
1
n¼1
again. Consequently, un ! u strongly in LpðOÞ; by Rellich’s theorem, and
run * ru weakly in ½LpðOÞN as n !1: We deduce that
R
O juj
p dx ¼ 1 and
l1=p1 4jjrujjLpðOÞ4 lim infn!1
jjrunjjLpðOÞ ¼ l
1=p
1 :
As the standard norm on the space W
1;p
0 ðOÞ is uniformly convex, by
Clarkson’s inequalities, we must have un ! u strongly in W
1;p
0 ðOÞ; by the
proof of Milman’s theorem (see [38, Theorem V.2.2, p. 127]). This means
that
ukn ¼ jj 1jj
2
L2ðOÞhun;j1i ! u
k ¼ jj 1jj
2
L2ðOÞhu;j1i;
uTn ¼ un  u
k
nj1 ! u
T ¼ u ukj1 strongly in W
1;p
0 ðOÞ;
as n !1: The set C0g being closed in W
1;p
0 ðOÞ; we thus have u 2 C
0
g:
On the other hand, from jjujjLpðOÞ ¼ 1 and jjrujjLpðOÞ ¼ l
1=p
1 ; combined
with the simplicity of the ﬁrst eigenvalue l1; one deduces that u ¼ j1; a
contradiction to u 2 C0g: The lemma is proved. ]
We are now ready to derive the following existence result:
Let f T 2 L1ðOÞT: Given an arbitrary parameter t 2 R; deﬁne the
functional
EtðvTÞ ¼
def 1
p
Z
O
jrðj1 þ v
TÞjp dx
l1
p
Z
O
j 1 þ v
Tjp dx
 jtjp2t
Z
O
f TðxÞvT dx ð7:3Þ
for vT 2 W 1;p0 ðOÞ
T:
Proposition 7.2. Let 1opo1 and let t 2 R be given. Then Et possesses
a global minimizer on W
1;p
0 ðOÞ
T denoted by vT: If t ¼ 0 then vT 
 0 in O: If
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Lagrange multiplier jtjp2tz for some z 2 R: In particular, u ¼ t1ðj1 þ v
TÞ
satisfies Eq. (3.1), and the asymptotic formula (6.3) applies provided f T =2
D?;L
2
j1
:
Proof. The functional Et is weakly lower semicontinuous and coercive
on W
1;p
0 ðOÞ
T; by Lemma 7.1. Consequently, it possesses a global minimizer
vT in W
1;p
0 ðOÞ
T: Any global minimizer vT is also a critical point for Et and
therefore satisﬁes the corresponding Euler–Lagrange equations (6.2). If t ¼
0; the simplicity of the eigenvalue l1 for Dp forces vT 
 0 in O: If t=0 then
the Lagrange multiplier for Et subject to the orthogonality condition
hvT;j1i ¼ 0 equals to jtj
p2tz: ]
7.2. The Inverse of Dp
Given any f 2 L1ðOÞ; the energy functional,
J0ðuÞ ¼
def 1
p
Z
O
jrujp dx
Z
O
f ðxÞu dx; u 2 W 1;p0 ðOÞ;
is strictly convex and coercive on W
1;p
0 ðOÞ: Therefore, J0 has a unique
(global) minimizer uf which is also the unique critical point of J0; i.e. the
corresponding Euler problem,
Dpu ¼ f ðxÞ in O; u ¼ 0 on @O; ð7:4Þ
possesses a unique weak solution in W
1;p
0 ðOÞ equal to uf : We have
uf 2 C1;bð %OÞ for some b 2 ð0; aÞ; by regularity results from [2, 7, 24, 35].
Thus, we may deﬁne the nonlinear mapping ðDpÞ
1 : L1ðOÞ ! L1ðOÞ by
putting ðDpÞ
1f ¼def uf : This mapping is continuous and takes bounded sets
from L1ðOÞ to bounded sets in C1;bð %OÞ: This implies that ðDpÞ
1 is a
completely continuous self-mapping of L1ðOÞ; i.e. it maps bounded sets to
relatively compact sets. Furthermore, the standard weak comparison
principle shows that ðDpÞ
1 is order-preserving (or monotone), that is, for
all f ; g 2 L1ðOÞ; f4g in O implies ðDpÞ
1f4ðDpÞ
1g: Finally, ðDpÞ
1
being an inverse, it is even strictly order-preserving (or strictly monotone),
that is, f4g and fcg in L1ðOÞ imply ðDpÞ
1f4ðDpÞ
1g and ðDpÞ
1f
cðDpÞ
1g: We refer to [16] for details about ðDpÞ
1:
Next, given any ﬁxed function f T 2 L1ðOÞT and a parameter z 2 R; we
deﬁne the ﬁxed point mapping Tz :L
1ðOÞ ! L1ðOÞ by
Tzu ¼
defðDpÞ
1ðl1jujp2uþ f T þ zj1Þ for u 2 L
1ðOÞ: ð7:5Þ
Clearly, Tzu ¼ u if and only if u is a weak solution of problem (3.1). The
mapping Tz is strictly order-preserving, one-to-one, continuous and takes
PETER TAKA´Cˇ336bounded sets from L1ðOÞ to bounded sets in C1;bð %OÞ: Moreover, for every
u 2 L1ðOÞ; z1oz2 in R implies Tz1u4Tz2u and Tz1ucTz2u in O:
7.3. Well-ordered Families of solutions (2opo1)
The aim of this paragraph is to construct a family of solutions in
Theorem 3.1 for zn4z4z
n: Well-ordered families of solutions to problem
(3.1) can be obtained using the ﬁxed point theory for strictly order-
preserving mappings in L1ðOÞ; see e.g. [3], [20, Chap. I] or [30]. We assume
p > 2; hypothesis (H2), and f Tc0 in O:We begin with an auxiliary existence
result:
Lemma 7.3. Assume that 0=z0 2 R and u0 2 L1ðOÞ satisfy Tz0u0 ¼ u0:
Let z 2 R be such that either 0ozoz0 or else z0ozo0; and let also 0oto1:
Then there exist zi; ti 2 R and ui 2 L1ðOÞ ði ¼ 1; 2Þ with the following
properties:
(i) z1o0oz2 with jzijojzj; and t1o0ot2 with jtijot; for i ¼ 1; 2;
(ii) Tzi ui ¼ ui ¼ t
1
i ðj1 þ v
T
i Þ 2 C
1;bð %OÞ with vTi 5
1
2
j1 for i ¼ 1; 2;
(iii) u14u04u2 in O:
In particular, the following inequalities hold throughout O:
u14Tzu14Tzu04u04u24Tzu2 if 0ozoz0; ð7:6Þ
Tzu14u14u04Tzu04Tzu24u2 if z0ozo0: ð7:7Þ
Proof. This lemma is an easy consequence of Proposition 6.1 and its
proof. Indeed, take t0 > 0 small enough, t04t; such that ﬁrst, for any pair
ðzi; uTi Þ 2 F ðtiÞ (i ¼ 1; 2), 0ojtijot0 implies jzijojzj; by Eq. (6.3), and second,
uTi ¼ t
1
i v
T
i satisﬁes tiui ¼ j1 þ v
T
i 5
1
2
j1; by the proof of Proposition 6.1.
Notice that F ðtiÞ=| by Proposition 7.2 above. Third, take t00 > 0 even
smaller, t004t0; such that t
0
0ju0j4
1
2
j1 in O: It follows that t
0
0ot1o0ot2
ot00 implies u14u04u2 in O: Finally, from Tzi ui ¼ ui (i ¼ 0; 1; 2) and Part (i)
we deduce inequalities (7.6) and (7.7). ]
We can now apply monotone iterations to construct well-ordered families
of solutions.
Proposition 7.4. Assume that ai 2 R and zi 2 L1ðOÞ ði ¼ 1; 2Þ satisfy a2
404a1 and Tai zi ¼ zi: Let 0oto1: Then we have the following three
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(a) There exist z1; t1 2 R such that z1o0; tot1o0;
Tz1u1 ¼ u1 ¼ t
1
1 ðj1 þ v
T
1 Þ 2 C
1;bð %OÞ and u14z1 in O:
Moreover, for any z 2 ½z1; a1; the sequence u14Tzu14   4Tnz u14    (4z1)
converges in L1ðOÞ to some w1ðzÞ with Tzw1ðzÞ ¼ w1ðzÞ and u14w1ðzÞ4z1 in
O: The function w1: ½z1; a1 ! L1ðOÞ is strictly monotone and continuous
from the left. For each z0 2 ½z1; a1Þ; the right-hand limit w1ðzÞ & w1ðz0þÞ
exists in L1ðOÞ as z& z0 and satisfies Tz0w1ðz0þÞ ¼ w1ðz0þÞ and w1ðz0Þ4
w1ðz0þÞ in O:
(b) There exist z2; t2 2 R such that z2 > 0; 0ot2ot;
Tz2u2 ¼ u2 ¼ t
1
2 ðj1 þ v
T
2 Þ 2 C
1;bð %OÞ and z24u2 in O:
Moreover, for any z 2 ½a2; z2; the sequence u25Tzu25   5Tnz u25    ð5z2Þ
converges in L1ðOÞ to some w2ðzÞ with Tzw2ðzÞ ¼ w2ðzÞ and z24w2ðzÞ4u2 in
O: The function w2 : ½a2; z2 ! L1ðOÞ is strictly monotone and continuous
from the right. For each z0 2 ða2; z2; the left-hand limit w2ðzÞ % w2ðz0Þ
exists in L1ðOÞ as z% z0 and satisfies Tz0w2ðz0Þ ¼ w2ðz0Þ and w2ðz0Þ4
w2ðz0Þ in O:
(c) The numbers zi; ti 2 R ði ¼ 1; 2Þ in Parts (a) and (b) can be chosen
such that u14zi4u2 in O ði ¼ 1; 2Þ and w1ðzÞ4w2ðzÞ for all z 2 ½z1; a1 \
½a2; z2:
In general, it might happen that w1ðz0Þcw1ðz0þÞ; w2ðz0Þcw2ðz0Þ or w1
ðzÞcw2ðzÞ in O: Notice that 0 2 ðz1; a1 \ ½a2; z2Þ:
Proof. We commence with the proof of Part (a). The existence of z1; t1 2
R with the desired properties follows from Lemma 7.3. Given any z 2 ½z1; a1;
we have u1 ¼ Tz1u14Tzu14Tzz14Ta1z1 ¼ z1 in O; by the monotonicity
properties of the mapping ðz; uÞ/Tzu: Since Tz is a completely continuous
self-mapping of L1ðOÞ; the convergence of the bounded, monotone
increasing sequence u14Tzu14   4Tnz u14    ð4z1Þ to some w1ðzÞ in L
1
ðOÞ follows. Clearly, we have Tzw1ðzÞ ¼ w1ðzÞ and u14w1ðzÞ4z1 in O: Using
the monotonicity properties of ðz; uÞ/Tzu again, for any z14z
0oz004a1 we
obtain w1ðz
0Þ4w1ðz
00Þ and w1ðz
0Þcw1ðz
00Þ in O:
Now take any z0 2 ðz1; a1: The left-hand limit w1ðzÞ % w1ðz0Þ exists in
L1ðOÞ as z% z0 and satisﬁes Tz0w1ðz0Þ ¼ w1ðz0Þ and u14w1ðz0Þ4
w1ðz0Þ in O: Here, we have employed the fact that the inverse ðDpÞ
1 is a
completely continuous, strictly order-preserving self-mapping of L1ðOÞ: On
the other hand, our deﬁnition Tnz0u1 % w1ðz0Þ in L
1ðOÞ as n !1 implies
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claimed. Similarly, given any z0 2 ½z1; a1Þ; the right-hand limit w1ðzÞ &
w1ðz0þÞ exists in L1ðOÞ as z& z0 and satisﬁes Tz0w1ðz0þÞ ¼ w1ðz0þÞ and
w1ðz0Þ4w1ðz0þÞ in O:
Part (b) is proved analogously as Part (a).
Part (c) is veriﬁed by choosing jtij small enough in Parts (a) and (b), so
that u14zi4u2 in O (i ¼ 1; 2). Then, for z 2 ½z1; a1 \ ½a2; z2 and every
integer n51; we obtain u14Tnz u14T
n
z u24u2 in O: Finally, letting n !1 we
arrive at w1ðzÞ4w2ðzÞ in O: ]
7.4. Well-ordered Families of Solutions (1opo2)
In this paragraph we wish to construct a family of solutions in Theorem
3.5 for zn4z4z
n; z=0: We need to make only a few adjustments to the
results from Section 7.3. We assume 1opo2 and hypothesis (H3), i.e.,
f T =2 D?;L
2
j1
:
Lemma 7.5. All conclusions of Lemma 7.3 remain valid also for 1opo2;
except for Part (i) which becomes:
(i) z2o0oz1 with jzijojzj; and t1o0ot2 with jtijot; for i ¼ 1; 2:
Proof. Notice that the right-hand side of Eq. (6.3) is negative. It follows
that z2o0oz1 in Part (i). ]
Proposition 7.4 has to be adjusted as follows:
Proposition 7.6. Assume that ai 2 R and zi 2 L1ðOÞ ði ¼ 1; 2Þ satisfy a2
o0oa1 and Tai zi ¼ zi: Let 0oto1: Then we have the following three
statements:
(a) There exist z1; t1 2 R such that 0oz1oa1; tot1o0;
Tz1u1 ¼ u1 ¼ t
1
1 ðj1 þ v
T
1 Þ 2 C
1;bð %OÞ and u14z1 in O:
The rest is the same as in Proposition 7.4, Part (a).
(b) There exist z2; t2 2 R such that a2oz2o0; 0ot2ot;
Tz2u2 ¼ u2 ¼ t
1
2 ðj1 þ v
T
2 Þ 2 C
1;bð %OÞ and z24u2 in O:
The rest is the same as in Proposition 7.4, Part (b).
(c) The numbers zi; ti 2 R ði ¼ 1; 2Þ in Parts (a) and (b) can be chosen
such that u14zi4u2 in O ði ¼ 1; 2Þ:
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Proposition 7.4 above. ]
7.5. Unordered Families of Solutions
Finally, in this paragraph we obtain an unordered family of solutions in
Theorems 3.1 and 3.5 for z#ozoz#: Recall zn4z#ozoz#4zn: Such
families of solutions to problem (3.1) can be obtained by the method of
strict sub- and supersolutions developed in [4, Sect. 8]. We recall that the
right-hand side of Eq. (6.1) is a strictly monotone increasing mapping in
z 2 R: The following standard deﬁnition is used in [4, Sect. 8].
Definition 7.7. A function u 2 C1ð %OÞ is called a subsolution of problem
(1.4) if the inequalitiesR
O jruj
p2ru  rv dx4l1
R
O juj
p2uv dxþ
R
O f ðxÞv dx;
u40 on @O;
(
ð7:8Þ
hold for all v 2 W 1;p0 ðOÞ with v50 a.e. in O: A supersolution of problem (1.4)
is deﬁned analogously with both inequalities reversed.
Remark 7.8. The following weaker notions of sub- and supersolutions to
problem (1.4) are in fact sufﬁcient for our purposes: Let f ¼ f T þ zj1 2
L1ðOÞ where h f T;j1i ¼ 0 and z 2 R: A function u 2 L
1ðOÞ is called a
subsolution of problem (1.4) if Tzu5u in O: Similarly, u is called a
supersolution if Tzu4u in O:
The following existence result based on unordered sub- and super-
solutions is a special case of [4, Theorem 8.2, p. 448].
Lemma 7.9. Let
%
u and %u be sub- and supersolutions of problem (1.4),
respectively, such that
%
uðx0Þ > %uðx0Þ for some x0 2 O: Then problem (1.4)
possesses at least one weak solution u 2 W 1;p0 ðOÞ in the closure (relative to the
norm of C1ð %OÞ) of the set
S ¼deffu 2 W 1;p0 ðOÞ \ C
1ð %OÞ: uðx1Þo
%
uðx1Þ; uðx2Þ > %uðx2Þ for some x1; x2 2 Og:
Notice that here, in contrast to inequalities (7.6) and (7.7), i.e.
u14Tzu14Tzu04u0 if 0ozoz0;
u04Tzu04Tzu24u2 if z0ozo0;
respectively, the sub- and supersolutions must not satisfy
%
u4 %u in O:
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Corollary 7.10. Let z1ozoz2 be real numbers. Assume that ui 2
C1ð %OÞ ði ¼ 1; 2Þ satisfy Tzi ui ¼ ui and u1ðx0Þ > u2ðx0Þ for some x0 2 O: Then
the fixed point problem Tzu ¼ u possesses at least one solution u in the closure
(relative to the norm of C1ð %OÞÞ of the set
S ¼deffu 2 W 1;p0 ðOÞ \ C
1ð %OÞ: uðx1Þou1ðx1Þ; uðx2Þ > u2ðx2Þ
for some x1; x2 2 Og:
Proof. Notice that u1 ¼ Tz1u14Tzu1 and Tzu24Tz2u2 ¼ u2 in O:
Consequently, we may apply Lemma 7.9 to get a solution to the equation
Tzu ¼ u in the closure of the set S: ]
It is now obvious that, letting z range over the entire interval ½z1; z2 in
Corollary 7.10, we obtain a family of functions uz in the closure of the setS
such that Tzuz ¼ uz for each z: Of course, we set uzi ¼ ui: Due to the
hypothesis uz1ðx0Þ > uz2ðx0Þ for some x0 2 O; we cannot have uz04uz00 in O for
all z0 and z00 satisfying z14z
04z004z2:
7.6. Proof of Theorem 3.1 (2opo1)
We commence with the proof of the ﬁrst part, namely, with the existence
of a solution to problem (3.1) for zn4z4z
n: We ﬁrst invoke Proposition 7.2
with t=0 to conclude that problem (3.1) has a solution u ¼ t1ðj1 þ v
TÞ;
where z 2 R is a suitable number. This means that Tzu ¼ u: Now, according
to formula (6.3) in Proposition 6.1, we can ﬁnd a number t > 0 such that
sign z ¼ sign t whenever 0ojtjot: In particular, the hypotheses of Proposi-
tion 7.4 are veriﬁed with some numbers a2o0oa1: Let us consider
zn ¼ sup Z and zn ¼ inf Z ð7:9Þ
where
Z ¼ fz 2 R: Tzu ¼ u for some u 2 L1ðOÞg:
Clearly, these numbers must be ﬁnite by formula (6.3) combined with
Theorem 3.2 (or by Corollary 3.3). Consequently, we have 1ozn4a2o
0oa14zno1: Notice that Tznun ¼ un and Tznun ¼ un for some un; un 2
L1ðOÞ; by Theorem 3.2 and continuity. Next, let us take a1 ¼ z
n and a2 ¼ zn
in Proposition 7.4. Making use of Parts (a) and (b) of this proposition,
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ðz1; z
n [ ½zn; z2Þ ¼ ½zn; z
n;
we have completed the proof of the ﬁrst part of Theorem 3.1.
In addition, both functions w1:½z1; z
n ! L1ðOÞ and w2 : ½zn; z2 ! L1ðOÞ
thus obtained are strictly monotone, bounded, and satisfy Tzw1ðzÞ ¼ w1ðzÞ
for z14z4z
n and Tzw2ðzÞ ¼ w2ðzÞ for zn4z4z2: Hence, there is a constant
0oMo1 independent from z and i ¼ 1; 2 such that jjwiðzÞjjC1;b0 ð %OÞ4M ; by
regularity.
To prove the second part of Theorem 3.1, we will employ Corollary 7.10.
First, let us ﬁx a number z01 with znoz01o0 and z01 small enough, so that
u01 ¼ ðt
0
1Þ
1ðj1 þ ðv
0
1Þ
TÞ is a solution of problem (3.1) with z01 in place of z: By
Lemma 7.3, this can be achieved by choosing t01 small enough, 0o t01ot;
such that
u014
1
2
ðt01Þ
1j142wiðzÞ for all z and i ¼ 1; 2: ð7:10Þ
Repeating this procedure, we ﬁx another number z02 with z
0
1oz02o0 and z02
small enough, so that u02 ¼ ðt
0
2Þ
1ðj1 þ ðv
0
2Þ
TÞ is a solution of problem (3.1)
with z02 in place of z: Again, t
0
2 is chosen to be small enough, t
0
1ot02o0;
such that u02ou01 in O: Notice that Tz0i u
0
i ¼ u
0
i for i ¼ 1; 2: So we may apply
Corollary 7.10 to conclude that, given any z 2 ðz01; z
0
2Þ; the ﬁxed point
problem Tzu ¼ u possesses at least one solution u in the closure (relative to
the norm of C1ð %OÞ) of the set
S ¼deffu 2 W 1;p0 ðOÞ \ C
1ð %OÞ: uðx1Þou01ðx1Þ; uðx2Þ > u02ðx2Þ
for some x1; x2 2 Og:
Inequalities (7.10) guarantee wiðzÞ =2S for all z and i ¼ 1; 2: Finally, taking
z# ¼ z
0
1 and letting z
0
2 % 0; we obtain the second part of the theorem. The
number z# > 0 is obtained in a similar way. The proof of Theorem 3.1 is now
complete.
7.7. Proof of Theorem 3.5 (1opo2)
In analogy with the proof of Theorem 3.1, we ﬁrst use Proposition 7.2.
Again, according to formula (6.3), we can ﬁnd a number t > 0 such that
sign z ¼ sign t whenever 0ojtjot: The hypotheses of Proposition 7.6 are
veriﬁed with some numbers a2o0oa1: The numbers zn and zn deﬁned in
(7.9) are ﬁnite by formula (6.3) combined with Theorem 3.6 (or by Corollary
3.7). So again 1ozn4a2o0oa14zno1 together with Tznun ¼ un and
Tznun ¼ un for some u
n; un 2 L1ðOÞ; by Theorem 3.6 and continuity. In
contrast to the proof of Theorem 3.1, here we may have to interchange the
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then a strictly monotone function w : ½zn; z
n ! L1ðOÞ is constructed by
monotone iterations in the same way as in the proof of Part (a) or (b) of
Proposition 7.4, such that TzwðzÞ ¼ wðzÞ and un4wðzÞ4un in O for every
z 2 ½zn; z
n: On the other hand, if unðx0Þ > unðx0Þ for some x0 2 O; then we
deduce from Corollary 7.10 that, given any z 2 ðzn; z
nÞ; the ﬁxed point
problem Tzu ¼ u has at least one solution u in the closure (relative to the
norm of C1ð %OÞ) of the set
S ¼deffu 2 W 1;p0 ðOÞ \ C
1ð %OÞ: uðx1Þounðx1Þ; uðx2Þ > unðx2Þ
for some x1; x2 2 Og:
This proves the ﬁrst part of Theorem 3.5.
Now we prove the second part. First, let us ﬁx a sufﬁciently small number
a1 with 0oa1ozn; so that z1 ¼ ðt01Þ1ðj1 þ ðv01ÞTÞ is a solution of problem
(3.1) with a1 in place of z: By Lemma 7.5, this can be achieved by choosing
t01 small enough, 0o t01ot; such that
z1412ðt
0
1Þ
1j142 minfun; u
ng in O: ð7:11Þ
Making use of Part (a) of Proposition 7.6, where 0oz1oa1ozn; we
conclude that problem (3.1) has a weak solution w1ðzÞ 2 W
1;p
0 ðOÞ whenever
z14z4a1: This solution satisﬁes w1ðzÞ4z1 in O; and consequently,
inequalities (7.11) guarantee that it is different from the one obtained in
the ﬁrst part. Indeed, if un4un in O; then the strictly monotone function
w : ½zn; z
n ! L1ðOÞ from the proof of the ﬁrst part satisﬁes w1ðzÞ4z1oun
4wðzÞ in O for every z 2 ½zn; z
n: On the other hand, if unðx0Þ > unðx0Þ for
some x0 2 O; then inequalities (7.11) entail w1ðzÞ =2S for z14z4a1: Again,
the second part of the theorem is obtained by taking z# ¼ a1 and letting
z1 & 0: The number z# > 0 is obtained similarly. We have ﬁnished the proof
of Theorem 3.5.
8. DISCUSSION
As already discussed in [32, Sect. 9], for p=2 it is evident from the proof
of Proposition 4.3 that the size and shape of the singular set O=U ¼ fx 2
O : rj1ðxÞ ¼ 0g cause a major technical obstacle in obtaining our results for
a more general domain O RN ðN52Þ:
Another interesting problem is to ﬁnd out whether the setM of all pairs
ðz; uÞ 2 RW 1;p0 ðOÞ satisfying Eq. (3.1) contains ‘‘large’’ connected compo-
nents, as it is the case for semilinear elliptic problems. Namely, standard
theory of global bifurcations (see e.g. [5, Sect. 29, Theorem 29.1]) suggests
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for p > 2) and 3.5 (Sect. 7.7, for 1opo2), respectively:
Conjecture 1. There exists a connected component C of M with the
following properties:
(a) ðzn; unÞ; ðz
n; unÞ 2 C;
(b) there are two sequences fðzðiÞn ; u
ðiÞ
n Þg
1
n¼1 2 C for i ¼ 1; 2 of the form
uðiÞn ¼ ðt
ðiÞ
n Þ
1ðj1 þ ðv
ðiÞ
n Þ
TÞ with tðiÞn 2 R=f0g and ðv
ðiÞ
n Þ
T 2 W 1;p0 ðOÞ
T;
such that tðiÞn ! 0 and jjðv
ðiÞ
n Þ
TjjC1;b0 ð %OÞ ! 0 as n !1; z
ð1Þ
n o0ozð2Þn with zðiÞn !
0 as n !1; and
tð1Þn o0otð2Þn if 2opo1; tð1Þn > 0 > tð2Þn if 1opo2:
Taking into account [10, Theorem 1.3] (where N ¼ 1), we conjecture even
the following stronger results:
Conjecture 2. There exist three closed connected subsets Cj (j ¼ 0; 1; 2) of
M; C0 compact, with the following properties:
(A) C0 \ C1 ¼ ðzn; unÞ and C0 \ C2 ¼ ðz
n; unÞ;
(B) there are two sequences fðzðiÞn ; u
ðiÞ
n Þg
1
n¼1 2 Ci for i ¼ 1; 2 as in Part (b)
of Conjecture 1 above.
In particular, we have ð0; u0Þ 2 C0 for some u0 2 W
1;p
0 ðOÞ:Moreover, for each
z 2 ðzn; 0Þ there exist two different pairs ðz; u1Þ 2 C1 and ðz; u01Þ 2 C0:
Similarly, for each z 2 ð0; znÞ we get two different pairs ðz; u2Þ 2 C2 and ðz;
u02Þ 2 C0:
APPENDIX A. A FEW GEOMETRIC INEQUALITIES
We begin with the following auxiliary inequality [32, Lemma A.1]:
Lemma A.1. Let 1oqo1 and q=0: Assume that Y 2 L1ð0; 1Þ
satisfies 04Yc0 in ð0; 1Þ: Then there exists a constant cqðYÞ > 0 such that
the inequality
Z 1
0
jaþ sbjqYðsÞ ds
 1=q
5cqðYÞ  max
04s41
jaþ sbj ðA:1Þ
holds for all a; b 2 RN ; where also jaj þ jbj > 0 is required if 1oqo0:
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constant k > 0:
Z 1
0
jaþ sbjqYðsÞ ds
 1=q
5kjaj for all a; b 2 RN : ðA:2Þ
Owing to the rotational invariance of the Euclidean norm and the
homogeneity of both sides in (A.2), we may restrict our attention to the
case N ¼ 2 with a ¼ e1 ¼
defð1; 0Þ 2 R2 and b ¼ ðb1; b2Þ 2 R
2: We need to
distinguish between the cases q > 0 and 1oqo0:
Case: q > 0: Consider the function F :R2 ! ½0;1Þ;
F ðbÞ ¼def
Z 1
0
je1 þ sbj
qYðsÞ ds for b 2 R2:
This is a continuous function which satisﬁes
F ðbÞ5
1
2
b


qZ 1
s
sqYðsÞ ds for 0os41 and jbj52=s: ðA:3Þ
Taking into account 04Yc0 in ð0; 1Þ; we can ﬁnd a number s 2 ð0; 1Þ
such that
R 1
s s
qYðsÞ ds > 0: Consequently, by (A.3), F possesses a global
minimum kq > 0 which is attained at some b0 2 R
2: So (A.2) is valid for
q > 0:
Case: 1oqo0: We observe that inequality (A.2) is valid if and only if
Z 1
0
je1 þ sbjqYðsÞ ds4C ¼
def kq for all b 2 R2:
Since Y 2 L1ð0; 1Þ; it sufﬁces to show this estimate for Y 
 1 in ð0; 1Þ and
for all b ¼ ðb1; 0Þ 2 R
2; that is,
C ¼ sup
b12R
Z 1
0
j1þ sb1j
q dso1:
Indeed, for b15 1; we have
Z 1
0
j1þ sb1j
q ds4
Z 1
0
ð1 sÞq ds ¼ 1=ð1þ qÞ:
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Z 1
0
j1þ sb1j
q ds ¼ jb1j
1
Z jb1 j
0
j1 tjq dt
¼ jb1j
1 
1
1þ q
½1þ ðjb1j  1Þ
1þqo 2
1þ q
jb1j
qo 2
1þ q
:
Hence, inequality (A.2) is valid also for 1oqo0:
Next, in (A.2) we replace the pair ða; bÞ by ðaþ b;bÞ; and the function
YðsÞ by %YðsÞ ¼defYð1 sÞ for 04s41; the constant k has to be replaced by
some other constant %k > 0: Finally, we take advantage of the convexity
of a norm to deduce the desired inequality (A.1), where
cqðYÞ ¼
def
minfk; %kg > 0: ]
Of course, for any q > 0; the reversed inequality in (A.1) holds true with
the constant ð
R 1
0
YðsÞ dsÞ1=q in place of cqðYÞ:
We are now able to estimate the quadratic form associated with the
symmetric matrix AðaÞ deﬁned in (2.3). The inequality below follows from a
combination of (2.4) with (A.1) where q ¼ p 2 > 0 is taken.
Lemma A.2. Let 2opo1 and Y 2 L1ð0; 1Þ with 04Yc0 in ð0; 1Þ: Then
there exists a constant c > 0 such that for all a; b; v 2 RN we have
Z 1
0
hAðaþ sbÞv; viRNYðsÞ ds5c  max
04s41
jaþ sbj
 p2
jvj2: ðA:4Þ
Remark A.3. If 1opo2 and Y 2 L1ð0; 1Þ with 04Yc0 in ð0; 1Þ; then
inequality (A.4) remains valid with the constant c ¼ ðp 1Þ
R 1
0 YðsÞ ds;
provided jaj þ jbj > 0: This follows directly from (2.4).
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