Abstract. In this paper we consider first-order systems with constant coefficients for two real-valued functions of two real variables. This is both a problem in itself, as well as an alternative view of the classical linear partial differential equations of second order with constant coefficients. The classification of the systems is done using elementary methods of linear algebra. Each type presents its special canonical form in the associated characteristic coordinate system. Then you can formulate initial value problems in appropriate basic areas, and you can try to achieve a solution of these problems by means of transform methods.
Introduction
We consider first-order linear systems of partial differential equations
Given A, B, Q as real, constant (2, 2)-matrices, A, B both not singular, and functions
we are looking for functions (w 1 (ξ, η), w 2 (ξ, η)) T = w(ξ, η), w i ∈ C 1 (R + × R + ), i = 1, 2 satisfying the differential equation (1) . From (1) we derive the corresponding normal form, which is essentially determined by the eigenvalues of AB −1 . From the respective normal form we derive the canonical systems with respect to (1) by means of the eigenvalues and the eigenvectors. In the hyperbolic and elliptic case these canonical systems have long been known, regardless of their relationship to [ 
110]
Heinz Toparkus (1) and there are theorems concerning the existence of a solution, see e.g. [1] , [11] , [12] , [13] , [16] , [23] , [28] , [29] .
We will write down the steps in the way that one can track the impact to the canonical system of each individual coefficient from A, B, Q. Here, there arise aspects, especially in the case of parabolic and elliptic systems, which lead to a more consistent view of the characteristics (this also affects the consideration of the classical heat equation).
Once the canonical systems are present we can formulate initial value problems. These tasks are handled with transform methods (Laplace transform, Fourier transform). In the hyperbolic case you can specify the solution of the initial value problem in a axially parallel rectangle completely.
Normal forms and canonical systems

Normal forms
Lets start with (1) and assume w.l.o.g. that B is not singular and that the first columns of A and B are linearly independent. We multiply both sides of equation (1) on the left by a matrix T , which we will determine straightaway
T Aw ξ + T Bw η = T Qw + T φ(ξ, η).
(
Let λ 1 , λ 2 , where λ 1 = λ 2 , denote the eigenvalues of AB −1 and let D be a diagonal matrix D = diag(λ 1 , λ 2 ). We impose on T the requirement T A = DT B and thus T AB
so T is chosen as the matrix (line by line) of the left-hand eigenvectors of AB We now provide the left-hand eigenvectors t i , i = 1, 2, as a function of the elements of the matrices. Using the first formula in (3), we get Thus overall
and so we obtain as the normal form of (1) in the case λ 1 = λ 2 the following formula
or in component wise notation the formula
Note the directional derivatives of w 1 and w 2 which are now present in (NFHE). This normal form is valid for
The special case λ 1 = λ 2 = λ indicates that there is only one direction of differentiation in the (ξ, η)-plane. It leads to a system of ordinary differential equations and this system should not be automatically associated to the parabolic case, but see, among others, [30] , [13] . For the elliptic case we provide φ * element wise
There remains the case that λ 1 = λ 2 = λ and AB −1 in (3) is not diagonalizable. We will then set up the matrix T = T p in (3) so that T p enforces the Jordan normal form
Instead (4) 
We choose c = 1. Thus we have
, and we use in the same time also the elements b * ij from (5) (with λ 1 = λ 2 = λ), so we obtain
.
So we have in the case λ 1 = λ 2 as a normal form of (1) the formula
or component wise the formula
Thus, the normal form in the parabolic case is therefore characterized by
2. λ has an eigenvector and moreover a generalized eigenvector. Our starting point in the hyperbolic case is (NFHE) and we consider in the (ξ, η)-coordinate-system two families of lines in the plane, these are the characteristics of the hyperbolic case
We introduce the family parameters x and y as new coordinates (x, y), also referred to as the characteristic or the canonical coordinates
In the (x, y)-system the characteristics appear as families of lines parallel to the respective axes. In a change for coordinates, we note
and thus w ξ (ξ, η) =ũ x · 1 +ũ y · 1, and
After the transformation (8) and (9) the normal form (NFHE) appears as follows
We are combining linearly new functions
So we achieve
and we have
, or in new, obvious designations
Equations (CHS) are called the canonical normal form of (1) in the hyperbolic case or the canonical-hyperbolic system.
[114]
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An initial value problem (Cauchy problem) for (CHS) is given, provided:
-u is given in an interval which is not a part of any x-characteristic, say on the interval (0, b) of the y-axis (y-characteristic).
-v is given in an interval which is not a part of any y-characteristic, say on the interval (0, a) of the x-axis (x-characteristic). See also chapter 3.3.
Such problems are often referred to in the literature as the characteristic initial value problems, this term is slightly misleading, see e.g. [23] , [25] .
Example
We consider in a (ξ, η)-coordinate-system the inhomogeneous wave equation
Such a representation is often referred to in the literature as the canonical form of the wave equation, see [27] . We do not use this way of speaking, because we tie on the canonic form to the canonical coordinates. With [16] , charcteristic coordinates (x, t) and (7), (8), (9) and
and so, we have firstly a system in the normal form (NFHE) in the (ξ, η)-coordinate-system
and after the transition to the characteristic coordinates and with p(ξ, η) =p(x, t) the canonical-hyperbolic system
The elliptic case
We are investigating the elliptic case in (NFHE), i.e. Using the x and y again as parameters of the families of straight lines so we have, after fission of the right-hand sides of (10) into real part and imaginary part, two families of straight lines in the coordinates (ξ, η), which are called the characteristics in the elliptic case. The connection between the (ξ, η)-and the (x, y)-coordinate systems is given by
In the (x, y)-system the characteristics appear as lines parallel to the respective axes.
At change of coordinates, we note (9), and thus
Using (5) and the transformation (11), (12) the normal form (NFHE) appears as follows: first line of (NFHE)
and the second line of (NFHE)
From (14) we have
= Re{right side of (14)} + iIm{right side of (14)} =: A + iB (15) with
Analogous we have with (15) [−b *
= Re{right side of (15)} + iIm{right side of (15)} = A − iB.
[116]
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We introduce new functions
and we obtain from (15) the following formulas for the real parts and for the imaginary parts
Similarly from (16) we get
We see that the corresponding splitting of the two different formulas (14), (15) into real part and imaginary part does not lead to a contradiction, but to the same result. Now we express the functions (ũ 1 ,ũ 2 ) in terms of (u, v),
and summarize the coefficients at u, v in A, B in the quantities e ij as well as the inhomogeneities in f i , i = 1, 2. So we obtain the known system
(CES) is called the canonical normal form of (1) in the elliptic case or the canonicalelliptic system.
Remark 2.1
If we replace in (17) u(x, y) by −u(x, y), we obtain (CES) modified in a form which we will use later in (37).
The parabolic case
We start from the normal form (NFP) and put
So that with ∆ = b * 11 B 22 − b * 12 B 21 and (NFP) arises
Note please also here the now present directional derivatives. Using x and y again as parameters of families of straight lines so we have (x, y) as characteristic coordinates, which are introduced by
First-order systems of linear partial differential equations
and we have also in the parabolic case axially parallel families of lines as characteristics. So we obtain with (18), (19) and (20) 
, or in new designations regarding the coefficients and the inhomogeneities
This is the canonical normal form for (1) in the parabolic case or the canonicparabolic system.
Remark 2.2
Use we slightly more general than (18) the substitution.
for ρ ∈ {R\0}, so we have now (CPS) for the pair (ρ u, v) T , and particularly for ρ = −1 the formula (CPS) is modified on the left-hand side by a sign and on the right-hand side in the coefficients and in the inhomogeneities
The formula (CWS) facilitates our connection to the usual formulation of the heat conduction problems (with: y as spatial coordinate, x as time coordinate), see [26] .
Remark 2.3
Our treatment of (1) according to (2) and (3) is to some extent a division-free method. Alternatively, in (1) we can immediately with w = Sū move to a new pair of functionsū(ξ, η) = (ū 1 (ξ, η), (ū 2 (ξ, η)) T . The matrix S is still undetermined. The resulting equation will be left-hand multiplied by S −1 B −1 and we have
Creates S the Jordan form of B −1 A, then we have immediately the analogue of (NFHE), respectively (NFP); however the right-hand sides now require more effort. In concrete practical cases (fixed values, possibly sparse matrices A, B, Q) formula (21) produces often faster the characteristic systems. 
. Treatment with the Laplace transform
We start from (CWS), using its right-hand side in a new designation, and we investigate the following initial value problem P 11 in the strip S = (0, l) × (0, ∞) (P 11 means that the solution (u, v) T ) is calculated so that the first component u on the left border and on the right border of the strip in each case a given initial condition must fulfil, see the problems P ij in [26] ), so we consider
We will treat this problem (22) by means of the one-dimensional Laplace transform [7] . Let
L[u(x, t); t](s)
which will be abbreviated as u(x, t) • → • ω 1 (x, s). For the other parts in (22) we have
We obtain in the (x, s)-image range of the Laplace transform a system of ordinary differential equations
Notice that (23) is called Π 11 , the problem, which is associated to P 11 , see [26] . Using the two "border matrices" B .
The matrix Q
• from (23) 
we write the general solution of the homogeneous system to (23) as follows
We solve the homogeneous problem concerning Π 11 by determining the quantities c 1 (s), c 2 (s) from the boundary conditions. We have with
Now we give a particular solution of the inhomogeneous problem (23), see [14] , [26] . Let W be the fundamental matrix belonging to the homogeneous problem to (23) 
With
we obtain by means of the method "variation of constants", see [14] , as a particular solution of the inhomogeneous system (23),
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Since the function G 11 describes the influence of the left-hand and the right-hand boundary of S on the solution of the problem Π 11 at the position x, x ∈ (0, l), it is named influence function or Green's function. Because all W-quantities and M 11 in (25) are well known, we can specify the matrix G 11 with its four elements. We abbreviate
where
With respect to (24) and (25) and the specialization d = 0, s = 0, q 21 = 0, q 12 = 1, we are falling back on the prototype, which was treated in [26] (classical heat conduction problem as a first-order system, but complete inhomogeneity).
We still have to provide the inverse Laplace transform of the solution for Π 11 . Then we have the (formal) solution in the (x, t)-original domain. It can be noted that the functions that occur in (24) and G 11 (x, ξ, s) are not inherently more difficult than the functions occurring in [26] (essentially inverse Laplace transforms for quotients of hyperbolic functions). We obtain formal solutions for the problem (22) , i.e. for P 11 . In a similar way you can treat the problems P ij , see [26] . 
Treatment with the Fourier transform
We treat again as an example the problem P 11 , i.e. problem (22) , but initially we not impose conditions on the coefficients q ij ∈ R ("heat type" is no longer precondition). We use the Fourier cosine transform F c with respect to t and the Fourier sine transform F s with respect to t of a function w(x, t) with the following designations:
If we apply line by line to system (22) the transformation F c , so we have
If we apply line by line to system (22) the transformation F s , so we have
The rules on the use for the transform of derivatives w t (x, t) have been complied with, see e.g. [24] , [21] . So we have in the Fourier (x, s)-image range the following boundary value problem Π 11 for a system of linear ordinary differential equations
(a parameter-dependent boundary value problem). (27) [122]
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Gradually we will take back the difficulty level of the problem (27), so we can keep our approach clearly and obtain simpler results. In this sense, we consider now in the original (x, t)-domain the simple parabolic system
which corresponds to the following equation
The system (27) will appear in the following form (the stripped-down problem
Let D be the matrix of the coefficients of (29) . The equation |D − λ · I| = 0 gives with κ = k 2 , k = ±1, the eigenvalues
Both sets of eigenvalues are identical, they have been numbered for k = 1 and k = −1 in the same way. However, the eigenvectors are still a function of the coefficients of the matrix D. These coefficients are different for k = ±1 . Let X k=+1 be the matrix of the eigenvectors x i , i = 1, . . . , 4 of D for k = +1 and X k=−1 the matrix of the eigenvectors x i , i = 1, . . . , 4 of D for k = −1, so we have
The general solutions of the two problems (29) for k = ±1 appear, with c i , 
Now we give real fundamental systems for the solutions of (30), see [15] , Analogously, we obtain u(x, t), if we apply the Laplace transform with respect to the variable t and then eliminate the function ω 2 (x, s) (it remains an ordinary differential equation for ω 1 (x, s)). After the back transformation, we obtain
u(x, t)
= e q11x u 0 (t) + Hereby the known solution pair (u, v) T [25] , [6] , [2] is again derived in a different way.
By inserting the solution pair (u, v) T into the differential equation (42) one shows that (u, v) T solves the initial value problem (42) and (u, v) T is thus not only a formal solution. Numerical procedures of Runge-Kutta type for the treatment of problem (42) with general nonlinear right-hand sides and vector valued functions u and v can be found in [3] .
