Designing decentralized policies for wireless communication networks is a crucial problem, which has only been partially solved in the literature so far. In this paper, we propose a Decentralized Markov Decision Process (Dec-MDP) framework to analyze a wireless sensor network with multiple users which access a common wireless channel. We consider devices with energy harvesting capabilities, that aim at balancing the energy arrivals with the data departures and with the probability of colliding with other nodes. Over time, an access point triggers a SYNC slot, wherein it recomputes the optimal transmission parameters of the whole network, and distributes this information. Every node receives its own policy, which specifies how it should access the channel in the future, and, thereafter, proceeds in a fully decentralized fashion, with no interactions with other entities in the network. We propose a multi-layer Markov model, where an external MDP manages the jumps between SYNC slots, and an internal Dec-MDP computes the optimal policy in the short term. We numerically show that, because of the harvesting, stationary policies are suboptimal in energy harvesting scenarios, and the optimal trade-off lies between an orthogonal and a random access system.
INTRODUCTION
E NERGY Harvesting (EH) has been established as one of the most prominent solutions for prolonging the lifetime and enhancing the performance of Wireless Sensor Networks (WSNs) and Internet of Things (IoT) scenarios. Although this topic has been widely investigated in the literature so far, finding proper energy management schemes is still an open issue in many cases of interest. In particular, using decentralized policies, in which every node in the network acts autonomously and independently of the others, is a major problem of practical interest in WSNs where a central controller may not be used all the time. Many decentralized communication schemes (e.g., Aloha-like) can be found in the literature; however, most of them were designed without a principle of optimality, i.e., without explicitly trying to maximize the network performance. Instead, in this work we characterize the optimal decentralized policy in a WSN with EH constraints and describe the related computational issues. Although this approach intrinsically leads to a more complex protocol definition, it also characterizes the maximum performance a network can achieve, and may serve as a benchmark for defining quasi-optimal low-complexity protocols.
Energy harvesting related problems in WSNs have been addressed by several previous works (e.g., see [2] and the references therein), which tried to redefine many aspects of the communication devices, from both hardware and software perspectives. Indeed, EH devices need specialized equipment to harvest energy from the environment (e.g., a solar panel, or a rectenna) and to store it (e.g., miniaturized batteries or supercapacitors). Clearly, the amount of harvested energy strongly depends on the EH source, therefore many different options have been proposed so far, including piezoelectric [3] , temperature gradient [4] , daily temperature variation, vibrations [5] , solar energy [6] , indoor lights [7] , and Radio-Frequency (RF) energy [8] .
From a communication perspective, many analytical studies aimed at maximizing the performance of an energy harvesting network in terms of throughput [9] , [10] , [11] , [12] , delay [13] , quality of service [14] , or other metrics. In particular, the problem of maximizing the average value of the reported data using a device with a rechargeable battery was formulated in [15] . An information theoretic analysis of an EH system can be found in [12] , where the authors presented the "save-and-transmit" and the "best-effort-transmit" schemes to achieve the channel capacity in the long run. Delay-aware strategies were presented in [13] , where a single energy harvesting node is equipped with a data queue. Some researchers focused on batteryless devices [16] , [17] . In particular, [16] considered a traditional EH system with amplitude constraints and found the channel capacity under causal channel information knowledge. Other kinds of batteryless devices are presented in [17] , in which a more innovative use of EH that exploits the RF waves as energy source is employed. Devices with finite batteries were studied in our previous works [18] , [19] , but also in [11] , [20] . A common technique to model the batteries is to approximate them with finite energy queues, in which energy arrives and departs over time. Markov models are suitable for these cases [21] and were largely adopted in the literature so far [9] , [10] , [15] , [18] , [19] , [20] , [22] . For more references about energy harvesting, we refer the readers to the surveys [2] , [8] .
However, differently from this paper, most of the protocols proposed in the literature considered isolated nodes and did not account for the interactions among devices, or focused on centralized policies, in which a controller coordinates all nodes and knows the global state of the system over time. [23] analyzed decentralized policies with a particular focus on symmetric systems, and proposed a game theoretic approach for solving the problem. Instead, in this paper we use a different framework based on decentralized Markov decision processes, which can handle asymmetric scenarios. Decentralized theory was also used in [24] for a wireless powered communication network. However, the scenario proposed therein is different from ours and the authors only focused on a narrow subclass of policies.
To model our energy harvesting system, we use the results about decentralized control theory recently developed by Dibangoye et al. [25] , [26] , [27] . In particular, [27] presented a detailed study of Decentralized Partially Observable Markov Decision Processes (Dec-POMDPs) and proposed different approaches to solve them. The notion of occupancy state was introduced as a fundamental building block for Dec-POMDPs, and it was shown that, differently from classic statistical descriptions (e.g., belief states), it represents a sufficient statistic for control purposes. Using the occupancy state, we can convert the Dec-POMDP in an equivalent MDP with a continuous state space, called occupancy-MDP. Then, standard techniques to solve POMDPs and MDPs can be applied; for example, an approach to solve a continuous state space MDP is to define a grid of points (see Lovejoy's grid approximation [28] ) and solve the MDP only in a subset of states. Although several papers introduced more advanced techniques to refine the grid [29] , this approach may still be inefficient and difficult to apply. Instead, in this paper we use a different scheme, namely the Learning Real Time A Ã (LRTA Ã ) algorithm [30] , which has the key advantage of exploring only the states which are actually visited by the process, without the difficulty of defining a grid of points.
Converting the Dec-POMDP to an occupancy-MDP produces a simpler formulation of the problem, which however does not reduce its complexity. Indeed, for every occupancy state, it is still required to perform an exhaustive backup operation, i.e., to compute a decentralized control policy. This is the most critical operation in decentralized optimization, since it involves solving a non-convex problem with many variables. Dibangoye et al. proposed an alternate formulation of the exhaustive backup operation as a Constraint Program [31] , which can be solved, e.g., using the bucketelimination algorithm [32] . The problem can be further simplified by imposing a predefined structure to the policy [24] , so that only few parameters need to be optimized. While this may lead to suboptimal solutions, it greatly simplifies the numerical evaluation and, if correctly designed, produces close to optimal results. In our paper, we explore and compare both these directions.
Problem Statement and Contributions. We consider a decentralized network with multiple devices and an access point that computes and distributes to all nodes the randomized transmission policy. A multi-layer Markov model, in which an internal Dec-MDP is nested inside an external MDP, is proposed and solved. The external layer models the time instants, called SYNC slots, at which AP computes the policy, whereas the internal layer models the system evolution between consecutive SYNC slots. To solve the external layer, we use the Value Iteration Algorithm (see [33] ) as in [19] , [20] . However, differently from these papers, in our model the transition probabilities between states are derived from the optimization of the internal layer; moreover, the sojourn times in every state are not deterministic. Instead, the internal layer is solved using the Markov Policy Search algorithm [25] . Because of the complexity of the optimal approach, we introduce two simpler schemes, which still exploit the structure of the optimal policy but can be computed in practice. In our numerical results we compare centralized and decentralized approaches, and discuss the performance loss of using a decentralized scheme.
Our main contributions lie in the design and analysis of decentralized policies and of the tools to construct them for a star topology network; in particular, they can be summarized as follows 1) We present a decentralized random access transmission scheme derived using a principle of optimality, and discuss which are the computational pitfalls of this approach; 2) We introduce two suboptimal policies, which are closely related to the structure of the optimal policy but can be numerically computed with reasonable complexity. These can be used as a baseline for developing heuristic schemes and real-time protocols. Moreover, although we present these approaches for an EH scenario, they may also be used in other contexts; 3) We show that a decentralized scheme, if correctly designed, may achieve high performance, comparable with that of centralized solutions, while greatly reducing the signaling in the network; 4) Finally, we show that, differently from traditional networks (i.e., networks without energy constraints), where using an orthogonal resource allocation all the time is optimal, the best transmission policy with energy harvesting is a hybrid approach between random and orthogonal access. The paper is organized as follows. Section 2 presents the system model. The internal layer is described in Section 3, whereas the external layer and the optimization problem are shown in Section 4. Optimal and suboptimal solutions are derived in Sections 5 and 6, respectively. The numerical results are shown in Section 7. Finally, Section 8 concludes the paper.
Notation. Throughout this paper, superscripts indicate the node indices, whereas subscripts are used for time indices. Boldface letters indicate global quantities (i.e., vectors referred to all users), e.g., e , he 1 ; . . . ; e N i.
SYSTEM MODEL
The network is composed of one Access Point (AP) and N harvesting nodes. We focus on an infinite time horizon framework, where a time slot k corresponds to the time interval ½k t; ðk þ 1ÞtÞ, k ¼ 0; 1; . . ., and t is the common duration of all slots. During a slot, every node independently decides whether to access the uplink channel and transmit a message to AP, or to remain idle. We adopt an on/off collision model in which overlapping packet transmissions are always unrecoverable.
In slot k, node i harvests energy from the environment according to a distribution B i k , independent of the other nodes. In this paper, we consider Bernoulli energy arrival processes. Besides being a common choice in the literature so far, e.g., [34] , [35] , [36] , it was shown that for a traditional EH system, the optimal policy for Bernoulli arrivals is approximately optimal for generic i.i.d. arrival processes as well [36] . However, our model can be extended to the more general, correlated case (e.g., via an underlying common Markov model as in [9] ).
Every node stores the harvested energy in a rechargeable battery. We assume that the energy scavenged in slot k can be used only in a later slot. The global energy level vector in slot k is e k ¼ he 1 k ; . . . ; e N k i. Vector e k is not known to the devices, which only see their own battery status, and is known to AP only in certain slots, namely the "SYNC slots." In particular, in slot k, with probability (w.p.) b k 2 ½0; 1, AP may trigger a SYNC slot and request all nodes to share their energy levels so that it can acquire e k . We neglect the energy costs of these synchronization messages, which however, if considered, would make the benefits of using decentralized policies even higher. For example, when b k ¼ 1; 8k, AP has full knowledge of the battery levels in every time slot, and our model degenerates to [10] , [37] (see Section 4.2); instead, if b k ¼ b 0 ; 8k, where b 0 is a constant value in ð0; 1Þ, AP uses a fully stochastic approach and asks for e k with the same probability in every slot. Another possibility may be b k ¼ 1 for some predefined k, and b k ¼ 0 for others, so that the SYNC slots are deterministically defined a priori.
AP uses the information about e k to initialize the transmission parameters of the whole network. Therefore, every time e k is acquired (a SYNC slot), a coordination phase is performed and AP disseminates the policy to all nodes (the policy is decentralized, so every node receives only its own policy). 1 Thereafter, every device acts independently of the others until the next SYNC slot.
Although the proposed framework is very simple, modeling and solving it formally requires a complex mathematical structure. In particular, we decompose the system in two nested layers (see Fig. 1 for a graphical illustration):
The external layer considers the jumps between consecutive SYNC slots. Indeed, since the global battery level e k is completely known in every SYNC state, the system follows a Markov evolution;
The internal layer models the actions to take between two SYNC slots and requires to compute a decentralized policy given e k . This will be modeled as a Dec-MDP, since multiple devices indirectly collaborate to achieve a common goal. The two layers will be separately analyzed in the following sections.
INTERNAL LAYER
We first consider the internal layer and present a mathematical tool to model the actions of the devices between two SYNC slots. In particular, we adopt the Decentralized Markov Decision Process (Dec-MDP) framework [26] , which in our context is formally defined as follows.
Decentralized-MDPs for EH Systems
An N-user Dec-MDP M ¼ ðk; E E; A A; p int ; r; h k ; bÞ is specified by the following parameters Initial Index. k represents the index of the SYNC slot that triggers the beginning of the internal layer. Thus, all the slots k < k are of no interest in this section. Note that, since b k is a probability, the position of the next SYNC slot is unknown a priori, therefore the time horizon of the Dec-MDP M begins at k and may extend to arbitrarily large time indices;
. . . ; e i max g (device i can store up to e i max discrete energy quanta). Throughout, the terms "battery level" or "state" will be used interchangeably; Action. A A ¼ A 1 Â Á Á Á Â A N is the set of global actions a k ¼ ha 1 k ; . . . ; a N k i, where a i k 2 A i , ½0; 1 denotes the transmission probability. Although a i k should assume continuous values, we only consider S a uniformly distributed samples of the interval ½0; 1 for numerical tractability. Action a i k is chosen by user i in slot k ! k through a function s i k : E i ! A i , and depends only on the local state e i k . Finding s i k will be the objective of the optimization problem; Reward. r is the reward function r : E E Â A A ! R þ that maps the global action a 2 A A to the reward rðe; aÞ when the global state is e 2 E E; Transition Probability. p int is the probability transition function p int : E E Â A A Â E E ! ½0; 1 which defines the probability p int ð" eje; aÞ of moving from a global battery level e ¼ he 1 ; . . . ; e N i 2 E E to a global battery level " e ¼ h" e 1 ; . . . ; " e N i 2 E E under the global action a 2 A A. When user i performs a transmission, it consumes m i ! 1 energy quanta; Initial State Distribution. h k is the initial state distribution. In our scenario we take
if e 2 E E n fe k g;
(
where e k is the global state in correspondence of the initial SYNC slot and is fully known by AP; SYNC Probability. b represents the sequence b k ; b kþ1 ; . . ., which are the probabilities that a SYNC slot occurs. 1. We note that, although a user may also receive the policy of other devices, this information would not be useful. Indeed, the decentralized transmission policy is jointly designed by AP, and therefore implicitly considers the contributions of all nodes.
In Section 4.1 we will describe the optimization problem related to M. Its solution provides a decentralized control policy, which will be discussed in Sections 5 and 6.
Before presenting in more detail the previous bullet points, it is important to emphasize the following key characteristics of the Dec-MDP under investigation:
M is jointly fully observable, i.e., if all nodes collaborated and shared their local energy levels, the global state would be completely known (actually, this is what differentiates Dec-MDPs from Dec-POMDPs [38] ); M is a transition independent. Dec-MDP, i.e., the action taken by node i influences only its own battery evolution in that slot and not the others. Formally, the transition probability function p int can be decomposed as
This feature is important to develop compact representations of the transmission policies, and in particular to derive Markovian policies as discussed in our Section 3.3 and in [25, Theorem 1].
Battery Level
We adopt a discrete model for the energy-related quantities, so that every battery can be referred to as an energy queue, in which arrivals coincide with the energy harvesting process, and departures with packet transmissions. In particular, a battery of E i max J is quantized in e max þ 1 uniform levels f0; 1; . . . ; e i max g; in this context, the basic energy unit is called energy quantum and corresponds to E i max =e i max J of energy. This model has been widely used in the EH literature [20] , [23] , [35] , and represents a good approximation of a real battery when e i max is sufficiently large, i.e., the battery quantization is fine.
In particular, the battery level of node i in slot k is E i k , and corresponds to e i k energy quanta. The battery state evolves as
where the min accounts for the finite battery size, s i k is the energy used for transmission and b i k is the energy arrived in slot k. s i k is equal to 0 w.p. 1 À a i k , and to m i w.p. a i k .
Action and Reward
We will use the term "global reward" to indicate the overall performance of the system in a slot, and simply "single-user reward" to refer to the performance of individual users.
Single-User Reward. Assume to study isolated users, which do not suffer from interference, as in [9] . Data messages are associated with a potential reward, described by a random variable V i which evolves independently over time and among nodes. The realization n i k in slot k is perfectly known only causally at a time t ! k t and only to node i; at earlier times t < k t, only a statistical knowledge is available. Every node can decide to transmit (and accrue the potential reward n i k ) or not in the current slot k according to its value n i k (see [34] ). Our model is very general and can be specialized to different practical cases. For example, in our numerical evaluation we will consider Shannon capacity and set
where H i is the fading random variable and L i an SNR scaling factor. Another example would be to consider transmissions with different levels of importance, according to a random distribution.
It can be shown that a threshold transmission model is optimal for this system [9] ; thus, node i always transmits when n i k ! n i th ðe i Þ and does not otherwise. Note that n i th ðe i Þ depends on the underlying state (battery level) of user i but not on the time index k (thus a stationary scheduler can be developed).
On average, the reward of user i in a single slot when the battery level is e i will be
where xðÁÞ is the indicator function and f i V ðÁÞ is the pdf of the potential reward, V i . It is now clear that the transmission probability a i is inherently dependent on the battery level as 2
where we explicitly introduced the function s i ðe i Þ, which maps local observations (e i ) to local actions s i ðe i Þ ¼ a i . Note that the complementary cumulative distribution function " F i V ðÁÞ is strictly decreasing and thus can be inverted. Therefore, there exists a one-to-one mapping between the threshold values and the transmission probabilities. In the following, we will always deal with a i instead of n i th ðÁÞ, and write gða i Þ with a slight abuse of notation.
It follows from basic analysis that gða i Þ is increasing and concave in a i [34, Lemma 1], i.e., transmitting more often leads to higher rewards, but with diminishing returns. Finally, note that this model is quite general and, depending on the meaning of V i , can be adapted to different scenarios. For example, in a standard communication system in which the goal is the throughput maximization, V i can be interpreted as the transmission rate subject to fading fluctuations [34] .
Global Reward. The global reward is zero when multiple nodes transmit simultaneously, whereas it is equal to w i n i k if only node i transmits in slot k (w i is the weight of node i). On average, since the potential rewards are independent among nodes, we have
which can be rewritten as
where we used a k instead of n th;k ðe k Þ for ease of notation, and we introduced the vector function s s k , hs 1 k ; . . . ; s N k i. We highlight that s s k summarizes the actions of all users given every battery level in slot k, i.e., it specifies all the following quantities
Finding s s k ; s s kþ1 ; . . . represents the biggest challenge when solving a Dec-MDP. Since, when a transmission is performed, m i energy quanta are drained from the battery, if we had e i k < m i , no transmission could be performed and
An important observation is that the reward Equation (7) is not necessarily increasing nor convex in a, which significantly complicates the solution. An example of rðaÞ for the two-user case can be seen in Fig. 2 . Note that the maximum is achieved when only one device transmits w.p. 1 and the other does not transmit. This implies that, when the devices are not energy constrained (i.e., they have enough energy for transmitting and the current transmission policy does not influence the future), the optimal user allocation should follow an orthogonal approach so as to avoid collisions (the corner points ha 1 ; a 2 i ¼ h1; 0i and ha 1 ; a 2 i ¼ h0; 1i achieve the maximum reward). Although Fig. 2 describes a system with two users only, this observation holds for a generic number of users, as shown in Lemma 1. However, as we will discuss later, when EH is taken into account, maximizing rðaÞ alone is not optimal because an action in the current slot influences the future energy levels and, consequently, the future rewards. Therefore, the user allocation is not guaranteed to be orthogonal.
Note that, in the previous expressions, we have implicitly restricted our study to Markovian policies, which map local observations to local actions (i.e., s s k ðe k Þ ¼ a k ). In general decentralized frameworks, we need to track multiple samples of the past history to decide the current action and achieve optimality (i.e., a k depends on e k ; . . . ; e k ; k ! k). However, it can be proved [25] that under transition independent conditions (which hold in our case, see Section 3.1), Markovian policies are optimal and thus keeping track of previous states is not necessary.
Transition Probability
The transition probability function of user i, namely p i int (see Equation (2)), is defined as follows
when " e i < e i max and e i ! m i , whereas analogous formulas hold in the other cases. The term p i B is the probability that user i harvests one energy quantum. More sophisticated models, in which an arbitrary number of energy quanta can be simultaneously extracted, are described in [18] , and can be integrated into our model (involving, however, higher computational costs).
Occupancy State
Before formulating the optimization problem in the next section, we first introduce the concept of occupancy state.
The occupancy state h k is defined as
and represents a probability distribution over the battery levels given the initial distribution h k (introduced in Equation (1)) and all decentralized decision rules prior to k.
It can be shown that the occupancy state represents a sufficient statistic for control purposes in Dec-MDPs, and can be easily updated in every slot using old occupancy states (k > k):
where v is the occupancy update function.
Occupancy-MDP. Dibangoye et al. [27] developed a technique to solve Dec-MDPs by recasting them in equivalent continuous state MDPs. Similarly to the reduction techniques of POMDPs, in which the belief is used as the state in an equivalent MDP for solution, for Dec-MDPs the occupancy state will represent the building block of the equivalent MDP (called occupancy-MDP). Intuitively, there is an analogy between traditional states in MDPs, beliefs in POMDPs and occupancy states in Dec-MDPs, since they all represent a sufficient statistic for control purposes.
The state space of the occupancy-MDP is the occupancy simplex, the transition rule is given by Equation (11), the action space is A A, and the instantaneous reward corresponding to decentralized decision rule s s k is
Note that rðh k ; s s k Þ max " e rðs s k ð" eÞÞ, i.e., the loss of information corresponds to a lower reward. Moreover, note that if k were a SYNC slot, we would have rðh k ; s s k Þ ¼ rðs s k ðe k ÞÞ.
The complete structure of the occupancy-MDP will be given in Section 5.1.
EXTERNAL LAYER AND OPTIMIZATION PROBLEM
So far, we have described how the system evolves between two SYNC slots. We now introduce the external Markov Chain, which models the long-term evolution of the network by considering the subset of all slots composed only by the SYNC slots.
Assume that, without loss of generality, the first SYNC slot occurs at k ¼ 0, and that the state of the system is e 0 . According to Section 3, AP uses e 0 to compute and distribute to all nodes a decentralized policy s s 0 ; s s 1 ; . . .. Moreover, the initial occupancy state h 0 is defined in Equation (1), whereas the occupancy states h 1 ; h 2 ; . . . are evaluated as in Section 3.5.
Assume now that the first SYNC slot after k ¼ 0 is slot k 0 ; thus, when the new SYNC slot occurs, we know that the transition probability from the initial global state e 0 to the final global state " e is h k 0 ð" eÞ (i.e., it is given by the occupancy state by its definition), with
Using h k 0 ð" eÞ, we can compute the probability of going from e 0 to " e. Since k 0 is a random quantity (b represents a sequence of probabilities), we provide the expression of the probability averaged over k 0 (this models the jumps of the external MC between SYNC states)
In the previous expression, k 0 represents the index > 0 of the first SYNC slot; b k 0 is the probability that k 0 is a SYNC slot; the product Q k 0 À1 k 00 ¼1 ð1 À b k 00 Þ is the probability that no slots prior to k 0 are SYNC slots; h k 0 ð" eÞ is the transition probability, which implicitly depends on e 0 . We remark that, to evaluate Equation (13), we need the sequence s s 0 ; s s 1 ; . . . in order to compute all the future occupancy states h 1 ; h 2 ; . . .. In Section 4.1, we will specify how to compute s s 0 ; s s 1 ; . . ..
Observation 1. The sequence of SYNC slots satisfies the
Markov property, i.e., if k 0 is a SYNC slot, the system evolution for k ! k 0 is conditionally independent of past states given e k 0 .
We now formally define the optimization problem and link the internal and external layers.
Optimization Problem
Define r kjk , rðh k ; s s k Þ as the decentralized reward given the SYNC slot k. Then, prior to the next SYNC slot, the reward of the system will be:
Þb kþ3 , and so forth. Summing together the previous terms, and taking the average over the energy harvesting processes, we obtain the normalized average reward
The final goal of the system is to maximize the cumulative weighted undiscounted long-term reward, defined as
R k ðp k ; e k Þ is given in Equation (14) when the initial state of the system is e k and a policy p k , ðs s p k k ; s s p k kþ1 ; . . .Þ is employed. Policy p k is decentralized, and it is drawn from P, which includes all the decentralized transmission policies p k ; p kþ1 ; . . .. Equation (15) focuses on the long run because nodes in wireless sensor networks generally operate in the same condition for long times (e.g., in an environmental monitoring application). Moreover, the problem is weighted because of the terms w 1 ; . . . ; w N included in Equation (7) . Using weights gives more flexibility to the system since, by tuning them, it is possible to assign priority to one user or another, according to the network requirements, or to achieve fairness in asymmetric networks.
Since the sequence b is a design parameter and its choice is arbitrary, we restrict our attention to the following case.
For example, the simplest case is q ¼ 1, and b k ¼ b 0 for every k. Under Assumption 1, it can be shown that Equation (15) is equivalent to [39] GðPÞ ¼
where ssp k ðeÞ is the steady-state probability of the global energy level e associated with b k , and, instead of iterating over all k, we take the sum over the energy levels (i.e., we iterate over the states of the external MC). Note that, in this case, the long-term undiscounted reward does not depend on the initial state of the system, therefore GðP; e 0 Þ ¼ GðPÞ for every e 0 . The optimal solution of the external problem will be
which can be solved using a Markov Decision Process (MDP) framework. The underlying MC states are all the elements of E E, whereas the actions, which influence the transition probabilities (Equation (13)), are given by the evolution of the internal Dec-MDP. We note that it is fundamental to consider the two layers of optimization together, so as to avoid suboptimal approaches (e.g., focusing on the internal layer only would correspond to a greedy optimization). In the following, for the sake of presentation simplicity, we impose b k ¼ b 0 ; 8k (i.e., q ¼ 1). However, the results can be straightforwardly extended to the more general case.
Value Iteration Algorithm (VIA). The optimization problem of Equation (17) can be solved using VIA [33, Vol. 1, Section. 7.4]. Since we focus on q ¼ 1, thanks to Equation (16) we only examine k ¼ 0 (in the more general case q > 1, the procedure is analogous but with q different equations). The Bellman equation (see [33] ) to iteratively solve is
where "iter" is the index of VIA; b 0 R 0 ðp e ; eÞ represents the initial reward, whereas the other term is the expected future reward (this is derived from the old values of the Bellman equation, z iterÀ1 ðÁÞ). After a number of iterations (typically only a few), VIA converges, and the Bellman equations yield the optimal solution GðP ? Þ.
Centralized Optimization
In a centralized system, AP knows the state of the batteries and communicates with the users in every time slot and thus can compute the policy using this information. In our model, the centralized scheme is obtained when every slot is a SYNC slot, i.e., b k ¼ 1; 8k. The long-term reward Equation (15) can be rewritten in the centralized scenario as
where rðh k ; s s p k k Þ degenerates to rðs s p k k ðe k ÞÞ because h k ð" eÞ ¼ xf" e ¼ e k g according to Equation (12) . In this case, policy p k ¼ ðs s p k k Þ defines the action to perform in any state deterministically.
The centralized scheme can be modeled with a Markov decision process and Function (19) can be maximized using VIA (more details about the centralized optimization can be found in [10] , [37] ). The centralized scheme always represents an upper bound to the performance of the decentralized one, as it exploits more information about the system to compute the policy.
OPTIMAL SOLUTION OF THE INTERNAL LAYER
In the previous section we discussed the external optimization problem and its solution via the value iteration algorithm. However, every iteration of VIA requires to solve the max in Equation (18). This is equivalent to solving the Dec-MDP of the internal layer, since Equation (18) depends on the decentralized policy sequence p e . In this section, we discuss how to do that optimally, whereas in Section 6 we discuss suboptimal solutions.
Bellman Equation
The right-hand side of the Bellman Equation (18) can be rewritten by replacing the terms p ext ð" ejeÞ and R 0 ðÁÞ with their definitions given in Equations (13) and (14), respectively. After algebraic manipulations, we obtain:
Equation (20) represents the occupancy-MDP under investigation. For ease of notation, we used h þ1 , vðh; s sÞ. Therefore, it is formally possible to find the optimal p e by applying VIA and exploit the policy stationarity with respect to the occupancy states [39] . However, this operation is impossible in practice because of the huge size of the occupancy state space. Therefore, we resort to the following alternative approach.
Since ð1 À b 0 Þ k decreases with k and all the other terms are bounded, f k ðÁÞ decreases with k. In particular, by definition of max, we have f k ðh; s sÞ Dð1 À b 0 Þ k , with D , max h;s s ðrðh; s sÞ þ P " e2E E h þ1 ð" eÞz iterÀ1 ð" eÞÞ. Therefore, once we select > 0, there always exists T ¼ dlog 1Àb 0 ð=DÞ À 1e such that:
Since the left-hand side of Equation (22) is an upper bound to the tail of Equation (20), the following expression
differs from the optimal solution Equation (20) by at most . Thus, in the following we focus on -optimal policies and examine only the first T þ 1 slots. We can solve the max by rewriting it in recursive form as: 
where v k ðÁÞ is the cost-to-go function. Equation (23) is equiva-
The trivial solution to find p e is to apply VIA in the finite horizon; however, this would require, for every k, to specify v k ðh k Þ for every h k , which is impossible in practice.
An alternate solution is to use techniques originally developed for POMDPs which were later used for Dec-POMDPs. In particular, the Learning Real Time A Ã algorithm is suitable for our case, since it explores only the occupancy states which are actually visited during the planning horizon and avoids grid-based approaches (e.g., as used in [28] ). In [25] , the Markov Policy Search (MPS) algorithm was introduced as an adaptation of LRTA Ã to decentralized scenarios.
In summary, MPS operates as follows 1) It starts at k ¼ 0 and, for every k ! 0, it computes the LHS of Equation (24) with LRTA Ã , i.e., the maximization problem is solved only for the occupancy states which are actually visited and not for every h k ; 2) It replaces v kþ1 in the right-hand side with an upper bound, which can be computed using the convexity of the cost-to-go function. In Section 5.2 we will further discuss this point; 3) When k ¼ T is reached, a lower bound of the optimal cost-to-go function is evaluated in a backward direction (see [25, Sec. 5.1] ). The procedure is repeated until upper and lower bounds converge to the optimal solution. We refer the readers to [25] , [26] for a full description of the algorithm. In the following, we discuss how to find the upper bound of the cost-to-go function, which will be used as a building block in Section 5.3. 
Upper Bound of the Cost-to-go Function
where C interpolates the occupancy state vðh k ; sÞ using the point set Ç k , which contains the visited occupancy states along with their upper bound values. Every time Equation (25) is solved, a new point ðh k ; " v k ðh k ÞÞ is added to Ç k . The first points to be put in Ç k are the corners of the occupancy simplex (i.e., the jE Ej points ½1; 0; . . . ; 0; . . . ; ½0; . . . ; 0; 1) with their upper bound values obtained solving the following full knowledge MDP:
which is equivalent to Equation (14) but with rðÁÞ instead of r kj0 and with q ¼ 1. Expression Equation (26) implicitly assumes that the state of the system e k is globally known in slot k. Since this is a standard MDP, it can be easily solved with VIA. Sawtooth Projection. Ideally, we could use a linear interpolation as the function C (i.e., map h k on the convex hull of point set Ç k ). However, the complexity of mapping h k into the convex hull would increase polynomially with the number of points in Ç k (it requires to solve a linear program), making this approach infeasible in practice. Because of that, in the literature so far, different interpolation methods have been proposed as a replacement (e.g., see [27] , [40] ). An approach that has shown good performance in many applications is to replace C with the sawtooth projection 3 :
3. The term "sawtooth" comes from the shape of the interpolating function in the two-dimensional case (see Fig. 3 ). The idea of the approach is to interpolate a point h using jE Ej À 1 corner points of the simplex, and one point taken from Ç k (' in Equation (27)) [40] .
where h is the occupancy state to interpolate, ðh ' ; v ' Þ is the '-th element of Ç k , L is the set of indices of Ç k , ' is the interpolation coefficient, and y 0 ðÁÞ is the upper bound computed using the corner points of Ç k , i.e.,
In the previous expression, with a slight abuse of notation, Ç k ðeÞ indicates the upper bound value at the corner e of the simplex. The interpolation coefficient is defined as
and can be derived geometrically (see Fig. 3 ). Note that we use the max in Equation (27) 
Step ðaÞ coincides with Definition Equation (27); step ðbÞ holds because v ' is not greater than y 0 ðh ' Þ, since y 0 ðh ' Þ represents the interpolation using only the corner points (see Fig. 3 ); in step ðcÞ, we move y 0 ðhÞ inside the min ' , since it does not depend on '; finally, in step ðdÞ we define swt ' ðÇ k ; hÞ, which will be also used in the next subsection, as the sawtooth projection obtained using the '-th element of Ç k .
The sawtooth projection produces higher (i.e., worse) upper bounds than the convex hull projection and thus MPS may require more iterations to converge (however, a single iteration can be performed much more quickly), but convergence to the optimum is still guaranteed [27, Section 5.2].
Constraint Programming Formulation
The key step to perform to find the policy is solving the max in Equation (25) . Although this would be possible by performing the exhaustive backup, i.e., by inspecting all possible choices of s s, it is more practical to introduce faster solutions. Constraint Programming [31] is a technique to express hard and soft constraints as an optimization problem. We now use it to reformulate Equation (25) with C ¼ swt.
Using the notation of Dibangoye et al. [27] , we define W k ðh k ; s s; 'Þ , f k ðh k ; s sÞ þ swt ' ðÇ k ; vðh k ; s sÞÞ: (31) Combining Equations (30) and (31), we can rewrite Equation (25) as 
To solve the previous equation, we split it in jLj separate mixed-integer programs: 
where h kþ1 ¼ vðh k ; s sÞ, and we used e, e 0 and e 00 to differentiate the indices. Note that, since ' is given, the term y 0 ðh ' Þ is fixed. Using the occupancy update formula of Equation (11), we get 
Since the first terms of (36) do not depend on e 00 , we move them inside the max e 00 and take the common sum over e; then, we note that all terms multiply h k ðeÞ. 
For every fixed ', the WCSP is formally defined as follows. The variables are defined by s s as in (8) (i.e., the actions a 2 A A for every e 2 E E) plus the index e 00 . The domains are the same as in the original problem, i.e., A A for s s and E E for e 00 . A WCSP is fully specified by its constraints, which are of the form constraint ' ðeÞ ¼ M À h k ðeÞw ' ðe; s sðeÞ; e 00 Þ: (38) The total number of constraints is at most jE Ej, one for every possible battery level. M is a large number used to cast the WCSP in its standard form. Standard WCSP solvers compute the following quantity: min s i k ðe i Þ; 8e i ; 8i; and e 00 2E E X e2E E constraint ' ðeÞ; (39) whose solution is equal to the solution of Equation (34a). In practice, for every e 2 E E, the quantity constraint ' ðeÞ is evaluated for all the combinations of s sðeÞ 2 A A and e 00 2 E E independently of the other constraints. Then, they are summed together and the minimum among all the solutions is chosen. However, a solution referred to a constraint constraint ' ðeÞ may be related to other solutions. For example, different states e have some common entries (e.g., both h0; 0i 2 E E and h0; 1i 2 E E have the first entry equal to 0); in this case, the corresponding actions must have some common element even if they are referring to different constraints (e.g., s sðh0; 0iÞ ¼ hs 0 ð0Þ; s 1 ð0Þi and s sðh0; 1iÞ ¼ hs 0 ð0Þ; s 1 ð1Þi must have the first entry in common). The main advantage of using a WCSP solver is that the decentralized policy does not need to be computed as a whole, but can be divided in constraints which are later combined together.
So far, we have only focused on Equation (34a) (i.e., on a single '). To solve Equation (33) , we need to compute jLj different WCSPs (one for every ' 2 L) and take the maximum among all solutions. However this approach presents one major drawback: for a fixed ', solving a single WCSP may not be sufficient. Indeed, the solution must also satisfy Equation (34b), which has been completely neglected in the definition of the WCSP. If a constraint were violated, then the solution of the WCSP would be infeasible and should be discarded. In this case, Dibangoye et al. (see [26, Section 3.4.2] ) propose to formulate a new WCSP in which the previous infeasible solution results in a very high cost constraint (and thus it is never chosen in the solution process). If the new solution also turns out to be infeasible, the procedure is repeated. The iterations stop if a feasible solution is found or if all decentralized actions have been examined.
Although the previous method formally leads to the optimal solution, it may often degenerate in an exhaustive search (i.e., examining all the decentralized policies). The corresponding complexity would be OððS a Þ e max ÂN Þ if all users had the same battery size e max (see the structure of s sðeÞ in Equation (8)), i.e., exponential in N. This operation is computationally infeasible when many possibilities are involved. Thus, optimally solving a Dec-MDP with guarantees on the worst case performance is still an open issue. In Section 6, we propose two suboptimal approaches for handling the problem based on the previous results.
Stationary Policies
We define a stationary policy as follows.
Definition 1 (Stationary Policy). A policy P is stationary with respect to the battery levels if: 1) (External Layer) The decentralized policies of two different SYNC slots with the same state are equal, i.e., p k 0 ¼ p k 00 for any k 0 ; k 00 , when e k 0 ¼ e k 00 . 2) (Internal Layer) Given the SYNC slot k, the actions to use in two different slots with the same state are equal, i.e., s s p k k 0 ðeÞ ¼ s s p k k 00 ðeÞ, for any e; k 0 ; k 00 ; k, with k 0 ; k 00 ! k. In practice, a stationary policy always uses the same action over time when the battery levels are the same. Note that, thanks to [39] , point 1) of the previous definition is always satisfied in our model, since the external layer is formulated and solved as an MDP. This is also the reason why using Equation (16) is optimal. However, in general, point 2) is not satisfied (this will be very clear from our numerical evaluation, e.g., see Fig. 4 ) because the internal layer is not an MDP but a Dec-MDP. In particular, Equations (20) and (21) depend on the occupancy states and not on the battery levels only; thus, there is no guarantee that a stationary scheduler is optimal in EH scenarios, in general. This is not the case for traditional systems in which EH is not considered, as shown in the next lemma. Lemma 1. In a traditional system with an infinite energy supply and no EH, a stationary orthogonal policy is optimal.
Proof. A system with an infinite energy supply and no EH
can be modeled as an EH system in which the harvested energy is deterministically equal to m i for device i in every slot. In this case, the term h þ1 ð" eÞ in Equation (21) is equal to xf" e ¼ e max g. Moreover, according to Equation (12), the instantaneous reward rðh; s sÞ degenerates to rðs sðe max ÞÞ. Thus, we rewrite Equation (20) as
where in the second equality we removed all the constant terms and the expectation. Since the actions performed in slot k do not influence any other slot (the batteries are always charged at e max ), the optimization can be performed for each k independently: arg max s s pe k frðs s pe k ðe max ÞÞg, which leads to the same solution for every k and e. Therefore, a stationary policy is optimal. Moreover, since a system without EH is deterministic, it can be modeled as a centralized system [37] , as all the quantities are known to AP in every slot. [37] discusses why an optimal policy is orthogonal in this scenario; intuitively, the best option is to schedule only (at most) one user in every slot so as to avoid collisions, which would degrade the system performance.
t u
In summary, using a fully orthogonal policy all the time in a traditional environment is optimal because the system evolves deterministically and thus collisions can be avoided. Instead, with EH, the unpredictable future energy arrivals introduce a stochastic component in the system so that full knowledge is not possible. As a consequence, the use of stochastic policies is optimal, even though collisions may be incurred in this case. This is a major difference between decentralized schemes with and without EH.
SUB-OPTIMAL SOLUTIONS OF THE INTERNAL LAYER
Since the main issue of the exhaustive search is that the space of variables in Problem Equations (33), (34) is exceedingly large, we aim at reducing this space, so that s s cannot take all possible values but is constrained to lie in a smaller subset. The problem now is to define such a subset. In the next subsection we present an approach based on WCSPs, whereas in Section 6.2 we introduce a different scheme based on parametric policies.
WCSP-Based Policies
In this case, we exploit the results about WCSPs presented in Section 5.3 to find a suboptimal policy. The proposed algorithm is as follows. As required by the max in Equation (33), we look at every ' 2 L (Line 1) and, at the end of the algorithm, we return the solution with the maximum value (Lines 7-8). Lines 2-6 solve Problem Equation (34) suboptimally as described in the following.
First, we solve the WCSP for a fixed ' (i.e., we solve Equation (34a)), and find the corresponding solution s s ' . Then, using s s ' , we evaluate W ðh k ; s s ' ; lÞ for every index l. Two cases should now be examined, which can be handled in a fully equivalent way, but have different meanings:
If W ðh k ; s s ' ; 'Þ W ðh k ; s s ' ; lÞ; 8l 2 L, then s s ' would be an optimal solution of (34), since it maximizes Equation (34a) (Line 2) and satisfies Equation (34b). In this case, ' l ? (Line 5), and " v ' k ðh k Þ is the solution of Equation (34); Instead, when there exists l 6 ¼ ' such that W ðh k ; s s ' ; 'Þ > Wðh k ; s s ' ; lÞ, then s s ' is not optimal for index '. In this case, the optimal approach would require the execution of a new WCSP discarding the previous solution (in the new WCSP, s s ' would become a very high cost solution). Instead, in Algorithm 1, we implicitly make the following observation: s s ' is a feasible solution (i.e., it satisfies Equation (34b)) of " v l ? k ðh k Þ, where l ? is such that W ðh k ; s s ' ; l ? Þ W ðh k ; s s ' ; lÞ; 8l 2 L (Line (5)). Therefore, solution W ðh k ; s s ' ; l ? Þ is feasible; for simplicity, we improperly save its value in " v ' k ðh k Þ (Line 6). By doing so, at the end of Line 6, " v ' k ðh k Þ does not represent the solution of Equation (34) associated to index ', but it contains a feasible solution for some index l ? . In practice, while executing Algorithm 1, the space of variables of Problem (33) is defined by the solutions of WCSPs at every iteration (thus, it is not determined a priori).
The proposed approach is faster than the optimal one, since it completely avoids the exhaustive search; however, in general, it is suboptimal and thus achieves worse performance.
Parametric Policies
Another possibility to avoid the exhaustive search step is to use parametric policies and thus reduce the number of optimization variables to few parameters. In particular, we force the actions of user i to follow a predetermined structure:
where e i is the independent variable and Q i is a set of parameters which specify the structure of f i par . For example, if we used Q i ¼ fu i g, and a simple linear function f i par ðQ i ; e i Þ ¼ u i e i , the only optimization variable of user i would be u i , and not s i ð0Þ; . . . ; s i ðe i max Þ as in the original problem. In this case, for a symmetric scenario, the complexity of the exhaustive search step goes from OððS a Þ emaxÂN Þ to OððS u Þ N Þ, therefore it remains exponential in N but with a much smaller coefficient in the exponent. S u is the number of values that u i can assume. 4 In our scenario we force f i par ðQ i ; e i Þ to be a non-decreasing function of e i as in [9] , which implies that higher energy levels cannot correspond to lower transmission probabilities.
NUMERICAL EVALUATION
The numerical evaluation is performed using two nodes, since the complexity grows super-exponentially with the number of users. Indeed the size of the occupancy state (i.e., the number of all possible probabilities h k ð" eÞ, as defined in Equation (10)) evolves exponentially with N, and the exhaustive search operation (exponential in N), or a suboptimal approach, is to be performed for every element of the occupancy state. If not otherwise stated, we adopt the following parameters: the batteries can contain up to e 1 max ¼ e 2 max ¼ 8 energy quanta; the energy arrival processes are i.i.d. over time and the probability of receiving one energy quantum is p 1 B ¼ p 2 B in every slot; when a transmission is performed a reward V i ¼ lnð1 þ L i H i Þ is accrued, where V i represents the normalized transmission rate in a slot, and H i is an exponentially distributed random variable with mean 1 (see [34] ); the transmission probabilities in ½0; 1 are uniformly quantized with S a ¼ 19 samples; the average normalized SNRs are L 1 ¼ 6 and L 2 ¼ 3; both devices have the same weight; to perform a transmission m 1 ¼ m 2 ¼ 2 energy quanta are drawn from the battery; finally, b has period q ¼ 1 (i.e., it is constant over time). All the numerical evaluations were written in C++ and, for the solution of the weighted constraint satisfaction problems, we used ToulBar2 [41] , a highly efficient solver of WCSPs. We first focus on the solution of the internal layer (i.e., we only look at R 0 ðp e 0 ; e 0 Þ), and discuss later how the external layer performs.
Transmission Probabilities. In Figs. 4 (low energy arrival rates) and 5 (high energy arrival rates) we show the transmission probabilities of the parametric decentralized policy of Section 6.2, where f par is a linear function, Q i ¼ fu i g and u i is such that u i e i max 2 A i . The dashed lines have been slightly manually shifted to the right only for graphical purposes to avoid that superposition of the two curves makes it hard to distinguish between them. In these figures, we only focus on the internal layer, thus we study the system behavior between two consecutive SYNC slots. The main difference between Figs. 4 and 5 is that, after many slots, the transmission probabilities are both greater than zero in the first case, whereas an almost pure timeorthogonal approach is used in the latter, regardless of the initial energy levels. Thus, when the energy resources are scarce (i.e., low energy arrivals) then, if k is large, an orthogonal scheme in which collisions are avoided is suboptimal. The trade-off between orthogonal and random access schemes can be intuitively explained as follows. As time goes on, nodes lose information about the global state of the system, thus a device does not know the energy level of the other. In this case, an orthogonal scheme might be highly inefficient: if a slot were assigned only to user 1, but this did not have enough energy for transmission, then the slot would be unused. Since the energy resources are scarce, it is likely that such a case happens. Instead, when both have a lot of energy, it is easier to estimate the energy level of the nodes, and thus pre-assigning the slots is possible (and in fact optimal). This means that, in the low energy case, it is better to transmit even if the collision probability is nonnegligible, to compensate the (likely) lack of energy of the other user. This represents the main novelty of EH scenarios over traditional ones in which, as explained in Section 3.3, an orthogonal decentralized access scheme is optimal.
The same effect can be observed in Fig. 4 when the initial energy levels are high. Indeed, when k is small, nodes still have information about the state of the other device; therefore, an orthogonal approach is optimal in this case also, and collisions are avoided since it is very likely that a node has enough energy to perform the transmission.
Note that when an orthogonal access scheme is employed, user 1 is advantaged with respect to user 2 (this can be clearly seen in Fig. 5 , where more slots are allocated to the first node). Indeed, the SNR of the first node (L 1 ) is greater than the SNR of the other (L 2 ), and therefore higher returns are obtained by user 1 when a transmission is performed. In this case, fairness is not achieved because of the near-far effect (a node with a better channel is advantaged over the other); however, the network could be rebalanced by changing the weights w 1 , w 2 .
Finally, note that in Fig. 4 the average transmission probabilities in the long run almost coincide with the energy arrival rate divided by m i , so as to achieve energy neutrality.
Energy Levels. Fig. 6 shows another interesting, though predictable, result: regardless of the initial energy level, the 4. We note that, although we did not reduce the theoretical complexity of the exhaustive search (which is still exponential), using smaller coefficients allows much faster numerical evaluations. The more general problem of developing heuristic schemes with lower complexity is still open. energy level of a device converges, approximately, to the same value in the long run. This is because all the initial fluctuations have been absorbed by the batteries. Note that the energy levels of user 2 are higher because L 2 < L 1 , thus user 2 transmits less frequently than the other and consumes less energy, on average.
Internal Reward. In Fig. 7 we show the long-term discounted reward as a function of the energy arrival rate for the decentralized scheme solved using WCSPs (Section 6.1), the decentralized parametric scheme (Section 6.2), a fully orthogonal approach, and a fully symmetric scheme. The curves are normalized with respect to the upper bound, given by the full knowledge scheme of Equation (26) . To understand the trend of the curves, it is important to remark that the first slots after the initial SYNC slot are the most important ones for two reasons:
1) The decentralized reward f k ðÁÞ defined in Equation (21) decreases with k. Therefore, the initial slots have higher weights and contribute more to the global reward; 2) There is more information about the state of the other device in the initial slots. Therefore, when the initial batteries are fully charged, the decentralized schemes are close to the upper bound. Indeed, since e 0 ¼ e max , the reward of the decentralized scheme and the upper bound are very close. Instead, if the batteries are initially fully discharged, the gap between the two is wider. In this case, the first slots do not play a fundamental role, since there is not much energy to exploit. Therefore, most of the gain is obtained for higher k, which in turn leads to a less informative situation about the state of the other device. In this case, the full knowledge scheme (which represents our upper bound) may perform much better than the decentralized one because of this lack of information.
Although it is not visible from Fig. 7 because of the normalization, the curves increase with p 1 B ¼ p 2 B , because more energy can be harvested (see [1, Section V]). The lowest normalized reward for the WCSP-based policy is obtained around p 1 B ¼ p 2 B ¼ 0:5; indeed, this corresponds to the least informative case, since the battery fluctuations are not predictable at all.
Finally, note that the decentralized policy obtained using WCSP outperforms the parametric policy in almost every case. However, this is also strongly influenced by the number of parameters Q i we used, and using more parameters would lead to better performance. Moreover, it can be clearly seen that the fully orthogonal and the symmetric policies are strongly suboptimal in this scenario, therefore using an optimized approach significantly improves the throughput of the network. An interesting outcome of Fig. 7 is that the gap between upper bound and decentralized scheme may be small ( < 15%), when the decentralized policy is correctly designed. Therefore, using low values of b (e.g., b ¼ 0:2) we are able to achieve the twofold goal of greatly reducing the overhead in the network, since the policy is distributed only during the SYNC slots, and of achieving good performance.
External Reward. We now describe the performance of the complete system, i.e., of the external layer. First, we show the iterations of VIA (Equation (18)) in Fig. 8 . Note that the y-axis represents the difference between two consecutive steps of VIA, which converges to GðP ? Þ (see the Relative Value Iteration Algorithm in [33, Vol. 1, Section. 7.4]). The case iter ¼ 1 corresponds to the internal layer only (i.e., b 0 Â R 0 ðp 0 ; 0Þ), since z 0 ðeÞ ¼ 0; 8e 2 E E. We highlight that, to solve a single step of VIA, many decentralized optimization steps are performed (one for every e 2 E E). From the figure, it can be clearly seen that only few iterations are required for convergence, especially for lower b 0 (which are the most computationally expensive, since the intervals between SYNC slots are longer). Note that, when VIA converges, the higher b 0 , the higher the reward, as expected; moreover, the upper bound curve (i.e., the centralized case of Section 4.2) outperforms the others (in this case, there is less uncertainty and more global information). In Fig. 9 , we plot the reward GðPÞ of the external layer as a function of the energy arrival rates. The values reported here are derived from the last step of VIA. As expected, GðPÞ increases with p 1 B ¼ p 2
B
(more energy available). It is interesting to observe that the parametric policy is very close to the upper bound, whereas the rewards of the other, simpler policies are much lower. 
CONCLUSIONS
In this paper, we studied a decentralized optimization framework for a star topology energy harvesting communication network with collisions. We used a multi-layer Markov setup to model the system. An external layer, that models the jumps between SYNC slots (the time instants at which the policy is computed) is optimized as a Markov Decision Process whose actions are given by an internal layer, modeled as a decentralized-MDP. To solve the external layer we used the Value Iteration Algorithm, whereas the Markov Policy Search algorithm was employed for the internal layer. Because of the exponential complexity of the exhaustive search used in the optimal policy, we presented two simpler schemes, namely WCSP-based and parametric approaches. In our numerical evaluations we described the trade-off between accessing the channel and energy arrivals, and we showed that a stationary access mechanism (e.g., fully orthogonal) is not guaranteed to be optimal under harvesting constraints. Moreover, we noted that decentralized schemes, if correctly designed, may achieve high performance while significantly reducing the signaling overhead in the network.
Our work introduces a principle of optimality in decentralized energy harvesting networks. However, because of the complexity of the optimal policy, additional studies are required for proposing more practical schemes which inherit the key properties of our framework while being less computationally demanding. Our future work will also include the investigation of different network topologies. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
