Abstract. We study the cubic defocusing Gross-Pitaevskii (GP) hierarchy in R 3 , and prove global well-posedness of solutions. In particular, we prove that positive semidefiniteness is preserved over time; so far, this property has been known for special cases, including solutions obtained from the BBGKY hierarchy of an N -body Schrödinger system as N → ∞. Our approach uses a generalization of the latter in an auxiliary step, and removes a condition on the regularity of initial data used in [10] to derive the GP hierarchy from a BBGKY hierarchy as N → ∞.
Introduction
The Gross-Pitaevskii (GP) hierarchy emerges in the limit as N → ∞, via the associated BBGKY hierarchy, from an N -body Schrödinger equation describing an interacting Bose gas under Gross-Pitaevskii scaling. Factorized solutions of the GP hierarchy are defined by the nonlinear Hartree equation (NLH) or the nonlinear Schrödinger equation (NLS). Thereby, one obtains a rigorous derivation of those nonlinear dispersive PDE's, describing the mean field dynamics of a particle in a Bose-Einstein condensate. In this paper, we extend previous results proven in [10, 9] on the global well-posedness of the Cauchy problem for the cubic GP hierarchy in dimension 3: We prove that solutions to the cubic defocusing GP hierarchy remain positive semidefinite over time (this condition is assumed for the main result in [9] to hold), and we remove a condition on the regularity of initial data used in [10] to derive the GP hierarchy from the BBGKY hierarchy as N → ∞.
The derivation of mean field theories via the BBGKY hierarchy was first presented by Spohn in [38] . In a very influential series of works, Erdös, Schlein and Yau have, in this framework, derived the cubic NLS and NLH in R 3 , [18, 19, 20] , for a very broad class of systems. This problem is closely related to the study of BoseEinstein condensation, where fundamental progress was made in recent years in the works of Lieb, Seiringer, and Yngvason, [2, 31, 32, 33] . An alternative approach to the proof of uniqueness for solutions of GP hierarchies was introduced by Klainerman and Machedon in [30] , using techniques from nonlinear dispersive PDE's. This inspired a series of works by various authors using the Klainerman-Machedon framework [30] , on the derivation of NLH and NLS, including Kirkpatrick-SchleinStaffilani [29] , T.Chen-Pavlović [6, 10] , X.Chen-Holmer [16] , and on the Cauchy problem for GP hierarchies, including T.Chen-Pavlović and C-P-Tzirakis [7, 8, 9] , and X.Chen [13, 14, 15] . Furthermore, the rate of convergence to mean field equations has been investigated by Rodnianski and Schlein in [36] , based on the approach of Hepp [28] , which led to many further developments, including works of Grillakis-Machedon and G-M-Margetis [24, 27, 25, 26] , and Lee-Li-Schlein [5] . For related works and other approaches to the derivation of NLH and NLS, see also [1, 3, 17, 21, 22, 23, 34] . A few more details are addressed in the discussion below.
1.1. The Gross-Pitaevkii limit for Bose gases. Before we state our results, we give a brief summary of the derivation of the cubic NLS in R d based on the BBGKY hierarchy for a gas of interacting bosons proceeds along the following lines, following [18, 19, 20] .
1.1.1. From N -body Schrödinger to BBGKY hierarchy. We model N bosons in R d with a wave function Φ N ∈ L 2 (R dN ) that satisfies the N -body Schrödinger equation
where the Hamiltonian H N is the self-adjoint operator on L 2 (R dN ) given by
2)
The potential V N satisfies V N (x) = N dβ V (N β x), where V ≥ 0 is spherically symmetric and sufficiently regular. The parameter β typically has values in (0, 1] (see the discussion below equation (1.11) ).
According to Bose-Einstein statistics, Φ N is invariant under the permutation of particle variables, Φ N (x π(1) , x π(2) , ..., x π(N ) ) = Φ N (x 1 , x 2 , ..., x N ) ∀π ∈ S N , ( 3) where S N is the N -th symmetric group. We note that permutation symmetry (1.3) is preserved by the N -body Schrödinger equation (1.1).
Since the N -body Schrödinger equation (1.1) is linear and H N is self-adjoint, the global well-posedness of solutions in L 2 (R dN ) follows immediately. For 1 ≤ k ≤ N , one defines the density matrices
where (x k , x N −k ) ∈ R dk × R d(N −k) . It follows immediately from the definition that the property of admissibility holds, 
Accordingly, the k-particle marginals satisfy the BBGKY hierarchy
where ∆ x k := k j=1 ∆ xj , and similarly for ∆ x ′ k . We note that the number of terms
, and the number of terms in (1.8) is
Accordingly, for fixed k, (1.7) disappears in the limit N → ∞ described below, while (1.8) survives.
1.1.2.
Derivation of the GP from the BBGKY hierarchy. In [18, 19, 20] , the authors consider asymptotically factorized initial data, and prove convergence in the weak-* topology on the space of marginal density matrices. By definition, asymptotically factorized initial data is approximately of the form
where φ 0 ∈ H 1 (R dk ). In this case, they extract convergent subsequences γ
and show that those satisfy the the infinite limiting hierarchy
which is referred to as the Gross-Pitaevskii (GP) hierarchy. Here,
The coefficient κ 0 is the scattering length if β = 1 (see [19, 31] for the definition), and κ 0 = V (x)dx if β < 1 (corresponding to the Born approximation of the scattering length). For β < 1, the interaction term is obtained from the weak limit
The proof for the case β = 1 is much more difficult, and the derivation of the scattering length in this context is a breakthrough result obtained in [19, 18] . For notational convenience, we will mostly set κ 0 = 1 in the sequel. We emphasize the following key properties of solutions of the GP hierarchy that hold in the context of [19, 18] :
• Solutions of the GP hierarchy that are obtained from a limit of asymptotically factorizing solutions to the BBGKY hierarchy (as in [18, 19] ) inherit from the latter global in t existence of the solutions, and positive semidefiniteness.
• It preserves the property of admissibility, 12) which is inherited from the system at finite N . See Proposition A.1 in the appendix.
• In [18, 19, 20] , solutions of the GP hierarchy are studied in spaces of kparticle marginals {γ
where
(1.14)
1.1.3. NLS from factorized solutions of GP. In the case of factorized initial data (1.9), one can easily verify that
is a solution (referred to as a factorized solution) of the GP hierarchy (1.10) with 15) for t ∈ I ⊆ R, and
It is in this sense that the NLS emerges as a mean field limit in the context of Bose-Einstein condensation.
1.1.4. Uniqueness of solutions of GP hierarchies. The question of whether solutions to the GP hierarchy are unique is more difficult to answer. In [18, 19, 20] , Erdös, Schlein and Yau proved uniqueness in the space {γ
Subsequently, Klainerman and Machedon [30] found an alternative method for proving uniqueness in a space of density matrices defined by the Hilbert-Schmidt type Sobolev norms
While this is a different (strictly larger) space of marginal density matrices than the one considered by Erdös, Schlein, and Yau, [19, 18] , the authors of [30] impose an additional a priori condition on space-time norms of the form 17) for some arbitrary but finite C independent of k. The authors of [30] proved uniqueness of solutions of the GP hierarchy (1.10) in d = 3 using certain space-time bounds on density matrices and a reformulation of a combinatorial result in [19, 18] into a "board game" argument. This approach lead to a significant reduction of the complexity of the problem.
In the case d = 2, Kirkpatrick, Schlein, and Staffilani were able to show that the a priori spacetime bound (1.17) is satisfied for solutions of the cubic GP hierarchy derived from an N -body Schroedinger equation. The proof of their result made use of conservation of energy in the original N -body Schrödinger system, and related a priori H 1 -bounds for the BBGKY hierarchy in the limit N → ∞ derived in [18, 19] , combined with a generalized Sobolev inequality for density matrices.
1.2. Cauchy problem for GP hierarchies. The work at hand is closely related to the works of Chen-Pavlović on the well-posedness of the GP hierarchy in [6, 7, 9, 8, 10] , and C-P-Tzirakis in [11, 12] .
In [7] , spaces H α ξ of sequences of marginal density matrices Γ ∈ ∞ k=1 L 2 (R dk × R dk ) were introduced, for ξ > 0, endowed with the norm
is the norm (1.16) considered in [30] . If Γ ∈ H α ξ , then ξ −1 is an upper bound on the typical H α -energy per particle, [7] . Those spaces are equivalent to those considered by Klainerman and Machedon in [30] .
The GP hierarchy can be compactly written in the form (setting κ 0 = 1) 20) with Γ(0) = Γ 0 , where the components of ∆Γ and BΓ are termwise defined via (1.10), see Section 2 for details. As in [7] , we refer to a GP hierarchy as being cubic, quintic, focusing, or defocusing, according to the type of NLS obtained from factorized solutions. Local well-posedness was proven in [7] for the regularities of solutions 21) where p = 2 for the cubic, and p = 4 for the quintic GP hierarchy. The result is obtained from a Picard fixed point argument, without any requirement on factorization. The parameter ξ > 0 is determined by the initial condition, and it sets the energy scale of the given Cauchy problem. In [11] , a conserved energy functional E 1 (Γ(t)) = E 1 (Γ 0 ) was identified, corresponding to the average energy per particle, together with virial identities on the level of GP hierarchies. This allowed to prove Glassey-type blowup for L 2 -critical and supercritical focusing GP hierarchies. Subsequently, in [9] , an infinite family of multiplicative energy functionals was discovered that is conserved under time evolution. These conserved energy made possible to prove global wellposedness for H 1 subcritical defocusing GP hierarchies, and for L 2 subcritical focusing GP hierarchies, under the assumption that solutions remain positive semidefinite over time.
In [8] , the existence of solutions to the GP hierarchy was proven in the KlainermanMachedon type spaces without assuming the condition (1.17) used for the uniqueness. The proof employs a suitable truncation of the GP hierarchy (for which existence of solutions can be easily obtained) and control of the limit where the truncation is removed. Generalizing this truncation method in [10] , Chen and Pavlović proved that solutions of the N -body Schrödinger equation converge to the solution of the GP hierarchy in the Klainerman-Machedon type spaces used in [8, 9, 7] , for values β ∈ (0, 1/4). While no factorization of solutions was assumed, the specific case of factorized solutions yielded a new derivation of the cubic, defocusing nonlinear Schrödinger equation (NLS) 
Recently, a derivation of the GP hierarchy in Klainerman-Machedon type spaces was given by X. Chen and J. Holmer in [16] , for values β ∈ (0, 2/3). Assuming
k is satisfied by the solution to the N -body Schrödinger system for all k ∈ N, with C independent of k, they prove that solutions to the BBGKY hierarchy tend to solutions of the GP hierarchy satisfying the Klainerman-Machedon condition (1.17) . See also [15] .
1.3.
Main results of this paper. In our work, we prove that solutions to the cubic defocusing GP hierarchy in R 3 remain positive semidefinite over time if the initial data are positive semidefinite. This is the last ingredient needed for proving global well-posedness in H 1 ξ . Indeed, global well-posedness was proven in [9] under the assumption that solutions remain positive semidefinite over time.
As part of our proof, we truncate the initial data for the GP hierarchy after the Nth entry, thus obtaining Γ 0,N . We then introduce an auxiliary N -body Schrödinger system for which we show that solutions to the corresponding N -BBGKY hierarchy with initial data Γ 0,N approach those of the GP hierarchy in (2.6) . In [10] , this convergence is obtained with initial data in H 1+δ ξ ′ , for an arbitrary, small δ > 0 extra regularity. In particular, we do not require that our initial density matrices are rank 1 operators.
Definition of the model
In this section, we introduce the mathematical model studied in this paper. Most notations and definitions are adopted from [7] , where we refer for additional motivations and details.
We consider the N -boson Schrödinger equation
) that is invariant under permutations (1.3) of the N particle variables. Here, we will take V N (x) = N 3β V (N β x) for some 0 < β < 1/4, and V ∈ S(R 3 )\{0} is spherically symmetric and nonnegative. We note that we only use the N -body Schrödinger equation as an auxiliary tool to prove a result about the GP hierarchy and do not benefit from considering potentials V outside of S(R 3 ). Let
We consider the spaces of sequences of marginal density matrices Γ = {γ [7] . For brevity, we will write x k := (x 1 , · · · , x k ), and similarly, x
We call Γ positive semidefinite if the operator on L 2 (R 3k ) with integral kernel γ (k) is positive semidefinite for all k. Let 0 < ξ < 1. We define
We also make use of the the spaces
that correspond to the spaces of solutions studied in [18, 19] .
2.1. The GP hierarchy. We adopt the necessary notations and definitions for the GP hierarchy from [7] . The cubic defocusing GP hierarchy is given by
and
, and
). As stated in the introductory section, we point out that for factorized initial data,
the corresponding solutions of the GP hierarchy remain factorized,
if the corresponding 1-particle wave function satisfies the defocusing cubic NLS
The GP hierarchy can be rewritten in the following compact manner:
We will also use the notation
We define the free evolution operator U (t) by
2.2. The BBGKY hierarchy. A similar compact notation for the cubic defocusing BBGKY hierarchy can be introduced as follows, [10] . We consider the cubic defocusing BBGKY hierarchy in R 3 ,
for k = 1, . . . , n, where we recall that V N (x) = N 3β V (N β x) for 0 < β < 1/4, and V ∈ S(R 3 )\{0} spherically symmetric and nonnegative. We extend this finite hierarchy trivially to an infinite hierarchy by adding the terms γ (k) N = 0 for k > N . This will allow us to treat solutions of the BBGKY hierarchy on the same footing as solutions to the GP hierarchy.
We next introduce the following compact notation for the BBGKY hierarchy.
for k ∈ N. Here, we have γ 
The interaction terms on the right hand side are defined by
where 20) and 
and B +,error
. This notation has the advantage that we can treat the BBGKY hierarchy and the GP hierarchy on the same footing. We remark that in all of the above definitions, we have that B ±,main N ;k , B ±,error N ;k , etc. are defined to be given by multiplication with zero for k > N .
Indeed, we can write the BBGKY hierarchy compactly in the form
In addition, we introduce the notation
which will be convenient.
2.3. Higher Order Energy Functionals. As in [9] , we define the higher order energy functionals
for ℓ ∈ N, where
We recall that in [9] , it is shown that these higher order energy functionals are conserved:
ξ is symmetric, admissible, and solves the GP hierarchy. Then, for all m ∈ N, the higher order energy functionals (2.26) are bounded and conserved, i.e. ∂ t K (m) Γ(t) = 0.
Main Theorems and Proof Strategy
In this section, we summarize the main results of this paper. For I ⊆ R, we denote by
} , the space of local in time solutions of the GP hierarchy, with t ∈ I, following [7] . 
To prove Theorem 3.1 above, we will first prove Theorem 3.2 below and then use energy conservation and an induction argument as in [9] .
ξ ′ is positive semidefinite, admissible, and satisfies Tr γ (1) 0 = 1. Then, for 0 < ξ ′ < 1 and ξ satisfying (3.1), and for
For the statement of these main theorem, we are using the following constants. Let b 1 > 0 be sufficiently small that Lemma D.2 is satisfied for all K, N such that K ≤ b 1 log N , and let b 0 ∈ (0, b 1 ). Throughout this paper, we will require that, given ξ ′ > 0, the real constants ξ and ξ 1 satisfy
where θ := min{η, (1 + 
for x 1,2 ∈ R 3 , see [9] . This will ensure that ξ 1 and ξ are small enough so that the results of both [10] and [9] hold.
For ν ∈ R + , we define
where the constant c 0 > 0 is defined in Lemma D.1.
3.1. Summary of the proof strategy for Theorem 3.2. For local existence and uniqueness of Γ, see [7] and Proposition B.3. The new result here is the positive semidefiniteness of Γ, which is necessary in order to prove Theorem 3.1. The proof strategy will be to truncate the initial data by letting Γ 0,N = {γ
be the first N components of Γ 0 . Then we will evolve Γ 0,N with the BBGKY hierarchy to obtain Γ N (t). Once we show that Γ N (t) is positive semidefinite, and that Γ N (t) → Γ(t) as N → ∞, it will follow that Γ(t) is positive semidefinite.
3.2.
Convergence Γ N → Γ. Most of our work is devoted to proving that the solution Γ N of the N -BBGKY hierarchy converges to the solution Γ of the GP hierarchy in the sense that
To prove (3.4), we proceed as in [10] , but make changes in order to weaken the hypotheses, which is necessary for our argument to work.
In [10] , it is shown that if the inital data Γ 0 is in H 0,N to be rank 1. To achieve convergence, we take the constant β in the BBGKY hierarchy to be in (0, 1/4) as in [10] , but note that by using the method developed in a recent paper by X. Chen and J. Holmer [16] , β can be taken to be in the range (0, 2/3).
Proof of Local Postive Semidefiniteness of GP Hierarchy solutions
In this section, we prove Theorem 3.2.
4.1. Positive Semidefiniteness of BBGKY Hierarchy solutions. Our main result on the positive semidefiniteness of solutions to the GP hierarchy uses the following property of solutions to the BBGKY hierarchy. Proof. Since γ (N ) 0,N is symmetric and Hilbert-Schmidt, it defines a compact selfadjoint operator on L 2 (R 3k ). Thus, the spectral theorem allows us to write
where {ψ 
(k) = 0 for all K < k ≤ N , and t ∈ I.
From (K, N )-BBGKY to K-Truncated GP hierarchy.
In this section, we show that solutions to the (K, N )-BBGKY hierarchy approach those of the K-Truncated GP hierarchy as N → ∞.
ξ ′ is admissible and satisfies Tr γ
ξ } be the solution of the GP hierarchy (2.7) with truncated initial data Γ K 0 = P ≤K Γ 0 constructed in [8] , where 0 < ξ ′ < 1 and ξ satisfy (3.1), and 0 < T < T 0 (ξ) (see
as in Lemma 4.2. Then,
Proof. In [8] , the authors constructed a solution Γ K of the full GP hierarchy with truncated initial data, Γ(0) = Γ K 0 ∈ H 1 ξ ′ , satisfying the following: for an arbitrary fixed K, Γ K satisfies the GP-hierarchy in integral representation,
and, in particular, (Γ K ) (k) (t) = 0 for all k > K. Accordingly, we have
Here, we observe that we can apply Lemma D.2 with
Given ξ ′ , we introduce parameters ξ, ξ ′′ , ξ ′′′ satisfying
where the constant θ is defined as in (3.1), so that 0 < θ ≤ η, where η is defined as in Lemma D.2. Accordingly, Lemma D.2 implies that
where we used Lemma A.1 in [10] to pass to the last line. Here,
Next, we consider the limit N → ∞ with K(N ) as given in (4.5).
We have Thus (4.13) → 0 as N → ∞, and hence the limit (4.7) holds. To prove (4.6), we observe that
and hence, for 0 < t < T ,
→ 0 as N → ∞ by (4.7).
Since the last line (4.17) is independent of t, the result (4.6) follows. 
Proof. We recall that for g : R n → C of the form g(x) = f (x, x) for some Schwartz class fuction f : R n × R n → C, one has
We note that the Fourier transform of U (k+1) (t)γ
) with respect to the variables (t, x k+1 , x ′ k+1 ) is given by
). (4.20) Recall that B +,main
and hence its Fourier transform with respect to the variables (t,
where we substituted η → η + ν. Thus, the above equals
where the operator F is the Fourier transform with respect to the variables (t,
Equation ( 
and J(τ, u k , u 
because ∇ V (0) = 0 and V ∈ C 2 , so by Taylor's Theorem,
where C V is the L ∞ norm of the second derivative of V .
The portion of the integral (4.22) over {|u k+1 + u
We are now ready to bound the desired qauntity (4.18) in the statement of the lemma.
Let 26) where (4.23) and (4.25) were used to pass to the last line (4.26). 27) and observe that a k,N = a k,N (as defined in (4.24)), for k ≤ N , because γ
for k ≤ N . Thus we have that
It follows from the definition (4.27) of a
and that, for fixed k, a k,N ց 0 monotonically as N → ∞. This is because a 2 k,N is an integral where the integrand is independent of N and the region of integration shrinks as N grows. Thus, by the monotone convergence theorem, 
Proof. We have that
By the same arguments as in the proof of Lemma 4.4 above, the integral above goes to zero as N → ∞ provided that
is uniformly bounded in N . See [8] for a proof of the boundedness of
To begin with, we prove the following main estimate for solutions to the N -body Schrödinger equation. Lemma 4.6. Suppose that φ solves the N-body Schrödinger equation (2.1) with 0 < β < 1 and φ L 2 = 1. Then φ satisfies
Proof. We first recall the following elementary bound. Suppose that y :
for constants a, b, y 0 > 0. Then
follows immediately. Since φ solves the N -body Schrödinger equation (2.1), we have 30) where
is the part of H N that doesn't commute with R (k) . On the other hand,
Combining (4.30) and (4.31) and dividing by
where Lemma C.1, Lemma C.2, and the definition V N (x) := N 3β V (N β x) were used to pass from (4.32) to (4.33) above. It now follows from (4.29) and the inequality 0 < β < 1 that
Corollary 4.7. Suppose T > 0, b 1 > 0, and 0 < β < 1/4. Then, for N sufficiently large, under the same assumptions as in Lemma 4.6, we have
Proof. Use Lemma 4.6 and the fact that (e x − 1) < 2x for 0 < x < 1.
, and that ξ > 0 satisfies
Proof. From Lemma 6.1 in [10] , we have that
holds for a finite constant C(T, ξ) independent of K, N . It follows immediately from the definition of V N that
Thus we have that
N (0) is positive semidefinite, we have that
where φ j are orthonormal in L 2 , and λ j ≥ 0 satisfy ∞ j=1 λ j = 1. Evolving with the BBGKY hierarchy and applying Corollary 4.7 yields
Combining (4.36), (4.37), and (4.38) yields
and ξ satisfies (4.34).
Proof of Theorem 3.2.
We are now ready to prove Theorem 3.2. Recall that local existence and uniqueness of Γ follows from [7] and Proposition B.3, so all that remains is to prove positive semidefiniteness of Γ.
To this end, we recall again the solution Γ K of the GP hierarchy with truncated initial data, Γ K (t = 0) = P ≤K Γ 0 ∈ H 1 ξ . In [8] , the authors proved the existence of a solution Γ K that satisfies the K-truncated GP-hierarchy in integral form,
where (Γ K ) (k) (t) = 0 for all k > K. Moreover, it is shown in [8] that this solution satisfies BΓ K ∈ L 
Moreover, we have that
By the Duhamel formula, and applying the Cauchy-Schwarz inequality in time, we have 
Induction Argument
We are now ready to prove Theorem 3.1 using energy conservation and an induction argument. We recall that, for I ⊆ R,
ξ ′ is positive semidefinite, is admissible, and satisfies Tr γ 
Proof. Let I j be the time interval [jT, (j + 1)T ], where 0 < T < T 0 (ξ 1 ) (see (3.3) ) and ξ, ξ 1 satisfy (3.1). By [7] and Proposition B.3, we have that there is a unique solution Γ to the GP hierarchy in W 1 ξ (I 0 ). Moreover, by Theorem 3.2, where we used a truncation and limiting procedure, Γ is positive semidefinite on I 0 . It follows as in the proof of Theorem 7.2 in [9] that the higher order energy functionals K (m) Γ(t) , which are defined in equation (2.26) , are conserved on I 0 . Thus, as in inequality (7.18) in [9] , we have that on I 0 , 
Appendix A. Conservation of Admissibility for the GP Hierarchy
In this part of the appendix, we prove that the GP hierarchy conserves admisibility. This result has been used in many papers, but we have not found an explicit proof. For the convenience of the reader, we present it here.
Proposition A.1. Suppose that Γ 0 = {γ
ξ ′ is admissible and satisfies Tr γ (k) 0 = 1 for all k ∈ N. Then, for 0 < ξ ′ < 1 and ξ satisfying (3.1), the unique solution Γ ∈ W 1 ξ (I) to the GP hierarchy obtained in [7] is admissible for all t ∈ I,
Proof. We first note that for f ∈ S(R n × R n ), we have
Indeed, this follows from
Next, we note that the definition of admissibility implies that γ (k) is admissible at time t if and only if
Since Γ satisfies the GP hierarchy, we have that
) where (A.1) was used to pass from (A.3) to (A.6) and from (A.4) to (A.7). Moreover, (A.2) and density of S in H 1 was used to pass from (A.5) to (A.8). Symmetry of γ (k) was used to pass to (A.9). Observe that (A.9) is precisely the right hand side of the first equation in the GP hierarchy. Thus A (1) , and similarly A (k) for k > 1, satisfies the GP hierarchy. A(0) = 0, so by uniquenss of solutions to the GP hierarchy [7] , A = 0.
Appendix B. Continuity of Solutions to the GP Hierarchy
In [7] , it is shown that there is a unique soution Γ to the GP hierarchy (
In this part of the appendix, we show that this solution Γ is an element of
is a self-adjoint operator, we have from theorem VIII.7 in [35] that U (k) (t) is a strongly continuous one-parameter unitary group, and the lemma follows.
Proof.
by Lemma B.1, the fact that U (k) (t) L 2 →L 2 ≤ 1, and the dominated convergence theorem for series.
Proposition B.3. The solution Γ to the GP hierarchy constructed in [7] lies in
Proof. As proven in [7] , the solution Γ satisfies 
Appendix C. Commutator estimates
In this section, we present two commutator estimates used in Subsection 4.4.
Lemma C.1. Suppose f ∈ L 2 (R n × R n ) and V such that ∇V ∈ L 1 (R n ). Then,
Proof. Let R(ξ) = 1 + |ξ| 2 for ξ ∈ R n . Then, It now follows from (C.1), Minkowski's inequality, and Young's inequality that
as claimed.
Lemma C.2. Suppose f ∈ H 1 (R n × R n ) and V such that |∇| m V ∈ L 1 (R n ) for m = 1, 2. Then
Proof. Let R(ξ) = 1 + |ξ| 2 . Then it follows from (C.1) and (C. 
Appendix D. Iterated Duhamel formula and boardgame argument
In this part of the appendix, we recall a technical result from [10] that is used in parts of this paper. It corresponds to Lemma B.3 in [10] . for j = 0. Using the boardgame estimates of [30] , one obtains:
Lemma D.1. For Ξ = (Ξ (k) ) k∈N as above,
t∈I H 1 (R 3(k+j) ×R 3(k+j) ) , where the constants c 0 , C 0 depend only on d, p. 
holds for a finite constant C 1 (T, ξ, ξ ′ ) > 0 independent of K, N .
