




































log R () ，X) =ーを({)-{}n)2Io 
すなわち
/¥ 





















FlogR({)， X) _ 83log R(φ，X) 1//';;--θ2IogR({}，X) J'(~ ¥.I，.H({;' 
〈 ー 〈 φ'({}n)3+ 3 一ーでて一~O'({}n)cr({}n) 
θ{}，~ 8ゅn "8悦











θ3log R(φ，X〉ー「 θ3logR ({)， X) 
/¥ー-I /¥ 
θφ~ L a{}~ 
73 
-3笠嬰〉 θ2!?R(O，XLl ct'(On)-3 (4) 
φ'({}n) θ{}n -.J 
/¥ /¥ /¥  





















けるかという点にあるo Anscombeは，母集団分布 f(x，(})が exponential
fami1y I乙属すれば(6)式は満足される乙とを示している。 しかし一般の確率
分布に対しては，必らずしも(6)式は成立しない。しかしながらこの難点は
log R ({)， X)の展開(1)式を E(log R ({)， X))に変えて考えてやれば解消さ
74 経営と経済
れる。すなわち，0。を Oの真の値とほぼ一致する値として E (log R (0 
X))を 0。の周りで展開すると
E(均 R(O，X))=ー +(0-00)2以 00)
となる。乙乙に
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は， Sprott & Kalbfleich [2 ]と Sprott[3 ]に例が多く出ている口特に
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で与えられる O ただし d1は積分定数である o 積分定数はすべて省略して考
えると
(i) ④の場合には
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題点と同一であるo すなわち aとbが (}nのみの関数として書けるかという
点にある』しかし乙の点に関しても， Anscombeの変換を求めたときと同
様に，考察している確率分布f(x，(})が exponentialf amily に属していれ
ば成り立つ。なぜならこの場合には対数尤度関数は
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ただし上式の右辺の記号で Bω(0π)， C ω(()π)は，B (0)， C (0)の第 i階
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関数を与えるであろう o しかし問題点がなくもない O すなわち 3節で求め





Welch & Peers [5 ]の op(n-"2)に
が指摘しているように，
今後の課題は，
ま7こ Sprott[3 ] 
正規近似の精度を上げるだけでなく，
対して N(0，ひになる pivotalquantity 
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