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Social networks, due to their popularity, have been studied extensively these years. A rich body of these
studies is related to influence maximization, which aims to select a set of seed nodes for maximizing the
expected number of active nodes at the end of the process. However, the set of active nodes can not fully
represent the true coverage of information propagation. A node may be informed of the information when
any of its neighbours become active and try to activate it, though this node (namely informed node) is
still inactive. Therefore, we need to consider both active nodes and informed nodes that are aware of the
information when we study the coverage of information propagation in a network. Along this line, in this
paper we propose a new problem called Information Coverage Maximization that aims to maximize the
expected number of both active nodes and informed ones. After we prove that this problem is NP-hard and
submodular in the independent cascade model and the linear threshold model, we design two algorithms to
solve it. Extensive experiments on three real-world data sets demonstrate the performance of the proposed
algorithms.
Categories and Subject Descriptors: H.2.8 [Database Management]: Database Applications-Data Mining
General Terms: Design, Algorithms, Performance
Additional Key Words and Phrases: Social networks, Information coverage
1. INTRODUCTION
Recent years have witnessed the popularity of online social networking sites such as
Facebook and Twitter. Many people spend much time on these sites and share differ-
ent kinds of information with their friends. Social networks play important roles in
the spread of information, ideas or opinions. Therefore, the analysis of information
propagation in social networks has been a critical research area these years.
In the literature, many efforts have been made on the development of information
propagation models. For example, Independent Cascade (IC) model [Goldenberg et al.
2001] and Linear Threshold (LT) model [Granovetter 1978], a data-based credit distri-
bution model [Goyal et al. 2011a] and linear social influence model [Xiang et al. 2013]
were proposed to describe the information diffusion process. Among these models, IC
and LT models are stochastic diffusion models [Chen et al. 2013] which specify the
randomized process of information propagation. In these models, each node in the net-
work has two possible states: active and inactive. Intuitively, an active node can be
viewed as adopting the new information that is propagated in the network. During the
This is a technical report.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted
without fee provided that copies are not made or distributed for profit or commercial advantage and that
copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights
for components of this work owned by others than ACM must be honored. Abstracting with credit is per-
mitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component
of this work in other works requires prior specific permission and/or a fee. Permissions may be requested
from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212)
869-0481, or permissions@acm.org.
c© 0 ACM 1556-4681/0/-ART0 $15.00
DOI:http://dx.doi.org/10.1145/0000000.0000000
ACM Transactions on Knowledge Discovery from Data, Vol. 0, No. 0, Article 0, Publication date: 0.
ar
X
iv
:1
51
0.
03
82
2v
1 
 [c
s.S
I] 
 13
 O
ct 
20
15
0:2 Z. Wang et al.
seed node
active node
informed node
Fig. 1. Information propagation in a social network
diffusion process, the active nodes will try to activate their neighbors and the inactive
nodes will not.
Given an information propagation model, most of the existing works focused on se-
lecting a set of seed nodes to be activated that could lead to the maximum expected
number of active nodes. This selection problem is formulated as a discrete optimiza-
tion problem called Influence Maximization [Kempe et al. 2003]. This problem, due to
its important application in viral marketing, has been extensively explored ( [Kimura
and Saito 2006; Wang et al. 2010; Liu et al. 2010; Kim et al. 2013; Borgs et al. 2014;
Wang et al. 2014] ).
However, during the process of information propagation, there are actually two types
of inactive nodes. For example, when we publish a message in Twitter, some users
may retweet the message and others may not. But, among all users who have not
retweeted the message, many of them may be aware of this message as their friends
have retweeted it, while the rest is truly inactive. An example of such information prop-
agation in a social network is shown in Figure 1. If we take a close look at the process
of information propagation in this example, we will find that a node may be informed
of the information if at least one of its neighbours become active. We call such nodes
as informed nodes in this paper. In contrast, a node may never know the information
if none of its neighbours is active. In fact, there are a large number of informed nodes
in many real-world social networks as we will show in our experiment later. Influence
maximization only considers the active nodes and neglects the informed nodes, thus
it can not model the true coverage of information propagation well. To better measure
the coverage of information propagation, we should consider both active nodes and
informed nodes.
To this end, we formulate a new problem called Information Coverage Maximization
to address this issue. The objective of this problem is to maximize the expected number
of both active nodes and informed nodes. We prove that the problem is NP-hard and
submodular in the IC and LT model. We also show that computing exact information
coverage in the IC model and LT model is #P-hard. Then, we design two algorithms to
solve the proposed problem. Finally, we evaluate the proposed algorithms with three
real-world data sets. The experimental results demonstrate the performance of the
proposed algorithms. Our contributions can be summarized as follows:
— We distinguish the informed node from the inactive node, and explore the value of
informed nodes to better measure the coverage of information propagation. Thus, we
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propose a new problem of maximizing the expected number of both active nodes and
informed nodes.
— We prove that the proposed problem is NP-hard and the computation of information
coverage is #P-hard in the IC model and LT model. We also show that the objective
function is submodular in the IC model and LT model.
— We design two algorithms to solve the proposed problem. The proposed algorithms
are examined with three real-world data sets and the experimental results show the
performance of the proposed algorithms.
Overview. The rest of the paper is organized as follows. In Section 2, we discuss
related works. Section 3 gives the definition of the problem and shows the properties
of the problem. In Section 4, we design three algorithms to solve the proposed problem.
Section 5 presents the experimental results. In Section 6, we conclude our work.
2. RELATED WORK
Social networks have been studied extensively for many years. A rich body of these
studies is focused on the analysis of influence and information propagation in social
networks. Several models have been proposed to describe the diffusion of information
through the social network, such as IC model [Goldenberg et al. 2001], LT model [Gra-
novetter 1978] and decreasing cascade model [Kempe et al. 2005]. These models define
the stochastic process of information propagation. Thus they are called stochastic dif-
fusion models [Chen et al. 2013]. There are also models which formulate the informa-
tion propagation from other perspectives ( [Aggarwal et al. 2011; Goyal et al. 2011a;
Xiang et al. 2013] ). Moreover, in [Chen et al. 2012] and [Liu et al. 2012], the authors
extended IC model to consider the time-delay aspect of influence diffusion.
Influence maximization [Kempe et al. 2003], which aims to maximize the expected
number of active nodes in a given diffusion model, is another main research direction
of the analysis of information propagation in social networks. In [Kempe et al. 2003],
the authors proved the problem is NP-hard in both IC and LT models and proposed a
greedy framework to solve it. The following researchers focused on developing both ef-
ficient and effective algorithms, such as CELF [Leskovec et al. 2007], PMIA [Chen
et al. 2010a], LDAG [Chen et al. 2010b], SIMPATH [Goyal et al. 2011b], Static-
Greedy [Cheng et al. 2013], Linear and Bound [Liu et al. 2014] and IMRank [Cheng
et al. 2014]. In addition, in [Chen et al. 2012] and [Liu et al. 2012], the authors stud-
ied the influence maximization with time-critical constraint. In [Tang et al. 2014],
the authors studied the diversified influence maximization which considers both the
magnitude of influence and the diversity of the influenced crowd. But influence maxi-
mization only considers the active nodes, which makes it different from the proposed
problem.
3. PROBLEM FORMULATION
In this section, we first give a formal definition of the information coverage maximiza-
tion problem. Then we discuss the computational complexity of the proposed problem.
Finally, we show some properties of the objective function.
3.1. Problem Definition
Let the directed graphG = (V,E) denote an information propagation network, where
V = {1, 2, ...n} is the set of nodes and E is the set of directed edges between nodes. A
node in the graph corresponds to an individual in the social network and the directed
edges represent the relationships between the individuals. In this paper, we use n to
denote the number of nodes and m to denote the number of edges respectively.
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Although there are quite a few diffusion models available to describe the process
of information diffusion, we focus on the two most widely used models: IC model and
LT model in this paper. In the IC model, there is a propagation probability matrix
P = [pi,j ]n∗n to denote the probability of node i on activating node j. In the LT model,
there is a propagation weight matrix Q = [qi,j ]n∗n to denote the importance of node i
on activating node j.
In both IC model and LT model, seed nodes are the initial active nodes selected to
propagate the information and they will try to activate their neighbours. Their neigh-
bours will be informed of the information and may be activated. If a node is activated,
it becomes an active node and will try to activate its own neighbours. If a node is
not activated but receives the information, then it is an informed node. The process
continues until no more nodes can be activated.
Let S, A, and L denote the seed nodes, active nodes and informed nodes respectively.
Then we get the relationships between them as follows:
A = I(S)
L =
⋃
a∈A
N(a) (1)
Where I(S) is the set of final active nodes when the information diffusion process
converges and N(a) is the set of inactive out neighbours of node a.
Then, we can define the information coverage as follows:
Definition 3.1. Information Coverage. Given an information propagation net-
work G = (V,E), an information diffusion model on G, and a seed set S, the informa-
tion coverage is the sum of expected number of active nodes and informed nodes.
F (S) = E(|A|) + E(|L|) (2)
Considering the relationship given by Eq. (1), we can rewrite Eq. (2) as follows:
F (S) = E(|I(S)|) + E(|
⋃
a∈I(S)
N(a)|) (3)
Now, we can give a formal definition of the information coverage maximization problem
as follows:
Definition 3.2. Information Coverage Maximization. Given an information
propagation network G = (V,E), an information diffusion model on G, and a bud-
get number k, find a seed set S with |S| = k such that the information coverage F (S)
under the given diffusion model is maximized.
S∗ = arg max
|S|=k
F (S) (4)
Comparing the objective function F (S) to the one of traditional influence maxi-
mization problem, we can see that the first term of F (S) is exactly the influence
spread [Kempe et al. 2003]. The difference is that F (S) contains the expected number
of informed nodes, which makes it better model the true range of information propa-
gation.
In the real world, the informed nodes may have different values than the active
nodes. Therefore, we introduce a weight coefficient to control the relative values of the
informed nodes. Then we can define theWeighted Information Coverage as follows:
Definition 3.3. Weighted Information Coverage. Given an information propa-
gation network G = (V,E), an information diffusion model on G, and a seed set S, the
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weighted information coverage is the weighted sum of expected number of active nodes
and informed nodes.
W (S) = E(|A|) + λ E(|L|)
s.t. λ ∈ [0, 1] (5)
The weight coefficient λ controls the importance of informed nodes. When λ equals to
1, W (S) equals to the information coverage F (S). When λ equals to 0, W (S) is the same
as the influence spread. Thus, both the information coverage and the influence spread
are special cases of the weighted information coverage. To this end, we can define a
general form of information coverage maximization problem as follows:
Definition 3.4. Weighted Information Coverage Maximization. Given an in-
formation propagation network G = (V,E), an information diffusion model on G, and
a budget number k, find a seed set S with |S| = k such that the weighted information
coverage W (S) under the given diffusion model is maximized.
S∗ = arg max
|S|=k
W (S) (6)
3.2. Computational Complexity
In this part, we discuss the computational complexity of the proposed problems in IC
model and LT model respectively.
THEOREM 3.5. Both the information coverage maximization problem and the
weighted information coverage maximization problem are NP-hard in the IC model.
PROOF. We reduce from the set cover problem [Karp 1972] to prove this theorem.
The definition of the set cover problem is: given a collection of subsets S1, S2, ..., Sm of
a ground set U = {u1, u2, ..., un}, the question is if there exist k of the subsets whose
union is U .
Given an arbitrary instance of the set cover problem, we construct a corresponding
directed bipartite graph: there is a node i for each subset Si, a node j for each element
uj , and a directed edge(i, j) with a propagation probability pi,j = 0 when uj ∈ Si.
Since all probabilities are 0, the information propagation is a deterministic process in
this case. Thus, the set cover problem is equivalent to deciding if there is a set N of
k nodes in the graph with F (N) = n + k. If any set N of k nodes has F (N) = n + k,
then we can initially activate the k nodes corresponding to subsets such that all n
nodes corresponding to elements in the ground set will be informed. This means that
the set cover problem must be solvable. For the weighted case, the set cover problem
is equivalent to deciding if there is a set N of k nodes in the graph with W (N) =
λ n+ k.
THEOREM 3.6. Given a seed set S, computing the information coverage F (S) or the
weighted information coverage W (S) is #P-hard in the IC model.
PROOF. We reduce from the s− t connectedness problem [Valiant 1979] to prove the
theorem. The definition of the s − t connectedness problem is: given a directed graph
G = (V,E) and two nodes s and t in the graph, the question is to count the number of
subgraphs of G in which s is connected to t. In [Chen et al. 2010a], the authors show
that this problem is equivalent to computing the probability that s is connected to t
when each edge in G is connected with a probability of 12 .
Given an arbitrary instance of the s− t connectedness problem, let WG(S) and FG(S)
denote the (weighted) information coverage of seed set S in graph G respectively. Then
let S = {s} and p(e) = 12 for all e ∈ E, and compute I1 = FG(S). Next, add a new
node t′ and a directed edge from t to t′ with a propagation probability pt,t′ = 1. Now
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we obtain a new graph G′ and compute I2 = FG′(S). Let pG(S, t) denote the probability
that node t is activated by S. Since graph G′ only has an extra node t′, it is easy to
see that I2 = FG(S) + pG(S, t)(pt,t′ + 1 − pt,t′). Thus, I2 − I1 is the probability that s is
connected to t. This means that s− t connectedness problem must be solvable. For the
W (S) case, I1 = WG(S) and I2 = WG(S) + pG(S, t)(pt,t′ + λ(1− pt,t′)).
THEOREM 3.7. Both the information coverage maximization problem and the
weighted information coverage maximization problem are NP-hard in the LT model.
PROOF. We reduce from the vertex cover problem [Karp 1972] to prove this theorem.
The definition of the vertex cover problem is: given a graph G = (V,E) and a positive
integer k, the question is if there is vertex set of size k such that there is at least one
endpoint in this set for each edge in the graph.
Given an arbitrary instance of the vertex cover problem, we construct a new graph
G′ like this: First, for each edge (u, v) in graph G, we associate it with a propagation
weight q(u, v) = 1/degree(v). Second, for each vertex v in graph G, we add a new vertex
v′ and a directed edge from v to v′ with a propagation weight qv,v′ = 0. Then the vertex
cover problem is equivalent to deciding if there is a node set N of size k such that
F (N) = 2n (assuming the number of vertices in graph G is n). if there is any node set
N of size k has F (N) = 2n, then the node set N is a vertex cover of size k of the graph
G. This means that the vertex cover problem is solvable. For the weighted case, the
vertex cover problem is equivalent to deciding if there is a node set N of size k such
that W (N) = (1 + λ)n.
THEOREM 3.8. Given a seed set S, computing the information coverage F (S) or the
weighted information coverage W (S) is #P-hard in the LT model.
PROOF. We reduce from the influence spread computation problem to prove the
theorem. In [Chen et al. 2010b], the authors proved computing influence spread in the
LT model is #P-hard.
Given an arbitrary instance of the influence spread computation problem, let x and
y denote the expected number of active nodes and informed nodes respectively. x is
exactly the influence spread in the graph and the weighted information coverage is
W (S) = x + λ ∗ y. Then for each node v in the graph, we add a new node v′ and a
directed edge from v to v′ with a propagation weight q(v, v′) = 0. Now we obtain a new
graph G′. Since the propagation weight of new edge is 0, the expected number of active
nodes in the new graph is still x. Thus the weighted information coverage in the new
graph is W ′(S) = x + λ ∗ (x + y). Now, we can get x = W ′(S)−W (S)λ . This means that
the influence spread computation problem is solvable. For the F(S) case, we can get
x = W ′(S)−W (S).
In the above proof, we assumed that λ is a predefined constant. If we view λ as an
input of the weighted information coverage W (S), we will have a stronger result.
THEOREM 3.9. If λ is an input of the weighted information coverage W (S), comput-
ing W (S) is #P-hard whenever the computation of influence spread is #P-hard.
PROOF. Given an information propagation network G, and a diffusion model on G,
let let x and y denote the expected number of active nodes and informed nodes re-
spectively. x is exactly the influence spread in the graph and the weighted information
coverage is W (S) = x+ λ ∗ y. Since λ is an input of the weighted information coverage
W (S), we can change the value of lambda and compute the W (S) multiple times. For
example, we can get W1 = x+ λ1 ∗ y and W2 = x+ λ2 ∗ y. Then we can solve x from the
two equations. It follows the result of the theorem.
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3.3. The Properties of Objective Functions
In this part, we show that the objective functions F (·) and W (·) have the following
properties:
— F (∅) = 0 and W (∅) = 0.
— Both F (·) and W (·) are monotone.
— Both F (·) and W (·) are submodular.
Since the first two properties are straightforward, we focus on proving the third one.
THEOREM 3.10. Both F (·) and W (·) are submodular in the IC model and LT model.
PROOF. We utilize the live-arc graph model [Kempe et al. 2003] to prove the the-
orem. Given an information propagation graph G, we construct the live-arc graphs
for the IC model and LT model respectively. Then the following proof is the same for
the two models. Let GL denote a random live-arc graph, and let Prob(GL) denote the
probability that GL is selected from all possible live-arc graphs. Let RGL(S) denote the
set of all nodes that can be reached from S in GL. Then RGL(S) is exactly the active
nodes when S is the seed nodes. Next, let UGL(S) denote the union of the inactive out
neighbours of the active nodes. Now, for both the IC model and LT model, we have
CGL(S) = |RGL(S)|+ λ ∗ |UGL(S)|
W (S) =
∑
all possible GL
Prob(GL)CGL(S)
(7)
Since an non-negative linear combination of submodular functions is also submodular,
we only need to prove CGL(·) is submodular for any live-arc graph GL. To do this, Let
M and N be two sets of nodes such that M ⊆ N ⊆ V and v ∈ V \ N . Then we have
CGL(M ∪ v)− CGL(M) = |RGL(v)|+ λ ∗ |UGL(v)| − |RGL(v) ∩RGL(M)|
−λ ∗ |RGL(v) ∩ UGL(M)| − λ ∗ |UGL(v) ∩ UGL(M)|
(8)
CGL(N ∪ v)− CGL(N) = |RGL(v)|+ λ ∗ |UGL(v)| − |RGL(v) ∩RGL(N)|
−λ ∗ |RGL(v) ∩ UGL(N)| − λ ∗ |UGL(v) ∩ UGL(N)|
(9)
Since we have M ⊆ N , then we can get CGL(M ∪ v)−CGL(M) ≥ CGL(N ∪ v)−CGL(N).
It follows that CGL(·) is submodular. Thus W (·) is submodular. For the F (·) case, let
λ = 1 and the result still holds.
4. SOLUTIONS
We have shown the computational complexity of the proposed problems in the previous
section. Thus we can not find the optimal solution or compute the exact information
coverage in polynomial time under the assumption P 6= NP . In this section, we discuss
an approximation algorithm and two heuristic algorithms.
4.1. Greedy Algorithm with Lazy Evaluation Optimization
In Section 3.3, we show that F (·) and W (·) have three properties. Based on these
properties, we can design a simple greedy strategy: add the node that provides the
largest marginal contribution to the objective function in each iteration. According
to [Nemhauser et al. 1978], the greedy strategy can approximate the optimal solution
with a factor of 1− 1e . However, the greedy strategy relies on the exact computation of
the objective function. In our case, computing the objective function is #P-hard. Thus
we need to use Monte Carlo simulation method to estimate the objective function. Then
as shown in [Chen et al. 2013], the greedy strategy with Monte Carlo simulation has
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an approximation ratio of 1− 1e − , where  is a constant number dependent on the ac-
curacy of the Monte Carlo simulation. In order to get a good approximation, we have to
run Monte Carlo simulations for sufficiently many times (e.g., 10,000). Consequently,
the greedy strategy is very time-consuming. Due to the submodularity of the objective
function, we adopt a optimization trick called lazy evaluation [Minoux 1978] to speed
up the greedy strategy. Let ∆M (v) = F (M ∪ v)− F (M) denote the marginal gain after
adding v to M . Then for M ⊆ N ⊆ V , we have ∆M (v) ≥ ∆N (v). Thus we can use the
marginal gain computed in the previous iteration as a upper bound of the current iter-
ation. We only update the marginal gain when necessary. In this way, the lazy forward
update scheme can effectively reduce the number of the objective function evaluations.
More details about the update scheme are shown in Algorithm 1. From the algorithm,
we can see that it needs (n+ kβ) times of objective function evaluations, where β  n
is the expected number of objective function evaluations in each iteration. Thus the
average time complexity is O(nRm+ kβRm), where R is the number of rounds of sim-
ulations in each estimation.
ALGORITHM 1: The Lazy-Forward Greedy Algorithm
Input: G = (V,E, T ), number k
Output: seed set S
initialize S = ∅
for each node n in V do
//for the weighted case, replace F (·) with W (·)
compute ∆(n) = F (n)
stampn = 0
end
while |S| < k do
n = arg maxn∈V \ S ∆(n)
if stampn == |S| then
S = S ∪ n
end
else
//for the weighted case, replace F (·) with W (·)
compute ∆(n) = F (S ∪ n)− F (S)
stampn = |S|
end
end
return S
4.2. Degree Based Heuristic Algorithm
To address the scalability issue, we develop an efficient degree based heuristic algo-
rithm. When we revisit the objective function, we can find that a node’s contribution to
the objective function is highly dependent on its out degree. Thus if we rank the nodes
according to their out degrees and take top-k nodes as the seed nodes, we can proba-
bly get a good result. Furthermore, when a node is selected, its out neighbours will be
informed. This will result in a decrease of other nodes’ “effective” out degrees, as their
out neighbours may have been informed. This observation means that we can benefit
from adjusting each node’s “effective” out degree dynamically. This heuristic is sum-
marized in Algorithm 2. From the algorithm, we can see that it takes only O(k(n+m))
time to complete if we store the graph G and the covered nodes set C with appropriate
data structures.
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ALGORITHM 2: The Effective Degree Rank Algorithm
Input: G = (V,E, T ), number k
Output: seed set S
initialize S = ∅
initialize C = ∅
for each node n in V do
EffectiveDegree(n) = OutDegree(n)
end
while |S| < k do
n = arg maxn∈V \S EffectiveDegree(n)
S = S ∪ n
C = C ∪ OutNeighbour(n)
for each node n in V \ S do
EffectiveDegree(n) = OutDegree(n)− |C ∩ OutNeighbour(n)|
end
end
return S
5. CONCLUSION
In this paper, to better measure the coverage of information propagation, we distin-
guish the informed node from the inactive node and explore the value of the informed
nodes. Meanwhile, we formulate a novel problem called information coverage maxi-
mization which aims to maximize the expected number of both active nodes and in-
formed nodes. Furthermore, we prove the proposed problem is NP-hard and submod-
ular in the IC model and LT model. We also show that the computation of informa-
tion coverage is #P-hard in IC model and LT model. Then based on the properties of
the problem, we design two algorithms to solve it. Finally, we conduct extensive ex-
periments to verify our idea. The experimental results show the difference between
influence maximization and information coverage maximization. The performance of
the proposed algorithms is also demonstrated in the experiments. We hope our study
could lead to more future works.
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