To understand the sophisticated control mechanisms of the human's endocrine system is a challenging task that is a crucial step towards precise medical treatment of many disfunctions and diseases. Although mathematical models describing the endocrine system as a whole are still elusive, recently some substantial progress has been made in analyzing theoretically its subsystems (or axes) that regulate production of specific hormones. Many of the relevant mathematical models are similar in structure to (or squarely based on) the celebrated Goodwin's oscillator. Such models are convenient to explain stable periodic oscillations at hormones' level by representing the corresponding endocrine regulation circuits as cyclic feedback systems. However, many real hormonal regulation mechanisms (in particular, testosterone regulation) are in fact known to have non-cyclic structures and involve multiple feedbacks; a Goodwin-type model thus represents only a part of such a complicated mechanism. In this paper, we examine a new mathematical model of hormonal regulation, obtained from the classical Goodwin's oscillator by introducing an additional negative feedback. Local stability properties of the proposed model are studied, and we show that the local instability of its unique equilibrium implies oscillatory behavior of almost all solutions. Furthermore, under additional restrictions we prove that almost all solutions converge to periodic ones.
Introduction
Hormones are signaling molecules that are secreted by glands and involved in many vital bodily functions, such as growth, reproduction and metabolism. This motivates to study complex mechanisms of interactions between glands and hormones, coupling them into the endocrine system. To obtain a "global" biomathematical model, describing the endocrine system in whole, is a challenging problem. However, some visible progress has been made in modeling its subsystems, or axes, controlling the of the three hormones obey the usual Goodwin oscillator model from [19] . A well-known restriction of this model is the narrow class of nonlinear feedback maps, which guarantees the instability of the equilibrium and existence of periodic orbits; describing the feedback by the conventional Hill function [17] , the Hill constant should be greater than 8 [21, 37, 45] . This restriction can be substantially relaxed (yet not completely discarded [15] ), taking into account the inevitable delays, caused by hormone transporting between the testicles and the control centers in the brain [12, 37, 42, 46] . Another approach to hormonal regulation modeling replaces the continuous Hill-type nonlinear map in Goodwin's model by the discontinuous Heaviside function [6, 11] or more general pulse modulators [8, 29] , capturing the effect of periodic pulses in the GnRH secretion [29] . Some models combine the delays and discontinuities [6, 7] . In order to take unmodeled dynamics and uncertain noises into account, stochastic Goodwin-type models of hormonal regulation systems have recently been suggested [29, 30] .
Whereas the mathematical models for hormonal regulation [30] may substantially differ, most of them assume the presence of a single negative feedback. At the same time, strong experimental evidence exists that the feedback mechanisms of "neurohormone" regulation circuits are more complicated and involve several feedbacks. In the testosterone regulation mechanisms two inhibitory feedbacks (from Te to GnRH and LH) have been reported [3, 5, 38, 52] ; a similar two-feedback circuit controls the hypothalamus-pituitary-adrenal axis [4, 22, 24] .
Up to now, only a few hormonal regulation models with multiple feedback loops have been addressed in the literature [4, 5, 20, 49] . These models are much more complicated for rigorous analysis than the conventional Goodwin's oscillator [19, 45] , being uncovered by the existing theory for cyclic feedback systems (see e.g. [25, 26] ). The existing works are mainly confined to numerical analysis [5] or establishing local stability properties and Hopf bifurcation analysis [4, 20, 49] . In this paper, we examine a new model of a hormonal regulation circuit, which is derived from the classical Goodwin's oscillator yet has an additional negative feedback. Unlike the paper [4] , dealing with a similar model, the two feedback loops may be described by different nonlinearities, which are not restricted to be Hill functions. Unlike the previous papers [4, 5, 20 , 49], we establish not only "local" but also some "global" properties of the proposed model such as the oscillatory behavior of almost all its solutions. It should be noticed that the potential applications of the introduced model are not limited to hormonal regulation; similar models with multiple feedback loops have been reported to describe the dynamics of some metabolic pathways [16, 35, 44] .
To keep the analysis concise, in this paper we neglect the transport delays, discontinuities and stochastic noises. More general models of hormonal regulation with sev-
The structural scheme of the Goodwin-Smith oscillator model (1): two positive and one negative influence eral negative feedback loops, taking the aforementioned effects into account, are subjects of ongoing research.
This paper is organized as follows. Section 2 introduces the Goodwin-Smith model and its two-feedback extension. In Section 3, the local stability properties of the new model are discussed. The "global" results, ensuring the existence of oscillations in the proposed model are presented in Section 4. The results of the paper are proved in Section 5. Section 6 illustrates the proposed model by numerical simulations. Section 7 concludes the paper.
The Goodwin-Smith model and its extension
The conventional Goodwin-Smith model [19, 45] describes a self-regulating system of three chemicals, whose concentrations are denoted, following [45] , by R, L and T and evolve in accordance with the following equationṡ
The constants b i > 0 (where i = 1, 2, 3) stand for the clearing rates of the corresponding chemicals, whereas the constants g 1 , g 2 > 0 and the decreasing function f : [0; ∞) → (0; ∞) determine their production rates. Typically f (T ) stands for the nonlinear Hill function
where K, β, n > 0 are constants. A chemical interpretation of the Hill function is discussed in [17, 37] . The dynamics (1) imply that the first chemical accelerates (activates) the production of the second one: the growth of the concentration R results in the increase of the production rateL. Similarly, the second chemical activates the production of the third one. However, the third chemical represses (inhibits) the production of the first one, closing thus the negative feedback loop ( Fig. 1 ): an increase in T reduces the production rateṘ.
The model (1) was originally used by B.C. Goodwin for modeling oscillations in a single self-repressing gene [19, 37] ; in the Goodwin's model R, L and T stand, respectively, for the concentrations of the messenger RNA, the protein encoded by the gene and an intermediate enzyme, which represses the gene's transcription. Goodwin-type genetic oscillators are widely used to model circadian clocks [18] . Smith [45] suggested to use the model (1) to describe the periodic oscillations of testosterone in male; in the Smith model R, L and T stand for the serum concentrations of the gonadotropin release hormone (GnRH), luteinizing hormone (LH) and testosterone (Te). The model (1), henceforth referred to as Goodwin-Smith model, is also applied for modeling self-regulated metabolic pathways [10] .
In this paper, a modification of the Goodwin-Smith model with an additional negative feedback is examined, described by the following equationṡ
Unlike the conventional Goodwin-Smith model (1), system (3) involves two nonlinearities f 1 (·) and f 2 (·), assumed to be positive and decreasing; in particular, they can stand for different Hill-type functions (2); and these functions describe two negative feedback loops from T to R and L, respectively (Fig. 2) .
In [4] a special case of the model (3) was introduced to describe the oscillations in the level of cortisol hormone. In the model from [4] the feedback loops are described by the same nonlinearity f 1 (T ) = f 2 (T ) = f (T ), which is supposed to be the Hill function (2); in this paper both of these limitations are discarded (however, unlike [4] , we do not consider the effects of transport delays). The existence of two negative feedback loops has been revealed also in the mechanism of testosterone regulation [3, 5, 38, 43, 53] , namely, "gonadotropin-releasing hormone (GnRH) drives pituitary luteinizing hormone (LH) secretion; LH in turn stimulates testicular Te synthesis; and systemic Te concentrations feed back negatively on both GnRH and LH signaling" [53] .
Although similar to the Goodwin-Smith model (1), the extended model (3) however does not have the cyclic structure [2, 25, 31, 50] and thus cannot be examined by mathematical tools developed for cyclic systems, such as the criterion for periodic solutions existence [23] . The existing works on multi-feedback models of hormonal regulation [4, 5, 20, 49] have been confined to numerical analysis or establishing "local" stability properties. In particular, the existence of oscillatory solutions is proved by using the Hopf bifurcation theorem [20, 49] . Unlike these works, we establish not only local, but also global properties of the proposed model (3) such as the existence of oscillatory solutions, provided that the (only) equilibrium of the system is unstable.
Equilibria and local stability properties
It is assumed henceforth that b 1 , b 2 , b 3 , g 1 , g 2 > 0 as in the Goodwin-Smith model (1). We also adopt the following assumption on the functions f 1 and f 2 . Notice that we allow that f 2 (T ) ≡ 0; all of the results, obtained below, are thus applicable to the classical Goodwin-Smith model (1). More generally, f 2 can be a non-negative constant. However, we are mainly interested in the case where f 2 is strictly decreasing, i.e. the system has an additional negative feedback loop.
Since R, L, T stand for the chemical concentrations, one is interested in the solutions, starting in the positive oc-
, for all T > 0, every solution is bounded and prolongable up to ∞.
In order to find the system's equilibria, note that a point (R 0 , L 0 , T 0 ) is an equilibrium if and only if
Assumption 1 implies that the equation (5) has the only solution T 0 > 0 since its left-hand side is increasing, negative at T 0 = 0 and becomes positive as T 0 → ∞. Therefore, the systems has the only equilibrium in the positive octant. Linearizing of system (3) at this equilibrium, one arrives at the linear system
Introducing the auxiliary constants a i as follows
the characteristic polynomial of (6) is given by
Since its coefficients are positive, this polynomial has a real negative root, and the two remaining roots are either complex-conjugated or real of the same sign. Applying the Routh-Hurwitz criterion, one can show that the equilibrium is stable if Θ 0 < 0 and unstable when Θ 0 > 0. Here the discriminant Θ 0 is defined as follows
In both cases of Θ 0 < 0 and Θ 0 > 0, the equilibrium is hyperbolic, that is, system (6) has no pure imaginary eigenvalues. If Θ 0 = 0, then it has a pair of pure imaginary eigenvalues. The local properties of the equilibrium are summarized in the following lemma.
Lemma 2 System (3) has the only equilibrium (R 0 , L 0 , T 0 ) in the positive octant; here T 0 > 0 is the only positive solution of (5) and R 0 , L 0 are computed from (4). In both cases the equilibrium is hyperbolic. If Θ 0 = 0, then the two eigenvalues are complex-conjugated imaginary numbers.
Although local stability of the equilibrium does not imply the absence of periodic solutions (see Remark 7 below), systems with stable equilibria are often considered as biologically "infeasible", since the solutions starting close to the equilibrium exhibit the decay of oscillations, which is usually interpreted as death of the living system.
It is well known that the Goodwin-Smith model (1) can have unstable equilibrium only for some nonlinearities f (T ). Soon after the publication of the seminal Goodwin's paper [19] , it was noticed [21] (see also [37, 45] ) that for the Hill nonlinearity (2) the equilibrium can be unstable (for some choice of the parameters b i , g i ) if and only if n > 8 (the extension of this result to cyclic systems of the dimension higher than 3 is referred to as the secant criterion [50] ). If n > 8, then system (1) with the Hill feedback function (2) for some parameters b i , g i has unstable equilibrium and a periodic solution [45] ; typically systems with such properties are considered as "true oscillators" in biological literature [37] .
The following theorem, extending the mentioned result from [45] to the generalized system (3), is our first main result. To formulate it, we introduce a function
Theorem 3 Let the functions f 1 , f 2 satisfy Assumption 1. Then the following statements hold
the inequality is strict if f 2 (T ) > 0 for any T > 0; (3) if M (T ) > 8 for some T > 0 then there exist parameters b i , g i such that the equilibrium is unstable (Θ 0 > 0) and the system has at least one nonconstant periodic solution.
Theorem 3 will be proved in Section 5. For the usual Goodwin-Smith model (1) it has been established in [45] . The existence of periodic solutions in statement 3 is based on the Hopf bifurcation theorem [40] . However, the proof substantially differs from most of the existing results on the Hopf bifurcation analysis in biological oscillators [20, 27, 47] , which deal with delayed systems and study the Hopf bifurcations at the "critical" delay values, under which the equilibrium looses its stability. To construct a one-parameter family of systems (3), satisfying the conditions of the Hopf bifurcation theorem, is not a trivial task (unlike the delayed case, where the delay is a natural parameter). One of such parameterizations has been proposed in [45] for the case of f 2 ≡ 0; however, the paper [45] contains no complete and rigorous proof of the Hopf bifurcation even in the classical model (1); the existence of periodic solutions has been proved in [45] by using a general criterion from [23] , which cannot be applied to the non-cyclic system (3).
Corollary 4 Suppose that f 1 (T ) is the Hill function (2)
and f 2 satisfies Assumption 1. Then the equilibrium of (3) is stable whenever n ≤ 8. If n > 8, then for some choice of b i , g i > 0 the system has the unstable equilibrium and at least one periodic solution.
The proof of Corollary 4 is straightforward since the function M (T ), associated with the Hill function (2), is
Remark 5 While the necessary condition for instability is independent of the function f 2 (·), the set of parameters b i , g i , for which the equilibrium is unstable, depends on it.
Remark 6 Theorem 3 does not imply that a periodic solution exists, whenever the equilibrium in unstable. The corresponding strong result holds for the Goodwin-Smith model (1) and more general cyclic systems [23, 25] , yet remains a non-trivial open problem for system (3). At the same time, system (3) with an unstable equilibrium oscillates in a weaker sense, as discussed in Section 4.
Remark 7
As was already mentioned, periodic solutions can exist even if the equilibrium is stable. In fact, in the case where M (T ) > 8 it is possible to find such parameters b i , g i for which the equilibrium is locally stable yet the system has a closed orbit. The absence of (non-constant) periodic solutions in the case where M (T ) < 8 seems to be an open problem even for the Goodwin-Smith system (1). Obviously, such solutions do not exist if the equilibrium is globally attractive in the positive octant; some sufficient conditions for the global stability of cyclic systems have been obtained in [2, 14] .
It should be noticed that although the Hill functions (2) with exponents n > 4 are often considered to be nonrealistic [37] , the Goodwin-Smith models with n > 8 adequately describe some metabolic reactions (see [17] and references therein). More important, the Goodwin-type oscillators with large Hill exponents n naturally arise from model reduction procedures [17] , approximating a long chain of reaction by a three-dimensional system.
Oscillatory properties of the solutions
As one can notice, Theorem 3 does not establish any properties of system (3) with some specific parameters b i , g i . As discussed in Remark 6, it does not answer a natural question whether the equilibrium's instability Θ 0 > 0 implies any oscillatory properties of the system. In the case of the classical Goodwin-Smith system (1) (f 2 ≡ 0) it is widely known that the local instability implies the existence of at least one periodic trajectory. A general result from [23] establishes this for a general cyclic system (with a sufficiently smooth righthand side). The cyclic structure of the system and the equilibrium's instability imply the existence of an invariant toroidal domain [23] , and closed orbits in it correspond to fixed points of the Poincaré map. This result, however, is not applicable to system (3). Another approach, used in [25, 26, 31] to examine oscillations in gene-protein regulatory circuits, employs elegant results by Mallet-Parret [32, 34] , extending the Poincaré-Bendixsson theory to Goodwin-type systems. As discussed in Subsect. 4.2, these results can be applied to system (3) only if some additional restriction holds.
At the same time, when Θ 0 > 0, one is able to prove an oscillatory property of the solutions, which was introduced by V.A. Yakubovich [51, 54] and states that the solution is bounded, yet does not converge to an equilibrium. In the next subsection it is shown that, in fact, almost all solutions are oscillatory in this sense.
Yakubovich-oscillatory solutions
Following [39] , we introduce the following definition. Our next main result shows that system (3) with an unstable equilibrium has Y -oscillations; moreover, almost every solution is Y -oscillation.
Theorem 9
Suppose that system (3) has an unstable equilibrium (Θ 0 > 0). Then for any initial condition (R(0), L(0), T (0)), except for the points from some negligible 1 set, the corresponding solution (R(t), L(t), T (t)) is Yakubovich-oscillatory as t → ∞.
Obviously, any periodic solution is Yakubovichoscillatory, and the same holds for solutions converging to periodic orbits. In general, a dynamical system can have other Y -oscillations, e.g. showing "strange" (chaotic) behavior. It is known, however, that solutions of the conventional Goodwin-Smith model (1) and many other cyclic feedback systems [25, 26, 31] in fact exhibit a very regular behavior, similar to that of planar (two-dimensional) systems. The corresponding elegant result has been established in the papers by MalletParret [32, 34] . A natural question, addressed in the next subsection, is the applicability of the Mallet-Parret to the extended Goodwin-Smith model (3).
The Mallet-Parret theorem for the extended
Goodwin-Smith system: the structure of ω-limit set A point x * is said to be a limit point (or a partial limit) of a function x : [t 0 ; ∞) → R m (where t 0 ∈ R) at ∞ if there exists a sequence t n − −−− → n→∞ ∞ such that x(t n ) − −−− → n→∞ x * . The set of all limit points at ∞ is referred to as the ω-limit set of the function x(·) and denoted by ω(x). In general, the ω-limit set can be empty; however, for a bounded function it is always a non-empty compact connected set [9] . Similarly, for a function x : (−∞; t 0 ] → R m one can define the limit points at −∞; the set constituted by these points is called the α-limit set of the function and denoted by α(x). Obviously, the α-limit set of a function x(t) coincides with the ω-limit of the function x(t) = x(−t).
The widely-known Poincaré-Bendixson theory for planar autonomous (time-invariant) systems states that the ω-limit set of a bounded solution can be a closed orbit, an equilibrium point or union of several equilibria and heteroclinic 2 trajectories, converging to them (it is possible that ω(x) is a union of an equilibrium and homoclinic trajectory, converging to it). Although this result is not applicable to the system of order 3 or higher, it remains valid for cyclic systems [34] , including the classical Goodwin (1) and similar genetic oscilla-1 A subset of Euclidean space is negligible if its Lebesgue measure is equal to 0. 2 Given a dynamical systemẋ = f (x) ∈ R m , its heteroclinic solution is a globally defined non-constant solution x(t) : (−∞; ∞) → R m , whose limits at ∞ and −∞ are equilibria. If these limits coincide, the solution is called homoclinic.
tors [25, 26, 31] . In the more recent papers [13, 32, 33] the Poincaré-Bendixson theory has been extended to tridiagonal systems (the result from [32] is applicable to even more general case of the delayed tridiagonal system). For the reader's convenience, we formulate the corresponding result below.
Consider the dynamical system of order N + 1, where N ≥ 2, described by the equationṡ
Here the functions h 0 (ξ, ζ) and h i (η, ξ, ζ), (i = 1, . . . , N ), are C 1 -smooth. It is assumed that all of them are strictly monotone in ζ; the functions h i (η, ξ, ζ) for i = 1, . . . , N are also non-strictly monotone in η. That is, the ith chemical (where i = 1, . . . , N ) influences the production rate of the (i − 1)th one, positively or negatively, and the 0th chemical influences the production of the N th one. At the same time, chemical i (where i = 0, . . . , N − 1) may influence the production of chemical (i + 1); however, such an influence is not necessary: it is allowed that ∂hi+1 ∂xi ≡ 0. An important assumption is that the mutual influences of two "adjacent" components i and i + 1 (where i = 0, . . . , N − 1) should be equally signed, i.e.,
Applying a simple change of variables, one may assume, without loss of generality [32, 33] that
In this paper, we are interested in tridiagonal systems (11) Lemma 10 Suppose that the C 1 -smooth nonlinearities h i in (11) satisfy the conditions (12) and the system has only one equilibrium. Then the ω-limit set of any bounded solution can have one of the following structural types: (a) closed orbit; (b) union of the equilibrium point and a homoclinic trajectory; (c) the equilibrium point (singleton).
It should be noticed that Lemma 10 cannot be directly applied to system (3) since the basic assumption (12) is violated: L positively influences T , being negatively influenced by it (Fig. 2 ). It appears, however, that under an additional assumption, a transformation of variables (R, L, T ) → (x 0 , x 1 , x 2 ) exists, which guarantees not only the conditions (12) , but even (13) with δ N = −1. The corresponding extension is our third main result.
Theorem 11 Suppose that Assumption 1 holds and
Then any solution of (3) has the ω-limit set of one of the three types, listed in Lemma 10. If the equilibrium is unstable, then almost any solution converges to either a periodic orbit or the closure of a homoclinic trajectory.
It should be noticed that a homoclinic trajectory typically arises as a "limit" of stable limit cycles, whose periods tend to infinity (this phenomenon is known as the "homoclinic bifurcation" [1] ). It can be thus considered as a "degenerate" limit cycle. As mentioned in [26] , "the possibility of homoclinic orbits is negligibly small"; they are usually not observed in numerical simulations. It should be noticed that (14) automatically holds for the classical Goodwin-Smith oscillator.
Proofs of Theorems 3, 9 and 11
We start with the proof of Theorem 3, extending the proofs from [45] and [21] . The proof employs the widely known McLaurin's inequality for the case of three variables
which holds for any b 1 , b 2 , b 3 > 0; both inequalities are strict unless
Another result, used in the proof, is the Hopf bifurcation theorem [40] . This theorem deals with a one-parameter family of dynamical systemṡ
It is assumed that for µ = 0, the system has an equilibrium at x 0 , for which F (x, µ) is C 1 -smooth in the vicinity of (x 0 , 0), and the Jacobian matrix D x F (x 0 , 0) has a pair of simple imaginary eigenvalues ±ıω 0 (where ω 0 = 0) and all other eigenvalues have non-zero real parts; in particular, D x F (x 0 , 0) is invertible. The implicit function theorem implies that for µ ≈ 0 there exists an equilibrium point x(µ) of system (16) (that is, F (x(µ), µ)), such that x(0) = x 0 . The corresponding Jacobian D x F (x(µ), µ) has a pair of complex-conjugated eigenvalues α(µ) ± ıω(µ), smooth for µ ≈ 0; here α(0) = 0 and ω(0) = ω 0 . The Hopf bifurcation theorem is as follows [40, Theorem 2.3] .
Theorem 12 If α (0) = 0, the dynamical system (16) undergoes the Hopf bifurcation at µ = 0, that is, there exist ε 0 > 0 such that for any µ ∈ (−ε 0 , ε 0 ) \ {0} system (16) has a non-trivial periodic solution.
Proof of Theorem 3.
is an equilibrium of (3) for some choice b i , g i > 0 and applying (5), one obtains
Substituting (17) into (9) and dividing by (b 1 b 2 b 3 ), the inequality (15) and Assumption 1 imply the following We are now going to prove statement 3. Supposing that (4)). It can be easily noticed from (5) that any system (3), whose parameters satisfy the condition (17) , has the equilibrium at (R 0 , L 0 , T 0 ). We are now going to design a one-parameter family of the systems (3) with this equilibrium, switching from stability to instability through a Hopf bifurcation. To do this, we fix b 1 = b 2 = b 3 = b (where b > 0 is chosen arbitrarily) and determine g 2 from (17), leaving the parameter g 1 > 0 free. It can be easily noticed from (18) that Θ 0 = Θ 0 (g 1 ) is a smooth and strict increasing function of g 1 , lim g1→0 Θ 0 (g 1 ) < 0 and lim
Thus for sufficiently large g 1 > 0 the system has unstable equilibrium point. Furthermore, for ε > 0 sufficiently small the image of Θ 0 (·) contains the interval (−ε; ε); therefore, one can define the smooth inverse function g 1 = g 1 (µ) in such a way that Θ 0 (g 1 (µ)) = µ for any µ = (−ε; ε).
We now claim that the one-parameter family of systems (3) with (17) satisfies the conditions of Hopf bifurcation theorem (Theorem 12). By definition, the Routh-Hurwitz discriminant (9), corresponding to a specific µ, equals Θ 0 (g 1 (µ)) = µ; by Lemma 2 the system with µ = 0 has a pair of pure imaginary eigenvalues. Considering the extension of these eigenvalues α(µ) ± ıω(µ) for µ ≈ 0, it can be shown (see Appendix) that
(here a 1 , a 2 , a 3 are defined by (7)). Differentiating (19) at µ = 0 and recalling that α(0) = 0, one arrives at
Therefore, for µ ∈ (0; ε 0 ) (where ε 0 > 0) system (3) with the aforementioned type has an unstable equilibrium at (R 0 , L 0 , T 0 ) and at least one periodic solution. Notice however that for µ ∈ (−ε 0 ; 0) the system also has a periodic solution in spite of the equilibrium's local stability, as discussed in Remark 7. 2
Proof of Theorem 9
Theorem 9 is immediate from [39, Theorem 1] since system (3) (a) has the only equilibrium; (b) if Θ 0 > 0 then this equilibrium is hyperbolic (there are no imaginary eigenvalues); (c) all solutions are uniformly ultimately bounded, that is, C > 0 exists such that
The properties (a) and (b) follow from Lemma 2; to prove (c) it suffices to notice that (3) is decomposable aṡ
where A is a Hurwitz matrix and F (·) is bounded. 2
Proof of Theorem 11
The restriction (14) entails the existence of a one-to-one linear change of variables (R, L, T ) → (x 0 , x 1 , x 2 ), transforming (3) into the general system (11), satisfying (13) with δ N = −1, N = 2. Indeed, let x 0 T , x 1 L + aT and x 2 R, where a ∈ R is a parameter to be specified later. The equations (3) shape into (11) , where
Since g 1 , g 2 > 0, the conditions (13) hold provided that
which always can be provided under the assumption (14) by choosing appropriate a ∈ R. Theorem 11 now follows from Lemma 10 and Theorem 9 (if the equilibrium is unstable, then almost all solutions do not converge to the equilibrium). 2
Numerical simulation
In this section, we give a numerical simulation, which allows to compare the behaviors of systems (1) [6, 12] . The negative feedbacks from T to R and L are chosen to be Hill-type nonlinearities
respectively, which satisfy Assumption 1. Parameters of f 1 are considered to be K 1 = β 1 = n = 20 [12] . To show clearly the effect of the additional feedback f 2 on the dynamics of system (3), its parameters are chosen to be K 2 = m = 20 and β 2 = 10. By solving the nonlinear equation (5) and substituting its solution into (4), the equilibria of systems (1) and (3) are given by E GS = (0.0098, 3.2529, 1.4143) and E N ew = (0.0094, 3.2589, 1.4169), respectively. Moreover, the quantity Θ 0 , defined in (9), for systems (1) and ( , confirming the instability of equilibria. It should be noticed that for calculating E GS and Θ GS 0 , we set f 2 ≡ 0 in (4),(5) and (9) . Both systems (1) and (3) are plotted in Fig. 3 for a time period of 24 hours with the same parameters and initial conditions (R(0), L(0), T (0)) = (1 pg/ml, 6 ng/ml, 2 ng/ml). Although nonlinearity f 2 considered in the example does not satisfy condition (14) , system (3) still have oscillatory behavior for parameters b i and g i considered above.
It is reported that exerting the feedback from Te to LH results in LH's amplitude reduction [28, p.26] . As it is seen in Fig. 3 , after some time, both amplitude and period of the oscillations of R, L and T in system (3) become less than the corresponding ones in system (1). The amplitudes of oscillation for systems (1) and (3), calculated numerically, are given by A GS ≈ (52 pg/ml, 3.64 ng/ml, 0.58 ng/ml), and A N ew ≈ (41.75 pg/ml, 3.04 ng/ml, 0.46 ng/ml), (1) and (3), respectively, with the same initial conditions and parameter values.
respectively. Furthermore, the periods of oscillation for systems (1) and (3) are given by P GS ≈ 1.870 and P N ew ≈ 1.755. So the feedback f 2 (·) influences both the amplitude and period of oscillations.
Conclusions and future works
A new mathematical model for hormonal regulation has been proposed, which extends the conventional Goodwin-Smith model by taking the additional negative feedback into account. We have examined both "local" properties of the new model (such as its possibility to have unstable equilibrium for some choice of the parameters and the existence of the Hopf bifurcations) and its "global" properties, such as the existence of periodic and other "oscillatory" solutions. Further extensions of the proposed model, including transport delays and pulsatile feedback are the subject of ongoing research.
The proof of equality (19) In this technical Appendix, we prove the following auxiliary lemma, used in the proof of Theorem 3 (namely, in establishing (19) ).
Lemma 13
Suppose that the characteristic polynomial (8) has a pair of complex-conjugate zeros α ± ıβ. Introducing the discriminant Θ 0 by (9), one has
The proof is based on Vieta's formulas    λ 1 + λ 2 + λ 3 = −a 1 , λ 1 λ 2 + λ 2 λ 3 + λ 1 λ 3 = a 2 − g 2 f 2 (T 0 ),
where λ 1 , λ 2 , λ 3 are the zeros of P (λ). Without loss of generality, we assume that λ 1 ∈ R and λ 2,3 = α ± ıβ. The first equality in (.2) implies that λ 1 = −(a 1 + 2α), and the second one entails that λ 2 λ 3 = (a 2 − g 2 f 2 (T )) + 2α(a 1 + 2α 
