Let p 1 = 2, p 2 = 3, p 3 = 5, . . . , p n , . . . be the ordered sequence of consecutive prime numbers in ascending order. For a positive integer m, denote by π(m) the number of prime numbers less than or equal to m. Let [ ] denote the floor or greatest integer function. In this paper, we show that for all n ≥ 1 :
Introduction and main results
An integer p ≥ 2 is called a prime if its only positive divisors are 1 and p. The prime numbers form a sequence:
(1.1) 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, . . . .
Euclid (300 B.C.) considered prime numbers and proved that there are infinitely many. Prime numbers are odd except 2 and the only consecutive prime numbers are 2 and 3. Any two odd prime numbers in the sequences (1.1) differ by at least 2. Pairs of prime numbers that differ by 2 as, for example, in the sequence below (1.2) (3, 5), (5, 7) , (11, 13) , (17, 19) , (29, 31), (41, 43), . . . are said to be twin primes.
Conjecture 1.1. There exist infinitely many pairs of twin prime numbers.
The conjecture is still open. The first known published reference to this question was made by Alphonse de Polignac in 1849, who conjectured that for every even number k, there are infinitely many pairs of prime numbers p and p ′ such that p ′ − p = k. The case k = 2 is the twin prime conjecture. The conjecture has not yet been proven or disproven for a given value of k. In 2013, an important breakthrough was made by Yitang Zhang who proved the conjecture for some value of k < 70 000 000 (see [14] ). Later that same year, James Maynard announced a related breakthrough which proved the conjecture for some k < 600 (see [2] ).
In this paper, we prove that Conjecture 1.1 is true. Let [ ] denote the floor or greatest integer function. The following is one of our main results. Theorem 1.2. Let p 1 = 2, p 2 = 3, p 3 = 5, . . . , p n , . . . be the ordered sequence of consecutive prime numbers in ascending order. Then for all n ≥ 1 :
We see that the quotient
n+1 is clearly much greater than n + 2. So, we get Corollary 1.3. (Euclid's theorem) There are infinitely many prime numbers.
For a positive integer x, let φ(x) denote the number of positive integers not exceeding x that are relatively prime to x. As well known, if x > 1 has the prime factorization
We note the following property of the Euler phi-function (when extended to pairs of integers (6t − 1, 6t + 1) : t > 0). Let x ≥ 1, define φ 2 (x) to be the number of integers t, 1 ≤ t ≤ x, for which both 6t − 1 and 6t + 1 are relatively prime to x. In [6] , we have proved that: Theorem 1.4 (see ). If the integer x > 1 has the prime factorization x = 2 k1 3 k2 p k3 3 . . . p kr r , then
).
Combining this and the proof of Theorem 1.2, we have the following theorem.
Theorem 1.5. Let p 1 = 2, p 2 = 3, p 3 = 5, p 4 = 7, p 5 = 11, . . . , p n , . . . be the ordered sequence of consecutive prime numbers in ascending order. Then for all n ≥ 2 :
3(n+2) is increasing and nonconstant. As a consequence, there are infinitely many prime numbers p for which p + 2 is also a prime. This confirms Conjecture 1.1.
Our work is organized as follows: In Section 2, we recall the definition of the well known sieve of Eratosthenes. In Section 3, we give a necessary result for proving Theorems 1.2 and 1.5. In Section 4, we prove Theorem 1.2. In Section 5, we extend the sieve of Eratosthenes to twin primes and finally prove Theorem 1.5 in Section 6.
Preliminary Result
The concepts required are elementary and can be obtained from introductory texts on number theory, discrete mathematics and set theory.
Eratosthenes (276 − 194 B.C.) was a Greek mathematician whose work in number theory remains significant. Consider the following lemma:
then a is a prime.
Eratosthenes used the above lemma as a basis of a technique called Sieve of Eratosthenes" for finding all the prime numbers less than a given integer x. The algorithm calls for writing down the integers from 2 to x in their natural order. The composite numbers in the sequence are then sifted out by crossing off from 2, every second number (all multiples of two) in the list, from the next remaining number, 3, every third number, from the next remaining number, 5, every fifth number, and so on for all the remaining prime numbers less than or equal to √ x. The integers that are left on the list are primes. We shall refer to the set of integers left as the residue of the sieve. Thus the order of the residue set is therefore equal to π(x). Let x > 1 be an integer and let p n(x) be the largest prime number less than or equal to √ x. Let p 1 = 2, p 2 = 3, p 3 = 5, . . . , p n , . . . , p n(x) be the ordered sequence of prime numbers less than or equal to p n(x) in ascending order. For each n, 1 ≤ n ≤ n(x), consider the following formula for finding all integers less than or equal to x that are relatively prime to n r=1 p r :
In particular S(x, n(x)) gives the order of the set consisting of the number 1 and all prime numbers less than or equal x excluding the primes p n , 1 ≤ n ≤ n(x). Thus π(x) = S(x, n(x)) + n(x) − 1 and S(x, n(x)) = φ(x) if p j divides x for all j.
To align S(x, n) to the sieve of Eratosthenes we may re-index the sum by the primes as follows:
In our applications we shall assume that S(x, n) is indexed as above by the primes.
Permutations of ordered finite sequences under the constraint of preserving order
Motivation for the question considered in this section stems from the Peterson "hit" problem of determining a vector space basis for the polynomial algebra as a module over the Steenrod algebra (see [5] , [7] - [10] , [12] , [13] ). Let m, n with m ≥ n be a pair of positive integers and let A = {1, 2, 3, . . . , m} and let B = {1, 2, 3, . . . , n} be ordered subsets of N consisting of the first m and n elements respectively. We shall say that a permutation a 1 , a 2 , a 3 , . . . , a m+n , of the sequence (3.4) 1, 2, 3, . . . , n, 1, 2, 3, . . . , m is order preserving if for all a i , a j ∈ A, i < j whenever a i < a j and for all a r , a s ∈ B, r < s whenever a r < a s . Let C denote the family of all distinct order preserving permutations of the sequence (3.4) . We claim that:
Proof. Let m, n with m ≥ n be a pair of positive integers. We first note that
We know that independent of duplicates there are m+n m order preserving permutations of the sequence (3.4) . We therefore need only show that of these m+n m permutations there, altogether, are m+n m+1 duplicate permutations. We note further that
The statement of the lemma therefore holds for all m ≥ 1 when n = 1, 2 since the set of all order preserving permutations of the sequence 1, 1, 2, 3, . . . , m has only one duplicate so that indeed
If n = 2, then we have:
since every order preserving permutation a 1 , a 2 , a 3 , . . . , a m+2 of the sequence 1, 2, 1, 2, 3, . . . , m has m+1 m = m + 1 duplicates if a 1 = a 2 = 1, while it has m m = 1 duplicate if a 1 = 1 and a 2 = 2. Thus the formula is true for all m ≥ 1 when n = 1, 2.
Proceeding by induction on n, assume n > 2 and that the formula holds for all pairs of integers m, r whenever r < n and m ≥ r. We prove that the formula holds for the pairs of integers n, m with m ≥ n.
We first prove the lemma in the case m = n. The statement of the lemma becomes 
duplicates. Add to these duplicates the duplicates to the sequences (3.6) of the form a 1 , a 2 , a 3 , . . . , a 2n−2 , a 2n−1 , n B we have that the total number of duplicates is
2n − i n .
as required.
Finally we prove the formula is true in the cases m > n. Consider the set of all order preserving permutations of the sequence (3.7) 1, 2, 3, . . . , n, 1, 2, 3, . . . , m
The set splits into categories of sequences:
(1) a 1 , a 2 , a 3 , . . . , a m+n−1 , n (2) a 1 , a 2 , a 3 , . . . , a m+n−2 , n, m The result of Lemma 3.1 can be seen as a sieve that strikes out m+n m+1 duplicate elements in a set that would otherwise have m+n m elements. Note that m+n m+1 is the sum total of the entries on the diagonal containing the entry m+n m in Pascal's triangle. Thus given any two positive integers m, n with m ≥ n we write the integers from 1 to m+n m in their natural order. Since we shall be taking ratios, we may assume that m+n−1 m numbers in the sequence are then sifted out by being crossed out in an evenly distributed fashion (with the last interval being uneven with the others if necessary). From the remaining integers, m+n−2 m numbers in the sequence are crossed out in an evenly distributed fashion and so on for each of the integers j, 3 ≤ j ≤ n.
The above sieve is compared to the sieve of Eratosthenes or that of Equation (2.3) and thereby generates our main results for the primes and twin primes.
Proof of Theorem 1.2
In Lemma 3.1 if we put m = n, then the order of the residue set |C| = 2n n 1 − n n + 1 = 1 n + 1 2n n .
Now let x be a positive real number and suppose that after applying the sieve of Equation (2.3) we end up with a residue set whose order is 1 n+1 2n n , that is,
Then assuming that p j divide x for all j we would have
We can take n(x) = p n if we assume that x = p 2 n+1 − 1. We claim that:
for all n ≥ 2. This is easily seen to be the case when n = 2. Proceeding by induction assume the statement is true for some integer n ≥ 2. Then to obtain the expression for n + 1 we multiply the left hand side of (4.9) by 2(2n+1) n+1 and the right hand side by 2(2n + 1) (n + 1)
.
(pn+1−1) < 1 for all n ≥ 2 and this proves our claim. It follows that from Equation (4.9) that 2n n
2n n n j=1 (p j − 1) . 
Then T (y n ) ≥ R(y n ). For all n ≥ 2 let x n+1 = p 2 n+1 − 1, C 2n n = 2n n ,
and let
The residue of the sieve T consisting of integers below x n+1 is
We claim that for each n ≥ 2:
. We first show that xn+1 yn T * (y n ) ≤ π p 2 n+1 . It suffices to show that x n+1 y n T * (y n ) = P (x n+1 ).
Comparing the terms of xn+1 yn T * (y n ) with those of P (x n+1 ) first note that for all j and all s i , 1 ≤ s 1 < · · · < s j ≤ n,
yn . We may assume that xn+1 yn < 1 since, by Bertrand's postulate, there is a prime p such that n < p ≤ 2n, while C
n for all n ≥ 1. Thus xn+1 yn T * (y n ) = P (x n+1 ) as required. Finally we show that
x n+1 y n R(y n ) ≤ P (x n+1 ).
But P (x n+1 ) is the residue of the sieve φ or T restricted to x n+1 and the residue of the sieve R consisting of integers below x n+1 is at least xn+1 yn R(y n ). Since xn+1 yn R(y n ) ≤ xn+1 yn T (y n ), the residue of P (x n+1 ) must also be bounded below by xn+1 yn R(y n ). This completes the proof of Theorem 1.2.
A Sieve of Eratosthenes for Twin Primes
The following sieve, which is in the same mode as the sieve of Eratosthenes for primes, may be employed to find π 2 (x), the number of pairs of twin primes not exceeding a given positive integer x. In general it is sufficient to determine π 2 (x) for integers x of the form 6t + 1 since π 2 (6t + 1) = π 2 (6t + l) for all integers l, 1 ≤ l < 6. Let x = 6k + 1 and consider the set
Let p 3 = 5, p 4 = 7, p 5 = 11, . . . , p n , . . . , p n(6k) be the ordered sequence of prime numbers less than or equal to p n(6k) in ascending order, where p n(6k) is the largest prime number less than or equal to √ x. Then |S| = k. Let N be the sequence of positive integers less than or equal to k in their natural order. Consider a sieve on both N and S defined as follows. If a prime p n , 1 ≤ n ≤ n(6k), is of the form 6y − 1, then strike out all integers t in N of the form y + p n s, s > 0 and those of the form p n − y + p n s, s ≥ 0. Similarly if a prime p n , 1 ≤ n ≤ n(6k), is of the form 6z + 1, then strike out all integers t in N of the form z + p n s, s > 0 and those of the form p n − z + p n s, s ≥ 0. Let N * (E) denote the residue set or the set of integers left in N after striking out the specified integers in N for all n. If t ∈ N * (E), then (6t − 1, 6t + 1) is a pair of twin primes. Note that if p n is of the form 6y − 1 then 6(y + p n s) − 1, s > 0 is a multiple of p n in a pair in S and 6(p n − y + p n s) + 1, s ≥ 0 is a multiple of p n in a pair in S. Similarly if p n is of the form 6z + 1 then 6(z + p n s) + 1, s > 0 is a multiple of p n in a pair in S and 6(p n − z + p n s) − 1, s ≥ 0 is a multiple of p n in a pair in S. Thus the sieve is simultaneously defined on N and S and in S the residue set consists of twin primes. Thus π 2 (6k + 1) = |N * (E)| + 1, taking into account the pair (3, 5) .
We may therefore consider another sieve on N defined by divisibility, namely
We note that S 2 (x, n(6k)) = φ 2 (x) if we assume p j divides k for all j. By comparing these two sieves on N we have the following lemma.
Lemma 5.1. Let x = 6k + 1 be a positive integer and let p 3 = 5, p 4 = 7, p 5 = 11, . . . , p n , . . . , p n(6k) be the ordered sequence of prime numbers less than or equal to p n(6k) in ascending order, where p n(6k) is the largest prime number less than or equal to √ x. Then
Clearly the expression of the lemma is dependent only on the values 2k p j for all j. However there may be ⌈ 2k p j ⌉ integers less than 6k + 1 and relatively prime to 6 that are divisible by some p j , where ⌈ ⌉ denotes the ceiling function. In this event we make convention to let p j be retained in the residue of the sieve.
Proof of Theorem 1.5
The arguments in this section parallel those of Section 4 so some details are omitted. In Lemma 3.1 if we put m = n + 1, then the order of the residue set |C| = 2n + 1 n + 1 1 − n n + 2 = 2 n + 2 2n + 1 n + 1 .
Now let x = 6k + 1 be a positive real number and suppose that after applying the sieve of Equation (5.12) we end up with a residue set whose order is 2 n+2 2n+1 n+1 , that is,
Then assuming that p j divide k for all j we would have
We claim that:
  for all n ≥ 9. This is easily seen to be the case when n = 9. Proceeding by induction assume the statement is true for some integer n ≥ 9. Then to obtain the expression for n + 1 we multiply the left hand side of (6.15) by 2(2n+3) n+2 and the right hand side by 2(2n + 3) (n + 2)
. Then T 2 (s n ) ≥ R 2 (s n ). For n ≥ 9, let k n+3 = p 2 n+3 −1 6
, C 2n+1 n+1 = 2n+1 n+1 and
The residue of the sieve T 2 consisting of integers below k n+3 is
We claim that if n ≥ 9, then:
By parallel analysis as in Section 4 we must have k n+3 s n R 2 (s n ) ≤ k n+3 s n T * 2 (s n ) and kn+3 sn T * 2 (s n ) = P 2 (k n+3 ). But Theorem 1.5 is also true for all n, 2 ≤ n ≤ 8. This completes the proof of Theorem 1.5.
