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Nomenklatur
Nomenklatur
Das Symbolverzeichnis erhebt keinen Anspruch auf Vollsta¨ndigkeit. Es soll vielmehr
die wichtigsten Symbole erkla¨ren, die u¨ber gro¨ssere Textpassagen hinweg Verwendung
finden. Ansonsten sei auf die Definition der Symbole im laufenden Text verwiesen.
Doppelt auftretende griechische Indizes implizieren eine Summation u¨ber den Werte-
vorrat {1,2} (Einsteinsche Summationskonvention).
Formelzeichen
x Ortsvektor
x,τ = x˙ Gittergeschwindigkeit
u Reynolds-gemittelte Stro¨mungsgeschwindigkeit
ur Reynolds-gemittelte Relativgeschwindigkeit
w Verschiebungsvektor
δ Einheitstensor
% Dichte
p Reynolds-gemittelter statischer Druck
µ dynamische molekulare Viskosita¨t
ν kinematische molekulare Viskosita¨t
k spezifische turbulente kinetische Energie
ω spezifische Dissipationsrate von k
u〈α〉 : u, v kartesische Komponenten des Geschwindigkeitsvektors
w〈α〉 : a, b kartesische Komponenten des Verschiebungsvektors
xα : x, y kartesische Koordinaten
ξα : ξ, η allgemeine (krummlinige) Koordinaten
J Jacobi-Determinante der Abbildung T
Aαβ Adjunkten der Jacobi-Matrix der Abbildung T
gαβ kovariante Metrikkoeffizienten
gαβ kontravariante Metrikkoeffizienten
M Maß fu¨r Gitterverzerrung
cl, cm, cd Auftriebs-, Momenten- und Druckbeiwert
Re = LU∞
ν
Reynoldszahl
Ro = ΩL
U∞
Rosbyzahl
St = fL
U∞
Strouhalzahl
v
Indizes
[e]i i-te Komponente des Vektors e
( . )α kovarianter Tensorindex
( . )α kontravarianter Tensorindex
( . )〈α〉 kartesischer Tensorindex
( . )n zum Zeitpunkt tn
( . )(k) zum Iterationsschritt k
( . )i im Gitterpunkt xi
( . )∞ Zustro¨mgro¨ße
( . )′ Schwankungsanteil einer fluktuierenden Gro¨ße
( . )t turbulent
( . )e effektiv
Operatoren, Funktionen und Symbole
∇( . ) Linksgradient
( . )∇ Rechtsgradient
∇ · ( . ) Linksdivergenz
∇2( . ) Laplace-Operator
( . ),ξα = ∂ξα Ableitung nach ξ
α
´( . ) Kurzschreibweise fu¨r ∂ξ
˘( . ) Kurzschreibweise fu¨r ∂η
∇w( . ) Gradient bezu¨glich w
∇2w ( . ) Gradient von ∇w( . ) bezu¨glich w
( . ) Reynoldsmittelung
< ( . , . ) > Skalarprodukt fu¨r vektorwertige Funktionen
|| . || Fehlernorm
( . )× ( . ) Kreuzprodukt
( . )· ( . ) Skalarprodukt
( . )·· ( . ) Doppelte U¨berschiebung
( . )T Transposition
O( . ) von der Ordnung
Nomenklatur
Abku¨rzungen
ALE Arbitrary Lagrangian-Eulerian
BDF Backward Differencing Formula
CDS Central Differencing Scheme
DIGL Diffusionsgleichung
FAM Federanalogie-Modell
FV Finite Volumen
HEM Hyperelastisches Modell
HEM∗ Hyperelastisches Modell mit h∗
LAGL Laplace-Gleichung
LED Local Extremum Diminishing
LEM Linear-elastisches Modell
LLR Local-Linear-Realizable
LUDS Linear Upwind Difference Scheme
PCG Preconditioned Conjugate Gradients
QUICK Quadratic Upstream Interpolation of Convective Kinematics
SIMPLE Semi-Implicit Method for Pressure-Linked Equations
SIP Strongly Implicit Procedure
SST Shear Stress Transport
TFI Transfinite Interpolation
TVD Total Variation Diminishing
UMIST Upstream Monotonic Interpolation for Scalar Transport
VCL Volume Conservation Law
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1 Einleitung
Fu¨r die Analyse stro¨mungsmechanischer Problemstellungen haben numerische Ver-
fahren stark an Bedeutung gewonnen. Neben den nach wie vor notwendigen experi-
mentellen Versuchen, hat sich die numerische Stro¨mungssimulation als wesentliches
Hilfsmittel des anwendungsorientierten Ingenieurs etabliert. Dies ist zum einen auf
die großen Fortschritte bei der Entwicklung realita¨tsnaher Modelle und effizienter Al-
gorithmen zuru¨ckzufu¨hren. Zum anderen ist der Erfolg der numerischen Verfahren
naturgema¨ß eng verknu¨pft mit der Leistungsfa¨higkeit elektronischer Rechenanlagen,
welche im Verlauf der letzten Jahrzehnte um mehrere Gro¨ßenordnungen gestiegen ist.
Die hohe Rechengeschwindigkeit und die große Speicherkapazita¨t moderner Computer
ermo¨glichen es, zunehmend komplexe physikalische Probleme numerisch zu simulieren.
Aeroelastizita¨t, stro¨mungstechnische Profiloptimierung und Biofluidmechanik geho¨ren
mit zu den Gebieten, welche derzeit Gegenstand intensiver Forschungsbemu¨hungen
sind. Ein gemeinsames Charakteristikum dieser auf den ersten Blick recht unterschied-
lichen Anwendungsgebiete ist, dass sich die Stro¨mungsberandung kontinuierlich a¨ndern
kann. Das in Abbildung 1.1 dargestellte Segelflugzeug ist ein anschauliches Beispiel
hierfu¨r. Die Flu¨geldurchbiegung wird durch aerodynamische Kra¨fte hervorgerufen, wel-
che ihrerseits von der genauen Flu¨gelform abha¨ngen. Bei einer numerischen Simulati-
on der Flugzeugumstro¨mung mu¨sste man zuna¨chst von starren, unverformten Flu¨geln
ausgehen. Im Verlaufe der Rechnung wu¨rden sich dann aufgrund der Fluid-Struktur-
Interaktion die Flu¨gel nach und nach verformen, bis sich ein Gleichgewichtszustand
eingestellt hat.
Ein konventionelles Verfahren zur numerischen Stro¨mungssimulation ist fu¨r Probleme
dieser Art nur bedingt geeignet. Um der Zeitabha¨ngigkeit des betrachteten Gebiets
auf angemessene Weise Rechnung zu tragen, muss das numerische Verfahren an die
vera¨nderte Aufgabenstellung angepasst werden.
1.1 Stand der Forschung
Im Rahmen dieser Arbeit soll der allgemeinste Fall einer Bewegung betrachtet wer-
den. Das bedeutet, dass sich die beweglichen Teile der Stro¨mungsberandung nicht wie
Starrko¨rper verhalten, sondern auch deformiert werden ko¨nnen. Als Folge dessen wer-
den in der Regel einige Modifikationen und Erweiterungen des numerischen Verfahrens
erforderlich. Diese betreffen sowohl die Erhaltungsgleichungen selbst als auch die Dis-
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Abbildung 1.1: Segelflugzeug im Flug, Durchbiegung der Flu¨gelspitzen > 5% der Halb-
spannweite
kretisierung des Berechnungsgebietes. Nachfolgend wird ein U¨berblick zu diesen beiden
Forschungsschwerpunkten gegeben.
Stro¨mungssimulation
Bereits in den 60er Jahren wurde eine verallgemeinerte Form der Erhaltungsgleichun-
gen eingefu¨hrt [TT61, Noh64], welche die Vorteile der in der Strukturmechanik vor-
herrschenden Lagrange’schen Betrachtungsweise und der in der Stro¨mungsmechanik
u¨blichen Euler’schen Betrachtungsweise in sich vereint. Wa¨hrend in fru¨heren Arbei-
ten verschiedene Begriffe wie z. B. ‘Mixed Eulerian-Lagrangian’ oder ‘Quasi-Eulerian’
gebra¨uchlich waren, hat sich mittlerweile die von Hirt u. a. [HAC74] gepra¨gte Bezeich-
nung ‘Arbitrary Lagrangian-Eulerian’ (ALE) zur Beschreibung der verallgemeinerten
Form der Erhaltungsgleichungen durchgesetzt.
Im Kontext strukturierter Rechengitter la¨sst sich die ALE-Form mit Hilfe einer ver-
allgemeinerten Koordinatentransformation [Gar98] herleiten. Bei der Herleitung der
ALE-Gleichungen aus der verallgemeinerten Koordinatentransformation wird das so-
genannte ‘Volume Conservation Law’ (VCL) verwendet, auf dessen Bedeutung erst-
mals von Thomas und Lombard [TL79] hingewiesen wurde. Das VCL verknu¨pft die
Gittergeschwindigkeit mit der zeitlichen Vera¨nderung des Zellvolumens. Die bei der
numerischen Auswertung von Gittergeschwindigkeit und Zellvolumen verwendeten Ap-
proximationen mu¨ssen deshalb konsistent sein. Wird dies nicht beachtet, ko¨nnen nu-
merische Fehler die Lo¨sung stark verfa¨lschen [TL79, Hin82, LF95, KF99, Wal99]. Tho-
mas und Lombard schlugen vor, mit Hilfe des VCL aus der Gittergeschwindigkeit die
zeitliche A¨nderung des Zellvolumens zu bestimmen. Um den durch die zeitliche Varia-
tion des Rechengitters hervorgerufenen numerischen Fehler zu vermeiden, muss dabei
zur Lo¨sung des VCL genau dasselbe Schema verwendet werden wie fu¨r die u¨brigen
Erhaltungsgleichungen [TL79, Bat90, GS95]. Mittlerweile hat sich jedoch eine ande-
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re Vorgehensweise durchgesetzt, bei der die in den Erhaltungsgleichungen beno¨tigte
Normalkomponente der Gittergeschwindigkeit explizit durch die Volumeninkremen-
te ausgedru¨ckt wird [DP88, TRPC92, ZRTC93, Lai93, WY94, WP94, BN95]. Diese
lassen sich leicht aus den Gitterpunktkoordinaten bestimmen. Die beschriebene Vor-
gehensweise kommt fast ausschließlich in Verbindung mit der wenig genauen zeitli-
chen Diskretisierung erster Ordnung zum Einsatz. Diese Beobachtung machten auch
Koobus und Farhat [KF99]. Sie stellten in ihrer Arbeit eine zur genaueren zeitlichen
Diskretisierung zweiter Ordnung konsistente Implementierung des VCL vor. Bei der
Untersuchung zweier reibungsfreier Stro¨mungsprobleme erzielten sie damit im Ver-
gleich zu der sonst u¨blichen Implementierung des VCL eine signifikante Verbesserung
der numerischen Ergebnisse.
In der Literatur finden sich eine Reihe von Testfa¨llen zur Verifikation und Validierung
des VCL beziehungsweise des gesamten ALE-Formalismus. Viele Autoren (z. B. [Hin82,
Bat91, DP88, Vin89, ZRTC93, NG94]) haben einen einfachen Test empfohlen, mit
dem u¨berpru¨ft werden kann, ob das numerische Verfahren das VCL erfu¨llt. Dazu wird
zuna¨chst die Lo¨sungsprozedur mit einem ra¨umlich konstanten Stro¨mungsfeld initiali-
siert und anschließend die Gitterpunkte im Innern des Berechnungsgebietes bewegt.
Die Gitterbewegung darf, abgesehen von einer Abweichung in der Gro¨ßenordnung des
Maschinenfehlers, das Stro¨mungsfeld nicht beeinflussen. Eine zur Validierung des ALE-
Formalismus ebenfalls sehr verbreitete Konfiguration ist die transsonische, instationa¨re
Umstro¨mung eines oszillierenden NACA0012-Tragflu¨gels [ATR87, HY93, CG95, GS95,
JFH+95, SNB95, WP97]. In den hier zitierten Arbeiten basierte die numerische Si-
mulation auf der Annahme reibungsfreier Stro¨mung. Die Abweichung der Ergebnisse
von experimentellen Vergleichsdaten wurde auf diese vereinfachende Betrachtungswei-
se zuru¨ckgefu¨hrt. Demirdzˇic´ und Peric´ [DP90] stellten ein Finite-Volumen-Verfahren
zur Stro¨mungssimulation in zeitvera¨nderlichen Gebieten vor. Zur Validierung des Ver-
fahrens berechneten sie damit die laminare Stro¨mung in einem Kanal mit beweg-
ter Verju¨ngung. Der Vergleich mit experimentellen Daten zeigte eine gute qualitative
U¨bereinstimmung. Eine Gitterverfeinerung fu¨hrte zu verbesserten Ergebnissen. Auf-
grund der beschra¨nkten Rechnerkapazita¨t konnte die vo¨llige Gitterunaba¨ngigkeit der
numerischen Lo¨sung jedoch nicht demonstriert werden. Dieselbe Stro¨mungskonfigura-
tion wurde auch von Wall [Wal99] zur Validierung einer ALE-Finite-Elemente-Methode
verwendet. Angesichts der hervorragenden grundsa¨tzlichen U¨bereinstimmung zwischen
Numerik und Experiment kam Wall zu dem Schluss, dass die verwendete ALE-Methode
in der Lage ist, die auftretenden stro¨mungsphysikalischen Pha¨nome genau darzustellen.
Gitternachfu¨hrung
Ein integraler Bestandteil des ALE-Formalismus ist die Anpassung des Rechengitters
an die sich vera¨ndernde Stro¨mungsberandung. Hierzu wurden im Verlauf der Zeit eine
Reihe von Methoden vorgeschlagen.
Fu¨r blockstrukturierte Rechengitter mit hinreichend einfacher Topologie sind alge-
braische Methoden — vor allem hinsichtlich des Rechenzeitbedarfs — unschlagbar
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[WY94, HBB00, BRW00]. Sehr verbreitet sind auch Methoden, die auf einer Struk-
turanalogie basieren. Sie sind nicht an eine bestimmte Art der Diskretisierung des Be-
rechnungsgebietes gebunden und werden vor allem in Verbindung mit unstrukturierten
Gittern eingesetzt. Der wohl bekannteste Vertreter dieser Klasse ist das Federanalogie-
modell von Batina [Bat89, Bat91, LRB93]. Es wurde urspru¨nglich zur Berechnung der
reibungsfreien Umstro¨mungen sich bewegender Ko¨rper entwickelt. Fu¨r Stro¨mungssi-
mulationen auf der Grundlage der Navier-Stokes’schen Gleichungen ist diese Methode
nur bedingt geeignet, da sie kaum dazu in der Lage ist, U¨berschneidungen benachbar-
ter Gitterlinien in dem in Ko¨rperna¨he stark verdichteten Gitterbereich zu verhindern
[CHLD97, AV99]. Bartels [Bar00] kombinierte das Federanalogiemodell mit einer loka-
len Starrko¨rperbewegung, welche das Verschiebungsfeld in Ko¨rperna¨he dominiert und
mit zunehmendem Abstand von der Wand exponentiell an Einfluss verliert. Auf diese
Weise konnten U¨berschneidungen verhindert werden. Die von Bartels gewa¨hlte Form
der Implementierung eignet sich allerdings nur fu¨r einfache strukturierte Gitter. Eine
im Grunde sehr a¨hnliche Idee verfolgten Anderson und Venkatakrishnan [AV99]. Im
Unterschied zu Bartels griffen sie bei der Konstruktion der exponentiellen Abkling-
funktion des Starrko¨rperanteils jedoch nicht auf eine gitterspezifische Datenstruktur
zuru¨ck, sondern verwendeten hierzu den Wandabstand. Die Anpassung des unstruktu-
rierten Gitters eines einfachen Tragflu¨gels an eine starke Randdeformation gelang mit
diesem modifizierten Federanalogiemodell sehr gut. Die Autoren merkten allerdings
an, dass ihre Methode auf Problemstellungen beschra¨nkt ist, bei denen relativ zuein-
ander bewegte Ko¨rper einen genu¨gend großen Abstand voneinander haben.
Ein gemeinsames Merkmal der bisher beschriebenen Methoden ist, dass sie wenig Re-
chenzeit beno¨tigen. Dies gilt nicht fu¨r Ansa¨tze, die auf der Lo¨sung von Differentialglei-
chungen beruhen. Im Vergleich zu den einfacheren Methoden verfu¨gen sie jedoch eher
u¨ber das Potential, die Qualita¨t des Gitters zu erhalten. Bereits 1980 lo¨sten Lynch und
O’Neill [LO80] eine einfache Form der Navier’schen Gleichungen der linearen Elasti-
zita¨tstheorie1, um ein geeignetes Verschiebungsfeld zur Gitternachfu¨hrung zu erhalten.
Johnson und Tezduyar [JT94] griffen diese Idee auf, legten ihrer Arbeit jedoch eine all-
gemeinere Form der Navier’schen Gleichungen zu Grunde. Sie fanden heraus, dass sich
die beste Gitterqualita¨t erzielen la¨sst, wenn die Querdehnungszahl gleich Null gesetzt
wird. Ein Vergleich dieser Methode mit dem Federanalogiemodell wurde von Cavallo
u. a. durchgefu¨hrt [CHLD97]. Es zeigte sich, dass pathologische Erscheinungen, wie
z. B. negative Zellvolumen, erst bei wesentlich gro¨ßeren Deformationen auftreten wenn
das Gitter als linear-elastischer Festko¨rper modelliert wird.
Mit einer deutlichen Verschlechterung der Gitterqualita¨t, bis hin zu U¨berschneidungen
benachbarter Gitterlinien, muss vor allem dann gerechnet werden, wenn das Verschie-
bungsfeld keine glatte Funktion ist. Es ist nun naheliegend, das Verschiebungsfeld
durch Lo¨sung einer Laplace-Gleichung zu bestimmen [Ili94], da die Laplace-Gleichung
dafu¨r bekannt ist, sehr glatte Lo¨sungen zu liefern. In der Praxis zeigt sich jedoch, dass
1Diese Gleichungen werden auch als Verschiebungsdifferentialgleichungen bezeichnet.
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sich mit dieser Methode nur unwesentlich bessere Ergebnisse erzielen lassen als mit
dem Federanalogiemodell. Crumpton und Giles [CG95] ebenso wie auch Lo¨hner und
Yang [LY96] haben die Laplace-Gleichung deshalb mit einem Diffusionskoeffizienten
versehen, der den Zweck hat, die besonders gefa¨hrdeten kleinen Gitterzellen nahe der
Gebietsberandung vor allzu großer Deformation zu schu¨tzen. U¨ber diesen Koeffizien-
ten kann die Verteilung der Verzerrung u¨ber das Berechnungsgebiet — in begrenztem
Maße — gesteuert werden.
In einer aktuellen Bestandsaufnahme zum Thema “Gittergenerierung” kam Soni zu
dem Schluss, dass sich die gegenwa¨rtig zur Verfu¨gung stehenden Methoden zur Git-
ternachfu¨hrung nur fu¨r vergleichsweise einfache Konfigurationen eignen [Son00]. Auch
andere Autoren (z. B. [NGH98, GW98, SOL00]) betonen immer wieder den Bedarf fu¨r
ein effizientes Verfahren zur Gitternachfu¨hrung, welches auch in komplexen Konfigu-
rationen und bei großen Randdeformationen befriedigende Ergebnisse liefert.
1.2 Zielsetzung und Gliederung der Arbeit
Ziel dieser Arbeit ist die Erweiterung eines Finite-Volumen-Verfahrens, um damit nu-
merische Stro¨mungssimulationen in zeitvera¨nderlichen Gebieten durchfu¨hren zu ko¨n-
nen. Dabei sollen methodische Aspekte und weniger die eigentlichen Anwendungen
im Vordergrund stehen. Den Ausgangspunkt bildet ein von Rung [Run97] zur Lo¨sung
zweidimensionaler Problemstellungen entwickeltes Verfahren, dem eine blockstruktu-
rierte Diskretisierung des Berechnungsgebietes zu Grunde liegt. Das Verfahren ist in
Form eines Fortran 77-Programms mit dem Namen Elan2 implementiert.
Mit Hilfe des in Kapitel 2 ausfu¨hrlich beschriebenen ALE-Formalismus gelingt es,
durch vergleichsweise wenige Vera¨nderungen des urspru¨nglichen Simulationsprogram-
ms ein sehr viel gro¨ßeres Anwendungsfeld zu erschließen. Die spezielle Gestalt der
zu Grunde liegenden Erhaltungsgleichungen, die verwendeten Diskretierungsschemata
(Kapitel 3), das Turbulenzmodell sowie die Qualita¨t des Rechengitters sind Einfluss-
gro¨ßen, welche die Gu¨te einer numerischen Stro¨mungssimulation maßgeblich beeinflus-
sen. Die Wechselwirkungen zwischen diesen Gro¨ßen sind recht komplex. Die Modifika-
tion einer dieser Gro¨ßen kann deshalb vielschichtige und weitreichende Auswirkungen
haben. Vor diesem Hintergrund erscheint eine besonders sorgfa¨ltige Verifikation der im
Rahmen dieser Arbeit durchgefu¨hrten Erweiterungen des Finite-Volumen-Verfahrens
notwendig. Hierzu wurde ein neuer Testfall ausgewa¨hlt, der wesentlich besser als an-
dere, bekannte Testfa¨lle dazu geeignet ist, eventuelle Schwa¨chen des hier verwendeten
Ansatzes zu identifizieren und damit verbundene numerische Fehler zu quantifizieren
(Kapitel 4).
Wie die Auswertung der Literatur gezeigt hat, wird innerhalb des gesamten ALE-
Formalismus vor allem fu¨r das Teilproblem der Gitternachfu¨hrung vielfach noch ein
erheblicher Forschungsbedarf gesehen. Die gru¨ndliche Analyse der Sta¨rken und Schwa¨-
chen der zur Gitternachfu¨hrung u¨blicherweise verwendeten Ansa¨tze sowie die Entwick-
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lung einer vielversprechenden neuen Methode bilden deshalb einen Schwerpunkt der
vorliegenden Arbeit. Wa¨hrend in diesem Zusammenhang das Kapitel 5 den theoreti-
schen Hintergrund der verschiedenen Ansa¨tze beleuchtet, steht in Kapitel 6 der Ver-
gleich fu¨r ausgewa¨hlte Testfa¨lle im Mittelpunkt.
Die Integration des Moduls zur Gitternachfu¨hrung in den Stro¨mungslo¨ser ist so durch-
zufu¨hren, dass das Modul als ‘Black Box’ verwendet werden kann. Die Gitternachfu¨h-
rung soll vollautomatisch ablaufen. Das heißt insbesondere, dass — abgesehen von der
Vorgabe des neuen Randes — keine weiteren Eingaben des Anwenders notwendig sind
und keine optische Kontrolle der Gitterqualita¨t im Verlauf der Stro¨mungssimulation er-
forderlich ist. Der Rechenzeitbedarf fu¨r die Gitternachfu¨hrung soll deutlich kleiner sein
als fu¨r die Stro¨mungsberechnung selbst. Inwieweit das Modul zur Gitternachfu¨hrung
diese Anforderungen erfu¨llt, wird in Kapitel 7 untersucht.
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In diesem Kapitel werden die kontinuumsmechanischen Grundlagen der numerischen
Stro¨mungssimulation diskutiert. Der erste Abschnitt beschreibt eine verallgemeiner-
te Variablentransformation mit deren Hilfe es gelingt, die Grundgleichungen auf eine
Form zu bringen, die fu¨r Problemstellungen mit zeitvera¨nderlichen Geometrien geeig-
net ist. Der Abschnitt 2.2 befasst sich mit den stro¨mungsmechanischen Bilanzgleichun-
gen und Stoffgesetzen. In Abschnitt 2.3 werden schließlich die in dieser Arbeit zum
Einsatz kommenden Turbulenzmodelle eingefu¨hrt. Fu¨r eine weiterfu¨hrende Diskussion
sei auf einschla¨gige Standardwerke (z. B. [Wil93, FP96, Gar98]) verwiesen.
2.1 Verallgemeinerte Variablentransformation
Im Kontext der strukturierten Diskretisierung des Berechnungsgebietes werden in der
Regel krummlinige Koordinatensysteme verwendet. Zur Parametrisierung der physi-
kalischen Ebene, repra¨sentiert durch die kartesischen Koordinaten xα, wird eine Abbil-
dung T auf eine Rechenebene, repra¨sentiert durch die krummlinigen Koordinaten ξα,
eingefu¨hrt. Um der Bewegung der Stro¨mungsberandung auf angemessene Weise Rech-
nung zu tragen, muss der Abbildung die Zeit als unabha¨ngige Variable hinzugefu¨gt
werden. Die verallgemeinerte Koordinatentransformation lautet somit:
T : (xα, t) 7→ (ξα, τ). (2.1)
Die Konsequenzen fu¨r die Bilanzgleichungen sollen im Folgenden an einer Modellglei-
chung diskutiert werden. Als Ausgangspunkt der U¨berlegungen dient der Prototyp
einer Bilanzgleichung fu¨r den konvektiven Transport einer Gro¨ße Φ unter der Einwir-
kung des Geschwindigkeitsfeldes U :
Φ,t +∇ · (UΦ) = R. (2.2)
R bezeichnet hierbei eine beliebige rechte Seite, welche sowohl von Φ als auch von U
abha¨ngen kann. Bei der partiellen Ableitung nach der Zeit t werden die Koordinaten
xα festgehalten. Wenn die Geometrie sich zeitlich a¨ndert, dann ist diese Form der
zeitlichen Ableitung von geringem Nutzen. Andererseits sind die ξα = const.-Linien
(das Rechengitter) so gewa¨hlt, dass sie im Parameterraum unabha¨nig von der Zeit
sind. Die partielle Ableitung nach t muss also durch die partielle Ableitung nach τ
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ersetzt werden. Das gelingt mit Hilfe der Kettenregel,
Φ,τ = Φ,t +∇Φ · x˙, (2.3)
wobei der Punkt auf dem Ortsvektor die Ableitung nach τ bezeichnet. Die partielle
Ableitung des Ortsvektors nach der Zeit, bei festgehaltenem ξα, ist gerade die Ge-
schwindigkeit, mit der sich die Koordinatenlinien ξα = const. in der physikalischen
Ebene bewegen. Sie wird deshalb auch als Gittergeschwindigkeit bezeichnet. Die Mo-
dellgleichung 2.2 la¨sst sich nun mit Hilfe von Gleichung 2.3 umformen zu:
Φ,τ −∇Φ · x˙ +∇ · (UΦ) = R. (2.4)
Durch eine einfache tensoranalytische Umformung erha¨lt man daraus:
Φ,τ − [∇ · (x˙Φ)− (∇ · x˙)Φ] +∇ · (UΦ) = R. (2.5)
Dies la¨sst sich kompakter schreiben,
Φ,τ + (∇ · x˙)Φ +∇ · (UrΦ) = R, (2.6)
wobei der Index “r ” an der Bezeichnung Ur = U − x˙ den Bezug zur Kinematik
widerspiegelt. Wa¨hrend U die Absolutgeschwindigkeit darstellt, erkennt man in x˙
die Systemgeschwindigkeit und in Ur die Relativgeschwindigkeit wieder. Thomas und
Lombard [TL79] leiten eine Beziehung her, mit der die Divergenz der Systemgeschwin-
digkeit durch die Jacobi-Determinante der Transformationsbeziehung ausgedru¨ckt wer-
den kann:
∇ · x˙ = 1
J
J,τ . (2.7)
Sie bezeichnen diese Gleichung als ‘Geometric Conservation Law’. In spa¨teren Vero¨f-
fentlichungen (z. B. [ZRTC93, ICT+95, LF95]) wurde noch eine zweite geometrische
Erhaltungsgleichung gefunden und diese mit der obigen Gleichung unter dem Begriff
‘Geometric Conservation Laws’ zusammengefasst, wobei die Gleichung 2.7 die Bezeich-
nung ‘Volume Conservation Law’ erhielt. Die zweite geometrische Erhaltungsgleichung,
das sogenannte ‘Space Conservation Law’, ist bei zweidimensionalen Betrachtungen im
Allgemeinen automatisch erfu¨llt [Vin89]. Mit Hilfe des ‘Volume Conservation Law’ —
oder kurz VCL — gelangt man zur endgu¨ltigen Darstellung der Modellgleichung in
verallgemeinerten Koordinaten. Sie lautet1:
(JΦ),τ +∇ · (UrΦ)J = RJ. (2.8)
Schließlich erha¨lt man daraus auch eine integrale Formulierung, wenn man die diffe-
rentielle Form u¨ber den Parameterraum ξα integriert:
d
dt
∫
V (t)
ΦdV +
∫
V
∇ · (UrΦ)dV =
∫
V
RdV. (2.9)
1Eine alternative Herleitung dieser Form der Bilanzgleichung, welche sich des Reynolds’schen Trans-
porttheorems bedient, findet sich in [Sch95].
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Integration und zeitliche Ableitung du¨rfen hierbei vertauscht werden, da sie voneinan-
der unabha¨ngig sind. Die partielle zeitliche Ableitung wird dabei zu einer gewo¨hnlichen
zeitlichen Ableitung, da das Integral als extensive Gro¨ße nur von einer Variablen —
der Zeit — abha¨ngig ist. Man gelangt auf demselben Weg auch zu einer integralen
Darstellung des VCL:
d
dt
∫
V (t)
dV −
∫
V
∇ · x˙dV = 0. (2.10)
2.2 Stro¨mungsmechanische Bilanzgleichungen
Ausgehend von den klassischen axiomatischen Erhaltungsprinzipien fu¨r Masse, Impuls
und Drehimpuls gelangt man mit Hilfe des Cauchy’schen Axioms und des Newton’schen
Schubspannungsansatzes zu der Kontinuita¨tsgleichung und der Navier-Stokes’schen
Gleichung. Die inkompressible Form dieser Gleichungen bildet die Grundlage der nume-
rischen Stro¨mungssimulation. Die Kontinuita¨tsgleichung fu¨r ein inkompressibles Fluid,
d
dt
∫
V (t)
dV +
∫
V
∇ ·Ur dV = 0, (2.11)
erha¨lt man, wenn in Gleichung 2.9 fu¨r Φ die Dichte % und fu¨r die rechte Seite Null
eingesetzt wird. Die Navier-Stokes’sche Gleichung beschreibt die Zunahme des Im-
puls (Φ = %U) durch die Einwirkung von Oberfla¨chen- und Volumenkra¨ften auf das
Fluid. Bei Vernachla¨ssigung von Volumenkra¨ften — hervorgerufen z. B. durch die Erd-
beschleunigung — umfasst die Bilanz einen instationa¨ren, einen konvektiven, einen
diffusiven und einen Druckterm:
d
dt
∫
V (t)
%UdV +
∫
V
∇ · (%Ur U)dV =
∫
V
∇ · µ(∇U + U∇)dV −
∫
V
∇ · PδdV. (2.12)
Hierbei bezeichnet µ die kinematische Za¨higkeit, P den statischen Druck und δ den
Einheitstensor. Die Gleichungen 2.11 und 2.12 werden in der Literatur als ‘Arbitra-
ry Lagrangian-Eulerian’ Form der Erhaltungsgleichungen bezeichnet. Sie stellt eine
Verallgemeinerung der Euler’schen und der Lagrange’schen Betrachtungsweise dar.
Die Abbildung 2.1 veranschaulicht die entsprechenden Zusammenha¨nge. Wa¨hrend das
Rechengitter bei der Euler’schen Darstellung raumfest ist, folgen die Gitterpunk-
te bei der Lagrange’schen Darstellung der Bewegung der Fluidteilchen. Die ALE-
Formulierung erlaubt im Gegensatz dazu eine beliebige Bewegung der Gitterpunkte.
Dabei ko¨nnen die Gitterpunkte raumfest sein (Punkt A), sich wie materielle Punkte
verhalten (Punkt B) oder einer beliebig vorgegebenden Bewegung folgen, sofern diese
nicht zu U¨berschneidungen benachbarter Gitterlinien fu¨hrt.
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Abbildung 2.1: Grafische Interpretation der verschiedenen Betrachtungsweisen; a) Euler,
b) Lagrange, c) ALE
2.3 Turbulenzmodelle
Die meisten technisch interessanten Stro¨mungen zeichnen sich durch eine hohe Rey-
nolds-Zahl Re und damit einhergehenden turbulentem Verhalten aus. Das Charakte-
ristische an solchen Stro¨mungen ist, dass es ein breites Band von signifikanten Skalen
gibt, auf denen die Bewegung abla¨uft. Die enorme Komplexita¨t turbulenter Stro¨mun-
gen ru¨hrt daher, dass es zwischen den einzelnen Skalen keine Trennung gibt, d. h. Tur-
bulenz bedeutet Anregung der Moden auf allen Skalen. Bezeichnet L eine typische
La¨nge der Stro¨mungsgeschehens, so entha¨lt ein Volumen der Gro¨ßenordnung L3 Frei-
heitsgrade in der Gro¨ßenordnung (Re)9/4 (vgl. [Eul00]). Diese Tatsache macht das
Studium turbulenter Stro¨mungen bei großen Reynolds-Zahlen mit Hilfe direkter Si-
mulation unmo¨glich — selbst bei Verwendung von Ho¨chstleistungsrechnern — und
hat zur Entwicklung einer Reihe von Turbulenzmodellen gefu¨hrt.
2.3.1 Reynoldsmittelung
Ingenieure verstehen unter turbulentem Verhalten die zufa¨lligen, statistischen Fluk-
tuationen in einem Fluid, die einer mittleren Stro¨mung u¨berlagert sind (vgl. Abbil-
dung 2.2). Zuru¨ckgehend auf Reynolds [Rey95] wird eine momentane Gro¨ße Φ aufge-
spalten in einen zeitlich gemittelten Anteil φ und einen Schwankungsanteil φ′
Φ(x, t) = φ(x, t) + φ′(x, t), (2.13)
wobei der zeitlich gemittelte Anteil durch die Mittelungsvorschrift
φ(x, t) = Φ(x, t) =
1
T
t+T∫
t
Φ(x, t∗)dt∗ (2.14)
gegeben ist. Diese Definition setzt eine klare Trennung zwischen mittlerer Grund-
stro¨mung und turbulenten Fluktuationen voraus, d. h. die Bedingung T1  T  T2
sollte erfu¨llt sein. Dies ist bei instationa¨ren Stro¨mungen nicht immer der Fall und
fu¨hrt zum sogenannten Separationsproblem (engl. ‘spectral gap problem’). Wenn die
Existenz einer spektralen Lu¨cke zwischen den Skalen der turbulenten Schwankungsbe-
wegung und den Skalen der transienten Grundstro¨mung nicht gewa¨hrleistet ist, verla¨sst
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man strenggenommen den Gu¨ltigkeitsbereich der statistischen Turbulenzmodellierung.
Dieser Aspekt wird bei der Interpretation von numerischen Ergebnissen ha¨ufig nicht
beru¨cksichtigt [Eul00]. Rung [Run00] empfiehlt die folgende Na¨herung
T2
T1
≈ γ (Re)
1
5
St
, mit St =
fL
U∞
=
L
U∞T2
,
Wandgrenzschicht: γ ∈ [1, 10] freie Scherschicht: γ ∈ [0.1, 1],
(2.15)
fu¨r eine Abscha¨tzung der spektralen Lu¨cke. Fu¨r eine weiterfu¨hrende Diskussion dieser
speziellen Problematik siehe [Eul00].
T1
T2
Φ
Zeit
Φ
Zeit
Abbildung 2.2: Turbulente Stro¨mung mit stationa¨rem Mittelwert (links) und mit langwellig
schwankendem Mittelwert (rechts)
Da sich die fu¨r praktische Anwendungen relevanten Informationen in der Regel aus den
gemittelten Gro¨ßen ableiten lassen, bedarf es nicht der vollsta¨ndigen Kenntnis der mit
stochastischen Schwankungen behafteten Momentanwerte. Vor diesem Hintergrund
werden die Kontinuita¨tsgleichung 2.11 und die Navier-Stokes’sche Gleichung 2.12 einer
Mittelung gema¨ß Gleichung 2.14 unterzogen und dadurch in Bilanzgleichungen fu¨r die
gemittelten Gro¨ßen u und p u¨berfu¨hrt:
d
dt
∫
V (t)
dV +
∫
V
∇· ur dV = 0, (2.16)
d
dt
∫
V (t)
%u dV +
∫
V
∇· (%uru) dV =
∫
V
∇· (µ(∇u + u∇)− %u′u′)dV −
∫
V
∇· pδ dV. (2.17)
Alle linear auftretenden Fluktuationsterme verschwinden bei der Mittelung. Lediglich
der quadratischen Term u′u′, der aus dem nichtlinearen Konvektionsterm herru¨hrt,
bleibt als zusa¨tzlicher Term u¨brig. Da die turbulenten Schwankungen im zeitlichen
Mittel als eine Scheinspannung wirken, wird dieser Term als Reynoldsspannungstensor
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bezeichnet. Durch die Mittelung sind demnach neue Unbekannte, die Komponenten
des Reynoldsspannungstensors, erzeugt worden. Ihre Verknu¨pfung mit den mittleren
Stro¨mungsgro¨ßen durch weitere, noch einzufu¨hrende Gleichungen, mit dem Ziel das
Gleichungssystem zu schließen, ist Aufgabe des Turbulenzmodells.
2.3.2 Wirbelza¨higkeitsmodelle
In der vorliegenden Arbeit kommen Wirbelza¨higkeitsmodelle zum Einsatz. Sie zeich-
nen sich durch ein gu¨nstiges Verha¨ltnis zwischen Rechenaufwand und Qualita¨t der
erzielbaren Ergebnisse aus. Vor diesem Hintergrund erfreuen sie sich vor allem im
Kontext industrieller Anwendungen großer Popularita¨t. Den Wirbelza¨higkeitsmodel-
len liegt ein Postulat von Boussinesq [Bou77] zu Grunde, wonach sich die turbulenten
Zusatzspannungen in Analogie zum Newton’schen Schubspannungsansatz durch den
Geschwindigkeitsgradienten ausdru¨cken lassen
−u′u′ = νt(∇u + u∇)− 2
3
kδ. (2.18)
Neben der spezifischen turbulenten kinetischen Energie k, die proportional zur Spur
des Reynoldsspannungstensors ist,
k :=
1
2
u′αu
α′, (2.19)
wird dabei die kinematische turbulente Viskosita¨t νt eingefu¨hrt. Sie hat dieselbe Di-
mension wie die kinematische Viskosita¨t ν, ist aber keine Materialkonstante, sondern
eine Funktion der lokalen Turbulenzstruktur der Stro¨mung. Wa¨hrend es sich fu¨r den
erste Term im Boussinesq’schen Ansatz anbietet, ihn mit dem gleichartigen Term in
Gleichung 2.17 durch Einfu¨hrung einer effektiven Viskosita¨t νe = ν + νt zusammen-
zufassen, wird der isotrope Anteil dem Druckterm zugeschlagen. Der Boussinesq’sche
Ansatz allein stellt allerdings insofern noch keinen großen Fortschritt dar, als er nur
die unbekannten Komponenten des Reynoldsspannungstensors durch neue unbekann-
te Gro¨ßen ersetzt. Man erga¨nzt ihn deshalb durch die zusa¨tzliche Annahme, dass die
turbulente Viskosita¨t nicht von den mittleren Stro¨mungsgro¨ßen, sondern nur von ande-
ren fu¨r die Turbulenzstruktur charakteristische Gro¨ßen explizit abha¨ngt [SK80]. Unter
dieser Voraussetzung kann mit Hilfe der Dimensionsanalyse gezeigt werden, dass die
turbulente Viskosita¨t proportional zu den charakteristischen La¨ngen- und Geschwin-
digkeitsmaßen Lt und Vt der Turbulenzbewegung ist
νt ∼ LtVt. (2.20)
Man unterscheidet nun algebraische, Eingleichungs- und Zweigleichungsmodelle ab-
ha¨ngig davon, wieviele zusa¨tzliche partielle Differentialgleichungen zur Bestimmung
der charakteristischen Turbulenzgro¨ßen beru¨cksichtigt werden. Algebraische Modelle
und Eingleichungsmodelle weisen nur einen sehr eingeschra¨nkten Gu¨ltigkeitsbereich
auf. Sie werden aber, vor allem aufgrund ihrer numerischen Robustheit, trotzdem
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ha¨ufig eingesetzt. Die Zweigleichungsmodelle haben im Vergleich dazu einen ho¨heren
Rechenzeitbedarf, sie sind den beiden anderen Modellen dafu¨r aber konzeptionell u¨ber-
legen und werden in diesem Zusammenhang auch als vollsta¨ndige Modelle bezeichnet
[Wil93].
Ein natu¨rliches turbulentes Geschwindigkeitsmaß ist die Wurzel der spezifischen tur-
bulenten kinetischen Energie
√
k. Die Wahl einer geeigneten Variablen fu¨r das tur-
bulente La¨ngenmaß ist weniger offensichtlich. Beim weit verbreiteten k − ω Modell
wird anstelle des La¨ngenmaßes die spezifische Dissipationsrate von k verwendet. Das
k − ω Modell zeichnet sich durch inha¨rente Konsistenz zu den Gesetzma¨ßigkeiten des
semi-viskosen und voll-turbulenten logarithmischen Bereichs der Wandgrenzschicht
aus [Wil93]. Es liefert ohne spezifische Anpassungen der Modellkonstanten fu¨r eine
Vielzahl von Stro¨mungen Ergebnisse, die mit experimentellen Daten sehr gut u¨ber-
einstimmen und erweist sich auch in dieser Hinsicht anderen Zweigleichungsmodellen
u¨berlegen [Run00]. Die Bilanzgleichungen fu¨r die Turbulenzgro¨ßen k und ω ko¨nnen aus
der Navier-Stokes’schen Gleichung durch Bildung ho¨herer statistischer Momente ab-
geleitet werden [Wil93]. Die unbekannten Geschwindigkeits- und Druckkorrelationen
werden dabei auf der Grundlage von Modellannahmen durch Gradienten der gemittel-
ten Geschwindigkeiten bzw. durch die Turbulenzgro¨ßen selbst ausgedru¨ckt. Auf diese
Weise gelangt man zu den folgenden Integrodifferentialgleichungen, welche sowohl das
Standard k − ω Model von Wilcox [Wil88] als auch das LLR k − ω Model von Rung
[RT96, Run98] beschreiben:
d
dt
∫
V (t)
%k dV+
∫
V
∇ · (%kur) dV =
∫
V
∇ · (µ+ σkµt)∇k dV +
∫
V
(Gt − Ck%kω) dV
(2.21)
mit Gt = µtS
2, S =
√
2S ··S, S = 1
2
(∇u + u∇),
d
dt
∫
V (t)
%ω dV+
∫
V
∇ · (%ωur) dV =
∫
V
∇ · (µ+ σωµt)∇ω dV +
∫
V
(
ω
k
Cω1Gt − Cω2%ω2) dV.
(2.22)
Diese beiden Gleichungen sind nicht nur untereinander, sondern auch durch die tur-
bulente Viskosita¨t
µt = %Cµ
k
ω
, (2.23)
mit der gemittelten Navier-Stokes’schen Gleichung gekoppelt. Die Konstanten Cµ, σk,
σω, Ck, Cω1 und Cω2 sind empirisch festgelegt bzw. fu¨r einfache Stro¨mungen analytisch
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ermittelt und fu¨r allgemeingu¨ltig erkla¨rt. Wilcox verwendet
Cµ = 1, σk = 1/2, σω = 1/2, Ck = 9/100, Cω1 = 5/9, Cω2 = 3/40. (2.24)
Das LLR k − ω Modell stellt eine Weiterentwicklung des Wilcox-Modells dar. Bei
ihm ist der Proportionalita¨tsfaktor Cµ nicht mehr konstant, sondern eine Funktion
des Geschwindigkeitsgradienten. Hierdurch erweitert sich der Gu¨ltigkeitsbereich des
Basismodells. Ein wesentlicher Vorteil dieser etwas komplexeren Formulierung ist z. B.,
dass die exzessive Produktion turbulenter kinetischer Energie im Staupunktbereich,
welche fu¨r andere Zweigleichungsmodelle typisch ist, vermieden wird. Das LLR-Modell
unterscheidet sich vom Wilcox-Modell durch die folgenden Beziehungen:
Cµ =
fµ
4 + 2.12U˜
, fµ =
1/80 +Rµ
1 +Rµ
, U˜ =
1
ω
√
(S2 +W 2)
2
,
W =
√
2W ··W , W = 1
2
(∇u− u∇),
Rµ =
(
Rt
70
)α
, α = 0.5 + 1.6(3β2 − 2β3), β = min
[
1,max
(
0,
Rt
150
)]
,
Rt =
%k
µω
, f1 =
1/90 + (Rt/70)
2
1 + (Rt/70)2
, c1 = max
[
0.43,
S/ω
S/ω + 4.265
]
,
Rk = A
∗(Rt/100)
2.5 + (1− A∗)(Rt/100)0.5, A∗ = tanh
(
4
√
Rt/100
)
,
Ck =
0.83
3
+Rk
1 +Rk
, Cω1 =
f1√
Cµ
[
c1 − CµS
ω
]
, Cω2 =
1.83
1 +
√
Cµµ
(µ+µt)
− 1
(2.25)
Als Nachteil gegenu¨ber dem k − ε Modell wird die Sensitivita¨t der ω−Gleichung ge-
genu¨ber den Fernfeld- und Einstro¨mrandbedingungen angesehen [Men92]. Diese U¨ber-
empfindlichkeit kann jedoch durch eine physikalisch bzw. mathematisch motivierte Li-
mitierung vermieden werden. Die Ungleichung von Cauchy-Schwarz [BSMM95], hier
formuliert fu¨r die doppelte U¨berschiebung des Reynoldsspannungstensors,
u′αu
α′ u′βu
β ′ ≥ u′αu′β uα′uβ ′, (2.26)
liefert eine wichtige Zwangsbedingung fu¨r ω. Wie sich unter Beru¨cksichtigung der
Gleichung 2.18 leicht zeigen la¨sst [ZL95, Run98], folgt daraus
ω ≥ Cµ
√
3
2
S. (2.27)
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Die in Kapitel 2 eingefu¨hrten Grundgleichungen stellen ein System nichtlinearer par-
tieller Differentialgleichungen dar1, welches sich aufgrund seiner Komplexita¨t im all-
gemeinen einer analytischen Lo¨sung verschließt und deshalb numerisch gelo¨st werden
muss. Neben der Gu¨te des Turbulenzmodells bestimmen vor allem die numerischen
Approximationen die Qualita¨t der Ergebnisse einer Berechnung. Die Diskretisierung
der Gleichungen wird aus diesem Grunde nachfolgend ausfu¨hrlich diskutiert. Eine na-
hezu vollsta¨ndige Darstellung dieser Thematik bieten die Monographien von Hirsch
[Hir92a, Hir92b].
3.1 Allgemeine Diskretisierungsverfahren
Die na¨herungsweise Lo¨sung der Grundgleichungen erfordert eine Diskretisierung so-
wohl des Berechnungsgebiets als auch der Gleichungen selbst. Dabei werden die Bi-
lanzgleichungen fu¨r die Masse, den Impuls und die Turbulenzgro¨ßen durch geeigne-
te Approximationen in ein algebraisches Gleichungssystem u¨berfu¨hrt. Dieses kann
dann, in einem zweiten Schritt, mittels eines numerischen Verfahrens gelo¨st wer-
den. Der Ausgangspunkt der Diskretisierung ist die Aufteilung des betrachteten Ge-
biets in Teilvolumen (u¨blicherweise als “Zellen” bezeichnet), deren Kanten das so-
genannte Rechengitter oder -netz bilden. Mit den Gitterzellen sind Punkte assozi-
iert (z. B. die Ecken oder Mittelpunkte der Volumen), fu¨r die die numerischen Werte
der Unbekannten gesucht werden. Zur Diskretisierung der Bilanzgleichungen haben
sich Finite-Differenzen-, Finite-Elemente- und Finite-Volumen-Methoden weitestge-
hend durchgesetzt. Die Finite-Differenzen-Methode ist das klassische Verfahren der nu-
merischen Stro¨mungsmechanik und immer noch weitverbreitet. Als ihr Hauptnachteil
muss die mangelnde Flexibilita¨t hinsichtlich der Diskretisierung komplizierter Geome-
trien angesehen werden, was dazu gefu¨hrt hat, dass mittlerweile die Finite-Elemente-
Methode (FEM) und vor allem die Finite-Volumen-Methode (FVM) dieses Anwen-
dungsgebiet dominieren. Der FEM liegt eine sehr weitentwickelte mathematische Theo-
rie zu Grunde, die sie vor allem fu¨r elliptische Probleme pra¨destiniert erscheinen la¨sst.
In der numerischen Stro¨mungsmechanik treten aber vor allem hyperbolische bzw. hy-
1Diese Aussage bezieht sich genaugenommen auf die differentielle Form der Grundgleichungen, wel-
che aber — hinreichende Gla¨tte der Feldgro¨ßen vorausgesetzt — a¨quivalent zur integralen Form
ist.
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bride Probleme auf. Dafu¨r hat sich die FVM bestens bewa¨hrt. Sie wird deshalb auch in
dieser Arbeit verwendet. Die FVM zeichnet sich gegenu¨ber der FEM vor allem durch
eine inha¨rent konservative Approximation aus. Die diskreten Gleichungen spiegeln da-
bei eine wesentliche physikalische Eigenschaft der stro¨mungsmechanischen Bilanzglei-
chungen wider. Wie der na¨chste Abschnitt zeigen wird, kann gar nicht genug betont
werden, wie wichtig es ist, dass die diskrete Problemstellung dieselbe mathematisch-
physikalische Struktur aufweist wie die kontinuierliche Problemstellung.
3.2 Ein illustratives Beispiel
Das in diesem Abschnitt diskutierte Konvektions-Diffusions-Problem stellt einen ein-
fachen Sonderfall der stro¨mungsmechanischen Bilanzgleichungen dar, fu¨r den eine ana-
lytische Lo¨sung angegeben werden kann:
−Φ,xx + Φ,x = 0, Φ ∈ [0, 1],
Φ(0) = 1, Φ(1) = 0
=⇒ Φ(x, ) = ex/ − e1/
1− e1/
. (3.1)
Fu¨r sehr kleine  geho¨rt dieses Randwertproblem zur Klasse der singula¨r gesto¨rten
Probleme. Hierunter versteht man Differentialgleichungen, deren Term der ho¨chsten
Ableitung einen Koeffizienten   1 hat und sich der Typ der Differentialgleichung
a¨ndert, wenn  = 0 gesetzt wird [RST96]. Die Lo¨sung eines singula¨r gesto¨rten Pro-
blems stimmt bis auf eng begrenzte Gebiete, den Grenzschichten, mit der Lo¨sung des
sogenannten reduzierten Problems u¨berein. Dieses ergibt sich, wenn man  gegen Null
gehen la¨sst und die Randbedingungen an den vera¨nderten Typ der Differentialglei-
chung anpasst. Der Verlauf von Φ fu¨r  = 2,5 · 10−3 ist in Abbildung 3.1 dargestellt.
Fu¨r das Konvektions-Diffusions-Problem soll mittels eines Standard-Verfahrens auch
eine numerische Lo¨sung ermittelt werden. Dazu wird das Intervall [0, 1] in N gleich
0.0 0.2 0.4 0.6 0.8 1.0
x
0.0
0.5
1.0
1.5
 Φ
analytische Loesung
1.Ordnung
2.Ordnung
Abbildung 3.1: Vergleich von numerischen Lo¨sungen des Konvektions-Diffusions-Problems
mit der analytischen Lo¨sung fu¨r  = 2,5 · 10−3 und N = 80
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große Teilintervalle aufgeteilt und die Ableitungsterme durch zweiter Ordnung genaue
Zentraldifferenzen approximiert. Das hieraus resultierende tridiagonale Gleichungssys-
tem kann so umgeformt werden, dass sich eine explizite Lo¨sung fu¨r die diskreten Werte
Φi ergibt:
−Φi+1−2Φi+Φi−1
h2
− Φi+1−Φi−1
2h
= 0 ∀i = 1, N − 1
Φ0 = 1, ΦN = 0
=⇒ Φi =
qi−qN
1−qN
,
q = 2+h
2−h
.
(3.2)
Der Verlauf dieser Φi ist fu¨r eine relativ feine Aufteilung von N = 80 in Abbildung 3.1
dargestellt. Wa¨hrend die numerische Lo¨sung fast u¨berall mit der analytischen Lo¨sung
u¨bereinstimmt, treten am rechten Rand unvermittelt sehr starke Oszillationen auf. Sie
haben ihre Ursache in den alternierenden qi. Die numerische Lo¨sung ist folglich frei
von Oszillationen, wenn die Schrittweite der Bedingung h < 2 genu¨gt, da in diesem
Fall q positiv ist. Wird der Term der ersten Ableitung mit einer nur erster Ordnung
genauen aufwa¨rtsgerichteten Differenzenformel approximiert, so erha¨lt man:
−Φi+1−2Φi+Φi−1
h2
− Φi−Φi−1
h
= 0 ∀i = 1, N − 1
Φ0 = 1, ΦN = 0
=⇒ Φi =
qi−qN
1−qN
,
q = +h

.
(3.3)
Diese Approximation liefert offensichtlich unabha¨ngig von der gewa¨hlten Schrittweite
eine oszillationsfreie Lo¨sung. Sie beruht jedoch auf einem wenig genauen Verfahren
und weicht deshalb dort, wo die Funktion Φ(x) nicht glatt verla¨uft, stark von der rich-
tigen Lo¨sung ab (vgl. Abbildung 3.1).
Bei den stro¨mungsmechanischen Bilanzgleichungen aus Kapitel 2 ist  = Re−1. Der
Diffusionsterm definiert den Typ der Gleichungen (elliptisch im Raum) und legt damit
fest, welche Randbedingungen vorgegeben werden mu¨ssen, um ein sachgema¨ß gestell-
tes Problem zu erhalten. Der dominante Konvektionsterm bewirkt im Gegensatz dazu,
dass Informationen auch und vor allem entlang der sogenannten Subcharakteristiken
(den Bahnlinien) verbreitet werden [Wan71, Tel81]. Das obige Beispiel hat deutlich
gemacht, dass bei den großen Reynoldszahlen, welche fu¨r praxisrelevante Problemstel-
lungen typisch sind, Zentraldifferenzen zur Diskretisierung des Konvektionsterms vo¨llig
ungeeignet sind, da sie den zu Grunde liegenden stro¨mungsphysikalischen Pha¨nomen in
keinster Weise Rechnung tragen. Einfache aufwa¨rtsgerichtete Differenzenformeln bie-
ten hierzu allerdings auch keine befriedigende Alternative. Sie werden zwar in einigen
kommerziellen Softwarepaketen (vgl. [Fre95]) aufgrund ihrer stabilisierenden Wirkung
optional angeboten und von vielen Anwendern auch eingesetzt; eine zunehmende Zahl
von wissenschaftlichen Fachzeitschriften verweigert aber die Annahme von Ergebnis-
sen, welche auf Verfahren basieren, die nur erster Ordnung genau sind [Fre93]. Im
nachfolgenden Abschnitt wird die Diskretisierung der einzelnen Terme der Bilanzglei-
chungen diskutiert und dabei auch Approximationen fu¨r den Konvektionsterm vorge-
stellt, die sich besser bewa¨hrt haben.
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3.3 Diskretisierung
Das betrachtete Gebiet wird durch ein Rechengitter dargestellt. Die Abbildung der
Gitterzellen auf Einheitsquadrate (∆ξ = ∆η = 1) in der Rechenebene definiert die
in Abschnitt 2.1 eingefu¨hrte Variablentransformation. An die Stelle der Feldgro¨ßen u,
p, k und ω treten diskrete Variablen, welche den Zellmittelpunkten zugeordnet sind.
Um eine streng konservative Formulierung der Bilanzgleichungen zu gewa¨hrleisten,
werden alle Vektoren und Tensoren auf eine ra¨umlich invariante, kartesische Basis be-
zogen [Sch90]. Die Diskretisierung wird mit dem Ziel durchgefu¨hrt, ein algebraisches
Gleichungssystem mit einer block-pentadiagonalen Koeffizientenmatrix zu erhalten,
welches mit einem semi-impliziten, iterativen Verfahren gelo¨st werden kann. In den
nachfolgenden Gleichungen sind die Platzhalter Φ und Γ gema¨ß Tabelle 3.1 zu substi-
tuieren.
Tabelle 3.1: Substitutionen fu¨r die Platzhalter Φ und Γ
Φ Γ
Impulsgleichung u µe
k-Gleichung k µ+ σkµt
ω-Gleichung ω µ+ σωµt
3.3.1 Zeitliche Diskretisierung
Die Bilanzgleichungen 2.17, 2.21 und 2.22 beinhalten jeweils einen instationa¨ren Term.
Das entsprechende Integral wird fu¨r jede Zelle mit Hilfe der Mittelpunktregel appro-
ximiert durch Gro¨ßen, die mit dem Zellmittelpunkt P assoziiert sind,
d
dt
∫
V (t)
%ΦdV =
∫
η
∫
ξ
∂J%Φ
∂τ
dξdη ≈
(∂J%Φ
∂τ
)
P
. (3.4)
Die Jacobi-Determinante J kann dabei auch durch das Zellvolumen VP ersetzt werden.
Die Bilanzgleichungen sind parabolisch in der Zeit, d. h. die Lo¨sung zu einem bestimm-
ten Zeitpunkt wird nur von dem Stro¨mungszustand zu den vorhergehenden Zeitpunk-
ten beeinflusst. Das wegen seiner Einfachheit ha¨ufig verwendete Euler-Verfahren greift
nur auf eine zuru¨ckliegende Zeitebene zuru¨ck,(∂J%Φ
∂τ
)n
P
≈ % (VP ΦP )
n − % (VPΦP )n−1
∆τ
. (3.5)
Werden die anderen Terme, wie hier der Fall, zum Zeitpunkt τn ausgewertet, so ist
das Verfahren implizit. Mit Hilfe eines ru¨ckwa¨rtsgerichteten Differenzenquotienten, der
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sich auf zwei zuru¨ckliegende Zeitebenen stu¨tzt, ist auch eine zeitliche Approximation
zweiter Ordnung mo¨glich,(∂J%Φ
∂τ
)n
P
≈ 3% (VPΦP )
n − 4% (VPΦP )n−1 + % (VPΦP )n−2
2∆τ
. (3.6)
Fu¨r diese genauere Approximation ist auch die Bezeichnung BDF-Verfahren zwei-
ter Ordnung gebra¨uchlich. Ihr einziger Nachteil ist der etwas gro¨ßere Speicherplatz-
bedarf aufgrund der zusa¨tzlichen Zeitebene. Sowohl das Euler- als auch das BDF-
Verfahren sind L-stabil und somit zur Lo¨sung steifer Differentialgleichungssysteme
geeignet [Roo99]. Im Folgenden wird der Index n zur Vereinfachung der Schreibweise
zumeist weggelassen.
3.3.2 Diffusionsterm
Um eine konservative Diskretisierung zu gewa¨hrleisten, wird der Diffusionsterm in der
Regel mit Hilfe des Satzes von Gauß in ein Oberfla¨chenintegral umgewandelt. Alterna-
tiv dazu kann auch das Volumenintegral in Verbindung mit der konservativen Form des
Divergenzoperators [Sch90] als Ausgangspunkt der Diskretisierung dienen. Mit dem in
Abbildung 3.2a schraffiert dargestellten Kontrollvolumen als Integrationsgebiet ergibt
sich dann:∫
V
∇ · (Γ∇Φ)dV =
∫
η
∫
ξ
1
J
(ΓJgαβΦ,ξβ),ξαJdξdη
=
∫
η
∫
ξ
[
∂
∂ξ
(
JΓg1βΦ,ξβ
)
+
∂
∂η
(
JΓg2βΦ,ξβ
)]
dξdη
=
∫
η
(
JΓg1βΦ,ξβ
) ∣∣∣e
w
dη +
∫
ξ
(
JΓg2βΦ,ξβ
) ∣∣∣n
s
dξ.
(3.7)
Hierbei bezeichnet gαβ die kontravarianten Metrikkoeffizienten (siehe Anhang A). Um
die Integration formal durchfu¨hren zu ko¨nnen, muss eine Annahme bezu¨glich der
Abha¨ngigkeit der Integranden von den Integrationsvariablen getroffen werden. Mit
der Mittelpunktregel erha¨lt man:∫
V
∇ · (Γ∇Φ)dV ≈ (JΓg1βΦ,ξβ) ∣∣∣e
w
+
(
JΓg2βΦ,ξβ
) ∣∣∣n
s
≈
[
Γ
J
(
x2,η + y
2
,η
)
Φ,ξ
]∣∣∣∣e
w
+
[
Γ
J
(
x2,ξ + y
2
,ξ
)
Φ,η
]∣∣∣∣n
s︸ ︷︷ ︸
Normaldiffusion
−
[
Γ
J
(
x,ξx,η + y,ξy,η
)
Φ,η
]∣∣∣∣e
w
−
[
Γ
J
(
x,ξx,η + y,ξy,η
)
Φ,ξ
]∣∣∣∣n
s︸ ︷︷ ︸
Kreuzdiffusion
.
(3.8)
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a) ‘Cell-Centered’-Schema
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b) ‘Node-Centered’-Schema
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Abbildung 3.2: Differenzenmoleku¨le mit Kompass-Notation2 zur Auswertung von ra¨umli-
chen Differentialoperatoren bei Stro¨mungsberechnung (mit ‘Cell-Centered’-Schema) und Git-
ternachfu¨hrung (mit ‘Node-Centered’-Schema)
Die Ableitungen Φ,ξβ werden durch zentrale Differenzen approximiert. Fu¨r die Ostseite
der Zelle gilt damit z. B.
(Φ,ξ)e ≈ ΦE − ΦP ,
(Φ,η)e ≈ Φen − Φse.
(3.9)
Die Gro¨ßen in den Zellecken (Φen, Φse, etc.) werden durch einfache bilineare Inter-
polation auf zellzentrierte Werte zuru¨ckgefu¨hrt, da nur diese in den diskreten Glei-
chungen als Unbekannte auftreten du¨rfen. Die ersten beiden Terme der rechten Seite
von Gleichung 3.8 stellen den Normaldiffusions-Anteil dar. Sie werden bei der Diskre-
tisierung implizit behandelt, da sie positive Beitra¨ge zu den Hauptdiagonalelementen
der Koeffizientenmatrix des algebraischen Gleichungssystems liefern. Die anderen Ter-
me bezeichnet man im Gegensatz dazu als Kreuzdiffusions-Anteil. Sie treten nur bei
nichtorthogonalen Gittern auf. Der Kreuzdiffusions-Anteil fu¨hrt bei der Diskretisie-
rung zu negativen Beitra¨gen zu den Hauptdiagonalelementen, die umso gro¨ßer sind, je
stumpfer der Winkel ist unter dem die Gitterlinien zueinander verlaufen. Aus diesem
Grunde wird der Kreuzdiffusions-Anteil explizit behandelt.
3.3.3 Konvektionsterm
Wie der Abschnitt 3.2 deutlich gemacht hat, bereitet die Diskretisierung des Konvek-
tionsterms weitaus mehr Probleme als die des Diffusionsterms. Der erste Diskretisie-
2Bei der Kompass-Notation ist die Bezeichnung der Nachbarpunkte zu Punkt P von den Himmels-
richtungen (‘West’, ‘East’, ‘South’, ‘North’ fu¨r Zellmittelpunkte und entsprechende Kleinbuchsta-
ben fu¨r die Mittelpunkte der Seitenfla¨chen) abgeleitet.
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rungsschritt verla¨uft noch analog zu dem des Diffusionsterms,∫
V
∇ · (%urΦ)dV =
∫
η
∫
ξ
1
J
(
%Ju〈α〉
r
ββαΦ
)
,ξβ
Jdξdη
=
∫
η
∫
ξ
[
∂
∂ξ
(
%Aα1u
〈α〉
r
Φ
)
+
∂
∂η
(
%Aα2u
〈α〉
r
Φ
)]
dξdη
=
∫
η
(
%Aα1u
〈α〉
r
Φ
)∣∣∣e
w
dη +
∫
ξ
(
%Aα2u
〈α〉
r
Φ
)∣∣∣n
s
dξ.
(3.10)
Die in dieser Gleichung auftretenden Elemente der Inversen der Jacobi-Matrix, ββα,
und Adjunkten der Jacobi-Matrix, Aαβ, stellen rein geometrische Faktoren dar. Sie
sind im Anhang A aufgefu¨hrt. Die Integrale der obigen Gleichung lassen sich mit Hilfe
der Mittelpunktregel approximieren gema¨ß∫
V
∇ · (%urΦ)dV ≈
(
%Aα1u
〈α〉
r
Φ
)∣∣∣e
w
+
(
%Aα2u
〈α〉
r
Φ
)∣∣∣n
s
≈ (m˙Φ)e − (m˙Φ)w + (m˙Φ)n − (m˙Φ)s.
(3.11)
Der Massenfluss m˙ ist verantwortlich fu¨r den Transport der Gro¨ße Φ aus dem Innern
des Kontrollvolumens heraus. Anders als beim Diffusionsterm werden in der Bilanz der
konvektiven Flu¨sse die Gro¨ßen u, x˙ und Φ an den Kontrollvolumen-Seiten beno¨tigt.
Variablenbestimmung an den Seitenfla¨chen des Kontrollvolumens
Die in der Abbildung 3.2a mit P , E, W , N , S, EE, WW , NN und SS bezeichne-
ten Punkte bilden das Differenzenmoleku¨l, welches zur Approximation der Variablen
Φ an den Seitenfla¨chen e, w, n und s verwendet wird. Die Herleitung einer geeigne-
ten Interpolationsvorschrift kann, bei hinreichender Gla¨tte der Variablen, mittels einer
einfachen Taylorreihenentwicklung erfolgen. Die Raumdimensionen werden dabei im
Allgemeinen unabha¨ngig voneinander betrachtet. Bezeichnet man, wie in der Abbil-
dung 3.3 dargestellt, die stromauf liegende Zelle mit U (‘upstream’), die zentrale Zelle
mit C (‘central’) und die stromab liegende Zelle mit D (‘downstream’), so ergibt sich
der Variablenwert an der Zellgrenzfla¨che f (‘face’) zu:
Φf = ΦC +
(
∆x
2
)
Φ,x|C +
1
2
(
∆x
2
)2
Φ,xx|C +
1
6
(
∆x
2
)3
Φ,xxx|C + . . . (3.12)
Beim Upwind-Ansatz (UDS) wird von einem zellweise konstanten Funktionsverlauf
ausgegangen (siehe Abbildung 3.3a). Die Ableitungsterme in der Taylorreihe ver-
schwinden in diesem Fall, was zu einer Genauigkeit O(∆x) fu¨hrt. Eine zweiter Ordnung
genaue Interpolation ergibt sich, wenn in der Taylorreihe die erste Ableitung durch
eine um f zentrierte Differenzenformel angena¨hert wird. Dieses als Zentraldifferenzen-
Ansatz (CDS) bezeichnete Schema erfu¨llt zwar die Anforderungen hinsichtlich der
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U U UC C CD D Df f fx x x
Φ Φ Φ
a) UDS b) CDS c) QUICK
Abbildung 3.3: Variableninterpolation auf der Basis von konstanten, linearen und quadra-
tischen Funktionsverla¨ufen
formalen Genauigkeit der Approximation, es ist aber trotzdem ungeeignet, da es bei
hohen Reynoldszahlen zu unphysikalischen Oszillationen in der Lo¨sung fu¨hrt (vgl. Ab-
schnitt 3.2). Mit dem QUICK-Ansatz von Leonard [Leo79] la¨sst sich eine noch ho¨here
Genauigkeitsordnung erzielen. Er stu¨tzt sich bei der Interpolation auf zwei stromauf
und einen stromab liegenden Punkt und ist damit in der Lage, quadratische Funktions-
verla¨ufe exakt darzustellen. Der wesentliche Vorteil gegenu¨ber dem CDS liegt vor allem
in der sta¨rkeren Gewichtung der stromauf liegenden Punkte begru¨ndet. Der QUICK-
Ansatz kann ebenfalls Oszillationen hervorrufen, da ein stromab liegender Punkt in
die Interpolationsvorschrift mit eingeht. Umfangreiche Erfahrungen mit praktischen
Anwendungen belegen, dass der QUICK-Ansatz zu wesentlich besseren Ergebnissen
fu¨hrt als das UDS oder das CDS [Nol93]. QUICK-Ansatz und CDS lassen sich, ge-
meinsam mit anderen Schemata ho¨herer Ordnung, in der folgenden kanonischen Form
zusammenfassen:
Φf = ΦC +
1
4
(
κ+∆+ + κ−∆−
)
,
mit κ+ = 1 + κ, κ− = 1− κ,
∆+ = ΦD − ΦC , ∆− = ΦC − ΦU .
(3.13)
Das CDS ergibt sich dabei gerade fu¨r κ = 1, wa¨hrend fu¨r das QUICK-Verfahren κ = 1
2
zu setzen ist. Sinnvolle Werte fu¨r κ liegen zwischen −1 und 1. Die untere Grenze,
κ = −1, entspricht dem LUDS-Ansatz.
Der reine Upwind-Ansatz (Φf = ΦC) stellt eine vergleichsweise ungenaue Approxima-
tion dar, er garantiert jedoch einen monotonen Funktionsverlauf. Der zusa¨tzliche Term
in Gleichung 3.13 verhilft der Interpolationsvorschrift zu der geforderten ho¨heren Ge-
nauigkeit. Er fu¨hrt aber leider auch dazu, dass Oszillationen in der Lo¨sung auftreten
ko¨nnen. Aus diesem Grund wird der Zusatzterm in der Regel beschra¨nkt. Dies gelingt
durch die axiomatische Einfu¨hrung einer Limitierungsfunktion L mit den Eigenschaf-
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ten
L(s, t) = L(t, s), (Symmetrie)3 (3.14a)
γL(s, t) = L(γs, γt), (Linearita¨t) (3.14b)
L(s, s) = s, (Konsistenz) (3.14c)
(vgl. [Jam95]) in Verbindung mit dem Ansatz
Φf = ΦC +
1
2
L(∆+,∆−)
bzw. Φf = ΦC +
1
2
∆+L (1, r) mit r =
∆−
∆+
.
(3.15)
Ein monotoner Funktionsverlauf ist gewa¨hrleistet, wenn bei monoton steigenden ΦU ,
ΦC , ΦD die Bedingungen ΦC ≤ Φf ≤ ΦD erfu¨llt sind und bei monoton fallenden ΦU ,
ΦC , ΦD entsprechend ΦC ≥ Φf ≥ ΦD gilt. In beiden Fa¨llen findet man:
0 ≤ L (1, r) ≤ 2. (3.16)
Bei nicht-monotonen Folgen ΦU , ΦC , ΦD sowie in den Extremsituationen r  1 und
r  1 verliert der Begriff der Fehlerordnung an Bedeutung, da die Schrittweite zu
groß ist. Leonard [Leo88] wies in diesem Zusammenhang die Existenz oszillierender
Moden fu¨r bestimmte, kritische r < 0 nach, welche bei Verwendung der unlimitierten
Schemata nicht unterdru¨ckt werden. Er zog daraus die Schlussfolgerung, dass neben
3.16 auch die Bedingung
L (1, r) = 0 wenn r ≤ 0 (3.17)
erfu¨llt sein sollte. Fu¨r eine ausfu¨hrliche Diskussion dieser Problematik siehe [GL88].
Die Limitierungsfunktion
L(1, r) = max
{
0,min
[
2r, (rκ+ + κ−)/2, (κ+ + rκ−)/2, 2
]}
(3.18)
genu¨gt den Axiomen 3.14a-c sowie den Zwangsbedingungen 3.16 und 3.17, bei weitest-
gehender Beru¨cksichtigung der kanonischen Form 3.13. Fu¨r den limitierten QUICK-
Ansatz ist die von Lien und Leschziner [LL94b] gepra¨gte Bezeichnung UMIST ge-
bra¨uchlich. Die gema¨ß Gleichung 3.18 zula¨ssige Region ist in der Abbildung 3.4 schraf-
fiert dargestellt.
Die bei der Herleitung des Konvektionsschemas gemachten Aussagen zur Fehlerord-
nung gelten strenggenommen nur fu¨r Rechengitter mit a¨quidistanter Schrittweite. Die
Rechengitter, welche bei praxisrelevanten Problemstellungen zum Einsatz kommen,
weisen jedoch im Allgemeinen eine Schrittweite auf, die von Zelle zu Zelle variiert. Ei-
ner Untersuchung von Castro und Jones [CJ87] zufolge ist der dadurch hervorgerufene,
3Die Symmetrie-Bedingung bewirkt, dass die abwa¨rtsgerichtete Differenz ∆+ und die aufwa¨rtsge-
richtete Differenz ∆− gleich behandelt werden. Es gibt auch Ansa¨tze, welche keine Symmetrie
voraussetzen (z. B. [LL94a]).
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Abbildung 3.4: Limitierungsfunktion beim UMIST-Ansatz
zusa¨tzliche Fehler jedoch vernachla¨ßigbar, vorausgesetzt, das Verha¨ltnis der Abmes-
sungen benachbarter Gitterzellen liegt zwischen 0,8 und 1,25.
Die hier vorgestellte Limitierungsfunktion ist bei weitem nicht die einzig mo¨gliche.
Einen allgemeineren theoretischen Rahmen fu¨r die Konstruktion von hochauflo¨sen-
den, limitierten Schemata bieten das TVD-Konzept von Harten [Har84] und das etwas
neuere LED-Konzept [Jam95]. Die Entwicklung von Schemata zur genauen und nu-
merisch robusten Approximation des Flusses ist nach wie vor ein Gebiet intensiver
Forschungsbemu¨hungen (vgl. [DK97]).
Bestimmung der Gittergeschwindigkeit
Die Herleitung der ALE-Gleichungen (siehe Kapitel 2) hebt die Bedeutung, welche
dem VCL zukommt, hervor. Es verknu¨pft die Gittergeschwindigkeit mit der zeit-
lichen A¨nderung des Zellvolumens. Das Zellvolumen ergibt sich fu¨r jede Zeitebene
direkt aus den Gitterpunktkoordinaten. Zur Bestimmung der Gittergeschwindigkeit
gibt es hingegen mehrere Mo¨glichkeiten. Es erscheint naheliegend, sie mittels eines
Finite-Differenzen-Ansatzes aus der Verschiebung der Gitterpunkte zu approximieren.
Bei dieser Vorgehensweise wird jedoch das diskrete Pendant zu Gleichung 2.10 nicht
erfu¨llt, mit der Konsequenz, dass das numerische Verfahren nicht mehr in der Lage ist,
einfache, konstante Stro¨mungszusta¨nde darzustellen [DP88]. Die Berechnung der Git-
tergeschwindigkeit muss deshalb konsistent zum VCL erfolgen. Am einfachsten gelingt
dies, indem das VCL explizit nach der Gittergeschwindigkeit aufgelo¨st wird. Der Weg
dazu fu¨hrt u¨ber die Volumeninkremente ∆V (siehe Abbildung 3.5). Fu¨r sie gelten die
einfachen geometrischen Zusammenha¨nge:
V n = V n−1 +
∑
f∈ 
∆V nf = V
n−2 +
∑
f∈ 
∆V n−1f +
∑
f∈ 
∆V nf , S = {e, w, n, s}. (3.19)
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Mit Hilfe des Satzes von Gauß la¨sst sich der zweite Term in Gleichung 2.10 als Ober-
fla¨chenintegral darstellen,
d
dt
∫
V (t)
dV −
∮
S
x˙ · n dS = 0. (3.20)
Die Annahme, dass x˙ entlang der Seitenfla¨chen des Kontrollvolumens jeweils line-
ar verla¨uft (Approximation zweiter Ordnung) fu¨hrt zu der folgenden semi-diskreten
Formulierung:
d
dt
∫
V (t)
dV = (x˙ · nS)e + (x˙ · nS)w + (x˙ · nS)n + (x˙ · nS)s. (3.21)
Es erweist sich als zweckma¨ßig, die Gittergeschwindigkeit in eine Normalkomponente
und eine Tangentialkomponente aufzuspalten,
x˙ = x˙⊥n + x˙‖t. (3.22)
Nur die Normalkomponente liefert einen Beitrag zur Bilanzgleichung 3.20. Dies gilt
ebenfalls fu¨r die anderen Bilanzgleichungen aus Kapitel 2. Wird die zeitliche Ableitung
in Gleichung 3.21 mit dem Euler-Verfahren approximiert, so findet man durch Vergleich
mit der Gleichung 3.19 fu¨r eine Seitenfla¨che f :
x˙⊥f =
∆V nf
Sf∆t
. (3.23)
Fu¨r die genauere zeitliche Diskretisierung zweiter Ordnung (Gleichung 3.6) ergibt sich
entsprechend [LMPS97, Hie99]:
x˙⊥f =
3∆V nf −∆V n−1f
2Sf∆t
. (3.24)
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Abbildung 3.5: Volumeninkremente an der Ostseite einer Zelle
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3.4 Bestimmung des Drucks
Die stro¨mungsmechanischen Bilanzgleichungen 2.16 und 2.17 enthalten keine Bestim-
mungsgleichung fu¨r den Druck. Wa¨hrend sich die Komponenten des Geschwindigkeits-
vektors bei vorgegebenem Druckgradient direkt aus der Impulsbilanz ergeben, muss
die Massenbilanz erst umgeformt werden, um die Berechnung des Druckes zu ermo¨gli-
chen. In diesem Zusammenhang werden drei verschiedene Ansa¨tze unterschieden. Die
Methode der ku¨nstlichen Kompressibilita¨t hat sich, ebenso wie auch Methoden, die
auf der Lo¨sung einer Poisson-Gleichung fu¨r den Druck basieren, als nicht sehr effizient
erwiesen [Sch90]. Aus diesem Grunde basiert der in dieser Arbeit eingesetzte Lo¨sungsal-
gorithmus auf einem Druckkorrektur-Verfahren, dem SIMPLE-Verfahren von Patankar
[Pat80]. Es kann, obwohl urspru¨nglich fu¨r eine raumfeste Diskretisierung hergeleitet,
ohne weitere Modifikation auch bei zeitvera¨nderlichen Rechengittern verwendet wer-
den, vorausgesetzt das diskrete VCL ist erfu¨llt [LMPS97].
Bei inkompressiblen Stro¨mungen geht nur der Druckgradient in die Bilanzgleichungen
ein. D. h. eine beliebige, zum Druck addierte Konstante bleibt ohne Einfluss auf die
anderen Variablen. Die Massenbilanz besteht nur aus der Divergenz des Geschwindig-
keitsvektors und entha¨lt damit weder den Druck noch die Geschwindigkeit selbst. Das
erschwert eine korrekte numerische Behandlung der stro¨mungsmechanischen Problem-
stellung. Werden na¨mlich die im Rahmen der Diskretisierung an den Seitenfla¨chen der
Kontrollvolumen beno¨tigten Druck- und Geschwindigkeitswerte durch eine einfache
geometrische Interpolation aus den zentral gespeicherten Werten ermittelt, so fu¨hrt
das zur Entkoppelung benachbarter Werte und damit zu einem schachbrettartigen
Muster in der Lo¨sung [Pat80]. Viele Jahre lang waren versetzte Rechengitter der einzi-
ge bekannte Weg zur Umgehung dieser Schwierigkeit. Dabei werden die Komponenten
des Geschwindigkeitsvektors nicht den Zellmittelpunkten, sondern den Mittelpunkten
der Seitenfla¨chen zugeordnet. Dies bringt jedoch eine betra¨chtliche Erho¨hung des Re-
chenaufwands und der Komplexita¨t des numerischen Verfahrens mit sich. Rhie [Rhi81]
entwickelte eine spezielle Interpolation, welche im Gegensatz zur rein geometrischen In-
terpolation auf die diskrete Impulsbilanz zuru¨ckgreift. Durch diese Vorgehensweise, die
inzwischen quasi zum Standard geworden ist, gelingt es, Entkopplungsprobleme auch
bei nichtversetzten Rechengittern zu vermeiden. Die “Impulsinterpolation” ([MRZ92])
unterscheidet sich von der geometrischen Interpolation durch einen Korrekturterm, der
sowohl O(∆x2) als auch proportional zur dritten Ableitung des Drucks ist [FP96] und
folglich immer dann seine gla¨ttende Wirkung entfaltet, wenn benachbarte Druckwerte
einen oszillierenden Verlauf aufweisen.
3.5 Implementierung der Randbedingungen
Um ein sachgema¨ß gestelltes Problem zu erhalten, mu¨ssen die Integrodifferentialglei-
chungen 2.17, 2.21 und 2.22 sowie die Druckkorrekturgleichung durch geeigneten Rand-
bedingungen erga¨nzt werden. In dieser Arbeit werden feste Wa¨nde sowie Ein- und
Ausstro¨mra¨nder als mo¨gliche Randbedingungen betrachtet.
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3.5.1 Randbedingungen fu¨r die Bilanzgleichungen
Einstro¨mrand
Am Einstro¨mrand sind feste Werte fu¨r die Variablen vorzugeben. Bei der Geschwin-
digkeit ist dies in der Regel der Wert der ungesto¨rten Anstro¨mung U∞.
Die Turbulenzgro¨ßen am Einstro¨mrand sind in der Regel nicht bekannt. Zumeist liegt
jedoch eine grobe Abscha¨tzung fu¨r den Turbulenzgrad Tu vor. Aus diesem kann die
turbulente kinetische Energie gema¨ß
k =
3
2
(Tu U∞)
2 (3.25)
bestimmt werden. Eine geeignete Randbedingung fu¨r ω zu finden ist schwieriger.
Ha¨ufig wird, ausgehend von der Annahme, dass die Freistromturbulenz am Einstro¨m-
rand isotrop ist, gefordert, dass
µt
µ
 1 (3.26)
gilt, woraus sich mittels Gleichung 2.23 und k∞ ein Wert fu¨r ω bestimmen la¨sst. Al-
ternativ dazu kann ω auch aus dimensionsanalytischen Betrachtungen durch Vorgabe
eines turbulenten La¨ngenmaßes Lt gewonnen werden
ω =
√
k
Lt
, (3.27)
wobei Lt selbst wieder in Bezug zu einer fu¨r die Stro¨mung charakteristischen La¨nge L
gesetzt wird. Fu¨r das Verha¨ltnis von Lt zu L wa¨hlt man u¨blicherweise Werte zwischen
0,01 und 0,1. Die teilweise recht ungenauen Abscha¨tzungen, welche bei der Vorgabe der
Randbedingungen fu¨r die Turbulenzgro¨ßen gemacht werden mu¨ssen, sind in der Re-
gel nicht kritisch, da im Innern des Berechnungsgebietes starke Turbulenzproduktion
auftritt und somit der konvektive Transport der Turbulenzgro¨ßen von untergeordneter
Bedeutung ist.
Ausstro¨mrand
Am Ausstro¨mrand wird kein fester Wert fu¨r die Geschwindigkeit, sondern eine Gradi-
entenbedingung bzw. eine konvektive Randbedingung vorgeschrieben. Die Werte auf
dem Ausstro¨mrand mu¨ssen aus dem Gebietsinnern extrapoliert werden. Eine nach-
folgende Korrektur, welche sicherstellt, dass auch in der Anfangsphase der iterativen
Berechnung der aus dem Gebiet austretende Massenfluss gleich groß ist wie der eintre-
tende, beschleunigt die Konvergenz des Verfahrens ganz erheblich. Bei der numerischen
Simulation stationa¨rer Stro¨mungen wird zumeist eine einfache Gradientenbedingung
verwendet, welche sich aus der Annahme ergibt, dass in Richtung der Austrittsnor-
malen keine A¨nderungen in den Variablen auftreten. Fu¨r instationa¨re Problemstel-
lungen eignet sich diese Randbedingung nur bedingt, da sie bewirkt, dass stromauf
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entstandene Sto¨rungen den Ausstro¨mrand nicht ungehindert passieren, sondern ins
Berechnungsgebiet zuru¨ck reflektiert werden. Die konvektive Randbedingung
∂Φ
∂τ
+ UM
∂Φ
∂n
= 0 (3.28)
verhindert dieses Problem dagegen weitestgehend [FP96]. Die Geschwindigkeit UM
ergibt sich aus dem korrigierten Massenfluss und der Fla¨che des Ausstro¨mrandes.
Feste Wa¨nde
Das Fluid haftet an Wa¨nden, mit anderen Worten es gilt
u = x˙. (3.29)
Die Gittergeschwindigkeit wird aus Gitterpunktekoordinaten verschiedener Zeitebenen
berechnet. Der Abschnitt 3.3.3 zeigte, dass die Normalkomponente der Gittergeschwin-
digkeit bereits durch das VCL festgelegt ist. Es erscheint naheliegend, die fehlende
Tangentialkomponente aus einem Finite-Differenzen-Ansatz zu bestimmen, also
x˙‖
n
=
xn − xn−1
∆τ
· tn (3.30)
fu¨r eine zeitliche Diskretisierung erster Ordnung bzw.
x˙‖
n
=
3xn − 4xn−1 + xn−2
2∆τ
· tn (3.31)
fu¨r eine zeitliche Diskretisierung zweiter Ordnung, und diese mit der Normalkompo-
nente via Gleichung 3.22 zu einem vollsta¨ndigen Vektor zusammenzufu¨gen. Ein sol-
cherart konstruierter Gittergeschwindigkeitsvektor erfu¨llt das diskrete VCL auch auf
dem Rand.
Die turbulenten Fluktuationen verschwinden auf dem Rand und damit natu¨rlich auch
die turbulente kinetische Energie. Weniger einfach ist die Vorgabe einer geeigneten
Randbedingung fu¨r die spezifische Dissipationsrate, da sie gegen Unendlich strebt,
wenn der Wandabstand gegen Null geht. Eine Lo¨sung fu¨r dieses Problem bietet die
Analyse des asymptotischen Verhaltens (siehe z. B. [Run99]). Sie basiert auf der An-
nahme, dass sich molekulare Diffusion und Dissipation in unmittelbarer Wandna¨he
im Gleichgewicht befinden. Es zeigt sich hierbei, dass die spezifische Dissipationsrate
umgekehrt proportional zum Quadrat des Wandabstandes n ist. Man findet fu¨r das
Wilcox k − ω Modell
ω =
6µ
%Cω2n2
, (3.32)
wa¨hrend sich fu¨r das LLR k − ω Modell aufgrund der etwas anderen Definition der
Koeffizenten
ω =
6µ
%(Cω2 − 1)n2 (3.33)
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ergibt. Anstelle des Wertes an der Wand kann damit der Wert im wandna¨chsten Zell-
mittelpunkt vorgegeben werden. Der Wandpunkt selbst geht somit in die Bilanzglei-
chung der spezifischen Dissipationsrate nicht mehr ein.
3.5.2 Randbedingung fu¨r den Druck
Die Bestimmungsgleichung fu¨r die Druckkorrekturen, welche sich aus dem SIMPLE-
Algorithmus ergibt, ist in ihrer Struktur a¨hnlich der diskretisierten Form einer Poisson-
Gleichung. Es werden also Randbedingungen fu¨r die Druckkorrekturgleichung auf der
gesamten Gebietsberandung beno¨tigt. Die Geschwindigkeitskorrekturen sollen an allen
Ra¨ndern (Einstro¨mrand, Ausstro¨mrand und feste Wa¨nde) Null sein. Diese Forderung
ist gleichbedeutend mit einer Neumann-Randbedingung fu¨r die Druckkorrekturen. Da
sie fu¨r die gesamte Gebietsberandung gilt, ist das resultierende Gleichungssystem sin-
gula¨r. Um ein regula¨res Gleichungssystem zur Bestimmung der Druckkorrekturen zu
erhalten, wird eine zusa¨tzliche Gleichung beno¨tigt. Dazu wird die Druckkorrektur in
einem bestimmten, frei wa¨hlbaren Punkt gleich Null gesetzt. Die Singularita¨t des Glei-
chungssystems hat ihren Ursprung darin, dass der Druck in der Impulsgleichung nur
als Gradient auftritt. Eine beliebige Konstante, welche zum Druck addiert wird, hat
auf die Impulsgleichung keinen Einfluss. Durch die zusa¨tzliche Bedingung wird der
Wert der Konstanten und damit das Druckfeld eindeutig festgelegt.
3.6 Lo¨sung des algebraischen Gleichungssystems
Das Ziel der Diskretisierung ist es, fu¨r jede der unbekannten Variablen u, v, p, k
und ω ein algebraisches Gleichungssystem zu erhalten. Dies ermo¨glicht dann in ei-
nem zweiten Schritt die entkoppelte, sequentielle Lo¨sung der einzelnen Gleichungssys-
teme mittels eines geeigneten numerischen Verfahrens und somit, im Rahmen einer
a¨ußeren Iteration, die Lo¨sung des Gesamtsystems. Die Koeffizienten der algebraischen
Gleichungssysteme werden mit Variablenwerten des zuru¨ckliegenden Iterationsschrit-
tes berechnet. Dies ist notwendig, um eine Entkopplung und Linearisierung der Bilanz-
gleichungen zu erreichen. Zur Lo¨sung der einzelnen algebraischen Gleichungssysteme
wird die ‘Strongly Implicit Procedure’ (SIP) von Stone [Sto68] verwendet. Dieses semi-
implizite, iterative Verfahren hat sich fu¨r Anwendungen der numerischen Stro¨mungs-
mechanik bewa¨hrt. Das SIP-Verfahren setzt eine pentadiagonale Koeffizientenmatrix,
wie sie sich z. B. aus der impliziten Behandlung des Normaldiffusionsterms ergibt,
voraus. Alle Beitra¨ge, die zu Eintra¨gen auf anderen Diagonalen oder zu einer Verlet-
zung der Diagonaldominanz der Koeffizientenmatrix fu¨hren wu¨rden, mu¨ssen explizit
behandelt werden; d. h. sie werden mit Werten des zuru¨ckliegenden Iterationsschrit-
tes berechnet und dem Quellterm zugeschlagen. Beim Konvektionsterm fu¨hrt diese
Vorgehensweise dazu, dass nur der Upwind-Anteil implizit behandelt wird (‘deferred
correction approach’, [KR74]).
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Das Verfahren zur Berechnung von inkompressiblen Stro¨mungen auf raumfesten Re-
chengittern ist ausfu¨hrlich getesten worden (z. B. [RT96], [Kub97]). Es genu¨gt deshalb,
die Approximationen, welche im Zusammenhang mit der Erweiterung des Verfahrens
auf zeitvera¨nderliche Rechengitter gemacht wurden, kritisch zu u¨berpru¨fen. Dies ge-
schieht im Folgenden anhand ausgewa¨hlter Testfa¨lle.
4.1 Gleichfo¨rmige Stro¨mung auf transientem Gitter
Ein erster Testfall, welcher bereits Eingang in einschla¨gige Fachbu¨cher (vgl. [Shy96])
gefunden hat, ist die gleichfo¨rmige Stro¨mung auf einem Rechengitter mit zeitvera¨nder-
lichen Zellvolumen. Er basiert auf der grundlegenden Forderung, dass eine ra¨umlich
und zeitlich konstante Stro¨mung durch eine beliebig vorgegebene Gitterbewegung nicht
gesto¨rt werden darf. Um dies sicherzustellen, ist es zwingend erforderlich, dass die Dis-
kretisierung des Konvektionsterms und des instationa¨ren Terms konsistent zum VCL
erfolgt [DP88].
Das transiente Gitter oszilliert zwischen zwei Zusta¨nden x1 und x2, welche in der
Abbildung 4.1 dargestellt sind. Dabei, wie auch bei den beiden nachfolgenden Abbil-
dungen, ist aus Gru¨nden der U¨bersichtlichkeit sowohl in x− als auch in y−Richtung
jeder zweite Gitterpunkt ausgeblendet. Der zeitliche Verlauf des Gitters ist gegeben
Abbildung 4.1: Darstellung der Extremzusta¨nde x1 (oben) und x2 (unten), welche im Ver-
lauf der oszillierenden Gitterbewegung erreicht werden
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durch
x(t) = x1f + x2(1− f),
mit f =
1
2
[
cos(2pit) + 1
]
.
(4.1)
Die Stro¨mungsgeschwindigkeit kann ohne Beschra¨nkung der Allgemeinheit gleich Null
gesetzt werden.
Bei dem in der vorliegenden Arbeit zum Einsatz kommenden numerischen Verfah-
ren ist das diskrete VCL automatisch erfu¨llt. Eine Verfa¨lschung der Stro¨mungslo¨sung
durch die Gitterbewegung ist damit — unabha¨ngig vom gewa¨hlten Zeitschritt — aus-
geschlossen. Dies ist nicht der Fall, wenn, wie in der Literatur gelegentlich zu beob-
achten (z. B. [VG76, ARH80, MMV97]), die Gittergeschwindigkeit aus einem Finite-
Differenzen-Ansatz bestimmt wird. Der numerische Fehler macht sich in Form eines
von der vorgegebenen, konstanten Lo¨sung abweichenden Geschwindigkeitsfeldes be-
merkbar. Er geht bei Verkleinerung der Zeitschrittweite, je nach Fehlerordnung, mehr
oder weniger schnell gegen Null. Die Abbildung 4.2 zeigt das Geschwindigkeitsfeld fu¨r
einen Finite-Differenzen-Ansatz zweiter Ordnung, welches sich bei einer Aufteilung der
Periode in 32 Teilintervalle ergibt. Der Fehler ko¨nnte durch eine wesentlich feinere Auf-
teilung zum Verschwinden gebracht werden. Einer sukzessiven Verfeinerung sind jedoch
aufgrund der damit einhergehenden Steigerung des Rechenaufwandes Grenzen gesetzt.
Ein Finite-Differenzen-Ansatz stellt somit keine gute Alternative zur Bestimmung der
Gittergeschwindigkeit dar. Es ist auch versucht worden, die einfachere Formel 3.23 fu¨r
die Gittergeschwindigkeit zusammen mit der zeitlichen Approximation zweiter Ord-
nung (siehe Gleichung 3.6) zu verwenden [Sch01, Bun01]. Diese Vorgehensweise hat
den Vorteil, dass die Volumeninkremente der zuru¨ckliegenden Zeitebene nicht beno¨tigt
werden und somit Speicherplatz eingespart wird. Sie fu¨hrt aber auf der anderen Seite
zu einer Inkonsistenz zum VCL. In der Abbildung 4.3 wird deutlich, dass der hierdurch
hervorgerufene Fehler noch viel gro¨ßer ausfa¨llt als beim Finite-Differenzen-Ansatz.
10−3 m/s
Abbildung 4.2: Geschwindigkeitsvektoren und Isotachen bei x(t) = x1 (oben) und x(t) =
x2 (unten), verursacht durch oszillierende Gitterbewegung und Verletzung des VCL aufgrund
der Diskretisierung von x˙ mittels Finite-Differenzen-Ansatz zweiter Ordnung
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10−2 m/s
Abbildung 4.3: Geschwindigkeitsvektoren und Isotachen bei x(t) = x1 (oben) und
x(t) = x2 (unten), verursacht durch oszillierende Gitterbewegung und inkonsistente zeitliche
Diskretisierung von u und x˙
4.2 Oszillierende Platte
Zur Validierung des Programms bietet sich auch die instationa¨re Stro¨mung u¨ber einer
in x-Richtung harmonisch oszillierenden, horizontalen Platte an. Fu¨r diese Konfigu-
ration liegt eine analytische Lo¨sung vor, deren Herleitung z. B. in [SK80] beschrieben
wird. Fu¨r eine vorgegebene Plattenbewegung
x(t) =
U0
n
sin(nt) (4.2)
ergibt sich
u(y, t) = U0e
−δ cos(nt− δ) (4.3)
als Lo¨sung der Kontinuita¨ts- und Impulsgleichung. Dabei stellt δ = y
√
n/2ν den di-
mensionslosen Wandabstand dar. Der Einfluss der Randbewegung erstreckt sich bis
ins Unendliche, nimmt jedoch exponentiell mit dem Wandabstand ab. Fu¨r n/ν  1
ist die oszillierende Bewegung des Fluids praktisch auf eine du¨nne Schicht beschra¨nkt,
der sogenannten ‘Stokes layer’. Sie tritt bei vielen Anwendungen auf, die durch eine
oszillierende Grundstro¨mung gekennzeichnet sind [Tel81].
Das oszillierende Geschwindigkeitsprofil klingt mit gro¨ßer werdendem Wandabstand
schnell ab und ist fu¨r δ > 6 praktisch gleich Null. Die ra¨umliche Diskretisierung stu¨tzt
sich auf 120 im Wandbereich konzentrierte Gitterpunkte. Die logarithmische Vertei-
lung der Punkte wird in der Abbildung 4.4 deutlich, wobei allerdings aus Gru¨nden der
U¨bersichtlichkeit nur jeder fu¨nfte Punkte gezeigt wird. Zur Vereinfachung der Dar-
stellung wurde n = 2pi gesetzt. Die Abbildung 4.4 zeigt das Geschwindigkeitsprofil
zum Zeitpunkt der maximalen Plattenauslenkung nt = pi/2 und beim Nulldurchgang
nt = pi. Es ist deutlich zu erkennen, wie sich die berechneten Profile mit abnehmen-
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Abbildung 4.4: Stro¨mung u¨ber einer oszillierenden Platte; Vergleich numerische Berech-
nung — Theorie
der Zeitschrittweite immer mehr der analytischen Lo¨sung anna¨hern, wobei die zeitli-
che Diskretisierung ho¨herer Ordnung erwartungsgema¨ß sehr viel genauere Ergebnisse
liefert. Interessant ist in diesem Zusammenhang der in der Mitte dargestellte Fall,
bei dem im Gebiet eine zeitliche Diskretisierung zweiter Ordnung und am Rand eine
Diskretisierung erster Ordnung verwendet wird. In einem fru¨hen Entwicklungsstadi-
um des verwendeten Computerprogramms ist diese Vorgehensweise fu¨r verschiedene
Anwendungen getestet worden [Sch01, Bun01], da sie den Vorteil hat, dass sich die
Implementierung der Randbedingungen etwas vereinfacht. Offensichtlich fu¨hrt sie je-
doch im Vergleich zur Diskretisierung erster Ordnung zu keiner Verbesserung, sondern
bewirkt vielmehr das Gegenteil!
Weitergehende Aussagen u¨ber den Diskretisierungsfehler lassen sich aus dem in der
Abbildung 4.5 dargestellten zeitlichen Verlauf der Fehlernorm
||unum − uex|| =
6∫
0
√
(unum − uex)2dδ (4.4)
ableiten. Sie stellt ein Maß fu¨r die Abweichung der numerischen Lo¨sung unum von der
analytischen Lo¨sung uex dar. Nachdem die Rechnung am Beginn mit dem Anfangs-
wert u = 0 initialisiert wird, dauert es einige Perioden, bis die mit der Startprozedur
verbundenen Fehler abgeklungen sind und sich eine periodisch oszillierende Lo¨sung
ausbildet. Man erkennt deutlich, dass das Verfahren zweiter Ordnung — bei glei-
chem Zeitschritt — einen geringeren Fehler aufweist. Erwartungsgema¨ß ergibt sich fu¨r
das Verfahren erster Ordnung ein linearer Zusammenhang zwischen Fehler und Zeit-
schrittweite, wa¨hrend beim Verfahren zweiter Ordnung der Fehler bei Halbierung der
Schrittweite auf ein Viertel zuru¨ckgeht.
33
4 Validierung des Programms
Zeitdiskretisierung
1. Ordnung
Zeitdiskretisierung
2. Ordnung
0 1 2 3 4 5 6 7 8
Perioden
0.00
0.03
0.06
0.09
0.12
0.15
0.18
||u
nu
m
−
u e
x||/
U 0
∆t=0.08s
∆t=0.04s
∆t=0.02s
0 1 2 3 4 5 6 7 8
Perioden
0.00
0.03
0.06
0.09
0.12
0.15
0.18
||u
nu
m
−
u e
x||/
U 0
∆t=0.08s
∆t=0.04s
∆t=0.02s
Abbildung 4.5: Stro¨mung u¨ber einer oszillierenden Platte; Diskretisierungsfehler als
Funktion der Zeit
4.3 Rotierender Kanal
Zur U¨berpru¨fung der Leistungsfa¨higkeit von Turbulenzmodellen wird ha¨ufig die Stro¨-
mung in einem rotierenden Kanal betrachtet (z. B. [LTY87, SR92, You93]). Diese
Stro¨mungskonfiguration eignet sich auch hervorragend dazu, den ALE-Formalismus zu
validieren. Ebenso wie bei der oszillierenden Platte treten bei diesem Testfall mo¨gliche
Fehler bei der Implementierung der Randbedingungen und des instationa¨ren Terms
sofort zutage. Daru¨berhinaus erlaubt dieser Testfall die Evaluierung des Einflusses der
Gitterbewegung auf das Turbulenzmodell sowie auf die Gu¨te der Approximation des
konvektiven Terms.
Die Abbildung 4.6 zeigt eine Skizze des rotierenden Kanals. Bei numerischen Simulatio-
nen dieser Stro¨mungskonfiguration werden ha¨ufig die Ergebnisse der experimentellen
Untersuchungen von Lezius und Johnston [JHL72, LJ76] zum Vergleich herangezo-
gen. In Anlehnung an ihre Arbeit wird die Reynoldszahl Re = 11400, die Rosby-
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Abbildung 4.6: Skizze des rotierenden Kanals
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zahl Ro = 0.117, die volumetrisch gemittelte Geschwindigkeit um = 0, 3 m/s und die
Winkelgeschwindigkeit Ω = 0, 94 1/s gesetzt. Durch die Transformation der stro¨mungs-
mechanischen Erhaltungsgleichungen auf ein mit dem Kanal rotierendes Koordina-
tensystem ergibt sich ein stationa¨res Stro¨mungsproblem [SR92], welches einfach und
hochgenau numerisch gelo¨st werden kann. Die auf diesem Wege erzeugte numerische
Lo¨sung dient als Referenzlo¨sung zur Validierung des ALE-Formalismus. Das verwen-
dete Rechengitter besteht aus 52×52 Gitterpunkten. Eine Verdichtung der Punkte zu
den Kanalwa¨nden hin gewa¨hrleistet, dass sich wenigstens acht Punkte in der lamina-
ren Unterschicht befinden und der Wandbereich somit sehr gut aufgelo¨st ist. Zwischen
der zeitlich konstanten Relativgeschwindigkeit urel, welche die Stro¨mung bezu¨glich des
mit dem Kanal rotierenden Koordinatensystems beschreibt, und der Absolutgeschwin-
digkeit besteht der folgende Zusammenhang:
u = urel + Ω× x. (4.5)
Indem das Geschwindigkeitsprofil vom Austro¨mrand zum Einstro¨mrand gespiegelt
wird, ist sichergestellt, dass trotz des kleinen La¨ngen- zu Ho¨henverha¨ltnisses des Kanals
(L/H = 7) im Verlauf der iterativen Lo¨sungsprozedur eine voll ausgebildete turbulente
Stro¨mung entsteht. Dies ist dann erreicht, wenn sich das Geschwindigkeitsprofil beim
Durchlaufen des Kanals nicht mehr a¨ndert.
Im Allgemeinen werden in Systemen mit rotierenden Komponenten, wie etwa Pumpen
oder Turbinen, durch die Wirkung der Corioliskraft Sekunda¨rstro¨mungen hervorgeru-
fen [LTY87]. Auch die Turbulenzstruktur erfa¨hrt eine nachhaltige Vera¨nderung. Dies
geht sogar bis hin zu einer teilweisen Relaminarisierung [JHL72]. Der dafu¨r verant-
wortliche Zusatzterm in der Bilanzgleichung fu¨r die Reynoldsspannungen ist spurfrei
und bleibt folglich ohne Einfluss auf die Bilanz der turbulenten kinetischen Energie
[JHL72, LTY87]. Einfache Zweigleichungsmodelle, wie z. B. das k−ω Modell von Wil-
cox, sind aus diesem Grunde nicht in der Lage, der Systemrotation Rechnung zu tragen.
Sie liefern — im Widerspruch zu experimentellen Befunden — ein symmetrisches Ge-
schwindigkeitsprofil, und zwar genau jenes, welches sich auch bei einem feststehenden
Kanal ausbildet [You93]. Wie in der Abbildung 4.7 deutlich wird, gilt dies nicht fu¨r
das LLR k−ω Modell. Die Flanken des Geschwindigkeitsprofils verlaufen links steiler
und rechts etwas flacher als beim Wilcox-Modell. Ausserdem liegt das Geschwindig-
keitsmaximum nicht in der Mitte, sondern ist nach rechts verschoben. Die numerische
Lo¨sung zeigt somit zumindest qualitative U¨bereinstimmung mit den experimentellen
Daten. Die Ursache hierfu¨r ist in der Definition der Parameter des Turbulenzmodells
zu suchen. Im Gegensatz zum Scherraten-Tensor S erfu¨llt der Wirbeltensor W nicht
das Prinzip der materiellen Objektivita¨t. Dies macht sich dadurch bemerkbar, dass
bei positiver Winkelgeschwindigkeit Ω der Parameter W in der linken Kanalha¨lfte
(y < 0) kleinere und in der rechten gro¨ßere Werte annimmt. Der Parameter Cµ verha¨lt
sich reziprok zu W (siehe Seite 14). Die hierdurch hervorgerufene Vera¨nderung im
Geschwindigkeitsprofil kann als ein Versuch des LLR-Modells interpretiert werden,
in der linken Kanalha¨lfte die Anfachung der turbulenten Fluktuationen und in der
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Abbildung 4.7: Rotierender Kanal; Vergleich der numerischen Referenzlo¨sung mit experi-
mentellen Daten
rechten Ha¨lfte deren Da¨mpfung zu simulieren. Die Abbildung 4.7 zeigt, dass sich als
indirekte Folge davon auch eine ungleichma¨ßige Verteilung der turbulenten kinetischen
Energie u¨ber den Kanalquerschnitt ausbildet. Die Beobachtungen hinsichtlich des Ein-
flusses der Rotation auf die turbulenten Fluktuationen befinden sich im Einklang mit
den Schlussfolgerungen einer theoretischen Stabilita¨tsanalyse von Lezius und Johnston
[JHL72, LJ76]. Der nun folgenden Untersuchung liegt das LLR-Modell zu Grunde, so-
fern nicht anders vermerkt.
Eine zweite Mo¨glichkeit, die Stro¨mung im Kanal zu berechnen, besteht darin, die
ALE-Gleichungen fu¨r ein rotierendes Rechengitter zu lo¨sen. Dabei stellt die Absolut-
geschwindigkeit u die unbekannte Variable dar, welche als Lo¨sung der Impulsgleichung
gesucht ist. Diese Betrachtungsweise fu¨hrt zu einer instationa¨rer Problemstellung, da
die Absolutgeschwindigkeit aufgrund ihrer Abha¨ngigkeit von x eine Funktion der Zeit
ist. Bevor im Folgenden auf die Auswirkungen des zeitlichen Diskretisierungsfehlers
na¨her eingegangen wird, soll zuna¨chst kurz der Einfluss des ra¨umlichen Diskretisie-
rungsfehlers diskutiert werden.
Wie eingangs beschrieben, gelingt es, durch eine Transformation auf ein mit dem
Kanal rotierendes Koordinatensystem, eine hochgenaue Referenzlo¨sung zu erzeugen.
Dies ist in erster Linie dem Umstand zu verdanken, dass die Problemstellung durch
die Transformation stationa¨r wird. U¨berdies erweist es sich als vorteilhaft, dass die
Relativgeschwindigkeit la¨ngs der Kanalachse konstant ist. In diesem Fall ermo¨glicht
na¨mlich schon der Upwind-Ansatz eine exakte Rekonstruktion der Variablenwerte an
den Zellgrenzfla¨chen. Damit wird der numerische Fehler, welcher bei der Diskreti-
sierung des Konvektionsterms entsteht und, wie der Abschnitt 3.3.3 gezeigt hat, die
Qualita¨t der numerischen Simulation maßgeblich beeinflusst, weitestgehend vermie-
den. Entsprechendes gilt auch fu¨r die einfache Gradientenbedingung, welche als Aus-
stro¨mrandbedingung vorgegeben wird. Bei der instationa¨ren Problemstellung hingegen
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ist die Absolutgeschwindigkeit die Variable, welche auf die Zellgrenzfla¨chen extrapoliert
werden muss. Sie ist nicht konstant la¨ngs der Kanalachse, was ho¨here Anforderungen
an das Konvektionsschema stellt bzw. eine feinere Gitterteilung in Stro¨mungsrichtung
erforderlich macht. Neben der Variablenextrapolation ist auch die Berechnung der Git-
tergeschwindigkeit mit einem numerischen Fehler behaftet. Die Auswirkungen werden
spu¨rbar bei einem Rechengitter, welches nur mit 12 Gitterpunkten in Stro¨mungsrich-
tung aufgelo¨st wird und die Gitterzellen infolgedessen ein fu¨r praktische Anwendun-
gen durchaus nicht untypisches maximales Seitenverha¨ltnis von 500 aufweisen. Die
Abbildung 4.8 zeigt die entsprechenden Abweichungen im Verlauf der turbulenten ki-
netischen Energie von der Referenzlo¨sung. Der zeitliche Diskretisierungsfehler spielt
hierbei keine Rolle, da er durch Verwendung eines Verfahrens zweiter Ordnung in Ver-
bindung mit einem hinreichend kleinen Zeitschritt (∆t = 0, 05 s) nahezu vollsta¨ndig
verschwindet, wie weiter unten noch gezeigt werden wird. Der UMIST-Ansatz liefert
erwartungsgema¨ß ein genaueres Ergebnis als der Upwind-Ansatz. Eine noch deutliche-
re Verbesserung kann durch die Verfeinerung des Gitters in Stro¨mungsrichtung erreicht
werden. Dies geht sogar soweit, dass bei einem Rechengitter mit 52× 52 Punkten kein
Unterschied mehr zur Referenzlo¨sung erkennbar ist. Alle weiteren Berechnungen sind
deshalb mit dem feineren Rechengitter durchgefu¨hrt worden.
Die Abbildung 4.9 zeigt die Abnahme des numerischen Fehlers bei Verkleinerung der
Zeitschrittweite. Die entsprechenden Profile der Relativgeschwindigkeit und der turbu-
lenten kinetischen Energie sind fu¨r die gro¨ßten hier verwendeten Zeitschrittweiten in
den Abbildungen 4.10 und 4.11 dargestellt. Der zeitliche Diskretisierungsfehler fu¨hrt
zu einer deutlich sichtbaren Abweichung von der Referenzlo¨sung, vor allem bei der tur-
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Abbildung 4.10: Rotierender Kanal; Verlauf der Relativgeschwindigkeit fu¨r verschiedene
Zeitschrittweiten
bulenten kinetischen Energie. Der Einfluss dieses numerischen Fehlers auf die Lo¨sung
nimmt allerdings mit kleiner werdender Zeitschrittweite ab, bis schließlich keine Ab-
weichung von der Referenzlo¨sung mehr feststellbar ist (vgl. Abbildung 4.8). Sowohl fu¨r
das LLR-Modell als auch das Wilcox-Modell ergibt sich beim Verfahren erster Ordnung
ein u¨ber weite Strecken linearer Zusammenhang zwischen Zeitschrittweite und Fehler.
Beim Verfahren zweiter Ordnung hingegen geht der Fehler bei Halbierung der Schritt-
weite auf ein Viertel zuru¨ck. Damit weist das numerische Verfahren offensichtlich die
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Abbildung 4.11: Rotierender Kanal; Verlauf der turbulenten kinetischen Energie fu¨r ver-
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theoretisch vorhergesagte Fehlerordnung auf. Mo¨gliche Fehler bei der Anpassung der
Randbedingungen sowie der instationa¨ren und konvektiven Terme in den Erhaltungs-
gleichungen und den Turbulenzmodellen an die vera¨nderte Problemstellung ko¨nnen
somit weitgehend ausgeschlossen werden. Abschließend bleibt festzuhalten, dass das
Verfahren zweiter Ordnung gegenu¨ber dem Verfahren erster Ordnung unbedingt vor-
zuziehen ist. Wie bei diesem Testfall deutlich wurde, kann damit eine Reduktion des
Rechenaufwandes um ein bis zwei Gro¨ßenordnungen einhergehen.
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Die Aufgabe der Gitternachfu¨hrung ist es, ein vorhandenes Ausgangsgitter an eine
vera¨nderte Berandung anzupassen. Dabei ist fu¨r die nachfolgende Stro¨mungsberech-
nung von entscheidender Bedeutung, dass die wesentlichen Eigenschaften des Git-
ters erhalten bleiben. So sind z. B. U¨berschneidungen benachbarter Gitterlinien un-
bedingt zu vermeiden. Im Verlauf einer instationa¨ren Stro¨mungssimulation mit be-
weglicher Stro¨mungsberandung muss gegebenenfalls fu¨r jeden Zeitschritt eine Anpas-
sung des Rechengitters erfolgen. Ein interaktives Verfahren zur Gitternachfu¨hrung ist
aus diesem Grund nicht praktikabel. Ein geeignetes Verfahren zur Gitternachfu¨hrung
sollte vielmehr ein integraler, vollautomatisch ablaufender Bestandteil des gesamten
Stro¨mungssimulationsprogramms sein. Das Lo¨sen der stro¨mungsmechanischen Erhal-
tungsgleichungen beansprucht in der Regel einen Großteil der zur Verfu¨gung stehenden
Computerresourcen. Vor diesem Hintergrund ist es wichtig, dass das Verfahren zur Git-
ternachfu¨hrung nur einen geringen zusa¨tzlichen Rechenzeitbedarf aufweist.
Dadurch dass ein Gitter fu¨r den ersten Zeitschritt vorhanden ist, welches als Refe-
renzgitter fu¨r alle weiteren Gitter dient (vgl. Abbildung 5.1), wird die Aufgabe im
Vergleich zur Generierung eines vollsta¨ndig neuen Gitters stark vereinfacht. Die Topo-
logie des Gitters ist bekannt, nur die Koordinaten der Gitterpunkte im Gebietsinnern
mu¨ssen gefunden werden. Es gibt eine ganze Reihe von Ansa¨tzen, die dafu¨r geeignet
erscheinen. Sie werden im Folgenden na¨her beschrieben.
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Abbildung 5.1: Rechenebene, Referenz- und aktuelles Gitter
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5.1 Algebraische Methoden
Algebraische Methoden sind gekennzeichnet durch einen einfachen funktionalen Zu-
sammenhang zwischen den kartesischen Koordinaten xα und den krummlinigen Koor-
dinaten ξα. Ihr Hauptvorteil besteht darin, dass sie a¨ußerst wenig Rechenzeit beno¨ti-
gen. Besonders weite Verbreitung fand das von Gordon und Hall [GH73] entwickelte
Verfahren der transfiniten Interpolation (TFI). Es wird in ju¨ngster Zeit auch versta¨rkt
zur Gitternachfu¨hrung eingesetzt und soll deshalb in einer fu¨r zweidimensionale Pro-
blemstellungen geeigneten Form kurz vorgestellt werden.
Bei der transfiniten Interpolation betrachtet man die Abbildung eines Einheitsqua-
drats auf ein topologisch a¨quivalentes physikalisches Gebiet. Die eigentliche Aufgabe
besteht darin, eine auf dem Rand bekannte Gro¨ße F auf geeignete Weise in das Ge-
bietsinnere zu interpolieren. Die gesuchte Interpolationsfunktion T setzt sich aus den
einfachen, linearen Funktionen A, B und K zusammen:
T(ξ, η) = A(ξ, η) + B(ξ, η)−K(ξ, η). (5.1)
Die Funktionen A und B repra¨sentieren dabei jeweils eine unidirektionale Interpola-
tion zwischen zwei gegenu¨berliegenden Ra¨ndern:
A(ξ, η) = ϕ(ξ, η)F(0, η) +
[
1− ϕ(ξ, η)]F(1, η), (5.2)
B(ξ, η) = ψ(ξ, η)F(ξ, 0) +
[
1− ψ(ξ, η)]F(ξ, 1). (5.3)
Die Funktion K stellt ein Korrekturglied dar, welches dafu¨r sorgt, dass T und F
auf dem Rand gleich sind und somit sicherstellt, dass sich F ins Gebietsinnere stetig
fortsetzt:
K(ξ, η) = ϕ(ξ, η)ψ(ξ, η)F(0, 0) + ϕ(ξ, η)
[
1− ψ(ξ, η)]F(0, 1)
+
[
1− ϕ(ξ, η)]ψ(ξ, η)F(1, 0) + [1− ϕ(ξ, η)][1− ψ(ξ, η)]F(1, 1). (5.4)
η
ξ
s1
s2
s3
s4
Abbildung 5.2: Definition
der Bogenla¨nge s
Ob mit der Interpolation ein befriedigendes Ergebnis erzielt
werden kann, ha¨ngt maßgeblich von der Wahl der Funktionen
ϕ und ψ ab. Sie mu¨ssen auf den Ra¨ndern die Werte 0 bzw. 1
annehmen und im Gebietsinnern streng monoton wachsen.
Wichtig ist daru¨ber hinaus vor allem, dass die Randpunk-
teverteilung auf angemessene Weise beru¨cksichtigt wird. Die
nachfolgenden Gleichungen 5.5 und 5.6 basieren aus diesem
Grund auf der normierten Bogenla¨nge s.
ϕ(ξ, η) =
[
1− s1(ξ)
]
η +
[
1− s3(ξ)
]
(1− η), (5.5)
ψ(ξ, η) =
[
1− s4(η)
]
ξ +
[
1− s2(η)
]
(1− ξ). (5.6)
Im Gegensatz zur sonst u¨blichen Form der TFI werden bei der Gitternachfu¨hrung nicht
die Koordinaten des aktuellen Gitters x (vgl. Abbildung 5.1) als unbekannte Gro¨ßen
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angesehen, sondern das Verschiebungsfeld w , welches den Unterschied zwischen dem
aktuellen Gitter und dem Referenzgitter X beschreibt:
w := x −X . (5.7)
Die gesuchten Koordinaten des aktuellen Gitters ergeben sich aus Gleichung 5.7, nach-
dem das Verschiebungsfeld zuvor berechnet wurde. Diese Form der TFI wird zusam-
men mit anderen Verfahren, welche ebenfalls die Bestimmung des Verschiebungsfeldes
zum Ziel haben, unter dem Begriff ‘perturbation methods’ subsummiert. Sie zeichnen
sich dadurch aus, dass sie in Abwesenheit einer Randverschiebung das Referenzgitter
reproduzieren. Im Falle einer Deformation der Berandung ergibt sich fu¨r das Verschie-
bungsfeld im Allgemeinen ein viel einfacherer funktionaler Zusammenhang w(ξα) als
fu¨r die Abbildung x(ξα), was sowohl fu¨r die TFI als auch fu¨r numerische Verfahren
von Vorteil ist.
Wie eingangs erwa¨hnt, kann die TFI zuna¨chst einmal nur auf ein einfaches strukturier-
tes Gitter angewandt werden, welches topologisch einem Einheitsquadrat entspricht.
Bei blockstrukturierten Gittern wird die Frage aufgeworfen, wie interne Blockgren-
zen zu behandeln sind. Badcock u. a. [BRW00] schreiben bei einem Gitter um einen
Mehrkomponenten-Tragflu¨gel die Bewegung der Ecken der Gitterblo¨cke explizit vor.
Da dies keine befriedigende Lo¨sung darstellt, regen sie an, die Verschiebung der in-
ternen Blockgrenzen mit Hilfe eines Federanalogie-Modells zu ermitteln. Praktisch
durchgefu¨hrt wird dies von Wong u. a. [WTC+00]. Sie betrachten die Kanten der Git-
terblo¨cke als elastische Federn, welche als Reaktion auf die Randverschiebung eine Ver-
schiebung der Ecken der Gitterblo¨cke bewirken. Durch Interpolation ko¨nnen daraus
die Verschiebungen der internen Blockgrenzen bestimmt werden. Mit diesem primiti-
ven Modell lassen sich bereits eine Vielzahl von Problemen lo¨sen. Wesentlich besser ist
es jedoch, nicht nur die Verschiebung der Ecken der Gitterblo¨cke sondern auch die der
internen Blockgrenzen selbst durch ein hochwertiges Strukturanalogie-Modell zu steu-
ern, und zwar auf eine Art und Weise, welche die Gitterqualita¨t weitestgehend erha¨lt.
Dieser vielversprechende, neue Ansatz wird in Kapitel 6 anhand konkreter Beispiele
na¨her erla¨utert.
5.2 Differentielle Methoden
Die Aufgabe der Gitternachfu¨hrung kann auch als Randwertproblem aufgefasst wer-
den, bei dem sich die gesuchten Gitterpunktkoordinaten im Gebietsinnern durch Lo¨sung
einer elliptischen Differentialgleichung ergeben. Ilinca [Ili94] schlug vor, eine Laplace-
Gleichung fu¨r die Gittergeschwindigkeit x˙ zu lo¨sen. Zur Begru¨ndung dafu¨r, weshalb
eine Laplace-Gleichung hierfu¨r besonders geeignet ist, fu¨hrte er zwei Gru¨nde an. Zum
einen kann diese Gleichung mit vergleichsweise geringem Aufwand gelo¨st werden. Zum
anderen werden die Randvorgaben fu¨r x˙ durch eine Lo¨sung, welche einer Laplace-
Gleichung genu¨gt, sehr glatt und ohne Spru¨nge ins Gebietsinnere fortgesetzt. Eine
glatte Lo¨sung kann als notwendige Voraussetzung dafu¨r angesehen werden, dass keine
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U¨berschneidungen benachbarter Gitterlinien auftreten. Um die Gitterpunktkoordina-
ten zu erhalten, muss die Verschiebung w aus der Gittergeschwindigkeit x˙ durch zeit-
liche Integration bestimmt werden. Der numerische Fehler, der dabei entsteht fu¨hrt
zu einer restriktiven Zeitschrittweitenbeschra¨nkung. Er kann ganz vermieden werden,
wenn die Laplace-Gleichung direkt fu¨r die Verschiebungen anstelle der Gittergeschwin-
digkeit formuliert wird:
∇2w = 0. (5.8)
In der Praxis zeigt sich jedoch, dass bei diesem Ansatz in Wandna¨he leicht U¨ber-
schneidungen benachbarter Gitterlinien auftreten ko¨nnen. Crumpton und Giles [CG95]
versehen die Gleichung 5.8 deshalb mit einem Diffusionskoeffizienten, mit dem in be-
grenztem Maße gesteuert werden kann, welche Zellen weniger und welche mehr verzerrt
werden du¨rfen:
∇ · (k∇w) = 0. (5.9)
Sie setzen k = 1
V ol(xi)
, wobei der Nenner das Zellvolumen der dem Gitterpunkt xi
zugeordneten Zelle des Dualgitters bezeichnet (vgl. Abbildung 3.2b).
Der Implementierung der Gleichungen 5.8 und 5.9 in das Elan2 -Programm liegt dassel-
be FV-Verfahren zu Grunde das auch zur Lo¨sung der stro¨mungsmechanischen Erhal-
tungsgleichungen verwendet wird. Die Unbekannten werden jedoch nicht wie bei der
Stro¨mungsberechnung in den Zellmittelpunkten berechnet und gespeichert, sondern
in den Gitterpunkten. Ebenso wie bei der numerischen Stro¨mungssimulation werden
strukturierte Teilblo¨cke nacheinander berechnet, die, da sie sich an den Ra¨ndern u¨ber-
lappen, gekoppelt sind und sich so im Verlauf einer a¨ußeren Iteration die gesuchte
Lo¨sung ergibt. Da die Unbekannten aber nun in den Zellecken gespeichert sind, muss
die Lo¨sungssequenz leicht abgea¨ndert werden. Sie ist in Abbildung 5.3 dargestellt.
a)
innerer Punkt
Randpunkt
b)
innerer Punkt
Randpunkt
c)
Special Point
Nachbarpunkt
Abbildung 5.3: Sequenz zur Berechnung von Gitterpunkten
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Zuna¨chst werden fu¨r die Blockgrenzen Hilfszonen definiert und damit die Punkte auf
den Blockgrenzen ausgerechnet (Abbildung 5.3a). Dann werden die Punkte im Innern
aller strukturierten Teilgitter ausgerechnet (Abbildung 5.3b). Am Ende mu¨ssen noch
die sogenannten ‘Special Points’ aus den benachbart liegenden Werten interpoliert
werden (Abbildung 5.3c). Diese Sequenz wird wiederholt, bis sich eine konvergente
Lo¨sung einstellt.
5.3 Analogien zur Strukturmechanik
Analogien zur Strukturmechanik sind ein weiterer vielversprechender Ansatz fu¨r die
Konstruktion von Methoden zur Gitternachfu¨hrung. Besonders interessant sind in
diesem Zusammenhang Strukturmodelle, deren Verhalten sich vollsta¨ndig durch eine
Energiefunktion beschreiben la¨sst. Dabei ist der in der Struktur herrschende Spannungs-
und Verzerrungszustand eindeutig durch das Minimum dieser Energiefunktion be-
stimmt. Eine charakteristische Eigenschaft solcher Strukturen ist die Existenz eines
spannungs- und verzerrungsfreien Zustandes fu¨r den die potentielle Energie gleich
Null ist. Die zur U¨berfu¨hrung in einen anderen, deformierten Zustand notwendige
Energie wird in der Struktur gespeichert und steht zur vollsta¨ndigen Wiederherstel-
lung des Ausgangszustands zur Verfu¨gung. Im Kontext der Gitternachfu¨hrung wird
der verzerrungsfreie Zustand durch das Referenzgitter repra¨sentiert. Diese Eigenschaf-
ten ermo¨glichen es, eine effiziente Lo¨sungsstrategie einzusetzen, welche nachfolgend
ausfu¨hrlich beschrieben wird. Im Anschluss daran werden verschiedene Energiefunk-
tionen eingefu¨hrt.
5.3.1 Algorithmus zur nichtlinearen Minimierung
Es sei Z eine beliebige, gegebenfalls nichtlineare Zielfunktion, welche von den un-
bekannten Komponenten der Verschiebungsvektoren wi abha¨ngt. Dadurch, dass die
Anzahl der Unbekannten N im Allgemeinen sehr groß ist, werden die Auswahlmo¨glich-
keiten fu¨r ein geeignetes Verfahren stark eingeschra¨nkt. Den Ausgangspunkt der U¨ber-
legungen bildet eine Taylorreihenentwicklung der Funktion Z, die nach dem quadrati-
schen Glied abgebrochen wird:
Z(w + ∆w) = Z(w) +∇wZ ·∆w + 1
2
∆w ·H ·∆w . (5.10)
Fu¨r den Gradienten der Funktion findet man:
∇wZ(w + ∆w) = ∇wZ(w) + H ·∆w . (5.11)
Neben dem Gradienten spielt auch die Hessematrix H eine wichtige Rolle fu¨r das
numerische Verfahren,
H =
(
H11 H12
H21 H22
)
=
(
∂2Z
∂a2
∂2Z
∂a∂b
∂2Z
∂b∂a
∂2Z
∂b2
)
. (5.12)
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Gesucht ist nun ein wmin fu¨r das die Funktion ihren Minimalwert annimmt. Eine
notwendige Bedingung hierfu¨r ist, dass der Gradient ∇wZ(wmin) verschwindet. Man
definiert nun eine Abstiegsrichtung a, welche mit einer Schrittweite λ multipliziert und
zu w addiert das gesuchte wmin liefern soll. Offensichtlich ist a = −H−1∇wZ in Ver-
bindung mit λ = 1 eine mo¨gliche Wahl. Dies ist das Newton-Verfahren. Es konvergiert
lokal quadratisch. Wenn die Startscha¨tzung jedoch nicht nah genug an der Lo¨sung
liegt, besteht die Gefahr, dass das Verfahren divergiert. Um die globale Konvergenz
sicherzustellen, muss λ aus dem Intervall (0, 1) auf geeignete Weise bestimmt werden.
Hierfu¨r gibt es eine Standardvorgehensweise, die z. B. in [DS83] ausfu¨hrlich beschrie-
ben ist. Das Newton-Verfahren wird in der Praxis selten zur Minimierung nichtlinearer
Funktionen eingesetzt, zum einen weil der Aufwand zur Berechnung und Invertierung
der Matrix H meist inakzeptabel groß ist und zum anderen, weil bei einer großen Zahl
von Unbekannten der Speicherplatzbedarf fu¨r eine im Allgemeinen vollbesetzte Matrix
H zu groß ist.
Ein Verfahren, bei dem ganz auf die Berechnung der Matrix H verzichtet wird, ist das
klassische Gradientenverfahren. Man setzt a = −∇wZ. Zur Bestimmung von λ gibt es
einen effizienten Algorithmus, der im Wesentlichen auf einer inversen quadratischen
Interpolation beruht [Pea92]. Das Gradientenverfahren konvergiert jedoch zu langsam,
um praktische Bedeutung zu haben.
Zwischen diesen beiden Methoden ist das Verfahren der konjugierten Gradienten (‘Con-
jugate Gradients’, kurz CG) angesiedelt. Ebenso wie beim Gradientenverfahren wird
auf die Berechnung der Matrix H verzichtet, so dass das Verfahren nur einen mode-
raten Speicherplatzbedarf (O(N)) aufweist. Trotzdem konvergiert es superlinear und
damit vergleichsweise schnell. Der Grund hierfu¨r ist die rekursive Bestimmung der
Abstiegsrichtung, fu¨r die die Hessematrix verwendet wird, ohne sie selbst jemals ex-
plizit auszurechnen. Es werden lediglich Gro¨ßen vom vorhergehenden Iterationsschritt
beno¨tigt.
a(k) = d(k) + γ(k)a(k−1), (5.13)
d(k) = −∇wZ(k), (5.14)
γ(k) =
(d(k) − d(k−1)) · d(k)
d(k−1) · d(k−1) . (5.15)
Es gibt noch andere Varianten des CG-Verfahrens, die sich in der Bestimmung von
γ(k) unterscheiden. Die hier verwendete Formel nach Polak und Ribie`re hat sich fu¨r die
praktische Anwendung am besten bewa¨hrt [Pea92]. Erst durch eine geeignete Vorkon-
ditionierung wird das CG-Verfahren jedoch richtig effizient. Das Verfahren der kon-
jugierten Gradienten mit Vorkonditionierung (‘Preconditioned Conjugate Gradients’,
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kurz PCG) unterscheidet sich vom CG-Verfahren formal nur geringfu¨gig:
a(k) = d˜(k) + γ(k)a(k−1), (5.16)
d˜(k) = P−1d(k), (5.17)
d(k) = −∇wZ(k), (5.18)
γ(k) =
(d˜(k) − d˜(k−1)) · d(k)
d˜(k−1) · d(k−1) . (5.19)
Hierbei ist P eine positiv definite Matrix, die eine gute Approximation von H und
leicht zu invertieren sein soll. Fu¨r die Bestimmung der Schrittweite λ(k) bieten sich
verschiedene Mo¨glichkeiten an. In der Grundform des PCG-Verfahrens wird dafu¨r ein
eindimensionales Subminimierungsproblem gelo¨st [Pea92]:
Z(w (k) + λ(k)a(k)) = Min!. (5.20)
Es kann sich jedoch als wesentlich gu¨nstiger erweisen [Jac88, Pea92], stattdessen das
folgende, zur Minimierungsaufgabe 5.20 a¨quivalente Nullstellenproblem zu betrachten:
∇wZ(w (k) + λ(k)a(k)) · a(k) = 0. (5.21)
Ein wesentliches Element eines konjugierte-Gradienten-Verfahrens ist der gelegentli-
che Neustart der iterativen Lo¨sungsprozedur. Das CG-Verfahren wurde urspru¨nglich
fu¨r quadratische Funktionen hergeleitet. Es kann gezeigt werden (siehe z. B. [Kos93]),
dass das CG-Verfahren in diesem Fall theoretisch nach N Iterationsschritten die ex-
akte Lo¨sung liefert. Bei nichtlinearen Problemstellungen gilt dies nicht. Die iterative
Lo¨sungsprozedur kann nach N Schritten jedoch nicht einfach fortgesetzt werden, da
der Begriff “konjugierte Richtung” dann seine Bedeutung verliert. Deshalb ist es erfor-
derlich, die Iteration auf der Grundlage der durch die vorangegangenen N Iterations-
schritte verbesserten Lo¨sung neu zu starten. Dies geschieht ganz einfach, indem γ(N)
gleich Null gesetzt wird. Bei Problemstellungen mit einer sehr großen Zahl von Varia-
blen, wie der vorliegenden, ist aber der Rechenzeitbedarf schon fu¨r N Iterationen viel
zu groß. Mit einer guten Vorkonditionierung reichen jedoch ca.
√
N Iterationsschritte
aus, um eine ausreichend gute Na¨herung fu¨r die Lo¨sung zu erhalten [Pir89]. Trotzdem
kann ein gelegentlicher Neustart notwendig werden, da sich, vor allem im Falle einer
schlecht konditionierten Hessematrix, bei der sukzessiven Berechnung der konjugierten
Richtungen Rundungsfehler akkumulieren. Mit gro¨ßer werdendem Einfluss der Run-
dungsfehler gleicht sich die Konvergenzgeschwindigkeit des CG-Verfahrens dem des
gewo¨hnlichen Gradientenverfahren an. Es gibt keine ausgereifte Theorie fu¨r ein gutes
Neustartkriterium, die diesem Problem Rechnung tra¨gt. Ein heuristisches Kriterium
fu¨r einen Neustart, das sich als praxistauglich erweist, wird von Kosmol [Kos93] angege-
ben. Ein Neustart soll durchgefu¨hrt werden, wenn gilt: |d(k) · d˜(k−1)| > |d(k−2) · d˜(k−2)|.
Eine Motivation fu¨r diese Vorgehensweise ist die U¨berlegung, dass bei exakter —
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d. h. in Abwesenheit von Rundungsfehlern — eindimensionaler Minimierung d(k) und
d˜(k−1) senkrecht aufeinander stehen. Ausserdem ist klar, dass der Gradient beim Start
der Iteration relativ groß ist und im Minimum des Funktionals verschwindet. Im Ver-
lauf der iterativen Berechnung wird der Gradient also immer kleiner werden. Wenn
nun das Skalarprodukt |d(k) · d˜(k−1)| trotzdem gro¨ßer wird als |d(k−2) · d˜(k−2)|, so ist
dies ein sicheres Zeichen dafu¨r, dass der Rundungsfehler die konjugierten Richtungen
signifikant verfa¨lscht hat.
Als Konvergenzkriterium des iterativen Verfahrens dient u¨blicherweise der Quotient
|d(k)|/|d(0)| (vgl. [Sch97]). Es zeigt sich jedoch, dass fu¨r dieses Konvergenzkriterium
kaum geeignete Werte angegeben werden ko¨nnen, da sie von Anwendung zu Anwen-
dung extrem stark variieren. Der Ausdruck |λ(k)a(k)|/|a(0)| erweist sich hier als deutlich
besser geeignet. Alternativ dazu kommt auch der Quotient Z
(k)−Z(k+1)
Z(k)
als Konvergenz-
kriterium in Frage, wobei die Iteration im Allgemeinen terminiert werden kann, wenn
der Wert 10−3 erreicht worden ist, da sich die Zielfunktion dann praktisch kaum noch
a¨ndert. Im Vergleich zu den ersten beiden Mo¨glichkeiten hat das letztgenannte Kon-
vergenzkriterium allerdings den Nachteil, dass sich der Rechenaufwand erho¨ht, weil
neben dem Gradienten nun auch die Zielfunktion selbst berechnet werden muss. Die
vorstehenden U¨berlegungen sind in dem Algorithmus 5.3.1 nochmals zusammengefasst.
(i) k = 0: Fehlerschranke tol festlegen, Startlo¨sung w (0) wa¨hlen
(ii) a(0) = d˜(0), d˜(0) = P−1d(0), d(0) = −∇wZ(w (0))
(iii) ∇wZ
(
w (k) + λ(k)a(k)
) · a(k) = 0 ; λ(k)
(iv) w (k+1) = w (k) + λ(k)a(k)
(v) d(k+1) = −∇wZ(w (k+1)), d˜(k+1) = P−1d(k+1)
(vi) γ(k+1) = (d˜
(k+1)−d˜(k))·d(k+1)
d˜(k)·d(k)
bzw. γ(k+1) = 0 wenn |d
(k)·d˜(k−1)|
|d(k−2)·d˜(k−2)|
> 1
(vii) a(k+1) = d˜(k+1) + γ(k+1)a(k)
(viii) Falls |λ(k)a(k)|/|a(0)| > tol: zuru¨ck nach (iii) mit k = k + 1,
Algorithmus 5.3.1: PCG-Verfahren zur nichtlinearen Minimierung
5.3.2 Federanalogie-Modell
Ein sehr popula¨rer Ansatz ist das Federanalogie-Modell von Batina [Bat89, Bat91].
Dabei werden die Kanten der Gitterzellen als lineare Federn angesehen. Die Feder-
kraft ist proportional zur Verzerrung, einer dimensionslosen Gro¨ße, gebildet aus der
Dehnung und der Kantenla¨nge l. Als Maß fu¨r die Dehnung bietet sich die Differenz im
Verschiebungsvektor zwischen einem Gitterpunkt xi und seinem Nachbarn xj an. Der
Proportionalita¨tsfaktor kann gleich Eins gesetzt werden. Die im gesamten Federsystem
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gespeicherte Energie ergibt sich somit zu:
S =
1
2
∑
k∈  
1
lnij
(wi −wj)2 wobei i, j ∈ D(k). (5.22)
Dabei steht E fu¨r die Menge der Kanten wa¨hrend D(k) das Punktepaar bezeichnet,
welches die Kante k definiert. Der Exponent n trat in der urspru¨nglichen Formulierung
von Batina nicht auf. Er wurde spa¨ter eingefu¨hrt [LRB93, Blo00], um eine weitergehen-
de Kontrolle u¨ber die Qualita¨t der erzeugten Gitter zu erlangen. Die Energiefunktion
gema¨ß Gleichung 5.22 ist positiv und quadratisch. Folglich hat sie nur ein Minimum,
welches dadurch charakterisiert werden kann, dass die Ableitung nach wi verschwindet.
Die Ableitung der Energiefunktion lautet:
∂S
∂wi
=
∑
j∈  (i)
1
lnij
(wi −wj) ∀ i ∈ V. (5.23)
Hierin bezeichnet V die Menge aller Gitterpunkte im Gebietsinnern und N(i) die
Menge der Nachbarpunkte eines Gitterpunkts xi. In den Orginalarbeiten von Bati-
na [Bat89, Bat91] ebenso wie auch in neueren Arbeiten (vgl. [AV99, Bar00, Blo00])
bildet die Gleichung 5.23 den Ausgangspunkt fu¨r die Lo¨sungsprozedur. Dazu wird
die Ableitung gleich Null gesetzt und die Gleichung mittels eines einfachen Jacobi-
Verfahrens oder eines Pra¨diktor-Korrektor-Verfahrens nach den gesuchten Verschie-
bungen wi aufgelo¨st. Alternativ dazu ko¨nnen die Verschiebungen auch mit Hilfe der
im vorangehenden Abschnitt vorgestellten Methode durch Lo¨sung eines Minimierungs-
problems bestimmt werden. In diesem Falle wird zur Konstruktion einer geeigneten
Vorkonditionierung die zweite Ableitung von S beno¨tigt. Dabei handelt es sich um
eine 2× 2−Matrix von denkbar einfacher Gestalt. Nur die Diagonalelemente sind von
Null verschieden. Sie lauten:
∂2S
∂ai2
=
∂2S
∂bi
2 =
∑
j∈  (i)
1
lnij
∀ i ∈ V. (5.24)
Hierbei bezeichnen ai und bi die Komponenten des Verschiebungsvektors wi. Die Be-
rechnung der Schrittweite λ(k) aus der Gleichung 5.21 ist bei dem Federanalogie-Modell
sehr einfach. Die Ableitung der Energiefunktion ist na¨mlich eine lineare Funktion
des Verschiebungsvektors. Da der Verschiebungsvektor fu¨r einen gegebenen Iterati-
onsschritt selbst eine lineare Funktion der Schrittweite ist, genu¨gen zwei Funktions-
auswertungen um die Schrittweite λ(k) gema¨ß Gleichung 5.21 zu bestimmen.
5.3.3 Linear-elastisches Modell
Das Gitter kann auch als ein diskreter Repra¨sentant eines isotropen, linear-elastischen
Kontinuums angesehen werden. Das Kra¨ftegleichgewicht, das Hooke’sche Materialge-
setz und die Verschiebungs-Verzerrungsrelation sind die Grundgleichungen, welche das
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Verhalten eines solchen Ko¨rpers beschreiben.
∇· σ + b = 0, (5.25)
σ = 2Eε + λ Spε δ, (5.26)
ε =
1
2
(∇w + w∇). (5.27)
Der Aufwand zur Lo¨sung dieser Gleichungen fa¨llt erheblich geringer aus, wenn das
Kra¨ftegleichgewicht fu¨r den undeformierten Ko¨rper formuliert wird (Theorie 1. Ord-
nung). Dabei wird eine Beschra¨nkung des Gu¨ltigkeitsbereichs auf kleine Deformationen
in Kauf genommen. Die Vernachla¨ssigung der nichtlinearen Terme in der Verschiebungs-
Verzerrungsrelation hat zur Folge, dass das Verzerrungsmaß ε nicht rotationsinvariant
ist1. Da es sich bei dem Rechengitter nicht um ein reales Material handelt, hat man alle
Freiheiten, die Grundgleichungen weiter zu vereinfachen und geeignete Materialpara-
meter auszuwa¨hlen. Werden (konservative) Volumenkra¨fte b ungleich Null zugelassen,
die als Funktion eines geeigneten Indikators fu¨r Diskretisierungsfehler gewa¨hlt werden,
so ergibt sich die Basis fu¨r ein adaptives Verfahren. Die Entwicklung eines solchen Ver-
fahrens wu¨rde aber u¨ber den Rahmen dieser Arbeit hinausfu¨hren, deshalb werden die
Volumenkra¨fte ebenfalls gleich Null gesetzt. Johnson und Tezduyar [JT94] untersuch-
ten den Einfluss des Querdehnungskoeffizienten λ auf die Qualita¨t der erzeugten Gitter
und kamen dabei zu dem Schluss, dass sich die besten Ergebnisse mit λ = 0 erzielen
lassen. Wa¨hrend in der ersten Arbeit, die sich dieser Strukturanalogie bediente, noch
von einem konstanten E-Modul ausgegangen wurde [LO80], verwendeten Johnson und
Tezduyar einen E-Modul, der umgekehrt proportional zur Jacobi-Determinante J der
Abbildung X(ξα) ist. Sie begru¨ndeten ihre Wahl damit, dass kleine Zellen dadurch
starrer werden und sich folglich weniger stark deformieren. Da sich kleine Zellen zu-
meist in besonders kritischen Bereichen des Gebiets befinden, ist dies sicherlich ein
wu¨nschenswerter Effekt. Die Spannungen, welche sich als Lo¨sung der Gleichung 5.25
ergeben, sind keine realen Spannungen und als solche nicht von Interesse. Sie ko¨nnen
mit Hilfe der Gleichungen 5.26 und 5.27 eliminiert werden. Dadurch reduziert sich das
Gleichungssystem 5.25 bis 5.27 auf eine einzige Gleichung, welche nur noch die ge-
suchten Verschiebungen als Unbekannte entha¨lt. Diese Gleichung wird als Navier’sche
Gleichung bezeichnet. Sie ergibt sich bei Vernachla¨ssigung der Volumenkra¨fte und des
Querdehnungskoeffizienten zu:
∇ · [E(∇w + w∇)] = 0. (5.28)
Die Navier’sche Gleichung weist große A¨hnlichkeit mit der Diffusionsgleichung 5.9 auf.
Es kann deshalb fu¨r beide Gleichungen dasselbe Verfahren zur numerischen Lo¨sung ver-
1Es ko¨nnte im Prinzip auch die nichtlineare Verschiebungs-Verzerrungsrelation (vgl. [Eri62]) zur
Konstruktion eines Gitternachfu¨hrungsalgorithmus verwendet werden. Eine solche Formulierung
wu¨rde jedoch invertierte Gitterzellen zulassen, da sie invariant gegenu¨ber einer Achsenspiegelung
ist. Wie Tests mit verschiedenen nichta¨quidistanten Gittern gezeigt haben, kann es unter solchen
Voraussetzungen selbst bei einfachen Konfigurationen leicht zu u¨bereinander gefalteten Gitterzel-
len kommen.
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wendet werden. Chiandussi u. a. [CBO00] untersuchten neben rein auf geometrischen
Gro¨ßen basierten Funktionen fu¨r den E-Modul auch Ansa¨tze, die den Verzerrungs-
zustand direkt beru¨cksichtigen. Dazu wurde zuna¨chst ein Verschiebungsfeld unter der
Annahme eines konstanten E-Moduls berechnet. Dieses diente dazu, die Energiedichte
f zu ermitteln, welche im deformierten Volumenelement gespeichert ist.
f =
1
2
σ ··ε. (5.29)
Die Energiedichte wurde dann als E-Modul fu¨r die zweite, eigentliche Berechnung des
Verschiebungsfelds verwendet. Durch diese Vorgehensweise ist sichergestellt, dass sich
Gebiete in denen es zu starken Verzerrungen kommen kann, besonders starr verhalten.
Wie beim Federanalogie-Modell gibt es auch beim linear-elastischen Modell eine wei-
tere Mo¨glichkeit das Verschiebungsfeld zu ermitteln. Die gesuchte Lo¨sung zeichnet sich
dadurch aus, dass fu¨r sie die im deformierten Ko¨rper gespeicherte Energie F minimal
wird.
F =
1
2
∫
η
∫
ξ
fJdξdη. (5.30)
Zur Konstruktion eines effizienten Minimierungsalgorithmus ist es zwingend erforder-
lich, den Gradienten des Energiefunktionals 5.30 zu kennen. Die Herleitung gelingt
mit Hilfe von Methoden aus der Funktionalanalysis. Die Definition des Gradienten2
basiert auf dem Skalarprodukt fu¨r vektorwertige Funktionen,
< ∇wF, t >=
∫
η
∫
ξ
∇wF (ξ, η) · t(ξ, η) dξdη. (5.31)
Hierin bezeichnet t eine Testfunktion, welche die Eigenschaft hat, auf dem Rand zu
verschwinden. Die Herleitung von ∇wF erfolgt in zwei Schritten. Zuna¨chst wird die
Richtungsableitung ∂F
∂w
· t gebildet:
∂F
∂w
· t =
∫
η
∫
ξ
(
f,a´t´1 + f,a˘t˘1
)
Jdξdη +
∫
η
∫
ξ
(
f,b´t´2 + f,b˘t˘2
)
Jdξdη. (5.32)
Nun muss die rechte Seite dieser Gleichung so umgeformt werden, dass sie die Form
des Skalarprodukts < ∇wF, t > hat. Dies gelingt durch partielle Integration:
∂F
∂w
· t =−
∫
η
∫
ξ
[(
Jf,a´
)
,ξ
+
(
Jf,a˘
)
,η
]
t1 dξdη
−
∫
η
∫
ξ
[(
Jf,b´
)
,ξ
+
(
Jf,b˘
)
,η
]
t2 dξdη.
(5.33)
2Es handelt sich hierbei genau genommen um den Fre´chet-Gradienten [Jah94].
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Der gesuchte Gradient kann jetzt direkt abgelesen werden.
∇wF =
(
[∇wF ]1
[∇wF ]2
)
= −
( (
Jf,a´
)
,ξ
+
(
Jf,a˘
)
,η(
Jf,b´
)
,ξ
+
(
Jf,b˘
)
,η
)
. (5.34)
Die zweite Ableitung ∇2w F la¨sst sich auf a¨hnliche Weise gewinnen. Die Komponenten
von ∇2w F ergeben sich zu:
[∇2w F ]11 = −
(
Jf,a´a´
)
,ξ
∂ξ −
(
Jf,a´a˘
)
,ξ
∂η −
(
Jf,a˘a´
)
,η
∂ξ −
(
Jf,a˘a˘
)
,η
∂η,
[∇2w F ]12 = −
(
Jf,b´a´
)
,ξ
∂ξ −
(
Jf,b´a˘
)
,ξ
∂η −
(
Jf, b˘a´
)
,η
∂ξ −
(
Jf,b˘a˘
)
,η
∂η,
[∇2w F ]21 = −
(
Jf,a´b´
)
,ξ
∂ξ −
(
Jf,a´b˘
)
,ξ
∂η −
(
Jf,a˘b´
)
,η
∂ξ −
(
Jf,a˘b˘
)
,η
∂η,
[∇2w F ]22 = −
(
Jf,b´b´
)
,ξ
∂ξ −
(
Jf,b´b˘
)
,ξ
∂η −
(
Jf,b˘b´
)
,η
∂ξ −
(
Jf,b˘b˘
)
,η
∂η.
(5.35)
Der Gradient ∇wF setzt sich im Wesentlichen aus Ableitungen nach a´, a˘, b´ und b˘
zusammen. Fu¨r sie findet man:
f,a´ = ε11 ξ,X + ε12 ξ,Y , (5.36)
f,a˘ = ε11 η,X + ε12 η,Y , (5.37)
f,b´ = ε12 ξ,X + ε22 ξ,Y , (5.38)
f,b˘ = ε12 η,X + ε22 η,Y . (5.39)
Die in ∇2w F auftretenden Ableitungen zweiter Ordnung beinhalten nur noch geometri-
sche Faktoren:
f,a´a´ = 2ξ
2
,X + ξ
2
,Y , (5.40)
f,a˘a˘ = 2η
2
,X + η
2
,Y , (5.41)
f,b´b´ = ξ
2
,X
+ 2ξ2,Y , (5.42)
f,b˘b˘ = η
2
,X
+ 2η2,Y . (5.43)
Um den Algorithmus 5.3.1 anwenden zu ko¨nnen, muss nun die kontinuierliche Problem-
stellung in eine endlich-dimensionale u¨berfu¨hrt werden, welche nur noch die Verschie-
bungsvektoren wi der einzelnen Gitterpunkte als unbekannte Gro¨ßen entha¨lt. Dies
gelingt mit Hilfe einer einfachen Finite-Differenzen-Approximation. Da im Gradien-
ten ∇wF nur Ableitungen erster Ordnung auftreten, ergibt sich fu¨r ihn ein kompaktes
Differenzenmoleku¨l (Abbildung 3.2b), welches zu einer von zweiter Ordnung genauen
Approximation fu¨hrt. Mit dem Ziel vor Augen, aus dem Operator ∇2w F eine mo¨glichst
einfache, zur Vorkonditionierung geeignete Matrix P zu konstruieren, betrachten wir
die Diskretisierung des folgenden Ausdrucks:(
Jf,a´a´
)
,ξ
∂ξ +
(
Jf,a˘a˘
)
,η
∂η ≈
(
Jf,a´a´∂ξ
)
e
− (Jf,a´a´∂ξ)w
+
(
Jf,a˘a˘∂,η
)
n
− (Jf,a˘a˘∂,η)s. (5.44)
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Die Diskretisierung der Differentialoperatoren ∂ξ und ∂η an den Stellen e, w, n und s
fu¨hrt bei Vernachla¨ßigung des Einflusses der Nachbarpunkte schließlich zu:(
Jf,a´a´
)
,ξ
∂ξ +
(
Jf,a˘a˘
)
,η
∂η ≈−
(
Jf,a´a´
)
e
− (Jf,a´a´)w
− (Jf,a˘a˘)n − (Jf,a˘a˘)s. (5.45)
Wenn nun noch die Nebendiagonalelemente [∇2w F ]12 und [∇2w F ]21 sowie die gemischten
Terme
(
Jf,a´a˘
)
,ξ
∂η etc. in den Diagonalelementen zu Null gesetzt werden, so ergeben
sich die Komponenten der Vorkonditionierungsmatrix zu:
P11 = (Jf,a´a´)e + (Jf,a´a´)w + (Jf,a˘a˘)n + (Jf,a˘a˘)s, (5.46)
P22 = (Jf,b´b´)e + (Jf,b´b´)w + (Jf,b˘b˘)n + (Jf,b˘b˘)s. (5.47)
Zur Bestimmung der Schrittweite λ(k) gema¨ß Gleichung 5.21 genu¨gen wie beim Feder-
analogie-Modell zwei Funktionsauswertungen, da hier ebenfalls fu¨r einen gegebenen
Iterationsschritt zwischen dem Gradienten ∇wF und der Schrittweite ein linearer Zu-
sammenhang besteht.
5.3.4 Hyperelastisches Modell
Ein von Jaquotte [Jac88] zur Gittergenerierung und -optimierung eingefu¨hrtes Ver-
fahren, welches auf einer Analogie zur nichtlinearen Elastizita¨tstheorie basiert, scheint
fu¨r die Gitternachfu¨hrung geradezu pra¨destiniert. Um das von Jacquotte propagierte
Strukturanalogie-Modell zu einem leistungsfa¨higen Verfahren zur Gitternachfu¨hrung
weiterentwickeln zu ko¨nnen, sind allerdings einige Modifikationen des urspru¨nglichen
Ansatzes notwendig. Wa¨hrend Jacquotte z. B. von rechteckfo¨rmigen Referenzzellen
ausgeht, kann diese Vereinfachung im Kontext der Gitternachfu¨hrung nicht getroffen
werden, da dort das Referenzgitter nicht aus rechteckfo¨rmigen Volumenzellen aufge-
baut ist. Das theoretische Fundament bleibt jedoch dasselbe und soll im Folgenden
na¨her erla¨utert werden.
Materialen, deren Eigenschaften sich durch eine Energiefunktion vollsta¨ndig beschrei-
ben lassen, werden als hyperelastisch bezeichnet. Um aus dieser allgemeinen Klasse von
Materialen eine geeignete Wahl zu treffen, mu¨ssen die Eigenschaften des Strukturmo-
dells im Hinblick auf die vorgesehene Anwendung festgelegt werden. Wenn sich die
Gebietsberandung als ganzes wie ein Starrko¨rper bewegt, mu¨ssen sich alle Gitterzellen
ebenfalls wie Starrko¨rper bewegen. Dies ist nur dann der Fall, wenn die Energiefunkti-
on invariant gegenu¨ber Starrko¨rperbewegungen ist. Im Bestreben die unu¨berschaubare
Zahl der Mo¨glichkeiten auf sinnvolle Weise weiter einzugrenzen erscheint es nahelie-
gend, sich wie im vorangehenden Abschnitt auf Materiale zu beschra¨nken, die iso-
trop sind. Eine Energiedichtefunktion h, die all diesen Bedingungen genu¨gt, kann nur
noch vom rechten Cauchy-Green-Tensor C (oder a¨quivalenten Verzerrungstensoren)
bzw. dessen Invarianten I1, I2 abha¨ngig sein (vgl. [Eri62]):
h = h(C) = h(I1, I2). (5.48)
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Die Invarianten erha¨lt man durch Bildung der Spur bzw. der Determinate des Cauchy-
Green-Tensors:
I1 = SpC = C11 + C22, (5.49)
I2 = DetC = C11C22 − C12C21. (5.50)
Wie alle Verzerrungstensoren ist auch der Cauchy-Green-Tensor eindeutig bestimmt
durch den Deformationsgradienten D:
C = DT ·D. (5.51)
Der Deformationsgradient beschreibt die Deformation einer kleinen Umgebung eines
Punktes, welche von der Referenzkonfiguration in die aktuelle Konfiguration u¨bergeht.
Sollen dabei allgemeine Referenzkonfigurationen betrachtet werden ko¨nnen, wie hier
der Fall, so ist die von Jacquotte [Jac88] verwendete vereinfachte Form des Deforma-
tionsgradienten nicht mehr geeignet. Die Komponenten des Deformationsgradienten
ergeben sich fu¨r den allgemeinen Fall zu:
D11 = 1 + a,ξξ,X + a,ηη,X, D12 = a,ξξ,Y + a,ηη,Y ,
D21 = b,ξξ,X + b,ηη,X, D22 = 1 + b,ξξ,Y + b,ηη,Y .
(5.52)
Die Energiedichte h ha¨ngt offensichtlich nur vom Verschiebungsfeld ab. Dies wird noch
deutlicher, wenn die Invarianten I1 und I2 als Funktion des Deformationsgradienten
ausgedru¨ckt werden:
I1 = Sp(DT·D) = D211 +D212 +D221 +D222, (5.53)
I2 = J 2 mit J = DetD = D11D22 −D12D21. (5.54)
Jacquotte [Jac88, Jac94] weist darauf hin, dass eine Energiedichte, welche der Glei-
chung 5.48 genu¨gt, “blind” ist gegenu¨ber Gitterzellen mit negativem Volumen, sofern
diese aus einer Starrko¨rperbewegung hervorgehen, bei der sich ein Rechtssystem in ein
Linkssystem umwandelt (oder umgekehrt). Dieser “Scho¨nheitsfehler” la¨sst sich aber
auf einfache Weise beheben, indem J anstelle von I2 zur Konstruktion der Energie-
dichte verwendet wird:
h = h(I1,J ). (5.55)
Im Folgenden wird I2 nicht mehr auftreten. Deshalb wird zur Vereinfachung der
Schreibweise von nun an die erste Invariante I1 mit I bezeichnet.
Zusa¨tzliche Einschra¨nkungen fu¨r die Auswahl einer geeigneten Energiedichtefunktion
ergeben sich aus der Bedingung, dass die Energiedichte im undeformierten Zustand
ein Minimum annehmen muss. Dies schließt z. B. alle Funktionen aus, die nicht lokal
konvex sind [Jac88]. Daru¨berhinaus konzentriert sich die Suche nach einer geeigne-
ten Funktion naturgema¨ß auf mo¨glichst einfache Ansa¨tze. Die Energiedichtefunktion,
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welche Jacquotte schließlich seinen zahlreichen Arbeiten auf dem Gebiet der Gitterge-
nerierung und -optimierung (vgl. [Jac88, Jac91, JC92, Jac94]) zu Grunde legt lautet:
h = g
[
(I − 2J ) + (J − 1)2]. (5.56)
Jacquotte gibt ihr den Vorzug vor anderen mo¨glichen Formeln, unter anderem weil fu¨r
sie eine einfache geometrische Deutung mo¨glich ist. Die Aufgabe nach dem Minimum
einer mittels Gleichung 5.56 gebildeten Energiefunktion zu suchen, kann aufgefasst
werden als ein lineares Quadratmittelproblem von der Forderung, dass die Verschie-
bung w eine Starrko¨rperbewegung sein soll [Jac94]. Die Gewichtsfunktion g ermo¨glicht
— a¨hnlich wie der E-Modul beim linear-elastischen Modell — eine teilweise Kontrol-
le u¨ber die Verzerrungsverteilung. Neben der Gleichung 5.56 soll im Rahmen dieser
Arbeit auch eine vereinfachte Funktion betrachtet werden, bei der der quadratische
Term, welcher eigentlich die Aufgabe hat, die Entstehung negativer Volumenzellen zu
verhindern, weggelassen wird:
h∗ = g(I − 2J ). (5.57)
Eine Energiefunktion, welche auf Gleichung 5.57 basiert, liefert fu¨r g = 1 dieselbe
Lo¨sung wie die Laplace-Gleichung. Dies wird offensichtlich wenn h∗ mit Hilfe der Glei-
chungen 5.52, 5.53 und 5.54 umgeformt wird zu:
h∗ = g
[
(a,X − b,Y )2 + (a,Y + b,X)2
]
. (5.58)
Das lineare Quadratmittelproblem, welches sich hieraus ergibt, ist fu¨r g = 1 a¨quivalent
zu den Cauchy-Riemann’schen Differentialgleichungen und damit auch zur Laplace-
Gleichung.
Die im Ko¨rper gespeicherte potentielle Energie ergibt sich durch Integration der Ener-
giedichte u¨ber das gesamte Gebiet.
H =
1
2
∫
η
∫
ξ
hJdξdη bzw. H∗ =
1
2
∫
η
∫
ξ
h∗Jdξdη. (5.59)
Die Herleitung des Gradienten ∇wH sowie der Vorkonditionierungsmatrix P verla¨uft
analog zu der im vorangehenden Abschnitt beschriebenen Vorgehensweise. Der Gra-
dient setzt sich beim hyperelastischen Modell mit h aus den folgenden Ausdru¨cken
zusammen:
ha´ = (D11 −D22) ξ,X + (D12 +D21) ξ,Y + (D22ξ,X −D21ξ,Y ) (J − 1), (5.60)
ha˘ = (D11 −D22) η,X + (D12 +D21) η,Y + (D22η,X −D21η,Y ) (J − 1), (5.61)
hb´ = −(D11 −D22) ξ,Y + (D12 +D21) ξ,X + (D11ξ,Y −D12ξ,X) (J − 1), (5.62)
hb˘ = −(D11 −D22) η,Y + (D12 +D21) η,X + (D11η,Y −D12η,X) (J − 1). (5.63)
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Die zur Konstruktion der Vorkonditionierungsmatrix beno¨tigten Ableitungen zweiter
Ordnung ergeben sich in diesem Fall zu:
ha´a´ = ξ
2
,X
+ ξ2,Y + (D22ξ,X −D21ξ,Y )2, (5.64)
ha˘a˘ = η
2
,X
+ η2,Y + (D22η,X −D21η,Y )2, (5.65)
hb´b´ = ξ
2
,Y + ξ
2
,X + (D11ξ,Y −D12ξ,X)2, (5.66)
hb˘b˘ = η
2
,Y
+ η2,X + (D11η,Y −D12η,X)2. (5.67)
Die entsprechenden Ausdru¨cke fu¨r die zweite Variante der Energiedichte (Gleichung 5.57)
erha¨lt man, indem in den Gleichungen 5.60 bis 5.67 jeweils der letzte Klammerterm
gleich Null gesetzt wird. Fu¨r die vereinfachte Form der Energiedichte, h∗, ergibt sich
wieder ein linearer Zusammenhang zwischen dem Gradienten ∇wH∗ und der Schritt-
weite λ(k), so dass hier zwei Funktionsauswertungen zur Bestimmung von λ(k) genu¨gen.
Anders verha¨lt es sich fu¨r den Fall, dass die Energiedichte gema¨ß Gleichung 5.56 ver-
wendet wird. Aus den Gleichungen 5.52, 5.54 und 5.56 folgt, dass der funktionale
Zusammenhang zwischen dem Gradienten ∇wH und der Schrittweite durch ein Poly-
nom dritten Grades gegeben ist. Um die Koeffizienten dieses Polynoms zu bestimmen,
sind vier Funktionsauswertungen notwendig. Die Berechnung der Nullstellen des Po-
lynoms basiert auf der Lo¨sung eines kleinen Eigenwertproblems. Diese a¨ußerst robuste
Methode ist in [Pea92] na¨her beschrieben. Es kann davon ausgegangen werden, dass
das Polynom in der Regel nur eine Nullstelle hat [Jac88]. Falls dies einmal nicht zu-
trifft, wird von den ermittelten Nullstellen jene ausgewa¨hlt, fu¨r die die Energiedichte
den kleinsten Wert annimmt.
Tabelle 5.1: Grundlegende Eigenschaften der Methoden
Klassifikation Lo¨sung
Beschra¨nkung Beschra¨nkung auf
auf 2D strukturierte Gitter
TFI algebraisch — nein ja
LAGL differentiell lin. Gl.-system nein nein
DIGL differentiell lin. Gl.-system nein nein
FAM
Struktur- lin. Gl.-system
nein nein
analogie bzw. Minimierung
LEM
Struktur- lin. Gl.-system
nein nein
analogie bzw. Minimierung
HEM
Struktur-
Minimierung
nein (vgl.
nein (vgl. [Wic01])
analogie Anhang B)
HEM∗
Struktur-
Minimierung
nein (vgl.
nein (vgl. [Wic01])
analogie Anhang B)
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In diesem Kapitel sollen die verschiedenen Methoden zur Gitternachfu¨hrung hinsicht-
lich ihrer Leistungsfa¨higkeit miteinander verglichen werden. Im Mittelpunkt steht da-
bei zuna¨chst die Frage, inwieweit sie dazu in der Lage sind, bei der Anpassung des Git-
ters an eine vera¨nderte Berandung die Gitterqualita¨t zu erhalten. Die in Abschnitt 6.1
durchgefu¨hrte Deformationsanalyse kann darauf teilweise eine Antwort geben. In den
darauffolgenden Abschnitten wird die Eignung fu¨r praxisrelevante Anwendungen un-
tersucht. Neben der Gitterqualita¨t steht dabei vor allem der Rechenzeitbedarf der
Methoden im Vordergrund.
6.1 Deformationsanalyse
Ein fundamentales Theorem der Kontinuumstheorie besagt, dass sich eine allgemeine
Deformation lokal immer in Translations-, Rotations- und Verzerrungsanteil zerlegen
la¨sst [Eri62]. Um der Frage auf den Grund zu gehen, wie sich die Methoden bei einer
allgemeinen Deformation verhalten, muss ihr Verhalten fu¨r die elementaren Deforma-
tionszusta¨nde na¨her untersucht werden. Eine erste, naheliegende Forderung ist, dass
Starrko¨rperbewegungen des Gitters korrekt wiedergeben werden mu¨ssen. Damit ist
gemeint, dass bei Verschiebungen des Randes, die eine Starrko¨rperbewegung des ge-
samten Gebietes zulassen, das gesamte Gitter auch tatsa¨chlich eine Starrko¨rperbewe-
gung vollfu¨hrt. Die Starrko¨rpertranslation ist in dieser Hinsicht unproblematisch; eine
eingehendere Analyse verlangt jedoch die Starrko¨rperrotation. Eine starre Rotation
des gesamten Gebietes wird beschrieben durch:
x = αT ·X . (6.1)
Den orthogonalen Tensor α bezeichnet man als Drehtensor. Aus Gleichung 5.7 folgt
daraus fu¨r den Verschiebungsvektor:
w = αT ·X −X = (αT − δ) ·X . (6.2)
Es ist nun zu u¨berpru¨fen, ob bzw. unter welchen Bedingungen die einzelnen Methoden
diese exakte Lo¨sung reproduzieren. Mit Blick auf seine Herleitung kann diese Frage fu¨r
das Hyperelastische Modell sofort mit ja beantwortet werden. Der Verschiebungsvektor
nach Gleichung 6.2 genu¨gt auch der Laplace-Gleichung. Das ist sofort einzusehen, wenn
man beru¨cksichtigt, dass ∇X = δ gilt und δ sowie α unabha¨ngig von X sind. Die
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Laplace-Gleichung liefert somit ebenfalls fu¨r beliebige Drehwinkel die exakte Lo¨sung.
Anders sieht es bei der Diffusionsgleichung 5.9 aus. Um das zeigen zu ko¨nnen, muss
sie zuna¨chst mit Hilfe der Produktregel umgeformt werden:
∇ · (k∇w) = ∇k · ∇w + k∇2w = 0. (6.3)
Wird die Gleichung 6.2 darin eingesetzt, so ist der zweite Summand wieder Null,
wa¨hrend sich fu¨r den ersten Summanden ergibt:
∇k · (α− δ) = 0. (6.4)
Dies ist ein lineares, homogenes Gleichungssystem fu¨r die Komponenten des Gradien-
ten∇k. Diese Komponenten sind jedoch nicht Unbekannte, welche in Abha¨ngigkeit der
Koeffizienten des Gleichungssystems zu bestimmen sind, sondern vorgegebene Gro¨ßen.
Damit Gleichung 6.4 auf jeden Fall erfu¨llt ist, mu¨ssen folglich alle Koeffizienten ver-
schwinden, also:
α− δ = 0. (6.5)
Betrachtet man eine Rotation um die Z-Achse mit dem Rotationswinkel α, so lautet
diese Gleichung im kartesischen Koordinatensystem:
 cosα − sinα 0sinα cosα 0
0 0 1

−

 1 0 00 1 0
0 0 1

 = 0. (6.6)
Diese Bedingung ist nur fu¨r α = 0 erfu¨llt. Die Diffusiongleichung 5.9 ist also nicht in
der Lage, eine Starrko¨rperrotation richtig wiederzugeben.
Die Analyse des linear-elastischen Modells erfolgt zweckma¨ßigerweise auf der Grund-
lage der Navier’schen Gleichung 5.28. Durch Anwendung der Produktregel ergibt sich:
∇ · [E(∇w + w∇)] = ∇E · (∇w + w∇) + E(∇2w +∇ ·w∇) = 0. (6.7)
Wird die Gleichung 6.2 darin eingesetzt, so verschwindet der zweite Klammerterm.
Fu¨r den verbleibenden Ausdruck findet man:
∇E · (α + αT − 2δ) = 0. (6.8)
Damit die Gleichung 6.8 fu¨r einen frei wa¨hlbaren E-Modul erfu¨llt ist, muss gelten:
α + αT − 2δ = 0. (6.9)
Dies fu¨hrt schließlich auf die Bedingung:
2 cosα− 2 = 0. (6.10)
Sie ist na¨herungsweise erfu¨llt fu¨r kleine α, da dann cosα ≈ 1. Die Gleichung 5.28 ist
also in der Lage, kleine Starrko¨rperbewegungen anna¨hernd richtig wiederzugeben.
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Die Analyse kann auch fu¨r das Federanalogie-Modell durchgefu¨hrt werden. Dazu wird
der Verschiebungsvektor gema¨ß Gleichung 6.2 in die Gleichung 5.23 eingesetzt. Beru¨ck-
sichtigt man, dass die Ableitung der Energiefunktion im Minimum gleich Null ist, so
ergibt sich:
(αT − δ) ·
∑
j∈  (i)
1
lnij
(Xi −Xj) = 0 ∀ i ∈ V. (6.11)
Der Summenausdruck verschwindet nur, wenn das ganze Gebiet von geraden Koordi-
natenlinien u¨berdeckt ist und der Exponent n gleich Eins gesetzt wird, da sich in die-
sem Fall die Beitra¨ge von gegenu¨berliegenden Nachbarpunkten gegenseitig aufheben.
Dies ist natu¨rlich eine nicht zu erfu¨llende Forderung an die ra¨umliche Diskretisierung.
Folglich muss der Klammerausdruck, der außerhalb der Summe steht, verschwinden.
Das fu¨hrt wiederum auf die Bedingung 6.6. Das Federanalogie-Modell ist also nicht in
der Lage, eine Starrko¨rperrotation richtig wiederzugeben.
Die Transfinite Interpolation ist eine lineare Abbildung, welche formal beschrieben
wird durch
w = T(wR), (6.12)
wobei der Index “R” die auf dem Rand gegebene Gro¨ße bezeichnet. Bei einer starren
Rotation des Randes gilt natu¨rlich
wR = (α
T − δ) ·XR. (6.13)
Unter der Voraussetzung, dass
X = T(XR) (6.14)
findet man, ausgehend von Gleichung 6.12,
w
(6.13)
= T
[
(αT − δ) ·XR
] (∗)
= (αT − δ) ·T(XR) (6.14)= (αT − δ) ·X . (6.15)
Die mit (∗) gekennzeichnete Gleichheit folgt aus der Linearita¨t der Abbildung T. Die
Gleichung 6.14 besagt nichts anderes, als dass auch das Ausgangsgitter mit Hilfe der
Transfiniten Interpolation erzeugt worden ist. Sie erweist sich als notwendige Bedin-
gung dafu¨r, dass die exakte Lo¨sung reproduziert wird.
Abbildung 6.1: Ausgangs-
gitter fu¨r Lochscheibe
Diese theoretischen Ergebnisse sollen nun anhand eines ein-
fachen Testfalles verifiziert werden. Dazu betrachten wir
eine Lochscheibe mit einem Verha¨ltnis zwischen a¨ußerem
Radius ra und innerem Radius ri von 2,5. In der Abbil-
dung 6.1 ist das Ausgangsgitter dargestellt. Es besteht aus
10× 20 Gitterpunkten, welche in radialer und in Umfangs-
richtung gleichma¨ßig verteilt sind. Aufgrund der gewa¨hlten
H-Topologie gibt es eine interne Blockgrenze, welche, ebenso
wie der Rand, durch eine gro¨ßere Strichsta¨rke hervorgehob-
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en ist. Es wird sowohl der innere als auch der a¨ußere Rand um 40◦ im Uhrzeigersinn
gedreht. Die verschiedenen Methoden zur Gitternachfu¨hrung sollten zu diesen vorge-
gebenen Randbedingungen ein Verschiebungsfeld liefern, das einer Starrko¨rperrotation
der ganzen Lochscheibe entspricht. Die korrekte Lo¨sung erha¨lt man erwartungsgema¨ß
mit der Laplace-Gleichung, dem Hyperelastischen Modell und der Transfiniten Inter-
polation. Sie ist in Abbildung 6.2a dargestellt. Sowohl bei der Diffusionsgleichung als
a) b) c) d)
Abbildung 6.2: Anpassung des Gitters bei Verdrehung beider Ra¨nder um 40 ◦ im Uhrzeiger-
sinn; a) korrekte Lo¨sung, b) Diffusionsgleichung, c) Linear-elastisches Modell mit E = J−2,
d) Federanalogie-Modell mit n = 1
auch beim Federanalogie-Modell geht dagegen die Orthogonalita¨t der Gitterlinien ver-
loren (vgl. Abbildung 6.2b und d). Das linear-elastische Modell liefert ebenfalls nicht
die korrekte Lo¨sung. In der Abbildung 6.2c ist eine schwache Kru¨mmung der radialen
Gitterlinien zu erkennen. Wird ein etwas kleinerer Drehwinkel gewa¨hlt, so bleiben die
radialen Koordinatenlinien praktisch gerade. Erst bei wesentlich gro¨ßeren Drehwinkeln
tritt der Fehler deutlich in Erscheinung. Diese Beobachtungen besta¨tigen die eingangs
durchgefu¨hrte theoretische Analyse.
Neben der korrekten Wiedergabe von Starrko¨rperrotationen ist eine zweite fundamen-
tale Forderung an die Methoden zur Gitternachfu¨hrung, dass sie dazu in der Lage sind,
den bei einer allgemeinen Deformation auftretenden Verzerrungsanteil gleichma¨ßig auf
alle Gitterzellen zu verteilen. Andernfalls wu¨rden hohe lokale Verzerrungskonzentratio-
nen das Gitter unbrauchbar machen. Um dieses Problem na¨her zu untersuchen, wird
wieder die Lochscheibe aus Abbildung 6.1 betrachtet. Dieses Mal wird jedoch nur der
a¨ußere Rand um 40◦ im Uhrzeigersinn gedreht wa¨hrend der innere Rand fest bleibt.
Die Abbildung 6.3 zeigt die entsprechenden Gitter fu¨r die vier Methoden, welche beim
vorangehenden Testfall gut abgeschnitten haben. Eine Voraussetzung dafu¨r, die TFI
hier einsetzen zu ko¨nnen, ist die Kla¨rung der Frage nach einer ada¨quaten Behandlung
der internen Blockgrenze. U¨blicherweise wird die Verschiebung interner Blockgrenzen
aus den ihnen zugeordneten Ecken interpoliert, wodurch sich das Problem dahingehen
verlagert, die Bewegung der entsprechenden Ecken sinnvoll vorzugeben. In dieser Ar-
beit soll jedoch ein anderer Weg beschritten werden. Als Grundmodell dient hierbei das
Hyperelastische Modell mit h∗ (HEM∗) und g = J−2. Wie in Abschnitt 5.3 ausfu¨hrlich
dargelegt wurde, ist bei den Strukturanalogie-Modellen ein Minimierungsproblem zu
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lo¨sen, bei dem die Verschiebungen der Gitterpunkte als Unbekannte auftreten. Wer-
den die Verschiebungen im Innern eines Blockes nun mit Hilfe der TFI durch jene
der Blockra¨nder ausgedru¨ckt, so verbleiben nur noch die Verschiebungen der internen
Blockgrenzen als Freiheitsgrade. Es ist zu erwarten, dass mit der Reduzierung der Di-
mension des Minimierungsproblems auch eine schnellere Konvergenz des numerischen
Verfahrens einhergeht. Die Steigerung der Effizienz sowie die Abstriche, welche mo¨gli-
cherweise hinsichtlich der Gitterqualita¨t gemacht werden mu¨ssen, ha¨ngen von Anzahl
und Lage der internen Blockgrenzen ab. Wie in der Abbildung 6.3a zu erkennen ist,
fu¨hrt der hier vorgestellte kombinierte Ansatz dazu, dass die radialen Gitterlinien auch
nach der Verdrehung des a¨ußeren Randes gerade verlaufen. Gekru¨mmte Gitterlinien
a) b) c) d)
Abbildung 6.3: Anpassung des Gitters bei Verdrehung des a¨ußeren Randes um 40 ◦ im
Uhrzeigersinn; a) Transfinite Interpolation + HEM ∗ mit g = J−2, b) Laplace-Gleichung, c)
Linear-elastisches Modell mit E = J−2, d) Hyperelastisches Modell mit h und g = J−2
weist hingegen das Gitter auf, welches mit Hilfe der Laplace-Gleichung an den gedreh-
ten Rand angepaßt wurde. Wa¨hrend sich die Winkel im a¨ußeren Bereich nur wenig
a¨ndern, ist der innere Bereich dafu¨r umso sta¨rker verformt. Fu¨r diesen einfachen Fall
kann die Laplace-Gleichung auch analytisch gelo¨st werden. Um die Rotationssymme-
trie des Problems ausnutzen zu ko¨nnen, ist eine Transformation in Polarkoordinaten
erforderlich. Die daraus resultierende gewo¨hnliche Differentialgleichung zweiter Ord-
nung kann durch mehrere geschickte Substitutionen auf eine Differentialgleichung ers-
ter Ordnung zuru¨ckgefu¨hrt und anschließend mit Standardmethoden gelo¨st werden.
Der Winkel zwischen den Koordinatenlinien x(ξ = const., η) und x(ξ, η = const.)
ist fu¨r die analytische Lo¨sung der Laplace-Gleichung in den Diagrammen der Abbil-
dung 6.4 als durchgezogene Linie (LAGL analytisch) eingezeichnet. Zum inneren Rand
hin nimmt der Winkel stark ab und wird schließlich kleiner als 20◦. Bei noch sta¨rkerer
Verdrehung des a¨ußeren Randes wu¨rde es bald zu U¨berschneidungen der Koordina-
tenlinien kommen. Dieses ungu¨nstige Verhalten der Lo¨sung der Laplace-Gleichung hat
also nichts mit der gewa¨hlten Diskretisierung zu tun, sondern ergibt sich vielmehr
aus dem Zusammenspiel von komplexer Geometrie und vorgegebenen Randbedingun-
gen. Dieselbe Lo¨sung liefert auch das Linear-elastische Modell (LEM) mit E = 1 und
das Hyperelastische Modell mit h∗ (HEM∗) und g = 1. Fu¨r das HEM∗ wurde die
Begru¨ndung dafu¨r bereits in Abschnitt 5.3.4 gegeben. Um das Verhalten des LEMs
zu erkla¨ren, ist es zweckma¨ßig die Navier’sche Gleichung zu betrachten. Fu¨r die hier
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Abbildung 6.4: Testfall Lochscheibe: Winkel zwischen Koordinatenlinien u¨ber dem Radius
fu¨r verschiedene Methoden
gegebene Problemstellung la¨sst das LEM — ein konstanter E-Modul vorausgesetzt
— eine volumenerhaltende Deformation als Lo¨sung zu. Da in diesem Fall ∇ ·w = 0
gilt [Sch95], unterscheidet sich die Navier’sche Gleichung nicht mehr von der Laplace-
Gleichung und hat folglich die gleiche Lo¨sung. Die am sta¨rksten verzerrten Gitterzellen
sind fu¨r die Qualita¨t des gesamten Gitters maßgeblich. Daher wa¨re es wu¨nschens-
wert, wenn der Winkel zwischen den Koordinatenlinien konstant verlaufen wu¨rde. Die
Gleichverteilung der Verzerrung gelingt umso besser, je steifer die kleinen, stark ver-
zerrten Gitterzellen am inneren Rand durch entsprechende Wahl des E-Moduls beim
LEM bzw. der Gewichtsfunktion g beim HEM∗ und HEM gemacht werden. Der ver-
zerrungsabha¨ngige E-Modul (E = f1) beim LEM erscheint in dieser Hinsicht ebenfalls
geeignet. Die beste Gitterqualita¨t la¨sst sich mit dem Hyperelastischen Modell mit der
Energiedichtefunktion h (HEM) und g = J−2 erzielen. Wie man in der Abbildung 6.4,
rechts unten, erkennen kann, wird der Winkel zwischen den Gitterlinien nirgends klei-
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ner als 50◦. Das entsprechende Gitter ist in der Abbildung 6.3d dargestellt. Auch das
Federanalogie-Modell (FAM) geho¨rt in diesem Fall zu den Methoden, die eine gute
Gleichverteilung der Verzerrungen herbeifu¨hren. Weniger gut geeignet erscheint hinge-
gen die Diffusionsgleichung (DIGL). Der Winkel wird am inneren Rand zwar nicht so
klein wie bei der Laplace-Gleichung, er weicht aber immer noch stark vom optimalen
Verlauf ab.
Dieser Abschnitt hat gezeigt, dass einigen der hier untersuchten Methoden bereits
elementare Deformationszusta¨nde Probleme bereiten. Fu¨r allgemeine Deformationen,
welche sich wie eingangs erwa¨hnt aus elementaren Deformationsanteilen zusammen-
setzen, erscheint das HEM und das LEM (bei hinreichend kleinem Rotationsanteil
an der Gesamtdeformation) am besten geeignet. Die Strukturanalogie-Modelle stehen
deshalb im Mittelpunkt der weiteren Untersuchungen.
6.2 Keil in Kanal
Das erste Beispiel mit Praxisbezug ist die Flammhalter-Konfiguration von Duplantier
[Dup95]. Die Abbildung 6.5a zeigt das Ausgangsgitter, bestehend aus drei strukturier-
ten Blo¨cken mit insgesamt etwa 9000 Punkten. Die Konfiguration stellt einen Kanal
dar, in dessen turbulenter Stro¨mung ein Verbrennungsprozess stattfindet, welcher mit
Hilfe eines keilfo¨rmigen Hindernisses stabilisiert werden soll.
Der Kanal wird hier losgelo¨st von dieser Anwendung betrachtet, mit dem alleinigen
Ziel, die Leistungsfa¨higkeit der in Kapitel 5 vorgestellten Methoden eingehender zu un-
tersuchen. Der vorangehende Abschnitt offenbarte Schwa¨chen einiger Methoden schon
bei einfachen Deformationszusta¨nden. Es ist deshalb notwendig, sich zuna¨chst noch
einmal dem Fall der reinen Starrko¨rperrotation zuzuwenden. Dazu wird die gesam-
te Berandung des Ausgangsgitters um 180◦ gedreht, wobei der Mittelpunkt des Keils
den Drehpunkt bildet. Ein geeignet gewa¨hltes Maß fu¨r die Gitterqualita¨t erweist sich
zur Beurteilung der mit den unterschiedlichen Methoden erzeugten Gitter als sehr
hilfreich. Da dieses Maß auch dazu verwendet werden soll, das Konvergenzverhalten
darzustellen, muss es fu¨r negative Volumenzellen wohldefiniert bleiben. Damit schei-
den eine Reihe der sonst gebra¨uchlichen Gitterqualita¨tskriterien (z. B. [JL97, Knu00])
von vornherein aus. Die folgende einfache Funktion genu¨gt hingegen den gestellten
Anforderungen:
M =
∑
i∈  
(θi − Θi)2. (6.16)
Hierin bezeichnet Θi den Winkel zwischen den Gitterlinien im Gitterpunkt i des Re-
ferenzgitters und θi den entsprechenden Winkel im deformierten Gitter. Mit der Win-
kela¨nderung θi −Θi als Argument stellt die Funktion M ein heuristisches Maß fu¨r die
Gitterverzerrung dar. Im Falle einer Starrko¨rperbewegung nimmt M seinen minima-
len Wert Null an. In der Abbildung 6.6 ist der zeitliche Verlauf von M wa¨hrend des
iterativen Lo¨sungsprozesses dargestellt. Diese, wie auch alle weiteren Berechnungen,
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a)
b)
c)
d)
e)
f)
Abbildung 6.5: Gitter nach Rotation des gesamten Randes um 180 ◦; a) Ausgangsgitter mit
Vergro¨ßerung des Bereichs der unteren Keilecke, b) Hyperelastisches Modell mit g = J−1,
c) Transfinite Interpolation + HEM ∗ mit g = J−1, d) Federanalogie-Modell mit n = 1, 8,
e) Linear-elastisches Modell mit E = J−1, f) Diffusionsgleichung
wurden auf einer SGI-Workstation mit MIPS R5000 Prozessor und 180 MHZ Taktfre-
quenz durchgefu¨hrt. Das Konvergenzkriterium war tol = 10−5. Die Abbildungen 6.5b – f
zeigen die Gitter, welche von unterschiedlichen Modellen erzeugt werden. Angesichts
der großen Anzahl von Gitterpunkten war es notwendig, dabei jede zweite Gitterli-
nie auszublenden, um eine gute Darstellung zu erhalten. Erwartungsgema¨ß versagen
das Federanalogie-Modell, das Linear-elastische Modell und die Diffusionsgleichung
bei diesem Test vo¨llig. Beim Hyperelastischen Modell sind hingegen keine Verzerrun-
gen des Gitters erkennbar. Es ist als einziges der hier untersuchten Verfahren dazu
in der Lage, Starrko¨rperbewegungen des Gitter korrekt wiederzugeben. Die Transfi-
nite Interpolation + HEM* liefert in diesem Fall kein u¨berschneidungsfreies Gitter,
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was nach der in Abschnitt 6.1 durchgefu¨hrten Deformationsanalyse auch zu erwarten
war. Im Gegensatz zu allen anderen Methoden wird bei der Transfiniten Interpolati-
on die Qualita¨t des Ergebnisses maßgeblich von Lage und Anzahl der Blockgrenzen
bestimmt. Die internen Blockgrenzen verlaufen ausgehend von der vorderen Keilecken
hin zum Kanaleinlass und von den hinteren Keilecken zu den Kanalwa¨nden. Die hier
zutage tretenden Probleme ko¨nnten durch Einfu¨hrung weiterer interner Blockgrenzen
weitestgehend behoben werden, was jedoch im Hinblick auf die Verwendung des Git-
ters fu¨r die numerischen Stro¨mungsberechnung nicht wu¨nschenswert erscheint.
U¨ber weitere wesentliche Eigenschaften der Methoden gibt die Abbildung 6.6 Auf-
schluss. Zu Beginn der Rechnung wird das Verschiebungsfeld mit Null initialisiert.
Trotz dieser schlechten Startlo¨sung verha¨lt sich das PCG-Verfahren robust da es, im
Gegensatz z. B. zum einfachen Newton-Verfahren, als global konvergenter Algorith-
mus konstruiert ist. Auch die zahlreichen negativen Zellvolumen, die zu Beginn der
Iteration zwangsla¨ufig auftreten, bereiten den Strukturanalogie-Modellen kein Pro-
blem. Diese positive Eigenschaft ist keineswegs selbstversta¨ndlich bei Methoden zur
Gitternachfu¨hrung und -optimierung [IT98, Knu99, SK01]. Besonders effizient ist das
PCG-Verfahren fu¨r quadratische Funktionen. Deshalb konvergiert das Federanalogie-
Modell sehr schnell. Das Hyperelastische Modell erreicht dagegen erst in der Na¨he
der Lo¨sung eine vergleichbare Konvergenzrate, da im Funktional 5.59 dann die Terme
ho¨heren Grades gegenu¨ber den quadratischen Termen an Einfluss verlieren. Es er-
scheint naheliegend, die Vorzu¨ge des Federanalogie-Modells und des Hyperelastischen
Modells zu verbinden. Dazu wird zuna¨chst mit Hilfe des Federanalogie-Modells eine
gute Na¨herung fu¨r die Lo¨sung ermittelt, welche dann dem Hyperelastischen Modell
als Startlo¨sung dient. Wie man in der Abbildung 6.6 sehen kann, reduziert sich in die-
sem Fall der Rechenzeitbedarf dadurch um den Faktor drei. Es existiert sowohl beim
Federmodell als auch beim Linear-elastischen Modell ein zum jeweiligen Minimierungs-
problem a¨quivalentes lineares Gleichungssystem (siehe Abschnitt 5.3) fu¨r das es effi-
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Abbildung 6.6: Verzerrungsmaß M , u¨ber Rechenzeit aufgetragen, bei Rotation des gesam-
ten Randes um 180 ◦
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Abbildung 6.7: Verzerrungsmaß M , u¨ber Rechenzeit aufgetragen, fu¨r verschiedene
Lo¨sungsmethoden bei Rotation des gesamten Randes um 180 ◦; a) Federanalogie-Modell mit
n = 1, b) Linear-elastisches Modell mit E = 1
ziente Lo¨sungsalgorithmen gibt, z. B. die in Abschnitt 3.6 beschriebene ‘Semi Implicit
Procedure’ (SIP). Der SIP-Algorithmus eignet sich nur fu¨r strukturierte Gitter. Viel-
fach kommt deshalb auch das einfache Jacobi-Verfahren zum Einsatz, welches, ebenso
wie auch der Minimierungsalgorithmus, bei allen erdenklichen Gitterarten verwendet
werden kann. Anhand des zeitlichen Verlaufs des Verzerrungsmaßes M , dargestellt in
Abbildung 6.7, wird die Effizienz des PCG-Algorithmus deutlich. Er beansprucht we-
sentlich weniger Rechenzeit als die beiden anderen Verfahren. Beim Linear-elastischen
Modell ist der Unterschied besonders groß. Dies ist darauf zuru¨ckzufu¨hren, dass beim
SIP-Algorithmus manche Terme des Gleichungssystems explizit behandelt werden, was
eine Verschlechterung der Konvergenzrate zur Folge hat. Aus der Abbildung 6.7b geht
auch hervor, dass das Linear-elastische Modell mit E = 1 die korrekte Lo¨sung liefert,
wa¨hrend es dies mit E = J−1, wie in Abbildung 6.5d zu sehen, nicht tut. Die Erkla¨rung
fu¨r dieses Verhalten liefert die Gleichung 6.8. Wie man sofort erkennt, ist sie fu¨r einen
konstanten E-Modul erfu¨llt. Leider wird ein konstanter E-Modul den Anforderungen
hinsichtlich einer gleichma¨ßigen Verzerrungsverteilung nicht gerecht. Dies wird beim
nun folgenden Beispiel deutlich.
Im Gegensatz zur Starrko¨rperrotation der gesamten Berandung, die eine Betrachtung
rein akademischer Natur darstellt, hat eine Bewegung des Keils im feststehenden Kanal
einen gewissen Anwendungsbezug. Eine oszillierende Drehbewegung des Keils ko¨nnte
beispielsweise dazu dienen, eine sich im Nachlauf ausbildende Ka´rma´nsche Wirbel-
straße zu beeinflussen. In diese Richtung zielt auch der nun durchgefu¨hrte Test, bei
dem der Keil um 30◦ im Uhrzeigersinn ausgelenkt wird. Die Abbildung 6.8 zeigt fu¨r
unterschiedliche Methoden den kritischen Bereich des Gitters nach der Deformation,
wobei wiederum jede zweite Gitterlinie ausgeblendet wurde. Die Laplace-Gleichung
(vgl. Abbildung 6.8a) liefert ein Verschiebungsfeld mit hohen Verzerrungskonzentra-
tionen an den Keilecken, was U¨berschneidungen benachbarter Gitterlinien zur Folge
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hat. Bei der Diffusionsgleichung hingegen erzwingt ein geeignet gewa¨hlter Koeffizient,
dass die besonders gefa¨hrdeten kleinen Volumenzellen quasi eine Starrko¨rpertransla-
tion vollfu¨hren und somit keine negativen Zellen auftreten. Als Manko erweist sich
jedoch der Verlust der Wandorthogonalita¨t. Dies ist, besonders in der Ausschnittsver-
gro¨ßerung des Bereichs der vorderen Ecke, in der Abbildung 6.8b deutlich zu erken-
nen. Die Ursache dafu¨r wurde in Abschnitt 6.1 gefunden. Das Problem ist auf das
Unvermo¨gen der Diffusionsgleichung, Starrko¨rperrotationen korrekt wiederzugeben,
zuru¨ckzufu¨hren. Mit dem Federanalogie-Modell verha¨lt es sich genau gleich. Durch ge-
schickte Wahl des Exponenten n ko¨nnen U¨berschneidungen benachbarter Gitterlinien
verhindert werden, die Wandorthogonalita¨t geht jedoch verloren. Auch die Transfinite
Interpolation + HEM* hat diese Schwa¨che, wenngleich etwas weniger ausgepra¨gt.
Wie in Abschnitt 5.3.4 erla¨utert, liefert das Hyperelastische Modell mit h∗ fu¨r g = 1
genau das gleiche Ergebnis wie die Laplace-Gleichung. Die Wahl der Gewichtsfunkti-
on g = J−1 entfaltet jedoch dieselbe positive Wirkung auf die Gitterqualita¨t wie der
Koeffizient der Diffusionsgleichung (vgl. Abbildung 6.8d), wobei es mit dem Hyper-
elastischen Modell sogar gelingt, die Wandorthogonalita¨t des Gitters zu erhalten. Die
Gewichtsfunktion g hat also einen sehr weitgehenden Einfluss auf die Gu¨te des defor-
a) b) c)
d) e) f)
Abbildung 6.8: Gitter nach Rotation des Keils um 30 ◦ im Uhrzeigersinn; a) Laplace-
Gleichung, b) Diffusionsgleichung, c) Federanalogie-Modell mit n = 1,8, d) Hyperelastisches
Modell mit h und g = J−1, e) Hyperelastisches Modell mit g = h
2/3
1 , f) Transfinite Interpo-
lation + HEM ∗ mit g = J−1
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mierten Gitters. Vor diesem Hintergrund erscheint es vielversprechend, die Idee von
Chiandussi u. a. [CBO00] aufzugreifen. Wie in Abschnitt 5.3.3 erla¨utert, werden da-
bei die Eigenschaften des Materials durch Lo¨sen eines strukturmechanischen Problems
bestimmt, um auf dieser Grundlage dann in einem zweiten Schritt die Gitterpunkt-
verschiebungen zu berechnen. Die großen Verzerrungen, welche fu¨r g = 1 im Bereich
der Keilecken auftreten, ziehen dort eine starke Konzentration der Energiedichte nach
sich. Wird diese Energiedichte, zur eindeutigen Unterscheidung hier mit h1 bezeichnet,
als Gewichtsfunktion einer zweiten Berechnung verwendet, so hat dies eine nachhaltige
Versteifung der zuvor noch stark verzerrten Zellen zur Folge. Das Resultat der geschil-
derten Vorgehensweise ist in der Abbildung 6.8e zu sehen. Der Einfluss von h1 wurde
dabei durch einen Exponenten kleiner Eins etwas geda¨mpft, da die Versteifung der
Zellen am Keil zu Lasten der anderen Zellen geht. So sind z. B. die Zellen im Bereich
der Kanalwa¨nde deutlich sta¨rker geschert als dies bei den entsprechenden Zellen in der
Abbildung 6.8d der Fall ist.
Obwohl bei dem zweistufige Verfahren erst ein Minimierungsproblem gelo¨st werden
muss, um h1 zu bestimmen und dann noch ein weiteres um h zu bestimmen, ist der Re-
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Abbildung 6.9: Verzerrungsmaß M , u¨ber Rechenzeit aufgetragen, bei Rotation des Keils
um 30◦ im Uhrzeigersinn
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chenzeitbedarf nicht gro¨ßer als bei der rein geometrisch basierten Variante mit g = J−1.
Dies geht aus der Abbildung 6.9 hervor. Sowohl das Hyperelastische Modell mit verein-
fachter Energiedichtefunktion h∗ als auch das Linear-elastische Modell liefern bei dieser
Anwendung Gitter von praktisch derselben Qualita¨t wie das Hyperelastische Modell
mit h. Die beiden Modelle beanspruchen allerdings nur etwa halb soviel Rechenzeit.
Die Diffusionsgleichung, das Federanalogie-Modell und die Transfinite Interpolation +
HEM* sind ebenfalls schnell, erzeugen jedoch Gitter von schlechterer Qualita¨t. Sehr
wenig Rechenzeit beno¨tigt auch die Laplace-Gleichung. Sie hat aber den gravieren-
den Nachteil, dass das von ihr an die Randbewegung angepasste Gitter nicht frei von
U¨berschneidungen benachbarter Gitterlinien ist.
6.3 Tragflu¨gel mit beweglicher Klappe
Bei manchen Vogelarten kann beobachtet werden, wie sich, um kritische Flugzusta¨nde
besser meistern zu ko¨nnen, die Deckfedern an der Flu¨geloberseite aufstellen. Das hier-
bei auftretende stro¨mungsphysikalische Pha¨nomen wurde von Schatz u. a. [SBLT00]
anhand eines einfachen Modells, bestehend aus einem Tragflu¨gel und einer an der Ob-
β
Abbildung 6.10: Skizze des Trag-
flu¨gels mit beweglicher Klappe
erseite montierten, frei beweglichen Klappe, nume-
risch untersucht. Eine Skizze dieser Konfiguration ist
in der Abbildung 6.10 dargestellt. Die Topologie des
aus vier strukturierten Blo¨cken bestehenden Gitters
ist hinsichtlich der Gitternachfu¨hrung anspruchsvol-
ler als der vorhergehende Fall. Da sich hier beweg-
liche und feststehende Teile der Berandung in direk-
tem Kontakt befinden, wird es schwerer, die im Gitter auftretenden Verzerrungen so
u¨ber das gesamte Gebiet zu verteilen, dass die Qualita¨t des Ausgangsgitters erhal-
ten bleibt. Das Ausgangsgitter wurde fu¨r den Winkel β = 25◦ (siehe Skizze) erzeugt.
Experimentelle Versuche [BMH96] fu¨hrten zu der Erkenntnis, dass die Klappe die
Tragflu¨gelstro¨mung vor allem im Bereich 10◦ < β < 60◦ positiv beeinflusst.
Die Abbildung 6.11 zeigt einen Ausschnitt der Gitter, welche sich mit Hilfe der verschie-
denen Methoden fu¨r eine Maximalauslenkung der Klappe erzeugen lassen. Jede zweite
Gitterlinie ist dabei, wie schon bei den vorangehenden Beispielen, ausgeblendet. Der
kleine Ausschnitt zeigt eine nochmalige Vergro¨ßerung des kritischsten Bereichs — der
Klappenhinterkante. Die gewa¨hlten Gewichtungen, n = 2 beim Federanalogie-Modell
und J−1 bei den anderen Modellen, verhindern das Auftreten von u¨bereinander ge-
falteten Gitterzellen. Beim Vergleich der Ausschnittsvergro¨ßerungen fa¨llt auf, dass bei
den drei auf kontinuumsmechanischen Grundlagen basierenden Modellen die Wandort-
hogonalita¨t offensichtlich weitestgehend erhalten bleibt (Abbildungen 6.11a bis c). Bei
der Transfiniten Interpolation + HEM*, dem Federanalogie-Modell und der Diffusi-
onsgleichung treten dagegen an der Klappenoberseite Winkelabweichungen von 33◦ bis
35◦ auf. Die Abweichung ist damit anna¨hernd proportional zum Klappenauslenkwinkel.
Beim Linear-elastischen Modell betra¨gt die entsprechende Abweichung nur etwa 7◦. Sie
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a) b)
c) d)
e) f)
Abbildung 6.11: Gitter nach Auslenkung der Klappe um 35 ◦ entgegen des Uhrzeigersinns;
a) Linear-elastisches Modell mit E = J−1, b) Hyperelastisches Modell mit h und g = J−1,
c) Hyperelastisches Modell mit h∗ und g = J−1, d) Transfinite Interpolation + HEM ∗ mit
g = J−1, e) Federanalogie-Modell mit n = 2, f) Diffusionsgleichung
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ist mit bloßem Auge praktisch nicht wahrnehmbar. Ein noch besseres Ergebnis la¨sst
sich mit den beiden Versionen des Hyperelastischen Modells erzielen. Sie unterdru¨cken
nahezu vollsta¨ndig jegliche Verzerrung der wandna¨chsten Zellen. Die in den Abbildun-
gen 6.11a und b dargestellten Gitter weisen große A¨hnlichkeit auf. Bei beiden sind
die Gitterlinien, welche im Ausgangsgitter von Tragflu¨gel- bzw. Klappenhinterkante
ausgehend waagerecht hin zum Auslass verlaufen, stark durchgebogen. Der dadurch
hervorgerufene deutliche Knick zwischen diesen Gitterlinien und der Profilkontur kann
sich sehr ungu¨nstig auf die nachfolgende Stro¨mungssimulation auswirken. Sowohl das
Linear-elastische Modell als auch das Hyperelastische Modell mit h verhindern eine
Aufweitung des zwischen den beiden Gitterlinien eingeschlossenen Bereichs. Beim Hy-
perelastischen Modell ist dafu¨r der quadratische Zusatzterm, welcher in h enthalten ist,
verantwortlich (Gleichung 5.56). Das Hyperelastische Modell mit h∗ hingegen verfu¨gt
u¨ber keinen Mechanismus der die Vera¨nderung der Zellgro¨ße kontrolliert. Stattdessen
versucht das Modell einer winkelerhaltenden Abbildung mo¨glichst nahe zu kommen.
Dabei entsteht ein Gitter, welches den Anforderungen der Stro¨mungssimulation besser
genu¨gt. Auch bei dem Federanalogie-Modell und der Diffusionsgleichung ist der Knick
sehr viel weniger stark ausgepra¨gt. Nahezu waagerecht verlaufende Gitterlinien, und
damit das gewu¨nschte Ergebnis, liefert hier jedoch nur die Transfinite Interpolation +
HEM*.
Wenn die Klappe um 15◦ im Uhrzeigersinn gedreht wird, erweist sich die starke Ver-
biegung mancher Gitterlinien ebenfalls als Problem, wie man in der Abbildung 6.12
erkennen kann. Schlecht schneiden hier wieder das Linear-elastische Modell und das
Hyperelastische Modell mit h ab. Bei der Transfiniten Interpolation + HEM* ergibt
sich dagegen, wie auch schon bei der Auslenkung entgegen dem Uhrzeigersinn, ein
knickfreier U¨bergang zwischen Profilkontur und Gitterlinie. Dies ist darauf zuru¨ck-
zufu¨hren, dass die Gitterlinie keine interne Blockgrenze ist. Wa¨re das der Fall, wu¨rde
das Gitter mehr dem in Abbildung 6.12c dargestellten gleichen. Bei allen Gittern
gibt es einige Zellen zwischen Klappe und Tragflu¨gel, die spu¨rbar verzerrt sind. Eine
sta¨rkere Verdrehung wu¨rde zu u¨bereinandergefalteten Gitterzellen fu¨hren, zuerst beim
Federanalogie-Modell, dann auch bei den anderen Modellen. Der Spielraum, welcher
sich durch die frei wa¨hlbaren Gro¨ßen n, E und g ergibt, ist schnell ausgereizt, wenn
sich Klappe und Tragflu¨gel zu nahe kommen.
Bemerkenswerte Unterschiede ergeben sich beim Rechenzeitbedarf. Wa¨hrend das Feder-
analogie-Modell, die Diffusionsgleichung und das Hyperelastische Modell mit h mehre-
re Stunden Rechenzeit beno¨tigen, liefert die Transfinite Interpolation + HEM* schon
nach etwa drei Minuten eine auskonvergierte Lo¨sung! Mit einem Rechenzeitbedarf von
einer halben Stunde liegen das Linear-elastisches Modell und das Hyperelastische Mo-
dell mit h∗ zwischen diesen Extremen. Verantwortlich fu¨r die schlechte Konvergenzrate
der meisten Methoden sind die Zellen mit außerordentlich großem Seitenverha¨ltnis im
Nachlaufbereich der Klappe. Es ist zu erwarten, dass diese Zellen auch bei der nume-
rischen Stro¨mungssimulation einen negativen Einfluss — insbesondere einen ho¨heren
Rechenzeitbedarf — haben, wodurch die schlechte Konvergenzrate der Algorithmen
zur Gitternachfu¨hrung wieder etwas relativiert wu¨rde.
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a) b)
c) d)
e) f)
Abbildung 6.12: Gitter nach Auslenkung der Klappe um 15 ◦ im Uhrzeigersinn;
a) Linear-elastisches Modell mit E = J−1, b) Hyperelastisches Modell mit h und g = J−1,
c) Hyperelastisches Modell mit h∗ und g = J−1, d) Transfinite Interpolation + HEM ∗ mit
g = J−1, e) Federanalogie-Modell mit n = 2, f) Diffusionsgleichung,
6.4 Zweiteiliger Tragflu¨gel
Wie im vorangehenden Abschnitt deutlich wurde, bereiten den hier untersuchten Me-
thoden vor allem Relativbewegungen zwischen Ko¨rpern Probleme, wenn bei der Be-
wegung der Ko¨rper der Abstand so klein wird, dass sie sich fast beru¨hren. Die in
Abbildung 6.13 dargestellte Hochauftriebskonfiguration eignet sich gut, um die Gren-
ze der Anwendbarkeit der Methoden auszuloten. Das Ausgangsgitter setzt sich aus
acht strukturierten Teilblo¨cken mit insgesamt ca. 36.000 Gitterpunkten zusammen.
Durch eine Verdrehung der Klappe um 10◦ entgegen dem Uhrzeigersinn bei gleichzei-
tiger Verschiebung nach oben verringert sich der Abstand zwischen Hauptprofil und
Klappe auf 15 % der urspru¨nglichen Spaltweite.
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a) b)
Abbildung 6.13: Skizze des zweiteiligen Tragflu¨gels; a) Ausgangskonfiguration, b) Konfi-
guration nach Verschiebung der Klappe
Die Abbildung 6.14 zeigt Ausschnittsvergro¨ßerungen des deformierten Gitters im Be-
reich des Spaltes, wobei wieder nur jede zweite Gitterlinie dargestellt ist. Wie man
in der Abbildung 6.14a erkennen kann, treten beim Federanalogie-Modell U¨berschnei-
dungen des Gitters sowohl an der Hinterkante des Hauptprofils als auch in der Mitte
des Spaltes auf. Fu¨r kleinere n verscha¨rft sich das Problem an der Hinterkante, gro¨ßere
n hingegen fu¨hren zu mehr invertierten Gitterzellen in der Spaltmitte. Der Exponent
n erlaubt in diesem Fall nur eine unzureichende Kontrolle u¨ber die Verteilung des
a) b) c)
d) e) f)
Abbildung 6.14: Gitter nach Verschiebung der Klappe; a) Federanalogie-Modell mit
n = 1,3, b) Hyperelastisches Modell mit h und g = J−0.7, c) Linear-elastisches Modell mit
E = J−0.7, d) Hyperelastisches Modell mit g = J−0.9h∗1
2/3, e) Hyperelastisches Modell mit
g = J−0.9h1
2/3, f) Linear-elastisches Modell mit E = J−0.9f
2/3
1
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Verzerrungsanteils der Deformation. Als Folge der lokalen Konzentration des Verzer-
rungsanteils kommt es zu U¨berschneidungen des Gitters. Ganz a¨hnlich verha¨lt es sich
auch mit dem Hyperelastischen Modell (Abbildung 6.14b) und dem Linear-elastischen
Modell (Abbildung 6.14c). Bei letzteren besteht jedoch die Mo¨glichkeit, durch einen
etwas allgemeineren Ansatz fu¨r den E-Modul bzw. die Gewichtsfunktion eine wesent-
liche Verbesserung der Gitterqualita¨t zu erzielen und damit den Anwendungsbereich
der Methoden noch etwas zu vergro¨ßern. Dazu wird wieder die zweistufige Version
dieser Methoden (vgl. Abschnitt 6.2) eingesetzt, in diesem Fall jedoch in Kombination
mit der geometrisch basierten Gewichtung. Die entsprechenden Gitter sind in den Ab-
bildungen 6.14e und f dargestellt. Ein Vergleich mit der Abbildung 6.14d zeigt, dass
die Sensibilita¨t der Energiedichte gegenu¨ber einer Vera¨nderung der Zellgro¨ße, die im
Falle des Tragflu¨gels mit beweglicher Klappe eher scha¨dlich war, sich hier als abso-
lut notwendig erweist, um das Entstehen invertierter Gitterzellen zu verhindern. Auch
wenn die modifizierte zweistufige Version zweier Methoden eine Anna¨herung der beiden
Ko¨rper auf 15 % des urspru¨nglichen Abstandes ermo¨glichte, muss festgehalten werden,
dass damit das allen betrachteten Methoden zu Grunde liegende Konzept, wonach
die Topologie des Ausgangsgitters erhalten bleibt und lediglich Gitterpunkte verscho-
ben werden, um das Gitter an eine vera¨nderte Berandung anzupassen, ausgereizt ist.
Aufgrund des beim modifizierten zweistufigen Verfahren deutlich ho¨heren Aufwandes,
verursacht durch die notwendige Abstimmung der beiden Exponenten (optimal waren
hier die Werte −0,9 fu¨r die Jacobi-Determinante und 2/3 fu¨r die Energiedichte) aufein-
ander, ist die geometrisch basierte Version vorzuziehen wann immer dies mo¨glich ist.
Tabelle 6.1: Zusammenfassung der Sta¨rken und Schwa¨chen der Methoden
Verhalten bei Verhalten bei Rechenzeit- ‘Black
Starrko¨rperbewegung allgemeiner Deformation bedarf box’
TFI + i.A. nicht von Fall zu Fall vernachla¨ssigbar
nein
HEM∗ rotationsinvariant unterschiedlich bis gering
LAGL ok Gitter unbrauchbar gering ja
DIGL
nicht Verlust der
gering ja
rotationsinvariant Wandorthogonalita¨t
FAM
i.A. nicht Verlust der
gering ja
rotationsinvariant Wandorthogonalita¨t
LEM
bedingt
gut gering ja
rotationsinvariant
HEM ok gut moderat ja
HEM∗ ok gut gering ja
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In den vorangehenden Kapiteln wurde eine Verallgemeinerung der in der Stro¨mungs-
mechanik u¨blichen Euler’schen Betrachtungsweise diskutiert und die korrekte Imple-
mentierung der entsprechend modifizierten Erhaltungsgleichungen in Elan2 verifiziert.
Anschließend wurden verschiedene Methoden zur Gitternachfu¨hrung analysiert und ihr
Potential fu¨r die praktische Anwendung ausgelotet. Nachdem diese beiden Teilaspekte
der Aufgabenstellung bisher weitestgehend getrennt betrachtet wurden, erfolgt in die-
sem Kapitel die Integration des Gitternachfu¨hrungs-Moduls in das Programm zur
Stro¨mungssimulation. Im Abschnitt 7.1 werden wichtige Details zur Funktionsweise
und dem Programmablauf erla¨utert, um dann in Abschnitt 7.2 die Leistungsfa¨higkeit
des erweiterten Elan2-Programms anhand einer technisch relevanten Stro¨mungskonfi-
guration — dem oszillierenden Tragflu¨gel — zu demonstrieren.
7.1 Integration der Module
Der Ablauf des gesamten Simulationsprozesses ist in der Abbildung 7.1 skizziert.
Der zur Erzeugung des Ausgangsgitters verwendete Gittergenerator besteht aus ei-
ner Sammlung von Programmen, welche gro¨ßtenteils interaktiv arbeiten. Ein Teil-
schritt beinhaltet dabei die Erzeugung einfacher Gitterblo¨cke aus den Randpunkteda-
teien. Das Unterprogramm, welches fu¨r das Einlesen dieser Dateien und die Zuordnung
der Randpunkte in die Datenstruktur des Gitters verantwortlich ist, wurde zum Pro-
grammpaket Elan2 hinzugefu¨gt. Das hat den Vorteil, dass sich die Randbedingungen
des Verschiebungsfeldes direkt aus den einfach zu handhabenden Randpunktedateien
ermitteln lassen. Soll eine Folge von Gittern vollautomatisch erzeugt werden, wie dies
etwa bei einer sich kontinuierlich a¨ndernden Berandung im Allgemeinen notwendig
sein wird, so ist es sinnvoll, die bei jedem Zeitschritt auftretenden Verschiebungen,
Verdrehungen und Verzerrungen des Randes in einem zusa¨tzlichen Unterprogramm
von Elan2 sukzessive zu berechnen und dabei die entsprechenden Randpunktedateien
zu erzeugen.
Im Gegensatz zu den zellzentrierten Feldvariablen des reinen Stro¨mungsproblems ist
das Verschiebungsfeld den Zelleckpunkten des Gitters zugeordnet. Da die Datenstruk-
tur von Elan2 urspru¨nglich nur fu¨r das ‘Cell-Centered’-Schema (vgl. Abbildung 3.2)
ausgelegt war, sind Erga¨nzungen notwendig. Bei einer Lo¨sungsprozedur auf der Grund-
lage des ‘Cell-Centered’-Schemas la¨uft eine Schleife u¨ber alle Blo¨cke und dort jeweils
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w im Gebietsinnern bestimmen
R
Programmstart
Eingabedatensatz erstellen
Ausgangsgitter generieren
ermitteln
Zeitschleife n
Aktualisierung von Gitterpunktkoordinaten, Zellvolumen u. a. geom.  Größen
Gittergeschwindigkeit konsistent zum VCL bestimmen
Berechnung des Strömungsfeldes
n < nmax
Programmende
Einlesen des neuen Randes, Randverschiebung w
ja: n=n+1
nein
Abbildung 7.1: Ablaufplan des Programms zur Stro¨mungsberechnung mit integriertem Mo-
dul zur Gitternachfu¨hrung
u¨ber alle Zellen. Die Koppelung der einzelnen Blo¨cke wird durch einen Informations-
austausch u¨ber zusa¨tzliche Hilfszellschichten realisiert. Einige besondere Punkte, die
sogenannten ‘Special Points’, werden durch eine lineare Interpolation aus den umlie-
genden Punkten bestimmt. Diese Punkte treten auch beim ‘Node-Centered’-Schema
auf. Die Werte von w in ‘Special Points’, welche auf dem Rand liegen, du¨rfen jedoch
nicht vera¨ndert werden, da sie als Teil der Randbedingungen vorgegeben sind. Um
die besonderen Punkte auf dem Rand von denen im Gebietsinneren unterscheiden zu
ko¨nnen, ist die logische Variable LSPW eingefu¨hrt worden. Bei der Lo¨sungsprozedur,
die zur Berechnung der neuen Gitterpunkte zum Einsatz kommt, la¨uft eine Schleife
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u¨ber alle Blo¨cke und dort jeweils u¨ber alle inneren Gitterpunkte sowie u¨ber die in-
ternen Blockgrenzen. Um zu verhindern, dass dabei die Punkte auf den Blockgrenzen
zweimal pro Iterationsschritt durchlaufen werden, musste die logische Variable LBDONE
eingefu¨hrt werden. Fu¨r jede Seite eines Blockes werden zur Auswertung der diversen
Differentialausdru¨cke auf den internen Blockgrenzen außerdem Funktionswerte in Zell-
ecken des Nachbarblocks beno¨tigt. Der Zugriff auf die entsprechenden Speicherpla¨tze
wird durch das neue Indexfeld IJVBD ermo¨glicht. Die drei Variablen LSPW, LBDONE und
IJVBD werden aus den vom Gittergenerator gelieferten topologischen Informationen
gewonnen. Dies geschieht gleich nach dem Start des Hauptprogramms durch Aufruf
des Unterprogramms topoadd.
7.2 Oszillierender Tragflu¨gel
Ein Tragflu¨gel, der eine oszillierende Nickbewegung vollfu¨hrt (siehe Abbildung 7.2),
stellt eine einfache, im Hinblick auf die Turbulenzmodellierung jedoch bereits recht
anspruchsvolle Stro¨mungskonfiguration dar. Sie ist fu¨r eine Reihe von technischen An-
Abbildung 7.2: Skizze des oszillierenden
Tragflu¨gels
wendungen von großer Bedeutung. Als
Beispiel sei hier ein Hubschrauber im
Vorwa¨rtsflug genannt. Um einen Auf-
triebsausgleich zwischen vor- und ru¨ck-
laufendem Blatt zu gewa¨hrleisten, muss
hierbei der Anstellwinkel des Rotorblat-
tes abha¨ngig von seiner Umlaufposition
vera¨ndert werden.
Die Umstro¨mung eines oszillierenden Tragflu¨gels wird von zwei Zeitskalen dominiert.
Die erste ist mit der Geschwindigkeit der ungesto¨rten Anstro¨mung U∞ und der Pro-
filla¨nge c verbunden. Man verwendet c
2U∞
. Die zweite hingegen ergibt sich aus der
Frequenz f der periodischen Oszillation zu 1
2pif
. Man fu¨hrt einen dimensionslosen
Parameter, die ‘reduced frequency’ kred, ein [PZ92]. Sie ergibt sich aus dem Quoti-
enten der beiden Zeitskalen zu kred =
pifc
U∞
. Auftrieb und Widerstand beim oszillie-
renden Tragflu¨gel unterscheiden sich ganz wesentlich vom stationa¨ren Fall, bei dem
eine Stro¨mungsablo¨sung zumeist an der Hinterkante des Profils erfolgt, falls der An-
stellwinkel hinreichend groß ist. Die Entstehung und der Verlauf der instationa¨ren
Ablo¨sung beim bewegten Tragflu¨gel sind wesentlich komplexer und werden als ‘Dy-
namic Stall’ bezeichnet. Bevor die Ergebnisse der numerischen Simulation diskutiert
werden ko¨nnen, muss dieser Begriff zuna¨chst na¨her erla¨utert werden.
7.2.1 Pha¨nomenologie des Dynamic Stall
Unter dem Begriff ‘Dynamic Stall’ versteht man den instationa¨ren Stro¨mungsabriss
an aerodynamischen Ko¨rpern, die Kippbewegungen mit großer Amplitude vollfu¨hren.
Charakteristisch fu¨r diesen Vorgang ist die Bildung großra¨umiger Wirbelstrukturen,
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welche eine ausgepra¨gte Hysterese bewirken. Die auffa¨lligste Struktur hierbei ist ein
Wirbel, der sich vorn am Flu¨gel bildet und der, wa¨hrend er u¨ber die Oberseite wan-
dert, den Druckverlauf und die Wirbelsta¨rke an der Ko¨rperoberfla¨che sowie die dar-
aus resultierenden aerodynamischen Kra¨fte ganz wesentlich beeinflusst. Er wird in
der Literatur einheitlich als ‘Dynamic Stall Vortex’ (DSV) bezeichnet. Aufgrund der
zentralen Rolle, welche der DSV fu¨r das Pha¨nomen des ‘Dynamic Stall’ spielt, sind
zahlreiche experimentelle Untersuchungen durchgefu¨hrt worden, um den Mechanis-
mus seiner Entstehung besser zu verstehen. McCroskey u. a. [MCM76] untersuchten
experimentell die inkompressible Umstro¨mung oszillierender NACA0012-Profile mit
unterschiedlichen Nasengeometrien. Sie identifizierten dabei drei mo¨gliche Arten der
Wirbelentstehung. Diese werden zusammen mit dem kompressiblen Fall nachfolgend
kurz erla¨utert.
Typ 1: Bei laminarer Stro¨mung (Re < 104) wird der ‘Dynamic Stall’ an der Hin-
terkante des Tragflu¨gels eingeleitet. Eine du¨nne Schicht bildet sich aus, in der das
Fluid beginnt, an der Oberseite des Profils nach vorne zu stro¨men (vgl. hierzu
Abschnitt 4.2), ohne dabei jedoch eine Ablo¨sung der Grenzschicht hervorzurufen.
In dem Moment, in dem das zuru¨ckstro¨mende Fluid den Bereich der Vorderkan-
te erreicht, erfolgt ein Ausbruch der wirbelbehafteten Schicht und nachfolgend die
Formation des DSV.
Typ 2: Die Stro¨mung bei ho¨heren Reynoldszahlen ist gekennzeichnet durch einen
laminar-turbulenten Umschlag der Grenzschicht. In dem Bereich bis etwa Re = 106
ist die Grenzschicht anfangs noch laminar. Infolge des starken Druckgradienten
hinter der Sogspitze bildet sich auf der Oberseite eine laminare Ablo¨seblase womit
auch der laminar-turbulente Umschlag der Grenzschicht einhergeht. Ein stetig stei-
gender Anstellwinkel fu¨hrt schließlich zum Platzen der laminaren Ablo¨seblase und
damit zur Entstehung des DSV.
Typ 3: Der DSV kann seinen Ursprung auch in einer Ablo¨sung der turbulenten Grenz-
schicht, welche typischerweise kurz nach der laminaren Ablo¨seblase erfolgt, haben.
Typ 4: Bei Machzahlen gro¨ßer 0,2 muss mit kompressiblen Effekten gerechnet wer-
den [CCW94]. Im Falle Ma > 0,3 geht der Bildung des DSV eine stossinduzierte
Ablo¨sung voraus.
Die Abbildung 7.3, entnommen aus der Arbeit von Carr u. a. [CCM77], veranschaulicht
den gesamten Vorgang des ‘Dynamic Stall’. Gezeigt werden die Auftriebs- und Mo-
mentenbeiwerte als Funktion des zeitabha¨ngigen Anstellwinkels eines oszillierenden
NACA0012-Profils. Im Punkt a) beginnt der Auftriebsbeiwert vom stationa¨ren Fall
stark abzuweichen. Offenbar ist die Grenzschicht aufgrund der Kippbewegung des Pro-
fils wesentlich widerstandsfa¨higer gegen eine Stro¨mungsablo¨sung an der Hinterkante.
Dies hat verschiedene Ursachen. Ein quasi-stationa¨rer Effekt resultiert daraus, dass die
Grenzschicht des bewegten Flu¨gels im Punkt der stationa¨ren Ablo¨sung eine gu¨nstige-
re Vorgeschichte hat [GB91]. Wa¨hrend das Fluid den Weg von der Vorderkante zum
Punkt der stationa¨ren Ablo¨sung zuru¨cklegt, wird der Anstellwinkel gro¨ßer. Der Grenz-
77
7 Exemplarische Anwendung
a) Stationa¨re Ablo¨sung
b) Erstes Auftreten von Ru¨ckstro¨mung
der Oberseite
c) Turbulenzballen tauchen in der
Grenzschicht auf
d) Ru¨ckstro¨mung breitet sich u¨ber der
Saugseite schnell aus
e) Wirbel bilden sich an der Vorderkante
f) Beginn von Momenten-‘Stall’
g) Auftriebsanstieg nimmt zu
h) Auftriebs-‘Stall’
i) Maximales negatives Moment
j) Vollsta¨ndig abgelo¨st, ‘Full Stall’
k) Grenzschicht legt sich wieder von
vorn nach hinten an
l) Ru¨ckkehr zur anliegenden Stro¨mung
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Abbildung 7.3: Chronologie des ‘Dynamic Stall’ an einem NACA0012-Profil [CCM77]
78
7 Exemplarische Anwendung
schicht wird somit weniger Energie entzogen, da sie anfangs einen geringeren Druckgra-
dienten zu u¨berwinden hat. Die zweite Ursache ist tatsa¨chlich instationa¨rer Natur und
wird durch die Aufwa¨rtsbewegung der Flu¨gelvorderkante hervorgerufen. Ganz a¨hnlich
wie bei dem bei einem rotierenden Zylinder zu beobachtenden Magnus-Effekt, bewirkt
die Bewegung der Oberfla¨che vollere Geschwindigkeitsprofile in der Grenzschicht und
eine Verzo¨gerung der Transition [Eri94]. Eine erste Sto¨rung der Grenzschicht stellt die
an der Hinterkante beginnende Ru¨ckstro¨mung dar. Sie ist in der Abbildung 7.3 durch
den Punkt b) markiert. Die Ru¨ckstro¨mung breitet sich u¨ber die Saugseite schnell aus.
Die Grenzschicht im hinteren Bereich, nun ohne Wandhaftung, ist nicht nicht mehr
la¨nger stabil und weist unter dem Einfluss der entstehenden Turbulenzballen einen
wellenfo¨rmigen Verlauf auf. Abha¨ngig von Reynoldszahl, Machzahl, Tragflu¨gelgeome-
trie und reduzierter Frequenz fu¨hrt einer der vier weiter oben diskutierten Mechanis-
men zur Bildung des ‘Dynamic Stall Vortex’ (Punkt e)). Der DSV wird zunehmend
sta¨rker und beginnt sich in Stro¨mungsrichtung u¨ber die Oberseite zu bewegen, wo-
durch der Momenten-‘Stall’ eingeleitet wird. Wenn die reduzierte Frequenz groß genug
ist, verweilt der DSV lange genug u¨ber dem Flu¨gel, um kurzzeitig einen starken Auf-
triebsanstieg zu verursachen, bevor er weggeschwemmt wird und zusammen mit einem
an der Hinterkante gebildeten Wirbel in den Nachlauf u¨bergeht. Diesen Vorgang so-
wie den hieraus resultierenden Auftriebs-‘Stall’ bezeichnen die Punkte g) und h). In
der Folge ist die Stro¨mung vollsta¨ndig abgelo¨st, bis sie sich schließlich bei kleineren
Anstellwinkeln wieder von vorn nach hinten anlegt (Punkte j) und k)).
7.2.2 Numerische Simulation
Da bei der Stro¨mung um angestellte Tragflu¨gel Geschwindigkeiten auftreten ko¨nnen,
die ein Vielfaches der ungesto¨rten Anstro¨munggeschwindigkeit betragen, kommt nur
ein Testfall mit sehr geringer Machzahl in Frage, da andernfalls die Gefahr bestu¨nde,
dass die Inkompressibilita¨tsannahme nicht erfu¨llt wa¨re. Außerdem sollte die Amplitu-
de der Bewegung groß sein, so dass eine fundierte Aussage u¨ber die Leistungsfa¨hig-
keit der verschiedenen Methoden zur Gitternachfu¨hrung getroffen werden kann. Das
Windkanalexperiment mit einem oszillierenden NACA0012-Profil von McCroskey u. a.
[MMCP82] erfu¨llt beide Forderungen. Die Nickbewegung des Profils ist dabei gegeben
durch:
α = 15◦ + 10◦ sin(2kredt
∗), (7.1)
mit der dimensionslosen Zeit t∗ = tU∞
c
. Der Drehmittelpunkt befindet sich bei x =
0,25c. Zur Validierung der numerischen Ergebnisse stehen die am Windkanal ermittel-
ten Hysteresekurven der Auftriebs- und Momentenbeiwerte cl und cm zur Verfu¨gung.
Um den Einfluss zufa¨lliger Sto¨rungen zu verringern, sind die bei den Windkanalmes-
sungen erfassten Daten u¨ber mindestens 50 Zyklen gemittelt worden. Besonders fu¨r die
Phase des ‘Dynamic Stall’ schwankten die Messdaten von Zyklus zu Zyklus erheblich.
Das Windkanalmodell war mit 26 Druckaufnehmern versehen, wovon sich 15 auf der
Flu¨geloberseite befanden. Durch die begrenzte Anzahl von Druckaufnehmern konnten
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kleinskalige Stro¨mungspha¨nomene nur unzureichend erfasst werden. Die Abtastrate der
Meßsonden von 200 pro Zyklus hatte auch eine Beschra¨nkung der zeitlichen Auflo¨sung
zur Folge. Die Autoren der Studie vermuten, dass der Auftriebsbeiwert aufgrund der
genannten Fehlerquellen mit einem maximalen Fehler von ±0,2 behaftet war.
Da die Experimente nur Druckverla¨ufe lieferten, wird bei der Berechnung der Auf-
triebs- und Momentenbeiwerte der Beitrag der Wandschubspannung vernachla¨ßigt.
Bei den meisten Berechnungen wird kred = 0,1 verwendet. Weitere Stro¨mungsparame-
ter lauten:
Ma = 0,072; Re = 106; c = 1, 22 m; U∞ = 12, 2 m/s; Tu = 1 %.
Zur Gitternachfu¨hrung kommt, sofern nicht anders angegeben, das Linear-elastische
Modell mit E = J−1 zum Einsatz. Die Approximation des konvektiven Terms der
Erhaltungsgleichungen erfolgt mit Hilfe des UMIST-Ansatzes. Der in Kapitel 4 ausge-
sprochenen Empfehlung folgend wird ausschließlich die zweiter Ordnung genaue Dis-
kretisierung des instationa¨ren Terms verwendet.
Einer Untersuchung von Jameson und Martinelli [JM98] zufolge sollte ein Rechengitter
sowohl die turbulente Grenzschicht als auch das restliche Gebiet bis zum Fernfeldrand
mit jeweils mindestens 32 Intervallen auflo¨sen, um eine gitterunabha¨ngige Lo¨sung zu
erhalten. Außerdem ist zu beachten, dass die Gitterzellen kein u¨bertrieben großes
Seitenverha¨ltnis aufweisen (< 1000), da sich dies nachteilig auf Konvergenzverhalten
und Genauigkeit des numerischen Verfahrens auswirkt. Entsprechend diesen Vorga-
ben wurde hier ein Rechengitter mit C-Topologie, bestehend aus 514 × 65 Punkten,
verwendet. Die wandna¨chste Zellschicht hat dabei eine Dicke von 10−5c, wodurch si-
chergestellt ist, dass der dimensionslose Wandabstand y+ kleiner Eins ist. Der Fernfeld-
und der Ausstro¨mrand sind 12c entfernt. Um die Gitterunabha¨ngigkeit der Lo¨sung zu
demonstrieren, wurde noch ein gro¨beres Gitter mit 257× 65 Punkten und ein feineres
Gitter mit 514× 130 Punkten generiert.
Die Abbildung 7.4 zeigt die mit Hilfe der drei Gitter berechneten cl- und cm-Verla¨ufe
und vergleicht sie mit den Ergebnissen des Windkanalversuches. Bei der numerischen
Simulation kam das Wilcox k−ω Modell zum Einsatz. Ein Zyklus wurde dabei in 200
Zeitschritte aufgeteilt. Die mit dem Start der numerischen Lo¨sungsprozedur verbunde-
nen Anfangssto¨rungen waren in der Regel nach drei, in Ausnahmefa¨llen auch erst nach
sechs Zyklen abgeklungen. Das grobe Gitter liefert Hysteresekurven, welche sich von
denen der feineren Gitter deutlich unterscheiden. Wa¨hrend sich z. B. bei den beiden
feineren Gittern hinsichtlich Lage und Gro¨ße des Auftriebsmaximums weitestgehende
U¨bereinstimmung ergibt, erfolgt der Auftriebs-‘Stall’ beim groben Gitter wesentlich
fru¨her. Eine signifikante Abweichung der Lo¨sung fu¨r das Basisgitter von der des ganz
feinen Gitters ist nur im Anschluss an den Momenten-‘Stall’, im Bereich von 25◦ bis
18◦, zu verzeichnen. Gerade fu¨r diese Phase der vollsta¨ndigen Stro¨mungsablo¨sung muss
jedoch auch damit gerechnet werden, dass sich Defizite bei der Turbulenzmodellierung
bemerkbar machen. Es ist folglich nicht davon auszugehen, dass die bei Verwendung
des feinsten Gitters vermeintlich mo¨gliche Steigerung der Genauigkeit den damit ver-
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Abbildung 7.4: Hystereseschleifen der Auftriebs- und Momentenbeiwerte fu¨r verschieden
feine Rechengitter
bundenen, beachtlich ho¨heren Rechenaufwand aufwiegt. In diesem Sinn ko¨nnen die
mit dem Basisgitter erzielten Ergebnisse als anna¨hernd gitterunabha¨ngig angesehen
werden.
Numerische Berechnungen mit sukzessive verkleinerten Zeitschrittweiten ∆t ermo¨gli-
chen eine quantitative Aussage bezu¨glich des zeitlichen Diskretisierungsfehlers. Ent-
sprechende Ergebnisse sind in der Abbildung 7.5 dargestellt. Wa¨hrend sich der zeit-
liche Diskretisierungsfehler schon bei einer Aufteilung der Periodendauer T in 200
Zeitschritte kaum noch bemerkbar macht, ist spa¨testens beim U¨bergang von 800 zu
1600 Zeitschritten keine signifikante Vera¨nderung mehr zu erkennen. Das LLR k − ω
Modell entwickelt im Gegensatz dazu sehr viel mehr Dynamik. Auch eine noch feinere
Aufteilung in 3200 Zeitschritte pro Zyklus fu¨hrt nicht dazu, dass sich die Hysteresekur-
ven vollsta¨ndig aneinander angleichen, wie man in der Abbildung 7.6 erkennen kann.
Eine weitere Verkleinerung der Zeitschrittweite erscheint vor dem Hintergrund des Se-
parationsproblems (vgl. Abschnitt 2.3.1) indes wenig sinnvoll. Die Frequenz, mit der
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Abbildung 7.5: Hystereseschleifen der Auftriebs- und Momentenbeiwerte fu¨r unterschied-
liche Zeitschritte bei Verwendung des Wilcox k − ω Modells
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Abbildung 7.6: Hystereseschleifen der Auftriebs- und Momentenbeiwerte fu¨r unterschied-
liche Zeitschritte bei Verwendung des LLR k − ω Modells
sich der Tragflu¨gel periodisch auf und ab bewegt, ist zwar gema¨ß der Abscha¨tzung 2.15
wie gefordert um wenigstens ein bis zwei Gro¨ßenordnungen kleiner als die charakter-
istischen Frequenzen der turbulenten Schwankungsbewegung. Die Phase des ‘Dynamic
Stall’ und der nachfolgenden vollsta¨ndigen Stro¨mungsablo¨sung ist jedoch durch das
Auftreten mehrerer Sekunda¨rwirbel gekennzeichnet, deren Einfluss auf den Tragflu¨gel
auf einen Bruchteil der gesamten Periodendauer T beschra¨nkt bleibt. Als Folge dessen
kommt es zu einer U¨berlagerung der Hysteresekurve mit ho¨herfrequenten Schwankun-
gen, welche umso ausgepra¨gter ausfallen, je kleiner die Zeitschrittweite ist. Bei zu
kleinen Zeitschrittweiten wu¨rden damit Zeitskalen aufgelo¨st, die außerhalb des Gu¨ltig-
keitsbereichs der statistischen Turbulenzmodellierung liegen. Im Hinblick darauf kann
die Aufteilung eines Zyklus in 800 Zeitschritte, welche sich bei Verwendung des Wilcox
k−ω Modells als optimal erwies, auch beim LLR k−ω Modell als guter Kompromiss
angesehen werden. Sie liegt allen nun folgenden numerischen Berechnungen zu Grun-
de.
Der in der Abbildung 7.7 dargestellte Verlauf des Drucks an der Flu¨geloberseite erlaubt
eine weitergehende Interpretation der Auftriebs- und Momentenbeiwerte. Beginnend
mit dem minimalen Anstellwinkel von 5◦ zeigt die Abbildung Druckverla¨ufe zu ver-
schiedenen Zeitpunkten eines Zyklus der Bewegung. Der Auftrieb nimmt zuna¨chst
linear zu. Dieser Anstieg ist in erster Linie eine Folge des U¨berdrucks, welcher sich
im vorderen Bereich der Flu¨geloberseite aufbaut. In der Abbildung 7.7 ist gut zu
erkennen, dass die Entstehung der Sogspitze von der numerischen Simulation — un-
abha¨ngig von der Wahl des Turbulenzmodells — sehr pra¨zise wiedergegeben wird.
Zwischen 20,8◦ und 23,2◦ kollabiert die Sogspitze. Die Abbildung 7.8 zeigt die unter
Verwendung des LLR k − ω Modells numerisch berechnete zeitliche Entwicklung der
Wirbelsta¨rke wa¨hrend dieser kritischen Phase. Sie erlaubt einen tieferen Einblick in
das Stro¨mungsgeschehen. Bei etwa 22,7◦ erreicht eine Schicht zuru¨ckstro¨menden Fluids
den Nasenbereich des Flu¨gels und initiiert die Bildung des ‘Dynamic Stall Vortex’ (sie-
he Abbildung 7.9a). Da die Rechnung vollturbulente Stro¨mung voraussetzt, tritt dabei
keine laminare Ablo¨seblase auf. Der DSV beginnt nun u¨ber die Flu¨geloberseite zu wan-
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dern. Er hinterla¨sst eine deutliche Signatur in den cd-Profilen fu¨r 23,2
◦ und 24,4◦. Der
bei einem Anstellwinkel von 24,9◦ auftretende extreme Anstieg des Unterdrucks zum
Profilende hin ist auf den ‘Trailing Edge Vortex’ (TEV) zuru¨ckzufu¨hren, welcher in
der Abbildung 7.8 ebenfalls gut zu erkennen ist. In den experimentellen Daten spie-
gelt sich der Einfluss dieser Wirbel weniger stark wider. Angesichts der zu Beginn des
Abschnitts diskutierten Meßunsicherheiten und -fehler (Mittelung u¨ber viele Zyklen,
etc.) erscheint es durchaus plausibel, dass Druckschwankungen u¨ber die Profilla¨nge
tendenziell etwas verschmiert werden und damit der Einfluss von DSV und TEV im
Windkanalversuch unterscha¨tzt wird. Die beiden Wirbel pra¨gen auch den Verlauf des
Momentenbeiwertes. Der DSV lo¨st sich kurz nach seiner Entstehung vom Nasenbe-
reich des Flu¨gels und bewegt sich auf der Flu¨geloberseite stromabwa¨rts. Bei einem
0 1x/c
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0
cd
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24.3◦
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Abbildung 7.7: Druckbeiwert cd auf Flu¨geloberseite in Abha¨ngigkeit des Anstellwinkels bei
Verwendung des Wilcox k − ω Modells (links) und des LLR k − ω Modells (rechts)
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Abbildung 7.8: Isolinien der Wirbelsta¨rke fu¨r kred = 0,1 im Bereich α = 21,1
◦ bis α = 25 ◦
(LLR k − ω Modell, T/∆t = 800)
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Anstellwinkel von etwa 23,4◦ passiert er den Drehmittelpunkt. In diesem Augenblick
bricht der Momentenbeiwert deutlich ein. Der Wiederanstieg des Momentenbeiwerts
erfolgt wenig spa¨ter und zwar genau zu dem Zeitpunkt, in dem der DSV den Kontakt
zum Flu¨gel vollsta¨ndig verliert und in den Nachlauf u¨bergeht (vgl. Abbildung 7.8).
Wa¨hrend im Experiment das mit dem DSV assoziierte Minimum im cm-Verlauf in der
Folge nicht mehr unterschritten wird, bewirkt der TEV bei der numerischen Simulation
einen nochmaligen kurzzeitigen, starken Einbruch. Die cd-Profile in der Abbildung 7.7
dokumentieren die hervorragende U¨bereinstimmung von Numerik und Experiment im
Bereich von 5◦ bis 20,8◦. Bei weiter steigendem Anstellwinkel und der sich daran an-
schließenden gesamten Phase des ‘Post-Stall’ treten jedoch Abweichungen zutage. Sie
sind zum einen auf Meßunsicherheiten zuru¨ckzufu¨hren, die im Experiment wa¨hrend
der vollsta¨ndigen Stro¨mungsablo¨sung versta¨rkt in Erscheinung traten. Zum anderen
sind dafu¨r aber auch Defizite bei der Turbulenzmodellierung verantwortlich. Beim Wil-
cox k − ω Modell verschiebt sich das Auftriebsmaximum zu gro¨ßeren Anstellwinkeln
hin. Das schnelle Anwachsen des Ru¨ckstromgebiets und der hieraus resultierende Zu-
sammenbruch der Sogspitze wird vom Wilcox k − ω Modell unterscha¨tzt. Nach dem
Kollaps baut sich der Unterdruck auch viel zu fru¨h wieder auf. Das hat zur Folge, dass
der Auftriebsbeiwert, welcher im Experiment zeitweise fast Null wird, den Wert 0,5
nicht unterschreitet. Im Gegensatz dazu gibt das LLR k − ω Modell den plo¨tzlichen
Druckanstieg und den langsamen Wiederaufbau der Unterdruckzone an der Flu¨gel-
nase relativ gut wieder. Unterschiede ergeben sich eher an der Hinterkante aufgrund
der starken Sekunda¨rwirbelbildung, welche sich in den Hysteresekurven durch heftige
Schwankungen a¨ußert. Insgesamt betrachtet scheint das LLR k−ω Modell dem Wilcox
k− ω Modell u¨berlegen zu sein, da vor allem die genaue Vorhersage der Stro¨mung im
Nasenbereich des Flu¨gels von entscheidender Bedeutung fu¨r den gesamten Vorgang
des ‘Dynamic Stall’ ist.
Die Abbildungen 7.10 bis 7.12 dokumentieren den Einfluss der reduzierten Frequenz
auf die Stro¨mung. Zum Vergleich sind die Ergebnisse einer numerischen Simulation
a) b)
-0.50 0.25 1.00 1.75 2.50
Abbildung 7.9: Momentaufnahme bei α = 22,7 ◦, kurz vor Bildung des DSV; a) Normierte
Stro¨mungsgeschwindigkeit, b) Rechengitter
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Abbildung 7.10: Auftriebs- und Momentenbeiwerte fu¨r kred = 0,10
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Abbildung 7.11: Auftriebs- und Momentenbeiwerte fu¨r kred = 0,15
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Abbildung 7.12: Auftriebs- und Momentenbeiwerte fu¨r kred = 0,25
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von Guilmineau u. a. [GPQ97] ebenfalls mit aufgefu¨hrt. Bei dieser Studie wurde das
SST k−ω Modell von Menter [Men94] eingesetzt. Es stellt ebenso wie das LLR-Modell
eine Weiterentwicklung des Wilcox k−ω Modells dar. Zur ra¨umlichen Diskretisierung
diente ein starr rotierendes Gitter mit O-Topologie, bestehend aus 202× 90 Punkten.
Die zeitliche Auflo¨sung war mit 3200 bis 4200 Zeitschritten pro Zyklus relativ fein. Die
U¨bereinstimmung zwischen den numerischen Lo¨sungen und den Meßergebnissen ist im
Bereich von α = 5◦ bis α = 20◦ im Fall kred = 0,1 sehr gut. Bei gro¨ßeren Anstellwinkeln
treten jedoch Abweichungen auf. Im Experiment beobachtet man den Auftriebs-‘Stall’
schon bei etwa 22◦, wohingegen er bei der Stro¨mungssimulationen ungeachtet der Wahl
des Turbulenzmodells zeitlich verzo¨gert erfolgt. Guilmineau u. a. schreiben dies dem
Einfluss einer im Verlauf der Oszillationsbewegung mehr oder weniger stark ausge-
dehnten Transitionszone zu, welche von den Turbulenzmodellen unzureichend erfasst
wird. Besonders auffa¨llig beim SST k−ω Modell ist der extreme Anstieg des Auftriebs-
beiwertes kurz nach Erreichen des maximalen Anstellwinkels. Guilmineau u. a. fu¨hren
diese auf den ‘Leading Edge Vortex’ zuru¨ck. Er bildet sich ebenfalls wie der DSV
an der Vorderkante des Profils, wird aber bei der numerischen Simulation hinsicht-
lich seiner Sta¨rke und seines Einflusses deutlich u¨berscha¨tzt. Dieses Problem tritt bei
den im Rahmen dieser Arbeit mit dem LLR k − ω Modell und dem Wilcox k − ω
Modell durchgefu¨hrten Simulationen nicht auf. Infolge der Erho¨hung der reduzierten
Frequenz bildet sich der DSV erst nach einer zeitlichen Verzo¨gerung (siehe Abbildun-
gen 7.13 und 7.14). Dies hat zur Folge, dass auch Auftriebs- und Momenten-‘Stall’
erst spa¨ter einsetzen. Mit zunehmender Frequenz der periodischen Oszillation erho¨ht
sich daru¨berhinaus die Verweildauer des DSV u¨ber dem Tragflu¨gel. Bei kred = 0,25
gehen DSV und TEV praktisch zeitgleich in den Nachlauf u¨ber. Dies a¨ußert sich im
Verlauf des Momentenbeiwertes dadurch, dass es nur ein ausgepra¨gtes Minimum gibt.
Dieser Sachverhalt wird von den numerischen Verfahren nicht korrekt wiedergegeben.
Beim Vergleich der numerischen Lo¨sungen untereinander fallen besonders die starken
Schwankungen auf, mit denen die Hysteresekurven des LLR k− ω Modells u¨berlagert
sind. Angesichts der Mittelung der Windkanaldaten fa¨llt es schwer zu beurteilen, in-
wiefern diese Schwankungen der Realita¨t entsprechen. Es gibt jedoch experimentelle
Befunde (z. B. [PZ92]), welche die Existenz der fu¨r die Schwankungen verantwortli-
chen Sekunda¨rwirbel belegen. Insgesamt betrachtet zeigen die numerischen Lo¨sungen
fu¨r die Aufwa¨rtsbewegung des Tragflu¨gelprofils eine recht gute U¨bereinstimmung mit
dem Experiment. Fu¨r die Abwa¨rtsbewegung muss hingegen ein starker Einfluss der
Turbulenzmodellierung auf die Qualita¨t der Ergebnisse konstatiert werden. Vor al-
lem die Beru¨cksichtigung der Transition durch ein geeignetes Modell erscheint hier als
wichtiger Ansatzpunkt fu¨r Verbesserungen.
Im Hinblick auf die Fragestellung dieser Arbeit ist natu¨rlich von besonderem Interesse,
welchen Einfluss die Gitterverformung auf die Lo¨sung hat. Die beiden Hyperelastischen
Modelle verwenden ebenfalls wie das Linear-elastische Modell die Gewichtsfunktion
g = J−1, um eine ada¨quate Gleichverteilung der Verzerrung zu gewa¨hrleisten. Der
entsprechende Parameter beim Federanalogie-Modell ist n = 1,8. Die maximalen Win-
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Abbildung 7.13: Isolinien der Wirbelsta¨rke fu¨r kred = 0,15 im Bereich α = 21,1
◦ bis
α = 25 ◦ (LLR k − ω Modell, T/∆t = 800)
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Abbildung 7.14: Isolinien der Wirbelsta¨rke fu¨r kred = 0,25 im Bereich α = 21,1
◦ bis
α = 25 ◦ (LLR k − ω Modell, T/∆t = 800)
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Tabelle 7.1: Winkela¨nderung zwischen Gitterlinien bei ∆α = 10◦
Methode LEM HEM∗ HEM FAM TFI+HEM∗
Maximale Winkela¨nderung 4,5◦ 7,8◦ 4,5◦ 11,9◦ 14,2◦
Maximale Winkela¨nderung am Rand 0,0◦ 0,0◦ 0,0◦ 10,3◦ 8,9◦
kela¨nderungen zwischen den Gitterlinien, welche sich mit diesen Einstellungen wa¨hrend
eines Zyklus ergeben, sind in der Tabelle 7.1 aufgefu¨hrt. Die genaue Verteilung der
Winkela¨nderungen geht aus der Abbildung 7.15 hervor. Nach der Deformationsanalyse
in Abschnitt 6.1 u¨berrascht es nicht, dass beim Federanalogie-Modell eine Abweichung
von der Randorthogonalita¨t auftritt, welche anna¨hernd proportional zum Drehwinkel
ist. Die drei auf kontinuumsmechanischen Grundlagen basierenden Modelle lassen er-
wartungsgema¨ß die geringste Winkela¨nderung am Rand zu. Im Gegensatz dazu erweist
sich die Transfinite Interpolation in Kombination mit dem HEM∗ als ungeeignet fu¨r
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Abbildung 7.15: Winkela¨nderung zwischen Gitterlinien bei ∆α = 10 ◦ fu¨r a) Linear-
elastisches Modell, b) Hyperelastisches Modell mit h∗, c) Federanalogie-Modell, d) Transfinite
Interpolation mit HEM∗
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das Einblockgitter, da als Folge der Randbewegung U¨berschneidungen benachbarter
Gitterlinien auftreten. Um die Transfinite Interpolation anwenden zu ko¨nnen, muss
die interne Blockgrenze, welche im Normalfall aufgrund der C-Topologie des Gitters
eine Verla¨ngerung der Profilsehne hin zum Ausstro¨mrand bildet, anders gelegt werden.
Wird die Gittertopologie so vera¨ndert, dass die interne Blockgrenze von der Hinter-
kante des Tragflu¨gels zum unteren bzw. oberen Fernfeldrand verla¨uft und damit das
Gitter in einen vorderen und einen hinteren Block aufgeteilt, gelingt es, U¨berschnei-
dungen zu verhindern. In Wandna¨he betra¨gt die maximale Winkela¨nderung zwischen
den Gitterlinien, welche im Verlauf eines Zyklus im Nasenbereich auftritt, sogar nur
8,9◦ und damit weniger als beim Federanalogie-Modell. Die Transfinite Interpolation
weist allerdings im Bereich der Hinterkante mit 14,2◦ Winkela¨nderung absolut gesehen
die gro¨ßte Gitterverzerrung auf. Um die Auswirkung der Gitterverzerrung beurteilen
zu ko¨nnen, bedarf es einer numerischen Referenzlo¨sung. Es erscheint naheliegend, das
gesamte Rechengitter starr rotieren zu lassen. Weil dabei ein durch die Verformung
von Gitterzellen mo¨glicherweise hervorgerufener Fehler a priori ausgeschlossen ist, wird
dieser Weg in zahlreichen numerischen Studien, die sich mit oszillierenden Tragflu¨geln
bescha¨ftigen (z. B. [GPQ97, BDL98, GRC99]), beschritten. In der Abbildung 7.16 wird
deutlich, dass die Gitterverzerrung nur geringen Einfluss auf den Verlauf der aerody-
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Abbildung 7.16: Hystereseschleifen der Auftriebs- und Momentenbeiwerte fu¨r unterschied-
liche Gitternachfu¨hrungsverfahren (LLR k − ω Modell, T/∆t = 800)
91
7 Exemplarische Anwendung
namischen Beiwerte hat. Lediglich beim Federanalogie-Modell weicht der cl-Verlauf im
Bereich von 16◦ bis 22◦ von der numerischen Referenzlo¨sung (REF) etwas ab. In der
sich daran anschließenden Phase des ‘Dynamic Stall’ kann keine vollsta¨ndige U¨berein-
stimmung erwartet werden, da der cl-Verlauf hier von Zyklus zu Zyklus geringfu¨gig
variiert. Eine auffa¨llige Diskrepanz besteht hinsichtlich dem Ende des plo¨tzlichen Auf-
triebseinbruchs. Die numerische Referenzlo¨sung fa¨llt tiefer, bis auf einen Wert von
0,43, bevor eine erste Erholungsbewegung einsetzt. Dies deutet auf einen systemati-
scher Fehler in der numerischen Referenzlo¨sung hin. Die Ursache ist vermutlich in der
Bewegung der a¨ußeren Gebietsberandung zu suchen. Der konvektiven Randbedingung
fu¨r den Ausstro¨mrand (Gleichung 3.28) liegt in der gegenwa¨rtigen Form der Imple-
mentierung implizit die Annahme zu Grunde, dass die Randnormale und der lokale
Geschwindigkeitsvektor diesselbe Richtung haben. Diese Annahme ist bei hinreichend
großer Auslenkung des Gitters strenggenommen nicht mehr erfu¨llt.
Neben der Qualita¨t der an die bewegte Berandung angepassten Gitter ist der fu¨r die
Gitternachfu¨hrung beno¨tigte Rechenaufwand ein weiteres wesentliches Kriterium zur
Beurteilung der unterschiedlichen Methoden. Aus der Tabelle 7.2 geht hervor, dass der
Anteil der Gitternachfu¨hrung am gesamten Rechenzeitbedarf des numerischen Verfah-
rens nahezu unabha¨ngig von der gewa¨hlten Zeitschrittweite ist. Die Tabelle 7.3 fu¨hrt
Tabelle 7.2: Rechenzeitbedarf fu¨r das LEM bei verschiedenen Zeitschrittweiten
Zeitschritte/Zyklus 200 400 800 1600 3200
Rechenzeit/Zyklus in sec 51570 75680 97573 128675 159868
Anteil der Gitternachfu¨hrung 5,2 % 4,3 % 5,0 % 6,0 % 6,2 %
den Anteil der anderen Methoden am gesamten Rechenzeitbedarf auf. Das Hyperelas-
tische Modell mit h∗ und die Transfinite Interpolation + HEM∗ sind etwa gleich schnell
wie das Linear-elastische Modell. Damit kann die Transfinite Interpolation ihre eigent-
liche Sta¨rke in diesem Fall nicht ausspielen. Das trifft in gleicher Weise auch fu¨r das
Federanalogie-Modell zu. Am meisten Rechenzeit beansprucht erwartungsgema¨ß die
aufwendigste Methode, das Hyperelastische Modell mit h. Der ho¨here Anteil von rund
10 % am Gesamtaufwand ist aber immer noch relativ klein und somit nicht als wesent-
licher Nachteil anzusehen. Die Effizienz der Methoden zur Gitternachfu¨hrung ha¨ngt
Tabelle 7.3: Anteil der Gitternachfu¨hrung am Rechenzeitbedarf fu¨r verschiedene Methoden
Methode LEM HEM∗ HEM FAM TFI+HEM∗
Anteil der Gitternachfu¨hrung 5,0 % 5,3 % 9,9 % 6,9 % 5,2 %
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maßgeblich von der Vorgabe einer guten Startlo¨sung ab. Dazu wird u¨blicherweise ei-
ne lineare Interpolation des Verschiebungsfeldes aus zwei zuru¨ckliegenden Zeitebenen
verwendet.
Das kombinierte Verfahren Transfinite Interpolation + HEM∗ bewa¨hrt sich bei die-
ser Anwendung nicht. Die Gitterqualita¨t ist schlechter als bei den anderen Methoden.
Daru¨berhinaus stellt sich auch nicht der erhoffte Geschwindigkeitsvorteil ein. Hinzu
kommt, dass die internen Blockgrenzen vera¨ndert werden mussten, um die Metho-
de u¨berhaupt einsetzen zu ko¨nnen. Das Federanalogie-Modell ist ebenfalls nur zweite
Wahl und zwar sowohl hinsichtlich der Gitterqualita¨t als auch des Rechenzeitbedarfs.
Im Gegensatz dazu erfu¨llen die drei auf kontinuumsmechanischen Grundlagen basie-
renden Modelle die gestellten Anforderungen, wobei das Linear-elastische Modell in
diesem Fall insgesamt am besten abschneidet.
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Im Rahmen dieser Arbeit wurde ein numerisches Verfahren zur Simulation von zwei-
dimensionalen Stro¨mungen in zeitvera¨nderlichen Gebieten entwickelt. Als Ausgangs-
punkt diente ein anhand von zahlreichen stationa¨ren Testfa¨llen validiertes Programm,
welches die inkompressiblen Reynolds-gemittelten Navier-Stokes’schen Gleichungen
unter Verwendung einer blockstrukturierten Diskretisierung des Berechnungsgebietes
lo¨st. Eine zu Beginn durchgefu¨hrte Literaturanalyse hat ergeben, dass die Transfor-
mation der stro¨mungsmechanischen Bilanzgleichungen auf die ‘Arbitrary Lagrangian-
Eulerian’-Form einen besonders vielversprechenden und eleganten Ansatz zur Lo¨sung
der gestellten Aufgabe darstellt. Die praktische Durchfu¨hrung erforderte eine sorgfa¨lti-
ge Verifikation der programmtechnischen Implementierung des entsprechend modifi-
zierten numerischen Verfahrens. Ein weiterer Schwerpunkt dieser Arbeit war die Ana-
lyse, Verbesserung und Neuentwicklung von Methoden zur Gitternachfu¨hrung. Die
wichtigsten Ergebnisse sind nachfolgend zusammengefasst.
Das VCL wird bei numerischen Verfahren zur Stro¨mungssimulation vielfach nicht
beru¨cksichtigt. Die zentrale Rolle, welche das VCL bei der ausfu¨hrlichen Herleitung
der ALE-Form einer generischen Bilanzgleichung spielt, hebt indes seine Bedeutung als
einen integralen Bestandteil des numerischen Verfahrens hervor. Als Folge der Trans-
formation der Bilanzgleichungen auf ALE-Form werden Erweiterungen der urspru¨ng-
lich verwendeten Diskretisierung notwendig. Die Bestimmung der Gittergeschwindig-
keit muss konsistent zum VCL erfolgen. Es ist allgemein u¨blich, hierzu eine lediglich
erster Ordnung genaue Approximation zu verwenden. Diese Beschra¨nkung erweist sich
jedoch als unno¨tig. Aus dem diskreten VCL kann ohne weiteres auch eine wesent-
lich genauere Approximation der Gittergeschwindigkeit hergeleitet werden. Besondere
Aufmerksamkeit verlangt in diesem Zusammenhang die Behandlung der Randbedin-
gungen. Wa¨hrend sich die Normalkomponente der Gittergeschwindigkeit aus dem dis-
kreten VCL ergibt, muss die an festen Wa¨nden beno¨tigte Tangentialkomponente aus
einem Finite-Differenzen-Ansatz bestimmt werden.
Zur U¨berpru¨fung des numerischen Verfahrens werden verschiedene Teilaspekte ei-
ner komplexen Stro¨mungskonfigurationen, wie z. B. die Deformation der Gitterzellen
oder die Auswirkungen der Randbewegung, getrennt untersucht. Ein neuer Testfall
ermo¨glicht es, auch bei turbulenten Stro¨mungen die vom ALE-Formalismus einge-
brachten Approximationen bzw. Diskretisierungsfehler zu identifizieren und zu quan-
tifizieren. Ein wichtiges Ergebnis ist die Erkenntnis, dass eine zeitliche Diskretisierung
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zweiter Ordnung der ALE-Gleichungen nicht nur mo¨glich ist, sondern aufgrund einer
deutlichen Genauigkeitsverbesserung gegenu¨ber der in fru¨heren Arbeiten zumeist ver-
wendeten zeitlichen Diskretisierung erster Ordnung unbedingt vorzuziehen ist.
Die meisten Methoden bleiben bei der Anwendung auf praxisrelevante Problemstel-
lungen bezu¨glich der erzielbaren Gitterqualita¨t hinter den Erwartungen zuru¨ck. Die
Ursachen fu¨r das Versagen kann mittels einer Deformationsanalyse aufgedeckt werden.
Die Laplace-Gleichung liefert aufgrund großer Verzerrungskonzentrationen an stark ge-
kru¨mmten Ra¨ndern oder Ecken zumeist unbrauchbare Rechengittern. Die Diffusions-
gleichung und das Federanalogie-Modell sind nicht in der Lage elementare Starrko¨rper-
bewegungen wiederzugeben, wodurch die Wandorthogonalita¨t des Rechengitters ver-
loren geht. Der Fehler ist dabei in erster Na¨herung proportional zum Drehwinkel des
Rotationsanteils der Randbewegung. Das Linear-elastische Modell weist prinzipiell die-
selbe Schwa¨che auf, wobei in diesem Fall der entsprechende Fehler bei hinreichend klei-
nen Drehwinkeln jedoch vernachla¨ssigbar ist. Bei der Transfiniten Interpolation ha¨ngt
die Gitterqualita¨t maßgeblich von der Einfachheit des Ausgangsgitters ab. Ein großer
Nachteil der Transfiniten Interpolation besteht darin, dass sie nicht ohne weiteres bei
komplexeren Gitter-Topologien eingesetzt werden kann.
Diese unbefriedigende Situation gab den Anlass dazu, einen neuen Ansatz zu ent-
wickeln. Anstatt zu versuchen, mittels einer heuristischen Methode ein mehr oder
weniger gutes Gitter zu erzeugen, wird hierbei aus der Forderung, ein optimales Git-
ter zu finden, eine praxistaugliche Methode hergeleitet. Als Ausgangspunkt dient ein
urspru¨nglich fu¨r andere Anwendungen entwickeltes Verfahren. Dabei wird das Re-
chengitter als hyperelastisches Material betrachtet. Die einheitliche Darstellung der
Strukturanalogie-Modelle weist den Weg zu einem effizienten und robusten Lo¨sungsal-
gorithmus. Die fu¨r jedes Strukturanalogie-Modell hergeleitete Vorkonditionierungsma-
trix sowie die Auswahl geeigneter Neustart- und Konvergenzkriterien garantieren dabei
eine u¨berlegene Leistungfa¨higkeit des verwendeten konjugierte-Gradienten-Verfahrens.
In neueren Fachvero¨ffentlichungen findet sich die Anregung, die Transfinite Interpola-
tion mit einem Strukturanalogie-Modell zu kombinieren. Diese vielversprechende Idee
wurde im Rahmen der vorliegenden Arbeit umgesetzt. Der Anwendungbereich der
Transfiniten Interpolation vergro¨ßert sich durch die Kombination mit einem Hyper-
elastischen Modell deutlich. Minimale Abstriche bei der Gitterqualita¨t in Verbindung
mit teilweise betra¨chtlichen Geschwindigkeitsvorteilen lassen diesen Ansatz in man-
chen Fa¨llen sehr attraktiv erscheinen. Das grundlegende Problem der Transfiniten
Interpolation wird jedoch nicht gelo¨st. Es zeigt sich na¨mlich, dass Rechenzeitbedarf
und Gitterqualita¨t beim kombinierten Verfahren wesentlich von der Lage der internen
Blockgrenzen abha¨ngen und befriedigende Ergebnisse unter Umsta¨nden erst nach ei-
ner Modifikation der Gittertopologie erzielt werden ko¨nnen.
Insgesamt betrachtet liefern die Hyperelastischen Modelle die besten Resultate. Das
Linear-elastische Modell erweist sich allerdings bei Randbewegungen mit geringem Ro-
tationsanteil als ebenbu¨rtig und besticht durch ein optimales Verha¨ltnis von Rechen-
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aufwand zu Gitterqualita¨t. Durch geschickte Wahl der Gewichtsfunktionen E und g
beim Linear-elastischen und bei den Hyperelastischen Modellen bzw. des Parameters
n beim Federanalogie-Modell kann der Anwender großen Einfluss auf die Qualita¨t der
deformierten Gitter nehmen.
Der letzte Punkt der Aufgabenstellung umfasst die Integration des Moduls zur Git-
ternachfu¨hrung in den Stro¨mungslo¨ser sowie eine Anwendungsdemonstration des Ge-
samtverfahrens. Der hierbei betrachtete Fall des oszillierenden Tragflu¨gels weist den
Vorteil auf, dass umfangreiche Meßdaten von einem Windkanalversuch vorliegen. Au-
ßerdem kann eine numerische Referenzlo¨sung ermittelt werden, welche beno¨tigt wird,
um beurteilen zu ko¨nnen, ob die Gitterverformung eine Verfa¨lschung der Lo¨sung zur
Folge hat. Mit Ausnahme des Federanalogie-Modells, bei dem eine leichte Verschlech-
terung auftrat, war dies nicht der Fall. Die Ergebnisse der Stro¨mungssimulation zeigen
zumindest fu¨r die Aufwa¨rtsbewegung des Tragflu¨gels eine gute U¨bereinstimmung mit
dem Experiment. Das im Windkanalversuch auffa¨lligste Stro¨mungspha¨nomen, der ‘Dy-
namic Stall Vortex’, spielt auch in den numerischen Lo¨sungen eine zentrale Rolle fu¨r
den Verlauf der aerodynamischen Beiwerte. Im Bereich des maximalen Anstellwinkels
und der nachfolgenden Phase massiver Stro¨mungsablo¨sung treten erwartungsgema¨ß
Abweichungen auf, welche auf Defizite bei der Turbulenzmodellierung zuru¨ckzufu¨hren
sind. Der Anteil der Gitternachfu¨hrung am gesamten Rechenzeitbedarf des Simulati-
onsverfahrens betra¨gt bei allen untersuchten Methoden weniger als 10 %. Er fa¨llt damit
kaum ins Gewicht.
Nachdem die gesteckten Ziele erreicht wurden und auch die prinzipielle Eignung der
Strukturanalogie-Modelle fu¨r unstrukturierte bzw. hybride Rechengitter bereits de-
monstriert werden konnte, sollte als na¨chster Schritt die Erweiterung des Verfahrens
auf dreidimensionale Problemstellungen erfolgen.
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Physikalische Gro¨ßen sind invariant bezu¨glich einer Translation oder Rotation des Ko-
ordinatensystems. Sie lassen sich deshalb am besten durch Tensoren mathematisch be-
schreiben. Dies ist auch in der vorliegenden Arbeit geschehen, weshalb es zweckma¨ßig
erscheint, die wichtigsten hier verwendeten Begriffe aus der Tensoranalysis kurz zu
erla¨utern. Eine weitergehende Einfu¨hrung in dieses Thema gibt Schade [Sch96].
Es werden nur zweidimensionale Problemstellungen betrachtet. Aus diesem Grunde
haben alle laufenden Indizes, d.h. Indizes auf die die Einsteinsche Summationskonven-
tion angewandt wird, den Wertevorrat {1, 2}.
Die Koordinatentransformation
xα = xα(ξ
β), (A.1)
welche fu¨r das numerische Verfahren von grundlegender Bedeutung ist, tritt in den
verschiedenen tensoriellen Gleichungen durch die Elemente der Jacobi-Matrix
∂xα
∂ξβ
=
[
x,ξ x,η
y,ξ y,η
]
(A.2)
in Erscheinung; vor allem in Form der Jacobi-Determinante
J = Det
(
∂xα
∂ξβ
)
= x,ξy,η − x,ηy,ξ, (A.3)
sowie den Adjunkten der Jacobi-Matrix
Aαβ =
[
y,η −y,ξ
−x,η x,ξ
]
. (A.4)
Um Tensoren zahlenma¨ßig darstellen zu ko¨nnen, beno¨tigt man ein Koordinatensystem;
am einfachsten gelingt dies mit Hilfe eines kartesischen Koordinatensystems mit den
Basisvektoren eα:
Φ = Φ〈α〉eα = Φ1e1 + Φ2e2. (A.5)
Durch die Transformationsgleichung A.1 la¨sst sich dem kartesischen Koordinatensys-
tem ein krummliniges Koordinatensystem zuordnen. Dieses wird als kovariante Basis
bezeichnete und ist gegeben durch:
gα =
∂xβ
∂ξα
eβ. (A.6)
97
A Tensoranalysis
Die Basisvektoren des kovarianten Koordinatensystems sind Tangentenvektoren der
krummlinigen Koordinatenlinien ξβ. Die hierzu reziproke Basis ist die sogenannte kon-
travariante Basis. Sie ist wie folgt definiert:
gα =
∂ξα
∂xβ
eβ. (A.7)
Reziproke Basen erfu¨llen die Orthogonalita¨tsrelation
δβα = gα · gβ. (A.8)
Hierbei bezeichnet δβα das Kronecker-Symbol. Die kovarianten Metrikkoeffizienten
gαβ = gα · gβ (A.9)
und die kontravarianten Metrikkoeffizienten
gαβ = gα · gβ (A.10)
werden — wie der Name schon vermuten la¨sst — beno¨tigt, um La¨ngen, Fla¨chen, Win-
kel und Volumen zu messen.
In der vorliegenden Arbeit werden mit Tensoren eine Reihe von algebraischen und ana-
lytischen Operationen durchgefu¨hrt. Hierzu za¨hlt neben dem einfachen Skalarprodukt
auch die doppelte U¨berschiebung zweier Tensoren zweiter Stufe:
Φ··Θ = Φαβgαgβ ··Θγδgγgδ = ΦαβΘαβ. (A.11)
Als Ergebnis erha¨lt man einen Skalar. Das dyadische Produkt zweier Vektoren bildet
hingegen einen Tensor zweiter Stufe:
ΦΘ = ΦαΘβgαgβ. (A.12)
Der als Nabla-Operator bezeichnete Differentialoperator
∇ = gα ∂
∂ξα
(A.13)
verha¨lt sich wie ein Vektor, dessen Komponenten Differentationsbefehle sind. Fu¨r sich
alleine hat der ∇-Operator jedoch keine Bedeutung, sondern nur als Operator auf
skalare, vektorielle und tensorielle Funktionen. Mit seiner Hilfe erha¨lt man eine kom-
pakte Darstellung der wichtigsten ra¨umlichen Differentialoperatoren. Anders als bei
der Vektoranalysis muss zwischen dem Rechtsgradienten und dem Linksgradienten
eines Vektors unterschieden werden. Sie ergeben sich zu
Φ∇ = Φα|βgαgβ (A.14)
bzw.
∇Φ = Φβ|αgαgβ. (A.15)
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Gleiches gilt fu¨r die Divergenz eines Tensors zweiter Stufe. Rechtsdivergenz
Φ · ∇ = Φ βα |βgα (A.16)
und Linksdivergenz
∇ ·Φ = Φβα|βgα (A.17)
unterschieden durch vertauschte Indizes. Die Schreibweise |β bezeichnet die kovariante
Ableitung. Sie stellt eine Verallgemeinerung der partiellen Ableitung dar und beru¨ck-
sichtigt neben der Ortsabha¨ngigkeit der Tensorkomponenten auch die der krummlini-
gen Basis.
99
B Verallgemeinerung des Energie-
funktionals H fu¨r den 3D-Fall
Mit Ausnahme des Hyperelastischen Modells werden alle in Kapitel 5 diskutierten
Methoden auch bei dreidimensionalen Problemstellungen zur Gitternachfu¨hrung an-
gewendet. Auf der Grundlage des von Jacquotte [Jac94] vorgeschlagenen Energiefunk-
tionals ist eine entsprechende Verallgemeinerung des nichtlinearen Modells jedoch ohne
weiteres mo¨glich. Sie lautet:
H =
1
2
∫
hJdξdηdζ, (B.1)
mit der Energiedichte
h = g
[
(I +K − 6J ) + (J − 1)2]. (B.2)
Hierbei bezeichnen J , I und K Tensorinvarianten, welche gegeben sind durch die
Determinante des Deformationsgradienten D, die Spur des Cauchy-Green-Tensors C
und die Spur des Kofaktors von C:
J = DetD, (B.3)
I = SpC = Cαα, (B.4)
K = SpKof C = 1
2
(
CααC
β
β − CαβCβα
)
. (B.5)
Die Indizes haben in diesem Fall den Wertevorrat {1, 2, 3}. Die Berechnung der In-
varianten ist aufwendiger als im 2D-Fall. Dies fu¨hrt unter anderem dazu, dass der
funktionale Zusammenhang zwischen dem Gradienten ∇wH und der Schrittweite λ(k)
des Nullstellenproblems 5.21 nun durch ein Polynom 5. Grades gegeben ist. Als Folge
davon sind sechs Funktionsauswertungen notwendig, um die Schrittweite zu bestim-
men.
Die Energiedichte des 2D-Falles muss sich natu¨rlich als Sonderfall aus Gleichung B.2
ergeben. Dies ist in der Tat der Fall, denn es gilt [Eri62]:
J = J2D, (B.6)
I = I2D + 1, (B.7)
K = I2D + J 22D, (B.8)
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Durch Einsetzen der Gleichungen B.6 - B.8 in die Gleichung B.2 erha¨lt man:
h2D = 2g
[
(I2D − 2J2D) + (J2D − 1)2
]
. (B.9)
Dieses Ergebnis stimmt mit der Gleichung 5.56 bis auf einen Faktor 2, der jedoch fu¨r
die Minimierungaufgabe ohne Bedeutung ist, u¨berein.
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