The performance of MIMO systems with intentional timing offset between the transmitters has recently been the focus of study of different researchers. In these schemes, a nonzero (but known) symbol timing offset is introduced between the signals transmitted from the different transmitters to improve the performance of MIMO systems. This leads to a reduction in Interantenna Interference (IAI), and it is shown that an advanced receiver can utilize this information to extract significant performance gains. In this paper, we show that this transmission scheme may be used in conjunction with different kinds of receivers including ZF, MMSE, and sequence detection-based receivers. We also consider the design of novel pulse shapes that reduce the IAI at the expense of slightly higher intersymbol interference (ISI) and show that additional gains may be achieved.
Introduction
In multiple input multiple output (MIMO) communication systems, typically, the transmitters are all collocated, and the system is designed such that the symbol boundaries are aligned at the transmitters and also at the receivers (assuming no differential path delay). It has been shown in [1] that under the assumption of a richly scattered environment, such a system can lead to very high spectral efficiencies.
Practical communication systems typically use pulse shaping such as the square root raised cosine (SRRC) to limit the bandwidth occupied by the signal (see Chapter 9 of [2] , [3] , [4] ). These pulses typically have an "excess bandwidth" which is usually denoted by a factor 0 ≤ β ≤ 1. The presence of excess bandwidth was used to improve performance in a fractionally sampled orthogonal frequency division multiplexing (OFDM) system in [5] , where the cause of gain was similar to that discussed in this paper even though the system under consideration was very different.
We showed some preliminary results and demonstrated that significant gains could be obtained via a system with intentionally offset transmissions in [6] . Independently, and at about the same time, Shao et al. also presented a similar MIMO scheme with subsymbol timing offsets between the transmitted signals [7, 8] , and Wang et al. presented a frequency domain equalization scheme for MIMO OFDM with intentional timing offsets in [9] . More recently, the capacity of MIMO systems with asynchronous pulse amplitude modulation (PAM) was studied in [10] where the authors show that this offset transmission scheme increases the capacity of such MIMO systems.
Delay diversity schemes for transmission, proposed previously (see, e.g., [11, 12] ), might appear to be similar to the proposed scheme, since those schemes also involve offset transmission. However, there are a couple of significant differences. First, delay diversity transmit schemes aim to increase the spatial diversity by transmitting the same (or precoded) data stream whereas in our proposed scheme, independent streams are transmitted from the different antennae preserving maximum spatial multiplexing gain. Second, in delay diversity schemes, the delays introduced are typically of a symbol duration or longer, whereas the intertransmitter timing offset here is of a subsymbol duration. Recent standards such as the Draft 802.11n as well as 3GPP LTE have included cyclic delay diversity (CDD), as a modification of delay diversity techniques proposed by [11] . These are typically applied in conjunction with an OFDM scheme, and so even though the delays could be a fraction of an OFDM symbol, these techniques are 2 EURASIP Journal on Advances in Signal Processing generally presented as a precoding scheme designed to increase the inherent diversity of the channel [13] . In our case, the intent of introducing the offset between the different transmit antennas in a single carrier system is to reduce the inter antenna interference (IAI) and introduce inter symbol interference (ISI) in the modulation while keeping maximum spatial multiplexing gain.
In MIMO systems, unlike in single-antenna systems, the multiple transmitters interfere with each other at each receive antenna resulting in IAI. In the absence of perfect Nyquist pulse shaping (or due to timing offset), ISI is introduced. Thus, there are two sources of impairment, ISI and IAI, that are distinct, and each one leads to a degradation in performance. In traditional aligned systems with Nyquist pulse shaping, there is little to no ISI, but on average, the IAI power is the same as that of the desired signal. In this paper, we show that by offsetting the transmit symbols relative to each other the IAI power can be reduced. In addition, we show that by using a different pulse shape that trades off ISI with the IAI, gains may be achieved practically for free. Although there is a large volume of prior research in the design of quasizero ISI practical pulse shapes that conform to various criterion such as spectral mask requirements, robustness to timing jitter, and peak-to-average power ratio (e.g., [2, [14] [15] [16] [17] [18] and references therein), to our knowledge, this is the first time that pulses have been designed with this criterion of lowering the IAI.
To summarize, the contributions of this paper are the following: we demonstrate the practical gains that may be achieved in a single carrier MIMO system by intentionally introducing a subsymbol delay offset between the transmitted waveforms. We show the performance of zero forcing (ZF), minimum mean squared error (MMSE) and sequence detection based receivers with SRRC pulse shapes and show that the performance is always better than that of the corresponding traditional MIMO system with timing aligned transmission, contrary to previously published research (for more details, please see Section 5). We also introduce a novel new pulse shape that lowers the energy at half symbol offsets, thus reducing the IAI and improving performance.
The remainder of this paper is organized in the following sections. In Section 3, we present an intuitive rational behind the superior performance of MIMO systems with timing offsets. Then, in Section 4, we present the analytical system model. In Section 5, different receiver structures are discussed. A novel pulse shape design criterion is given in Section 6 and following which simulation results are presented in Section 7 before concluding.
Notation
The notation adopted is as follows: lowercase boldface indicates a vector quantity, as in a. A matrix quantity is indicated by uppercase boldface as in A. Some of the most widely used symbols used throughout this paper are tabulated below. The rest of the variables will be defined as and when they appear throughout the paper (see Table 1 ). 
Motivation behind Timing Offset
In this section, we present an intuitive rationale behind the improved performance of the offset MIMO system. In traditional single carrier MIMO systems, each receive chain downconverts the received signal to baseband, carries out analog to digital conversion, and then employs matched filtering before downsampling the received signal to the system symbol rate. Assuming equal channel gain, the signals from the symbol aligned transmitters contribute equal power to the received signal at the output of the downsampled received matched filter. It may be shown that in a rich scattering environment, the channel gains are statistically independent, and thus the receiver can demodulate the independent streams in either successive interference cancellation mode or joint detection mode. In the offset scheme proposed, the transmitters' symbol boundaries are offset in time. Thus, when receiver-matched filtering is employed, under equal gain channel conditions the signals from the two transmitters are not of the same power. This is shown in Figure 1 for rectangular pulse shaping. Indeed, the received signal power from the transmitter with the offset symbol is lower than that from the transmitter which has its symbol boundaries aligned to that used by the received matched filter. Thus, for the same channel, the offset scheme has lower IAI power in comparison to that in the aligned case.
The amount of reduction in interference power depends on the pulse shape. While rectangular pulse shaping with half a symbol offset leads to a 3 dB reduction in interference power, most practical systems use bandlimited pulse shaping schemes using Nyquist pulse shapes such as the SRRC pulse shape. The interference reduction for various pulse shapes is obtained by sampling the convolution of the two pulses shapes (one at the transmitter and one at the receiver) at the various offsets. Since it is known that the convolution of two SRRC filters is the raised cosine filter, the IAI power at an offset τ 1 for a SRRC transmit pulse shape with excess bandwidth β and symbol duration T, is given by
and is shown for various offsets and β in Figure 2 below. The above formula samples the raised cosine pulse [19, equation (3) ], at symbol intervals as a function of the offset from the symbol boundary, τ 1 , and determines the power thus obtained. It may be seen that for a pulse with no excess bandwidth (β = 0), there is no reduction in interference power, and thus no gains. However, as the excess bandwidth increases, the interference power reduces, and thus gains increase. In addition to the lowering of interference power, the system performs better for one more reason. Offsetting the two transmit waveforms relative to each other introduces ISI, thus effectively converting the memoryless modulation schemes into those with memory. Consequently, an intelligent receiver can use the ISI to predictively cancel the interference in subsequent symbols, thus leading to an even greater suppression of interference These two effects combine to provide significant system gains to a MIMO system with intentional timing offset in comparison to an equivalent symbol synchronous MIMO system. Figure 3 shows an offset of τ 1 in a particular embodiment of the proposed system with 2 transmit antennas. The symbol duration is denoted by T with 0 ≤ τ 1 < T. Other embodiments of the proposed system using M T antennas would have different τ k s offsetting the signals from the different transmitters. For simplicity of illustration, the transmit signals are depicted with a rectangular pulse shape in Figure 3. 4.1. A 2 × 2 MIMO System with Timing Offset. For simplicity of presentation, a 2 Tx-2 Rx system with a rectangular pulse shaping is considered first. The signals transmitted from the 2nd transmitter is intentionally offset with respect to the first by τ 1 . Unlike in traditional symbol aligned MIMO, where the output of the matched filter downsampled to the symbol rate at the optimal sampling points are the sufficient statistics for estimating the transmitted symbols, in timing offset MIMO, the matched filter output of each receiver is sampled every kT as well as every kT + τ 1 , where k = 0, 1, 2, . . ., thus collecting the output sampled optimally for both transmitters.
The Timing Offset MIMO System
Let h i j be the complex path gain from the jth transmitter to the ith receiver. Then, stacking the ith output of the two 4 EURASIP Journal on Advances in Signal Processing matched filters, the received vector for each of the receive antennas is given by
where y k [i] is the ith pair of outputs of the matched filter in the kth receiver, b k [i] is the ith transmitted symbol from the kth transmitter, and n k [i] is the AWGN noise vector at the kth receiver. The first row of (2) is the output of the matched filter matched to the first transmitter, and the second row is the output of the matched filter matched to the second transmitter.
The crosscorrelations ρ 12 and ρ 21 are a function of the pulse shape and timing offset, with the detailed form given by (9) . For a rectangular pulse, ρ 12 and ρ 21 are shown in Figure 4 .
It is seen that when the received matched filter is aligned to the first transmitter, the ith symbol of the first transmitter not only interferes with the ith symbol of the second transmitter (as would be the case in standard aligned MIMO architectures) but also interferes with the (i − 1)th symbol of the second transmitter. However, the interference power is reduced due to the offset of the transmit pulses from the two transmitters.
Some simple algebraic manipulations of (2) allow us to write the received samples of receiver k as
It will be seen later that (3) is a special case of the more general formula derived for any arbitrary number of transmitters in (7). The above equations for y 1 [i] and y 2 [i] may be combined and written more compactly in the following matrix format: When practical pulse shapes of longer duration such as the SRRC pulse shaping is used, then the interference from the offset is not limited to the adjacent symbols but depends on the length of the filter used. Although in theory the SRRC pulse is infinite in duration, all practical schemes use finite length pulse shapes. This may be seen in Figure 5 , where a 10-symbol long raised cosine pulse shape is shown. In this case, in an offset transmission scheme, the interference arises from 10 symbols as shown in Figure 5 .
In this case, the expressions equivalent to (3) get more complex. Let d(t) denote the continuous time convolution of the pulse shapes at the receiver and at the transmitter. d(t) is assumed to be of duration 2L and thus assumed to be zero for time, t, outside the interval [−LT, LT]. Let us define the two vectors Thus, p T consists of the samples of d(t) at each of the symbol boundaries, and p τ1 consists of the samples of d(t) at offsets of τ 1 from the symbol boundaries. It is worth noting that if two infinitely long SRRC filters are convolved together to obtain d(t), then p T will consist of all zeros except for the middle element which will be 1. In practice, however, this is usually not true and p T will consider many nonzero elements, but usually, all are small relative to the middle element. As is the case for most practical pulse shapes, it is assumed that d
(t) is symmetric such that d(−t) = d(t).
Analogous to (3), the received samples at the kth receiver matched to both the first and the second receiver may be expressed as
M T × M R MIMO System with Timing
Offset. The more general case with M T transmitters and M R receivers is now considered. In this setup, the relative timing offset between the first transmitter and kth transmitter is τ k . Without loss of any generality, it is assumed that 0
< T where T is the symbol duration. Each receiver conceptually has M T matched filters, each one matched to one of the transmitters (but in reality, would be implemented as a single matched filter sampled M T times a symbol). It should be mentioned that for excess bandwidth 0 ≤ β ≤ 1, sampling each matched filter at 2 samples per symbol meets the Nyquist sampling criterion, and thus an intelligent receiver should be able to operate with the 2 samples/symbol out of the matched filter. In this analysis, we sample the output of the matched filer at M T samples per symbol only to keep the receiver structure conceptually simple.
For systems using pulse shapes s l (t) at the lth transmitter such as the rectangular pulse that is zero outside t ∈ [0, T], it may be shown that the samples received at the kth receiver is a M T × 1 vector, y k [i] , that may be expressed as
where the
. . , h kMT ) and the correlations ρ kl and ρ lk are given by:
The entry in the jth row, kth column of the M T × M T matrices, R 0 and R 1 is given by
It can be seen that (3) is a special case of (7) for M T = 2. The zero-mean Gaussian noise process n k [i] has the following autocorrelation matrix, where σ 2 denotes the noise variance
It is noted that the expressions above are very similar to those in the derivation of the multiuser discrete time asynchronous model developed in [20, Section 2.10] . Although the notation has been chosen to be consistent with [20] , the application space is quite different. We also note that comparing (7) with (14) of [8] , it may be concluded that the received samples are identical in both our model, and in the case of offset MIMO presented by Shao et al. This was been shown by us in more detail in [21] .
The derivations above can be extended for use with practical pulse shapes that extend beyond t ∈ [0, T]. Analogous to the derivation of (6), (7) can also be extended to the case where the convolution of the pulse shape at the transmit and the receive side (d(t)) is nonzero for t ∈ [−LT, LT] and is assumed to be zero for t outside this interval. In that case, the received samples at the kth receiver can be written as 
Block 1 Block 2
Interblock gap leads to loss in spectral efficiency S symbols per block
Figure 6: Block transmission scheme.
Receiver Design
In this section, we develop 3 different forms of receivers for the proposed system: (i) Zero Forcing (ZF) receivers, (ii) minimum mean squared error (MMSE) receivers and (iii) Viterbi algorithm-based sequence detection receivers. All the receivers assume memoryless linear modulations such as M-ary Phase Shift Keying (M-PSK) or M-ary quadrature amplitude modulation (M-QAM) with a block transmission scheme as shown in Figure 6 . It is assumed that there is no interblock interference (IBI). This condition can be satisfied by inserting an appropriate amount of idle time between the transmission of two blocks as shown in Figure 6 . Each block is assumed to contain S symbols long. Note that as S increases, the overhead due to the interblock gap decreases. The transmitted symbols are assumed to be zero mean, unit energy, and uncorrelated in time and space. It is assumed that the channel is flat fading and unchanged over the duration of the entire block and independent from block to block and that the channel is known perfectly at the receiver. The noise is assumed to be Gaussian and independent of the data symbols. Two different noise models are used below-the first where the noise is spatially uncorrelated and the second where the noise has mutual coupling between the receivers.
ZF Receivers.
In [8] , the authors present a zero forcing (ZF) receiver whose performance is strongly dependent on the blocksize, S. They conclude that for large block sizes the performance of the offset transmission scheme is worse than that of the traditional MIMO schemes, and thus, the offset scheme should be used only for very short block sizes. In their work, the block sizes are typically 2, 4, or 10 symbols. This is a very severe restriction as such short block sizes lead to significant spectral efficiency reductions. With a block size of 2 symbols with 2 transmit antennas and offset τ 1 = 0.6 T, the system has a spectral efficiency that is 23% less than that of synchronized systems and with a block size of 10 symbols, the spectral efficiency is reduced by 5.7%. This reduction in spectral efficiency makes the offset MIMO scheme, proposed in [8] , of limited use in practical systems.
A closer examination of the ZF receiver proposed by Shao et al. showed that it was not the optimal ZF receiver. This was first shown by us in [21] . The authors of [8] had mistakenly chosen a formulation that suffered a lot of noise enhancement as the block size, S, grew larger. To obtain the optimal ZF receiver, we first stack all the outputs of each block for the kth receiver from (7) to obtain
where (13), z k is a SM T × 1 vector of all received samples in a block of S transmitted symbols per transmit antenna at receiver k. b block is the SM T × 1 vector of all transmitted symbols in that block, A k is a diagonal matrix of SM T × SM T elements of channel gains from the transmitters to the kth receiver (assumed constant over the block). R is a SM T × SM T real symmetric correlation matrix given by (14) , where R 0 and R 1 are given by (9)
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Then all the z k outputs of each receiver is stacked in the following manner:
. . .
and the optimum ZF receiver is given by
The above optimal ZF receiver not only cancels all the interference, but it minimizes the output noise variance. It can be readily derived by noting that the optimal ZF receiver is the well known best linear unbiased estimator (BLUE) [22, Chapter 6] . This can be seen by noting that in the BLUE estimation, we seek an unbiased estimator which minimizes the estimator variances. The unbiased criterion ensures cancellation of interference while minimizing variance corresponds to maximizing signal to noise ratio. It should be pointed out that the optimal ZF receiver is a batch receiver; that is, it works on the received samples from the entire block at the same time. This increases complexity and introduces latency in the system (since the first transmitted symbols can only be decoded after the samples corresponding to the last transmitted symbol in the block have been received). The above receiver also needs to calculate the pseudoinverse of a SM T × SM T matrix. The block sizes of practical systems often consists of hundreds (sometimes thousands) of symbols, and thus the complexity of this step is nontrivial and indeed could be impractical with current hardware.
In Section 7.5, we plot the performance of the optimal ZF receiver developed here and compare the performance to that in [8] . As will be seen, the optimal ZF receiver does not suffer any significant performance degradation when the block size is increased. [2] (4) , and only one measurement vector is used to estimate the corresponding information carrying symbols. It is assumed that: (a) b[i]s are zero mean, unit energy, and uncorrelated in time, (b) h i j s, the channel gains, are perfectly known at receiver and do not change over the duration of a block of data, and (c) the additive Gaussian noise is spatially uncorrelated and also uncorrelated with the information carrying signal. Under these assumptions, from (4), we have
MMSE Receivers. The linear MMSE receiver is known
In the symbol aligned 2 × 2 model (traditional MIMO), R NN , the noise covariance matrix, is often modeled as 2×2 identity matrix scaled with the noise variance σ 2 . This simple model assumes that the noise variance, σ 2 is the same for both the receive antennae and that there is no noise coupling between the antennas. In offset MIMO, we have 2 sets of matched filters per receiver and so R NN is a 4 × 4 matrix. By observing that the continuous time AWGN noise is zero mean and independent between the two receivers and by noting that part of the integration period for each symbol is the same between the two matched filters in the same receiver, it may be shown that R NN for this noise model is no longer a scaled identity matrix, but is given by (18) , where σ 2 is the noise variance and ρ 12 is given by(9)
In the more general case where the noise is not assumed to be independent between the two antenna, the noise covariance matrix in the traditional symbol aligned 2 × 2 system is given by
where σ 2 11 and σ 2 22 are, respectively, the noise variances of the 1st receive antenna and the 2nd receive antenna. σ 2 12 and σ 2 21 are, respectively, the covariance of the noise on the first receive antenna with that of the 2nd receive antenna and viceversa. In all these cases, the noise is assumed to be zero mean.
In this model for the noise, (18) can also be more generalized and is determined to be 
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Using (17) and (18) or (20) , the transmitted symbols are thus estimated at the receiver to be 
These three equations may be stacked and expressed more compactly as 
In this context, the covariance matrix of the noise vector n 3 [i] given by R NN is a matrix with similar structure as in (18) or (20) except that it is a 12 × 12 matrix. This approach can be extended to more general receivers using a wider window of received samples to estimate the ith transmitted symbol. (15)). Similar to the subsections above, the optimal estimate is derived below as
As discussed in Section 5.1, these batch receivers are significantly more complicated to implement and require taking the inverse of matrices of size SM T × SM T . They also add latency to the system and are included here for the sake of completion.
MMSE Receivers with Layered Detection and Interference Cancellation.
The two receivers discussed above carry out joint decoding of symbols transmitted from the two transmitters. However, a vertical bell labs layered space time-(V-BLAST-) type approach [1] where one transmitter is decoded (using a LMMSE receiver), and then the decoded symbols are used to carry out interference cancellation was also designed. As shown in [1, 23] , the layered approach achieves superior performance in the traditional symbolaligned case, and here, it is expected that the layered detection will also improve performance in the proposed offset scheme.
It is well known (see, e.g., [1, 23, 24] ) that optimal ordering of the decoding layers leads to performance improvements. As [1] has shown, decoding the layer with the highest SINR (or the lowest error variance) yields the optimal ordering.
Using (17) , in the case of the one-shot (W = 0) offset MIMO system, the error covariance matrix may be expressed as
Thus, the error variance of decoding the symbol from the first transmitter is given by the magnitude of the (1,1) element and the error variance of decoding the symbol from the second transmitter is given by the magnitude of the (2,2) element of the 2 × 2 error covariance matrix. The layer that has the lower error variance (and hence higher SINR) is decoded first. 
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Figure 7: Trellis connectivity.
Viterbi Algorithm-Based Receivers.
Since ISI is inherently present in the proposed offset system, the optimal receiver is the maximum likelihood sequence detector (MLSD). The Viterbi algorithm [25] is a very well known algorithm for implementing the MLSD in a computationally tractable manner. As shown in [26] and implied by [25, Section 2] , the usual implementation of the Viterbi algorithm yields the MLSD only if the noise is memoryless and is independent from sample to sample. In our case, however, this is not true as the noise has temporal correlation as indicated by (10) . In order to reduce the impact of the temporal noise correlation, we carried out noise whitening over different observation windows. that is, the Viterbi algorithm was run not on the received samples, but on Rnn (4) for the one shot case and by (23) for the windowed case. Although this method whitens the noise locally, it does not whiten the noise over the entire received burst and thus is an approximation to the ML solution.
Rectangular Pulse.
A cursory examination of (4) reveals a channel memory of 3 symbol times and with BPSK signaling with 2 transmit antenna this leads to a total of (2 2 ) 3 = 64 states in the trellis. However, a more careful inspection using the structure of matrices P and R from (2), indicates that the channel memory can be reduced to 4 bits and thus results in 16 states as shown in Figure 7 . 
Raised Cosine Pulse.
When the SRRC pulse shape is employed the channel memory depends on the length of the filters employed. Our simulations employed a SRRC filter of length 21 symbols with 25% excess bandwidth, and thus the ISI extends over 20 symbol durations. This causes the trellis to grow unacceptably large for implementation purposes. The optimal trellis for a pulse with L symbol ISI and for a system using M T transmitters and an M-ary constellation is (M MT ) L long. This is usually impractical to implement and so suboptimal trellis decoders are often employed. In our simulations, we have opted for a suboptimal solution that uses a very similar 16 state trellis as is used for the rectangular pulse and pretends that the ISI is only from the adjacent symbols and ignores the ISI from the other interfering symbols. This is clearly suboptimal. However, since most of the interference power comes from the adjacent symbols, this suboptimal receiver captures most of the performance gain and the improvements by going to more complex receivers are likely to be marginal. In passing, we note that the conventional scheme does not have ISI and so sequence detection does not improve its performance.
The 16 state Viterbi trellis used for the sequence detection receivers is shown in Figure 7 .
Pulse Shape Design for MIMO with Timing Offset
In this section, we propose robustness to IAI (defined in (1)) as a new criterion for pulse shape design. The key idea is the following: once the transmitters are offset from each other, the IAI is controlled by the correlation of the transmit pulse shape with the received pulse shape at an offset equal to the offset of the symbol boundaries. Without an offset, this criterion is no longer valid since the IAI is given by the correlation of the two pulses at zero offset (which is unity for all normalized pulse shapes). Similar to the formulation of (3) in [18] , we minimize the cost function
where ξ s is the stop band energy of the square root Nyquist (M) discrete-time filter given by h[n] which runs at M samples/symbol, where n is the discrete time index
is the response of the convolution of the two square root Nyquist filters being designed with the target response given by g [n] . S ISI and S IAI , respectively, identify different subsets of samples of n as shown below. γ and η are weighting functions that allow us to trade off one constraint with another. In an ideal square root Nyquist filter,
, where * denotes convolution and g[n] satisfies the no-ISI Nyquist criterion given by
Thus, S ISI = {0, ±M, ±2M, . . .} is the subset of n, where constraints are placed to minimize the ISI. In order to reduce the IAI, we need to lower the energy of g [n] at the offset points. Thus, for example, for an offset of T/2, the sum of the square of the samples of g [n] at ±M/2, ±M(1 + 1/2), ±M(2 + 1/2), and so on need to be lowered. By choosing S IAI to be the set {±M/2, ±M(1 + 1/2), ±M(2 + 1/2), . . .} and by choosing appropriate weights, γ and η, we can perform a tradeoff between the reduction of ISI and IAI. In [18] , an iterative method for designing a filter conforming to such a cost function is described in detail and is used by us.
Using this method of pulse shape generation, we can create a family of pulses that have various tradeoffs of ISI, IAI and stop-band attenuation. Here, we show an example of such a pulse, by choosing an excess bandwidth of 25% and γ = 1 and η = 0.6. The key properties of this pulse in comparison to the square root raised cosine pulse shape are summarized in Table 2 .
It may be seen that the residual ISI goes up from −74 dB (practically zero) in the case of two SRRC pulses convolved with each other to −19 dB (still pretty low) in the case of Figure 8 . It may be seen that compared to the frequency response of a SRRC filter of same length, the proposed pulse has worse stop band attenuation. The peak sidelobe level is still close to −30 dB below the main lobe and is thus considered acceptable. The time domain response is shown in Figure 9 , where it may be seen that the two pulse shapes are similar though ISI has increased for the proposed pulse at the benefit of a lower IAI at T/2 offset.
Although we are showing only a single pulse shape here, different designers could come up with different pulse shapes depending on different weights imposed in (27) depending on various system parameters. Our emphasis here is on the importance of minimization of IAI as a filter design parameter for offset MIMO systems not so much on the exact choice of the parameters which might vary from system to system.
Simulation Results
The simulations have been done as a set of experiments where, in each case, comparisons have been made to similar aligned systems. In all cases, the channel is assumed to be known perfectly at the receiver. Each simulation also assumes a block fading model, where the channel is independent from block to block and is assumed to be constant over the duration of each block. The channel coefficients have been generated as samples from a mean zero, unit variance complex Gaussian random variable. To obtain statistically reliable results, each datapoint is obtained by simulating at least 10000 blocks. The total transmit power is held constant irrespective of the number of transmitters by normalizing the output power from each transmitter by the number of transmitters, M T . The performance metric of choice is symbol error rate (SER) or bit error rate (BER) which is plotted in the following graphs as a function of E s /N 0 , the ratio of the symbol energy (E s ) to the noise power spectral density (N 0 ). The performance is compared at a SER equal to 10 −2 .
Comparison with OSIC VBLAST.
In Figures 10 and  11 , the performance of the proposed system with MMSE receivers is compared to that of a traditional aligned VBLAST with ordered successive interference cancellation (OSIC). A 2 Tx-2 Rx system with quadrature phase shift keying (QPSK) modulation is simulated with blocks containing 128 symbols. The performance of systems with rectangular pulse shaping is shown in Figure 10 and that of systems with raised cosine pulse shaping with 25% excess bandwidth is shown in Figure 11 . The square root raised cosine (SRRC) filters on the transmitter and receiver sides have both been truncated to 13 symbols.
In either case, the comparison has been made to the "best" aligned VBLAST scheme which is when the VBLAST receivers employ OSIC [23] . It may be seen that the proposed system outperforms the VBLAST scheme both when rectangular pulse shaping is employed as well as when the raised cosine pulse shape is employed. In the latter, and more practical case, the gain is about 1.8 dB (at a BER of 10 −2 ) when OSIC is employed on both the proposed system as well as on aligned traditional VBLAST.
Performance for Various Offsets.
In this set of simulations, Figure 12 shows the performance of a 2 × 2 system with BPSK modulation for various offsets between the first and second transmitters. A rectangular pulse shape is used. The performance of both an one-shot as well as a windowed receiver is shown. It may be seen that the MMSE windowed receiver achieves a lower BER with offset of 0.5 T, whereas when the one-shot receiver is employed, an offset of 0.2 T is better at higher SNRs. More details on the performance at various offsets as well as an analytical derivation of an optimal offset for a (M T , M R ) = (2, 1) may be found in our prior work [21] .
Performance of Sequence Detection-Based Receivers.
In Figure 13 , the performance of Viterbi algorithm-based receivers are shown in comparison to that for a traditional 2 × 2 MIMO system employing symbol-by-symbol ML detection. BPSK modulation with rectangular pulse shaping was used in a (M T , M R ) = (2, 2) system. Three curves are shown for offset MIMO: (i) without employing noise whitening, (ii) using noise whitening on a one shot case (W = 0), and (iii) using noise whitening on an extended window basis (W = 2).
It may be seen that without noise whitening, the performance of the Viterbi algorithm-based receiver is 
, offset = 0.5 Ts, sequence detectors, impact of noise whitening Timing offset MIMO, without noise whitening, rectangular pulse Timing aligned MIMO, ML receiver, BPSK Timing offset MIMO, with noise whitening, BPSK, rectangular pulse Timing offset MIMO, with windowed noise whitening, rectangular pulse approximately equal to that of the traditional symbol aligned system with ML detection. However, when noise whitening is employed, we pick up a gain of about 0.5 dB at a BER of 10 −2 . While the gains in this case are admittedly smaller, in some systems even a 0.5 dB gain in performance might be worth the additional complexity.
7.4.
Performance of a 3 × 3 System. In Figure 14 , we present the results of a 3 × 3 MIMO system with offset transmission with MMSE joint detection receivers. In this case, there are two offsets, and they have been set to T/3 and 2T/3. It may be seen that the performance gains are over 6 dB (when SER = 10 −2 ) when used with a rectangular pulse shape.
ZF Receivers.
The performance of the optimal ZF receiver is plotted against the performance of the ZF receiver presented by Shao et al. in Figure 15 . It may be seen that while the Shao et al. receiver degrades significantly with increasing block size S, the optimal ZF receiver has a very weak dependence on block size. In Figure 15 , the x-axis has been plotted in terms of Et/N o = ((ST + τ 1 )/ST)E s /N 0 , where S is the block size, T the symbol duration and τ 1 the offset. As shown in [8] , this ensures that the data rate across all the systems is the same. We emphasize, however, that normalizing the data rate does not imply that all the EURASIP Journal on Advances in Signal Processing block sizes are equally efficient. Very short block sizes lead to considerably less spectral efficiency due to the inter gap idle time representing a higher overhead.
Performance of New Pulse Shaping.
To show the benefits of the proposed pulse shaping, the performance of a system using a member of the new proposed pulse family is compared in Figure 16 to the performance of a system using an SRRC pulse. Both systems were simulated using an MMSE joint detection receiver. It may be seen that the performance is improved by using the new pulse. Note that this, approximately 0.25 dB additional, improvement comes with absolutely no additional system complexity and can thus be regarded of as "free". Although not shown, the new pulse could be used with the trellis based receivers or zero forcing receivers as well.
Conclusions
A novel MIMO transmission scheme, using transmitters that are intentionally offset in time from each other, has been analyzed in this paper. A nonzero (but known) symbol timing offset is introduced between the signals transmitted from the different transmitters to take advantage of the inefficiencies in practical signalling systems. It is shown that a suitably designed receiver can utilize this information to extract significant performance gains. This transmission scheme is studied in conjunction with different kinds of receivers: ZF, MMSE receivers, as well as MIMO MMSE receivers with ordered successive interference cancellation and trellis-based sequence detection-based receivers.
A new pulse shape design that lowers IAI has also been introduced and is shown to increase the gains of such offset transmission schemes.
A summary of highlights of the comparison between an aligned scheme like VBLAST with the proposed scheme is shown in Table 3 . The main source of complexity increase is shown along with the performance gain. The performance gain is shown for a (M T , M R ) = (2, 2) system with an offset of T/2 using BPSK at a BER of 2 × 10 −3 in comparison to an aligned system.
