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Abstract (100-250 words) 
How do mammalian cells that share the same genome exist in notably distinct phenotypes, 
exhibiting differences in morphology, gene expression patterns, and epigenetic chromatin 
statuses? Furthermore how do cells of different phenotypes differentiate reproducibly from a 
single fertilized egg? These are fundamental problems in developmental biology. Epigenetic 
histone modifications play an important role in the maintenance of different cell phenotypes. The 
exact molecular mechanism for inheritance of the modification patterns over cell generations 
remains elusive. The complexity comes partly from the number of molecular species and the 
broad time scales involved. In recent years mathematical modeling has made significant 
contributions on elucidating the molecular mechanisms of DNA methylation and histone 
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covalent modification inheritance. We will pedagogically introduce the typical procedure and 
some technical details of performing a mathematical modeling study, and discuss future 
developments. 
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Outline: 
In this chapter we discuss how to use mathematical modeling to explore the dynamics and 
mechanism of histone modification dynamics. 
 
 
Book chapter in Epigenetic Technological Applications (Elsevier),  in press 
 3 
Textbody 
1. Introduction 
There are more than 200 different cell types in a human body. These cells have drastically 
different shapes, physical and physiological properties. Amazingly, all these cells (except 
reproductive cells) share the same set of genomes, and are developed from a single fertilized 
egg. Therefore, a fundamental and intriguing question in developmental biology is how a 
fertilized egg can develop into so many different types, in a controlled manner. Furthermore, a 
cell can preserve its identity after division. That is, a fibroblast cell divides into fibroblast cells. 
Recent studies show that it is possible, but difficult to reprogram the identity of a terminally 
differentiated cell (1). Then how can a cell remember its identity? Nowadays accumulating 
evidences suggest that some heritable changes of gene activities are not caused by changes in 
the DNA sequence. Specifically in this chapter we will focus on heritable histone covalent 
modifications.  
To form an organized and compact chromatin structure, a DNA molecule wraps around histone 
octamers to form nucleosomes. Covalent modifications such as methylation, acetylation, 
phosphorylation and sumoylation can take place on a number of side residues of the histone 
proteins. Through changing the interactions between DNA and histone proteins, and between 
nucleosome and other regulatory elements such as histone modification enzymes, transcription 
factors and regulatory noncoding RNAs, these covalent modifications affect higher-order 
packing of the nucleosomes and gene transcription efficiency (2). Experimental studies reveal 
that at least some of the histone post-translational modification patterns are inheritable, which is 
called histone epigenetics memory (3, 4). In the past few years, different groups had discovered 
multiple enzymes regulating the histone modification dynamics (3, 5). The so-called ‘histone 
code’ proposal, although still under debate, has drawn extensive attention from the field (6). 
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Revealing the molecular mechanism of this histone modification memory has become a focused 
research subject for many years.  
In recent years mathematical modeling has contributed significantly to our understanding how 
histone epigenetic patterns are produced and maintained. In a seminal paper, Dodd et al. used 
a rule-based model to analyze the silenced mating-type locus of the fission yeast 
Schizosaccharomyces pombe (S. Pombe) (7). S. Pombe has two mating-type cassettes that are 
normally in an epigenetically silent state. A mutant has been constructed with portion of the 
silenced region removed and an ura4+ reporter gene inserted. Experimental studies on the 
mutant revealed that the DNA region (~ 60 nucleosomes) can exist in an inheritable epigenetic 
active or silent state, with a very low probability of stochastic transition between the two states 
of about 5 × 10-4 per cell division (8, 9). Furthermore, the two copies of the chromosomal region 
within one cell can exist in different epigenetic states. That is, cells can exist in a bistable region. 
The mathematical analysis of Dodd et al. showed that cooperativity among neighboring and 
beyond-neighboring nucleosomes are necessary and sufficient to generate robust bistable 
epigenetic states. Subsequently this pioneering study has been generalized to analyze systems 
such as vernalization in Arabidopsis Thaliana (10), epigenetic switching at the genetic locus of 
Oct4 (also known as Pou5f1), a transcription factor  essential for maintaining the embryonic 
stem cell state (11, 12), and olfactory neuron differentiation (13). Meanwhile studies using 
alternative approaches have also been developed to analyze various problems (14-24). 
Especially, quantitative measurements on nucleosome covalent modification dynamics allow 
incorporation of molecular details in modeling studies. Steffen et al. (25) and Rohlf et al. (26) 
provided nice and timely reviews on the experimental and mathematical modeling efforts to 
extract quantitative information of epigenetic regulation. In the remaining of the chapter, we will 
discuss in detail the generic procedure of performing a mathematical modeling study. We will 
use a model of Zhang et al., which has all its components based on experimental information 
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(27), as an example. The model has its structure similar to the well-studied Potts model in 
physics describing cooperative phenomenon. For simplicity we will call it the CoPE model, 
standing for coupled-Potts model of epigenetic dynamics of histone modifications. 
2. Identify puzzle from experimental studies 
The first step for a modeling study is to identify a problem that is both significant and suitable for 
theoretical studies.  Modeling is not intended and is not capable of answering every question. 
For example, modeling studies can examine whether a proposed mechanism is consistent with 
available experimental observations, and the laws of physics and chemistry, but cannot decide 
whether the mechanism is actually what assumed by the system. The confirmation must come 
from experimental studies. Similarly modeling studies may suggest whether a missing 
component is needed to reconcile existing data, but cannot determine the identity of the 
component. 
For information inheritance from mother to daughter cells, the puzzle is how the information is 
transmitted and maintained. We can identify three types of heritable information: the DNA, 
whose double helix structure allows faithful reproduction; the abundance of proteins and other 
molecules (i.e., the transcriptome, proteome, etc.), which partition into two daughter cells either 
equally or asymmetrically; the covalent modification patterns on DNA molecules and on 
histones, whose inheritance mechanisms are less understood. For concreteness in this chapter 
we will focus on the problem of histone pattern inheritance, while the procedure can be easily 
generalized to DNA methylation as well. 
A closer examination of the histone inheritance problem reveals that it is a highly nontrivial 
question. First, within a nucleus, there are constantly opposing histone modification enzymes 
attempting to add or remove each covalent mark and modify the histone pattern; thus instead of 
being static, the histone modification pattern is a consequence of dynamic “tug-of-war”. Second, 
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although the interactions between a histone complex and DNA are not weak, the histone can 
stochastically detach from the DNA, then either the same histone or a new one, which likely 
bears no or covalent mark(s) different from the old one, quickly incorporates onto the DNA. This 
process is termed histone turnover. Furthermore, when cell division takes place, each histone is 
likely partitioned into one of the two daughter cells with equal probability; that is, each daughter 
cell needs to incorporate about half of the total DNA-binding histones with nascent unmarked 
histones. Amazingly, with all these large perturbations, cells can maintain at least some of 
histone covalent patterns for generations.  
Extensive biochemistry and biophysics studies reveal two prominent properties of the 
modification enzymes. First, the enzymes can recognize histone marks and thus have different 
free energy of binding. For example, Jacobs and Khorasanizadeh reported the structural basis 
for the chromodomain of Drosophila HP1 to recognize the trimethylated H3K9 residue (28), 
Raphael Margueron et al. discovered that H3K27me3 propagation and maintenance require 
specific recognition of H3K27me3 by polycomb protein complex (29). Generally speaking, an 
enzyme has higher binding affinity to nucleosomes bearing the corresponding marks than those 
without mark or with different marks (30). We want to point out that this property is typical for 
enzymes, i.e., an enzyme usually binds stronger to the substrate than to the product or to a non-
substrate. Second, enzymes bound to neighboring nucleosomes can interact laterally. Canzio et 
al. showed that the HP1 proteins can form oligomers through chromodomain and 
chromoshadow domain lateral interactions, and enhanced lateral interactions lead to higher 
percentage of H3K9me3 (31, 32). Interestingly, mutations related to the histone modification 
enzyme lateral interactions have been reported in cancer cells (33). 
Therefore the puzzle, or the question we want to address is whether one can use the above-
discussed molecular level information to explain the epigenetic histone memory. The process is 
complex, with many molecular species, and broad time scales involved. For the latter it ranges 
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from subsecond for enzyme binding/unbinding events, to months or longer for histone memory 
duration. For example, epigenetic state switches for the above-mentioned S. Pombe mutant 
take place about every 200 days on average (8, 9). Therefore mathematical modeling is 
necessary to fill in the huge gaps between the experimentally explored molecular events and 
collective epigenetic dynamics.   
3. Formulate mathematical model 
With the problem identified, next one needs to translate it into a mathematical model. Here we 
use the word “translate” literally. That is, each term in the mathematical model corresponds to a 
process identified as important for understanding histone memory.  One does, however, need to 
consider carefully on what levels of details to be included. In physics, a common criterion is 
based on the following famous quote from Einstein, a theory “should be made as simple as 
possible, but not simpler”. That is, the model should contain just the right amount of details 
sufficient to explain the underlying phenomenon, but not more to distract one from the essential 
physics. For example, if one only wants to know the dimension of a box, then information about 
the box color is irrelevant. To keep a model necessarily simple, abstraction is often needed.  
Insert Figure 1 
Figure 1 summarizes the CoPE model, which includes a collection of N nucleosomes aligned as 
a one-dimensional array.  A nucleosome i has three possible covalent states, bearing repressive 
mark, unmarked, or bearing active mark. For bookkeeping purpose, let’s denote them as si = -1, 
0, 1, respectively. In addition four classes of covalent modification enzymes can bind to each 
nucleosome to catalyze adding or removing the marks. Thus each nucleosome can have 5 
possible enzyme binding states, empty or one type of the enzymes bound, which we denote as 
σi (= 1-5), indicating no enzyme bound (σi = 1), repressive modification addition enzyme bound 
(σi = 2), repressive modification removal enzyme bound (σi = 3), active modification addition 
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enzyme bound (σi = 4), active modification removal enzyme bound (σi = 5). The σ state can 
change through enzyme binding and unbinding. The state of the system is thus denoted by the 
set of nucleosome indices {si σi, i = 1, …, N}.  
The overall s-σ state of the system evolves according to a Markovian dynamics. That is, the 
evolution depends only on the state in a previous time step. Enzyme binding/unbinding results 
in the σ-state change. The s state can change through histone turnover or enzyme catalyzed 
chemical reactions. For the latter each of such reactions clearly requires that the corresponding 
enzyme binds to the nucleosome. Another relevant process is cell division. After each cell 
division, histones from a mother cell partition into two daughter cells. Current evidences suggest 
that this partition is random with equal probability to the daughter cells. Then nascent unmarked 
histones need to be incorporated to the DNA. In the language of modeling, for any given DNA-
bound histone, during cell division its s state is randomly decided to either keep its current value 
or reset to 0 with equal probability.    
The covalent modification enzymes have no DNA sequence specificity. That is, they do not 
know which genome region to modify. Accumulating evidences suggest that some regulatory 
elements, such as transcription factors and non-coding RNAs, may recruit certain enzymes to 
specific DNA regions (34). For example, the transcription factor SNAIL1 recruits to the E-
cadherin promoter region histone demethylase LSD1 that removes H3K4me2 (35), histone 
deacetylase 1 (HDAC1) and HDAC2 (36), and PRC2, an H3K27me3 methyltransferase (37). In 
addition, some enzymes, e.g. MLL1, KDM2A, PRC2 have higher binding affinity at some DNA 
sequence elements, e.g., CpG islands (38-41). To reflect these observations, we follow the 
treatment of Angel et al. (10), and Hodge and Crabtree (11), to denote a “nucleation region” for 
a small number of nucleosomes, on which the enzymes have higher binding affinity compared 
to the nonspecific background binding affinity on other nucleosomes. Existence of the 
nucleation regions can be inferred from the peaked distribution of histone modifications 
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centered around many transcription factor binding sites (42). 
Clearly the model is rather generic, and has neglected lots of details.  Below we just list a few.  
1) Many residues can exist in multiple modification states. For example, a lysine can be 
mono-, di-, and tri-methylated, with different enzymes catalyze each methylation and 
demythelation step. Also covalent modification enzymes may function redundantly and 
act on different substrates. For example, LSD1 (lysine-specific demethylase 1) can 
remove both mono- and di-methylation on H3K9 and H3K4. Both PRC1 (Polycomb 
Repressive Complex 1) and PRC2 (Polycomb Repressive Complex 2) can catalyze 
trimethylation on H3K27. 
2)  Each histone can have a large number of potential modification sites, leading to an even 
larger combinatory number of epigenetic states. According to the epigenetic code 
hypothesis, the covalent states of some sites may mutually affect each other and lead to 
different regulation on the gene activity,  
3) A histone modification enzyme complex is usually bulky, and can interact with more than 
one nucleosome simultaneously.  
4) The three dimensional structure of chromatin affects the histone modification dynamics, 
e.g., accessibility to the enzymes. In return, histone modifications may affect the three-
dimensional packing of the chromatin.  
 These details likely have various biological implications. It is straightforward to expand the 
CoPE model to incorporate these details. However, the main purpose of that work is to uncover 
the most essential molecular interactions and properties for histone memory. Therefore, these 
complexities are not explicitly considered. As we emphasized above, simplification is a key step 
for modeling.  
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4. Choose appropriate modeling techniques 
The above-mentioned model is straightforward in terms of describing the relevant biological 
processes. However, technical difficulties exist on studying it. Even with this simplified model, 
each nucleosome has 3 s states and 5 σ states. With N nucleosomes, the total number of states 
is 15N, which grows quickly with N. Furthermore, the possible dynamic processes, including 
enzyme binding and unbinding, chemical reactions, histone turnover, and cell cycles, span 
broad time scales, from sub-second binding/unbinding events to the epigenetic state switching 
on the order of days to years. This large number of states and the broad time scale distribution 
make it computationally very expensive to simulate the system. Fortunately the time scale of 
enzyme binding/unbinding is well separated from that of other processes, which suggests a 
quasi- equilibrium approximation.  
One may remember the quasi-equilibrium approximation on deriving the Michaelis-Menten 
equation for enzymatic dynamics. One assumes that an enzymatic reaction follows the following 
scheme,  
     E + S k1
k−1
   ES v"→" E + P . 
That is, enzyme E and substrate S first form a complex ES, which then proceeds to form the 
product P and release the enzyme for the next enzymatic cycle. The quasi-equilibrium 
approximation assumes that the first step of forming ES is fast compared to the covalent bond 
breaking/forming step, so that E, S and ES concentrations reach an equilibrium distribution, 
!"! = !![!]!!! = 𝑒!!/(!!!), where ε is the free energy of S binding to E at concentration [S], (notice 
that -ε is the binding affinity), kB is the Boltzmann’s constant, T the temperature, and 1 kBT is ~ 
0.6 kcal/mol at room temperature. If the total enzyme concentration is conserved, [E] + [ES] = 
[E]tot, one has 
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𝐸𝑆 = !![!]!!!!!![!] [𝐸]!"! = !!!/(!!!)!!!!!/(!!!) [𝐸]!"!.     Eqn. 1 
Here for convenience of the following discussions, we have written the above expression in the 
form of the Boltzmann distribution. Notice that an enzyme molecule can exist either in a free 
form E, or a bound form ES. If we set the E state, which we number as state 1, with a free 
energy level 𝜖! = 0, then the ES state, which we number as state 2, has a free energy level 𝜖! = 𝜀. The Boltzmann distribution states that the probability of finding an enzyme in ES state is 
given by  
𝑝! = !! , 𝑝! = !!!/(!!!)! ,  Eqn. 2 
where 𝑍 = 𝑒!!!/(!!!)!!!! = 1 + 𝑒!!/(!!!) is called the partition function in statistical physics, and 
is defined as summation over the Boltzmann factors of all states. Then from 𝐸𝑆 = 𝑝![𝐸]!"!, 
one recovers Eqn. 1. With Eqn. 1 one obtains the familiar Michaelis-Menten kinetics equation 
(under the quasi-equilibrium approximation), 
![!]!" = 𝑘! 𝐸𝑆 = !!![!]!!!!!![!] [𝐸]!"! = !"!!/(!!!)!!!!!/(!!!) [𝐸]!"! = 𝑣𝑝![𝐸]!"!  .  Eqn. 3 
In the CoPE model, Zhang et al. adopts a similar approximation, although it is a little more 
complicated since enzymes can bind on any of the N nucleosomes and catalyze chemical 
reactions. For simplicity, let’s consider a case with two nucleosomes. There are 9 possible 
covalent states specified by {s1, s2}. For each of them, there are 25 possible enzyme binding 
states specified by {σ1, σ2}. Again we can assign each enzyme binding state a free energy level 𝜖!!!!;!!!! = 𝜀!!!! + 𝜀!!!! − 𝐽!!!!. Notice that the free energy of binding 𝜀 is s-dependent, and a 
term −𝐽!!!!  represents the lateral interactions between two enzymes bound to the two 
neighboring nucleosomes. The Boltzmann distribution gives the probability of finding the system, 
i.e., the two nucleosomes in state {s1, s2; σ1, σ2} is 𝑝!!!!;!!!! = 𝑒!!!!!!;!!!!/(!!!)/𝑍!!!! . The 
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partition function 𝑍!!!!  is obtained by summing over all the 25 enzyme binding states with fixed 
covalent state {s1, s2}. The expression, 𝑝!! = 𝑒!!!!!!;!!!!!!!!!!!! /𝑍!!!! , gives the probability of 
finding one nucleosome, e.g., nucleosome 1, with enzyme binding state, σ1, irrespective of the 
enzyme binding state of nucleosome 2. Then we can obtain the enzymatic reaction rate for a 
specific reaction using an expression similar to Eqn. 3. For example, suppose that the two 
nucleosomes are in state {s1 = -1, s2 = 0}. Nucleosome 1 can have its repressive mark removed 
by a bound corresponding removal enzyme ERr, and the rate is given by 𝑘! = 𝑣!!→!𝑝!!!![𝐸!"]!"" = 𝑣!!→!! 𝑝!!!!, where [ERr]eff is the effective repressive mark removal 
enzyme concentration in the nucleus. With the quasi-equilibrium approximation, we separate the 
3N s states and 5N σ states, and remove the necessity of treating the binding/unbinding 
processes explicitly, thus greatly reduce the computational cost. 
With the enzyme binding/unbinding processes treated by the above quasi-equilibrium 
approximation, the following events can take place: 
1) An enzymatic reaction or a process of histone turnover at site i with rate 𝑘! = 𝛿!!,! 𝑣!→!!! 𝑝! + 𝑣!→!! 𝑝! + 𝛿!!,!!𝑣!!→!! (𝑝! + 𝑑) + 𝛿!!,!𝑣!→!! (𝑝! + 𝑑) . Here δij is the 
Kronecker delta function, which assumes a value 1 when i = j, and 0 when i ≠ j. Notice 
here we take into account the fact that for an enzymatic reaction to take place, the 
corresponding enzyme has to bind to the nucleosome. The term d is the histone 
replacement rate due to stochastic turnover ( ). 
2) Every time when cell division takes place, each histone has 50% probability to be 
partitioned to one of the daughter cells. 
Therefore the overall simulation procedure is as follows: 
For each step with covalent state {si}, 
  
si → 0
Book chapter in Epigenetic Technological Applications (Elsevier),  in press 
 13 
1) Calculate 𝑝!! and . 
2) Define the transition rate array k = [k1, …, kN]. Then at a given simulation step, define 
elements of an accumulative reaction rate array as 𝛼! = 𝑘!!!!! . 
3) Generate two random numbers r1 and r2 from a uniform distribution within [0,1]. The next 
time that an event will take place is given by 𝑑𝑡 = !!! ln  ( !!!), so t à t + dt, and the 
reaction channel taking place is the smallest integer m satisfying 𝛼! ≥ 𝑟!𝛼!. If 𝑠! ≠ 0, 
update sm to 0. If , generate another random number r3 from a uniform distribution 
within [0,1], update sm to -1 if 𝑟! ≤ (𝑣!→!!! 𝑝!)/(𝑣!→!!! 𝑝! + 𝑣!→!! 𝑝!), otherwise update sm to 
1.  
4) Repeat. 
5) When it reaches the cell division time, for each nucleosome i generate a random number 
r4 from a uniform distribution within [0,1]. If r4 ≤ 0.5 then si = 0, meaning that the histone 
is replaced by a nascent unmarked one; otherwise keep the original value of si, meaning 
the original histone is partitioned to this daughter cell being monitored. Here for simplicity 
we assume that the cell cycle time is fixed, which can be easily modified if variation of 
cell cycle time needs to be considered. 
One can translate the above pseudo-code into any programming language such as Matlab, 
Python and C. 
5. Determine model parameters 
To perform the above numerical simulations, we need to determine the model parameters. A 
generally adopted strategy is to first determine or estimate the model parameters from 
experimental measurements.  
{ki}
  
sm = 0
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Some parameter can be determined easily. If one assumes that some insulating elements 
constrain the histone modification patterns (43), one can estimate the number N from the DNA 
length within the constraints. For a gene length ~10k bp including the promoter regions, the 
nucleosome length N = 40. Without insulating elements, the model studies of Hodges and 
Crabtree show that an inherently bound histone pattern domain can be formed when the mark 
addition and removal enzymes have comparable catalytic activities (11). In that case the length 
of the domain is determined by the relative ratio between the addition and removal enzyme 
activities. 
Below we discuss how to determine other parameters. 
Nonspecific background free energy of binding of enzymes: Several experimental techniques, 
such as fluorescence recovery after photobleaching (FRAP) and fluorescence correlation 
spectroscopy (FCS), can provide quantitative information about protein-chromatin binding (25). 
In the literature what is usually reported is the fraction of enzymes bound to the histones. Below 
we discuss how to roughly estimate the free energy of binding from the data. Since these 
measurements are genome wide, therefore they reflect nonspecific protein-chromatin bindings 
instead of specific bindings facilitated by DNA-sequence specific elements. 
Experimental data reveals that nonspecific protein-chromatin bindings are weak. Therefore we 
assume that the probability of having two neighboring nucleosomes occupied (from nonspecific 
background binding) at the same time is negligible. That is, for parameter estimation purpose 
we can neglect possible effects of the lateral interaction J, and treat each nucleosome as 
independent. Each histone can have two states: empty or occupied.  Then respect to an 
arbitrary reference state with binding energy ε0 and free enzyme concentration c0, the binding 
energy with free enzyme concentration cfree is . From the Boltzmann 
distribution, the probability of observing a histone in the bound state is
 
( )00 /ln cc free−= εε
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pH =
exp(−ε / kBT )
1+ exp(−ε / kBT )
,                                                            Eqn. 4 
then, 
                            Eqn. 5 
From the cell volume and enzyme concentrations, we can estimate the total number of 
enzymes. Then from the measured fraction of bound enzymes, we obtain the total number of 
enzymes bound, noting that this number is also the total number of histones in the bound state. 
Next we can estimate the total number of nucleosomes from the genome size, assuming ~200 
base pairs per nucleosome. The total number of (nucleosome) H3 proteins is twice the number 
of nucleosomes (since each nucleosome contains 2 copies of H3 proteins). From all these 
numbers we can estimate pH. 
Insert Table 1 
Table 1 summarizes our estimations based on available experimental data, using 1 μM as the 
reference free enzyme concentration c0. Clearly our estimation is very rough. For example, we 
do not consider competition of binding from different types of enzymes. We also assume that 
every 200 base pairs form a nucleosome. This is clearly an overestimation of the total number 
of nucleosomes since there are nucleosome-free regions. Including these corrections reduces 
the number of free nucleosomes, and leads to a lower binding energy.  
Notice that the estimated values of free energy of binding are positive. That is, nonspecific 
binding of enzymes on DNA is very weak at physiological histone and enzyme concentrations. 
Mechanistically this weak binding is reasonable. From the above table, the total number of 
nucleosomes is far more than that of the enzymes. That is, the number of substrates is much 
ε = −kBT ln
pH
1− pH
,  ε0 = −kBT ln
pHc0
(1− pH )cfree
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larger than the number of enzymes. Strong nonspecific binding would not allow a binding 
enzyme to move and interact with other nucleosomes, and seriously deplete the pool of free 
enzymes. 
Free energy of binding of enzymes within the nucleation region: There is no quantitative 
information on the enzyme free energy of binding at specific genome region. The values are 
also affected by concentrations of the elements recruiting these enzymes. One piece of 
experimental information that can be used is the peaked distribution of the histone marks along 
the genome. The ratio between the peak value and that of the background value (for regions far 
away from the nucleation region) can be used to determine the specific binding affinities. That 
is, we require the ratio calculated from the model to match the experimental value (of Oct4 in 
the work of Zhang et al. (27)).  
Enzyme lateral interactions: The values of Jαα are chosen to reproduce the bell-like shaped 
histone methylation pattern centered around the nucleation region with a half-height width of 
about 10 nucleosomes, to represent the histone modification distribution pattern of Oct4 gene 
(11). In the work of Zhang et al. (27), for simplicity the same value of Jαα is used for all enzymes. 
For interactions between different enzymes Jαβ we simply assume that they may either be 
absent, or the enzyme interact unfavorably with several values examined to explore their effects 
on the epigenetic dynamics. 
Enzyme rate constants: Without much direct experimental information, for simplicity we use the 
same rate constants for all four enzymes, and choose the value that reproduces the 
experimental observation that it takes about 5 cell cycles to switch Oct4 (11).  
Histone exchange: The reported value of the histone exchange rate varies over a broad range 
and show cell-type dependence. In reality one may also expect dependence of histone 
exchange rate on the covalent marks. Active transcriptions can lead to higher histone exchange 
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rate (38, 44), and thus different histone exchange rates may exist for euchromatins and 
heterochromatins. For simplicity though, Angel et al. uses a single value estimated from 
measurements on Drosophila cells (10). Zhang et al. adopt this value as well, and examine how 
changing the value affect the model behavior (27). 
Insert Figure 2 
6. Perform computational studies  
Figure 2A shows a typical simulated trajectory using parameters roughly representing the gene 
Oct4. Clearly the s state of each nucleosome changes randomly and frequently. However, the 
system can exist in one collective epigenetic state, dominated by either repressive or active 
marks, for many cell cycles before stochastically switch to another state. A zoom-in of the 
trajectory (shown in Figure 2B) shows that a transition usually starts at one place, often within 
the nucleation region, then propagates outwards. Statistically the system still spends most of the 
time around either the repressive or active mark dominated states. That is, if one plots the 
fraction of time the system have n nucleosomes bearing repressive marks out of the N 
nucleosomes, one obtains a histogram with a bimodal distribution. In other words, the system 
exists as a bistable system. 
Experimental studies reveal two essential molecular properties: enzymes can recognize the 
nucleosome marks and have mark-dependent free energy of binding, and enzymes bound to 
neighboring nucleosomes can interact laterally. Mathematically we use a quantity Δϵ to reflect 
the mark-dependent free energy of binding, assuming that the binding energies for the addition 
or removal enzymes to a nucleosome bearing the corresponding (or antagonizing) mark are Δϵ 
lower (or higher) than those binding to an unmodified nucleosome. That is, Δϵ is an energetic 
penalty for mismatched binding between an enzyme and a nucleosome. The parameter Jαα 
specifies the strength of lateral interactions between two neighboring enzymes of the same 
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type. Figure 2C shows the calculated bistable region in the Δϵ - Jαα plane. Clearly a broad range 
of combinations of Δϵ and Jαα lead to bimodal distributions. A finite value of Jαα, with a critical 
minimum value ∼2 kBT, is necessary for generating bimodal distributions of the fraction of 
histones with repressive marks. Below this value of Jαα, increasing Δϵ values does not lead to a 
bimodal distribution. The required value of Jαα also increases sharply upon decreasing Δϵ. With 
Δϵ à 0, the value of Jαα needed for generating a bimodal distribution increases sharply. Within 
intermediate values, a decrease of Δϵ can be compensated by an increase of Jαα. Therefore, 
these results demonstrate that Δϵ and Jαα, representing the two observed molecular properties, 
are both sufficient and necessary to generate the epigenetic histone memory. This is an 
essential result and the working mechanism obtained from analyzing the CoPE model. 
 
As mentioned above, a major and typical concern for modeling complex biological systems is 
that many parameters cannot be well determined experimentally. Therefore a key concept 
arising in quantitative biology studies is that if it holds for a broad range of model parameters, a 
mechanism is robust, and one has higher confidence that it reflects the true biology of the 
system; on the other hand, one should be skeptical and cautious on a mechanism that requires 
fine tuning model parameters. To show that the above-discussed physical mechanism is not a 
result of fine-tuning the model parameters, Zhang et al. performed simulations using 4096 sets 
of parameters in a 6-dimensional parameter space, with each dimension divided into 4 equally 
distributed grid points within a physically reasonable range. The 6 parameters are the free 
energy of binding and lateral interactions. They also used a more stringent criterion for the 
bistable region compared to what was used to generate Fig. 2D: clear separation between the 
epigenetic states with high and low average number of nucleosomes with repressive marks 
(>4.5), significant epigenetic memory with the average dwelling time on each epigenetic state > 
2 cell cycles. It turns out that 1238 (30%) parameter sets satisfy the above requirement. 
Therefore, the mechanism is robust against parameter choices.  
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Insert Figure 3 
7. Identify insights from model studies and make testable predictions 
The above model simulations reveal a simple molecular mechanism for generating the 
epigenetic histone memory. Let’s first consider an analogous situation. Suppose that there is a 
set of jigsaw puzzles (Figure 3A). A naughty kid randomly takes away pieces of the puzzle. You 
have two tasks: 
1) Figure out what piece is missing. For more reliable reasoning the original pattern it is 
better to examine not only the slots of missing pieces, but also a larger region.  
2) Put back a piece of puzzle the same as the missing one from a reservoir of spare puzzle 
pieces. The process should be faster than the process that the puzzle pieces are taken 
away. Otherwise quickly there would be accumulation of missing pieces, which make it 
more and more difficult for the reasoning in step 1. 
Cells essentially have the same tasks, and the molecular properties of the involved molecular 
species ensure robust completeness of the tasks. Let’s consider a collection of nucleosomes 
dominated by repressive marks (Figure 3B). After cell division, some of the nucleosomes are 
replaced by unmarked ones. The remaining nucleosomes with repressive marks preferentially 
recruit repressive mark enzymes relative to active mark enzymes---a “reading” process. 
Because of enzyme lateral interactions, these bound enzymes help the unmarked nucleosomes 
preferentially also recruit repressive mark enzymes, and add the repressive marks--- a “writing” 
process. Unlike genome inheritance, an epigenetic histone pattern, i.e., specific pattern of a 
given nucleosome, cannot be exactly inherited, but the overall pattern, repressive or active mark 
domination, can be rather faithfully maintained and inherited. 
Insert Table 2 
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It may be easier to understand the above molecular mechanism using the two-nucleosome 
system. Suppose that originally both of the two nucleosomes bear repressive marks. After cell 
division, nucleosome 1 becomes unmarked. Table 2 gives the enzyme binding probabilities 
calculated from the Boltzmann distribution. The repressive-mark-bearing nucleosome 2 has 
higher probabilities of having the repressive mark addition or removal enzymes bound. 
Consequently, when it has these enzymes bound, nucleosome 1 also has higher probabilities of 
having the same enzyme bound. Overall nucleosome 1 has higher 𝑝!!!! than 𝑝!!!!. That is, 
nucleosome 1 is more likely to add a repressive mark than an active mark to recover the original 
epigenetic pattern. 
Insert Figure 4 
An immediate conjecture from the above mechanism is that the system needs to reconstruct the 
epigenetic pattern faster than the perturbations coming from histone turnover, enzymatic 
reactions, and cell division. Indeed Fig. 4A shows that the model predicts sensitive dependence 
of the epigenetic state stability on the histone turnover rate d. Histone turnover is a major source 
of perturbations to the epigenetic pattern. A change of d value from 0.6 h-1 to 1.2 h-1 results in 
the average epigenetic state dwelling time changing from ~250 hours to 20 hours. 
Experimentally the value of d is difficult to measure accurately, and it varies over an order of 
magnitude (44-47). The value also depends on the cell types. Embryonic stem cells have a 
histone turnover rate higher than that of differentiated cells (47). It may be because that 
embryonic stem cells only exist transiently during the developmental process, and thus there is 
no selection pressure to maintain the epigenetic memory long. On the other hand, for cells like 
neurons, for which maintaining epigenetic information is crucial for their physiological functions, 
we predict that the value of d should be kept small. The model results in Fig. 4A also show that 
increasing the enzyme rate constant ν can compensate an increased value of d. Increasing v 
allows faster recover of missed marks on nucleosome due to histone turnover. The 60-kDa HIV-
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Tat interactive protein (Tip60), a key member of the MYST family of histone acetyltransferases, 
can autoacetylate its lysine residue K327. Yang et al. report that a K327 deacetylated Tip60 
only loses its catalytic activity by less one fold (48). However, Yuan et al. introduced this mutant 
into yeast and found this lack of autoacetylation is fatal for the survival of the organisms (49). 
Therefore, our model studies suggest that the enzyme activities (including concentrations) 
should be tightly regulated. Quantitative measurements are needed to test this prediction. If it is 
validated, then how are they robustly regulated? 
Cell division is another major source of perturbations. Figure 4B shows that a mammalian cell is 
capable of quickly recovering (within a few hours) the original epigenetic pattern after losing 
about half of the histones due to cell division. A direct conjecture is that if one reduces cell cycle 
time so the cell has less time to recover from this perturbation, there is higher probability that 
the perturbation may accumulate over cell cycles and lead to faster switching of the epigenetic 
state. This conjecture is numerically proved by the results in Fig. 4C. This model result may help 
understand the experimental observation of Hanna et al. (50). These authors show that 
decreasing cell cycle time can accelerate the process reprogramming somatic cells to induced 
pluripotent stem cells. The result in Fig. 4C suggests that reduced cell cycle time may facilitate 
some genes to switch their epigenetic states and the cell could overcome the epigenetic barrier 
to achieve phenotypic transition. 
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8. Conclusion 
Let’s come back to the question we ask in the introduction. To understand how cells regulate 
and maintain phenotypes, a key step is to study how gene activities are regulated. Epigenetic 
histone modification is an essential part of the regulatory network. The mammalian cell 
reprogramming experiments reveal that epigenetic state switching is a rate-limiting step during 
the process (51-53). Recent advances in techniques such as CRISPR opens the possibility of 
easily editing the epigenome of a cell to artificially turn on or off selected genes. Therefore 
understanding the molecular mechanism(s) of epigenetic regulation is of both theoretical and 
practical importance. 
In this chapter we use the CoPE model of epigenetic memory from Zhang et al. as an example 
to illustrate how one constructs and analyzes a mathematical model. We argue that even for a 
system with lots of unknowns, one can still perform certain level of mathematical modeling, and 
provide useful insights. One should be able to simplify and abstract the real system for modeling 
purpose, but in a well-controlled way so connections to the real physical quantities are 
transparent. Often there are a large number of model parameters that cannot be reliably 
constrained by available experimental data. One can still make qualitative and quantitative 
predictions through analyzing an ensemble of models with different parameter values. Last but 
not the least, modeling is not the end, but the starting point of another cycle of studies. While 
studying a complex biological system, modeling has its own strength and limitations, and an 
effort cohesively integrating modeling and experiments is always desirable. 
The CoPE model should be viewed as an initial step to model the complex process of 
epigenetic regulation. In the above we mentioned a number of limitations of the model. In their 
review Rohlf et al. have a detailed discussion on the additional features future modeling efforts 
should take into account (18). For further development, more quantitative data and more 
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molecular details would be needed. One may also adopt a multiscale modeling approach: using 
atomistic and coarse-grained modeling to explicitly include chromosome structure and provide 
inputs for the more coarse-grained modeling approach as described in this chapter.  
Molecular dynamics (MD) simulation studies can provide down to atomistic level insight on 
some critical questions. For example, the histone turnover rate is an important parameter 
affecting the epigenetic dynamics. How is the rate affected by the histone covalent marks or 
DNA methylation? Does it show any sequence dependence? A single histone has many 
modifiable residues. How could different covalent marks crosstalk to each other through 
affecting binding affinities of various enzymes? In recent years, large-scale simulations based 
on structural details of biomolecules have advanced tremendously in terms of both simulation 
time scale (54) and simulation system size (55, 56). Since high-resolution crystal structures of 
nucleosome had been made available (57), systematic computational studies on the 
nucleosome histone modifications, starting from the atomistic level, become one of the 
important developments in the field of epigenetic research (58,59, 60). To support the atomistic 
scale simulation of the modified histone tails, commensurate efforts have been devoted to the 
force field developments to allow highly specific structural and energetic determination. For that 
purpose, ab initio quantum mechanics (QM) calculation, molecular mechanics (MM) or MD 
refinements, and experimental validation are all integrated (61). For example, a user-friendly 
and freely available platform for automated introduction of post-translocation modifications of 
choices to a protein 3D structure is presented by Vienna-PTM web server (http://vienna-
ptm.univie.ac.at) (62). Furthermore, the ab initio QM/MM techniques have also been 
implemented to study histone modifying enzymes on their reaction mechanisms (63).  
Besides the atomistic level approach, coarse-grained modeling from nucleosome toward 
chromatin level (64), with more or less structural basis and empirical interaction potentials, has 
also been developed accordingly. The type of models is quite adaptable to solve practical 
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issues, without being restricted by time and spatial scales. For example, in a previous Monte-
Carlo simulation of a ‘mesoscale’ chromatin model, histone tail flexibility, linker-histone 
electrostatic and orientation, magnesium ion induced electrostatic screening, and linker-DNA 
bending at physiological conditions, as well as thermal fluctuations and entropy effects are all 
considered (65). In a recent Brownian dynamics simulation study of DNA unrolling from the 
nucleosome, the mechanical forces from the histone core and effective electrostatic and site-
specific binding of the DNA to the histone are considered, giving an estimation of the DNA-
histone attraction at ~ 2.7 kBT per base pair (66). In another bead-spring model of chromatin, 
the flexible histone tails are made available for temporary electrostatic interaction with 
nucleosomes; the inter-nucleosomal interactions are thus mediated by the histone tails to allow 
distant communication in chromatin (67). A DNA lattice model in the framework of Ising-Markov 
approaches was developed as well, to describe transcription factor access to nucleosome DNA, 
taking into account intermediate protein binding state in which DNA is partially unwrapped from 
the histone octamer (68). Although these models cannot deal with the chemical nature of 
histone modification, they can be combined with atomistic or ab initio type of simulation studies 
to reveal how local histone modifications impact on global properties of nucleosome-
nucleosome interactions and chromatic structures.  
In summary, structure-based modeling efforts, both at atomistic and coarse-grained levels, will 
continue to help on analyzing existing experimental results, and guiding new experimental 
studies towards elucidating the molecular mechanism of epigenetic regulation and how it is 
coupled to other regulatory schemes such as transcription and translation. 
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Glossary 
List of Acronyms and Abbreviations 
S. Pombe: Schizosaccharomyces pombe 
H3K4: Lysine 4 on histone H3 
H3k9: Lysine 9 on histone H3 
H3k27: Lysine 27 on histone H3 
LSD1: lysine-specific demethylase 1 
HDAC1: histone deacetylase 1 
MLL1: Mixed Lineage Leukemia 1 
PRC2 Polycomb Repressive Complex 2 
Book chapter in Epigenetic Technological Applications (Elsevier),  in press 
 32 
FRAP: fluorescence recovery after photobleaching  
FCS: fluorescence correlation spectroscopy 
Tip60: HIV-Tat interactive protein  
MD: molecular dynamics 
PTM: post-translational modification 
 
Figure Legend 
 
Figure 1. Schematic illustration of the CoPE model of Zhang et al. ε denotes enzyme binding 
energy, J denotes enzyme lateral interaction energy. Adapted from(27). 
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Figure 2. Simulation results using model parameters corresponding to Oct4. (A) Heat map 
representation of a typical simulation trajectory. (B) Zoom-in of the heat map in panel (A) 
showing epigenetic state transition. (C) Phase diagram on the ∆ε -J plane to illustrate bistability 
mechanism. (D) Typical trajectories of the fraction of nucleosomes with repressive marks (left) 
and the corresponding probability distribution of observing given number of nucleosomes with 
repressive marks (right). All simulations are performed with ∆ε = 2, but different Jαα values, 
Upper panel: Jαα = 0, middle panel: Jαα =2:5, lower panel: Jαα = 3:5. The dwelling time 
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distribution is obtained by averaging over 100 trajectories, each started with a randomly 
selected initial histone modification configuration, simulated for 103 Gillespie steps, then 
followed by another 2 ×103 Gillespie steps for sampling. Adapted from (27). 
 
 
Figure 3. Schematic illustration of the reader/writer mechanism. (A) An analogous jigsaw puzzle 
reconstruction problem. (B) Reader-and-writer mechanism for epigenetic pattern reconstruction.  
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Figure 4. Different parameters affect histone epigenetic memory and dynamics. (A) 
Dependence of average dwelling time on histone exchange rate and different enzymatic activity. 
Higher enzymatic activity v=3.0, original enzymatic activity v=1.5. (B) After cell-cycle relaxation 
dynamics of the total number of nucleosomes with repressive marks. (C) Average state dwelling 
time as a function of the cell cycle. Adapted from (27). 
 
Tables 
 H3K9me3 H3K27me3 Refs 
Enzyme HP1α Polycomb group (PcG) proteins (25, 69, 70) 
Cell source Mouse L cells 
 
Drosophila Neuroblasts / 
Embryo (18,65,66) 
Nuclear volume (µM3) 435 200 (25) 
Estimated nucleosome 
number 21,120,000 (L cells) 
960,000 (Embryo (cycle 
14)) (25) 
Nucleosome 
concentration 80.6 mM (L cells) 
7.97 µM (Embryo (cycle 
14)) (25) 
Measured enzyme 
bound fraction 
65% (Mouse NIH  
3T3/iMEFs) 
18.93% (Drosophila 
Neuroblasts cells) (69, 70) 
Total enzyme 
concentration 1µM 
380 nM (Drosophila 
Neuroblasts cells) (69, 70) 
Number of bound 
enzymes 149477 10350 Derived 
PH 0.004 0.0045 Derived based on Eqn. (4) 
cfree 0.35µM 0.308µM Derived 
ε 4.5 kBT 4.2 kBT 
Derived based 
on Eqn. (5) 
Table 1 Estimation of nonspecific binding energy from experimental data. Reproduced 
from (27). 
 σ1 = 1 σ1 = 2 σ1 = 3 σ1 = 4 σ1 = 5 
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σ2 = 1 0.285 0.0685  0.0685 0.010 0.010 
σ2 = 2 0.177 0.042 0.042 0.0062 0.0062 
σ2 = 3 0.177 0.042 0.042 0.0062 0.0062 
σ2 = 4 0.0032 0.0008 0.0008 0.0001 0.0001 
σ2 = 5 0.0032 0.0008 0.0008 0.0001 0.0001 𝑝!! 0.645 0.155 0.155 0.0227 0.0227 
 
Table 2 Calculated enzyme binding probabilities of a two-nucleosome system with s1 = 0, 
and s2 = -1. All model parameters are taken from Table 1 of Zhang et al. (27). Specifically, 
Jαα = 3 kBT, Δε = 2 kBT. 
