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Abstract
The directionality of millimeter-wave (mmWave) communications introduces a significant challenge
in serving fast-rotating/moving terminals, e.g., mobile AR/VR, high-speed vehicles, trains, UAVs.This
challenge is exacerbated in mmWave systems using analog beamforming, because of the inherent non-
convexity in the analog beam tracking problem. In this paper, we obtain the Crame´r-Rao lower bound
(CRLB) of beam tracking and optimize the analog beamforming vectors to get the minimum CRLB.
Then, we develop a low complexity analog beam tracking algorithm that simultaneously optimizes the
analog beamforming vector and the estimate of beam direction. Finally, by establishing a new basic
theory, we provide the theoretical convergence analysis of the proposed analog beam tracking algorithm,
which proves that the minimum CRLB of the MSE is achievable with high probability. Our simulations
show that this algorithm can achieve faster tracking speed, higher tracking accuracy and higher data
rate than several state-of-the-art algorithms. The key analytical tools used in our algorithm design are
stochastic approximation and recursive estimation with a control parameter.
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2I. INTRODUCTION
In the upcoming 5th generation (5G) system, many high-throughput applications will be
implemented to meet the increasing and diverse demands from users, such as mobile aug-
mented/virtual reality (AR/VR) [2], vehicle-to-vehicle/infrastructure (V2V/V2I) [3], high-speed
railway [4], and unmanned aerial vehicle (UAV) [5]. Such explosively growing data traffic can be
conveyed by using higher frequency bands, e.g., millimeter-wave (mmWave) [6]–[8]. Compared
with traditional sub-6 GHz band, the propagation paths in the mmWave band are sparse, i.e.,
only the line-of-sight path and a few relatively strong reflected paths exist [9], [10]. To ensure
enough receive power, the antenna array with high array gain and narrow beam is needed [11],
and it is critical to track these paths fast and accurately in highly mobile conditions.
When using the large scale antenna array in the mmWave systems, it is not feasible to equip
each antenna with a radio frequency (RF) chain and an A/D (or D/A) converter due to high energy
consumption and huge hardware cost [8]. Therefore, the hybrid (analog/digital) beamforming
structure with phased antenna arrays were proposed as one of the most economical solutions [8],
[12]–[16]. In this structure, the signals of all antennas are beamformed in the analog domain by
using phase shifters, and one or several A/D (or D/A) converters are used for digital processing.
This solution has been standardized by IEEE 802.11ad [17] and IEEE 802.15.3c [18], and is
actively discussed by several 5G industrial organizations [19], [20].
For each transmitter/receiver that is configured with a phased antenna array, only a small
amount of pilot symbols can be transmitted/received at a time. This would lead to a high pilot
training overhead for each terminal and thus less resource can be used for data transmission,
which becomes even worse when the beam directions change rapidly. Hence, one fundamental
challenge of mobile mmWave communication is how to accurately track the beam directions of
enormous highly mobile terminals and achieve high data rate & low pilot overhead, which has
been recognized in the industry as one important research task for 5G mmWave and massive
MIMO systems, e.g., [21]–[25]. This challenge is exacerbated in analog beamforming systems,
where only one A/D (or D/A) converter is equipped.
In this paper, we consider an analog beamforming system model and attempt to establish a
basic theory of analog beam tracking, which has not been taken into consideration in the former
studies. An efficient analog beam tracking algorithm is developed, which simultaneously achieves
fast tracking speed, high tracking accuracy, high data rate, and low complexity. We prove that
this algorithm converges to real beam directions with high probability, rather than other sub-
3optimal beam directions, at the maximum possible convergence rate for static scenarios. We also
demonstrate that this translates into a highly accurate tracking of a large number of beams that
are rotating at a high speed1. Note that even with this simplified model, there still exist many
difficulties to resolve the aforementioned challenge, which are summarized as follows:
1) Given a certain beam direction estimator, its estimation accuracy will be dependent on the
pilot training beamforming vectors. Hence, the optimal beam tracking scheme should jointly
optimize the analog beamforming vectors and the beam direction estimators.
2) Since only phase shifters are programmable for the analog phased antenna arrays, the
optimization of analog beamforming vectors is a non-convex optimization problem.
3) Due to the multi-peak property of analog beam pattern, the problem of optimizing the beam
direction estimators is non-convex, and there exist multiple locally optimal stable points.
In addition, it is worth mentioning that the design concept and analytical framework proposed in
this paper can potentially be generalized to more practical models, e.g., in one of our follow-up
studies, a joint channel coefficient and beam direction tracking problem is solved [26].
The main contributions and results of this paper are summarized as follows:
• We derive the CRLB of the beam tracking problem, which is a function of the analog
beamforming vectors. Then, by optimizing among all analog beamforming vectors, we
obtain the minimum CRLB. This minimum CRLB can help us find the optimal solution.
• We develop an analog beam tracking algorithm for tracking dynamic beams, which jointly
optimizes the analog beamforming vectors and beam direction estimators. The derived
update equation of this algorithm is proportional to the imaginary part of the received
signal, which makes the algorithm have very low complexity.
• Theoretical convergence analysis of the proposed tracking algorithm is provided, showing
that the minimum CRLB of the MSE is achievable under a certain condition. As the
traditional stochastic approximation and recursive estimation theory (see [27], [28]) cannot
be directly applied, we establish a new basic theory to prove the convergence and asymptotic
optimality of our algorithm in static beam tracking scenarios in three steps: First, we prove
that it converges to a set of beam directions with probability one, including the real beam
direction and some sub-optimal beam directions (Theorem 1). Second, we prove that under
1These beams may come from either the same terminal or different terminals. For each terminal, the base station should keep
track of several different beams to overcome the negative effect of channel blockage on some of the beam directions.
4certain conditions, it converges to the real beam direction with high probability, rather than
other sub-optimal beam directions (Theorem 2). Finally, if the step-size parameters are
chosen appropriately, then the mean squared error (MSE) of this algorithm converges to the
minimum CRLB, and hence the highest convergence rate is achieved (Theorem 3). To the
extent of our knowledge, this paper presents the first theoretical analysis on the convergence
and asymptotic optimality of the analog beam tracking problem.
• Simulations in both static and dynamic beam tracking scenarios suggest that the proposed
algorithm can achieve faster tracking speed, lower beam tracking error, and higher data rate
than several state-of-the-art algorithms with the same pilot overhead, e.g., [17], [29]–[33]. In
particular, the numerical results in static beam tracking scenarios reveal that this algorithm
can converge quickly to the minimum CRLB, which verifies the theoretical performance
limit we have derived and proved. In dynamic beam tracking scenarios, at signal-to-noise-
ratio (SNR) = 10 dB, the proposed algorithm is capable of tracking 18.33◦/s and achieve
95% capacity by inserting only 5 pilots per sec (see Table I in Section VII-B for details),
which corresponds to very fast tracking speed. In addition, this algorithm can support much
lower SNR (e.g., -5 dB) and outperform the comparison algorithms a lot.
The rest of this paper is organized as follows. In Sections II, we introduce the related work.
In Sections III, the system model is described. In Sections IV, we formulate the beam tracking
problem and obtain its performance bound. In Section V and VI, a recursive beam tracking
algorithm is designed, which is proven to converge to the minimum CRLB in static beam
tracking scenarios. In Section VII, numerical results show that this algorithm converges very
fast to the minimum CRLB in the static beam tracking scenarios and achieves a better tradeoff
curve between MSE (or data rate) vs. angular velocity in dynamic beam tracking scenarios.
II. RELATED WORK
A. Beam Estimation and Tracking
There have been a large number of studies on beam direction estimation/tracking in mmWave
systems with analog beamforming arrays. We first review the state-of-the-art algorithms:
1) Beam estimation: This kind of methods sweep the channel with predefined spatial beams
and estimate the beam directions of the channel based on these observations. According to differ-
ent sweeping methods, we divide them into three categories: 1) Exhaustive sweeping [34]–[36]:
Narrow spatial beams are used to probe the channel exhaustively. It can guarantee a thorough
observation on the channel, but the pilot training overhead increases linearly with the number of
5antennas, which will easily go beyond the limitation of transmission resource. 2) Hierarchical
multi-resolution sweeping [5], [37]–[40]: The hierarchical multi-resolution codebooks are used
to sweep the channel. 3) Random sweeping [30]–[32]: Several random analog beamforming
vectors are used to observe the channel. Compared with the exhaustive sweeping methods, the
latter two categories can reduce the pilot overhead a lot. However, the probing beams in these
schemes might be far from the real beam directions, making the corresponding observation SNRs
too low to contribute to the beam direction estimation.
2) Beam tracking: This kind of methods take the prior information of beam directions into
account. In [33], [41]–[43], the estimated beam directions are updated based on the latest esti-
mates. In particular, the algorithms in [41], [42] use predefined probing directions to exhaustively
sweep the channel in each iteration. Each time when the sweeping process is finished, the beam
direction estimates will be updated recursively by using the latest observations and estimates.
Due to the use of exhaustive sweeping in these algorithms, a large number of beam directions
should be probed in each iteration, which introduces high pilot overhead. To avoid high pilot
overhead, [43] proposed to probe several directions around the newly estimated beam directions,
and [33] used two pilots to probe two different directions within the mainlobe in each iteration.
But the optimal probing directions are not given in these algorithms. In [44], the authors start to
study the optimization of analog beamforming vectors during pilot training, which is obtained
based on the latest estimate. However, its beam direction estimation is done without using the
historical estimation information. In these studies, they did not simultaneously optimize the pilot
training beamforming vectors and design the beam tracking scheme. In addition, these works
mainly used simulation results to verify the tracking performance without theoretical analysis
on the convergence performance. However, as the beam tracking problem is non-convex, the
convergence performance analysis is quite important.
B. Theoretical Analysis with Multiple Stable Points
In [45], the authors analyzed the theoretical performance of their recursive SNR tracking
algorithm. It proved that the algorithm can converge to the optimal solution asymptotically and
approach the optimal Crame´r-Rao lower bound (CRLB). In [45], the stochastic approximation
and recursive estimation theory given in [27] was used. However, this theory is mainly designed
for the problem with a single stable point, which cannot handle the multi-stable-points beam
tracking problem directly. In [28], the authors established a new theory that takes multiple stable
6points into consideration. A theorem was given to prove that a recursive process can converge to
a unique point within the stable point set. But it still cannot handle the beam tracking problem, in
which the algorithm should converge to the real beam direction, rather than other local optimal
stable points. Because among all the stable points, only the real beam direction can provide an
acceptable received SNR. To analyze whether a recursive process can converge to one particular
stable point or not, [46] has proposed a new theory, in which the lower bound of probability of
convergence was derived.
III. MODEL DESCRIPTION
A. Notations
Lower case letters such as a and a is used to represent scalars and column vectors, respectively,
where |a| denotes the modulus of a and ‖a‖2 denotes the 2-norm of a. Upper case letters such
as A will be utilized to denote matrices. For a vector a or a matrix A, its transpose is denoted
by aT or AT, and its Hermitian transpose is denoted by aH or AH. Let CN (u, σ2) stand for the
circular symmetric complex Gaussian distribution with mean u and variance σ2, and N (u, σ2)
stand for the real Gaussian distribution with mean u and variance σ2. The sets of (positive)
integers and real numbers are written as Z(Z+) and R, respectively. Expectation is denoted by
E[·] and the real (imaginary) part of a variable x is denoted by Re {x} (Im {x}). The natural
logarithm of x is denoted by log(x). The phase of a complex number z is obtained by ∠z.
B. System Model
Consider a receiver with a linear antenna array in Fig. 1, where M antennas are placed
along a line, with a distance d between adjacent antennas.2 The antennas are connected through
programmable phase shifters to a single RF chain, and the phase shifters are controlled to steer
the beam. In the mmWave band, the multi-path channel model is widely used [8]. In addition,
as block fading is often assumed in most literature, the channel vector is given by
hn =
Np∑
ℓ=1
βn,ℓa(xn,ℓ), (1)
where n is the time-slot number, Np is the number of distinct propagation paths, βn,ℓ is the
complex channel coefficient of the ℓ-th path,
2In practical systems, both transmitter and receiver sides should be considered. Due to the transmitter-receiver reciprocity, the
beam tracking of both sides will have similar designs. Hence, we consider beam tracking algorithm design and performance
analysis on the receiver side. In the following sections, in order to make the mathematical expressions and derivations more
concise, the transmitter is simplified by using an omnidirectional antenna model.
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Fig. 1. System model.
a(xn,ℓ) =
[
1 ej
2πd
λ
xn,ℓ · · · ej 2πdλ (M−1)xn,ℓ
]H
, (2)
is the steering vector, xn,ℓ = sin(θn,ℓ) is the normalized spatial frequency, θn,ℓ ∈ [−π/2, π/2] is
the angle-of-arrival (AoA), and λ is the wavelength.
Thanks to the sparsity of mmWave channel and the use of large scale antenna array, the
interference between different paths is weak in most cases [9], [10]. Motivated by this, we
assume that the single-path beam tracking is considered and multiple propagation paths can
be tracked separately by using single-path beam tracking algorithms. This assumption was also
adopted in recent studies, e.g., [33]. Meanwhile, the constant-envelope constraint in phased
antenna arrays (i.e., only phase shifters can be controlled in the analog beamforming vectors)
makes beam tracking design much harder than the conventional fully digital arrays, which in
turn renders the evaluation of fundamental limits and the development of achievable schemes
extremely difficult. To that end, for analytical tractability in this paper, we will focus on the
single-path case, in which one propagation path should be tracked.
For clarity, we omit the path number ℓ. As depicted in Fig. 1, the propagation path has an
AoA θn, and its channel vector is denoted by hn = βna(xn). We assume that βn changes much
slower than the beam direction xn, hence it can be treated as a fixed and known parameter in
the latter part, i.e., βn = β.
3 Let wmn ∈ [−π, π] be the phase shift in radians provided by the
m-th phase shifter. Then, the analog beamforming vector steered by the phase shifters is
wn =
1√
M
[
ejw1n ejw2n · · · ejwMn]H . (3)
Combining the output signals of the phase shifters yields
rn = w
H
nhnp + σzn = pβw
H
na(xn) + σzn, (4)
3Regarding βn, there exist two cases: (i) βn is assumed to known, and (ii) βn is unknown. In the first case, we can focus
on the theoretical analysis of beam direction tracking, which will be considered in this paper. The second case is taken into
consideration in our follow up paper [26].
8where p is the pilot signal, σ2 is the noise power at each antenna, and the zn’s are i.i.d. circularly
symmetric complex Gaussian random variables with zero mean and unity variance. Dividing rn
in (4) by pβ, the observation that contains the beam direction information is obtained as
yn = w
H
na(xn) +
zn√
ρ
, (5)
where ρ = |pβ|2/σ2 is the SNR at each antenna. Given xn and wn, the conditional probability
density function of yn is
p(yn|xn,wn) = ρ
π
e−ρ|yn−wHna(xn)|
2
. (6)
A beam tracker determines the analog beamforming vector wn and provides an estimate xˆn
of the spatial frequency xn after applying wn.
4 From a control system perspective, xn is the
system state, xˆn is its estimate, the beamforming vector wn is the control action, and yn is a
noisy observation that is determined by a non-linear and non-convex function of the system state
xn and control action wn. In the next section, we will formulate this beam tracking problem.
IV. BEAM TRACKING AND ITS PERFORMANCE BOUND
In Section IV-A, we first formulate the beam tracking problem. Then, in Section IV-B, we
derive a performance bound for the beam tracking problem.
A. Problem Formulation
Let ψ=(w1,w2, . . . , xˆ1, xˆ2, . . .) represent a beam tracking policy, which contains a sequence
of beamforming vectors {wn, n ∈ Z+} and beam direction estimators {xˆn, n ∈ Z+}. In particular,
we consider the set Ψ of causal beam tracking policies: The estimate xˆn of time-slot n and the
control action wn+1 of time-slot n+1 are determined by using the history of the control actions
(w1, . . . ,wn) and the observations (y1, . . . , yn). The policy ψ is to be designed to minimize the
beam tracking error in each time-slot. Given any time-slot n, the beam tracking problem can
be formulated as
min
ψ∈Ψ
E
[
(xˆn − xn)2
]
(7)
s.t. E [xˆn] = xn,wn =
1√
M
[
ejw1n · · · ejwMn]H , (8)
4Interestingly, by tracking the spatial frequency xn, we obtain a beam tracking algorithm with better robustness than tracking
the AoA θn; see Section VI-C for details.
9where xˆn in constraint (8) is an unbiased estimator of xn. Problem (7) is a constrained sequential
control and estimation problem that is difficult, if not impossible, to solve optimally. First, the
system is partially observed through the observation yn. Second, both the control action wn
and the estimator xˆn need to be optimized in Problem (7): On the one hand, because only the
phase shifts (w1n, . . . , wMn) in (3) are controllable, the optimization of wn is a non-convex
optimization problem. On the other hand, as the probability density function of yn is determined
by the non-linear and non-convex function of xn as given in (6), the problem of optimizing the
estimator xˆn is also non-convex.
B. Lower Bound of Beam Tracking Error
Next, we establish a lower bound of the MSE5 in (7) under the static beam tracking scenarios,
where xn = x for all time-slot n. Given the control actions (w1, . . . ,wn), the MSE is lower
bounded by the CRLB [27]
E
[
(xˆn − x)2
] ≥ 1∑n
i=1 I(x,wi)
, (9)
where I(x,wi) is the Fisher information [47] that can be computed by using (6):
I(x,wi) = E
[
−∂
2 log p (yi|x,wi)
∂x2
∣∣∣∣ x,wi
]
=
2ρ
M
∣∣∣∣∣
M∑
m=1
2πd
λ
(m− 1)ej[wmi− 2πdλ (m−1)x]
∣∣∣∣∣
2
. (10)
Note that the Fisher information I(x,wi) is the function of wi. By optimizing the control actions
(w1, . . . ,wn) in the right-hand-side (RHS) of (9), we obtain
1
n
n∑
i=1
I(x,wi) ≤ 2M(M − 1)
2π2d2ρ
λ2
∆
= Imax, (11)
where the maximum Fisher information Imax in (11) is achieved if, and only if, for i = 1, . . . , n
wi =
a(x)√
M
=
1√
M
[
1 ej
2πd
λ
x · · · ej 2πdλ (M−1)x
]H
. (12)
Hence, the MSE is lower bounded by the minimum CRLB
E
[
(xˆn − x)2
] ≥ 1
nImax
. (13)
In what follows, we will investigate a new recursive analog beam tracking algorithm that can
achieve this lower bound.
5Note that as the unbiased estimator is considered, the MSE is equal to the variance of the proposed estimator. Therefore,
we use MSE throughout the paper. In addition, the MSE is also a suitable performance metric for any estimators, including the
biased and unbiased ones.
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Algorithm 1 Recursive Analog Beam Tracking
1) Coarse Beam Sweeping: Receive M pilots successively. The analog beamforming vector
w˜m for receiving the m-th training signal y˜m is
w˜m =
a
(
2m
M
− M+1
M
)
√
M
,m = 1, . . . ,M. (14)
Obtain the initial estimate xˆ0 of the beam direction by
xˆ0 = argmax
xˆ∈X
∣∣∣a(xˆ)HW˜y˜∣∣∣ , (15)
where y˜ = [y˜1 · · · y˜M ]T, W˜ = [w˜1 · · · w˜M ], and X =
{
1−M0
M0
, 3−M0
M0
, . . . , M0−1
M0
}
.
2) Recursive Beam Tracking: In each time-slot n = 1, 2, . . ., the analog beamforming vector
wn is
wn =
a (xˆn−1)√
M
. (16)
The estimate xˆn of the beam direction is updated by
xˆn = [xˆn−1 − an Im {yn}]1−1 , (17)
where [x]cb = max {min{x, c}, b} and an > 0 is the step-size that will be specified later.
V. RECURSIVE ANALOG BEAM TRACKING ALGORITHM
In this section, we will introduce our new recursive analog beam tracking algorithm, which
tells how to recursively update the beamforming vectors and the estimates according to current
observations and historical estimates.
A. Frame Structure of Beam Tracking
We first introduce the frame structure of the transmitted signals. The transmission is divided
into two stages: 1) coarse beam sweeping and 2) recursive beam tracking. As depicted in Fig. 2,
M pilots will be received successively in Stage 1, which is assumed to obtain an initial estimate
xˆ0. In Stage 2, one pilot is allocated in each time-slot (e.g., at the beginning of each time-slot
as in Fig. 2), and the estimate xˆn as well as the control action wn are updated iteratively.
B. Algorithm Design
Based on the frame structure introduced in Section V-A, we design a recursive analog beam
tracking algorithm as described in Algorithm 1. Then, we will clarify how Algorithm 1 is
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designed. Due to the non-convex property of the beam tracking problem in (7), a good initial
estimate xˆ0 obtained in Stage 1 is quite important for the success of tracking the real direction
xn in Stage 2. As depicted in Fig. 3, we can conjecture that a good initial estimate xˆ0 should
be within the mainlobe set B (x0), defined by
B (x0) =
(
x0 − λ
Md
, x0 +
λ
Md
)⋂
[−1, 1]. (18)
To achieve this goal, the exhaustive sweeping is used to thoroughly probe the channel (i.e.,
by using the beamforming vectors in (14)), and motivated by the orthogonal matching pursuit
method (e.g., [31]), the initial estimate xˆ0 is obtained by projecting the observation vector on a
redundant dictionary X in (15), where the size M0 of X determines the estimation resolution
and a larger size M0 provides a more accurate initial estimate.
6 Our simulations suggest that, if
the SNR ρ ≥ 0 dB and M0 = 2M , a good initial estimate xˆ0 within the mainlobe B (x0) can be
obtained with a probability higher than 99.99%.7
In Stage 2, the recursive beam tracker in (17) is motivated by the following maximum
likelihood (ML) estimator:
max
xˆn

maxwn
n∑
i=1
E
[
log p (yi|xˆn,wi)
∣∣∣∣xˆn,w1,. . . ,wi,
y1,. . . ,yi−1
]
, (19)
where xˆn ∈ [−1, 1] and wn is subject to (3). We propose a two-layer nested optimization
algorithm to solve (19):
In the inner layer, to achieve the maximum value, it is equivalent to maximize the Fisher
information to find the best control action wn as follows:
max
wn
I(xˆn−1,wn)
s.t. wn =
1√
M
[
ejw1n · · · ejwMn]H. (20)
According to (11), the solution of (20) is given by wn = a(xˆn−1)/
√
M , i.e., (16).
In the outer layer, rather than directly solving (19), we propose to use the stochastic Newton’s
6The observation vector can be denoted by y˜ = W˜Ha(x0)+ z˜, where z˜ is the observation noise vector. Since W˜ is a unitary
matrix, i.e., W˜W˜H = IM , we can get
∣
∣
∣a(xˆ)HW˜y˜
∣
∣
∣ =
∣
∣
∣a(xˆ)Ha(x0) + a(xˆ)HW˜z˜
∣
∣
∣, which is maximized by choosing an xˆ that
is close to x0. When z˜ = 0, the best choice is xˆ = x0.
7We can use more time-slots (pilot resources) to support lower SNR in Stage 1. As Stage 1 is executed only once, this will
not increase the total pilot overhead by much.
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method, given by [27]
xˆn =

xˆn−1 − sn ·
∂ log p(yn|xˆn−1,wn)
∂xˆn−1
E
[
∂2 log p(yn|xˆn−1,wn)
∂xˆ2n−1
∣∣∣ xˆn−1,wn]


1
−1
=
[
xˆn−1 + sn ·
∂ log p(yn|xˆn−1,wn)
∂xˆn−1
I(xˆn−1,wn)
]1
−1
,
(21)
where sn is the step-size, [x]
1
−1 = max {min{x, 1},−1} constrains the estimates within the
feasible region [−1, 1],
∂ log p (yn|xˆn−1,wn)
∂xˆn−1
= 2ρRe
{[
yn −wHna(xˆn−1)
]H ·wHn ∂a(xˆn−1)∂xˆn−1
}
, (22)
and
I(xˆn−1,wn) =
2ρ
M
∣∣∣∣∣
M∑
m=1
2πd
λ
(m−1)ej[wmn−2πdλ (m−1)xˆn−1]
∣∣∣∣∣
2
. (23)
By plugging (16), (22) and (23) into (21), we can obtain the following recursive beam tracker
(see Appendix A for the detailed derivation)
xˆn =
[
xˆn−1 − λsn√
M(M − 1)πd · Im {yn}
]1
−1
. (24)
Let an = λsn/[
√
M(M − 1)πd] in (24) be the new step-size, then we can obtain (17). Hence,
even though the original algorithm in (21) is quite complicated, we are able to simplify it
significantly, which greatly reduces the computational complexity of the algorithm.
VI. ASYMPTOTIC OPTIMALITY ANALYSIS
In this section, we first present the key challenge faced by Algorithm 1. Then, a series of three
theorems will be developed to prove its asymptotic optimality in static beam tracking, which
helps resolve this challenge. Finally, we will investigate an alternative scheme that can be used
to perform beam tracking.
A. Multiple Stable Points for Recursive Procedure
To obtain the points that the recursive procedure (16) and (17) might converge to, we will in-
troduce its corresponding ordinary differential equation (ODE). Using (5) and (16), the recursive
beam tracker in (17) can also be expressed as
xˆn =
[
xˆn−1 + an
(
f(xˆn−1, xn)− Im {zn}√
ρ
)]1
−1
, (25)
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at the sidelobe peaks.
where function f : R× R 7→ R is defined as
f(v, xn)
∆
= − 1√
M
Im
{
a(v)Ha(xn)
}
. (26)
This recursive procedure can be seen as a noisy, discrete-time approximation of the following
ODE [46, Section 2.1]
dxˆ(t)
dt
=


max{f(−1, xn), 0} if xˆ(t) = −1
f(xˆ(t), xn) if − 1 < xˆ(t) < 1
min{f(1, xn), 0} if xˆ(t) = 1,
(27)
with t ≥ 0 and xˆ(0) = xˆ0. According to [28], [46], the recursive procedure will converge to
one of the stable points of the ODE (27). Here the stable point of the ODE (27) is defined as
a point v0 that satisfies f(v0, xn) = 0 and f
′
v(v0, xn) < 0, which means that any starting point
from the neighbourhood of v0 will make the ODE converge to v0 itself.
As depicted in Fig. 3, f(v, xn) is not monotonic in v (i.e., Problem (7) is non-convex), and
within each lobe (i.e., the mainlobe or the sidelobe) of the antenna array pattern, there exists
one stable point. The local optimal stable points for the recursive procedure are given by
S(xn) = {v ∈ (−1, 1] : f(v, xn) = 0, f ′v(v, xn) < 0}
=
{
vk ∈ (−1, 1] : vk = xn + kλ
(M − 1)d, k ∈ Z
}
.
(28)
Since the noise power is not zero, i.e., ρ < ∞, the recursive procedure may get out of the
mainlobe and converge to one of the sub-optimal beam directions instead of the real beam
direction, even though the initial value is within the mainlobe. Note that except for xn, the
antenna array gain is quite low at other local optimal stable points in S(xn), where the loss of
antenna array gain is nearly 20 dB and will be higher if more antennas are configured. Hence,
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one key challenge is how to ensure that Algorithm 1 converges to the real direction xn, instead
of other local optimal stable points in S(xn).
B. Step-size Design and Asymptotic Optimality Analysis
In static beam tracking, we adopt the widely used diminishing step-sizes, given by [27], [28],
[46]
an =
α
n +N0
, n = 1, 2, . . . , (29)
where α > 0 and N0 ≥ 0.
The traditional theory in stochastic approximation and recursive estimation does not provide
an available method to prove the convergence to the optimal solution and the minimum CRLB
under the condition of multiple stable points (see, e.g., [27], [28]). Therefore, we refer to the
method that uses the ODE to obtain the lower bound of probability of convergence to any stable
point [46]. By using these tools, we propose a new basic theory to analyze Algorithm 1. In
particular, we now develop a series of three theorems to resolve the challenge mentioned in
Section VI-A.
Theorem 1 (Convergence to Stable Points). If an is given by (29) with any α > 0 and N0 ≥ 0,
then xˆn converges to a unique point within S(x) ∪ {−1} ∪ {1} with probability one.
Proof. See Appendix B.
Hence, for general step-size parameters α and N0 in (29), xˆn converges to a stable point
in S(x) or a boundary point. However, as mentioned in Section VI-A, among all these stable
points, only the real beam direction x can ensure the optimum antenna array gain, which is
much higher than other local optimal stable points. Therefore, we further consider the case that
xˆn converges to the optimum solution x.
Theorem 2 (Convergence to the Real Direction x). If (i) the initial point satisfies xˆ0 ∈ B (x),
(ii) an is given by (29) with any α > 0, then there exist N0 ≥ 0 and C0 > 0 such that
P ( xˆn → x| xˆ0 ∈ B (x)) ≥ 1− 2e−C0·
ρ
α2 . (30)
Proof Sketch. Motivated by Chapter 4 of [46], we will prove this theorem in three steps: in Step
1, we will construct two continuous processes based on the discrete process {xˆn}; in Step 2,
using these continuous processes, we establish a sufficient condition for the convergence of the
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discrete process {xˆn}; in Step 3, we will derive the lower bound of probability for this condition,
which is also a lower bound for P ( xˆn→x| xˆ0∈B (x)). See Appendix C for the details.
By Theorem 2, if the initial point xˆ0 is in the mainlobe B(x), the probability that xˆn does
not converge to x decades exponentially with respect to (w.r.t.) ρ/α2. Hence, we can increase
the SNR ρ and reduce the step-size parameter α to ensure xˆn→x with high probability. Under
the condition of ρ = 10 dB and M = 8-128, typical values of N0 required by the sufficient
condition in Theorem 2 are 10-50. However, we can choose any N0≥0 to achieve a sufficiently
high probability of xˆn→x in simulations.
Theorem 3 (Convergence to x with the Minimum MSE). If (i) an is given by (29) with
α =
λ√
M(M − 1)πd
∆
= α∗, (31)
and any N0 ≥ 0, and (ii) xˆn → x, then
√
n (xˆn − x) d→ N
(
0, I−1max
)
, (32)
as n→∞, where d→ represents convergence in conditional distribution given xˆn → x, and Imax
is defined in (11). In addition,
lim
n→∞
n E
[
(xˆn − x)2
∣∣xˆn → x] = I−1max. (33)
Proof. See Appendix D.
Theorem 3 tells us that α should not be too small: If α = α∗ in (31), then the minimum CRLB
on the RHS of (13) is achieved asymptotically with high probability, which ensures the highest
convergence rate8. In practice, we suggest to choose α = α∗ and N0 = 0 in (29). Interestingly,
Theorem 3 can be readily generalized to the track of any smooth function of x:
Corollary 1. If the conditions of Theorem 3 are satisfied, then for any first-order differentiable
vector function u(v)
lim
n→∞
nE
[
‖u(xˆn)− u(x)‖22
∣∣∣xˆn → x]=‖u′(x)‖22 I−1max. (34)
8The convergence rate is defined as the asymptotic properties of normalized errors [48], i.e., lim
n→∞
n E
[
(xˆn − x)
2
]
. Algorithm
1 is capable of approaching the minimum MSE, which corresponds to the highest convergence rate.
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Algorithm 2 Angular Domain Recursive Analog Beam Tracking
1) Coarse Beam Sweeping: Receive M pilots successively. The analog beamforming vector
w˜m for receiving the m-th training signal y˜m is given by (14). Obtain the initial estimate
θˆ0 of the beam direction by
θˆ0=arcsin
{
argmax
xˆ∈X
∣∣∣a(xˆ)HW˜y˜∣∣∣} . (36)
where y˜ = [y˜1 · · · y˜M ]T, W˜ = [w˜1 · · · w˜M ], and X =
{
1−M0
M0
, 3−M0
M0
, . . . , M0−1
M0
}
.
2) Recursive Beam Tracking: In each time-slot n = 1, 2, . . ., the analog beamforming vector
wn is
wn =
1√
M
a(sin(θˆn−1)). (37)
The estimate θˆn is updated by
θˆn =
[
θˆn−1 − an
cos(θˆn−1)
Im {yn}
]π
2
−π
2
, (38)
where an > 0 is the step-size.
Proof. See Appendix E.
For example, consider the channel response h = βa(x) and its estimate hˆn = βa(xˆn). If
α = α∗ and N0 = 0, Corollary 1 tells us that, with a high probability, the minimum CRLB of
h is achieved in the following limit:
lim
n→∞
nE
[∥∥∥hˆn − h∥∥∥2
2
∣∣∣∣ xˆn → x
]
= I−1max
M−1∑
m=1
∣∣∣∣∣∣
∂
(
βe−j
2πd
λ
mx
)
∂x
∣∣∣∣∣∣
2
=
(2M − 1)σ2
3(M − 1)|p|2 . (35)
C. Further Discussion: To Track the AoA θ or its Sine x?
We can design the analog beam tracking algorithm by tracking either the AoA θ or its sine
x. The algorithm that tracks the spatial frequency x is provided in Algorithm 1. The algorithm
that directly tracks the AoA θ is described in Algorithm 2.
The convergence rate of Algorithm 2 can be characterized by Corollary 1 with u(x) = arcsin x.
In particular, Algorithm 1 and Algorithm 2 share the same asymptotic convergence rate when θˆn
is very close to θ. On the other hand, if θˆn−1 is close to −π2 or π2 , cos (θˆn−1) in (38) is close to
zero. Therefore, when θn is close to −π2 or π2 , the update part in (38) has an infinite amplitude
and Algorithm 2 will oscillate. However, this oscillation issue does not happen in Algorithm 1.
17
(a) (b)
Fig. 4. Estimation error comparison between the algorithms tracking the AoA θ and its sine x: (a) an=α
∗/10; (b) an=α∗.
Figure 4 depicts the tracking errors in angular degree in both algorithms, where the system
parameters are configured as: p=(1−j)/√2, β=(1+j)/√2, ρ=10 dB,M=8, d=0.5λ, θ=88◦,
x = sin(θ) ≈ 0.9994, an = α∗/10 or α∗. It can be observed that both algorithms have similar
tracking performance at the beginning. As the estimate gets closer to the real value, Algorithm
2 that tracks θ starts to oscillate or even escape the mainlobe, while Algorithm 1 is stable.
In addition, (16) and (17) in Algorithm 1 are less complicated than (37) and (38) in Algorithm
1 (although both algorithms are of low complexity). Because of these reasons, we choose to track
the spatial frequency x in this paper, instead of tracking the AoA θ directly. If the AoA is needed,
then one can use the arcsin function to obtain it, i.e., θ = arcsin x.
VII. NUMERICAL ANALYSIS
We compare Algorithm 1 with four reference algorithms:
1) Least squares [29]: Sweep all the beamforming directions in the DFT codebook (14) and
use the least squares algorithm to estimate the channel response hn. Then obtain the analog
beamforming vector wn for data transmission by
wmn = ∠hˆnm, m = 1, 2, · · · ,M, (39)
where hˆnm is the m-th element of the estimated channel response hˆn.
2) Compressed sensing [30]–[32]: Randomly choose the phase shifts wmn from {±1,±j} to
receive pilot signals. Then use the sparse recovery algorithm to estimate the spatial frequency
xn, where a DFT dictionary with a size of 1024 is utilized.
3) IEEE 802.11ad [17]: This algorithm contains two stages: beam sweep and beam tracking. In
the first stage, sweep the beamforming directions in the DFT codebook (14) and choose the
direction with the strongest received signal as the best beam direction. In the second stage,
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probe the best beam direction and its two adjacent beam directions, then choose the strongest
direction as the new best beam direction. The second stage is performed periodically.
4) Kalman filter [33]: We use the coarse beam sweeping method as given in Algorithm 1 to
provide an initial estimate for the Kalman filter based algorithm. Then, in each iteration,
two training beamforming vectors around the newly estimated AoA are used, where the
observation angles’ offsets are set as ±3.5◦. These offsets ensure that the observation angles
are within the mainlobe. For fairness, we assume that β is known in the Kalman filter based
algorithm, and only the AoA θn need to be tracked.
Two performance metrics are considered: (i) the MSE of the channel response hn, defined by
MSEh,n
∆
= E
[∥∥∥hˆn − hn∥∥∥2
2
]
, (40)
and (ii) the achievable rate Rn, i.e.,
Rn
∆
= log2
(
1 + ρ
∣∣wHna(xn)∣∣2) . (41)
The system parameters are configured as: p = (1 − j)/√2, β = (1 + j)/√2, ρ = 10 dB,M =
16,M0=2M, d=0.5λ. In the following subsections, we will investigate the static and dynamic
beam tracking scenarios separately.
A. Static Beam Tracking
In static beam tracking scenarios, we assume that one pilot is allocated in each time-slot.
Hence, these algorithms have the same pilot overhead. The received pilot signals of all time-
slots 1, . . . , n are used for estimating xn and hn in the compressed sensing and least square
algorithms. The step-size an is given by (29) with α = α
∗ and N0 = 0. The simulation results
are averaged over 10000 random system realizations, where the beam direction x is randomly
generated by a uniform distribution on [−1, 1] in each realization.
Figure 5 plots the convergence performance of MSEh,n over time (i.e., pilot overhead). The
MSE of Algorithm 1 converges quickly to the minimum CRLB given in (35), which agrees with
Corollary 1 and is much smaller than those of IEEE 802.11ad, least square, compressed sensing
and Kalman filter algorithms.
B. Dynamic Beam Tracking
In dynamic beam tracking scenarios, where beam direction changes over time. In the beginning,
we assume that continuous pilot training is performed and an initial estimate is obtained for all
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Fig. 5. MSEh,n vs. time-slot number n in static beam tracking.
the algorithms. After that, one pilot is allocated in each time-slot to ensure that these algorithms
have the same amount of pilot overhead.
The last M/2 pilot signals are used in the compressed sensing algorithm and the last M
pilot signals are used in the least square algorithm. For the IEEE 802.11ad algorithm, the
probing period of its beam tracking stage is 3 time-slots. For the Kalman filter algorithm, the
probing period is 2 time-slots. These parameters are chosen to improve the performance of these
algorithms. To keep track of the changing beam direction, the step-size an of Algorithm 1 is
fixed as
an = α
∗ =
λ√
M(M − 1)πd, for all n ≥ 1, (42)
which is determined by the configuration of the antenna array and is independent of the SNR ρ.
Figures 6 and 7 depict the AoA tracking and achievable rate performance in dynamic scenarios,
where the AoA θn varies according to θn=(π/3) sin (2πn/1000)+0.005ϑn with ϑn∼N (0, 1). Al-
gorithm 1 always tracks the actual AoA very well, and achieves the channel capacity 7.33bits/s/Hz
in all the time-slots. The performance of Algorithm 1 is much better than the first three reference
algorithms, and the Kalman filter algorithm has similar performance as Algorithm 1, which is
due to that the current angular velocity is quite low.
Next, we will consider different angular velocities. Figures 8 and 9 illustrate the average AoA
tracking and achievable rate performance under a fixed angular velocity model θn = θn−1+δn−1·ω
where 1 ≤ n ≤ 10000, θ0 = 0, δn ∈ {−1,1} denotes the rotation direction, and ω is a fixed
angular velocity. The rotation direction δn is chosen such that θn varies within [−π/3,π/3]. We
can observe that Algorithm 1 can support higher angular velocities and data rates than the other
algorithms when all 16 antennas are used. In addition, by using a subset of antennas, e.g.,M = 4
or 8, for beam tracking and all 16 antennas for data transmission, the beam tracking regime of
Algorithm 1 can be further enlarged.
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Fig. 6. AoA tracking in dynamic beam tracking.
Fig. 7. Achievable rate in dynamic beam tracking.
According to Fig. 9, Algorithm 1 can achieve 95% of the channel capacity when the angular
velocity of the beam direction is 0.064 rad/time-slot, the SNR is ρ = 10 dB, and M = 8. If
each time-slot (TTI) lasts for 0.2ms (e.g., in 5G systems [49], [50]), Algorithm 1 can support
an angular velocity of 0.064 × 1000/0.2 = 320 rad/s ≈ 51 circles/s. Consider a TDMA pilot
pattern where 1000 beams are tracked by the antenna array periodically in a round-robin fashion
such that 1 pilot is sent in each time-slot. Note that these beams may come from either the same
terminal or different terminals, and the base station can keep track of several different beams
for each terminal. Algorithm 1 can support 0.32 rad/s (or 18.33◦/s) per beam for tracking all
these 1000 beams, which is 72 mph if the transmitters/reflectors steering these beams are at a
distance of 100 meters. And when it is needed to track extremely fast mobiles, we can insert
pilot symbols with higher density (or frequency) for each mobile. For example, in the 5G NR
standard, the subcarrier spacing of mmWave band is 60 kHz and each symbol spans 17.84 µs
[51]. At this symbol rate, the proposed algorithm can track a narrow beam rotating at an angular
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Fig. 8. MSEh,n vs. angular velocity in dynamic beam tracking, ρ = 10 dB.
Fig. 9. Achievable rate vs. angular velocity tradeoff in dynamic beam tracking, ρ = 10 dB.
velocity of 2.05 × 105 degrees/sec. This corresponds to a rotation frequency of 411 Hz, which
is way beyond the need of beam tracking. Hence, the tracking speed can be very fast.
In addition, we consider the condition that SNR is ρ = 0 dB and other parameters are the same
as Figs. 8 and 9. As depicted in Figs. 10 and 11, it can be seen that Algorithm 1 can provide
higher performance gain than the condition that SNR is ρ = 10 dB, when all 16 antennas are
used. Moreover, by usingM = 8 antennas for tracking and all 16 antennas for data transmissions,
the beam tracking regime of Algorithm 1 can still be enlarged. But when M = 4 antennas are
used for tracking, the performance deterioration is quite significant due to the low antenna gain.
Therefore, when SNR is low, more antennas are needed to ensure the good tracking performance.
At last, the performance of these algorithms under different conditions is summarized in Table
I. We can observe that the maximum trackable angular velocity of Algorithm 1 to achieve 95%
capacity is much higher than those reference algorithms, and more importantly, when SNR is
equal to or lower than 0 dB, Algorithm 1 still works well under most of the conditions, while the
first three reference algorithms cannot meet the 95% capacity requirement even if the moving
speed is zero. Hence, the proposed algorithm can achieve a much faster beam tracking speed
than the other algorithms, over a wide range of SNR values.
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Fig. 10. MSEh,n vs. angular velocity in dynamic beam tracking, ρ = 0 dB.
Fig. 11. Achievable rate vs. angular velocity tradeoff in dynamic beam tracking, ρ = 0 dB.
TABLE I
MAXIMUM ANGULAR VELOCITY (IN degrees per second) FOR ACHIEVING 95% OF THE CHANNEL CAPACITY WITH
DIFFERENT ALGORITHMS.
SNR without
array gain
Number of
antennas
Recursive
beam
tracking
Least
square
[29]
Compressed
sensing
[30]–[32]
IEEE
802.11ad
[17]
Kalman
filter
[33]
10 dB
M = 8 18.33 4.13 2.29 − 8.31
M = 32 4.18 0.29 0.57 0.06 1.95
M = 128 1.03 0.03 0.11 0.23 0.49
0 dB
M = 8 13.18 − − − 6.02
M = 32 3.84 − − − 1.83
M = 128 0.97 − − − 0.46
−5 dB
M = 8 − − − − −
M = 32 2.98 − − − 0.29
M = 128 0.92 − − − 0.46
1. The notation “−” denotes that the corresponding algorithm cannot achieve 95% of the channel capacity even at zero
angular velocity.
2. We assume that the SNR is the same for pilot training and data transmission, and 5 uniformly inserted pilot symbols
per second are used for beam tracking.
VIII. CONCLUSIONS
We have developed an analog beam tracking algorithm, and established its convergence and
asymptomatic optimality. Our theoretical and simulation results show that this algorithm can
achieve faster tracking speed, lower beam tracking error, and higher data rate than several state-
of-the-art algorithms. In our future work, we will consider hybrid beamforming systems with
multiple RF chains, two-dimensional antenna arrays, and multi-path channel model with fast
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fading effects, based on the methodology developed in the current paper.
APPENDIX A
DERIVATION OF (24)
By plugging (16) into (22), we get
∂ log p (yn|xˆn−1,wn)
∂xˆn−1
= 2ρRe
{[
yn −wHna(xˆn−1)
]H ·wHn ∂a(xˆn−1)∂xˆn−1
}
= 2ρRe
{(
yn −
√
M
)H
· 1√
M
[
M∑
m=1
−j 2πd
λ
(m−1)
]}
= 2ρRe
{
yHn ·
1√
M
[
M∑
m=1
−j 2πd
λ
(m−1)
]}
=
2
√
M(M − 1)πdρ
λ
· Re{−jyHn} = −2
√
M(M − 1)πdρ
λ
· Im {yn} .
By plugging (16) into (23), we can obtain
I(xˆn−1,wn) =
2ρ
M
∣∣∣∣∣
M∑
m=1
2πd
λ
(m−1)ej[wmn−2πdλ (m−1)xˆn−1]
∣∣∣∣∣
2
=
2ρ
M
∣∣∣∣∣
M∑
m=1
2πd
λ
(m−1)
∣∣∣∣∣
2
=
2M(M − 1)2π2d2ρ
λ2
.
Then, the update part in (21) is calculated as below
∂ log p (yn|xˆn−1,wn)
∂xˆn−1
/
I(xˆn−1,wn) = − λ√
M(M − 1)πd · Im {yn} ,
which leads to (24).
APPENDIX B
PROOF OF THEOREM 1
Theorem 5.2.1 in [28, Section 5.2.1] provided the sufficient conditions under which xˆn
converges to a unique point within a set of stable points with probability one. We will prove
that when the step-size an is given by (29) with any α > 0 and N0 ≥ 0, our algorithm satisfies
its sufficient conditions below:
1) Step-size requirements: We can verify that lim
n→∞
an = 0,
∞∑
n=1
an =∞, and
∞∑
n=1
a2n <∞.
2) It is needed to prove that supn E
[|− Im {yn}|2] <∞.
From (25), for all n ≥ 1, we have
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E
[|− Im {yn}|2] = E [|f(xˆn−1, x)|2 + 2f(xˆn−1, x)zˆn + zˆ2n]
(a)
= E
[|f(xˆn−1, x)|2]+ 1
2ρ
(b)
= E


∣∣∣∣∣ 1√M
M∑
m=1
ej
2πd
λ
(m−1)(xˆn−1−x)
∣∣∣∣∣
2

+ 1
2ρ
≤M + 1
2ρ
<∞,
(43)
where zˆn
∆
= −Im {zn}/√ρ ∼ N (0, 1/(2ρ)), Step (a) is due to that zˆn is independent of
f(xˆn−1, x), and Step (b) uses (26). Hence, we get supn E
[|− Im {yn}|2] <∞.
3) The function f(v, x) should be continuous w.r.t. v.
From (26), f(v, x) can be rewritten as follows:
f(v, x) = − 1√
M
M∑
m=1
sin
[
2πd
λ
(m− 1)(v − x)
]
.
Because sin
[
2πd
λ
(m− 1)(v − x)] is continuous w.r.t. v, and f(v, x) is the summation of a
finite amount of sin
[
2πd
λ
(m− 1)(v − x)] , m = 1, . . . ,M . Therefore, we can conclude that
f(v, x) is continuous w.r.t. v.
4) Let {Gn : n ≥ 0} be an increasing sequence of σ-fields of {xˆ0, zˆ1, zˆ2, . . .}, i.e., Gn−1 ⊂ Gn,
where G0 ∆= σ(xˆ0) and Gn ∆= σ(xˆ0, zˆ1, . . . , zˆn) for n ≥ 1. Define γn ∆= E [− Im {yn}| Gn−1]−
f(xˆn−1, x). It is needed to prove that
∑∞
n=1 |anγn| <∞ with probability one.
Since the zˆn’s are i.i.d. circularly symmetric complex Gaussian random variables with zero
mean, zˆn is independent of Gn−1, and xˆn−1 ∈ Gn−1, we have
E [− Im {yn}| Gn−1] = E [f(xˆn−1, x) + zˆn| Gn−1] (44)
= E [f(xˆn−1, x)| Gn−1] + E [ zˆn| Gn−1] = f(xˆn−1, x),
for n ≥ 1. Hence, we can get γn = 0 for all n ≥ 1 and
∑∞
n=1 |anγn| = 0 < ∞ with
probability one.
5) The set of stable points for (27) should be obtained.
According to (28), S(x) contains the local optimal stable points of the ODE (27). Also, the
boundary point 1 (or −1) is a stable point when f(1, x) ≥ 0 (or f(−1, x) ≤ 0). Hence, the
set of stable points is S(x) ∪ {−1} ∪ {1}.
By Theorem 5.2.1 in [28], xˆn converges to a unique point within S(x) ∪ {−1} ∪ {1} with
probability one.
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Fig. 12. An illustration of the invariant set I.
APPENDIX C
PROOF OF THEOREM 2
Theorem 2 is proven in three steps:
Step 1: Two continuous processes are constructed based on the discrete process {xˆn}.
The first continuous process x¯(t), t ≥ 0 is the linear interpolation of the sequence {xˆn}, where
x¯(tn) = xˆn, n ≥ 0 and x¯(t) is given by
x¯(t)= x¯(tn)+
(t−tn) [x¯(tn+1)−x¯(tn)]
an+1
, t∈ [tn, tn+1], (45)
where tn is the discrete time parameter defined by t0
∆
= 0, tn
∆
=
∑n
i=1 ai, n ≥ 1.
The second continuous process x˜n(t) is a solution of the ODE (27) for t ∈ [tn,∞), where
x˜n(tn) = x¯(tn) = xˆn, n ≥ 0. Since we only care about the condition that xˆn ∈ B(x), the
projection operation in the ODE (27) will not take effect and we can remove it9. Then, we have
dx˜n(t)
dt
= f(x˜n(t), x) and
x˜n(t) = x¯(tn) +
∫ t
tn
f(x˜n(v), x)dv, t ≥ tn. (46)
Step 2: Using the continuous processes x¯(t) and x˜n(t), a sufficient condition for the convergence
of the discrete process {xˆn} is established.
Let I be an invariant set that contains the real direction x and is in the mainlobe, i.e.,
x ∈ I ⊂ B(x). Pick δ such that10
inf
v∈∂B(x)
|v − xˆ0| > δ > 0. (47)
Then, the invariant set I can be constructed as follows:
I =
(
x− |x− xˆ0| − δ, x+ |x− xˆ0|+ δ
)
⊂ B(x). (48)
An example of the invariant set I is illustrated in Fig. 12.
9There exist two cases: (i) if ±1 /∈ B(x), then the solution of the ODE (27) is within (−1, 1), (ii) if 1 (or −1) is in B(x),
then f(1, x) ≤ 0 (or f(−1, x) ≥ 0), hence the solution will not cross the boundary ±1.
10The boundary of the set B(x) is denoted by ∂B(x).
26
Next, we will establish a sufficient condition that ensures xˆn ∈I for n≥ 0, and hence from
Theorem 2.1 in [52], we can obtain that {xˆn} converges to x. Before giving the sufficient
condition, let us provide some useful definitions first:
• Pick T > 0 such that the solution x(t), t ≥ 0 of the ODE (27) with x(0) = xˆ0 satisfies
infv∈∂I |v−x(t)| > 2δ for t ≥ T . Since the solution x(t) of the ODE (27) will approach
the real direction x monotonically within the mainlobe B(x) as time t increases, we have a
sufficient condtion of infv∈∂I |v−x(t)| > 2δ, t ≥ T as |xˆ0−x(T )| ≥ δ, hence one possible
T is given by
T =
δ
min {|f(xˆ0, x)|, |f(|xˆ0−x|−δ+x, x)|} , (49)
where the denominator is to obtain the minimum absolute gradient for t ∈ [0, T ].
• Let T0
∆
= 0 and Tm+1
∆
= min {ti : ti ≥ Tn + T, i ≥ 0} for m ≥ 0. Then Tm+1 − Tm ∈
[T, T + a1] and Tm = tn˜(m) for some n˜(m)→∞, where n˜(0) = 0. Let x˜n˜(m)(t) denote the
solution of ODE (27) for t ∈ Im ∆= [Tm, Tm+1] with x˜n˜(m)(Tm) = x¯(Tm), m ≥ 0.
Then, we can obtain the following lemma:
Lemma 1. If sup
t∈Im
∣∣x¯(t)− x˜n˜(m)(t)∣∣ ≤ δ for all m ≥ 0, then xˆn ∈ I for all n ≥ 0.
Proof. See Appendix F
Step 3: Based on the sufficient condition in Lemma 1, a lower bound for P ( xˆn→x| xˆ0∈B (x))
is derived.
By deriving the lower bound of probability for the sufficient condition sup
t∈Im
∣∣x¯(t)− x˜n˜(m)(t)∣∣ ≤
δ, ∀m ≥ 0 in Lemma 1, we get the following lemma:
Lemma 2. If (i) the initial point satisfies xˆ0 ∈ B(x), (ii) an is given by (29) with any α > 0,
then there exist N0 ≥ 0 and C0 > 0 such that
P (xˆn ∈ I, ∀n ≥ 0) ≥ 1− 2e−C0·
ρ
α2 . (50)
Proof. See Appendix G.
Applying Lemma 2 and Theorem 2.1 in [52], we can obtain
P ( xˆn → x| xˆ0 ∈ B) ≥P (xˆn ∈ I, ∀n ≥ 0) ≥ 1− 2e−C0·
ρ
α2 , (51)
which completes the proof of Theorem 2.
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APPENDIX D
PROOF OF THEOREM 3
When the step-size an is given by (29) with any α > 0 and N0 ≥ 0, Theorem 6.6.1
in [27] has proposed the sufficient conditions to prove the asymptotic normality of xˆn, i.e.,√
n+N0 (xˆn − x) d→ N (0,Σ). Under the condition that xˆn → x, we will prove that our
algorithm satisfies its sufficient conditions and obtain the variance Σ as follows:
1) The estimate xˆn should be within [−1, 1].
The projection operator in (17) ensures that xˆn ∈ [−1, 1].
2) Equation (25) should satisfy: (i) there exist an increasing sequence of σ-fields {Fn : n ≥ 0}
such that Fm ⊂ Fn for m < n, and (ii) the random noise zˆn is Fn-measurable and
independent of Fn−1.
As defined in Appendix B, there exists an increasing sequence of σ-fields {Gn : n ≥ 0},
such that zˆn is measurable w.r.t. Gn, i.e., E [ zˆn| Gn] = zˆn, and is independent of Gn−1, i.e.,
E [ zˆn| Gn−1] = E [zˆn] = 0.
3) xˆn should converge to x almost surely as n→∞.
Since xˆn → x is assumed, we have that xˆn converges to x almost surely as n→∞.
4) The stable condition:
From (26), f(v, x) can be rewritten as follows:
f(v, x) =−
sin
[
(M−1)πd
λ
(v − x)
]
sin
[
Mπd
λ
(v − x)]
√
M sin
[
πd
λ
(v − x)] = c1 (v − x) + o (v − x) ,
where c1 is given by
c1 =
∂f(v, x)
∂v
∣∣∣∣
v=x
= −
√
M(M − 1)πd
λ
.
Then, we get the stable condition that
A = c1α+
1
2
= −
√
M(M − 1)πdα
λ
+
1
2
< 0,
which results in α > λ
2
√
M(M−1)πd .
5) The constraints for the random noise:
E
[
(zˆn)
2] = 1
2ρ
<∞,
and
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lim
V→∞
sup
n≥1
∫
|zˆn|>V
|zˆn|2 p(zˆn)dzˆn = 0.
Hence, by Theorem 6.6.1 in [27], we have
√
n+N0 (xˆn − x) d→ N (0,Σ) ,
where
Σ = α2E
[
(zˆn)
2] · ∫ ∞
0
e2Avdv =
α2
2ρ
(
2
√
M(M−1)πdα
λ
− 1
) . (52)
Due to that limn→∞
√
(n +N0)/n = 1, we have
√
n (xˆn − x)→
√
n ·
√
n +N0
n
(xˆn − x) d→ N (0,Σ) ,
as n → ∞. By adapting α in (52), we can obtain different Σ, which achieves the minimum
value Σmin = I
−1
max, i.e., the minimum CRLB in (13), when α =
λ√
M(M−1)πd .
By assuming α = λ√
M(M−1)πd , we can conclude that
lim
n→∞
n E
[
(xˆn − x)2
∣∣xˆn → x] = I−1max.
APPENDIX E
PROOF OF COROLLARY 1
Let u(v) = [u1(v) · · · uN(v)]T be a N-dimensional vector function, which is first-order
differentiable. Similar to (9)-(13), its MSE is lower bounded by
E
[‖u(xˆn)− u(x)‖22] =
N∑
m=1
E
[
(um(xˆn)− um(x))2
]
≥
N∑
m=1
1
nI ′max,m
, (53)
where I ′max,m is given by
I ′max,m = E
[(
∂ log p (yi|x,wi)
∂um(x)
)2∣∣∣∣∣ x,wi = a(x)√M
]
. (54)
According to Theorem 3, we have
lim
n→∞
n E
[
(xˆn − x)2
∣∣xˆn → x] = I−1max, (55)
29
where Imax is given by
Imax = E
[
−∂
2 log p (yi|x,wi)
∂x2
∣∣∣∣ x,wi = a(x)√M
]
= E
[(
∂ log p (yi|x,wi)
∂x
)2∣∣∣∣∣x,wi = a(x)√M
]
.
(56)
Since
∂ log p(yi|x,wi)
∂x
can be rewritten as
∂ log p (yi|x,wi)
∂x
=
∂ log p (yi|x,wi)
∂um(x)
· u′m(x), (57)
we get
I ′max,m =
Imax
[u′m(x)]
2 , (58)
which results in
lim
n→∞
n E
[
|um(xˆn)− um(x)|2
∣∣∣xˆn → x] = [u′m(x)]2 I−1max.
Then, based on (53), we conclude that
lim
n→∞
n E
[
‖u(xˆn)− u(x)‖22
∣∣∣xˆn → x] = ‖u′(x)‖22 I−1max.
APPENDIX F
PROOF OF LEMMA 1
When m = 0, x˜n˜(0)(T0) = x¯(T0) = xˆ0. There are two symmetrical cases: (i) xˆ0 < x and (ii)
xˆ0 > x. We will consider the first case, which can be directly extended to the second case.
Case 1 (xˆ0 < x): We will first prove that x¯(t) ∈ I =
(
x − |x − xˆ0| − δ, x + |x − xˆ0| + δ
)
for all t ∈ I0.
If
∣∣x¯(t)− x˜n˜(0)(t)∣∣ ≤ δ for all t ∈ I0, then we have x¯(t)− x˜n˜(0)(t) ≥ −δ. What’s more, due
to xˆ0 ∈ I ⊂ B(x) and the monotonic property of the ODE (27) within the mainlobe B(x), we
get x˜n˜(0)(t)− xˆ0 ≥ 0 and x− x˜n˜(0)(t) ≥ 0 for all t ∈ I0. Therefore, we can obtain
x¯(t)− (xˆ0 − δ) (59)
=
[
x¯(t)− x˜n˜(0)(t)]+ [x˜n˜(0)(t)− xˆ0]+ δ ≥ 0,
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and
(x+ |x− xˆ0|+ δ)− x¯(t) (60)
= (2x− xˆ0 + δ)− x¯(t) = (x− xˆ0) + [x− x¯(t)] + δ
= (x− xˆ0) +
[
x− x˜n˜(0)(t)]+ [x˜n˜(0)(t)− x¯(t)]+ δ ≥ 0,
which result in x¯(t) ∈ I for all t ∈ I0.
Then, we consider the initial value x¯(T1) for the next time interval I1. With the T given by
(49), we have
x− xˆ0 ≥ x˜n˜(0)(T1)− xˆ0 ≥ x˜n˜(0)(T )− xˆ0 > δ.
Therefore, we get
x¯(T1)− xˆ0 (61)
=
[
x¯(T1)− x˜n˜(0)(T1)
]
+
[
x˜n˜(0)(T1)− xˆ0
] ≥ 0,
and
(x+ |x− xˆ0|)− x¯(T1) (62)
= (2x− xˆ0)− x¯(T1) = (x− xˆ0) + [x− x¯(T1)]
= (x− xˆ0) +
[
x− x˜n˜(0)(T1)
]
+
[
x˜n˜(0)(T1)− x¯(T1)
] ≥ 0,
which result in x¯(T1) ∈
[
x− |x− xˆ0|, x+ |x− xˆ0|
]
.
Case 2 (xˆ0 > x): Owing to symmetric property, we can use the same method as (59)-(62) to
obtain that x¯(t) ∈ I for all t ∈ I0 and x¯(T1) ∈
[
x− |x− xˆ0|, x+ |x− xˆ0|
]
.
When m = 1, x˜n˜(1)(T1) = x¯(T1) ∈
[
x − |x − xˆ0|, x + |x − xˆ0|
]
. If x¯(T1) < x and∣∣x¯(t)− x˜n˜(1)(t)∣∣ ≤ δ, then for all t ∈ I1, we have x¯(T1) ≥ xˆ0, x˜n˜(1)(t)−xˆ0 ≥ 0, x−x˜n˜(1)(t) ≥ 0,
and
x− xˆ0 ≥ x˜n˜(1)(T2)− xˆ0 ≥ x˜n˜(1)(T1 + T )− xˆ0 > δ.
Similar to (59)-(62), we can get x¯(t) ∈ I for all t ∈ I1 and x¯(T2) ∈
[
x−|x− xˆ0|, x+ |x− xˆ0|
]
,
which are also true for the case that x¯(T1) > x.
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Hence, we can use the same method to prove the case of m ≥ 2, which finally yields x¯(t) ∈ I
for all t ∈ Im andm ≥ 0. Since x¯(tn) = xˆn for all n ≥ 0, we can obtain that xˆn ∈ I for all n ≥ 0,
which completes the proof.
APPENDIX G
PROOF OF LEMMA 2
The following lemmas are needed to prove Lemma 2:
Lemma 3. Let nT
∆
= inf {i ∈ Z : tn+i ≥ tn + T}. If there exists a constant C > 0, which satisfies
|x¯(tn+m)− x˜n(tn+m)|
≤ L
m∑
i=1
an+i |x¯(tn+i−1)− x˜n(tn+i−1)|+ C,
(63)
for all n ≥ 0 and 1 ≤ m ≤ nT , then
sup
t∈[tn,tn+nT ]
|x¯(t)− x˜n(t)| ≤
√
Man+1
2
+ CeL(T+a1). (64)
Proof. See Appendix H.
Lemma 4. If {Mi : i = 1, 2, . . .} satisfies that: (i) Mi is Gaussian distributed with zero mean,
and (ii) Mi is a martingale in i, then
P
(
sup
0≤i≤k
|Mi| > η
)
≤ 2 exp
{
− η
2
2Var [Mk]
}
, (65)
for any η > 0.
Proof. See Appendix I.
Lemma 5. If given a constant C > 0, then
G(v) =
1
v
exp
[
−C
v
]
, (66)
is increasing for all 0 < v < C.
Proof. The derivative of G(v) is
G′(v) =
C − v
v3
exp
[
−C
v
]
.
Let G′(v) > 0 and we can obtain that G(v) is increasing for v ∈ (0, C), which completes the
proof.
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A lower bound of the probability that the sequence {xˆn} remains in the invariant set I can
be derived as follows:
P (xˆn ∈ I, ∀n ≥ 0)
(a)
≥P
(
sup
t∈Im
∣∣x¯(t)− x˜n˜(m)(t)∣∣ ≤ δ, ∀m ≥ 0)
(b)
≥1−
∑
m≥0
P
(
sup
t∈Im
∣∣x¯(t)− x˜n˜(m)(t)∣∣ > δ∣∣∣∣
sup
t∈Ii
∣∣x¯(t)− x˜n˜(i)(t)∣∣ ≤ δ, 0 ≤ i < m)
(67)
where Step (a) is due to Lemma 1, Step (b) is due to Lemma 4.2 in [46]. To calculate the lower
bound of probability, we denote the continuous processes in (45) and (46) as follows:
x¯(tn+m) = x¯(tn) +
m∑
i=1
an+if(x¯(tn+i−1), x)
+ (ξn+m − ξn),
(68)
and
x˜n(tn+m) = x˜
n(tn) +
∫ tn+m
tn
f(x˜n(v), x)dv
= x˜n(tn) +
m∑
i=1
an+if(x˜
n(tn+i−1), x)
+
∫ tn+m
tn
[f(x˜n(v), x)− f(x˜n(v), x)] dv,
(69)
for n ≥ 0, 1 ≤ m ≤ nT , where ξ0 ∆= 0, ξn ∆=
∑n
i=1 aizˆi, n ≥ 1, zˆi = −Im {zi}/
√
ρ ∼
N (0, 1/(2ρ)), and v ∆= max {tn : tn ≤ v, n ≥ 0} for v ≥ 0.
In order to bound |x¯(tn+m)− x˜n(tn+m)|, we first obtain the Lipschitz constant of the function
f(v, x) w.r.t. the first variable v, given by
L
∆
= sup
v1 6=v2
|f(v1, x)− f(v2, x)|
|v1 − v2| =
√
M(M − 1)πd
λ
. (70)
In addition, similar to (43), we can obtain
|f(x˜n(t), x)| ≤
√
M, ∀t ≥ tn. (71)
Hence, we have
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∣∣∣∣
∫ tn+m
tn
[f(x˜n(v), x)− f(x˜n(v, x))] dv
∣∣∣∣
≤
∫ tn+m
tn
|f(x˜n(v), x)− f(x˜n(v), x)| dv
(a)
≤
∫ tn+m
tn
L |x˜n(v)− x˜n(v)| dv
(b)
≤
∫ tn+m
tn
L
∣∣∣∣
∫ v
v
f(x˜n(s), x)ds
∣∣∣∣ dv
≤
∫ tn+m
tn
∫ v
v
L |f(x˜n(s), x)| dsdv
(c)
≤
∫ tn+m
tn
∫ v
v
√
MLdsdv =
∫ tn+m
tn
√
ML(v − v)dv
=
m∑
i=1
∫ tn+i
tn+i−1
√
ML(v − tn+i−1)dv
=
m∑
i=1
√
ML(tn+i − tn+i−1)2
2
=
√
ML
2
m∑
i=1
a2n+i,
(72)
where Step (a) uses (70), Step (b) is due to the definition in (46), and Step (c) uses (71). Then,
by using (68)-(70) and (72), we can get
|x¯(tn+m)− x˜n(tn+m)|
≤L
m∑
i=1
an+i |x¯(tn+i−1)− x˜n(tn+i−1)|
+
√
ML
2
nT∑
i=1
a2n+i + sup
1≤m≤nT
|ξn+m − ξn|,
(73)
for n ≥ 0, 1 ≤ m ≤ nT . Applying Lemma 3 to (73) and letting C =
√
ML
2
∑nT
i=1 a
2
n+i +
sup
1≤m≤nT
|ξn+m − ξn|, n = n˜(m), yields
sup
t∈Im
∣∣x¯(t)− x˜n˜(m)(t)∣∣
≤ Ce
{√
ML
2
[
b(n˜(m))− b(n˜(m+ 1))]
+ sup
n˜(m)≤k≤n˜(m+1)
∣∣ξk − ξn˜(m)∣∣
}
+
√
Man˜(m)+1
2
,
(74)
where n˜(m + 1) = n + nT , Ce
∆
= eL(T+a1), and b(n)
∆
=
∑
i>n a
2
i . Also, we suppose that the
step-sizes {an} satisfy
34
Ce
√
ML
2
[
b(n˜(m))− b(n˜(m+ 1))]+
√
Man˜(m)+1
2
<
δ
2
, (75)
for m ≥ 0. Then, given sup
t∈Im
∣∣x¯(t)− x˜n˜(m)(t)∣∣ > δ, we can obtain from (74) and (75) that
sup
n˜(m)≤k≤n˜(m+1)
∣∣ξk − ξn˜(m)∣∣
>
1
Ce
(
sup
t∈Im
∣∣x¯(t)− x˜n˜(m)(t)∣∣− δ
2
)
>
δ
2Ce
.
Hence, we get
P
(
sup
t∈Im
∣∣x¯(t)− x˜n˜(m)(t)∣∣ > δ∣∣∣∣
sup
t∈Ii
∣∣x¯(t)− x˜n˜(i)(t)∣∣ ≤ δ, 0 ≤ i < m)
≤P
(
sup
n˜(m)≤k≤n˜(m+1)
∣∣ξk − ξn˜(m)∣∣ > δ
2Ce
∣∣∣∣∣
sup
t∈Ii
∣∣x¯(t)− x˜n˜(i)(t)∣∣ ≤ δ, 0 ≤ i < m)
(a)
= P
(
sup
n˜(m)≤k≤n˜(m+1)
∣∣ξk − ξn˜(m)∣∣ > δ
2Ce
)
,
(76)
where Step (a) is due to the independence of noise, i.e.,
(
ξk − ξn˜(m)
)
, n˜(m) ≤ k ≤ n˜(m + 1)
are independent of xˆn, 0 ≤ n ≤ n˜(m).
Next, we will consider how to calculate a lower bound for (76). With the increasing σ-fields
{Gn :n≥0} defined in Appendix B, we have for n ≥ 0,
1) ξn =
∑n
m=1 amzˆm ∼ N (0,
∑n
m=1
a2m
2ρ
),
2) ξn is Gn-measurable, i.e., E [ξn| Gn] = ξn,
3) E
[|ξn|2] =∑nm=1 a2m2ρ <∞,
4) E [ξn| Gm] = ξm for all 0 ≤ m < n.
Therefore, ξn is Gaussian distributed with zero mean, and is a martingale w.r.t. Gn. Letting
η = δ
2Ce
, Mi = ξn˜(m)+i − ξn˜(m) and k = n˜(m+ 1)− n˜(m) in Lemma 4, we can obtain
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P
(
sup
n˜(m)≤k≤n˜(m+1)
∣∣ξk − ξn˜(m)∣∣ > δ
2Ce
)
≤ 2 exp
{
− δ
2
8C2e Var
[
ξn˜(m+1) − ξn˜(m)
]
}
= 2 exp
{
− ρδ
2
4C2e
[
b(n˜(m))− b(n˜(m+ 1))]
}
.
(77)
Combining (67), (76) and (77), we have
P (xˆn ∈ I, ∀n ≥ 0)
≥ 1− 2
∑
m≥0
exp
{
− ρδ
2
4C2e
[
b(n˜(m))− b(n˜(m+ 1))]
}
.
(78)
To further simplify (78), we assume that the step-sizes satisfy
b(0) =
∑
i>0
a2i ≤
ρδ2
4C2e
. (79)
Then, from Lemma 5, we can obtain
∑
m≥0
exp
{
− ρδ
2
4C2e
[
b(n˜(m))− b(n˜(m+ 1))]
}
≤
∑
m≥0
[b(n˜(m))− b(n˜(m+ 1))] ·
exp
{
− ρδ2
4C2e b(0)
}
b(0)
= b(0) ·
exp
{
− ρδ2
4C2e b(0)
}
b(0)
= exp
{
− ρδ
2
4C2e b(0)
}
.
(80)
where b(n˜(m))− b(n˜(m+1)) ≤ b(0). As Ce = eL(T+a1), b(0) =
∑
i>0 a
2
i , and an, T, L are given
by (29), (49), (70) separately, we can obtain
ρδ2
4C2e b(0)
=
δ2
4e
2L(T+ α
N0+1
)∑
i≥1
1
(i+N0)2
· ρ
α2
. (81)
To ensures that xˆ0 + a1f(xˆ0, x) does not exceed the mainlobe B(x), i.e., the first step-size a1
satisfies
|xˆ0 + a1f(xˆ0, x)− x| < λ
Md
,
we can obtain the maximum α as follows:
αmax =
(N0 + 1)
(|x− xˆ0|+ λMd)
|f(xˆ0, x)| .
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Hence, from (81), we have
ρδ2
4C2e b(0)
·α
2
ρ
≥ δ
2
4e
2L(T+ αmax
N0+1
)∑
i≥1
1
(i+N0)2
∆
= C0 > 0, (82)
where (47), (75) and (79) should be satisfied, which can be achieved with a sufficiently large
N0 ≥ 0.
Finally, from (78), (80) and (82), we can get
P (xˆn ∈ I, ∀n ≥ 0) ≥ 1− 2e−C0·
ρ
α2 ,
which completes the proof.
APPENDIX H
PROOF OF LEMMA 3
Apply the discrete Gronwall inequality [53], leading (63) to
|x¯(tn+m)− x˜n(tn+m)| ≤ CeL
∑m
i=1 an+i . (83)
Since 1 ≤ m ≤ nT and nT = inf {i ∈ Z : tn+i ≥ tn + T}, we get
m∑
i=1
an+i = tn+m − tn ≤ T + an+nT ≤ T + a1. (84)
By combining (83) and (84), we have
|x¯(tn+m)− x˜n(tn+m)| ≤ CeL(T+a1). (85)
For ∀t ∈ [tn+m−1, tn+m], 1 ≤ m ≤ nT , from (45), we have
x¯(t) = x¯(tn+m−1) +
(t− tn+m−1) [x¯(tn+m)− x¯(tn+m−1)]
an+m
= γx¯(tn+m−1) + (1− γ)x¯(tn+m),
where γ = tn+m−t
an+m
∈ [0, 1]. Then, we can get (86) on the top of the next page, where Step (a)
is according to the definition of x˜n(t) in (46), Step (b) is due to (85), Step (c) is obtained from
(71), and Step (d) is obtained by using γ = tn+m−t
an+m
.
Therefore, from (86), we can obtain
sup
t∈[tn,tn+nT ]
|x¯(t)− x˜n(t)| ≤
√
Man+1
2
+ CeL(T+a1),
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|x¯(t)− x˜n(t)|
= |γ(x¯(tn+m−1)− x˜n(t)) + (1− γ)(x¯(tn+m)− x˜n(t))|
(a)
=
∣∣∣∣γ
[
x¯(tn+m−1)− x˜n(tn+m−1)−
∫ t
tn+m−1
f(x˜n(s), x)ds
]
+(1− γ)
[
x¯(tn+m)− x˜n(tn+m)−
∫ t
tn+m
f(x˜n(s), x)ds
]∣∣∣∣
≤ γ
∣∣∣∣
∫ t
tn+m−1
f(x˜n(s), x)ds
∣∣∣∣+ (1− γ)
∣∣∣∣
∫ t
tn+m
f(x˜n(s), x)ds
∣∣∣∣
+ γ |x¯(tn+m−1)− x˜n(tn+m−1)|+ (1− γ) |x¯(tn+m)− x˜n(tn+m)|
(b)
≤ γ
∫ t
tn+m−1
|f(x˜n(s), x)| ds+ (1− γ)
∫ tn+m
t
|f(x˜n(s), x)| ds+ CeL(T+a1)
(c)
≤
√
Mγ(t− tn+m−1) +
√
M(1− γ)(tn+m − t) + CeL(T+a1)
(d)
≤ 2
√
Man+mγ(1− γ) + CeL(T+a1) ≤
√
Man+m
2
+ CeL(T+a1)
≤ sup
1≤m≤nT
√
Man+m
2
+ CeL(T+a1) =
√
Man+1
2
+ CeL(T+a1).
(86)
which completes the proof.
APPENDIX I
PROOF OF LEMMA 4
AsMi is Gaussian distributed with zero mean, and is a martingale in i. By utilizing the Doob’s
inequality [54] for η > 0, we have
P
(
sup
0≤i≤k
Mi > η
)
≤ E
[
eCMk
]
eCη
. (87)
Due to the property of zero-mean Gaussian distribution, we have
E
[
eCMk
]
= exp
{
C2
2
Var [Mk]
}
. (88)
Then we can obtain
P
(
sup
0≤i≤k
Mi > η
)
≤ exp
{
C2
2
Var [Mk]− Cη
}
. (89)
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We choose the C to minimize the upper bound above, which yields C = η
Var[Mk]
. Therefore, we
have
P
(
sup
0≤i≤k
Mi > η
)
≤ exp
{
− η
2
2Var [Mk]
}
. (90)
Because the distribution of {M1,M2, . . . ,Mk} is symmetric, we get
P
(
sup
0≤i≤k
|Mi| > η
)
=P
(
sup
0≤i≤k
Mi > η
⋃
inf
0≤i≤k
Mi < −η
)
≤P
(
sup
0≤i≤k
Mi > η
)
+ P
(
inf
0≤i≤k
Mi < −η
)
=2P
(
sup
0≤i≤k
Mi > η
)
.
(91)
Hence, we have
P
(
sup
0≤i≤k
|Mi| > η
)
≤ 2 exp
{
− η
2
2Var [Mk]
}
,
which completes the proof.
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