This paper considers a system of first-order, hyperbolic, partial differential equations in the domain of a one-dimensional network. The system models the blood flow in human circulatory systems as an initialboundary-value problem with boundary conditions of either algebraic or differential type. , New York, 2004, pp. 203-230]. This paper continues the analysis and gives sufficient conditions for the global existence of the classical solution. We prove that the solution exists globally if the boundary data satisfy the dissipative condition (2.3) or (3.2), and the norms of the initial and forcing functions in a certain Sobolev space are sufficiently small. This is only the first step toward establishing the global existence of the solution to physiologically realistic models, because, in general, the chosen dissipative conditions (2.3) and (3.2) do not appear to hold for the originally proposed boundary conditions (1.3)-(1.12).
Introduction
The blood flow in human circulatory systems has been actively studied for many years. The study has been driven by both the promising applications and the theoretical interests. As a three-dimensional fluid dynamical process, the blood flow is best modeled by the full threedimensional Navier-Stokes equations. Indeed, many researches are conducted in this direction. (See [25, 26] and references therein.) However, the current computing technology prevents a large-scale simulation of such a model. Thus, simplifications to lower dimensions play an important role. In recent years, simplified models of two, one, and zero spatial dimensions have been formulated for various purposes. A two-spatial-dimensional model usually assumes the axialsymmetry of the vessel and focuses on the variation of the flow in relation to radial and axial variables. This kind of model can be used to study the flow through a segment of cylindrical vessel, such as a catheter [2, 33] or stenosis [15] . A one-dimensional model further eliminates the radial variable by averaging the pressure and flow rate over the cross-sections of the vessel. Such models are widely used in simulating a large part of the arterial and/or venous circulation that involve many internal junctions [16, 23, 28, 32, 34] . Finally, a zero-dimensional model treats a portion of a vessel (or vessels) as a lumped element and simulates only the time-variation of the flow. Such models have been used to study the effect of peripheral beds [6, 24] and aneurysms [10, 20, 21] .
Because of their important applications, blood-flow models of various spatial dimensions have been under extensive mathematical analysis in order to establish their intrinsic consistency (wellposedness) and to improve their accuracy. So far, the local existence of the solution, i.e., the existence in a certain small time period, has been obtained for models of all spatial dimensions [6, 20, 24, 29] . There are also a number of publications devoted to asymptotic analysis in order to obtain improved models (cf. [2, 15] and references therein). However, results on the global existence of the solutions, that is, the existence of the solutions for all time, are rather scarce. In particular, no result on the global existence of solutions to a one-dimensional model has been published so far, to our best knowledge.
In this paper, we prove results on the global existence of a general one-dimensional model. We study a model that comprises many widely-used models in the literature, and give sufficient conditions to ensure that the solution exists for all time. The model is a set of partial differential equations defined on a domain of a one-dimensional network of vessels. Here, by "network," we mean a finite collection of smooth curves (edges) joining a set of vertices with a reference direction assigned to each edge. On each edge, a set of partial differential equations is imposed to govern the change of the pressure and the rate of flow. A derivation of the equations, based on the balance of mass and momentum, can be found in the literature (e.g., [1, 23, 25, 28, 32] ). Under the assumption that the blood flow in large vessels can be treated as incompressible, homogeneous, Newtonian flow with small Reynolds or Womersley number, the cross-section of the vessel is radially symmetric, the velocity of the flow has a zero circumferential component, and the radial component of the velocity is small compared to the axial component, a system on the ith edge can be written as
where A i , Q i , R i and P i represent the cross-section area, the flow rate, the radius of the crosssection, and the pressure on the ith vessel, respectively, and α i , ρ i , and ν i are related to the axial velocity profile, the density of the fluid, and the friction on the wall, respectively. Further simplifications can be made by assuming a reasonable velocity profile v i,x . We follow the one imposed in [32] ,
where γ i is a positive number and r is radial variable and V i (x) is a differentiable function, proportional to the velocity at the center of the cross-section. Under this assumption, α i is a constant and the right-hand side of the second equation can be written as −μ i Q i /A i where
We further reduce the equations by the scaling x = x/ l i and rename x as x in the scaled equations. Thus, the resulting model has the form
for i = 1, . . . , n, n being the number of edges in the system. The model is supplemented by a specification of the connection between the cross-sectional area A i and the pressure P i , commonly called the "tube law," and the initial and boundary conditions. The tube law models the elasticity of the vessel. Various empirical tube laws are presented in the literature, including the one used in [3, 16] ,
the one given by [32] ,
and the one given by [6] 
Here,Ā i is a positive function of x, β i ,P i are positive constants, and E, h, and σ are the Young modulus, thickness, and Poisson coefficients of the vessel wall. In this paper, we only assume thatĀ i (x) is a positive C 2 function and that
is a smooth function that satisfies ∂A i /∂P i > 0 near P i =P i .
The initial conditions are given simply by
where P I i and Q I i are smooth functions. The boundary conditions are imposed at vertices of the network, according to the type of each vertex. A vertex can be a source end connecting to a main artery, a terminal connecting to a peripheral bed, a branching junction connecting one vessel to other vessels, or a transitional junction connecting the vessel to a network of arterioles, capillaries and venules that are connected to veins in the system. We make a general assumption that the directions of the network can be made in such a way that all the source ends have the spatial variable x = 0, all the terminal ends have the spatial variable x = 1, and at a transitional junction, all the arteries have x = 1 and all the veins have x = 0. At a source end, either the pressure
or the flow rate
is specified. Various source ends may have different types of boundary conditions. At a branching junction, let j 1 , . . . , j k and j k+1 , . . . , j m denote the incoming and outgoing vessels, respectively. One imposes the mass balance condition 5) and the momentum balance condition
where ε j are non-negative constants which are either all identically zero or all positive, and P junc is the pressure at the junction. The momentum balance condition (1.6) includes two models of the junction. One model regards the junction as a single common point of the incident vessels. Hence, pressure on each vessel at the vertex must be the same [23, [27] [28] [29] . The boundary condition then has the form
which corresponds to setting all ε j equal to zero in (1.6). The other model regards the junction as an assembly of very short tubes [32] . Hence, all ε j in (1.6) are positive. At a transitional junction, we use a microcirculation model [32] . Generalizing from [32] , arterioles or venules, connected to the vessel j l , are represented by a lumped resistive element R j l . The capillary bed is also represented by a resistive element R C . R j l 's are connected to R C through capacitive elements C 1 and C 2 on the two ends (see Fig. 1 ). Let j 1 , . . . , j k be the arteries and let j k+1 , . . . , j m be the veins that are connected to a arteriolecapillary-venule network. The boundary conditions for P j l , Q j l are and
where P C i , i = 1, 2, represent the pressure in the capacitive elements C 1 , C 2 , and
represents the flow rate in the resistive element R C . At a terminal end, we may either specify the pressure, 10) or the flow, 11) or use the windkessel model of peripheral beds [16, 23, 28] as the boundary condition, where H is either a function or a differential operator, B ∈ C 1 ((0, ∞); R 2n ) is a 2n-dimensional vector-valued C 1 function, and U(x, t) = (P (x, t), Q(x, t)) is a vector-valued unknown function. The above formulation of boundary conditions allows the circulation system to include all, part, or none of the peripheral beds that are connected to the arteries and veins of the system. It is more general than any existing model in the literature of which we are aware. The model has thus taken a form of a system of first-order, hyperbolic, partial differential equations (1.1) in the domain {x ∈ (0, 1), t > 0} with the initial and boundary conditions (1.2), (1.13). The solvability of the initial-boundary-value problem has been the subject of study for many years. The existence and uniqueness of the local solution have been proved in [29] [30] [31] . A similar model is presented and analyzed by Fernández, Milišić, and Quarteroni in [6] . The model is a coupled system of a pair of partial differential equations in the form of (1.1) (without the subscript i) on a half-line spatial domain, which models a long artery, and a pair of ordinary differential equations which models the lumped portion of the network as an electric circuit analog. The existence and uniqueness of the local classical solution of the homogeneous model (omitting the source term in the momentum equation) is also obtained by these authors.
However, the existence and uniqueness of the global solution are much more difficult to prove. In general, initial-boundary-value problems of systems of first-order, nonhomogeneous, hyperbolic, partial differential equations are notoriously difficult to analyze. There are two major difficulties. One is caused by the source term in the equations, that is, the term on the righthand side of the momentum equation. The other is caused by the type of the spatial domain. As of now, the global solution for the Cauchy problem has been proved only for some special types of the source term, most notably the "dissipative" type [5, 17, 19] . However, the source term for our system fails to be dissipative. It is of the damping type instead. For the source of the damping type, results are rather sparse. Dafermos [4] treats a special case of the damping, Hsiao and collaborators [11] [12] [13] [14] study weak solutions for p-systems, and Hanouzet and Natalini [9] study smooth solutions to a Cauchy problem with a convex entropy. Their methods are difficult to apply to our system due to the second difficulty, the type of the domain.
The finite domain poses serious difficulty itself. It is well known that wave amplification occurs at the boundary. For half-line problem with the boundary of only one point, the difficulty can be resolved by using weighted wave strengths, as in Goodman [8] . For a finite domain, it is well known that the effect of wave amplifications can accumulate indefinitely (cf. e.g., [22, Section 6] ). Thus, it is necessary to impose appropriate conditions to curb the amplification. Examples of such conditions can be found in Li [17] and Frid [7] . Such conditions are generally very stringent, and apply to only algebraic type boundary conditions. As for the differential boundary condition, we are not aware of any previous results.
In this paper, we give conditions that guarantee the existence of the unique smooth global solution to the initial-boundary-value problem (1.1), (1.2), (1.13), for both algebraic and differential boundary conditions. Our main approach is to construct several entropy-entropy flux pairs in terms of Riemann invariants that give the needed a priori energy estimates. The analysis is in a similar spirit as in Hanouzet and Natalini [9] , but is much more technical because of the boundary conditions. To curb the wave amplification on the boundary, we impose certain "dissipative" conditions, (2.3) and (3.2), again in terms of Riemann invariants. These dissipative conditions, in a sense, prescribe that the wave is weakened after being reflected at the boundary. Similar conditions have been used in the literature [17, 18] . They are rather strong, especially in the case of differential boundary conditions, but are the best we can impose following the current approach.
This paper is organized as follows. In Section 2, we study the initial-boundary-value problem with the algebraic boundary condition. In Section 3, we obtain a similar result for the differential boundary condition. Finally, in Section 4, we give a short discussion.
Global solution with algebraic boundary conditions
In this section, we give a sufficient condition for the global existence of the smooth solution to the initial-boundary-value problem (1.1), (1.2), (1.13) when H in (1.13) is an algebraic function. We suppose that Eq. (1.13) can be solved for the Riemann invariants r 0 (0, t), s 0 (1, t) defined below (2.9) in the form
where G ∈ C 1 (R 2n × R 2n ; R 2n ) satisfies the condition
The key assumption on G is the dissipative condition:
where M min for any 2n × 2n matrix M is defined by
and · is the norm of 2n × 2n matrices which is associated with the norm v = √ v T v in R 2n . We show that under this condition, the solution exists for all t > 0 if initial functions (P I , Q I ) are sufficiently close to (P , 0) and the boundary function B is sufficiently small in a Sobolev space.
Our approach is as follows: Consider the functional
where
for k = 0, 1, 2. We show that there is a positive constant C such that
for any t > 0. In a classical way, this inequality will lead to the existence and uniqueness of the solution, and ensure that the solution satisfies N 2 (t) ε for all t > 0, provided that the initial and boundary functions together with the reference areaĀ satisfy the condition
for sufficiently small constant δ. This method has been used by Hanouzet and Natalini [9] in the study of a Cauchy problem of a symmetrizable system of balance laws. The analysis is more complicated in our case due to the boundary conditions. We overcome the difficulty by introducing entropy-entropy flux pairs in terms of Riemann invariants, and derive a priori estimates. The analysis is long and technical. It is divided into a few steps for ease of reading.
Riemann invariants and entropy-entropy flux pairs
We begin by introducing new unknowns
. . , n. Differentiating (1.1) with respect to x for k times, we obtain the equations, 8) where the entries of the flux matrix are
i , and functions f k i are given by
It is important to notice that in the above expressions of f k i and g k i , all terms except
are multiples of products of unknowns y k i and z k i of orders higher than one. This fact plays a crucial role in deriving the a priori estimates (2.17).
To define Riemann invariants, we compute the eigenvalues of the flux matrix
One easily finds y k i and z k i in terms of r k i and s k i ,
By direct computation,
The boundary conditions for y k i and z k i , or rather, r k i and s k i , can be derived by differentiating (2.1) with respect to t for k times and using (2.10). Specifically, differentiating (2.1) once, we obtain 
and G 1 is the sum of linear terms of y 0 i and z 0 i with bounded coefficients. Similarly, differentiating (2.12) with respect to t one more time yields
and G 2 is a quadratic polynomial in B i , y k i , z k i , k = 0, 1, with bounded coefficients and contains no zeroth order term.
Using the above defined Riemann invariants, we construct entropy-entropy flux pairs as follows.
Observe that for any differentiable function K(x, t, ξ ), the functions η R (x, t) := K(x, t, r k i (x, t)) and η L (x, t) := K(x, t, s k i (x, t)) satisfy the equations
Hence, the function
, and
Integrating both sides of Eq. (2.14) and summing over i = 1, . . . , n with appropriate weights
and
Notice that J k (τ ) involves the boundary data on the left-hand sides of (2.11)-(2.13). It will be "dominated" by I k (τ ) in the sense of inequality (2.21) by the dissipative condition (2.3).
A priori estimates
We derive a priori estimates that will lead to the key inequality (2.6). In view of the definition (2.5), (2.6) holds if both
dτ are bounded above by the right-hand side of (2.6). We prove these facts in Lemmas 2.1 and 2.2. 
dτ (2.17)
Proof. We start with the identity (2.15) and the relations
for some constant C, where
This relation is valid if (2.7) holds for a sufficiently small δ. (In what follows, we use C to denote any positive constant independent of the solution, whose value can differ at different occurrences.) Hence, the first term on the left-hand side of (2.15) can be estimated as
The second term involves boundary data. We consider it for k = 0, 1, 2 separately. In the first case where k = 0, by the dissipative condition (2.3), there exist positive constants
for any 2n-vector v, where the superscript "T " represents the transposition of the matrix,
Since λ R i and λ L i are continuously differentiable inĀ i , P i and Q i for (P i , Q i ) in a sufficiently small neighborhood of (P i , 0) in R 2n , it follows that 1] , we can assume that the variation of ā ibi is so small that for some constant C 0 < 1, the inequality
holds for all v and all τ t, where
for μ, ν = 0, 1. We use the constants C 0 1 , . . . , C 0 n to construct the function η 0 in (2.16) with k = 0, and examine each term of Eq. (2.15). The estimate for the first term on the left-hand side is given by (2.18) with k = 0. To estimate the second term on the left-hand side, we use the boundary condition (2.1) and a Taylor expansion of the second order. It follows that
+ higher order terms, where "higher order terms" are products of B i , y 0 i , and z 0 i with the sum of powers 3 or higher. By (2.20), Young's inequality, and the assumption of U(τ ) 1 < δ for small δ,
On the other hand, by the definition of I 0 and J 0 , there is a constant C such that
for all τ ∈ [0, T ]. Hence, we can choose an ε in (2.25) sufficiently small such that for some constant C ,
Reducing ε if necessary and using the Sobolev imbedding theorem, we obtain the estimate
for some positive constant C.
On the right-hand side of (2.15) with k = 0, since λ R i and λ L i are functions ofĀ i , y 0 i and z 0 i , and a i is a function ofĀ i and y 0 i , it follows that 
dτ for some positive constants c and C. This leads to (2.17) with k = 0. The cases where k = 1, 2 can be treated in similar ways, although technically more involved. In the case where k = 1, we choose positive constants C 1 0 , C 1 1 , . . . , C 1 n such that 0 < C 1 0 < 1 and the matrix
for all v ∈ R 2n . Let η 1 be defined by (2.16) with k = 1. We consider the second term on the left-hand side of (2.15) with k = 1. Using a Taylor expansion and the boundary condition (2.12), we derive
+ higher order terms, (2.24) where "higher order terms" are products of B, B , y 0 i , z 0 i , y 1 i , z 1 i of order 3 or higher. Hence, by (2.23),
where ε can be made arbitrarily small. Since there is a constant C > 0 such that
for τ ∈ [0, T ] for some C > 0. By choosing ε sufficiently small and using the Sobolev imbedding theorem, it follows that
On the right-hand side of (2.15) with k = 1, observe that all terms, except for −n 1 i z
and v 1 i g 1 i , are products of order 3 or higher order of factors y k i and z k i , k = 0, 1. By the Sobolev imbedding theorem, the integral of these higher order terms are together bounded above by
dτ.
Furthermore, each second order term, except for one term from −u 1 i f 1 i , has the factor (a i )Ā i (Ā i ) x in the coefficient. Thus, the integral of these terms are together bounded above by
The term that does not have the factor is
whose double integral is bounded below by
Combining the above estimates, we obtain (2.17) for k = 1. Finally, in the case where k = 2, we again use the dissipative condition (2.3) to obtain positive constants C 2 0 , C 2 1 , . . . , C 1 n such that 0 < C 2 0 < 1 and
As in the case where
for μ, ν = 0, 1. Hence, by the boundary condition (2.13),
+ higher order terms, where "higher order terms" are products of B
. . , n, k = 0, 1, 2, with orders 3 or higher. Using Young's inequality and the assumption of U(τ ) 2 < δ with δ sufficiently small, it follows that
for some C 0 < 1. In view of the inequalities
which hold for some constant C 1 , it follows that for some small ε,
Applying the Sobolev imbedding theorem, we derive
On the right-hand side of (2.15) with k = 2, we observe that the only second order terms in y 2 i and z 2 i are from −n 2 i z 2 i , −u 2 i f 2 i and v 2 i g 2 i . All other term have the order higher than or equal to 3, with powers of y 2 i and z 2 i at most 2. Furthermore, all terms of second order have coefficients of
x , except for one term from −u 2 i f 2 i which has the form
This implies that the double integral of
This leads to the inequality (2.17) with k = 2. The proof of the lemma is complete. 2
The next lemma gives the estimate of the quantity
Lemma 2.2. Under the conditions of Lemma 2.1, there exists a constant C such that
dτ (2.27)
Proof. We first estimate the integral 
Hence by Lemma 2.1, the integral 2 dx dτ is bounded above by the right-hand side of (2.27) for some constant C > 0.
We next give a similar estimate for the integral
Let η 1 and η 2 be defined by (2.16) with coefficients C k i , k = 1, 2, i = 1, . . . , n, given in the proof of Lemma 2.1. Multiply C 0 to Eq. (2.15) for k = 1, 2, and add the resulting equations to the sum of equations (2.29) over i = 1, . . . , n. We obtain
On the left-hand side, by Young's inequality,
In the integrand of I 1 , all terms are either products y k i , z k i , k = 0, 1, 2, of order two or higher. Furthermore, there is no term that has the power of y 2 i higher than 2. It follows from Young's inequality that for some small ε,
The integrand of I 2 is a sum of second-order products of y k i and z k i . Hence,
Using (2.25) and (2.26),
dτ , where C 0 < 1 is a constant. Therefore, by the Sobolev imbedding theorem,
dτ if ε is sufficiently small. Combining the above four inequalities and using Lemma 2.1 and the estimate about 
The global existence of the solution
We are now ready to prove the following theorem on the existence and uniqueness of the global solution. 
Global solutions with differential boundary conditions
In this section, we consider the boundary condition that involves the time derivative of the unknown functions
H B(t), U (0, t), U t (0, t), U(1, t), U t (1, t) = 0.
For such a boundary condition, the dissipative condition that limits the wave amplification at the boundary takes a different form. Observe that H is linear in U t (0, t) and U t (1, t) . Hence, it is also linear in r 0 t and s 0 t . We assume that by differentiating some of the equations with respect to t, the resulting system is solvable for r 0 t (0, t) and s 0 t (1, t) if U(0, t) and U (1, t) are in a small neighborhood of (P , 0). Hence, the boundary condition can be written as
Consider the integral operator L : φ → ξ defined by
where G v , G u and G v are derivatives of G with respect to v , u, and v, respectively. For any
We impose the "dissipative condition" on G:
where · min is defined in (2.4).
The goal of this section is to prove that the initial-boundary-value problem has a unique smooth solution under this condition, provided that the initial and boundary functions lie in a sufficiently small neighborhood of (P , 0) in certain Sobolev space. Specifically, the unique smooth solution exists if
for some small δ. The difference between (3.3) and (2.7) is the assumption on the boundary function B(t). Here, we only need B to be small in H 1 , rather than H 2 . 1 (0,t) . This is a consequence of (2.17) and (2.27), upon obvious substitution on the norm of B. We first derive the inequality corresponding to (2.17) with k = 0.
Using the condition Θ min < 1, we find a matrix γ 0 by (2.19) such that for some C 0 < 1,
for all v ∈ R 2n . We define the function η 0 by (2.16) using these constants, and analyze the integral equation (2.15) (with k = 0). The treatment to the right-hand side and the first term on the lefthand side are the same as in the proof of Lemma 2.1, only the second term on the left-hand side is different. The difference is that the inequality (2.21) is no longer valid. However, an inequality similar to (2.22) is still valid, as we now proceed to prove. Using a Taylor expansion, we write Eq. (3.1) in the form
where G B is the derivative of G with respect to B andG 0 is of higher order in B, v , u and v. The solution to this ordinary differential equation can be written as
By Young's inequality, for any ε > 0 there is a constant C ε > 0 such that
dτ .
The norm in C 1 on the left-hand side of the above inequality can be replaced by the norm in H 2 by the Sobolev imbedding theorem. On the left-hand side of (3.5), similar to the proof of Lemma 2.1,
if U(τ ) 2 < δ and |Ā x | C[0,1] < δ and δ is sufficiently small. As for the first term on the righthand side of (3.5), we use condition (3.4) to derive
Hence, with sufficiently small ε and δ, inequality (3.5) leads to dτ .
This inequality plays the same role as (2.22) . Using an argument similar to the part of the proof of Lemma 2.1 that follows (2.22), we see that (2.17) with k = 0 holds. To prove (2.17) with k = 1, 2, we need to derive the boundary conditions for r k , s k . For k = 1, the condition is obtained by substituting equations (2.10) with k = 0 in (3.1), which gives These boundary conditions are similar to conditions (2.12) and (2.13), with the only difference in the order of derivatives of B. Hence, all the analysis pertaining to the inequality (2.17) with k = 1, 2 in the proof of Lemma 2.1 are valid. This also explains why the order of the derivative of B can be reduced by 1. The proof of Lemma 2.2 is valid in its entirety, with obvious change to the norm of B. Hence, the conclusion holds. This completes the proof of the theorem. 2
Conclusion and discussion
In this paper, we give sufficient conditions for the global existence of the smooth solution to the balance law problem (1.1), (1.2), (1.13), with either the algebraic boundary condition (2.1) or the differential boundary condition (3.1). We have treated the hyperbolic system with damping friction in a finite domain and with various boundary conditions. The system is fairly typical in the modeling of a blood flow network using one-dimensional, hyperbolic, partial differential equations. It is also fairly general, covering many, if not most, of the models in the literature. Our results show that if the boundary condition is of the dissipative type and the initial data are sufficiently small and smooth, then the solution exists for all time. To our knowledge, these are the first results on the global existence of the one-dimensional blood-flow models.
The results are obtained by overcoming two major difficulties in the analysis, one is caused by the inhomogeneity due to the source term in the momentum equation, the other is caused by the wave amplification at the boundary in a finite domain. To overcome the first difficulty, we take the advantage of the damping effect and the fact that the source term is of linear order of the flow rate. This allows us to construct an energy functional and prove its smallness when its initial value is sufficiently small.
The second difficulty is more serious. As the well-known example of Nishida and Smoller [22] shows, in general, balance law problems in a finite domain do not have a global solution. In fact, it is easy to see that in the case where the system consists of only one vessel with distinct flow rates specified at the two ends, the solution does not exist globally. Hence, some restrictions on the boundary data must be in place. The challenge is to find realistic restrictions.
Our strategy is to construct certain entropy-entropy flux pairs to detect the effects of the boundary conditions. The findings lead us to the dissipative conditions (2.3) and (3.2) , that can curb the wave amplification. It turns out that these conditions are similar to some of the other dissipative conditions used in the literature. For example, (2.3) is similar to (1.32) in ([17, Chapter 5] and (4.8) in [18, Chapter 1] ). Condition (3.2) for the differential boundary conditions is completely new, although it is in the same spirit of (2.3). Hence, our results have an academic value. However, such dissipative conditions are rather difficult to verify, and most likely not to be satisfied by the boundary conditions (1.3)-(1.12). Hence, the challenge remains, a better dissipative condition is still needed. We are currently researching in this direction.
