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Let f be an entire function of ﬁnite order and a an entire function of order less than f ’s. If
f − a and f ′ − a have the same zeros with the same multiplicities, then f ′ − a ≡ c( f − a)
for some non-zero constant c.
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1. Introduction
Let f , g and a be meromorphic functions on the plane C. We say that f and g share the function a CM (counting
multiplicity), if f − a and g − a have the same zeros with the same multiplicities. For the case that a is a constant, a is also
called a CM-shared value of f and g . See [7].
In 1996, R. Brück [1] posed the following conjecture, which has interested many complex analysts.
Conjecture. Let f be an entire function, whose hyper-order is ﬁnite and is not a positive integer. If f and f ′ share a complex value a
CM, then f ′ − a ≡ c( f − a) for some non-zero constant c.
Here, the hyper-order of a meromorphic function f is deﬁned by
ρ1( f ) = limsup
r→∞
log+ log+ T (r, f )
log r
.
For entire functions of ﬁnite order, G.G. Gundersen and L.Z. Yang [4] have conﬁrmed this conjecture.
TheoremA. Let f be an entire function of ﬁnite order and a a complex number. If f and f ′ share the value a CM, then f ′ −a ≡ c( f −a)
for some non-zero constant c.
In Theorem A, the condition that f is of ﬁnite order is necessary [4]. Naturally, we ask whether Theorem A remains valid
if the value a is replaced by a function. In this paper we give a positive answer to this question when a is a small entire
function.
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f ′ − a ≡ c( f − a) for some non-zero constant c.
The following example shows that the condition that the order of the shared function a is less than f ’s is necessary.
Example. Let
f = e2z − (z − 1)ez, a = e2z − zez.
Then we have f ′ − a = ez( f − a).
For the case that a is meromorphic, it does not seem unlikely that Theorem 1 remains valid. In this direction we have
the following result.
Theorem 2. Let f and a be meromorphic functions of ﬁnite order such that both of f and a have ﬁnitely many poles, f and a have
no common poles and the order of a is less than the order of f . If f and f ′ share a CM, then f ′ − a ≡ c( f − a) for some non-zero
constant c.
Obviously, Theorem 2 is a generalization of Theorem 1. As a corollary, we have
Theorem 3. Let f be a non-constant entire function of ﬁnite order. If 1/ f and 1/ f ′ have the same ﬁxed-points with the same multi-
plicities, then f ′ ≡ f .
2. Auxiliary results
We use the standard notation of Nevanlinna Theory [5,8]. Recall that for a meromorphic function f , its order ρ( f ) is
deﬁned by
ρ( f ) = limsup
r→∞
log+ T (r, f )
log r
.
For entire functions, we have
ρ( f ) = limsup
r→∞
log+ log+ M(r, f )
log r
.
Lemma 1. (See [2, Corollary 1].) Let f be a non-constant meromorphic function of ﬁnite order ρ and ε a positive number. Then there
exists a set E ⊂ [0,2π) of linear measure zero such that for every φ0 ∈ [0,2π) \ E, there exists a positive constant r0 = r0(φ0) such
that for all z on the ray arg z = φ0 satisfying |z| r0 ,∣∣∣∣ f ′(z)f (z)
∣∣∣∣ |z|ρ−1+ε.
The following result is a generalization of Lemma 4 in [3].
Lemma 2. Let f be an analytic function on some ray arg z = θ starting from z0 = r0eiθ and K (x) a positive, decreasing, continuous
function on the interval [r0,+∞). Suppose that | f ′(z)|K (|z|) is unbounded on the ray arg z = θ starting from z0 = r0eiθ . Then there
exists an inﬁnite sequence of points zn = rneiθ where rn → ∞, such that | f ′(zn)|K (|zn|) → ∞ and∣∣∣∣ f (zn)f ′(zn)
∣∣∣∣ (1+ o(1))|zn|.
Proof. Let
M(r) = max{∣∣ f ′(z)∣∣K (|z|): r0  |z| r, arg z = θ}.
Since | f ′(z)|K (|z|) is unbounded on the ray arg z = θ starting from z0 = r0eiθ , it follows that there exists an inﬁnite sequence
of points zn = rneiθ , where rn → ∞, such that
M(rn) =
∣∣ f ′(zn)∣∣K (|zn|)→ ∞.
Thus
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∣∣∣∣ f (z0) +
∫
z0zn
f ′(z)dz
∣∣∣∣

∣∣ f (z0)∣∣+
∣∣∣∣
∫
z0zn
∣∣ f ′(z)∣∣K (|z|) · 1
K (|z|) dz
∣∣∣∣

∣∣ f (z0)∣∣+ ∣∣ f ′(zn)∣∣K (rn)
rn∫
r0
1
K (r)
dr

∣∣ f (z0)∣∣+ rn∣∣ f ′(zn)∣∣.
Since | f ′(zn)| = M(rn)/K (|zn|) M(rn)/K (r0) → ∞, we then get the inequality that we want. Lemma 2 is proved. 
Lemma 3. Let f be an entire function of ﬁnite order ρ > 0 and D be a sectorial domain of opening π/α, where α > max{ρ,1}.
Suppose that | f (z)|e−|z|K is bounded on the boundary of D, where 0 < K < ρ . Then | f (z)|e−|z|
K+ρ
2 is uniformly bounded on the
closure of the sectorial domain D.
Proof. By a rotation, we may assume that the domain
D = {z 	= 0: |arg z| < π/(2α)}.
Since | f (z)|e−|z|K is bounded on the boundary of D , there exists M > 0 such that∣∣ f (re±i π2α )∣∣e−rK  M
for all r > 0. Now set
F (z) = f (z)e−zγ , γ = K + ρ
2
,
where zγ = (reiθ )γ = rγ eiγ θ . Thus we have∣∣F (re±i π2α )∣∣ MerK−rγ cos( γ π2α ).
Since γ > K and 0< γπ2α <
π
2 , we see that∣∣F (re±i π2α )∣∣ M ′.
Now we consider the z ∈ D . Since f is of order ρ , we have | f (z)| = O (e|z|ρ+ε ) for some positive constant ε satisfying
ρ + 2ε < α and hence |F (z)| = O (e|z|ρ+2ε ) for z ∈ D .
Thus by the Phragmén–Lindelöf’s Theorem (cf. [6, p. 349]), for all z ∈ D , |F (z)| M ′ , and hence∣∣ f (z)∣∣e−|z|γ  M ′e−rγ +rγ cos(γ θ)  M ′.
Lemma 3 is proved. 
3. Proof of Theorem 2
Let
H = f
′ − a
f − a . (3.1)
Since f − a and f ′ − a have the same zeros with the same multiplicities, the possible zeros of H come from the poles
of f − a, and the possible poles of H come from the poles of f ′ − a. Since both f and a have ﬁnitely many poles and
f and a have no common poles, H has ﬁnitely many poles and has no zeros. Thus there exists an entire function α and
a polynomial P 	≡ 0 such that
H = e
α
P
. (3.2)
Now the condition that both f and a are of ﬁnite order yields that α is a polynomial. Next we show that α must be
a constant.
Let us suppose that α is not constant. Then by (3.1)–(3.2), ρ( f ) 1. Set
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Then F and A are meromorphic functions with ﬁnitely many poles, and hence F and A are analytic on |z| r0, where r0 is
a positive constant. Since ρ(a) < ρ( f ), ρ(F ) = ρ( f ) 1 and ρ(A) ρ(a) < ρ(F ). By (3.1)–(3.3), we have
F ′ − eαRF = A, (3.4)
where R = 1/P . By (3.4), we have
F ′
F
− Reα = A
F
. (3.5)
It follows from Lemma 1 that there exists a set E ⊂ [0,2π) of linear measure zero such that for every φ ∈ [0,2π) \ E ,
there exists a positive constant r1 = r1(φ) r0 such that for all z on the ray arg z = φ satisfying |z| r1,∣∣∣∣ F ′(z)F (z)
∣∣∣∣ |z|ρ(F )− 12 . (3.6)
We ﬁrst consider the case that A 	≡ 0. Write α(z) = a0zq + a1zq−1 + · · · + aq , a0 = x0 + iy0 	= 0, where x0, y0 are real
numbers and a1, . . . ,aq are complex numbers. Then
Reα
(
reiθ
)= [x0 cos(qθ) − y0 sin(qθ)]rq + b1rq−1 + · · · + bq, (3.7)
where b1, . . . ,bq are real functions in θ satisfying |b j | |a j |. Set
Ω0 =
{
θ ∈ [0,2π): x0 cos(qθ) − y0 sin(qθ) = 0
}
,
Ω1 =
{
θ ∈ [0,2π) \ E: x0 cos(qθ) − y0 sin(qθ) > 0
}
, (3.8)
Ω2 =
{
θ ∈ [0,2π) \ E: x0 cos(qθ) − y0 sin(qθ) < 0
}
. (3.9)
Clearly, Ω0 is a ﬁnite set, so we may assume that Ω0 is contained in the set E . Then [0,2π) − E = Ω1 ∪ Ω2.
Let θ ∈ Ω1. Then by (3.5)–(3.6) and (3.7)–(3.8),∣∣∣∣ A(reiθ )F (reiθ )
∣∣∣∣ ∣∣R(reiθ )∣∣eReα(reiθ ) −
∣∣∣∣ F ′(reiθ )F (reiθ )
∣∣∣∣ ∣∣R(reiθ )∣∣eReα(reiθ ) − rρ(F )− 12 → ∞
as r → ∞. Thus for suﬃciently large r, |F (reiθ )| |A(reiθ )|. Since A has ﬁnite many poles and ρ(A) ρ(a) < ρ(F ) < ∞, it
follows from the deﬁnition of the order that for suﬃciently large r, |A(reiθ )| exp(r ρ(a)+ρ(F )2 ). Thus for suﬃciently large r,
∣∣F (reiθ )∣∣ exp(r ρ(a)+ρ(F )2 ). (3.10)
Let θ ∈ Ω2. We claim that |F ′(reiθ )|exp(−r ρ(a)+ρ(F )2 ) is bounded for r  r1(θ). Suppose on the contrary that
|F ′(reiθ )|exp(−r ρ(a)+ρ(F )2 ) is unbounded. Then by Lemma 2, for some sequence rn → ∞,∣∣F ′(rneiθ )∣∣exp(−r ρ(a)+ρ(F )2n )→ ∞, (3.11)
and ∣∣∣∣ F (rneiθ )F ′(rneiθ )
∣∣∣∣ [1+ o(1)]rn. (3.12)
By (3.4) and A 	≡ 0, we have 1− FF ′ Reα 	≡ 0, so that by (3.4)
F ′ = A
1− FF ′ Reα
. (3.13)
Thus by (3.12) and (3.13), for suﬃciently large n,
∣∣F ′(rneiθ )∣∣ |A(rneiθ )|
1− | F (rneiθ )
F ′(rneiθ )
||R(rneiθ )|eReα(rneiθ )
 |A(rne
iθ )|
1− o(1)  2exp
(
r
ρ(a)+ρ(F )
2
n
)
. (3.14)
This contradicts (3.11).
Hence |F ′(reiθ )|exp(−r ρ(a)+ρ(F )2 ) is bounded for r  r1 = r1(θ). Say∣∣F ′(reiθ )∣∣ K exp(r ρ(a)+ρ(F )2 ), r  r1,
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∫ z
z1
F ′(ζ )dζ that for suﬃ-
ciently large r,
∣∣F (reiθ )∣∣ ∣∣F (r1eiθ )∣∣+ Kr exp(r ρ(a)+ρ(F )2 ). (3.15)
By (3.10) and (3.15), for every θ ∈ [0,2π) \ E , there exists a positive constant r2 = r2(θ) such that for r  r2,∣∣F (reiθ )∣∣ exp(r ρ(a)+3ρ(F )4 ). (3.16)
Since a has ﬁnitely many poles, we have |a(reiθ )| exp(r ρ(a)+3ρ(F )4 ) for suﬃcient large r, and hence by (3.3), (3.16) and the
fact that ρ( f ) = ρ(F ), for every θ ∈ [0,2π) \ E , there exists a positive constant r3 = r3(θ) such that for r  r3,∣∣ f (reiθ )∣∣ 2exp(r ρ(a)+3ρ( f )4 ). (3.17)
Since f has ﬁnitely many poles, we can write f = g/Q , where g is entire and Q is a polynomial. Obviously, we have
ρ(g) = ρ( f ). Thus by (3.17), for every θ ∈ [0,2π) \ E , |g(reiθ )|exp(−r ρ(a)+7ρ(g)8 ) is bounded on the ray arg z = θ . Since E is
of linear measure zero, by Lemma 3, |g(reiθ )|exp(−r ρ(a)+15ρ(g)16 ) is uniformly bounded. It follows that ρ(g) ρ(a)+15ρ(g)16 , and
hence ρ( f ) = ρ(g) ρ(a). A contradiction, which shows that α is a constant.
Now we consider the case that A ≡ 0. We choose a θ ∈ Ω1. Then by (3.6) and (3.5) with A ≡ 0 and P = 1/R is a
polynomial,
eReα(re
iθ ) 
∣∣P(reiθ )∣∣rρ(F )− 12 = O (rdeg(P )+ρ(F )− 12 ).
This is impossible. Thus α is a constant.
Next we show P is a constant. We also consider two cases that A 	≡ 0 and A ≡ 0.
First we assume that A 	≡ 0. We claim that deg(P ) 1. If this is not the case, then deg(P ) 2, so that |R(z)| = O (|z|−2).
Hence as showed in (3.11)–(3.14) above, we see that for any θ ∈ [0,2π), |F ′(reiθ )|exp(−r ρ(a)+ρ(F )2 ) is bounded for r  r0.
Thus, a similar argument yields that ρ( f ) ρ(a), which is a contradiction.
Thus deg(P ) 1. If P is not a constant, then we can write Reα = cz−z0 , where c(	= 0) and z0 are constants. Without loss
of generality, we may say z0 = 0. Thus by (3.4), we have zF ′ − cF = zA, so that
r
∣∣F ′(reiθ )∣∣− |c|∣∣F (reiθ )∣∣ r∣∣A(reiθ )∣∣. (3.18)
Set F (reiθ ) = u(r, θ) + iv(r, θ), then we have
∂
∂r
∣∣F (reiθ )∣∣= uur + vvr√
u2 + v2 
√
(ur)2 + (vr)2 =
∣∣∣∣ ∂∂r F
(
reiθ
)∣∣∣∣= ∣∣F ′(reiθ )∣∣. (3.19)
By (3.18) and (3.19), we get r ∂
∂r |F (reiθ )| − |c||F (reiθ )| r|A(reiθ )|, and hence
∂
∂r
(
r−|c|
∣∣F (reiθ )∣∣) r−|c|∣∣A(reiθ )∣∣. (3.20)
Thus
∣∣F (reiθ )∣∣= r|c|
(
r−|c|0
∣∣F (r0eiθ )∣∣+
r∫
r0
∂
∂t
(
t−|c|
∣∣F (teiθ )∣∣)dt
)
 r|c|
(
r−|c|0
∣∣F (r0eiθ )∣∣+
r∫
r0
t−|c|
∣∣A(teiθ )∣∣dt
)
.
It follows that ρ(F ) ρ(A), a contradiction. Thus P is a constant when A 	≡ 0.
Now we consider the case that A ≡ 0. By (3.5), we have
F ′
F
= c
P
. (3.21)
If P is non-constant, then by the fact that all zeros of P come from the poles of F , we see that F 	= 0. Since F has ﬁnitely
many poles and is of ﬁnite order,
F = e
L
K
, (3.22)
where L and K are polynomials. Using (3.21) and (3.22), one can easily deduce that L is a constant, which shows that
ρ(F ) = 0, a contradiction. Thus in each case, P is a constant, and hence H is a constant. Write H = c, by (3.1), we get
f ′ − a = c( f − a).
Theorem 2 is proved.
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Since 1/ f and 1/ f ′ have the same ﬁxed-points with the same multiplicities, we see that f and f ′ share the function 1z
CM. Since f is entire of ﬁnite order, we thus see that
f ′ − 1z
f − 1z
= eα,
where α is a polynomial.
If α is not a constant, then ρ( f ) 1. Thus by Theorem 2, α is a constant. A contradiction.
Thus α is a constant. Write eα = c. Then we have f ′ − 1z = c( f − 1z ), and then
f ′ − cf = 1− c
z
.
If c 	= 1, then z = 0 is a pole of f . But f has no pole, so c = 1, and hence we get f ′ = f .
The proof of Theorem 3 is completed.
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