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Preface
This volume contains a collection of original papers covering a variety of theoretical
results and applications of cellular automata, that were selected for presentation at the
12th International Conference on Cellular Automata for Research and Industry - ACRI
2016, held in Fez, Morocco, September 5–8, 2016. The conference was organized by
the University of Perpignan, IMAGES_Espace-Dev, the UMR 228 IRD UM UG UR
“Espace pour le Développement”, and the AGH University of Science and Technology
of Kraków, Poland, in association with the International Systems Theory Network
located in Morocco and represented by the University Moulay Ismail of Méknès. Its
primary goal was to bring together researchers from a large variety of scientiﬁc ﬁelds in
order to enforce international collaborations on cellular automata research as well as
spread knowledge between experts in several scientiﬁc areas: pure and applied math-
ematics, computer science, physics, biology, and mathematical systems theory.
Cellular automata represent a very powerful approach to the study of
spatio-temporal systems where complex phenomena are built up out of many simple
local interactions. They are discrete, abstract computational systems that have proved
useful both as general models of complexity and as simpliﬁed representations of
non-linear dynamics in a wide range of scientiﬁc areas. In the last few decades, cellular
automata have generated a great deal of interest both in academia and industry as they
are attracting an increasing community of researchers working in different ﬁelds and
dealing with theoretical aspects as well as practical applications.
The ACRI conference series was ﬁrst organized in Italy, namely, ACRI 1994 in
Rende, ACRI 1996 in Milan, ACRI 1998 in Trieste and followed by ACRI 2000 in
Karlsruhe (Germany), ACRI 2002 in Geneva (Switzerland), ACRI 2004 in Amsterdam
(The Netherlands), ACRI 2006 in Perpignan (France), ACRI 2008 in Yokohama
(Japan), ACRI 2010 in Ascoli Piceno (Italy), ACRI 2012 on Santorini Island (Greece),
and ACRI 2016 in Kraków (Poland).
From the start, ACRI conferences have constituted interesting biennial scientiﬁc
meetings for researchers and innovation managers in academia and industry. They are
dedicated to the expression and discussion of viewpoints on current and future trends,
challenges, and state-of-the-art solutions to various problems in the ﬁelds of physics,
biology, chemistry, communication, theoretical computer science, ecology, economy,
geology, engineering, medicine, sociology, trafﬁc control, etc.
This 12th ACRI conference aimed at widening the classical topics to include other areas
related to or extending cellular automata. This offered a larger community the opportunity to
discuss their work in various related ﬁelds such as: complex networks, lattice gas and lattice
Boltzmann models, bio-inspired computing, agent-based models, etc.
This volume contains invited contributions and accepted papers from the main track
and from the three organized workshops. We would like ﬁrst to take this opportunity to
express our sincere thanks to the invited speakers who kindly accepted our invitation to
give plenary lectures at ACRI 2016: Anna Lawniczak from Ghelph University,
Canada; Bastien Chopard from the University of Geneva, Switzerland; Bernard De
Baets from Ghent University, Belgium; and Laurent Lefèvre from INP Grenoble,
ESISAR, France. We regret that Raul Rechtman, from the National Autonomous
University of Mexico, had to cancel his talk.
The submission and refereeing process was supported by the EasyChair conference
management system. Each submission was reviewed by at least three referees and
ﬁnally 45 articles were selected for oral presentation at the conference, from a total of
60 submissions. We express our gratitude to the Program Committee members for their
excellent work in making this selection. We also thank the additional external
reviewers for their careful evaluation. All these efforts were the basis for the success of
ACRI 2016.
The whole book is divided into two parts. The ﬁrst part deals with theoretical and
computational aspects and the second one with applications derived from physical,
biological, environmental, and other systems. Each part is partitioned into sections
containing a number of papers arranged in alphabetical order. The ﬁrst part is organized
according to three topics: (1) Cellular Automata Theory and Implementation (2) Cel-
lular Automata Dynamics and Synchronization (3) Asynchronous Cellular Automata
and Asynchronous Discrete Models - ACA. The second part of the volume contains
three topics: (4) Modelling and Simulation with Cellular Automata (5) Crowds, Trafﬁc,
and Cellular Automata – CT&CA (6) Agent-Based Simulation and Cellular Automata
– ABS&CA.
The contributions from topics (3), (5), and (6) were selected within the organized
workshops ACA, CT&CA, and ABS&CA respectively. On this occasion, we would
like to express our sincere thanks to the workshop chairs for their very good and
valuable work, speciﬁcally Stefania Bandini, Andreas Schadschneider, and Katsuhiro
Nishinari for the workshop on Trafﬁc, Crowds, and CA; Alberto Dennunzio, Nazim
Fates, and Enrico Formenti for the workshop on Asynchronous Cellular Automata and
Asynchronous Discrete Models; and Andreas Pyka, Giuseppe Vizzari, and Jarosław
Wąs for the workshop on Agent-Based Simulation and CA.
It should be stressed that the realization of this conference would have been
impossible without the help and continuous encouragement of a number of people,
especially the members of Steering Committee who strongly supported the organiza-
tion of ACRI 2016 in Fez, Morocco.
Many people contributed to the success of ACRI 2016 and to the accomplishment of
this volume. Our ﬁrst acknowledgement is to all the scientists that submitted their
work, and to all Program Committee members and reviewers for their precious
collaboration.
In particular, we would like to express our gratitude to the International Organizing
Committee for their excellent work, as well as to the Local Organizing Committee from
Morocco for their help with local logistics. A special mention goes to Franco Bagnoli,
Abdelhaq El Jai, and Yves Maurissen for their strong involvement during the orga-
nization of this conference.
VI Preface
Finally, the organization of ACRI 2016 was made possible thanks to the ﬁnancial
support of the international Systems Theory Network, the Academy of Science and
Technology in Morocco, the laboratory “ESPACE pour le Développement”, UMR 228
IRD UM UG UR, the Institute of Research and Development-IRD, speciﬁcally the
“Département Dynamiques Internes et de Surface des Continents” - DISCO, the
University Moulay Ismal and the Science Faculty of Méknès, and other institutions and
local authorities.
July 2016 Samira El Yacoubi
Jarosław Wąs
Stefania Bandini
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Discrete Numerical Methods
for Biomedical Applications
Bastien Chopard
Scientiﬁc and Parallel Computing Group, CUI
University of Geneva, 7 route de Drize, 1227 Carouge, Switzerland
Bastien.Chopard@unige.ch
Abstract. Numerical modeling and simulations are becoming a central approach
to better understand physiological processes involving several scales and the
interaction of different physical, biological or chemical phenomena. Numerical
models such as lattice Boltzmann models coupled with discrete/continuous a
Lagrangian descriptions of particles offer a powerful and ﬂexible method to
describe and simulate such processes. In this presentation, we will present such
an approach for the case of thrombosis in cerebral aneurysms and for the
description of platelet adhesion and aggregations.
New Directions in the Classiﬁcation
and Identiﬁcation of Cellular Automata
Bernard De Baets
KERMIT, Department of Mathematical Modelling, Statistics and Bioinformatics
Ghent University, Coupure links 653, 9000 Gent, Belgium
Bernard.DeBaets@UGent.be
Abstract. Catalyzed by the emergence of modern computers, cellular automata
(CAs) became a full-ﬂedged research domain in the eighties of the previous
century. The relevant literature is of a dichotomous nature in the sense that
studies either focus on the spatio-temporal dynamics that is evolved by CAs,
while others merely use the CA paradigm to build a model for a given bio-
logical, natural or physical process. It goes without saying that a profound
understanding of CA dynamics is a prerequisite for building realistic, identiﬁ-
able CA-based models, though this is not straightforward due the fact that a CA
is discrete in all its senses.
In an attempt to quantify CA behaviour in a meaningful and reproducible
way, several so-called behavioural measures have been proposed during the last
two decades. Here, we show how Lyapunov exponents and Boolean derivatives
can be used to get a complete picture of CA dynamics in the sense that they not
only make it possible to unravel the nature of a given CA, but also allow for
assessing the effect of changing model design parameters on the CA behavior.
Finally, we introduce the so-called Lyapunov proﬁle of a CA, which may be
understood as the counterpart of the Lyapunov spectrum of a smooth dynamical
system. These proﬁles capture the spreading properties of a set of defects, as
well as the exponential accumulation rates of defects within this set.
In a second part, we focus on 1D CAs and the space-time diagrams they
evolve. We present a novel approach to the automated classiﬁcation of 1D CAs
according to Wolfram's classiﬁcation scheme by relying on texture features
grasping the diagrams' nature, followed by nearest neighbor classiﬁcation.
Finally, we consider the identiﬁcation of 1D CAs in the context of spatially and/
or temporally incomplete space-time diagrams. We formulate the identiﬁcation
problem as an optimization problem and present a genetic algorithm variant with
individuals of variable length, corresponding to different neighborhood radii.
Connections between the dynamical properties of CAs and the performance
of the algorithm are explored.
Cognitive Agents Learning to Cross a Cellular
Automaton Based Highway
Anna Lawniczak
Department of Mathematics and Statistics
University of Guelph, Guelph, Canada
alawnicz@uoguelph.ca
Abstract. Research in swarm robotics has shown that, for carrying out some
tasks (e.g., target or source search, task allocation, exploration, mapping,
cooperative transportation, unmanned aerial vehicle (UAV) controlling, post-
disaster relief), it may be more efﬁcient, reliable and economical to employ a
large number (hundreds or thousands) of very simple robots than to employ a
small number of sophisticated ones. For the development of swarms of auton-
omous robots, which may require them to learn how to accomplish some tasks in
unknown dynamically changing environments, it is important to study the
process of learning through observation and repetition.
Since individual robots in a swarm are usually architecturally minimal with
limited computational capabilities, it is important that, in a swarm of robots, the
implemented learning algorithms are not computationally demanding. In the
microscopic modeling of swarm of robots, individual robots may be identiﬁed as
cognitive agents capable of performing cognitive acts; i.e. a sequence of the
following activities: (1) Perceiving information in both the environment and that
which is provided by other agents (2) Reasoning about this information using
existing knowledge; (3) Judging the obtained information using existing
knowledge; (4) Responding to other cognitive agents or to the external envi-
ronment, as it may be required; (5) Learning; i.e. changing (and hopefully
augmenting) the existing knowledge if the newly acquired information allows it.
In this talk a simple example of a minimal cognitive agent that could be used
as a virtual experimental platform to explore agent ability to learn will be
identiﬁed and discussed. We will discuss the model of cognitive agents learning
to cross a CA based highway. As the emphasis is on minimal storage and logical
primitives, the formal methods of computational intelligence and established
algorithms such as reinforcement learning algorithms are not used in this
example. Instead, inspired by biomimicry, simple learning algorithm based on
an observational social learning principle, i.e. each agent learns from observing
the outcomes of the behaviours of other agents, is designed and its performance
is investigated. We discuss the effects of the agents different decision-making
cognitive processes, the effects of the agents knowledge base accumulation
through observation and repetition and the effects of other model parameters on
the agents success of learning to cross a CA based highway.
Some Control Problems for Distributed
Parameter Systems
Laurent Lefèvre
Laboratory of Conception and Integration of Systems - LCIS
ESISAR - Valence, France
laurent.lefevre@lcis.grenoble-inp.fr
Abstract. Modern control theory emerged in the late 50s and since then suc-
cessfully addressed many theoretical and application problems related with the
online observation and control of ﬁnite dimensional dynamical systems. Later
on, from the late 60s, some system theorist (mainly applied mathematicians)
were getting involved in the analysis and control of spatially distributed
dynamical systems, also termed as distributed parameters or inﬁnite dimensional
systems, whose dynamics is usually described with sets state partial differential
equations. From then, many problems were solved, especially those related to
classical control problems for linear distributed parameter systems. However
very challenging questions arise speciﬁcally for spatially distributed systems.
In this talk we will review brieﬂy the traditional settings for distributed
parameters control systems and some important questions related to the control
and observation of these systems. Then we will present some control problems
related to the spatial distribution of these systems for which cellular automata
like approaches could be relevant.
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Abstract. This paper investigates the potentiality of pseudo-random
pattern generation of 1-dimensional 3-state cellular automata (CAs).
Here, a pattern represents conﬁguration of a CA of length n. We have
identiﬁed 805 CAs which have great potentiality to act as pseudorandom
pattern generator (PRPG).
Keywords: Pseudo-random pattern generator (PRPG) · 3-state Cellu-
lar Automata(CAs) · Fixed-Point Graph (FPG) · Diehard · TestU01
1 Introduction
This paper investigates the (pseudo) randomness behaviour of 1-dimensional
3-neighborhood (that is, nearest neighbor) CAs having 3 states per cell with peri-
odic boundary condition. A list of works already exists in literature using binary
(2-state) 3-neighborhood CAs as source of randomness [2,3,8]. However, the ran-
domness of binary CAs with increased neighborhood dependency is not known,
but it is well-known after Smith that, a CA with higher neighborhood depen-
dency can always be emulated by another CA with lesser, say 3-neighborhood
dependency [7]. In this paper, we have selected 1-D 3-neighborhood ﬁnite 3-state
CAs, and checked the randomness of the patterns which are conﬁgurations of
the CAs.
As the rule space of 3-state CAs is huge, we have developed greedy strategies
(Sect. 3) and some theories to ﬁlter out the potential CAs (Sect. 4.1). These CAs
are, however, further tested for randomness using Diehard battery of tests [5]
as the testbed (Sect. 4.2). Finally, we have got 805 CAs which are veriﬁed and
claimed to be excellent source of randomness (Sect. 5). We have also tested some
existing PRPGs on the same testbed Diehard with same speciﬁcations as our
PRPGs and compared the result. It is seen that, our PRPGs beat the existing
CAs based PRPGs for n = 15 (Sect. 5.3).
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2 Background
Here, we have considered 1-D 3-neighborhood 3-state CAs, where each cell can
take any of the states S = {0, 1, 2}. The local rules are expressed by a tabular
form (see Table 1), where the table contains entries for the combinations of left
(x), self (y) and right (z) neighbors of a cell. Each of these combinations with
respect to the value R(x, y, z), where R is the local rule, is termed as Rule Min
Term (RMT)(r) and is generally represented by its decimal equivalent. In this
paper, R(x, y, z) ≡ R[r]. The number of RMTs of a 3-state CA rule is 33 = 27.
We represent R by the values of R[r] with R[0] as the right most digit.
Table 1. Rules of 3-state CAs. Here, PS is present state and NS is next state
P.S. 222 221 220 212 211 210 202 201 200 122 121 120 112 111 110 102 101100022021020012011010002001000
RMT(26)(25)(24)(23)(22)(21)(20)(19)(18)(17)(16)(15)(14)(13)(12)(11)(10)(9) (8) (7) (6) (5) (4) (3) (2) (1) (0)
2 1 1 2 1 2 1 1 2 0 2 0 0 0 0 0 2 0 1 0 2 1 2 1 2 0 1
N.S. 1 0 2 0 1 2 1 0 2 0 1 2 1 0 2 1 0 2 0 2 1 0 2 1 0 1 2
1 1 2 2 2 1 0 1 0 1 1 2 2 2 1 0 0 0 1 1 2 2 2 1 0 0 0
Definition 1. An RMT r of a rule R is said to be self-replicating, if R[r] = y,
where r = x × 32 + y × 3 + z and x, y, z ∈ {0, 1, 2}.
For example, for the CA 102012102012102102021021012 (4th row of Table 1),
the self-replicating RMTs are RMTs 2(002), 3(010), 7(021), 10(101), 14(112),
15(120), 19(201), 22(211) and 24(220). Moreover, a rule is called balanced if it
contains equal number of RMTs for each of the three possible states for that
CA [1]. In Table 1, the rule of 5th row is unbalanced, whereas the rest rules are
balanced.
A conﬁguration of a CA can also be represented as a sequence of RMTs,
called RMT sequence. For example, let 0120 be a conﬁguration of a 4-cell CA.
Then the RMT sequence corresponding this conﬁguration is 〈1, 5, 15, 18〉. To get
a RMT sequence, we consider an imaginary window of length 3 which slides over
the conﬁguration, one cell right at a time. The decimal value corresponding to
this 3-cell window is ith RMT in the sequence. Note that, in a RMT sequence,
only a speciﬁc set of RMTs can be selected after a RMT. For example, after
RMT 1(001), either of the RMTs 3(010), 4(011) or 5(012) can be present in a
RMT Sequence. For any RMT, the set of 3 RMTs from which the next RMT for
the RMT sequence is selected, are named as sibling RMTs. Similarly, a set of 3
RMTs always results in creating the same sibling RMT set, which are termed
as equivalent RMTs.
There are 32 = 9 sets of equivalent RMTs and 9 sets of sibling RMTs. We
represent Equii as a set of RMTs that contains RMT i and all of its equivalent
RMTs. That is, Equii = {i, 9 + i, 18 + i}, where 0 ≤ i ≤ 8. Similarly, Siblj
represents a set of sibling RMTs where Siblj = {3j, 3j + 1, 3j + 2} (0 ≤ j ≤ 8).
Table 2 shows the relationship among the RMTs of 3-state CAs [1]. If in a RMT
sequence, a RMT is chosen from Equii, then the next RMT in the sequence
must be chosen from Sibli.
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Table 2. Relations among the RMTs for 3-State CA
Equivalent set Sibling set
#Set Equivalent RMTs Decimal equivalent #Set Sibling RMTs Decimal equivalent
Equi0 000, 100, 200 0, 9, 18 Sibl0 000, 001, 002 0, 1, 2
Equi1 001, 101, 201 1, 10, 19 Sibl1 010, 011, 012 3, 4, 5
Equi2 002, 102, 202 2, 11, 20 Sibl2 020, 021, 022 6, 7, 8
Equi3 010, 110, 210 3, 12, 21 Sibl3 100, 101, 102 9, 10, 11
Equi4 011, 111, 211 4, 13, 22 Sibl4 110, 111, 112 12, 13, 14
Equi5 012, 112, 212 5, 14, 23 Sibl5 120, 121, 122 15, 16, 17
Equi6 020, 120, 220 6, 15, 24 Sibl6 200, 201, 202 18, 19, 20
Equi7 021, 121, 221 7, 16, 25 Sibl7 210, 211, 212 21, 22, 23
Equi8 022, 122, 222 8, 17, 26 Sibl8 220, 221, 222 24, 25, 26
Definition 2. A ﬁxed-point attractor is a conﬁguration of CA, for which the
next conﬁguration is the conﬁguration itself. That means, if a CA reaches to a
ﬁxed-point attractor, then it remains at that particular conﬁguration forever.
For example, 0n is a ﬁxed point attractor of the CA
112221010112221010112221000 with n cells, n ≥ 3. Generally, one state x is
called a quiescent state, when R(x, x, x) = x, where R is the rule of the CA. If
a CA has a quiescent state at x, then there exists a ﬁxed point attractor at xn,
for any cell length n.
3 Cellular Automata as PRPG
CAs are considered to be a good source of randomness. However, for 3-state
CAs, total number of rules is 33
3
= 7.625597485× 1012, which is a huge number
for exhaustive testing. So, we concentrate on ﬁnding some properties of a CA,
which make it a candidate to have good randomness quality. Following is the
ﬁrst property:
Property 1: The randomness of balanced rules, in general, are better than
that of unbalanced rule.
If a CA rule is unbalanced, then at least one of the states 0/1/2 has more
presence in the rule than the other state(s). Therefore, during evolution from
an arbitrary conﬁguration, the CA will be biased towards the state(s) having
more presence in the unbalanced rule. The number of balanced 3-state CA rules
is 3
3!
(32!)3 = 227873431500, which is also a big number. However, in a random
system, information on a localized change eventually ﬂows through the whole
system. In a CA based random system, a small change at a local cell by a local
rule eventually propagates throughout it, eﬀecting globally. Hence, to have good
randomness, the CA must have a suﬃcient rate of information transmission, so
that it does not become stable in a ﬁnite time. But, only balancedness does
not ensure the ﬂow of information on left or right side in CA. Therefore, we
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take a greedy approach to choose the balanced rules which have a constant rate
of information transmission on at least right direction. Success of this scheme,
however, remains on how eﬃciently we are choosing the balanced rules.
Please recall that, the set {xy0, xy1, xy2} represents the set of sibling RMTs,
where x, y ∈ {0, 1, 2} (see Table 2). So, our strategy is to choose the CA rules,
where the sibling RMTs have diﬀerent next state values, which implies that,
there is a constant rate of information transmission towards the right side.
STRATEGY: Pick up the balanced rules in which the RMTs of a sibling set
have the diﬀerent next state values, that is, no two RMTs of Sibli (0 ≤ i ≤ 8)
have same next state value [1].
There are (3!)3
2
= 10077696 balanced rules that can be selected as candidates
following this strategy. These CAs are potential nominees to be good PRPGs.
Moreover, we also want to consider the ﬂow of information to the left direction
for these rules. This implies the RMTs of Equii, 0 ≤ i ≤ 8, should have diﬀer-
ent states. We deﬁne an index, termed as equiRMTCount, which measures the
amount of information ﬂow towards left direction by observing the equivalent
RMT sets.
Definition 3. The equiRMTCount is the cumulative sum of the number of
RMTs in Equii (0 ≤ i ≤ 8), which have the same next state value. That means,
equiRMTCount is increased by 1 if R[r1] = R[r2] = R[r3] (or R[r1] = R[r2] =
R[r3], or R[r1] = R[r3] = R[r2]) and it is increased by 2 if R[r1] = R[r2] = R[r3],
where r1, r2, r3 ∈ Equii, ∀i and R is the rule of the CA.
Table 3 shows an example of ﬁnding equiRMTCount of a rule R. First column
notes the set number, whereas, next 3 pairs of columns shows the RMTs and
corresponding next state values. RMTs 0, 9 and 18 of the rule have same next
state values, so, equiRMTCount is 2 for Equi0. Similarly, RMTs 10 and 19 of
the rule have same state value, so Equi1 gives 1 increment to equiRMTCount.
This index gives idea about the information ﬂow in the left direction. For
example, for a CA 012012021012012021012012021, equiRMTCount= 18, that
is, no information ﬂow at the left direction. However, for the rule of Table 3,
equiRMTCount = 8, that means, there is at maximum 18−818 = 55.56% chance
of information travel in the left direction.
Note that, our requirement is to select the rules which have a constant infor-
mation transmission in the right direction, as well as, at least a certain rate of
information transmission in the left side. This is to ensure that, a small ripple
in a local cell propagate in both sides. To validate our argument, an experiment
is constructed, where some rules are arbitrarily chosen and tested on Diehard
testbed; equiRMTCount for these rules is also calculated. Figure 1 shows the
plot of these rules. In this ﬁgure, X-axis represents equiRMTCount, Y-axis the
number of randomness tests passed and the count of rules with any particular
equiRMTCount value that passes any number of tests is shown in Z-axis.
This ﬁgure clearly shows that, if equiRMTCount value is high (≥ 15), then
practically there are insigniﬁcant number of rules that passes any randomness
tests. So, in our work, we have chosen the rules following STRATEGY which
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Table 3. Calculation of equiRMTCount for the CA 102012102012102102021021012(R)
Equivalent RMTs
#Set RMT i R[i] RMT i R[i] RMT i R[i] Match count
Equi0 0 2 9 2 18 2 2
Equi1 1 1 10 0 19 0 1
Equi2 2 0 11 1 20 1 1
Equi3 3 1 12 2 21 2 1
Equi4 4 2 13 0 22 1 0
Equi5 5 0 14 1 23 0 1
Equi6 6 1 15 2 24 2 1
Equi7 7 2 16 1 25 0 0
Equi8 8 0 17 0 26 1 1
equiRMTCount = 8
equiRMTCount #Randomness Tests Passed
#Rules following X and Y
Fig. 1. Test Result of 61249 arbitrarily selected CAs
have equiRMTCount ≤ 14. There are 10067760 rules that pass this condition.
In the next section we deﬁne some ﬁltering criteria on these rules based on the
inherent structure of the CAs and experiment to select the potential PRPGs.
4 Two-Step Filtering
In this section, the set of 10067760 rules are ﬁrst ﬁltered based on some theories
developed in the following subsection and then, on these rules randomness tests
are applied repeatedly for diﬀerent seeds.
4.1 Theoritical Filtering
Here, we have worked with the CAs, which have at least one quiescent state.
Recall that, for a quiescent state, a ﬁxed-point attractor in generated in the CA.
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Now, in the conﬁguration transition diagram of CAs, one can observe that, a
ﬁxed-point attractor [9] may be associated with long chains of conﬁgurations,
or small chains, or it may be isolated and most of the conﬁgurations are part of
a long cycle. Moreover, a CA with long cycle length (or very long chains) have
better randomness property than that of the CAs with small cycles (or, small
chains). This is because, longer the cycle length, lesser the number of times any
state in the cycle get repeated - implying better randomness. Note here that,
max-length CAs [2] has maximum possible cycle length; but for classical CAs,
there is no known existence of max-length CA. However, a classical CA can have
long cycle only when it does not have a tendency to converge to the ﬁxed-point
attractor. Therefore, identifying the ﬁxed-point attractor and its connection to
other conﬁgurations is important for selecting the CAs having good randomness
property. We now deﬁne a graph, termed as ﬁxed-Point graph (FPG) which
helps to identify any ﬁxed-point attractor and its nature in the CA. This graph
was introduced in [6] for asynchronous CAs.
Fixed-Point Graph: The ﬁxed-point graph (FPG) is a directed graph, where
the nodes represents the self-replicating RMTs. To draw the FPG for a CA, ﬁrst
a forest is formed with the self-replicating RMTs of the CA as the individual
nodes. Now, there is a directed edge from vertex u to vertex v, if u ∈ Equik ⇒
v ∈ Siblk, 0 ≤ k ≤ 8, for any u, v (see Table 2). For example, if RMTs 1, 3 and
9 are self-replicating for a CA, then we can draw directed edges from RMT 1 to
RMT 3, RMT 3 to RMT 9 and RMT 9 to RMT 1. But we can not draw directed
edge from RMT 1 to RMT 9, as RMT 1 ∈ Equi1, but RMT 9 /∈ Sibl1.
Example 1. This example illustrates the procedure of drawing the FPG for the
CA 102012210120021021012102120. First, the self-replicating RMTs for this CA,
i.e. the RMTs 0, 5, 6, 11, 12, 16, 18, 22 and 24 are drawn as individual vertices.
Now, we start from vertex 0, the minimum of the RMTs, as the ﬁrst vertex.
RMT 0 ∈ Equi0 and the sibling RMTs from RMT 0 are Sibl0 = {0, 1, 2}.
However, only RMT 0 is a vertex in this graph, so, a self loop is drawn to vertex
0. The next vertex is vertex 5. Now, RMT 5 ∈ Equi5, and from RMT 5, the next
RMTs are Sibl5 = {15, 16, 17}. Among these RMT 16 is a vertex, so, a directed
edge is drawn from vertex 5 to vertex 16. Similarly, from vertex 16, we draw an
edge to vertex 22, from vertex 22 to vertex 12, vertex 12 to vertex 11, vertex 11
to vertex 6, vertex 6 to vertex 18 and vertex 18 to vertex 0. Finally, from vertex
24, directed edge is drawn to vertex 18 completing the graph. Figure 2a shows
the ﬁxed-point graph for this CA.
Every ﬁxed-point attractor in a CA can be identiﬁed easily by using this
graph. To identify a ﬁxed-point, we start with any vertex in the graph. Now, if
this vertex can be reached again by traversing a sequence of vertices in the graph,
then the RMT sequence corresponding to this traversal represents a ﬁxed-point
attractor. That means, if there is a loop of length l in the FPG, then the RMT
sequence corresponding to this loop portrays a ﬁxed-point attractor for the CA
when cell length is equal to multiples of l.
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Fig. 2. Fixed-point graphs (FPGs) for CAs
Example 2. Figure 2b shows the ﬁxed-point graph for the CA
102021201102021012012102120. In this graph, vertex 0 has self-loop. So, the
conﬁguration 0n represents a ﬁxed-point attractor for any values of n. Apart
from that, starting with vertex 5, this vertex can be reached by traversing the
edges connecting vertices 5 to 15, 15 to 19 and 19 to 5. Therefore, the RMT
sequence 〈5, 15, 19〉 represents the ﬁxed-point attractor (120)n or 120120 · · · 120
for the CA, when n is multiple of 3. However, for the CA of Fig. 2a, there is
no other loop in the graph, except the self-loop at vertex 0. Therefore, 0n is
the only ﬁxed-point attractor for the CA 102012210120021021012102120 for any
values of n.
Note that, for the CAs following this strategy, there are 9 vertices in the
FPGs and one RMT from each of Sibli, 0 ≤ i ≤ 8 forms a vertex in the graph.
However, our target is to get the CAs which have long cycles. Nevertheless, we
deﬁne some conditions for ﬁltering these CAs.
Filtering Conditions: We select those CAs as our candidates for experiment
with battery of randomness tests, which have one and only one ﬁxed-point attrac-
tor. To achieve this, the following two conditions are applied on the CAs–
(a) Only 1 quiescent state: Here, we consider the CAs, which have only one
quiescent state. For this quiescent state, a ﬁxed-point attractor is created in the
CA. For 3-state CAs, the RMTs for quiescent state are RMT 0(000) for 0 as
the quiescent state, RMT 13(111) for 1 as the quiescent state and RMT 26(222)
for 2 as the quiescent state. So, we select the CAs which have 0 at R[0], and
0/2 at R[13] & 0/1 at R[26], for providing the quiescent state 0. Similarly, the
condition for only quiescent state at 1 (respectively, 2) is R[13] = 1 (respectively,
R[26] = 2) and R[0] = 0 & R[26] = 2 (respectively R[0] = 0 & R[13] = 1), where
R[i] implies the RMT i of rule R. The following Table 4 gives some examples.
(b) No other fixed-point attractor: To ensure that the ﬁxed-point attrac-
tor due to the quiescent state is the only ﬁxed-point attractor in the CA, the
ﬁxed-point graph (FPG) for that CA is used. Recall that, any loop in this graph
represents a ﬁxed-point attractor for the CA. However, as the CAs fulﬁll the
above condition, so, the ﬁxed-point graphs have a self-loop at either of RMT 0,
RMT 13 or RMT 26. If apart from this self loop, there is any other loop in the
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Table 4. Some 3-state CAs having only one ﬁxed-point
Fixed-point Rules Condition
0 102012210120021021012102120 R[0] = 0, R[13] = 2, R[26] = 1
0 012012120012021012012012210 R[0] = 0, R[13] = 2, R[26] = 0
1 012012102201012210012012102 R[0] = 2, R[13] = 1, R[26] = 0
2 201210021102102201210012012 R[0] = 2, R[13] = 0, R[26] = 2
FPG, then it implies a RMT sequence, that is a valid conﬁguration depicting
another ﬁxed-point attractor. In this case, we reject the CA. For example, in
the FPG for the CA 012012120012021012012012210 (Fig. 2a), there is only one
ﬁxed-point at 0n for the quiescent state 0. So, this CA satisﬁes the ﬁltering con-
ditions. However, the FPG for the CA 102021201102021012012102120 (Fig. 2b)
has another ﬁxed-point attractor apart from the same for the quiescent state.
So, this CA is rejected.
Among the 10067760 CA rules from the strategy, we get 1117008 rules which
satisfy these theoretical ﬁltering conditions. Now, there is greater chance of get-
ting long cycle, if the ﬁxed-point is isolated and not reachable from any other
state. In the next subsection, we assure this through experiment and apply ran-
domness tests on the selected rules.
4.2 Experimental Filtering
Some more rules can be screened out, if the possibility of reaching the trivial
conﬁgurations from other conﬁguration is considered, that is, if the trivial con-
ﬁgurations are isolated and not connected with other non-trivial conﬁgurations.
Non-reachable Trivial Configuration: If any of the trivial conﬁguration
(0n, 1n or 2n) is reachable from other non-trivial conﬁguration, and the trivial
conﬁguration is associated with a ﬁxed-point attractor, then there is a tendency
to converge to that ﬁxed-point attractor from any non-trivial conﬁguration. In
this case, the ﬁxed-point attractor is not isolated and there is a chance of getting
small cycles. This is an undesirable situation which weakens randomness prop-
erty of the corresponding CA. Note that, this behavior is cell dependent, and
relates with the length of the loop in the ﬁxed-point graph for the CA. So, to
avoid those rules, an experiment is conducted, where for each rule, it is checked
whether the trivial conﬁguration is reachable from the standard non-trivial con-
ﬁguration (all cells are 0, except the middle cell which is 2, i.e. 0k20k, k =
⌊
n
2
⌋
),
similar to [8]. If the trivial conﬁgurations are reachable and has a ﬁxed-point
attractor, then the rule is discarded. This experiment is repeated on each of the
1117008 rules for the cell length n, 5 ≤ n ≤ 15. We have found 637406 rules
which have reachable trivial conﬁguration. Therefore, the working rule set is of
size 479602 on which the randomness tests are performed. We have used Diehard
battery of tests as the initial testbed.
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Filtering with Diehard Battery of Tests: Although from the theoretical
development, 479602 rules are selected as the working set of candidates for PRPG
with 3-state CA using the strategy, but, all of these rules may not be good for
every circumstances demanding randomness. Therefore, rigorous and exhaustive
randomness testing is applied on these rules to get the set of best rules. Note
that, a rule is part of this best set only when it passes a minimum number of
tests on every initial condition.
Wolfram in [8] showed that the binary CA with rule 30(00011110) is a good
source of randomness. However, in that paper, he considered the randomness of
the vertical sequence generated by the middle cell for a certain number of time
stamps. But, for our CA, we have considered the randomness of the pattern
generated in the conﬁguration of a n-cell CA, where each cell can take any of
the states {0, 1, 2}. Therefore, for our CA based PRPGs, ﬁnding n as minimum
as possible is very important.
All the 479602 rules are tested with Diehard for arbitrary initial conﬁguration
as well as ﬁxed initial conﬁguration (i.e. 0k20k, k =
⌊
n
2
⌋
). By experimentation,
we have got the minimum cell length for which the PRPG beats other existing
CA based PRPGs is n = 15. So, for testing each CA, n is taken as 15 uniformly.
At each time, the CAs are tested with Diehard with random initial conﬁgura-
tion and only the good CAs are put to test again. Here, a CA is considered good,
when it passes at least 7 tests out of the 15 tests of Diehard. We have repeated
this experiment several times. The rules, which have passed the minimum tests
(that is, at least 7 tests) in all these runs, are selected to be potential PRPGs
for any seed or initial condition. We have got 805 such 3-state CA rules. Table 5
gives some of these rules.
5 Verification of Result
In this section, we verify our ﬁnal set of rules of size 805 to conﬁrm their compe-
tency as excellent PRPGs. To reaﬃrm that, we have tested these CAs again with
Diehard battery of tests for 5 diﬀerent arbitrary initial seeds and ﬁxed initial
seed (i.e. 0k20k, k =
⌊
n
2
⌋
) and with more stringent TestU01 library.
5.1 Test with TestU01 Library
As TestU01 library [4] oﬀers many more stringent battery of tests, we test our
ﬁnal rule set with TestU01 library. Among the diﬀerent battery tests, we have
selected the battery rabbit (bbattery RabbitFile()) which takes a binary ﬁle as
input and contains 39 stringent tests. Each of the 805 rules, when tested with the
battery rabbit, passes 12− 15 tests for any arbitrary initial conﬁguration. Some
of the results of the 805 rules with TestU01 library for ﬁxed initial conﬁguration
is shown in Table 5.
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Table 5. Sample of good PRPGs. The test results are for ﬁxed initial conﬁguration
3-state CA Rules #Tests passed #Tests 3-state CA Rules #Tests passed #Tests
in Diehard passed in in Diehard passed in
(n = 15) TestU01 (n = 15) TestU01
(n = 20) (n = 20)
012012120021021021201021210 9 13 210120201201021210120021021 8 12
210201102210102012201102201 8 10 210201021210120201120102021 8 11
012012102012012102120210012 7 15 012012021120012210021120012 9 15
210120021210201021021120021 7 14 102201102012210120102210201 9 10
210102102210201012210102012 8 13 120210021012210012021210012 8 14
210201201210201102021120201 8 13 120012120201210120120021012 9 10
210210021201120012021021201 8 8 012012120102012102210012102 8 14
012012102102012201012012021 9 14 012012120012012102210012102 7 14
012012102021012021102102021 7 14 012120201012201210210021210 9 12
210201021201201021201021021 7 14 102210012021210201120210012 9 14
012012210102210120120210102 9 13 210102102210102012210102201 7 15
012012201102012102210012102 9 12 012012021201012012021012012 7 13
210210102201102102120102102 7 14 012012201201012201102012102 7 14
201102102210102210201102201 9 12 210210120210120102210120102 8 14
201102102210120201210120021 9 13 012021012201012201021210201 8 14
210201102210120201021210102 8 11 210210210210021012201021021 8 7
012210012210012201120210012 8 11 012021021021210201021210021 8 11
012021120012102012012021210 8 12 012021120012120120021021210 8 12
012021120120120120120201120 8 11 012021210012021021012210120 8 12
012102210210102012102102210 8 10 012120120012120021120021120 8 11
012120201012201120021201120 8 12 012201012210210102021210201 8 9
012201102012012012012210102 8 9 012102210201012120210012102 8 9
012201201021201210012201210 8 12 012201210201102102201102120 8 12
012102201201210120201210201 8 8 012210120021012102120120102 8 8
012210120210210012012210102 8 11 012210201021210120012210012 8 12
021012012021012012201012102 8 12 021012012210012102201012201 8 11
201102012102201120201210012 7 9 102210120120210021120210012 7 12
102210120012120120102102120 7 9 102210120102102120102210210 7 11
201021201201021021210210102 7 12 012021012012012102021012201 7 12
5.2 Cycle Length Test
We have conducted an experiment to ﬁnd out the cycle lengths of these 805
rules for diﬀerent values of n. Table 6 gives cycle lengths for a sample run on
diﬀerent values of n for some rules of Table 5. Note that, although, for some
CAs, cycle length varies with cell length, but, we can observe that, the 805 CAs
selected as possible PRPGs, have suﬃciently long cycle length for most values
of n, especially for n = 15 and thus strengthens our selection process.
Table 6. Cycle lengths from a sample run for some 3-state CAs of Table 5
Rule n = 5 n = 6 n = 7 n = 8 n = 9 n = 10 n = 11 n = 12 n = 13 n = 14 n = 15
012021120012102012012021210 104 65 22 55 1043 104 4630 5210 28456 22 123824
012021120120120120120201120 4 5 139 2 77 4 170 6575 20643 13005 96764
012021210012021021012210120 4 13 244 47 140 739 4421 1015 7201 7944 116924
012102201201210120201210201 94 95 258 1 1214 223 274 89 2846 8987 49094
012102210210102012102102210 54 17 42 231 2114 144 2309 17 19980 3156 91184
012120201012201120021201120 34 8 27 51 368 34 527 10475 11998 29553 36224
012201012210210102021210201 34 23 146 271 22 34 208 911 4731 2461 84284
012210012210012201120210012 94 17 167 143 188 339 2375 2639 378 9561 74234
012210201021210120012210012 19 5 167 3 143 39 21 357 17146 293 88364
021012012021012012201012102 36 5 251 3 134 2999 10262 8 24556 11570 151214
021012012210012102201012201 109 62 153 687 152 189 1033 9239 8878 8735 137534
201102102210120201210120021 49 8 31 2 458 49 2826 3563 6759 11129 54554
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Fig. 3. Comparison of rule 30, max-length CA and 3-state CAs as potential PRPGs
5.3 Comparison
We have selected most popular binary CA with rule 30 [8] and a max-length CA
[2] with rules 150 and 90 and tested on Diehard testbed for diﬀerent values of
n, such as 15, 20, &24 with ﬁxed initial seed, i.e., all zero except the middle bit
as one (0k10k, k =
⌊
n
2
⌋
). Figure 3 shows the comparison result. In this ﬁgure,
among the 805 3-state CAs, a CA is arbitrary selected as our PRPG, which is
the rule 012012102012012102120210012 in this case. It can be observed that, our
PRPG beats the PRPG based on rule 30 as well as the max-length CA for the
minimum cell length n = 15.
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On a Universal Brownian Cellular Automata
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Abstract. This paper presents a 3-state asynchronous CA that requires
merely two transition rules to achieve computational universality. This
universality is achieved by embedding Priese’s delay-insensitive circuit
elements, called the E-element and the K-element, on the cell space of
a so-called Brownian CA, which is an asynchronous CA containing local
conﬁgurations that conduct a random walk in the circuit topology.
1 Introduction
Cellular Automata (CA) attract increasing attention as architectures for com-
puters with nanometer-scale devices (nano-computers), because their regular
structures and local connectivity oﬀer much potential for manufacturing based
on molecular self-assembly [1–4]. An obstacle to the realization of nanocomput-
ers is the eﬀect of noise and ﬂuctuations in operating nanometer-scale devices,
in which amplitudes of circuit signals could be comparable to those of noise
and ﬂuctuations. Assuring the normal operation of circuits will be diﬃcult in
the framework of traditional techniques, such as the suppression of noise or the
correction of errors caused by noise.
For this reason, alternative approaches to circuit operations need considera-
tion. One possible approach is to make use of noise as information carrier or—
more indirectly—for the operations of circuits [5,6], in a way that is sometimes
found in biological systems [7]. When realized in terms of CA, noise-driven com-
putation is described by the term Brownian Cellular Automata (BCA) [8]. BCA
are a type of asynchronous CA, where certain local conﬁgurations propagate
randomly in the cellular space, resembling Brownian motion. The BCA in [8] is
proven computational universal, by embedding so-called Brownian circuits [9] on
the cell space. The number of states in a cell is 3 in this model and the number of
transition rules is 3, which is much less than comparable models in asynchronous
CA with computational universality. The resulting decrease in the complexity of
a cell is very useful for the eﬃcient implementation of nanometer-scale devices.
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Fig. 1. Transition on BCA
This paper presents a computational universal BCA, in which the number
of cells’ state is 3, like in [8], but in which the number of transition rules is
decreased to 2. Computational universality in the proposed BCA is shown by
embedding a set of previously known delay-insensitive circuit elements, called
K-element and E-element [10], on the cell space.
2 Preliminaries
2.1 Brownian Cellular Automaton
A BCA [8] is a two-dimensional asynchronous CA of identical cells, each of
which can assume one of a ﬁnite number of states at a time. Cells undergo
transitions in accordance with transition rules that operate on each cell and
its direct four neighbors, shown in Fig. 1. The rules are of a type called Von
Neumann neighborhood aggregate rules. In a BCA, transitions of the cells occur
at random times, independent of each other. Furthermore, it is assumed that
neighboring cells of the cells being in transition never undergo transitions at
the same time to prevent a situation in which such cells simultaneously write
diﬀerent states into the same location.
We assume that the transition rules are rotational symmetric, i.e., one tran-
sition rule has four rotated analogues. Consequently, when we represent the
transition in Fig. 1 as
(pc, pn, pe, ps, pw) → (qc, qn, qe, qs, qw), (1)
the following three rules also exist:
(pc, pe, ps, pw, pn) → (qc, qe, qs, qw, qn)
(pc, ps, pw, pn, pe) → (qc, qs, qw, qn, qe)
(pc, pw, pn, pe, ps) → (qc, qw, qn, qe, qs)
2.2 Computational Elements
A few decades ago Priese [10] proposed circuit elements from which arbi-
trary delay-insensitive circuits can be constructed. Called the E-element and
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Fig. 2. K-element
(a) ‘up’ state (b) ‘down’ state
Fig. 3. E-element in (a) ‘up’ state and
(b) ‘down’ state
K-element [10], these elements—schematically shown in Figs. 2 and 3—are uni-
versal, forming a base for the construction of a sequential automaton. The cir-
cuits constructed from E-elements and K-elements have in common that they
employ only one signal at a time. Though ineﬃcient, this is suﬃcient to guar-
antee universality.
(a) (b)
(c)
Fig. 4. Operations of an E-element: (a) when in the ‘up’ state, (b) when in the ‘down’
state, and (c) changing state upon receiving an input signal on wire S. A token (blob)
on a wire denotes a signal.
The K-element has two input wires and one output wire and it accepts a
signal coming from either input wire and outputs it to the output wire.
The E-element is an element with two input wires (S and T) and three output
wires (S′, Tu, and Td), as well as two internal states (‘up’ or ‘down’). Input from
wire T will be redirected to either of the output wires Tu or Td, depending on
the internal state of the element: when this state is ‘up’ (resp. ‘down’), a signal
on the input wire T ﬂows to the output wire Tu (resp. Td) as in Fig. 4(a) (resp.
Fig. 4(b)). By accepting a signal from input wire S, an E-element changes its
internal state from ‘up’ to ‘down’ or from ‘down’ to ‘up’, after which it outputs
a signal to output wire S′, as shown in Fig. 4(c).
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3 Implementing Computational Elements on Brownian
Cellular Automaton
3.1 Basic Elements
A cell in the proposed BCA can be in one of the 3 states, as shown in Fig. 5.
Figure 6 shows two transition rules used in the proposed CA. To construct the
delay-insensitive circuit elements, we ﬁrst deﬁne the basic elements on the above-
mentioned BCA, called signal, signal line, terminator, hub, crossover, and switch.
Symbol
State
"Blank"
0 1 2
Fig. 5. The symbols used to represent
the states of a cell
(1) (2)
Fig. 6. Transition rules
The most basic elements are the signal and the signal line. A signal can travel
bidirectionally along a signal line (Fig. 7(a)). This is implemented on the BCA
by appropriate placements of state 1, as shown in Fig. 7(b). The transition rule
#1 is used for moving a signal to and fro on a signal line, whereby the direction
of the signal is determined by which cell ﬁrst undergoes a transition. In the
example in Fig. 7(b), both ends of a signal line are terminated by terminators,
thus a signal travels between terminators.
Signal
Signal Line
Terminator
(a)
Signal
Terminator
(b)
Fig. 7. (a) Signal, Signal line, and Terminators, (b) Their implementations on BCA,
where a cell with a dotted circle will undergo the transition.
A hub is used for branching a signal line (Fig. 8(a)). The signal on the port a
goes out from a, b or c. A conﬁguration of a hub on BCA is shown in Fig. 8(b).
The transition rule #1 is also used for this element.
A crossover element (Fig. 9(a)) accepts a signal at port N (or S) and produces
an output signal from port S (or N , resp.). In a similar way, the ports W and E are
connected to each other. Figure 9(b) shows a conﬁguration of a crossover on BCA.
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a
b
c
(a)
Signal
(b)
Fig. 8. (a) a Hub and (b) its implementation on BCA
N
EW
S
(a) W E
Signal
S
N
Signal
(b)
Fig. 9. (a) a Crossover and (b) its implementation on BCA
The next circuit element requires some kind of switching behavior, for which
the basic mechanism works like in Fig. 10. Using transition rule #1, this mech-
anism drags the right end of a signal line on which no terminator exists in the
right direction. Dragging of the right end continues until the signal arrives at
the other signal line, somewhere to the right, resulting in the line end to become
attached to the left end of this line. This eﬀect of dragging the end of a line
towards another line can also be used in combination with curves of a line, in
which a signal turns to the left or to the right. It is used in an element called
switch (Fig. 11). A switch element has two ports, both of which can be used for
input or output, and it takes one of two states, the R-state and the L-state. An
arrow in a switch represents the direction of a signal that can be passed: in the
R-state (Fig. 11(a)), a signal at port W can go out from port E but a signal
at port E never passes through the element. Similarly, a signal at port E can
go out from port W in the L-state (Fig. 11(b)). On acceptance of a signal, the
switch element changes its state from L to R (or R to L, resp.) (see Fig. 11(c)).
A conﬁguration of a switch and its switching behavior is shown in Fig. 12.
There is another switching element, called a line selector and shown in Fig. 13.
This element has six input/output ports and takes one of two states, the U -state
On a Universal Brownian Cellular Automata with 3 States and 2 Rules 19
Signal
Fig. 10. Dragging state 1 from one signal line to a signal line right of it.
W E
(a) R-state
W E
(b) L-state
(c) Switching
Fig. 11. A Switch element (a) R-state,
(b) L-state, and (c) switching from L
to R.
Signal
(a) (b)
Fig. 12. A BCA implementation for
switch element
1 2
3 4
5
6
(a) U -state
1 2
3 4
5
6
(b) D-state
(c) Switching between U and D
states
Fig. 13. A line selector element (a) U -state, (b) D-state, and (c) switching by a signal.
Signal
21
43
5
6 (a) (b)
Fig. 14. A line selector element implemented on BCA
and the D-state. A line selector in the U -state (Fig. 13(a)) connects the port 1
and the port 2 by a signal line, thus allowing a signal on port 1 (or 2) to move
to port 2 (or 1). In this state, ports 3 and 4 are not connected, i.e., a signal
on port 3 never goes out from 4 and vice versa. When this element is in the
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(a)
Signal
(b)
Fig. 15. (a) A ratchet and (b) its implementation on BCA
D-state (Fig. 13(b)), on the other hand, it connects port 3 and port 4, but it
does not connect port 1 and port 2. The switching of the state of a line selector
is conducted by a signal traveling from port 5 to port 6. When a line selector
is in state U , it accepts a signal from port 5, then produces a signal at port 6,
and ﬁnally changes its state to D (Fig. 13(c)). Similarly, a line selector in state
D changes its state to U when it accepts a signal at port 6.
The behavior of a line selector can be realized on the proposed BCA by
utilizing the dragging behavior in Fig. 10 on an appropriate conﬁguration of
state 1s. Figure 14 shows a line selector implemented on BCA.
The last of the basic elements is called a ratchet. Figure 15 shows a ratchet
and its conﬁguration on BCA. This element has one input port and one output
port. A signal on the input port will go out from the output port, but this
signal cannot return to the input port from the output port. For realizing this
mechanism, an additional state (i.e. state 2) and an additional transition rule
(rule #2) are used (see Fig. 15(b)).
1
2
3(output)
(a)
Signal
Output
(b)
Fig. 16. (a) A K-element by basic elements and (b) its implementation on BCA
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T
S S’
T
T
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d
(a) An E-element in ‘up’ state
T
S S’
T
T
u
d
(b) Switching by a signal on the port S
Fig. 17. An E-element constructed by basic elements, where it is in the state ‘up’.
(a) Trajectory of a signal on the port T . This results in the signal going out from Tu.
(b) Trajectory of a signal on the port S. The state of the element changes to ‘down’
and the signal goes out from the port S′.
3.2 Constructing Computational Elements
To ensure the computational universality on the proposed BCA, we implement
two elements—the E-element and the K-element—as conﬁgurations on BCA.
Implementing a K-element is straightforward. Figure 16(a) shows a construction
of a K-element in terms of the basic elements. It uses one hub for combining two
Signal
Dead end
Fig. 18. An implementation of an E-element on BCA. A solid line with an arrow
represents a trajectory of a signal.
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input lines, and two ratchets for preventing the signal going out from the input
ports. A signal on either 1 or 2 will be output to port 3. A conﬁguration of a
K-element on the BCA is shown in Fig. 16(b).
A construction of the E-element is shown in Fig. 17(a), where it is in the ‘up’
state. The states of four line selectors and a switch in the element determine the
state of this E-element: in the case of the ‘up’ state, a signal at the port T will
eventually move to port Tu. A trajectory of a signal on port T is shown as a
dashed line in Fig. 17(a). Switching the state of an E-element is accomplished by
a signal on port S, resulting in this signal going out from port S′. Figure 17(b)
shows a trajectory of a signal that is input to port S and goes out from S′. All
the states of the switch and the line selectors are changed by this signal.
A BCA implementation of an E-element is shown in Fig. 18, where the state of
this element is ‘up’. A solid line with an arrow in this ﬁgure shows a trajectory
of a signal on the port T , which corresponds to a dashed line in Fig. 17(a).
Transitions of switching from the state ‘up’ to ‘down’ are shown in Fig. 19.
Signal
Dead end
(a)
Signal
Dead end
(b)
Signal
Dead end
(c)
Signal
Dead end
(d)
Output
(e)
Fig. 19. Switching the state of an E-element
By arranging E-elements and K-elements and connections between them in
appropriate ways on the proposed BCA, we can realize any circuit consisting of
these elements. Thus, the proposed BCA is computationally universal.
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4 Conclusion
This paper presents a 3-state computationally universal Brownian CA, in which
the number of transition rules is two. This is one rule less than in the Brownian
CA model in [8].
There is some limited room for further reduction of the number of states and
the number of rules. Obviously, the limit is two states and one rule. Interestingly,
the E-element, which is the most complicated of the two circuit elements, requires
exactly this number of states and rules for its implementation. It is for two
reasons that a third state and a second rule are necessary. The ﬁrst reason is
that a ratchet appears to require such an addition of one state and one rule. Rule
#1 is symmetric in itself, and it is likely unable to provide for the asymmetry
of the ratchet. Regarding the need for an additional state, it is unclear at this
stage whether a ratchet can be implemented without relying on it, so further
research is needed to provide more clarity. The second reason why two states
and one rule appear insuﬃcient is that a 1-cell shift is caused by a turn left or
right of a line, and this shift makes it impossible to line up certain input and
output lines. The construction of the ratchet provides for this shift in a signal
line, but, as stated above, an additional state and rule are necessary for this.
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Based Stream Cipher
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Abstract. Grain is a stream cipher suitable for restricted hardware
environments. The cipher is particularly vulnerable to fault attacks. It
has been shown that fault injection in either the linear or nonlinear
block of Grain can break the cipher. Fault attacks generally exploit the
linear behaviour and the reversibility of the cipher states. Using Cellular
Automata (CA), we propose a Grain-like cipher which is shown to be
strong particularly against fault attacks.
Keywords: Fault analysis · Grain cipher · Stream cipher · Cellular
automata
1 Introduction
Encryption techniques in general can be broadly classiﬁed into two, namely
symmetric-key encryption (secret-key encryption) and asymmetric-key encryp-
tion (public-key encryption). Stream ciphers fall under symmetric-key encryption
where the sender and the receiver share the same secret key. Stream ciphers may
be classiﬁed into synchronous where the keystream depends only on the key and
asynchronous where the keystream depends on both the key and the ciphertext.
The importance of stream ciphers stems from the fact that they are suitable
for resource-constrained environments where computing power, memory, etc. are
at a premium. Stream ciphers may be eﬃcient in software meaning they need
fewer instructions to execute or may be hardware eﬃcient meaning they need
less hardware circuitry.
eSTREAM [1], the ECRYPT Stream Cipher Project, was conceptualised to
promote the design of eﬃcient stream ciphers. The shortlisted ciphers under
the the project falls into two categories. One set of ciphers are more suitable
for software applications with high throughput requirements and the other set
of ciphers are suitable for restricted hardware environments. Grain cipher falls
under the second category and our interest is on 128-bit version of Grain known
as Grain-128 which is described in detail in Subsect. 2.1. In this paper, reference
to Grain implies Grain-128 version of the cipher unless otherwise stated.
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Side channel attacks (SCA) are attacks that target the limitations in the
physical implementation of the cryptosystem. They can be either active or pas-
sive. Fault attacks are active side channel attacks and in particular, they ﬁnd
relevance against stream ciphers [9]. Faults are injected into unknown bit posi-
tions in the cipher state and by tracking these faults, the state of the cipher is
found. These attacks are suitable when the cryptosystem is not vulnerable to
direct attacks. Some of the fault attacks that were proposed against Grain are
fault injection in LFSR [4], fault injection in NFSR [12], and the attack which
is applicable to Grain family of ciphers [3].
The immunity of a CA based Trivium-like stream cipher against fault attacks
was shown [10] in ACRI 2014. In [7], a scalable stream cipher based on CA
was proposed. In this paper, we propose a CA based Grain-like stream cipher
FResCA which is resistant to fault attack. Analysis of its cryptographic strength
is provided with a special emphasis on fault attacks.
The paper is organised as follows. In Sect. 2, we give a brief description
of Grain and suitability of CA as better cryptographic primitive against fault
attacks.The proposed cipher FResCA is described in Sect. 3. Section 4 discusses
the security of the proposed cipher and Sect. 5 describes the cipher’s strength
against fault attacks. We conclude with Sect. 6.
2 Preliminaries
Boolean functions should have certain desirable cryptoproperties so that they
can be employed in practical cryptosystems. A detailed discussion on Boolean
functions and their cryptoproperties can be found in [14]. In this section, a brief
description of Grain is provided followed by a discussion on CA’s suitability as
cryptographic primitive against fault attacks.
Fig. 1. Grain block diagram Fig. 2. Grain Initialisation
2.1 Grain-128 Description
Grain [8] has three blocks namely an LFSR, an NFSR, and an output func-
tion as shown in Fig. 1. The contents of the LFSR and NFSR are denoted
by (si, si+1, · · · , si+127) and (bi, bi+1, · · · , bi+127) respectively at clock i and
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together determine the 256-bit state of the cipher. The LFSR feedback poly-
nomial f(x) updates the LFSR as
si+128 = si ⊕ si+7 ⊕ si+38 ⊕ si+70 ⊕ si+81 ⊕ si+96.
The NFSR feedback polynomial g(x) together with si from LFSR updates
the NFSR as
bi+128 = si ⊕ bi ⊕ bi+26 ⊕ bi+56 ⊕ bi+91 ⊕ bi+96 ⊕ bi+3bi+67 ⊕ bi+11bi+13
⊕ bi+17bi+18 ⊕ bi+27bi+59 ⊕ bi+40bi+48 ⊕ bi+61bi+65 ⊕ bi+68bi+84.
The nonlinear function h is deﬁned as
h = bi+12si+8 ⊕ si+13si+20 ⊕ bi+95si+42 ⊕ si+60si+79 ⊕ bi+12bi+95si+95.
The output bit zi is given as
zi = bi+2 ⊕ bi+15 ⊕ bi+36 ⊕ bi+45 ⊕ bi+64 ⊕ bi+73 ⊕ bi+89 ⊕ h ⊕ si+93.
In the initialisation phase, the key (k0, · · · , k127) and IV (v0, · · · , v95) are
loaded into the NFSR and LFSR as
(b0, · · · , b127) ← (k0, · · · , k127)
(s0, · · · , s127) ← (v0, · · · , v95, 1, · · · , 1).
Then the cipher is iterated 256 times without producing the keystream in
the initialisation phase as shown in Fig. 2. Instead, the keystream bits are fed
back and XORed with the input of both the LFSR and NFSR. After the initiali-
sation phase, these feedback paths are removed and keystream bits are available
through the output line.
2.2 CA as Better Cryptographic Primitive Against Fault Attacks
CA can provide fast evolution and high nonlinearity if appropriate CA rules are
employed. CA diﬀuse the state bits very fast and in a single cycle, every bit
undergoes transformation. This parallel transformation forces the introduced
fault to spread quickly and dissipate. So fault tracking becomes very diﬃcult.
Most of the stream ciphers that are vulnerable to fault attacks use a reversible
algorithm. That is, if we know the state of the cipher at any instant, the cipher
can be run backwards until it reaches the initial state revealing the key which
was used for the cipher initialisation. CA can be eﬀectively employed in such a
way that it is practically infeasible to reverse the cipher.
Since nonlinearity of CA based stream ciphers is quite high if appropriate CA
rules are employed, it is very diﬃcult to generate linear equations which can be
solved to extract state bits of the cipher as done in a general fault attack. Thus,
a CA based stream cipher can be designed such that it prevents fault attack.
Other than these, CA prevent correlation attacks too. CA based stream
ciphers can provide fast initialisation as they achieve desirable values of crypto-
graphic properties in less rounds. They can be designed in such a way that they
are suitable in hardware as well as software.
3 FResCA Description
Our cipher model is Grain-like and has three blocks, namely nonlinear, linear,
and a mixing function as shown in Fig. 3. Nonlinear block uses highly nonlinear
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4-neighbourhood CA rule whereas linear block uses 3-neighbourhood maximum
length CA and both are of 128-bit length. Third block performs nonlinear mixing
and produces the output stream.
Fig. 3. FResCA block diagram Fig. 4. FResCA Initialisation
3.1 Nonlinear Block
A study was conducted in [11] to explore the cryptographic properties of four-
neighbourhood CA. In the paper, ﬁve good candidate rules were selected based
on their cryptographic properties. The rules 43350 and 51510 are cryptograph-
ically stronger among the ﬁve rules. In the NIST test suite [2], rule 43350 per-
formed better. So this rule is used in the nonlinear block which computes the
state of the CA cell qi at time t + 1 as
Rule 43350: qi(t + 1) = qi−2(t) ⊕ qi+1(t) ⊕ (qi−1(t) + qi(t)),
where qi−2(t), qi−1(t), qi(t), and qi+1(t) represent the state of the two left
neighbours, self, and right-neighbour respectively at time t of the left-skewed
four-neighbourhood CA, ⊕ and + represent XOR and OR operations respec-
tively. Rule 43350 provides high nonlinearity to the nonlinear block and the non-
linearity increases rapidly with each iteration. The rule is balanced and exhibits
good correlation immunity also.
3.2 Linear Block
Linear block uses a three-neighbourhood linear maximum-length CA. Two linear
rules, rule 90 and 150 are used to realise the CA. These rules are deﬁned as
Rule 90: qi(t + 1) = qi−1(t) ⊕ qi+1(t)
Rule 150: qi(t + 1) = qi−1(t) ⊕ qi(t) ⊕ qi+1(t)
The bit positions 1 and 29 uses rule 150 and all other 126 positions use rule
90 to realise the maximum length CA.
3.3 Nonlinear Mixing
The nonlinear mixing is achieved by using NMIX function [5] which is deﬁned
for two n-bit inputs X,Y, and output Z as follows:
zi ← xi ⊕ yi ⊕ ci−1
ci ← x0y0 ⊕ · · · ⊕ xiyi ⊕ xi−1xi ⊕ yi−1yi
and x−1 = y−1 = c−1 = 0, 0 ≤ i ≤ n − 1.
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We take 8-bits each from the nonlinear and linear block as input to NMIX
and the most signiﬁcant bit (MSB) is taken as the output from NMIX. We
can see that all input bits are present in the computation of MSB. The output
function is a 16-variable bent function of degree two and this mixing provides
high nonlinearity.
3.4 Working of FResCA Cipher
FResCA is Fault-Resistant Cellular Automata based Grain-like cipher. The
cipher has an initialisation phase and a keystream generation phase. The output
is suppressed in the initialisation phase which consists of 32 iterations. The
number of iterations in initialisation phase is very less in comparison to 256
iterations in Grain. The 128-bit key and 128-bit IV are loaded to the nonlinear
and linear blocks respectively. During this phase, the output is fed back to both
the nonlinear and linear blocks as shown in Fig. 4. The output bit acts as the right
neighbour for the rightmost linear cell and the XOR of the output bit and the
leftmost bit of linear block acts as the right neighbour to the rightmost nonlinear
cell in the initialisation phase. In each iteration, each bit in the nonlinear block
changes its state according to the 4-neighbourhood CA rule 43350. In the linear
block, the bits change according to 3-neighbourhood linear rule 90 except for bit
locations 1 and 29 where rule 150 is used. Eight taps are taken from each of the
nonlinear and linear blocks so that the number of input lines to the nonlinear
mixing block is 16. The eight taps corresponds to the bit positions 1, 22, 43, 64,
65, 86, 107, and 128 in both the blocks. The tap positions are spaced equally
other than the two central taps so that the output is inﬂuenced by all the bits
in less iterations.
Thirty-two cycles are more than suﬃcient for all the 256 state bits to inﬂuence
the input to the NMIX function and thereby inﬂuencing the output of NMIX,
i.e., the keystream bit. So each keystream bit is inﬂuenced by all the 256 state
bits. The ﬁrst keystream bit z1 (ﬁrst 32 keystream bits are suppressed and are
not available as output) involves 16 variables, 8 from the nonlinear block and 8
from the linear block.
If nonlinear bits are represented as (b1, · · · , b128) and linear bits are repre-
sented as (s1, · · · , s128), then z1 is represented as
z1 = b128 ⊕ s128 ⊕ b1s1 ⊕ b22s22 ⊕ b43s43 ⊕ b64s64 ⊕ b65s65 ⊕ b86s86 ⊕ b107s107 ⊕
b86b107 ⊕ s86s107.
The cryptographic properties of z1 are measured. Nonlinearity, correlation-
immunity, resiliency, and algebraic degree are 32256, 1, 1, and 2 respectively.
Since we have resiliency value as 1, the Boolean function is balanced also.
The second keystream bit z2, which is also suppressed, involves 41 variables
(26 from the nonlinear block and 15 from linear block). The Boolean function
corresponding to z2 is
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z2 = b126⊕b127⊕b128⊕s127⊕(b1s1)⊕(b1s2)⊕(b105b84)⊕(b105b85)⊕(b105b86)
⊕ (b105b87)⊕ (b105s106)⊕ (b105s108)⊕ (b106b84)⊕ (b106b85)⊕ (b106b86)⊕ (b106b87)
⊕ (b106s106)⊕ (b106s108)⊕ (b107b84)⊕ (b107b85)⊕ (b107b86)⊕ (b107b87)⊕ (b107s106)
⊕ (b107s108)⊕ (b108b84)⊕ (b108b85)⊕ (b108b86)⊕ (b108b87)⊕ (b108s106)⊕ (b108s108)
⊕ (b127b128)⊕ (b2s1)⊕ (b2s2)⊕ (b20s21)⊕ (b20s23)⊕ (b21s21)⊕ (b21s23)⊕ (b22s21)
⊕(b22s23)⊕(b23s21)⊕(b23s23)⊕(b41s42)⊕(b41s44)⊕(b42s42)⊕(b42s44)⊕(b43s42)
⊕(b43s44)⊕(b44s42)⊕(b44s44)⊕(b62s63)⊕(b62s65)⊕(b63s63)⊕(b63s64)⊕(b63s65)
⊕(b63s66)⊕(b64s63)⊕(b64s64)⊕(b64s65)⊕(b64s66)⊕(b65s63)⊕(b65s64)⊕(b65s65)
⊕(b65s66)⊕(b66s64)⊕(b66s66)⊕(b84s85)⊕(b84s87)⊕(b85s85)⊕(b85s87)⊕(b86s85)
⊕ (b86s87) ⊕ (b87s85) ⊕ (b87s87) ⊕ (s106s85) ⊕ (s106s87) ⊕ (s108s85) ⊕ (s108s87)
⊕ (b105b85b86) ⊕ (b106b107b84) ⊕ (b106b107b85) ⊕ (b106b107b86) ⊕ (b106b107b87)
⊕ (b106b107 s106) ⊕ (b106b107s108) ⊕ (b106b85b86) ⊕ (b107b85b86) ⊕ (b108b85b86)
⊕ (b21b22s21) ⊕ (b21b22s23) ⊕ (b42b43s42) ⊕ (b42b43s44) ⊕ (b63b64s63) ⊕ (b63b64s65)
⊕ (b64b65s64) ⊕ (b64b65s66) ⊕ (b85b86s85) ⊕ (b85b86s87) ⊕ (b106b107b85b86).
Algebraic degree increases from 2 to 4 in the second iteration itself and
increases with each iteration. A Boolean function should have high algebraic
degree for cryptographic security [6]. Presence of forty-one variables makes it
impossible to compute the other crypto properties as the truth-table has 241
entries.
4 Security of FResCA
We analyse the security of the cipher with respect to diﬀerent attacks.
Meier-Staﬀelbach Attack Our cipher uses 4-neighbourhood CA in the non-
linear block. It has been shown in [11] that a certain class of 4-neighbourhood
CA resist Meier-Staﬀelbach attack. The nonlinear rule in FResCA is from that
class. So the cipher is strong against the attack.
Linear Attacks First keystream bit of our cipher has a nonlinearity of 32256.
The nonlinearity increases with each iteration. Keystream bits are available only
from 33rd iteration onwards and the nonlinearity will be much higher at that
stage.
Correlation Attacks The nonlinear CA rule 43350 exhibits good correlation
property [11]. Output from this block is combined with the output from the
maximum length CA block using NMIX function [5] which guarantees correlation
immunity and balancedness in the output. Thus correlation attacks can be ruled
out.
Algebraic Attacks Ciphers having high algebraic degree in their Boolean func-
tion are diﬃcult to attack algebraically. The rate of increase in algebraic degree
is high with each iteration in our cipher. This prevents algebraic attacks.
Scan-Based Side Channel Attacks This attack will succeed if the cipher is
reversible. The combination of nonlinear and linear CA rules makes our cipher
robust against this attack.
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Experimental Results Our cipher was run on NIST test suite [2]. Input to
the NIST test suite was a ﬁle containing 0.1 billion keystream bits. NIST test
suite was allowed to partition the input to 100 keystreams where each keystream
contains 1 million bits.
Our cipher with rule 43350 as the 4-neighbourhood rule passed all the tests
for diﬀerent key-IV pairs. Rule 51510, which is also thought to be promising [11],
failed in some tests (failures relatively low in number). The same key-IV pairs
were used to generate keystream bits for NOCAS cipher [13] which needs 64
cycles in the initialisation phase whereas FResCA needs only 32. NOCAS failed
in non-overlapping tests but passed all other tests in the test suite.
Strength of the cipher against fault attack is discussed separately in the next
section.
5 Strength of FResCA Against Fault Attacks
Grain is shown to be vulnerable against fault attacks. It is shown in [4] that
the cipher can be broken by inserting fault into the LFSR state. Later, fault
injection in NFSR state [12] is also shown to be successful.
5.1 Injecting Fault into Linear Block of Grain
Initially, the attack [4] tries to ﬁnd out the fault location by analysing the
keystream diﬀerence bits. If di, zi, and z′i are respectively the i
th keystream diﬀer-
ence bit, keystream bit, and keystream bit after fault injection, then di = zi ⊕z′i.
Corresponding to each possible fault location i in the LFSR, a unique pattern
in {di} is found out.
The Boolean representation of Grain-128 output zi contains si+13si+20 and
si+60si+79 as terms. If any one of the four bits s13, s20, s60, or s79 is faulted,
then the output diﬀerence represents the value of an LFSR bit. As an example,
if fault is injected at position 60, output diﬀerence is the value of s79. In this
way, each LFSR bit is revealed.
If we know the LFSR bits, we can generate linear equations involving NFSR
bits from the regular keystream. The only exception is the involvement of the
term bi+12bi+95si+95 and if si+95 = 0, we get linear equation involving several
bits of the current NFSR state. The keystream diﬀerence equations that are used
to recover LFSR states can be reused here also.
Since Grain-128 algorithm is reversible, the cipher can be run backwards
from the known current state to reach the initial state to reveal the key.
Prevention of the Attack in FResCA In our cipher, fault position cannot
be found out as described in the attack. ΔGrain algorithm tries to ﬁnd a unique
pattern Pi corresponding to each each fault position i, 0 ≤ i ≤ 127. The algo-
rithm relies on the fact that the fault injected position will be represented by 1
while other bits are 0 and the availability of this 1 in the output through diﬀerent
taps at diﬀerent instances of time provides the value of i. In our CA based linear
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block, a single 1 in the register generates more 1’s in diﬀerent cell positions with
each iteration (unlike in Grain where the single 1 shifts its position with each
iteration) and we cannot generate unique patterns corresponding to each fault
position.
In phase 3 of the attack, the algorithm (algorithm 3) which ﬁnds the number
of known LFSR bits also will fail as it uses ΔLFSR as used in ΔGrain algorithm
because there will be more 1’s in our cipher as opposed to a single 1 in ΔLFSR.
In the case of Grain, the number of LFSR bits that are recovered depends on
the fault location and the number of times the cipher is clocked after the fault
is injected. In our case, during subsequent clocking after fault injection, the
fault will not be preserved in a single cell and gets mixed with more and more
neighbours with each iteration. We can ﬁnd out exactly one linear bit if the
fault location is 86 or 107 as s86s107 is the only term involving linear bits in the
keystream function z = b128 ⊕ s128 ⊕ b1s1 ⊕ b22s22 ⊕ b43s43 ⊕ b64s64 ⊕ b65s65 ⊕
b86s86 ⊕ b107s107 ⊕ b86b107 ⊕ s86s107.
If we know all the linear bits (si’s), we can try to ﬁnd nonlinear bits (bi’s).
Then the only nonlinear term in zi (keystream bit) is b86b107. We cannot make
it linear as was done in Grain where the only nonlinear term was b12b95s95 and
if s95 was zero, the whole equation becomes linear. In Grain, more iterations will
produce more linear equations (shown in Fig. 4 - Algorithm “CountEquations”
[4]) whereas in our cipher, more iterations will not be fruitful as the fault start
mixing with more and more neighbours in each iteration.
We need to compute the initial state to ﬁnd the key thereby breaking the
cipher. Use of CA and combination of nonlinear and linear CA rules to produce
keystream bits make the computation of initial state from the known present
state of the cipher diﬃcult. In our case, ﬁnding present state itself is not possible.
5.2 Injecting Fault into Nonlinear Block of Grain
After initialisation phase in Grain, if fault is injected into NFSR, it cannot
propagate to LFSR. This attack [12], just like the previous attack, also starts by
ﬁnding out the fault injection location. Over a large number of key-IV combina-
tions, the nonlinear b-bits will provide unique keystream diﬀerence sequence for
fault injection at a particular location thereby revealing the fault location. To
enhance the attack, a table named Fault Traces Table which contains the list of
corrupted bit locations after t iterations on fault injection at location f is also
created.
To ﬁnd out nonlinear bits, the feedback equation for b128 is used which con-
tains seven degree-2 terms containing only nonlinear b-bits of the form bmbn.
Moving the fault to either bm or bn will provide the value of the other as the
diﬀerence. To get more linear equations involving b-bits, we use linear b-terms
in zi. Feedback fault is moved to one of the single b-bit output taps to get either
the value of b-bit or linear equation involving several b-bits.
The three terms bi+12si+8, bi+95si+42, bi+12bi+95si+95 in zi are exploited to
determine the LFSR bits. They provide either the s-bit value or provide linear
equation involving s-bits. These equations are solved to get the LFSR state.
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Like in the previous attack, after NFSR and LFSR state is obtained, Grain
is run backwards to get the key.
Prevention of the Attack in FResCA When fault is injected in the nonlinear
block of our cipher, the fault propagation largely depends on the nonlinear CA
rule used and the eﬀect of the fault is propagated to the neighbouring cells on
both sides of the cell where fault was injected. Because of the fast diﬀusion of the
introduced fault, we will not be able to ﬁnd unique pattern σf as in algorithm 1
of the attack so that fault location can be found out. Moreover, the computed
fault traces in our cipher looks random as the nonlinear CA rule determines how
the fault traces are spread.
It is not possible to determine the nonlinear bits in our cipher like the NFSR
bits in Grain. The attack against Grain uses equations corresponding to zi and
b128. In our cipher, we have only output zi as there is no feedback path (which
corresponds to b128 in Grain) for the nonlinear block. In the output equation for
Grain, there are 7 single b-bit output taps, namely b2, b15, b36, b45, b64, b73, and
b89 that are exploited in this phase whereas our cipher has only one, i.e., b128.
We cannot move a fault into single bit output tap as done in Grain as it is a
simple left shift in Grain with each iteration. In our cipher, the number of 1’s
will be more and controlling them to occupy speciﬁc cell locations is practically
impossible. This phase of the attack consults Fault Traces Table twice, but in
our case, fault traces cannot be constructed in a similar manner.
We try to ﬁnd out linear block bits just like how LFSR bits are found out in
Grain assuming that we have already found out the nonlinear block bits. This
phase uses the terms in zi representation which has both b and s, like bmsn. In
Grain, the induced fault propagates to some speciﬁed locations in NFSR without
corrupting other b-bits of zi. In our cipher, it is very diﬃcult to guarantee this
as more and more bits get corrupted because of the higher diﬀusion of the fault
which is the inherent nature of the CA.
Computation of initial state from the known present state of the cipher
thereby breaking the cipher is very diﬃcult because of the use of CA and combi-
nation of nonlinear and linear CA rules to produce keystream bits as described
in the previous attack.
6 Conclusion
We have proposed a 4-neighbourhood CA based Grain-like stream cipher. Its
initialisation is 8 times faster than Grain. We have shown that it is strong against
diﬀerent attacks, in particular, fault attacks. Experimental results conﬁrm our
claim for its robustness.
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Abstract. Most of the works concerning cryptographic applications of
cellular automata (CA) focus on the analysis of the underlying local
rules, interpreted as boolean functions. In this paper, we investigate the
cryptographic criteria of CA global rules by considering them as vectorial
boolean functions. In particular, we prove that the 1-resiliency property
of CA with bipermutive local rules is preserved on the corresponding
global rules. We then unfold an interesting connection between linear
codes and cellular automata, observing that the generator and parity
check matrices of cyclic codes correspond to the transition matrices of
linear CA. Consequently, syndrome computation in cyclic codes can be
performed in parallel by evolving a suitable linear CA, and the error-
correction capability is determined by the resiliency of the global rule.
As an example, we ﬁnally show how to implement the (7, 4, 3) cyclic
Hamming code using a CA of radius r = 2.
Keywords: Cellular automata · Boolean functions · S-boxes ·
Resiliency · Linear feedback shift registers · Cyclic codes · Hamming
codes
1 Introduction
Cellular Automata (CA) provide an interesting framework for developing crypto-
graphic primitives such as stream and block ciphers. The reason is twofold: ﬁrst,
depending on the local rule, CA can exhibit chaotic and unpredictable dynamic
behaviors, making them possibly useful for pseudorandom number generation
(PRNG), one of the most important building blocks in cryptography. Second,
being a massively parallel model, CA can be eﬃciently realized in hardware, and
thus they are interesting for implementing cryptographic applications on devices
with limited computational resources.
Wolfram [10] was the ﬁrst to pioneer the use of CA for keystream genera-
tion, using the elementary rule 30. However, the design was discovered to be
insecure against the Meier-Staﬀelbach [7] and Koc-Apohan attacks [3], due to
the fact that rule 30, when considered as a boolean function f : F32 → F2, is not
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1-resilient and has a low nonlinearity. Since then, some researchers [2,4] focused
on the search of CA local rules having good cryptographic proﬁles.
To the best of our knowledge, there are no works in the literature addressing
the cryptographic properties of CA global rules. The aim of this paper is to
begin ﬁlling this gap by investigating CA as a particular kind of vectorial boolean
functions. Speciﬁcally, we focus on the resiliency criterion, the reason being that
resilient vectorial functions both have applications in stream ciphers and error-
correcting codes.
We ﬁrst show that the global rules of bipermutive CA are always at least
1-resilient, thus generalizing the result in [4] about bipermutive local rules. We
then prove an equivalence between linear CA and linear cyclic codes. In partic-
ular, we show how the systematic encoding of cyclic codes actually corresponds
to the preimage computation process of the all-zeros conﬁguration in linear CA,
while syndrome computation is equivalent to the application of the CA global
rule, and can thus be performed in parallel. Leveraging on the theory of resilient
vectorial functions, we remark that the resiliency order of a linear CA can be
used to determine the minimum distance of its associated cyclic code. To sum
up the results of the paper, we ﬁnally show how the (7, 4, 3) cyclic Hamming
code can be implemented using a CA of radius r = 2 and length n = 7.
The rest of the paper is organized as follows. Section 2 recalls some basic facts
about cellular automata and vectorial boolean functions. Section 3 shows that
the global rules of bipermutive CA are always at least 1-resilient. Section 4 recalls
some key concepts about the theory of error-correcting codes, and presents the
connection between linear cyclic codes and linear CA. Section 5 illustrates the
results presented in the paper by showing how to simulate the (7, 4, 3) cyclic
Hamming codes using linear CA. Finally, Sect. 6 sums up the results presented
in the paper and points out future directions of research on the subject.
2 Preliminaries on Cellular Automata and Boolean
Functions
2.1 Cellular Automata
In what follows, we consider exclusively one-dimensional boolean cellular
automata, formally deﬁned below.
Definition 1. A one-dimensional boolean cellular automaton (CA) is a triple
〈C, δ, f〉, where C is a ﬁnite one-dimensional array of binary cells, δ ∈ N is the
diameter and f : Fδ2 → F2 is the local rule.
Given an array C of length n ≥ δ, the update of a CA is done as follows. If
the diameter δ is odd with δ = 2r + 1 for r ∈ N, then each cell i in the range
{r + 1, · · · , n − r} synchronously updates its state by applying rule f to the
neighborhood {i − r, · · · , i, · · · , i + r}. Otherwise, if δ is even and r = δ/2, then
each cell i in the range {r, · · · , n−r} synchronously updates its state by applying
f to the neighborhood {i − r + 1, · · · , i + r}. In both cases, the parameter r is
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called the radius of the CA. The global rule of a CA 〈C, δ, f〉 with array of length
n = m + δ − 1 is the function F : Fn2 → Fm2 deﬁned as
F (C) = F (c1, · · · , cn) = (f(c1, · · · , cδ), · · · , f(cn−δ+1, · · · , cn)).
In what follows, we identify a CA 〈C, δ, f〉 by its global rule F : Fn2 → Fm2 .
The most common way to represent a CA is by means of the truth table of
its local rule f . Since f depends on δ variables, it means that there exist a total
of 22
δ
possible local rules. Another convenient way of representing a CA rule f
is through its Wolfram code, which is basically the decimal encoding of the truth
table of f .
2.2 Vectorial Boolean Functions
A boolean function is a mapping f : Fn2 → F2. The boolean functions adopted
in cryptography for the design of stream and block ciphers must satisfy several
criteria, among which one of the most important is resiliency :
Definition 2. A boolean function f : Fn2 → F2 is said to be t-resilient if, by
ﬁxing at most t input coordinates, the resulting restriction of f is balanced, i.e.
its truth table is composed of an equal number of zeros and ones.
A very well-known secondary construction to obtain a (t+1)-resilient function of
n +1 variables from a t-resilient function of n variables is to simply add (XOR)
an additional variable, as shown in [9]. This method is formalized in the following
result:
Proposition 1. Let I = {i1, · · · , it+1} ⊆ {1, · · · , n} and J =
{j1, · · · , jn−t−1} = {1, · · · , n} \ I be complementary sets of indices. Addition-
ally, let f : Fn2 → F2 be a boolean function of n variables deﬁned as
f(x1, · · · , xn) = g(xj1 , · · · , xjn−t−1) ⊕ xi1 ⊕ · · · ⊕ xit+1 ,
where g : Fn−t−12 → F2 is a boolean function of n − t − 1 variables. Then, f is
t-resilient.
Let n ≥ m. A vectorial boolean function (also called a S-box ) is a mapping
F : Fn2 → Fm2 with n input variables and m outputs. By f1, · · · , fm : Fn2 → F2
we denote the coordinate functions of F , that is, the m boolean functions which
specify the value of each output bit of F :
F (x1, · · · , xn) = (f1(x1, · · · , xn), f2(x1, · · · , xn), · · · , fm(x1, · · · , xn)).
The component functions of F are deﬁned as v · F for all v ∈ Fm2 \ {0}, where ·
denotes the scalar product modulo 2. Since
v · F = v1f1(x1, · · · , xn) ⊕ · · · ⊕ vmfm(x1, · · · , xn),
it follows that the component functions are the linear combinations of the coor-
dinate functions of F .
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Remark 1. Let F : Fm+δ−12 → Fm2 be a one-dimensional boolean cellular automa-
ton of length n = m + δ − 1 deﬁned by a local rule f : Fδ2 → F2 of diameter δ.
Since each output cell yi depends only on the input cells xi, · · · , xi+δ−1 under
application of the local rule, the coordinate functions of F are fi(x1, · · · , xn) =
f(xi, · · · , xi+δ−1) for i ∈ {1, · · · ,m}.
We now deﬁne the resiliency property for vectorial functions.
Definition 3. Let F : Fn2 → Fm2 be a vectorial function, and 1 ≤ t ≤ n. Func-
tion F is said t-resilient if, by ﬁxing any t input variables xi1 , · · · , xit , the result-
ing restriction F˜ : Fn−t2 → Fm2 is balanced, i.e. for all y ∈ Fm2 it follows that
|F˜−1(y)| = 2m.
Note that for m = 1 Deﬁnition 3 is actually equivalent to Deﬁnition 2 for boolean
functions. The resiliency of a vectorial function can be characterized by the
resiliency of its component functions, as the next result proved in [1] shows:
Proposition 2. Let F : Fn2 → Fm2 be a vectorial boolean function in n variables
and m outputs. Then, F is t-resilient if and only if for all v ∈ Fm2 \ {0} the
component function v · F is t-resilient.
3 Resilient Vectorial Functions from Bipermutive CA
We now show that bipermutive cellular automata are always at least 1-resilient
when considered as vectorial boolean functions. To this end, recall that a rule
f : Fδ2 → F2 of diameter δ ∈ N is bipermutive if it is deﬁned as
f(x1, x2, · · · , xδ−1, xδ) = x1 ⊕ g(x2, · · · , xδ−1) ⊕ xδ (1)
for all x = (x1, x2, · · · , xδ−1, xδ) ∈ Fδ2, where g : Fδ−22 → F2. Clearly,
by Proposition 1 any bipermutive local rule is also a 1-resilient boolean func-
tion. The following result characterizes the component functions of a cellular
automaton based on a bipermutive rule:
Lemma 1. Let m, δ ∈ N and let F : Fm+δ−12 → Fm2 be a CA of length
n = m + δ − 1 deﬁned by a bipermutive local rule f : Fδ2 → F2. Then, for
all v ∈ Fm2 \ {0} the component function v · F is bipermutive as well.
Proof. Let f be deﬁned as in Eq. (1). Given v ∈ Fm2 \ {0}, denote the support of
v as follows:
supp(v) = {i1, · · · , ik} = {i : vi 
= 0}. (2)
Then, the component function v · F can be expressed as:
v ·F = xi1 ⊕g(xi1+1, · · · , xi1+1+δ−2)⊕xi1+δ−1⊕· · ·⊕xik ⊕g(xik+1, · · · , xik+δ−2)⊕xik+δ−1.
(3)
Notice that the leftmost and rightmost variables xi1 and xik+δ−1 appear exactly
once in Eq. (3), thus they are never canceled. Let G be the boolean function
deﬁned as:
G(xi1+1, · · · , xik+δ−2) = g(xi1+1, · · · , xi1+δ−2)⊕xi1+δ−1⊕· · ·⊕xik ⊕g(xik+1, · · · , xik+δ−2).
(4)
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Hence, the component function v · F has the form:
v · F = xi1 ⊕ G(xi1+1, · · · , xik+δ−2) ⊕ xik+δ−1. (5)
As a consequence, v · F is bipermutive. unionsq
Combining Lemma 1 and Proposition 1, we get the following result:
Theorem 1. Let m, δ ∈ N and let F : Fm+δ−12 → Fm2 be a CA of length n =
m + δ − 1 deﬁned by a bipermutive local rule f : Fδ2 → F2. Then, F is at least
1-resilient.
4 Linear CA and Linear Codes
4.1 Basics on Linear Codes
We now restrict our attention to the class of linear resilient CA, i.e. resilient
CA whose local rule is a linear combination of the neighborhood cells. In this
case, an interesting connection with linear codes can be observed. We ﬁrst recall
some basic facts about linear codes; for a thorough treatment of the subject, the
reader can refer to [6].
Definition 4. Let n,m, d ∈ N such that n ≥ m, and let q = ρα be the power
of a prime number ρ. A (n,m, d) linear code C is a m-dimensional subspace of
the vector space Fnq , such that the Hamming distance between any two vectors
c1, c2 ∈ C (called codewords) is at least d. The parameters n, m and d are
respectively called the length, the dimension and the minimum distance of C.
In what follows, we focus on binary linear codes, where q = 2.
Since a (n,m, d) linear code C is a subspace of dimension m of Fn2 , it is
possible to specify it using a m×n matrix G whose rows form a set of m linearly
independent codewords of C. Such a matrix G is called a generator matrix for
code C. The encoding process simply amounts to multiplying a message vector
μ ∈ Fm2 by matrix G, thus obtaining the codeword c = μG. Another matrix
associated to a linear code is its parity check matrix, which is useful for error
correction. The parity check matrix for C is a matrix H of dimensions (n−m)×n
such that Hx = 0 if and only if x ∈ C. In general, the vector s = Hx is called
the syndrome of x ∈ Fn2 .
The dual code of a (n,m, d) linear code C is the set
C⊥ = {x ∈ Fn2 : x · y = 0,∀y ∈ C}, that is, the set of all vectors in Fn2
which are orthogonal to the codewords in C. The parity check matrix H of C
is a generator matrix for C⊥, and vice versa the generator matrix G of C is
a parity check matrix for C⊥. This means that C⊥ is a code of length n and
dimension n − m.
Notice that each codeword c ∈ C deﬁnes a ball Bc of radius t = (d − 1)/2,
since the minimum distance is d. Suppose now that a codeword c ∈ C is trans-
mitted over a noisy channel, and at most t errors occur, i.e. at most t bits of c are
ﬂipped. The received word z will always be inside ball Bc, thus making it possible
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to retrieve the original codeword by determining the center of the ball to which z
belongs to. This procedure can be carried out in linear codes through syndrome
decoding as follows. Let c ∈ C be a codeword and e ∈ Fn2 be an error pattern
introduced by the channel, having Hamming weight at most t. A received word
can thus be expressed as z = c ⊕ e. Given a parity check matrix H of C, the syn-
drome of z is s = Hz = H(c ⊕ e) = Hc ⊕ He = He. In order to retrieve
c, it thus suﬃces to determine the error pattern e corresponding to s, and output
c = z ⊕ e. This task can be performed by storing in a table the set of all possible
error patterns of weight at most t together with their syndromes.
We now introduce the class of linear cyclic codes.
Definition 5. A (n,m, d) linear code C ⊆ Fn2 is called cyclic if it is closed
under cyclic shifts, i.e. for all c = (c1, c2 · · · , cn) ∈ C, it holds that
c′ = (c2, · · · , cn, c1) ∈ C.
A cyclic code is described by its generator polynomial
g(x) = g0 + g1x + · · · + gn−mxn−m, where gi ∈ F2 for all i ∈ {0, · · · , n − m}.
If the m-bit message μ = (μ0, · · · , μm−1) is represented by the polynomial
μ(x) = μ0 + μ1x + · · · + μm−1xm−1, then the polynomial corresponding to the
codeword c is c(x) = μ(x)g(x). There exists a one-to-one correspondence between
cyclic codes of length n and divisors of xn − 1. In particular, a (n,m, d) code C is
cyclic if and only if its generator polynomial g(x) divides xn − 1.
Given a (n,m, d) cyclic code C with generator polynomial g(x) of degree n−m,
the polynomial h(x) = (xn − 1)/g(x) of degree m is called the parity check poly-
nomial of C. Analogously to the parity check matrix, h(x) satisﬁes the property
that the codeword associated to a polynomial d(x) belongs to C if and only if
d(x)h(x) = 0. The relationship between the generator/parity check polynomials
of a cyclic code C and its generator/parity check matrices is given by the following
result:
Theorem 2. Let C ⊆ Fn2 be a (n,m, d) cyclic linear code with generator poly-
nomial g(x) = g0 + g1x + · · · + gn−mxn−m and parity check polynomial h(x) =
h0+h1x+ · · ·+hmxm. Then the following are respectively a generator and a parity
check matrix for C:
G =
⎛
⎜⎜⎜⎝
g0 · · · gn−m 0 · · · · · · · · · · · · 0
0 g0 · · · gn−m 0 · · · · · · · · · 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
.
.
.
. . .
.
.
.
0 · · · · · · · · · · · · 0 g0 · · · gn−m
⎞
⎟⎟⎟⎠ , H =
⎛
⎜⎜⎜⎝
hm · · · h0 0 · · · · · · · · · · · · 0
0 hm · · · h0 0 · · · · · · · · · 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
.
.
.
. . .
.
.
.
0 · · · · · · · · · · · · 0 hm · · · h0
⎞
⎟⎟⎟⎠ .
(6)
As a consequence of Theorem 2, the dual code C of a cyclic code is again a cyclic
code of length n and dimension n − m.
One of the main advantages of cyclic codes is that they can be easily imple-
mented using Linear Feedback Shift Registers (LFSR), as shown in [6, pp. 193–
195]. In particular, if the parity check polynomial h(x) of a (n,m, d) cyclic code is
such that h0 
= 0, the codeword of a message μ ∈ Fm2 can be generated by a LFSR
of length m whose tap polynomial is the reciprocal h˜(x) = hm +hm−1x+ · · ·+xm
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of h(x). The registers are initialized to the values μ0, · · · , μm−1 of μ, and the LFSR
is evolved for n steps. The output of length n produced by the LFSR is the code-
word corresponding to μ. Notice that the ﬁrst m output bits are exactly the origi-
nal message μ, while the remaining n−m are the parity check bits. This encoding
procedure is called systematic, since the bits of the message appear unaltered in
the corresponding codeword. If no errors are introduced by the channel, the decod-
ing process is immediate since it just consists of truncating the codeword to its ﬁrst
m bits.
4.2 Linear CA and Cyclic Codes
A cellular automaton F : Fm+δ−12 → Fm2 is called linear if its local rule is deﬁned
as f(x1, · · ·xδ) = a1x1 ⊕· · ·⊕aδxδ, with ai ∈ F2 for all i ∈ {1, · · · , δ}. The global
rule of F is described by a m× (m+ δ − 1) transition matrix MF of the following
form:
MF =
⎛
⎜
⎜
⎜
⎝
a1 · · · aδ 0 · · · · · · · · · · · · 0
0 a1 · · · aδ 0 · · · · · · · · · 0
...
...
...
. . .
...
...
...
. . .
...
0 · · · · · · · · · · · · 0 a1 · · · aδ
⎞
⎟
⎟
⎟
⎠
. (7)
In particular, when the CA is bipermutive and linear we have a1 = aδ = 1. The
application of the CA global rule F to a conﬁguration x ∈ Fm+δ−12 corresponds
to the multiplication y = MF x.
One can notice that the generator and parity check matrices of Eq. (6) in
Theorem 2 have the same form of the linear CA matrix in Eq. (7). In particular,
the systematic encoding for cyclic codes described above can be simulated through
cellular automata. As observed in [5], computing a preimage of a spatially periodic
conﬁguration in a linear bipermutive CA is equivalent to a concatenation of LFSR,
where the LFSR associated to the local rule is disturbed by the LFSR which gen-
erates the spatially periodic conﬁguration. In our case, we are only interested in a
preimage of a ﬁnite conﬁguration. Thus the general scheme consists of the LFSR
associated to the rule where the feedback is additively disturbed by the bits of the
conﬁguration. If one takes the all-zeros conﬁguration 0, it can be observed that
the resulting concatenated LFSR of Fig. 1 is equivalent to the LFSR used for the
systematic encoding of a cyclic code. As a matter of fact, adding a sequence of
zeros to the feedback of a LFSR does not change its dynamics. In the context of
cellular automata, the system represented in Fig. 1 is equivalent to the computa-
tion of a preimage of 0 ∈ Fn−m2 , in particular the preimage determined by the
m-bit block μ.
To summarise the discussion above, we have thus proved the following result:
Theorem 3. Let F : Fm+2 → Fm2 be a linear cellular automaton deﬁned by a
local rule f(x) = a1x1 ⊕ · · · ⊕ aδxδ of diameter δ =  + 1 with  ∈ N, and let
g(x) = a1+a2x+· · ·+aδx be the polynomial associated to f . If g(x) divides xn−1
where n = m+, then F is equivalent to a cyclic code C of length n and dimension
m. The generator matrix of C is the CA matrix MF associated to F , while g(x)
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Fig. 1. Concatenation of a LFSR with a sequence of n − m zeros, which computes a
preimage x ∈ F−1(0).
is the generator polynomial of C. Additionally, let h˜(x) = hm + hm−1x + · · · +
h0x
m be the reciprocal of the parity check polynomial h(x) = (xn − 1)/g(x), and
let f˜(x) = hmx1 ⊕ · · · ⊕ h0xm+1 be the corresponding local rule. Then, the matrix
MF˜ associated to the linear CA F˜ : F
m+
2 → F2 induced by rule f˜ is a parity check
matrix for C, and C = F˜−1(0).
In other words, by Theorem 3 we can implement a linear cyclic code of length n
and dimension m with a cellular automaton as follows:
1. Given m and n = m +  with  ∈ N, determine a local rule f of diameter
δ =  + 1 such that the associated polynomial g(x) divides xn − 1.
2. Compute the reciprocal h˜(x) of the parity check polynomial
h(x) = (xn−1)/g(x), and determine the corresponding local rule f˜ of diameter
m + 1.
3. Systematic encoding : Let F˜ : Fm+2 → F2 be the linear CA of length n induced
by f˜ . A message μ ∈ Fm2 is encoded by computing the preimage x ∈ F˜−1(0)
whose leftmost m-bit block equals μ. This preimage can be computed by the
LFSR in Fig. 1.
4. Syndrome computation: given x ∈ Fm+2 , the syndrome of x is s = F˜ (x). If the
syndrome s equals 0 ∈ F2 then x is a codeword of C. Otherwise, one can apply
the syndrome decoding procedure to retrieve the original codeword.
The main advantage of the above procedure is that the computation of the syn-
drome can be performed in parallel, since it corresponds to the application of the
CA global rule F˜ to the word x˜.
Notice that up to now we did not consider the minimum distance of the cyclic
codes generated through linear CA, which is necessary in order to assess their
error-correction capability. This is where the resiliency order of the CA comes into
play. In particular, the connection between (n,m, d − 1) general linear resilient
functions and linear codes is given by the following theorem [8]:
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Theorem 4. A (n,m, d − 1) resilient linear function F : Fn2 → Fm2 is equivalent
to a (n,m, d) linear code C.
We already know from the previous section that all bipermutive CA are always at
least 1-resilient, thus a linear and bipermutive CA which satisﬁes the hypotheses
of Theorem 3 is equivalent to a linear cyclic code with minimum distance at least
2. More in general, we can reﬁne Theorem 3 on account of Theorem 4 as follows:
Theorem 5. Let F : Fm+2 → Fm2 be a linear CA satisfying the hypotheses of The-
orem 3. If F is (d−1)–resilient, then the cyclic code associated to F has minimum
distance d.
5 Cyclic Hamming Codes Through Linear CA
To sum up the results presented in the previous section, we show an example of
cyclic code generated by a linear CA. In particular we focus on cyclic Hamming
codes, which are codes with minimum distance d = 3 and thus they can correct
up to 1 error. The main reason for this choice is the simplicity of syndrome decod-
ing in Hamming codes. As a matter of fact, the position of the column of the par-
ity check matrix H containing the value of the syndrome is the position where the
error occurred.
Example 1 (The (7, 4, 3) Cyclic Hamming Code). Let F : F72 → F42 be the linear
CA induced by the local rule f : F42 → F2 deﬁned as f(x) = x1 ⊕ x2 ⊕ x4. The
associated polynomial is g(x) = 1 + x + x3, while the CA matrix is:
MF =
⎛
⎜
⎜
⎝
1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
⎞
⎟
⎟
⎠ . (8)
The polynomial g(x) divides x7 − 1, and we have
h(x) = (x7 − 1)/g(x) = 1 + x + x2 + x4. Further, we can deduce from matrix
MF that F is 2-resilient. As a matter of fact, it is not diﬃcult to see by exhaus-
tive enumeration that each nonzero vector v results in a sum of rows which always
have at least 3 ones. Hence, by Theorem 5 the code C associated to F is the (7, 4, 3)
cyclic Hamming code. Remark that h˜(x) = 1 + x2 + x3 + x4 is the reciprocal of
the parity check polynomial h(x). The local rule f˜ associated to the polynomial
h˜(x) is f˜(x) = x1 ⊕ x3 ⊕ x4 ⊕ x5, and thus it has radius r = 2. In particular,
the Wolfram code representing the truth table of f˜ is 1768527510. The transition
matrix of the linear CA F˜ : F72 → F32 induced by rule f˜ is the following:
MF˜ =
⎛
⎝
1 0 1 1 1 0 0
0 1 0 1 1 1 0
0 0 1 0 1 1 1
⎞
⎠ . (9)
Let μ = (0, 1, 1, 0) ∈ F42 be a 4-bit message. The systematic encoding of μ under
the Hamming code (7, 4, 3) can be accomplished by computing the preimage x
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of (0, 0, 0) under the action of F˜ , with the leftmost 4 bits of x initialized to μ.
This process is depicted in Fig. 2. Hence, the codeword corresponding to μ is x =
(0, 1, 1, 0, 1, 0, 0).
Fig. 2. Example of systematic encoding of µ = (0, 1, 1, 0) ∈ F42 using rule 1768527510,
deﬁned as f˜(x) = x1 ⊕ x3 ⊕ x4 ⊕ x5.
Let us now assume that x is transmitted through a noisy channel and the
fourth bit of x is ﬂipped, thus yielding the word x˜ = (0, 1, 1, 1, 1, 0, 0). The receiver
applies to x˜ the CA F˜ deﬁned by rule 1768527510, thus obtaining the syndrome
s = F (x) = (1, 1, 0), as shown in Fig. 3(a). To correct the error, the receiver looks
at the CA matrix MF˜ and ﬁnds that the syndrome appears in the fourth column.
Thus, the receiver knows that a transmission error has occurred in the fourth posi-
tion of x˜, and the original codeword can be recovered as x˜⊕ (0, 0, 0, 1, 0, 0, 0) = x.
Fig. 3. Example of error correction using rule 1768527510. The cell marked by ∗ indi-
cates where the error occurred.
6 Conclusions and Future Directions
In this work, we began investigating the cryptographic properties of CA global
rules, focusing on resiliency. In particular, we proved that the global rule of a biper-
mutive CA F is always at least 1-resilient, since each component of F is still a
bipermutive boolean function. We then presented an equivalence between linear
cyclic codes and linear CA, showing that syndrome computation in the former is
equivalent to applying the global rule to the received word in the latter, and can
thus be performed in parallel. Finally, the resiliency order of a linear and biper-
mutive CA can be used to determine the minimum distance of the corresponding
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cyclic code, and we applied these results by showing how the (7, 4, 3) cyclic Ham-
ming code can be implemented using a linear CA of radius r = 2.
There are several directions along which the present work can be extended,
both on the cryptographic and on the coding-theoretic sides. For the crypto-
graphic part, one could characterize the global rules of bipermutive CA in terms
of other properties such as nonlinearity and diﬀerential uniformity. About the
coding-theoretic part, cyclic codes form a broad class including for example BCH
and Reed-Solomon codes. Hence, it could be interesting to investigate how to
implement these codes through CA by elaborating on the method presented in
this paper.
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Abstract. A partitioned cellular automaton (PCA) is a subclass of a
standard CA such that each cell is divided into several parts, and the
next state of a cell is determined only by the adjacent parts of its neigh-
bor cells. This framework is useful for designing reversible CAs. Here,
we investigate isotropic three-neighbor 8-state triangular PCAs where
a cell has three parts, and each part has two states. They are called
elementary triangular PCAs (ETPCAs). There are 256 ETPCAs, and
they are extremely simple since each of their local transition functions is
described by only four local rules. In this paper, we study computational
universality of nine kinds of reversible and conservative ETPCAs. It has
already been shown that one of them is universal. Here, we newly show
universality of another. It is proved by showing that a Fredkin gate, a
universal reversible logic gate, can be simulated in it. From these results
and by dualities, we can conclude six among the nine are universal. We
also show the remaining three are non-universal. Thus, universality of all
the reversible and conservative ETPCAs is clariﬁed.
1 Introduction
A reversible cellular automaton (RCA) is a CA such that its global function is
injective. Among various research topics on RCAs, computational universality
of them is one of the important problems. Toﬀoli [12] ﬁrst showed that a two-
dimensional RCA is universal. Since then, studies on universality of one- and two-
dimensional RCAs have been done extensively. As for two-dimensional RCAs,
several very simple universal RCAs have been proposed. Margolus [4] presented
a two-state universal block RCA with the Margolus neighborhood. Morita and
Ueno [11] showed two kinds of 16-state universal RCAs using the framework of
partitioned CAs (PCAs). Imai and Morita [3] gave a universal 8-state reversible
triangular PCA (in the following sections it is denoted by TRU) that has an
extremely simple local function. In all these models, computational universality
is shown by giving a conﬁguration that simulates a Fredkin gate, a 3-input
3-output universal reversible logic gate.
A triangular CA is a one such that each cell is triangular-shaped, and commu-
nicates with its three neighbor cells. Here, we use the framework of a triangular
c© Springer International Publishing Switzerland 2016
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PCA (TPCA) to study reversible ones. It is a CA whose cell is divided into three
parts. Each cell changes its state depending only on the three adjacent parts of
its three neighbor cells, but not depending on the whole states of the three cells.
This framework makes it easy to design reversible TPCAs. An elementary TPCA
(ETPCA) is a TPCA where each part of a cell has only two states (hence a cell
has eight states) and it is isotropic. ETPCAs are extremely simple, since each
of their local transition functions is described by only four local rules.
In this paper, we investigate all the conservative (i.e., bit-conserving) and
reversible ETPCAs (RETPCAs). There are nine conservative RETPCAs. It has
been shown that one of them (denoted by TRU) is computationally universal [3].
Here, we newly show another one, denoted by TRL, is also universal. It is proved
by showing that a Fredkin gate can be simulated in TRL. From these results,
and by the dualities among ETPCAs under reﬂection and conjugation, we can
see six of them are universal. We also show that three are non-universal. Hence,
universality of all the nine conservative RETPCAs is clariﬁed.
2 Preliminaries
In this section, we give deﬁnitions on elementary triangular partitioned cellular
automata (ETPCAs), their reversibility, and conservativeness. We also explain
a method for showing computational universality of a reversible PCA.
2.1 Triangular Partitioned Cellular Automata (TPCAs)
A partitioned cellular automaton (PCA) is a subclass of a standard CA, where
a cell is divided into several parts, and each part has a state set. The next state
of a cell is determined by the states of the adjacent parts of the neighbor cells.
A two-dimensional three-neighbor triangular PCA (TPCA) is a special kind of
a PCA such that a cell is triangular-shaped, and divided into three parts.
We ﬁrst consider an example of a TPCA whose behavior is determined by
the set of local transition rules shown in Fig. 1. Note that each of the three parts
of a cell has the state set {0, 1}, where 0 and 1 are represented by a blank and
a particle (i.e., •). Hence, each cell has eight states. We assume this TPCA is
isotropic (or rotation-symmetric). Namely, for each local rule, the rules obtained
by rotating the both sides of it by a multiple of 60◦ exist. Thus, the set of
local rules in Fig. 1 speciﬁes the local function f by which the next state of each
cell is uniquely determined from the present states of the adjacent parts of the
neighbor cells. Applying the local function f to all the cells in parallel, we obtain
the global function F , which deﬁnes transition among conﬁgurations as in Fig. 2.
We say a PCA is locally reversible if its local function is injective, and globally
reversible if its global function is injective. It is known that global reversibility
and local reversibility are equivalent (Lemma 1). Thus, such a PCA is simply
called a reversible PCA (RPCA). Note that, in [10], the lemma is given for
one-dimensional PCAs, but it is easy to extend it for two-dimensional PCAs.
Lemma 1. [10] A PCA A is globally reversible iﬀ it is locally reversible.
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,
•
•
,
•• ••
,
•
•
• •••
Fig. 1. Example of local rules of an isotropic TPCA, which deﬁne a local function
t = 0
• •
•• ••
F⇒
t = 1
• •••
••
Fig. 2. Evolution of conﬁgurations by the global function F , which is induced by the
local function shown in Fig. 1
By this lemma, to obtain a reversible CA, it is suﬃcient to give a locally reversible
PCA. Thus, the framework of PCA makes it easy to design reversible CAs.
We can see that the local function deﬁned by the set of local rules shown
in Fig. 1 is injective, since there is no pair of local rules that have the same
right-hand sides. Therefore, it is a reversible TPCA.
2.2 Elementary Triangular Partitioned Cellular Automata
An 8-state isotropic TPCA is called an elementary TPCA (ETPCA). Thus,
each part of a cell has two states. ETPCAs are the simplest ones among two-
dimensional PCAs. But, this class still contains many interesting PCAs as in the
class of one-dimensional elementary CAs (ECAs) [13,14].
Since ETPCA is isotropic, and each part of a cell has the state set {0, 1},
its local function is deﬁned by only four local rules. Hence, an ETPCA can be
speciﬁed by a four-digit number wxyz, as shown in Fig. 3, such that w, z ∈ {0, 7}
and x, y ∈ {0, 1, . . . , 7}. Thus, there are 256 ETPCAs. Note that w and z must
be 0 or 7 because an ETPCA is deterministic and isotropic. The ETPCA with
the number wxyz is denoted by Twxyz. The ETPCA in Fig. 1 is T0157.
A reversible ETPCA is denoted by RETPCA. It is easy to see the following.
An ETPCA Twxyz is reversible iﬀ
(w, z) ∈ {(0, 7), (7, 0)} ∧
(x, y) ∈ {1, 2, 4}×{3, 5, 6} ∪ {3, 5, 6}×{1, 2, 4}
Let Twxyz be an ETPCA. We say Twxyz is conservative (or bit-conserving),
if the total number of particles (i.e., •’s) is conserved in each local rule. Thus,
the following holds.
An ETPCA Twxyz is conservative iﬀ
w = 0 ∧ x ∈ {1, 2, 4} ∧ y ∈ {3, 5, 6} ∧ z = 7
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w :
0
| •••
7
x :
• 0
| •
1
| •
2
| ••
3
| •
4
| ••
5
| ••
6
| •••
7
y : ••
0
| •
1
| •
2
| ••
3
| •
4
| ••
5
| ••
6
| •••
7
z : •
•
•
0
| •••
7
Fig. 3. Representing an ETPCA by a four-digit number wxyz, where w, z ∈ {0, 7} and
x, y ∈ {0, 1, . . . , 7}. Vertical bars indicate alternatives of a right-hand side of a rule.
We can see that if an ETPCA is conservative, then it is reversible. This is because
ETPCAs are isotropic. There are nine kinds of conservative RETPCAs.
Here, we give “aliases” to the nine conservative RETPCAs for the later con-
venience. Each of their local functions are shown in Fig. 4. Based on it, we denote
a conservative RETPCA by TXY , if its local function f is given by the set of local
rules {(0), (1X), (2Y ), (3)}, where X,Y ∈ {L, U, R}. For example, TRU = T0157.
Note that L, U, and R stand for left-, U-, and right-turns of particles, respec-
tively. Namely, the rule (1L) ((1U), and (1R), respectively) can be interpreted as
the one where a coming particle makes left-turn (U-turn, and right-turn). The
rules (2L), (2U), and (2R) are also interpreted similarly.
(0)
0
(1L)
•
• or (1U)
• •
or (1R)
•
•
124
(2L) •• •• or (2U) •• •• or (2R) •• ••
653
(3) •
•
• •••
7
Fig. 4. Local function of a conservative RETPCA
Universality of 8-State Reversible and Conservative Triangular PCA 49
2.3 Dualities in ETPCAs
We can deﬁne two kinds of dualities in ETPCAs. They are the duality under
reﬂection, and the duality under conjugation, which are similarly deﬁned as in
the case of one-dimensional ECAs [13]. Dual ETPCAs are equivalent since they
can simulate each other in a straightforward manner.
ETPCAs T and T ′ are called dual under reﬂection, if their local functions are
mirror image of each other. It is denoted by T ←→
refl
T ′. Evolution of conﬁgurations
in T is simulated by the mirror images of them in T ′ in an obvious way. We can
see the following relations hold among nine conservative RETPCAs.
TRL←→
refl
TLR, TRU←→
refl
TLU, TUR←→
refl
TUL, TRR←→
refl
TLL, TUU←→
refl
TUU.
ETPCAs T and T ′ are called conjugate (or dual under conjugation), if their
local functions are 0 −1 exchange of the other (i.e., renaming of the states). It is
denoted by T ←→
conj
T ′. Obviously, evolution of conﬁgurations in T is simulated by
the complemented conﬁgurations in T ′. We can see the following relations hold.
TRU←→
conj
TUR, TUL←→
conj
TLU, TRL←→
conj
TLR,
TRR←→
conj
TRR, TLL←→
conj
TLL, TUU←→
conj
TUU.
2.4 Turing Universality of RPCAs
An RPCA is called Turing universal, if any Turing machine is simulated in it.
To prove Turing universality of an RPCA, it is suﬃcient to show any circuit
composed of Fredkin gates [2] (Fig. 5) and delay elements is simulated in it. It
is stated in Lemma 5.
c
p
q
x = c
y = cp+ cq
z = cq+ cp
Fig. 5. Fredkin gate [2]. It is a 3-input 3-output reversible logic gate.
Lemma 5 can be derived, e.g., in the following way. First, any reversible
sequential machine (RSM), in particular, a rotary element (RE), which is a
2-state 4-symbol RSM, is composed of Fredkin gates (Lemma 2). Next, any
reversible Turing machine is constructed out of REs (Lemma 3). Finally, any
(irreversible) Turing machine is simulated by a reversible one (Lemma 4). Thus,
Lemma 5 follows. Note that the circuit that realizes a reversible Turing machine
constructed by this method becomes an inﬁnite (but ultimately periodic) circuit.
Lemma 2. [5,7] Any RSM (in particular RE) can be simulated by a circuit
composed of Fredkin gates and delay elements, which produces no garbage signals.
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Lemma 3. [6] Any reversible Turing machine can be simulated by a garbage-less
circuit composed only of REs.
Lemma 4. [1] Any (irreversible) Turing machine can be simulated by a garbage-
less reversible Turing machine.
Lemma 5. An RPCA is Turing universal, if any circuit composed of Fredkin
gates and delay elements is simulated in it.
In [3], it is shown that any circuit composed of Fredkin gates and delay ele-
ments is simulated in TRU (see Fig. 1). From this, and the dualities in ETPCAs,
we have the following theorem.
Theorem 1. [3] The conservative RETPCAs TRU, TLU, TUR, and TUL with
inﬁnite (but ultimately periodic) conﬁgurations are Turing universal.
3 Universality of the RETPCA TRL
We prove Turing universality of TRL. Its local function is given in Fig. 6. In TRL,
if one particle comes, it makes right-turn, and if two come, they make left-turns.
,
•
• , •• •• , ••
• •••
Fig. 6. Local function of the conservative RETPCA TRL
It is easy to see that if the following elements and modules are implemented
in TRL, then any circuit composed of Fredkin gates and delay elements can be
realized in it: (1) Signal and transmission wire. (2) Delay module. (3) Signal
crossing module. (4) Fredkin gate module.
In TRL a signal is represented by a single particle, and a transmission wire is
composed of blocks (Fig. 7). A block is a stable pattern consisting of six particles
as in Fig. 7 (note that a pattern is a ﬁnite segment of a conﬁguration). A signal
travels along a sequence of blocks as shown in Fig. 7.
To implement a delay module and a signal crossing module, we use a signal
control module. It consists of a single particle that simply rotates (Fig. 8(a)), by
which the trajectory of a signal can be altered as explained below. Since it is a
pattern of period 6, a signal to be controlled must be given at a right timing.
A delay module is a pattern for ﬁne adjustment of signal timing. Putting a
signal control module near a transmission wire as in Fig. 8(b), an extra delay of
2 steps is realized. On the other hand, a large delay is implemented by appropri-
ately bending a transmission wire. Note that a delay of odd steps is not necessary
by the following reason. Assume a signal is in an up-triangle () at t = 0. At
t = 1 it must be in a down-triangle (	), then at t = 2 it is in an up-triangle,
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68
Fig. 7. A signal, and a transmission wire composed of blocks in TRL. The signal travels
along the wire. The number t (1 ≤ t ≤ 68) shows the position of the signal at time t.
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Fig. 8. (a) Signal control module, and (b) delay module of 2 steps in TRL
and so on. Therefore, to interact two signals at a speciﬁed cell, they must be in
the same type of triangles at t = 0. Thus, if both of the signals visit the same
cell, then the diﬀerence of their arriving time is even.
A signal crossing module is for crossing two signals in the two-dimensional
space. It consists of two signal control modules and transmission wires (Fig. 9).
To simulate a Fredkin gate, we implement a switch gate and an inverse switch
gate (Fig. 10(a) and (b)). Since a Fredkin gate is composed of switch gates and
inverse switch gates as in Fig. 10(c) [2], we can obtain a pattern that simulates
a Fredkin gate, from those of a switch gate and an inverse switch gate.
In TRL, a single cell works as a switch gate and an inverse switch gate as
shown in Fig. 11. However, since it is not convenient to use one cell as a building
unit for a larger circuit, we design a switch gate module and an inverse switch
gate module from it. A gate module in the standard form is a pattern embedded
in a rectangular-like region in the cellular space that satisﬁes the following (see
Fig. 12): (1) It realizes a reversible logic gate. (2) Input ports are at the left end.
(3) Output ports are at the right end. (4) Delay between input and output is
constant.
Figure 13 shows a switch gate module, and an inverse switch gate module, each
of which contains a (modiﬁed) signal crossing module, and three delay modules.
The cells that work as switch gate and inverse switch gate are indicated by bold
lines. The delay between input and output is 126 steps.
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Fig. 9. Signal crossing module in TRL. Trajectories of (a) signal x, and (b) signal y.
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x
y1 = c
y2 = cx
y3 = cx
c
x
y1
y2
y3
c
p
q
c
cp+ cq
cp+ cq
cp
cp cq
cq
cp cq
cp
)c()b()a(
Fig. 10. (a) Switch gate. (b) Inverse switch gate, where c = y1 and x = y2 + y3 under
the assumption (y2 → y1) ∧ (y3 → y1). (c) Fredkin gate composed of them [2].
x
0
c cx
c
cx y3
y1
y2 c
0
x
)b()a(
Fig. 11. A single cell of TRL works as (a) a switch gate, and (b) an inverse switch gate
Gate moduleInput
→
→
...
→
Output
→
→
...
→
Fig. 12. Gate module in the standard form
Universality of 8-State Reversible and Conservative Triangular PCA 53
x→
c→
→cx
→cx
→c
• •
• •• • • • • • • • • • • • • •• • • • • • • • • • • • • • •
• • •• • • • •
• •• • • • • • • •• • • • • • • • •
• • •
• • • • • •
• • • • • •• • • • • •
• • • • • •
• • •
• • • • • • • • • • • •• • • • • •
• • • • • • • • •
• • • • • •
• • •
• • • • • • • • • • • •
•
• • • • • • • • •
• • • • • • • • •
• • •
• • • • • • • • •
5 7
12, 14
19
24
25
2627 2829
34
39
44
47
52
53
5455 5657
62
65
70
75
80
85
88
91 93
98
103 105
108
113
116
121
126
5
10
13
18
21
26
29 31
36
39
42
47
52
53 54
55
5657
62
65
70
73
78
80
85 87
92
94
99
104
109
114
116
119
124,126
23
25 26
27
28
y3→
y2→
y1→
→x
→c
• •
• • • • • • • • • • • • • • •• • • • • • • • • • • • • • •
• • •• • • • •
• •• • • • • • • •• • • • • •
• • • • • •
• • •
• • • • • • • • •• • • • • • • • •
• • •
• • • • • • • • •
• • • • • •• • • • • • • • • • • •
• • •
• • • • • • • • •
• • • • • • •
• • • • • •
• •• •
• • • • • •
• • • • • • • • • • • •• • • • • • • • •
5
10
13
18
21 23
28
33 35
38
41
46
51
56
61
64
69 70 71
72
73 74
79
82
87
92
97 98 99
100
101102
107
112, 114
119 121
126
7
10
12
17
22
27
32
34
39 41
46
48
53
56
61
64
69
70
71 72
73
74
79
84
87
90
95 97
100
105
108
113
116
121
126
95
97
98
99 100
)b()a(
Fig. 13. (a) Switch gate module, and (b) inverse switch gate module in TRL
A Fredkin gate module is obtained by connecting two switch gate modules,
two inverse switch gate modules, ﬁve signal crossing modules, and many delay
modules to form the circuit shown in Fig. 10(c). The complete conﬁguration is
found in [9]. Its size is of 30 × 131, and the input-output delay is 744 steps.
By above, and by the duality in ETPCAs, we have the following.
Theorem 2. The conservative RETPCAs TRL and TLR with inﬁnite (but ulti-
mately periodic) conﬁgurations are Turing universal.
4 Non-universality of the RETPCAs TRR, TLL and TUU
TRR has the set of local rules {(0), (1R), (2R), (3)} (see Fig. 4). We can interpret
(1R), (2R) and (3) to be the ones where all particles make right-turn. Therefore,
every conﬁguration has period 6, and thus TRR is trivially non-universal. By a
similar argument, TLL is also non-universal.
In TUU, we can interpret its local rules (1U), (2U) and (3) to be the ones
where all particles make U-turn. Therefore, every conﬁguration has period 2,
and thus TUU is again trivially non-universal.
Theorem 3. The RETPCAs TRR, TLL, and TUU are not Turing universal.
5 Concluding Remarks
In this paper, nine conservative RETPCAs, which have extremely simple local
functions, are studied. It was shown that TRL, and TLR are Turing universal
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(Theorem 2), while TRR, TLL, and TUU are not (Theorem 3). With Theorem 1
shown in [3], universality of all the nine conservative RETPCAs was clariﬁed.
Evolving processes of various conﬁgurations of TRL, TRU, and TUR can be seen
by movies in [9].
A non-conservative RETPCA T0347 also exhibits interesting behavior.
Recently, existence of a glider and glider guns in T0347, and its universality
were shown in [8]. Investigation of other ETPCAs is left for the future study.
Acknowledgement. This work was supported by JSPS KAKENHI Grant Number
15K00019.
References
1. Bennett, C.H.: Logical reversibility of computation. IBM J. Res. Dev. 17, 525–532
(1973)
2. Fredkin, E., Toﬀoli, T.: Conservative logic. Int. J. Theor. Phys. 21, 219–253 (1982)
3. Imai, K., Morita, K.: A computation-universal two-dimensional 8-state triangular
reversible cellular automaton. Theor. Comput. Sci. 231, 181–191 (2000)
4. Margolus, N.: Physics-like model of computation. Physica D 10, 81–95 (1984)
5. Morita, K.: A simple construction method of a reversible ﬁnite automaton out
of Fredkin gates, and its related problem. Trans. IEICE Jpn. E–73(6), 978–984
(1990)
6. Morita, K.: A simple universal logic element and cellular automata for reversible
computing. In: Margenstern, M., Rogozhin, Y. (eds.) MCU 2001. LNCS, vol. 2055,
pp. 102–113. Springer, Heidelberg (2001)
7. Morita, K.: Reversible Computing (in Japanese). Kindai Kagaku-sha Co., Ltd.,
Tokyo (2012). ISBN 978-4-7649-0422-4
8. Morita, K.: An 8-State simple reversible triangular cellular automaton that exhibits
complex behavior. In: Cook, M., Neary, T. (eds.) AUTOMATA 2016. LNCS, vol.
9664, pp. 170–184. Springer, Heidelberg (2016). doi:10.1007/978-3-319-39300-1 14
9. Morita, K.: Reversible and conservative elementary triangular partitioned cellu-
lar automata (slides with simulation movies). Hiroshima University Institutional
Repository (2016). http://ir.lib.hiroshima-u.ac.jp/00039997
10. Morita, K., Harao, M.: Computation universality of one-dimensional reversible
(injective) cellular automata. Trans. IEICE Jpn. E72, 758–762 (1989)
11. Morita, K., Ueno, S.: Computation-universal models of two-dimensional 16-state
reversible cellular automata. IEICE Trans. Inf. Syst. E75–D(1), 141–147 (1992)
12. Toﬀoli, T.: Computation and construction universality of reversible cellular
automata. J. Comput. Syst. Sci. 15, 213–231 (1977)
13. Wolfram, S.: Theory and Applications of Cellular Automata. World Scientiﬁc
Publishing, Singapore (1986)
14. Wolfram, S.: A New Kind of Science. Wolfram Media Inc., Champaign (2002)
Scalability of Non-uniform Cellular Automata
Having only Point State Attractors
Nazma Naskar1(B) and Sukanta Das2
1 Department of Information Technology, Seacom Engineering College,
Howrah 711302, India
naskar.preeti@gmail.com
2 Department of Information Technology,
Indian Institute of Engineering Science and Technology, Shibpur 711103, India
sukanta@it.iiests.ac.in
Abstract. In this paper, the concept of scalable non-uniform cellular
automata (CAs) is discussed. The scalability of CA refers to its ability to
accommodate more number of cells keeping the CA’s dynamic behaviour
unchanged. That is, a CA with n cell, converges to point state attractor
from any seed also converges to point state attractor when another few
cells are added. Using scalability of CA, a CA based scalable pattern
classifier is introduced.
Keywords: Cellular Automata (CAs) · Scalability · Point state attrac-
tor · Reachability tree · Pattern classifier
1 Introduction
Over the years, researchers have been using cellular automata (CAs) as modeling
tool. However, it has become apparent that many phenomena, such as chemical
reactions occurring in a living cell, are found in nature which are not uniform.
These new modeling requirement led to a new variant of CAs. As a result,
non-uniformity in CAs has been introduced. In this paper, we consider 1D non-
uniform binary CAs where cells follow wolfram rules [11]. Here, we concentrate on
scalibility of CAs that are having only point state attractor. However, scalability
of CA refers to its ability to accommodate more number of cells keeping the
CA’s dynamic behaviour unchanged. Moreover, we address the issue- whether it
is possible to extend an n-cell CA to m-cell CA which always converges to point
state attractor (m > n).
Above problem has two issues- (1) designing of a CA having only point state
attractors and (2) appending of one or more cells (m) to the n cell CA, such that
(n+m) cell CA contains only point state attractor in its state space. Solution to
the ﬁrst problem is reported in [3,7,9]. And the second problem is elaborated in
Sects. 5.1 and 5.2. However, the procedures are based on Reachability tree and
Link which are summarized in at Sect. 3. Section 4 enlist few essential term and
property of CA having only point state attractor.
c© Springer International Publishing Switzerland 2016
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2 Preliminary of Cellular Automata
Cellular automaton (CA), a discrete dynamical system, consists of a lattice of
cells. The states of cells are aﬀected by their neighbors [10]. In the current
work, we concentrate on the 1-dimensional 2-state 3-neighborhood (self, left
and right neighbors) CAs. The next state of the ith cell of such CA is St+1i =
fi(Sti−1, S
t
i , S
t
i+1), where, fi is the next state function; S
t
i−1, S
t
i and S
t
i+1 are
the present states of the left neighbor, self and right neighbor of the ith CA cell
respectively.
Table 1. The rules 5, 73, 200 and 80
Present state: 111 110 101 100 011 010 001 000 Rule
(RMT) (7) (6) (5) (4) (3) (2) (1) (0)
(i) Next state: 0 0 0 0 0 1 0 1 5
(ii) Next state: 0 1 0 0 1 0 0 1 73
(iii) Next state: 1 1 0 0 1 0 0 0 200
(iv) Next state: 0 1 0 1 0 0 0 0 80
The collection of states St(St0, St1, · · · , Stn−1) of cells at time t is the con-
ﬁguration or (global) state of an n-cell CA at t. This work assumes that the
boundary condition of such CA is open, and St−1 = S
t
n = 0 (null). The function
fi : {0, 1}3 → {0, 1} can be expressed in tabular form (Table 1). The decimal
equivalent of the 8 outputs is traditionally called as ‘rule’ [11]. There are 28 (256)
such rules. The ﬁrst row of the Table 1 lists the possible 23 (8) combinations of
the present states of (i − 1)th, ith and (i + 1)th cells at t. The last four rows
indicate the next states of the ith cell at (t+1) for diﬀerent combinations of the
present states of its neighbors, forming the rules 5, 73, 200 and 84 respectively.
Out of 256, only 14 rules are linear/additive [1]. The rest are nonlinear rules.
Traditionally, the cells of an automaton follow same rule. Such a CA is uni-
form CA. In a non-uniform CA, the cells may follow diﬀerent rules. We need
a rule vector R = 〈R0, R1, · · ·Ri, · · ·Rn−1〉 for an n-cell non-uniform CA,
where the cell i follows Ri. In uniform CA R0 = R1 = · · · = Rn−1. The ﬁrst
row of Table 1 notes the combinations of the present states of three neighbors.
Borrowing vocabulary from Switching Theory, we refer each combination as a
Rule Min Term (RMT). The column 011 of Table 1 is the RMT 3. The next
states corresponding to this RMT are 0 for rule 5 and 1 for rule 73, and 1 for
rule 200 and 0 for rule 84. The state of any RMT r of rule Ri express as Ri[r].
Let us denote Zi8 as the set valid RMTs of Ri. Normally, |Zi8| = 8 but for null
boundary CA |Z08 |=|Zn−18 | = 4.
The sequence of states generated (state transitions), during their evolution
(with time), directs the CA behavior. The state transition diagram (Fig. 1a)
of an automaton may contain cyclic and acyclic states. A state is called cyclic
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if it lies on some cycle. Cyclic states form attractors. The states 0000, 1100,
0100, 1000, 0111 and 1011 of Fig. 1a are the cyclic states that form attractors.
In this work, we put our attention on those CA which contain only point state
attractors. Hence, the CA of Fig. 1a is not our desired CA.
A CA state can also be viewed as a sequence of RMTs. For example, the
state 1110 in null boundary condition can be viewed as 〈3764〉, where 3, 7, 6 and
4 are corresponding RMTs on which the transition of ﬁrst, second, third and
forth cells can be made. For an n-bit state, we get a sequence of n RMTs.
Definition 1. Two RMTs r and s (r = s) are said to be equivalent to each
other if 2r mod 8 = 2s mod 8. Two RMTs r and s (r = s) are said to be sibling
to each other if  r2 =  s2.
For example, RMTs 0 and 4 are equivalent to each other and RMTs 0 and 1
are sibling to each other.
0  1  1  0
0  1  1   1 1  0   1   1
0  1   0   0
0  1   0   1
 1  1   0   0
0  0  0  1 
0  0   0   0
1  0   0   0
1  0   0  1
0   0  1  0
1   1   0  1
1  0  1   0 1 1  1   01  1   1  1
0   0  1  1
(a) State transition diagram
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(b) Reachability Tree
Fig. 1. State transition diagram and reachability tree of CA 〈5, 73, 200, 80〉
3 Reachability Tree and Links
In this section, a characterization tool, named Reachability tree is introduced
that uses both - CA states and RSs. Next we introduce link to establish relations
among edges of the tree.
3.1 Reachability Tree
Reachability tree [2,4] is a discrete tool of characterizing 1-dimensional CA. It is
a rooted and edge-labeled binary tree. The nodes are represented by Ni.j where
i (0 ≤ i ≤ n) is the level index, and j (0 ≤ j ≤ 2i − 1) is the node number at
ith level. The numbering of nodes in each level starts from left side.
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Definition 2. Reachability tree for an n-cell CA under null boundary condi-
tion is a rooted and edge-labeled binary tree with n + 1 levels, where Ei.2j =
(Ni.j , Ni+1.2j , li.2j) and Ei.2j+1 = (Ni.j , Ni+1.2j+1, li.2j+1) are the edges between
nodes Ni.j ⊆ Zi8 and Ni+1.2j ⊆ Zi+18 with label li.2j ⊆ Ni.j, and between nodes
Ni.j and Ni+1.2j+1 ⊆ Zi+18 with label li.2j+1 ⊆ Ni.j respectively (0 ≤ i ≤ n − 1,
0 ≤ j ≤ 2i − 1). Following relations are maintained in the tree:
1. li.2j ∪ li.2j+1 = Ni.j
2. ∀r ∈ li.2j (resp. ∀r ∈ li.2j+1), RMT r of Ri is 0 (resp. 1) and RMTs 2r
(mod 8) and 2r + 1 (mod 8) of Ri+1 are in Ni+1.2j (resp. Ni+1.2j+1)
3.
⋃
0≤j≤2i−1 Ni.j = Z
i
8, (0 ≤ i ≤ n − 1)
If li.k = ∅ for any k, the edge Ei.k (hence, Ni+1.k) does not exit. We call such
an edge as a non-reachable edge. However, for each r ∈ li.2j (resp. r ∈ li.2j+1),
RMT r of Ri is 0 (resp. 1) and we get two RMTs 2r (mod 8) and 2r+1 (mod 8)
of Ri+1 in Ni+1.2j (resp. Ni+1.2j+1), and the edge is called 0-edge (resp. 1-edge)
Figure 1b shows the reachability tree of the CA of Fig. 1a (the RMTs of the
CA rules are noted in Table 1). Under null boundary condition, only 4 RMTs are
valid for left most and right most cells, and Z08 = {0, 1, 2, 3} and Z38 = {0, 2, 4, 6}.
Hence, the root N0.0 = Z08 . The label of edge E0.0 is {1, 3}, as RMTs 1 and 3 of
rule 5 are 0. We write RMTs of a label on the edge within a bracket. However,
the label of edge E2.7 is empty, that is l2.7 = ∅. This edge is non-reachable, and
it can not connect any node of next level. Figure 1b marks such nodes as shaded.
Since Zn8 = ∅ for an n-cell CA, the leaf nodes are empty. Number of leaves
(excluding shaded leaves as they don’t exit) in Fig. 1b is 8, which is the number
of reachable states. A sequence of edges from the root to a leaf node represents
a reachable state, when 0-edge and 1-edge are replaced by 0 and 1 respectively.
For example, 0011 is a reachable state in Fig. 1b. On the other hand, the states
1110 and 1111 are non-reachable states.
Reachability tree gives us information about reachable states. A sequence of
edges 〈E0.j0E1.j1 · · ·Ei.jiEi+1.ji+1 · · ·En−1.jn−1〉 from root to a leaf associates a
reachable state and at least one RS 〈r0r1 · · · riri+1 · · · rn−1〉, where ri ∈ li.ji and
ri+1 ∈ li+1.ji+1 (0 ≤ i < n−1, 0 ≤ ji ≤ 2i −1, and ji+1 = 2ji or 2ji+1). That is,
the sequence of edges represents at least two CA states. Note that if RMT ri is 0
(resp. 1) then Ei.ji is 0-edge (resp. 1-edge). Therefore, the reachable state is the
next (resp. present) state of the state (resp. predecessor), represented as RMT
sequence. Interestingly, there are 2n RSs in the tree, but number of reachable
states may be less than 2n. However, a sequence of edges may associate m-
number of RSs (m ≥ 1), which implies, this state is reachable from m-number
of diﬀerent states.
3.2 CA State Space Through Reachability Tree
Unlike state transition diagram, reachability tree does not explicitly depict the
transitions of states. In the tree, a sequence of edges from root to a leaf node
associates a reachable state and at least one RMT sequence which corresponds
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to predecessor of the CA state. Through these predecessors, the relationship
among the states can be traced.
Since the RSs and the states, both of an automaton can be traced in the
tree, which RS corresponds to what state can be identiﬁed. To identify this
correspondence, we form links among edges. The links are formed depending on
whether the RMTs are self replicating (deﬁned below) or not.
Definition 3. An RMT x0y (resp. x1y) is said to be self replicating if RMT
x0y (resp. x1y) is 0 (resp. 1).
For example, RMT 2 (010) of rule 5 is self replicating, whereas all the RMTs
except RMT 2 of rule 200 are self replicating (see Table 1). If an RMT r ∈ li.j
is not self replicating, then there is a link from the edge Ei.j to Ei.k (j = k).
Depending on the values of j and k, we can classify the links in the following
way: forward link (when j < k), backward link (when j > k) and self link (when
j = k). The rules, followed to form links in a reachability tree, are noted below:
0, 1, 2, 3
0, 1 2, 3
0, 1, 2, 3 4, 5, 6, 7
0, 3 1, 2 4, 7 5, 6
0, 1, 6, 7 2, 3, 4, 5 2, 3, 4, 50, 1, 6, 7
0,1 6,7 2, 3, 4, 52, 3, 4, 5 0,1 6,7
0, 2 4, 6 0,2,4,6 0, 2 4, 6 0,2,4,6
0,2,4,6 0,2,4,6
4, 6 4, 6
0, 2
0, 2
N1.0 N1.1
N3.2 N3.4 N3.6
Fig. 2. Reachability tree of CA 〈12, 102, 192, 85〉 with links
(1) If RMT r ∈ l0.j is self replicating (j = 0 or 1),
The edge E0.j is self linked for RMT r.
Otherwise, if j = 0,
there is a forward link from E0.0 to E0.1 for RMT r;
else, there is a backward link from E0.1 to E0.0 for RMT r.
(2) If Ei−1.j is self linked for RMT r ∈ li−1.j ,
and if s is self replicating
where s ∈ li.2j (resp. s ∈ li.2j+1) is 2r (mod 8) or 2r + 1 (mod 8),
then Ei.2j (resp. Ei.2j+1) is self linked.
But if s is not self replicating,
then there is a forward link from Ei.2j to Ei.2j+1 (resp. backward link
from Ei.2j+1 to Ei.2j).
(3) If there is a link from Ei−1.j to Ei−1.k (j = k) for RMT r ∈ li−1.j ,
and s ∈ li.2j (resp. s ∈ li.2j+1) is 2r (mod 8) or 2r + 1 (mod 8),
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then there is a link from Ei.2j (resp. Ei.2j+1) to Ei.2k while s ∈
{0, 1, 4, 5} or to Ei.2k+1 while s ∈ {2, 3, 6, 7}.
[It is forward link if j < k, backward link if j > k]
Above deﬁnition of link guide to conclude following property.
Lemma 1. There exist only two links from Ei.2k and/or Ei.2k+1 to Ei.j for
RMTs s and r when 0 ≤ i ≤ n − 1, and s and r are sibling to each other, and
only one link from En−1.m to En−1.j in a reachability tree (0 ≤ k ≤ 2i and
0 ≤ j,m ≤ 2i+1 − 1) [6].
4 Cross Link
The consecutive forward and backward links may form loop, like Ei.j1(r1) →
· · · → Ei.jq (rq) → · · · → Ei.jm(rm) → Ei.j1 (0 ≤ i ≤ n − 1). We call this link as
cross link. We deﬁne the length of a cross link as the number of RMTs involved
in the link. Here it is m. Cross Link is necessary condition to form multi state
attractor. Here, we report some characteristics of cross link.
Theorem 1. An n-cell CA contains multi-length cycle attractor, if a cross link
among En−1.ks exists [7].
Theorem 2. An RMT r ∈ li.j can not be a part of a cycle, if the RMT is not
involved in a self link or cross link (0 ≤ i ≤ n − 1, 0 ≤ j ≤ 2i − 1).
So, according to Theorem 2 only backward and only forward links are not our
concern. According to Theorem 1, we always avoid cross link, that is, if cross link
occur at level i, we try to get a cross link free level, level j (0 ≤ i ≤ j ≤ (n−1)).
Hence, at level j only self links exist. At level j + 1, few node behave like root
node. We call these nodes as root equivalent node. And the corresponding sub-
tree is called connectionless sub-tree. These two properties of linked tree help to
restrict the growth of reachability tree. Root equivalent node and connection-less
sub-tree can be deﬁned as following:
Definition 4. A node Ni.j is said to be root equivalent node if each RMT r ∈
li−1.j does not participate in cross link, where 1 ≤ i < n − 1, 0 ≤ j ≤ 2i+1 − 1.
The sub-tree, rooted at Ni.j, is said to be connection-less sub-tree.
In Fig. 2, node N1.0 and N1.1 are root equivalent nodes. Whereas, corre-
sponding sub-trees are connection-less sub-trees. RMTs 0, 1 ∈ l2.0, 0, 1 ∈ l2.4,
4, 5 ∈ l2.2 and 4, 5 ∈ l2.6 are self replicating RMTs. In third level four root equiv-
alent nodes are present, which are N3.0, N3.2, N3.4 and N3.6. We call these nodes
as root equivalent node, because, no link from sub-tree rooted at any one of these
nodes goes to any other sub-tree. These connection-less sub-trees, produced by
N3.j (j ∈ {0, 2, 4, 6}), holds suﬃcient information to synthesize CA having only
point state attractors. It is further observed that two (or more) root equiva-
lent nodes in an arbitrary tree can be similar, where the RMTs of the nodes are
same. Therefore, the corresponding sub-trees are also same. In synthesis process,
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if we get such nodes, we can proceed only one and drop the another. Even if the
RMTs of a root equivalent node Ni.j is subset of another root equivalent node
Ni.k, then also we can proceed with only node Ni.k. We call the node like Ni.j ,
as sub-node of Ni.k.
Definition 5. The root equivalent node Ni.j is said to be sub-node of another
root equivalent node Ni.k if Ni.j ⊆ Ni.k.
In Fig. 2, N3.0 = N3.4 and N3.2 = N3.6. Further, N3.0 ⊂ N3.2. Therefore, N3.0
and N3.4 are sub-node N3.2 (or N3.6). Hence, in next level, we can proceed with
only N3.2 (or N3.6) drop the other nodes.
Lemma 2. Maximum number of root equivalent nodes which are not sub-nodes
of any other, at any level is 4.
Proof. The nodes of any level are subset of 8 RMTs. Moreover, sibling RMTs
are always paired in a node. Since we have 4 pairs of sibling RMTs, they can
form at most 4 sets which are not sub-set of each other. Hence the proof.
5 Scalable CAs with only Point State Attractors
As stated earlier, scalability of CA refers to its ability to accommodate more
number of cells keeping the CA’s dynamic behaviour unchanged. Here we are
concerned about those CAs (n cell) which have only point state attractor, and
if the CA is extended upto (n + m) cell, then also it contains only point state
attractors. However, Refs. [7,8] have reported the procedure of synthesis of CA
having only point state attractors.
5.1 (n + 1)-cell CA from n-cell CA
Scalability of CAs are dependent on the behaviour of links. From the deﬁnition
of links, it is clear that a link of level j depends on the link of level i (i < j,
0 ≤ i ≤ n − 2). Let us consider an n-cell CA 〈R0,R1, · · · ,Rn−1〉. The links at
level i of the corresponding tree trigger the links of level j where j > i. However,
the links of level i does not depend on that of level j (i < j). Hence, an n-cell
CA is extended to (n+1)-cell CA with rule vector 〈R0,R1, · · · ,Rn−1〉, the link
of level i (0 ≤ i ≤ n − 1), will remain unaﬀected after extending the CA.
Now consider that the n-cell CA converges to point state attractor from any
seed. Therefore, the corresponding reachability tree has no cross link at level
n− 1. It is easy to show that if level i is cross link free, then there exists at least
one rule as Ri+1 which makes the level i + 1 cross link free. However this logic
can not directly be applied to the levels n − 1 and n of the tree of (n + 1)-cell
CA. Because, the odd RMTs of Rn−1 are ignored in the n-cell CA (due to null
boundary condition) but they are used in the (n + 1)-cell CA. Therefore, the
odd RMTs of Ri−1 may trigger a cross link at level n − 1, which may not get
dissolved in level n of the tree of (n + 1)r- cell CA. However, following lemma
guides us to get such (n + 1)-cell CA.
62 N. Naskar and S. Das
Lemma 3. If an n-cell CA 〈R0,R1, · · · ,Rn−1〉 converges to point state attrac-
tor from an seed then there exist an (n+1)-cell CA 〈R0,R1, · · · ,R′n−1,Rn〉 that
converges to point state attractor from an arbitrary seed. R′n−1 and Rn−1 are
equivalent where they act as the last rule.
Proof. Let us consider, an n-cell 〈R0,R1, · · · ,Rn−1〉 that converges to point
state attractor from any seed. As null boundary CA is considered, the odd RMTs
of last rule are ignored, so we can assume Rn−1 as right independent rule1. Now,
consider the last rule R′n−1, where each odd RMTs have equal next state value as
its even sibling RMT. Hence, we can get a right independent rule (see footnote
1). As both of the sibling RMTs link to same edge (Lemma 1), so no cross
link is formed. Thus, the CA 〈R0,R1, · · · ,R′n−1〉 also converges to point state
attractor. For (n + 1)-cell CA (〈R0,R1, · · · ,R′n−1,Rn〉), at nth level few root
equivalent nodes exist. There exist a Rn for which level n is cross link free.
5.2 (n + m)-cell CA from n-cell and m-cell CA
As it is possible to extend an n -cell CA 〈R0,R1, · · · ,Rn−1〉 to the (n + 1)-cell
CA 〈R0,R1, · · · ,R′n−1,Rn〉, it can also be extended to (n+2)-cell CA with rule
vector 〈R0,R1, · · · ,R′n−1,R
′
n,R
′
n+1〉, and so on. Scalability of CA also allows
to append two CAs to get larger CA. That is, an n- cell CA 〈R0,R1, · · · ,Rn−1〉
and an m-cell CA 〈R′0,R
′
1, · · · ,R
′
m−2,R
′
m−1〉 can produce the (n + m) cell CA
〈R0,R1, · · · ,R′′n−1,R
′′
0 ,R
′
1, · · · ,R
′
m−2,R′m−1〉. However, due to null boundary
condition, R′0 and Rn−1 are the special cases. To append an m-cell CA with an
n-cell CA, Rn−1 is converted to R′′n−1, where R
′′
n−1 is corresponding right
independent rule of Rn−1. The modiﬁcation is similar as in extending
n-cell CA to (n + 1)-cell CA. R′0 is also modiﬁed to R
′′
0 where next
states values of RMTs 4, 5, 6, 7 of R′′0 are modiﬁed based on root equiv-
alent nodes Nn.js of n-cell CA. Thus, our ﬁnal CA has the rule vector
〈R0,R1, · · · ,R′′n−1,R
′′
0 ,R
′
1, · · · ,R
′
m−2,R
′
m−1〉.
However, R′′0 and R
′
0 are not necessarily two diﬀerent rules. If the node of
an n-cell CA which are accounted as root equivalent node for the m-cell CA,
are subset of {0, 1, 2, 3}, then R′′0 and R
′
0 are the same rule. On the other hand,
if at least one root equivalent node is subset of {4, 5, 6, 7}, the next state value
of all equivalent RMTs will be same in R′′0 . For example, CA 〈10, 252, 140, 0〉
has only point state attractors in its state space. Also the CA 〈12, 240, 68〉 has
only point state attractors in its state space. The CA 〈10, 252, 140, 0, 12, 240, 68〉
is also having only point state attractors in its state space. Here, R′0 =R
′′
0 and
Rn−1 =R′′n−1. However, if two CAs having only point state attractors are blindly
merged, then the ﬁnal CA may contain multi-state attractors. For example, the
CAs 〈10, 252, 136, 69〉 and 〈15, 195, 0, 64〉 are having only point state attractors,
but the merged CA 〈10, 252, 136, 69, 15, 195, 0, 64〉 contains multi-state attractors
in its state space. Hence, the third rule and the fourth rule of ﬁnal CA are to
1 A rule R is said to be right independent rule, if each sibling pairs of RMTs r, s have
same next state value either 0 or 1 that is R[r] = R[s].
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be modiﬁed according to the above condition. If we follow the above rule of
merging, we get the CA 〈10, 252, 136, 207, 255, 195, 0, 64〉 which always converge
to point state attractor for an arbitrary seed.
Lemma 4. The (n+m)-cell CA 〈R0,R1, · · · ,R′′n−1,R
′′
0 ,R
′
1, · · · ,R
′
m−2,R
′
m−1〉
converges to point state attractor if the n-cell CA 〈R0,R1, · · · ,Rn−1〉 and m-cell
CA 〈R′0,R
′
1, · · · ,R
′
m−2,R′m−1〉 converge to point state attractor for any seed,
where R0 and R′n−1 are converted to R
′′
0 and R
′′
n−1.
Proof. Let us consider two CAs, CA of size n and CA of size m, contain only point
state attractors in the CA state space. The m-cell CA is appended to n-cell CA.
As n1-cell CA is a CA having only point state attractors, following Theorem 1,
at last level no cross link exists. Forward links and backward links are removed
according to Theorem 2. Only self links are lefts. The leaf nodes are the root
equivalent node. After appending the m-cell CA to n-cell CA, the linked tree
of m cell CA does not get changed. The m cell CA is also a CA having only
point state attractors. The last level is also cross link free. Hence, the last level
of resultant CA is cross link free. Thus, resultant CA is having only point state
attractors.
5.3 Design of a Classifier with Scalable CA
The proper hardware implementation of scaliblity property increases re-usability.
The m-number of diﬀerent CAs can be merged in m(m+1)2 ways. Let us consider,
Fig. 3, an N -cell CA is constructed using n1-, n2-, n3-, n4 cell CAs. These four
diﬀerent CAs can be used to construct 10 diﬀerent CAs. However, this merging
of CAs is not random event, rather we need to follow a sequence.
An n-cell CA with k point states can be viewed as k -class natural classiﬁer
[3]. Hence, the CAs that are having only point state attractors can be utilized
to design a k -class pattern classiﬁer. Here we consider the two class pattern
classiﬁer. Now these 4 CAs can independently act as pattern classiﬁer. At the
same time they can be classiﬁer in combination.
N   bit classifier
1n  bit classifier 2 n  bit classifier n  bit classifier43n  bit classifier
Fig. 3. Scalable classifier
To perform classiﬁcation task on categorical/discrete attributes, each
attribute is converted into binary form as per Thermometer Code [5].
The Fig. 3 also depicts the concept of scalable CA based pattern classiﬁer.
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As 24 CAs can be achieved from the Fig. 3 also 10 CA based pattern classiﬁer may
achieve. Table 2 shows few results on real-life data sets obtained from http://
mlr.cs.umass.edu/ml/datasets. The CA 〈31, 206, 153, 222, 197, 192, 153, 222, 95〉
initially used for data set ‘Haberman’ which need 9-cell CA. This is
used for ‘Monk1’ data set that needs 11 cell. The resultant CA is
〈31, 206, 153, 222, 197, 192, 153, 222, 255, 195, 0〉. Using Lemma 4, we get the CA
〈31, 206, 153, 222, 197, 192, 153, 222, 255, 255, 206, 153, 222, 197, 192, 153, 222, 95〉
and used for dataset ‘tic-tac-toe’. Table 2 shows the result.
Table 2. CA based scalable pattern classifier
Data set Number of attribute CA size CA
Haberman 3 9 31, 206, 153, 222, 197, 192, 153, 222, 95
monk1 6 11 31, 206, 153, 222, 197, 192, 153, 222, 255,
195, 0
tic-tac-teo 9 18 31, 206, 153, 222, 197, 192, 153, 222, 255,
255, 206, 153, 222, 197, 192, 153, 222,
95
6 Conclusion
This paper introduces the concept of scalability in non-uniform CA that always
converges to point state attractor for any arbitrary seed. Using this scalability
property of CA an eﬃcient CA based scalable pattern classiﬁer is also discussed.
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Abstract. We prove the Garden of Eden theorem for cellular automata
with ﬁnite set of states and ﬁnite neighbourhood on right amenable left
homogeneous spaces with ﬁnite stabilisers. It states that the global tran-
sition function of such an automaton is surjective if and only if it is
pre-injective. Pre-Injectivity means that two global conﬁgurations that
diﬀer at most on a ﬁnite subset and have the same image under the
global transition function must be identical.
Keywords: Cellular automata · Group actions · Garden of Eden
theorem
The notion of amenability for groups was introduced by John von Neumann in
1929. It generalises the notion of ﬁniteness. A group G is left or right amenable
if there is a ﬁnitely additive probability measure on P(G) that is invariant under
left and right multiplication respectively. Groups are left amenable if and only
if they are right amenable. A group is amenable if it is left or right amenable.
The deﬁnitions of left and right amenability generalise to left and right group
sets respectively. A left group set (M,G, ) is left amenable if there is a ﬁnitely
additive probability measure on P(M) that is invariant under . There is in
general no natural action on the right that is to a left group action what right
multiplication is to left group multiplication. Therefore, for a left group set there
is no natural notion of right amenability.
A transitive left group action  of G on M induces, for each element m0 ∈ M
and each family {gm0,m}m∈M of elements in G such that, for each point m ∈ M ,
we have gm0,m m0 = m, a right quotient set semi-action  of G/G0 on M with
defect G0 given by m  gG0 = gm0,mgg
−1
m0,m  m, where G0 is the stabiliser of
m0 under . Each of these right semi-actions is to the left group action what
right multiplication is to left group multiplication. They occur in the deﬁnition
of global transition functions of cellular automata over left homogeneous spaces
as deﬁned in [5]. A cell space is a left group set together with choices of m0 and
{gm0,m}m∈M .
A cell space R is right amenable if there is a ﬁnitely additive probability
measure on P(M) that is semi-invariant under . For example cell spaces with
ﬁnite sets of cells, abelian groups, and ﬁnitely right generated cell spaces of
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sub-exponential growth are right amenable, in particular, quotients of ﬁnitely
generated groups of sub-exponential growth by ﬁnite subgroups acted on by left
multiplication. A net of non-empty and ﬁnite subsets of M is a right Følner net
if, broadly speaking, these subsets are asymptotically invariant under . A ﬁnite
subset E of G/G0 and two partitions {Ae}e∈E and {Be}e∈E of M constitute
a right paradoxical decomposition if the map  e is injective on Ae and Be,
and the family {(Ae  e) ∪· (Be  e)}e∈E is a partition of M . The Tarski-Følner
theorem states that right amenability, the existence of right Følner nets, and the
non-existence of right paradoxical decompositions are equivalent. We prove it in
[6] for cell spaces with ﬁnite stabilisers.
For a right amenable cell space with ﬁnite stabilisers we may choose a right
Følner net F = {Fi}i∈I . The entropy of a subset X of QM with respect to F ,
where Q is a ﬁnite set, is, broadly speaking, the asymptotic growth rate of the
number of ﬁnite patterns with domain Fi that occur in X. For subsets E and E′
of G/G0, an (E,E′)-tiling is a subset T of M such that {t  E}t∈T is pairwise
disjoint and {t  E′}t∈T is a cover of M . If for each point t ∈ T not all patterns
with domain t  E occur in a subset of QM , then that subset does not have
maximal entropy.
The global transition function of a cellular automaton with ﬁnite set of states
and ﬁnite neighbourhood over a right amenable cell space with ﬁnite stabilisers,
as introduced in [5], is surjective if and only if its image has maximal entropy and
it is pre-injective if and only if its image has maximal entropy. This establishes
the Garden of Eden theorem, which states that a global transition function as
above is surjective if and only if it is pre-injective. This answers a question posed
by Se´bastien Moriceau at the end of his paper ‘Cellular Automata on a G-Set’ [4].
The Garden of Eden theorem for cellular automata over Z2 is a famous
theorem by Edward Forrest Moore and John R. Myhill from 1962 and 1963, see
the papers ‘Machine models of self-reproduction’ [2] and ‘The converse of Moore’s
Garden-of-Eden theorem’ [3]. This paper is greatly inspired by the monograph
‘Cellular Automata and Groups’ [1] by Tullio Ceccherini-Silberstein and Michel
Coornaert.
In Sect. 1 we introduce E-interiors, E-closures, and E-boundaries of subsets
of M . In Sect. 2 we introduce (E,E′)-tilings of cell spaces. In Sect. 3 we introduce
entropies of subsets of QM . And in Sect. 4 we prove the Garden of Eden theorem.
Preliminary Notions. A left group set is a triple (M,G, ), where M is a set,
G is a group, and  is a map from G×M to M , called left group action of G on
M , such that G → Sym(M), g → [g  ], is a group homomorphism. The action 
is transitive if M is non-empty and for each m ∈ M the map  m is surjective;
and free if for each m ∈ M the map  m is injective. For each m ∈ M , the set
G  m is the orbit of m, the set Gm = (  m)−1(m) is the stabiliser of m, and,
for each m′ ∈ M , the set Gm,m′ = (  m)−1(m′) is the transporter of m to m′.
A left homogeneous space is a left group set M = (M,G, ) such that  is
transitive. A coordinate system for M is a tuple K = (m0, {gm0,m}m∈M ), where
m0 ∈ M and for each m ∈ M we have gm0,m  m0 = m. The stabiliser Gm0 is
68 S. Wacker
denoted by G0. The tuple R = (M,K) is a cell space. The set {gG0 | g ∈ G}
of left cosets of G0 in G is denoted by G/G0. The map  : M × G/G0 → M ,
(m, gG0) → gm0,mgg−1m0,m  m (= gm0,mg  m0) is a right semi-action of G/G0
on M with defect G0, which means that
∀m ∈ M : m  G0 = m,
∀m ∈ M∀g ∈ G∃g0 ∈ G0 : ∀g′ ∈ G/G0 : m  g · g′ = (m  gG0)  g0 · g′.
It is transitive, which means that the set M is non-empty and for each m ∈ M
the map m is surjective; and free, which means that for each m ∈ M the map
m  is injective; and semi-commutes with , which means that
∀m ∈ M∀g ∈ G∃g0 ∈ G0 : ∀g′ ∈ G/G0 : (g  m)  g′ = g  (m  g0 · g′).
The maps ι : M → G/G0, m → Gm0,m, and m0  are inverse to each other.
Under the identiﬁcation of M with G/G0 by either of these maps, we have
 : (m, g) → gm0,m  g.
A left homogeneous space M is right amenable if there is coordinate system
K for M and there is a ﬁnitely additive probability measure μ on M such that
∀g ∈ G/G0∀A ⊆ M :
(
(  g)A injective =⇒ μ(A  g) = μ(A)
)
,
in which case the cell space R = (M,K) is called right amenable. When the
stabiliser G0 is ﬁnite, that is the case if and only if there is a right Følner net
in R indexed by (I,≤), which is a net {Fi}i∈I in {F ⊆ M | F = ∅, F ﬁnite}
such that
∀g ∈ G/G0 : lim
i∈I
|Fi  (  g)−1(Fi)|
|Fi| = 0.
A semi-cellular automaton is a quadruple C = (R, Q,N, δ), where R is a cell
space; Q, called set of states, is a set; N , called neighbourhood, is a subset of G/
G0 such that G0 · N ⊆ N ; and δ, called local transition function, is a map from
QN to Q. A local configuration is a map  ∈ QN , a global configuration is a map
c ∈ QM , and a pattern is a map p ∈ QA, where A is a subset of M . The stabiliser
G0 acts on QN on the left by • : G0 ×QN → QN , (g0, ) → [n → (g−10 ·n)], and
the group G acts on the set of patterns on the left by
 : G ×
⋃
A⊆M
QA →
⋃
A⊆M
QA,
(g, p) →
[
g  dom(p) → Q,
m → p(g−1  m).
]
The global transition function of C is the map Δ : QM → QM , c → [m → δ(n →
c(m  n))].
A cellular automaton is a semi-cellular automaton C = (R, Q,N, δ) such that
δ is •-invariant, which means that, for each g0 ∈ G0, we have δ(g0 • ) = δ( ). Its
global transition function is -equivariant, which means that, for each g ∈ G,
we have Δ(g  ) = g  Δ( ).
For each A ⊆ M , let πA : QM → QA, c → cA.
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1 Interiors, Closures, and Boundaries
In this section, let R = ((M,G, ), (m0, {gm0,m}m∈M )) be a cell space.
In Deﬁnition 1 we introduce E-interiors, E-closures, and E-boundaries of
subsets of M . In Lemma 3 we deﬁne surjective restrictions Δ−X,A of global tran-
sition functions to patterns. And in Theorem 1 we show that right Følner nets
are those nets whose components are asymptotically invariant under taking ﬁnite
boundaries.
Definition 1. Let A be a subset of M and let E be a subset of G/G0.
1. The set
A−E = {m ∈ M | m  E ⊆ A} (=
⋂
e∈E
⋃
a∈A
(  e)−1(a)
)
is called E-interior of A.
2. The set
A+E = {m ∈ M | (m  E) ∩ A = ∅} (=
⋃
e∈E
⋃
a∈A
(  e)−1(a)
)
is called E-closure of A.
3. The set ∂EA = A+E  A−E is called E-boundary of A.
Remark 1. Let R be the cell space ((G,G, ·), (eG, {g}g∈G)), where G is a group
and eG is its neutral element. Then, G0 = {eG} and  = ·. Hence, the notions
of E-interior, E-closure, and E-boundary are the same as the ones deﬁned in [1,
Sect. 5.4, Paragraph 2].
Example 1. Let M be the Euclidean unit 2-sphere, that is, the surface of the ball
of radius 1 in 3-dimensional Euclidean space, and let G be the rotation group.
The group G acts transitively but not freely on M on the left by  by function
application, that is, by rotation about the origin. For each point m ∈ M , its
orbit is M and its stabiliser is the group of rotations about the line through the
origin and itself.
Furthermore, let m0 be the north pole (0, 0, 1)ᵀ of M and, for each point
m ∈ M , let gm0,m be a rotation about an axis in the (x, y)-plane that rotates
m0 to m. The stabiliser G0 of the north pole m0 under  is the group of rotations
about the z-axis. An element gG0 ∈ G/G0 semi-acts on a point m on the right
by the induced semi-action  by ﬁrst changing the rotation axis of g such that
the new axis stands to the line through the origin and m as the old one stood
to the line through the origin and m0, gm0,mgg
−1
m0,m, and secondly rotating m
as prescribed by this new rotation.
Moreover, let A be a curved circular disk of radius 3ρ with the north pole
m0 at its centre, let g be the rotation about an axis a in the (x, y)-plane by ρ
radians, let E be the set {g0gG0 | g0 ∈ G0}, and, for each point m ∈ M , let
Em be the set m  E. Because G0 is the set of rotations about the z-axis and
70 S. Wacker
m0  E = gm0,m0G0g  m0 = G0  (g  m0), the set Em0 is the boundary of a
curved circular disk of radius ρ with the north pole m0 at its centre. And, for
each point m ∈ M , because m  E = gm0,m  Em0 , the set Em is the boundary
of a curved circular disk of radius ρ with m at its centre.
The E-interior of A is the curved circular disk of radius 2ρ with the north
pole m0 at its centre. The E-closure of A is the curved circular disk of radius 4ρ
with the north pole m0 at its centre. And the E-boundary of A is the annulus
bounded by the boundaries of the E-interior and the E-closure of A.
Essential properties of and relations between interiors, closures, and bound-
aries are given in the next lemma. The upper bound given in its corollary follows
from the last part of Item 7.
Lemma 1. Let A be a subset of M , let {Ai}i∈I be a family of subsets of M , let
e be an element of G/G0, and let E and E′ be two subsets of G/G0.
1. A−{G0} = A, A+{G0} = A, and ∂{G0}A = ∅.
2. A−{G0,e} = A ∩ (  e)−1(A), A+{G0,e} = A ∪ (  e)−1(A), and ∂{G0,e}A =
A  (  e)−1(A) ∪ (  e)−1(A)  A.
3. (M  A)−E = M  A+E and (M  A)+E = M  A−E.
4. Let E ⊆ E′. Then, A−E ⊇ A−E′ , A+E ⊆ A+E′ , and ∂EA ⊆ ∂E′A.
5. Let G0 ∈ E. Then, A−E ⊆ A ⊆ A+E.
6. Let G0 ∈ E and let A be finite. Then, A−E is finite.
7. Let G0, A, and E be finite. Then, A+E and ∂EA are finite. More precisely,
|A+E | ≤ |G0| · |A| · |E|.
8. Let g ∈ G and let G0 ·E ⊆ E. Then, gA−E = (gA)−E, gA+E = (gA)+E,
and g  ∂EA = ∂E(g  A).
9. Let m ∈ M , let G0 · E ⊆ E, and let ι : M → G/G0, m → Gm0,m. Then,
m  ι(A−E) = (m  ι(A))−E, m  ι(A+E) = (m  ι(A))+E, and m  ι(∂EA) =
∂E(m  ι(A)).
Corollary 1. Let G0 be finite, let A be a finite subset of M , and let g be an
element of G/G0. Then, |(  g)−1(A)| ≤ |G0| · |A|.
The restriction Δ−X,A of Δ given in Lemma 3 is well-deﬁned according to the
next lemma, which itself holds due to the locality of Δ.
Lemma 2. Let C = (R, Q,N, δ) be a semi-cellular automaton, let Δ be the
global transition function of C, let c and c′ be two global configurations of C, and
let A be a subset of M . If cA = c′A, then Δ(c)A−N = Δ(c′)A−N .
Lemma 3. Let C = (R, Q,N, δ) be a semi-cellular automaton, let Δ be the
global transition function of C, let X be a subset of QM , and let A be a subset
of M . The map
Δ−X,A : πA(X) → πA−N (Δ(X)),
p → Δ(c)A−N , where c ∈ X such that cA = p,
is surjective. The map Δ−
QM ,A
is denoted by Δ−A.
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In the proof of Theorem 1, the upper bound given in Lemma 6 is essential,
which itself follows from the upper bound given in Corollary 1 and the inclusion
given in Lemma 5, which in turn follows from the equality given in Lemma 4.
Lemma 4. Let m be an element of M , and let g be an element of G/G0. There
is an element g ∈ g such that
∀g′ ∈ G/G0 : (m  g)  g′ = m  g · g′,
in particular, for said g ∈ g, we have (m  g)  g−1G0 = m.
Lemma 5. Let A and A′ be two subsets of M , and let g and g′ be two elements
of G/G0. Then, for each element m ∈ (  g)−1(A)  (  g′)−1(A′),
m  g ∈
⋃
g∈g
A  (  g−1 · g′)−1(A′),
m  g′ ∈
⋃
g′∈g′
(  (g′)−1 · g)−1(A)  A′.
Lemma 6. Let G0 be finite, let F and F ′ be two finite subsets of M , and let g
and g′ be two elements of G/G0. Then,
|(  g)−1(F )  (  g′)−1(F ′)| ≤
⎧
⎨
⎩
|G0|2 · max
g∈g |F  (  g
−1 · g′)−1(F ′)|,
|G0|2 · max
g′∈g′
|(  (g′)−1 · g)−1(F )  F ′|.
Theorem 1. Let G0 be finite and let {Fi}i∈I be a net in {F ⊆ M | F =
∅, F finite} indexed by (I,≤). The net {Fi}i∈I is a right Følner net in R if and
only if
∀E ⊆ G/G0 finite : lim
i∈I
|∂EFi|
|Fi| = 0.
Proof. First, let {Fi}i∈I be a right Følner net in R. Furthermore, let E ⊆ G/G0
be ﬁnite. Moreover, let i ∈ I. For each e ∈ E and each e′ ∈ E, put Ai,e,e′ =
(  e)−1(Fi)  (  e′)−1(Fi). For each g ∈ G/G0, put Bi,g = Fi  (  g)−1(Fi).
According to Deﬁnition 1,
∂EFi =
( ⋃
e∈E
(  e)−1(Fi)
)

( ⋂
e′∈E
(  e′)−1(Fi)
)
=
⋃
e,e′∈E
(  e)−1(Fi)  (  e′)−1(Fi) =
⋃
e,e′∈E
Ai,e,e′ .
Hence, |∂EFi| ≤
∑
e,e′∈E |Ai,e,e′ |.
According to Lemma 6, we have |Ai,e,e′ | ≤ |G0|2 ·maxg∈e Bi,g−1·e′ . Put E′ =
{g−1 · e′ | e, e′ ∈ E, g ∈ e}. Because E is ﬁnite, G0 is ﬁnite, and, for each e ∈ E,
we have |e| = |G0|, the set E′ is ﬁnite. Therefore,
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|∂EFi|
|Fi| ≤
1
|Fi|
∑
e,e′∈E
|Ai,e,e′ | ≤ |G0|
2
|Fi|
∑
e,e′∈E
max
g∈e |Bi,g−1·e′ |
≤ |G0|
2 · |E|2
|Fi| maxe′∈E′ |Bi,e
′ | ≤ |G0|2 · |E|2 · max
e′∈E′
|Fi  (  e′)−1(Fi)|
|Fi| →i∈I 0.
In conclusion, limi∈I
|∂EFi|
|Fi| = 0.
Secondly, for each ﬁnite E ⊆ G/G0, let limi∈I |∂EFi||Fi| = 0. Furthermore, let
i ∈ I, let e ∈ G/G0, and put E = {G0, e}. According to Item 2 of Lemma 1, we
have Fi  (  e)−1(Fi) ⊆ ∂EFi. Therefore,
|Fi  (  e)−1(Fi)|
|Fi| ≤
|∂EFi|
|Fi| →i∈I 0.
In conclusion, {Fi}i∈I is a right Følner net in R. unionsq
2 Tilings
In this section, let R = ((M,G, ), (m0, {gm0,m}m∈M )) be a cell space.
In Deﬁnition 2 we introduce the notion of (E,E′)-tilings. In Theorem 2 we
show using Zorn’s lemma that, for each subset E of G/G0, there is an (E,E′)-
tiling. And in Lemma 7 we show that, for each (E,E′)-tiling with ﬁnite sets E
and E′, the net {|T ∩ F−Ei |}i∈I is asymptotic not less than {|Fi|}i∈I .
Definition 2. Let T be a subset of M , and let E and E′ be two subsets of G/
G0. The set T is called (E,E′)-tiling of R if and only if the family {t  E}t∈T
is pairwise disjoint and the family {t  E′}t∈T is a cover of M .
Remark 2. Let T be an (E,E′)-tiling of R. For each subset F of E and each
superset F ′ of E′ with F ′ ⊆ G/G0, the set T is an (F, F ′)-tiling of R. In
particular, the set T is an (E,E ∪ E′)-tiling of R.
Remark 3. In the situation of Remark 1, the notion of (E,E′)-tiling is the same
as the one deﬁned in [1, Sect. 5.6, Paragraph 2].
Example 2. In the situation of Example 1, let E′ be the set {g(g′)−1G0 | e, e′ ∈
E, g ∈ e, g′ ∈ e′} (= {g0gg′0g−1G0 | g0, g′0 ∈ G0}) and, for each point m ∈ M ,
let E′m = m  E
′. Because g−1 is the rotation about the axis a by −ρ radians,
the set G0g−1  m0 is equal to Em0 and the set gG0g
−1  m0 is equal to Egm0 .
Because m0  E′ = gm0,m0G0gG0g
−1  m0 = G0  (gG0g−1  m0) = G0  Egm0 ,
the set E′m0 is the curved circular disk of radius 2ρ with the north pole m0 at
its centre. And, for each point m ∈ M , because m  E′ = gm0,m  E′m0 , the set
E′m is the curved circular disk of radius 2ρ with m at its centre.
If the radius ρ = π/2, then the circle Em0 is the equator and the curved
circular disk E′m0 has radius π and is thus the sphere M , and hence the set
T = {m0} is an (E,E′)-tiling of R; if the radius ρ = π/4, then the curved
circular disks E′m0 and E
′
S , where S is the south pole, have radii π/2, thus they
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are hemispheres, and hence the set T = {m0, S} is an (E,E′)-tiling of R; if
the radius ρ = π/8, then the curved circular disks E′m0 and E
′
S have radii π/4,
and it can be shown with spherical geometry that the set T consisting of the
north pole m0, the south pole S, four equidistant points m1, m2, m3, and m4
on the equator, and the circumcentres c1, c2, . . . , c8 of the 8 smallest spherical
triangles with one vertex from {m0, S} and two vertices from {m1,m2,m3,m4}
(see Fig. 1).
Fig. 1. The points m0, S, m1,m2,m3,m4, c1, c2, . . . , c8 constitute an (E, E
′)-tiling of
the sphere; the circles Em about these points are drawn solid; the boundaries of the
curved circular disks E′m about these points are drawn dotted; the inclined circle about
g  m0 is the rotation Egm0 of Em0 by π/8 about the axis a; and the other inclined
circles are rotations g0  (Egm0) of Egm0 about the z-axis, for a few g0 ∈ G0.
Theorem 2. Let E be a non-empty subset of G/G0. There is an (E,E′)-tiling
of R, where E′ = {g(g′)−1G0 | e, e′ ∈ E, g ∈ e, g′ ∈ e′}.
Proof. Let S = {S ⊆ M | {s  E}s∈S is pairwise disjoint}. Because {m0} ∈ S,
the set S is non-empty. Moreover, it is preordered by inclusion.
Let C be a chain in (S,⊆). Then, ⋃S∈C S is an element of S and an upper
bound of C. According to Zorn’s lemma, there is a maximal element T in S. By
deﬁnition of S, the family {t  E}t∈T is pairwise disjoint.
Let m ∈ M . Because T is maximal and m  E is non-empty, there is a t ∈ T
such that (tE)∩(mE) = ∅. Hence, there are e, e′ ∈ E such that te = me′.
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According to Lemma 4, there is a g′ ∈ e′ such that (m  e′)  (g′)−1G0 = m,
and there is a g ∈ e such that (t  e)  (g′)−1G0 = t  g(g′)−1G0. Therefore,
m = tg(g′)−1G0. Because g(g′)−1G0 ∈ E′, we have m ∈ tE′. Thus, {tE′}t∈T
is a cover of M .
In conclusion, T is an (E,E′)-tiling of R. unionsq
Lemma 7. Let G0 be finite, let {Fi}i∈I be a right Følner net in R indexed by
(I,≤), let E and E′ be two finite subsets of G/G0, and let T be an (E,E′)-tiling
of R. There is a positive real number ε ∈ R>0 and there is an index i0 ∈ I such
that, for each index i ∈ I with i ≥ i0, we have |T ∩ F−Ei | ≥ ε|Fi|.
3 Entropies
In this section, let R = ((M,G, ), (m0, {gm0,m}m∈M )) be a right amenable cell
space, let C = (R, Q,N, δ) be a semi-cellular automaton, and let Δ be the global
transition function of C such that the stabiliser G0 of m0 under , the set Q of
states, and the neighbourhood N are ﬁnite, and the set Q is non-empty.
In Deﬁnition 3 we introduce the entropy of a subset X of QM with respect
to a net {Fi}i∈I of non-empty and ﬁnite subsets of M , which is the asymptotic
growth rate of the number of ﬁnite patterns with domain Fi that occur in X.
In Lemma 8 we show that QM has entropy log |Q| and that entropy is non-
decreasing. In Theorem 3 we show that applications of global transition functions
of cellular automata on subsets of QM do not increase their entropy. And in
Lemma 9 we show that if for each point t of an (E,E′)-tiling not all patterns
with domain t  E occur in a subset of QM , then that subset has less entropy
than QM .
Definition 3. Let X be a subset of QM and let F = {Fi}i∈I be a net in {F ⊆
M | F = ∅, F finite}. The non-negative real number
entF (X) = lim sup
i∈I
log |πFi(X)|
|Fi|
is called entropy of X with respect to F .
Remark 4. In the situation of Remark 1, the notion of entropy is the same as
the one deﬁned in [1, Deﬁnition 5.7.1].
Lemma 8. Let F = {Fi}i∈I be a net in {F ⊆ M | F = ∅, F finite}. Then,
1. entF (QM ) = log |Q|;
2. ∀X ⊆ QM∀X ′ ⊆ QM : (X ⊆ X ′ =⇒ entF (X) ≤ entF (X ′)
)
;
3. ∀X ⊆ QM : entF (X) ≤ log |Q|.
In the remainder of this section, let F = {Fi}i∈I be a right Følner net in R
indexed by (I,≤).
Theorem 3. Let X be a subset of QM . Then, entF (Δ(X)) ≤ entF (X).
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Proof. Suppose, without loss of generality, that G0 ∈ N . Let i ∈ I. According
to Lemma 3, the map Δ−X,Fi : πFi(X) → πF −Ni (Δ(X)) is surjective. Therefore,|πF −Ni (Δ(X))| ≤ |πFi(X)|. Because G0 ∈ N , according to Item 5 of Lemma 1,
we have F−Ni ⊆ Fi. Thus, πFi(Δ(X)) ⊆ πF −Ni (Δ(X)) × Q
FiF
−N
i . Hence,
log |πFi(Δ(X))| ≤ log |πF −Ni (Δ(X))| + log |Q
FiF
−N
i |
≤ log |πFi(X)| + |Fi  F−Ni | · log |Q|.
Because G0 ∈ N , according to Item 5 of Lemma 1, we have Fi ⊆ F+Ni . Therefore,
Fi  F
−N
i ⊆ F+Ni  F−Ni = ∂NFi. Because G0, Fi, and N are ﬁnite, according
to Item 7 of Lemma 1, the boundary ∂NFi is ﬁnite. Hence,
log |πFi(Δ(X))|
|Fi| ≤
log |πFi(X)|
|Fi| +
|∂NFi|
|Fi| log |Q|.
Therefore, because N is ﬁnite, according to Theorem 1,
entF (Δ(X)) ≤ lim sup
i∈I
log |πFi(X)|
|Fi| +
(
lim
i∈I
|∂NFi|
|Fi|
)
· log |Q| = entF (X). unionsq
Lemma 9. Let Q contain at least two elements, let X be a subset of QM , let E
and E′ be two non-empty and finite subsets of G/G0, and let T be an (E,E′)-
tiling of R, such that, for each cell t ∈ T , we have πtE(X)  QtE. Then,
entF (X) < log |Q|.
Corollary 2. Let Q contain at least two elements, let X be a -invariant sub-
set of QM , and let E be a non-empty and finite subset of G/G0, such that
πm0E(X)  Q
m0E. Then, entF (X) < log |Q|.
4 Gardens of Eden
In this section, let R = ((M,G, ), (m0, {gm0,m}m∈M )) be a right amenable
cell space and let C = (R, Q,N, δ) be a semi-cellular automaton such that the
stabiliser G0 of m0 under , the set Q of states, and the neighbourhood N are
ﬁnite, and the set Q is non-empty. Furthermore, let Δ be the global transition
function of C, and let F = {Fi}i∈I be a right Følner net in R indexed by (I,≤).
In Theorem 4 we show that if Δ is not surjective, then the entropy of its image
is less than the entropy of QM . And the converse of that statement obviously
holds. In Theorem 5 we show that if the entropy of the image of Δ is less than
the entropy of QM , then Δ is not pre-injective. And in Theorem 6 we show the
converse of that statement. These four statements establish the Garden of Eden
theorem, see Main Theorem 1.
Definition 4. Let c and c′ be two maps from M to Q. The set diﬀ(c, c′) = {m ∈
M | c(m) = c′(m)} is called diﬀerence of c and c′.
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Definition 5. The map Δ is called pre-injective if and only if, for each tuple
(c, c′) ∈ QM ×QM such that diﬀ(c, c′) is finite and Δ(c) = Δ(c′), we have c = c′.
In the proof of Theorem 4, the existence of a Garden of Eden pattern, as
stated in Lemma 10, is essential, which itself follows from the existence of a
Garden of Eden conﬁguration, the compactness of QM , and the continuity of Δ.
Definition 6. 1. Let c : M → Q be a global configuration. It is called Garden
of Eden conﬁguration if and only if it is not contained in Δ(QM ).
2. Let p : A → Q be a pattern. It is called Garden of Eden pattern if and only
if, for each global configuration c ∈ QM , we have Δ(c)A = p.
Remark 5. 1. The global transition function Δ is surjective if and only if there
is no Garden of Eden conﬁguration.
2. If p : A → Q is a Garden of Eden pattern, then each global conﬁguration
c ∈ QM with cA = p is a Garden of Eden conﬁguration.
3. If there is a Garden of Eden pattern, then Δ is not surjective.
Lemma 10. Let Δ not be surjective. There is a Garden of Eden pattern with
non-empty and finite domain.
Theorem 4. Let δ be •-invariant, let Q contain at least two elements, and let
Δ not be surjective. Then, entF (Δ(QM )) < log |Q|.
Proof. According to Lemma 10, there is a Garden of Eden pattern p : F → Q
with non-empty and ﬁnite domain. Let E = (m0  )−1(F ). Then, m0  E = F
and, because  is free, |E| = |F | < ∞. Because p is a Garden of Eden pattern,
p /∈ πm0E(Δ(QM )). Hence, πm0E(Δ(QM ))  Qm0E . Moreover, according to
[5, Item 1 of Theorem 2], the map Δ is -equivariant. Hence, for each g ∈ G, we
have g Δ(QM ) = Δ(g QM ) = Δ(QM ). In other words, Δ(QM ) is -invariant.
Thus, according to Corollary 2, we have entF (Δ(QM )) < log |Q|. unionsq
In the proof of Theorem 5, the fact that enlarging each element of F does
not increase entropy, as stated in the next lemma, is essential.
Lemma 11. Let X be a subset of QM and let E be a finite subset of G/G0 such
that G0 ∈ E. Then, ent{F+Ei }i∈I (X) ≤ entF (X).
Theorem 5. Let entF (Δ(QM )) < log |Q|. Then, Δ is not pre-injective.
Proof. Suppose, without loss of generality, that G0 ∈ N . Let X = Δ(QM ).
According to Lemma 11, we have ent{F+Ni }i∈I (X) ≤ entF (X) < log |Q|. Hence,
there is an i ∈ I such that
log |πF+Ni (X)|
|Fi| < log |Q|.
Thus, |πF+Ni (X)| < |Q|
|Fi|. Furthermore, let q ∈ Q and let X ′ = {c ∈ QM |
cMFi ≡ q}. Then, |Q||Fi| = |X ′|. Hence, |πF+Ni (X)| < |X
′|. Moreover, accord-
ing to Item 3 of Lemma 1, we have (M  Fi)−N = M  F+Ni . Hence, for each
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(c, c′) ∈ X ′×X ′, according to Lemma 2, we have Δ(c)MF+Ni = Δ(c
′)MF+Ni .
Therefore,
|Δ(X ′)| = |πF+Ni (Δ(X
′))| ≤ |πF+Ni (Δ(Q
M ))| = |πF+Ni (X)| < |X
′|.
Hence, there are c, c′ ∈ X ′ such that c = c′ and Δ(c) = Δ(c′). Thus, because
diﬀ(c, c′) ⊆ Fi is ﬁnite, the map Δ is not pre-injective. unionsq
In the proof of Theorem 6, the statement of Lemma 12 is essential, which says
that if two distinct patterns have the same image and we replace each occurrence
of the ﬁrst by the second in a conﬁguration, we get a new conﬁguration in which
the ﬁrst pattern does not occur and that has the same image as the original one.
Definition 7. Identify M with G/G0 by ι : m → Gm0,m. Let
 : M ×
⋃
A⊆M
QA →
⋃
A⊆M
QA, (m, p) →
[
m  dom(p) → Q,
m  a → p(a).
]
Remark 6. Let A be a subset of M , let p be map from A to Q, and let m be an
element of M . Then, m  p = gm0,m  p.
Definition 8. Identify M with G/G0 by ι : m → Gm0,m, let A be a subset of
M , let p be map from A to Q, let c be map from M to Q, let m be an element
of M . The pattern p is said to occur at m in c and we write p m c if and only
if m  p = cmA.
Lemma 12. Identify M with G/G0 by ι : m → Gm0,m, let A be a subset of M ,
let N ′ be the subset {g−1 · n′ | n, n′ ∈ N, g ∈ n} of G/G0, and let p and p′ be
two maps from A+N
′
to Q such that pA+N′ A = p′A+N′ A and Δ−A+N′ (p) =
Δ−
A+N′
(p′). Furthermore, let c be a map from M to Q and let S be a subset of
M , such that the family {s  A+N ′}s∈S is pairwise disjoint and, for each cell
s ∈ S, we have p s c. Put
c′ = cM(⋃s∈S sA+N′ ) ×
∐
s∈S
s  p′.
Then, for each cell s ∈ S, we have p′ s c′, and Δ(c) = Δ(c′). In particular, if
p = p′, then, for each cell s ∈ S, we have p s c′.
Theorem 6. Let δ be •-invariant, let Q contain at least two elements, and let
Δ not be pre-injective. Then, entF (Δ(QM )) < log |Q|.
Proof. Suppose, without loss of generality, that G0 ∈ N . Identify M with G/
G0 by ι : m → Gm0,m. Because Δ is not pre-injective, there are c, c′ ∈ QM
such that diﬀ(c, c′) is ﬁnite, Δ(c) = Δ(c′), and c = c′. Put A = diﬀ(c, c′), put
N ′ = {g−1 ·n′ | n, n′ ∈ N, g ∈ n}, put E = A+N ′ , and put p = cE and p′ = c′E .
Because Δ(c) = Δ(c′), we have Δ−
A+N′
(p) = Δ−
A+N′
(p′).
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Because N is ﬁnite and, for each n ∈ N , we have |n| = |G0| < ∞, the set
N ′ is ﬁnite. Moreover, G0 · N ′ ⊆ N ′. According to Item 5 of Lemma 1, because
G0 ∈ N ′ and A = ∅, we have E ⊇ A and hence E is non-empty. According
to Item 7 of Lemma 1, because G0, A, and N ′ are ﬁnite, so is E. Because E
is non-empty, according to Theorem 2, there is a subset E′ of G/G0 and an
(E,E′)-tiling T of R. Because G0 and E are non-empty and ﬁnite, so is E′.
Let Y = {y ∈ QM | ∀t ∈ T : p t y}. For each t ∈ T , we have tp /∈ πtE(Y )
and therefore πtE(Y )  QtE . According to Lemma 9, we have entF (Y ) <
log |Q|. Hence, according to Theorem 3, we have entF (Δ(Y )) < log |Q|.
Let x ∈ QM . Put S = {t ∈ T | p t x}. According to Lemma 12, there is an
x′ ∈ QM such that x′ ∈ Y and Δ(x) = Δ(x′). Therefore, Δ(QM ) = Δ(Y ). In
conclusion, entF (QM ) < log |Q|. unionsq
Main Theorem 1 (Garden of Eden theorem; Edward Forrest Moore,
1962; John R. Myhill, 1963). Let M = (M,G, ) be a right amenable left
homogeneous space with finite stabilisers and let Δ be the global transition func-
tion of a cellular automaton over M with finite set of states and finite neigh-
bourhood. The map Δ is surjective if and only if it is pre-injective.
Proof. There is a coordinate system K = (m0, {gm0,m}m∈M ) such that the cell
space R = (M,K) is right amenable. Moreover, according to [5, Theorem 1],
there is a cellular automaton C = (R, Q,N, δ) such that Q and N are ﬁnite and
Δ is its global transition function.
In the case that |Q| ≤ 1, the proof is trivial. Let it be the case that |Q| > 1.
According to Theorem 4 and Item 1 of Lemma 8, the map Δ is not surjective
if and only if entF (Δ(QM )) < log |Q|. And, according to Theorems 5 and 6, we
have entF (Δ(QM )) < log |Q| if and only if Δ is not pre-injective. Hence, Δ is
not surjective if and only if it is not pre-injective. In conclusion, Δ is surjective
if and only if it is pre-injective. unionsq
Remark 7. In the situation of Remark 1, Main Theorem 1 is [1, Theorem 5.3.1].
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Abstract. In this paper, we discuss the well-known density classiﬁcation
problem in the context of Continuous Cellular Automata, and recall that
this problem cannot be solved in the classical sense. Yet, by slightly
relaxing the assumptions on the output speciﬁcation, we can identify a
rich family of rules solving the problem.
1 Introduction
The density classiﬁcation problem (DCP) was ﬁrst introduced in [15], and then
more formally presented in [19]. It concerns binary Cellular Automata (CAs)
only and is very simple. The task is to ﬁnd a CA that can indicate whether an
initial conﬁguration contains more 1s than 0s. The output should be given in
such a way that all cells get the initial majority state. Unfortunately, it has been
shown that the problem cannot be solved [6,16], i.e. there does not exist a CA
that correctly solves the DCP for an arbitrary number of cells.
There exist, however, CAs that can give the proper outcome for many initial
conﬁgurations. The most famous one is the GKL rule [15], which correctly clas-
siﬁes more than 80% of the initial conﬁgurations. Similar CAs have been found
using genetic algorithms [17,18]. Many researchers modiﬁed the original problem
to obtain an infallible classiﬁer. For instance, by allowing two CAs (instead of
one) [14], endowing cells with memory [21], or using probabilistic CAs [10,12,20].
Another idea was to relax the output speciﬁcation of the problem [8], by consid-
ering heterogeneous conﬁgurations with certain properties as valid answers. In
such settings, reading the answer requires multiple time steps (and memory) or
access to the states of multiple cells (global access).
Another direction in the quest for classiﬁers that correctly classify all initial
conﬁgurations, is to use Continuous CAs (CCAs). For example, in [5] the authors
present a large diﬀusion and small ampliﬁcation CA, which can correctly solve
c© Springer International Publishing Switzerland 2016
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the DCP for any number of cells. However, the presented solution depends on a
parameter, which needs to be chosen based on the number of cells, so this leads
to a family of CCAs rather than a single CCA.
In this paper, we consider CCAs, and we look for an infallible classiﬁer for any
number of cells. We concentrate on one of the simplest families of CCAs, in which
the local rule is aﬃne in each variable. Recall that a function f(x1, . . . , xn) is
aﬃne in the variable xi when for any ﬁxed x1, . . . , xi−1, xi+1, . . . , xn the function
fi : [0, 1] → [0, 1] given by fi(xi) = f(x1, . . . , xn) is aﬃne, i.e. fi(xi) = axi + b
for some a, b ∈ R. Such a family of CCAs was already investigated earlier [1,2,9],
but was not used in the context of the DCP, except for our earlier attempts [4].
A preliminary examination of the family of Aﬃne CCAs (ACCAs) has shown
that, roughly speaking, ﬁnding a solution to the DCP is not possible (Theorem2).
Yet, by a slight alteration of the output speciﬁcation, we found a broad family of
density-conserving ACCAs of which most members solve this modiﬁed relaxed
setting for any conﬁguration irrespective of the system size.
The paper is organized as follows. In Sect. 2 we deﬁne the basic concepts
and introduce the notation. Section 3 contains the deﬁnition of the DCP in the
classical sense and the result on the non-existence of the solution. Section 4
presents the characterization of density-conserving ACCAs out of which many
are solutions to the relaxed variant of the DCP which is presented in Sect. 5.
Section 6 covers the results of experiments validating the theoretical ﬁndings.
2 Preliminaries
A one-dimensional two-state CA is a discrete dynamical system in which the
space is subdivided into discrete elements, referred to as cells. Every cell is
assigned one out of two states: 0 or 1. At every consecutive, discrete time step
the state of the cells are updated according to some local rule. The new state
of a cell depends only on its neighboring states at the previous time step. The
neighborhood consists of the cell itself and its r left and r right neighbors (we
assume that cells are arranged in a circular linear array). The number r will be
referred to as the radius of the neighborhood, such that we can write R = 2 r+1
to denote the number of cells in the neighborhood. Binary CAs for which r = 1
will be referred to as Elementary CAs (ECAs) [22]. CCAs are a generalization
of CAs where the states of the cells are real valued. Here, we assume that the
value is in the range [0, 1], and that the local rule can deﬁne any mapping from
[0, 1]R to [0, 1].
For further considerations, we introduce two sets:
[0, 1]∗ =
∞⋃
n=1
[0, 1]n, {0, 1}∗ =
∞⋃
n=1
{0, 1}n,
referred to as the set of all conﬁgurations and the set of all binary conﬁgurations,
respectively. Let the local rule f : [0, 1]R → [0, 1] be given. On the set of all
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conﬁgurations, we deﬁne the global rule F : [0, 1]∗ → [0, 1]∗ by writing for x ∈
[0, 1]n:
F (x) = F (x0, x1, . . . , xn−1) = (x′0, x
′
1, . . . , x
′
n−1),
where:
x′i = f(xi−r, . . . , xi, . . . , xi+r), (1)
and all operations on the indices are performed modulo n. Further, F t(x) will
be used to denote the result of t-th application of F on the conﬁguration x,
corresponding to the t-th time step.
In this paper we will concentrate on local rules f that generalize the idea of
“fuzziﬁcation” presented in [11], i.e. functions f that are aﬃne in each variable.
CCAs deﬁned with such local rules will be referred to as ACCAs.
Formally speaking, we start by deﬁning f on {0, 1}R. This can be done,
for example, in tabular form by listing the 2R binary tuples {N0, N1, . . . , Ns}
(here and subsequently s = 2R − 1) and mapping each tuple to a li ∈ [0, 1]. We
assume that the tuples {N0, N1, . . . , Ns} are arranged in such a way that Ni is
the binary representation of the number i and Ni(j) is the j-th digit, from left
to right of Ni, i.e. Ni = (Ni(R − 1), Ni(R − 2), . . . , Ni(1), Ni(0)) ∈ {0, 1}R and
i = Ni(R−1) ·2R−1+Ni(R−2) ·2R−2+ · · ·+Ni(1) ·21+Ni(0) ·20. The sequence
(l0, l1, . . . , ls) will be referred to as the lookup table (LUT) of the local rule f .
After deﬁning f on {0, 1}R, we extend it to [0, 1]R. Obviously, the extension
which is aﬃne in each variable is unique, and can be expressed as a polynomial:
f(x0, x1, . . . , xR−1) =
s∑
i=0
li
(
R−1∏
k=0
h(xk, Ni(R − 1 − k))
)
, (2)
where h(x, 1) = x and h(x, 0) = 1 − x. It is clear that the function f we have
just deﬁned is aﬃne in each of its variables and takes value li on Ni.
Table 1. LUT of a general ACCA for r = 1.
N0 N1 N2 N3 N4 N5 N6 N7
(0,0,0) (0,0,1) (0,1,0) (0,1,1) (1,0,0) (1,0,1) (1,1,0) (1,1,1)
l0 l1 l2 l3 l4 l5 l6 l7
Example 1. If r = 1, then the set {0, 1}R has only eight elements, and the
corresponding LUT is given in Table 1.
Besides, Eq. (2) gives:
f(x, y, z) = l0(1 − x)(1 − y)(1 − z) + l1(1 − x)(1 − y)z + l2(1 − x)y(1 − z)
+ l3(1 − x)yz + l4x(1 − y)(1 − z) + l5x(1 − y)z + l6xy(1 − z) + l7xyz,
or in its canonical form:
f(x, y, z) = (l7 − l6 − l5 − l3 + l4 + l2 + l1 − l0)xyz + (l6 − l4 − l2 + l0)xy
+ (l5 − l4 − l1 + l0)xz + (l3 − l2 − l1 + l0)yz + (l4 − l0)x + (l2 − l0)y + (l1 − l0)z + l0. unionsq
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Note that if a function is aﬃne in some variable, then it is monotone in this
variable, hence the following theorem can be proven.
Theorem 1. Assume that the function f : [0, 1]n → [0, 1] is aﬃne in each of its
variables and let 0 ≤ m ≤ M ≤ 1. If x ∈ [m,M ]n, then:
min {f(y) | y ∈ {m,M}n} ≤ f(x) ≤ max {f(y) | y ∈ {m,M}n} .
In particular, we conclude that both the minimal and the maximal value of a
local rule of an ACCA are included among the LUT values.
3 Nonexistence of a Solution of the DCP
in the Classical Sense
Given a conﬁguration x ∈ [0, 1]n, we deﬁne its density ρ(x) as:
ρ(x) =
1
n
n−1∑
i=0
xi. (3)
Clearly, for x ∈ {0, 1}n, ρ(x) is equal to the fraction of 1’s in the conﬁguration x.
Let ρ0 ∈ ]0, 1[. We say that a CCA deﬁned by a local rule f solves the DCP
at threshold ρ0 in the classical sense if for all x ∈ {0, 1}∗ it holds that:
ρ(x) < ρ0 ⇒ lim
t→∞ F
t(x) = (0, 0, . . . , 0),
ρ(x) > ρ0 ⇒ lim
t→∞ F
t(x) = (1, 1, . . . , 1).
(4)
Note that the problem is stated only for x ∈ {0, 1}∗ instead of [0, 1]∗. We say that
a CCA deﬁned by a local rule f conserves the threshold ρ0 if for all x ∈ {0, 1}∗
it holds that:
ρ(x) < ρ0 ⇒ ρ (F (x)) ≤ ρ0,
ρ(x) > ρ0 ⇒ ρ (F (x)) ≥ ρ0.
(5)
Theorem 2. Let ρ0 ∈ ]0, 1[. There exists no ACCA that solves the DCP at
threshold ρ0 in the classical sense and that conserves the threshold ρ0.
This theorem is a consequence of the two lemmas given below. Each of them can
be proved in the same way as the corresponding facts for CAs in [7,16].
Lemma 1. Let us suppose that f is a local rule of some CCA, which solves
the DCP at some threshold ρ0 ∈ ]0, 1[ in the classical sense. If the function f is
continuous, then f(0, 0, . . . , 0) = 0 and f(1, 1, . . . , 1) = 1.
Lemma 2. If the local rule f conserves the threshold ρ0, and f(0, 0, . . . , 0) = 0,
f(1, 1, . . . , 1) = 1, then for each x ∈ {0, 1}∗ it holds that ρ (F (x)) = ρ(x).
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Now, we can prove Theorem2. We set the threshold ρ0 ∈ ]0, 1[ and assume that
the f is a local rule of some ACCA which conserves the threshold ρ0, and solves
the DCP in the classical sense at the same threshold. From Lemma1 we know
that l0 = 0 and ls = 1. Thus, from Lemma2 we get that ρ (F (x)) = ρ(x) for
each x ∈ {0, 1}∗. Since f is the local rule of an ACCA, the last fact leads to
ρ (F (x)) = ρ(x) for each x ∈ [0, 1]∗ according to [2]. Hence, the ACCA deﬁned
by local rule f conserves density, which is impossible.
4 Density-Conserving ACCAs
Motivated by Lemma2, which shows a strong connection between density conser-
vation and density classiﬁcation, we analyze the behavior of density conserving
ACCAs. For the sake of simplicity, we concentrate on the case of ACCAs deﬁned
by local rules with unit neighborhood radius (r = 1).
The proof of the following theorem is almost identical to the one presented
in [3] for binary CAs, hence, it is omitted. A similar result is also reported for
Stochastic CAs [13], and interestingly, the same system of equations is obtained
there.
Theorem 3. An ACCA deﬁned by a local rule f and unit neighborhood radius
(r = 1), conserves density if and only if the entries l0, . . . , l7 ∈ [0, 1] in its LUT
satisfy: ⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
l0 = 0,
l1 + l2 + l4 = 1,
l2 + l5 = 1,
l3 + l5 + l6 = 2,
l7 = 1.
(6)
As a consequence of Theorem3, we obtain that the local rule f of a density-
conserving ACCA can be written as (cfr. Example 1):
f(x, y, z) = (l6 + l1 − 1)(x − z)y + l4x + l2y + l1z . (7)
The solutions to System (6) obey the following condition:
(l0, l1, l2, l3, l4, l5, l6, l7) = (0, a, c, 1 − b, 1 − a − c, 1 − c, b + c, 1), (8)
where a, b, c ∈ [0, 1] and a, b ≤ 1−c. The solution set depends on three parameters
and can thus be presented graphically in the Cartesian coordinate system, as a
pyramid P (Fig. 1(a)).
To analyze all density-conserving ACCAs eﬀectively, one can take advantage
of several symmetries that are present in the space. More precisely, upon deﬁning
the inversion of arguments I and conjugation C operators as:
f I(x, y, z) = f(z, y, x) and fC(x, y, z) = 1 − f(1 − x, 1 − y, 1 − z),
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Fig. 1. (a) Parametrization of the set of density-conserving ACCAs with r = 1.
(b) The location of the points πf , πfI , πfC , πfIC corresponding to local rules f ,
fI , fC and fIC , respectively.
respectively, and noting that I commutes with C, i.e. for any local rule it holds
that f IC = fCI . It is clear that if f deﬁnes an ACCA that conserves density,
also f I , fC and f IC deﬁne density-conserving ACCAs.
Let f be represented by some point πf in the pyramid P . Then the points
πfI , πfC and πfIC corresponding to f I , fC and f IC , respectively, lie in the same
square cross-section (the pyramid P is cut with a plane parallel to the base).
The points πfI and πf are symmetric w.r.t. the centre of the square, while the
points πfC and πf are symmetric w.r.t. the main diagonal (Fig. 1(b)). The apex
P1(0, 0, 1) of the pyramid corresponds to the identity rule (ECA 204), while the
vertices P2(0, 0, 0), P3(1, 0, 0), P4(1, 1, 0), P5(0, 1, 0) of its base correspond to
the following ECAs: the traﬃc-right rule (ECA 184), the shift-left rule (ECA
170), the traﬃc-left rule (ECA 226) and the shift-right rule (ECA 240). Since
the dynamics of ACCAs deﬁned by f , f I , fC and f IC is identical, a behavioral
analysis of ACCAs can be restricted to one of the quarters of the pyramid P .
5 Relaxed Formulation of the DCP for ACCAs
Since the classical DCP is not solvable using ACCAs (Theorem2), we propose
a slightly modiﬁed, relaxed formulation by altering the output speciﬁcation. We
will say that an ACCA deﬁned by a global rule F solves the DCP at the threshold
ρ0 in the relaxed sense, if it holds that:
(∀n ∈ N) (∃T ) (∀x ∈ {0, 1}n) (∀t ≥ T )
({
ρ(x) < ρ0 ⇒ F t(x) ∈ [0, ρ0[n
ρ(x) > ρ0 ⇒ F t(x) ∈ ]ρ0, 1]n
)
. (9)
So, if the density of the initial vector x is smaller (respectively greater) than
ρ0, then all coordinates of F t(x) are smaller (respectively greater) than ρ0, for t
large enough. It turns out that we can simplify this condition, by means of the
following theorem.
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Theorem 4. Assume that the local rule f of an ACCA with r = 1 conserves
density. For any v ∈ ]0, 12
[
it holds that:
x ∈ [0, v]n ⇒ F (x) ∈ [0, v]n.
Analogously, for v ∈ ] 12 , 1
[
it holds that:
x ∈ [v, 1]n ⇒ F (x) ∈ [v, 1]n.
Following Theorem4, we may rewrite Eq. (9) as:
(∀n ∈ N) (∃T ) (∀x ∈ {0, 1}n)
({
ρ(x) < ρ0 ⇒ FT (x) ∈ [0, ρ0[n
ρ(x) > ρ0 ⇒ FT (x) ∈ ]ρ0, 1]n
)
. (10)
The two deﬁnitions are equivalent, since we know from Theorem4 that if for
some T it holds that FT (x) ∈ [0, ρ0[n, then F t(x) ∈ [0, ρ0[n for every t > T , and
similarly if FT (x) ∈ ]ρ0, 1]n, then F t(x) ∈ ]ρ0, 1]n for every t > T .
6 Experimental Results
In this section we analyze the class of density-conserving ACCAs with regard to
the solution of the relaxed DCP with threshold ρ0 = 0.5. We measured the time
T after which a correct classiﬁcation answer was obtained, as given by (10). The
class of density-conserving ACCAs was parametrized by (a, b, c) ∈ P , where P is
the pyramid shown in Fig. 1(a). Recall that those parameters build the LUT used
in Eq. (8). We sampled P with points (ai, bj , ck), i, j ≤ k, i, j, k ∈ {0, . . . , 100}.
The coordinates, ap, bp, cp, are given by 0.01 p and ai, bj ≤ 1−ck. Then, for every
such point, we measured T as the maximum of the number of iterations needed
for reaching a classiﬁcation answer, calculated over a set of initial conﬁgurations
I. If an answer was not reached within Λ iterations, the simulation was halted.
The experiment was conducted in two runs. In the ﬁrst one, the test set
I25 contained all binary initial conﬁgurations of N = 25 cells. Furthermore, we
chose Λ = 1000. Apparently all points in the interior of the pyramid P were valid
solutions, i.e. a classiﬁcation answer was obtained in less than Λ iterations. The
best ACCA found an answer in 73 iterations, and is given by the point (0, 0, 0.05),
or also (0.01, 0.01, 0.05), (0.94, 0.94, 0.05) and (0.95, 0.95, 0.05), corresponding to
f I , fC and f IC , respectively. The results for the slice of the pyramid P in which
the best solution was found, are presented in Fig. 2(a).
The second run invoked a set of 2 · 106 initial conﬁgurations which were
randomly selected from the set I149 of all binary initial conﬁgurations with
N = 149 cells. The time limit was set to Λ = 20000. Similarly to the case of
N = 25, we found that every ACCA deﬁned by a point in the interior of the
pyramid P is a solution of the DCP. The best solution in this case was able to
ﬁnd an answer in 2918 iterations and is given by the points: (0.0, 0.0, 0.02) and
(0.98, 0.98, 0.02) corresponding to f , f I and fC , f IC , respectively. The results
for the slice of pyramid P in which the best solution was found, are presented
in Fig. 2(b).
86 B. Wolnik et al.
125
125
125
125
125
125
125
125 115115
115
115
115
115
115
115
115115
105
105
105
105
105
105
105
105
95
95
95
95
95
95
85
85
85
85
75
7575
75
75
75
 0  0.2  0.4  0.6  0.8  1
a
 0
 0.2
 0.4
 0.6
 0.8
 1
b
 100
 200
 300
 400
 500
 600
 700
 800
 900
 1000
Ite
ra
tio
n
(a)
6000
6000
6000
6000
6000
6000
60006000
550055005500
5500
5500
5500
5500
550055005500
5000
5000 5000
5000
5000
5000
5000
5000
5000
5000
5000
5000
4500 4500
4500
4500
4500
4500
4500
4500
4500
4500
4000
4000
4000
4000
4000
4000
4000
4000
4000
4000
3500
3500
3500
3500
3500
3500
3000
3000
 0  0.2  0.4  0.6  0.8  1
a
 0
 0.2
 0.4
 0.6
 0.8
 1
b
 2000
 4000
 6000
 8000
 10000
 12000
 14000
 16000
 18000
 20000
Ite
ra
tio
n
(b)
Fig. 2. Number of iterations needed to reach a classiﬁcation answer, for:(a) N = 25,
and (b) N = 149 cells.
In both settings the experiments show that density-conserving ACCAs, with a
parametrization lying in the interior of the pyramid P solve the DCP at threshold
ρ0 = 0.5 in the relaxed sense. We conjecture that this property is not dependent
on the number of cells, but this still has to be veriﬁed. The behavior of the
ACCAs lying on the edges and faces of the pyramid seems to be more complex.
It is already known that some of these ACCAs are solutions to the DCP. The
properties of such ACCAs will be investigated in the future.
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Abstract. Motivated by their ability to mimic complex biological and
natural processes, many spatially explicit models (SEMs) have been pro-
posed during the last two decades for simulating such processes. Yet, a
sensitivity analysis (SA) of such models is typically not performed, or
model sensitivity is only studied over time on the basis of aggregated
quantities, due to the lack of an appropriate framework. Taking a SEM
for myxomatosis among European rabbits in Belgium as a model SEM,
we conduct a spatial SA and investigate to what extent the sensitivity
of this model varies spatially and whether or not this should become
common practice when developing a SEM.
1 Introduction
Even though a sensitivity analysis (SA) is considered as a crucial step in the
mathematical model development cycle [23,24], this step is often overlooked
when it comes to the construction of spatially explicit models (SEMs) [12], like
cellular automata (CAs) [29] and agent-based models (ABMs) [8]. The main
reason for this lies in the fact that the spatial structure of such models cannot
be neglected when analysing their sensitivity with respect to their inputs and
parameters, whereas only very recently the ﬁrst steps have been taken towards a
theoretical underpinning of so-called spatial SAs [11,12,22]. Indeed, when refer-
ring to a SA in the ﬁeld of SEMs, one typically means a study of how one or
more aggregated quantities are aﬀected by the SEM’s inputs and/or parame-
ters [15,17,20,27]. Still, it is to be expected that the sensitivity of such models
is not necessarily spatially homogeneous, especially in the case of spatially het-
erogeneous inputs and/or parameters. Hence, for instance, the plausible range of
model outputs might vary spatially, and likewise, diﬀerent inputs and/or para-
meters might be the most important in diﬀerent regions of the spatial domain.
From a practical point of view, this implies that a small perturbation of a SEM’s
parameters might lead to considerable changes in the model outputs at some
location, whereas these might be negligible elsewhere.
There are two main approaches two SAs of mathematical models, referred
to as local and global SAs, respectively [23]. The former aims at quantifying
the change in model outputs due to small perturbations of model inputs and/or
c© Springer International Publishing Switzerland 2016
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parameters, which is done by evaluating ﬁnite diﬀerences at speciﬁc points in the
space of model inputs and/or parameters. Hence, the outcome of the SA might
depend on the selected points in the parameter space. The most common method
is the so-called one-at-a-time approach (OAT) in which one model input or para-
meter is perturbed at a time and the eﬀect of this perturbation is determined [30].
Typically, the model input or parameter is changed with a given amount [15,20],
but there are also studies where, for instance, a varying proportion of cells is
swapped [6]. The main advantages of a local SA are that it is very intuitive
and simple, while it is also computationally very eﬃcient [11]. Besides, it works
well when the plausible range of model inputs and/or parameters is known [7].
A global SA, on the other hand, is more comprehensive because it considers
the full meaningful range of model inputs and/or parameters. As opposed to
its local counterpart, these are varied simultaneously in order to quantify the
interactions among them. Among the global SA methods, many trace back to
Sobol’s [26], or are extensions and variations thereof [25,28]. They are variance-
based in that they decompose the variance of the model prediction into partial
variances that represent the share in the total variance that is explained by the
diﬀerent model inputs and/or parameters. Only recently, Sobol’s method has
been extended to a spatial context [11,12]. For a more comprehensive overview
of global SA methods, we refer the reader to [24].
The ﬁeld of infectious disease modelling is one of the ﬁelds that has even not
yet embraced non-spatial SA methods like Sobol’s [26], let alone spatial SAs [31].
This is surprising because it can give insight into the plausible range of model
outputs, while it can also help to allocate resources to follow-up experimentation
and ﬁeld study, to identify redundant parameters, and to determine the robust-
ness of a modelling study’s qualitative conclusions [2,18,24]. Furthermore, in
the context of infectious disease modelling, it can help to identify those regions
in the study areas where the simulation results are relatively robust, and hence
where the required (human) resources and disease impacts can be estimated
relatively reliably, irrespective of the uncertainty that might be involved in the
model inputs and/or parameters.
Starting from an extension of the leading model simulating the spread of
myxomatosis among European rabbits (Oryctolagus cuniculus) [3] to a spatially
explicit context, we conduct a local spatial SA in order to quantify its robustness
with respect to perturbations of the model parameters. We take myxomatosis as
an exemplary infectious disease, because it has been well documented and the
introduction of similar non-endemic epizootics is something that occurs increas-
ingly often due to the ongoing globalization [14]. In Sect. 2 we present some basic
facts on myxomatosis in general, and the epidemic wave that will be mimicked
more in particular, after which we introduce the SEM for myxomatosis among
European rabbits. The experimental setup is outlined in Sect. 3, while the results
and conclusions of our study are presented in Sect. 4.
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2 In Situ and in Silico Myxomatosis
2.1 Facts and Figures
Myxomatosis is caused by the myxoma virus that was released illegally in France
in 1952 [4], after which it spread through Europe and decimated the endemic
rabbit populations. In Belgium, the ﬁrst cases were conﬁrmed by the ﬁrst half of
September in several towns in the Northwest of the country, close to the French
border where myxomatosis was conﬁrmed by August 1953 [19]. This infectious
disease then spread in an easterly direction and by the end of 1954 it had spread
across the entire country, though the density of conﬁrmed cases in the relatively
clayey south of the country was signiﬁcantly lower than in the more sandier
north. This can be explained by the fact that rabbits prefer sandy soils to make
their burrows [13], so that larger populations can be expected in the northern
part of Belgium.
This infectious disease can be transferred by ﬂeas or mosquitoes that have
fed on infected rabbits and by direct contact with infected individuals [5].
Myxomatosis is often lethal for European rabbits [16], and leads to easily observ-
able symptoms, such as skin tumors, fatigue and fever [10].
2.2 The Spatially Explicit Myxomatosis Model
The authors of [3] take the model of Anderson and May [1] as starting point
for deriving a non-spatial model of myxomatosis for the European rabbit. The
latter model is given by [1]:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dS
dt
= r (S + I + R) − β S I − mS ,
dI
dt
= β S I − (α + m + ν) I ,
dR
dt
= ν I − mR ,
dD
dt
= m (S + I + R) + α I ,
(1)
where S [–], I [–], R [–] and D [–] represent the number of susceptible, infected,
recovered and died individuals, respectively, r [T−1] is the natural per capita
birth rate, m [T−1] is the natural per capita death rate, α [T−1] is the additional
per capita death rate of infected individuals caused by the disease, β [T−1] is
a measure of the contact rate between infected and susceptible individuals, and
ﬁnally ν [T−1] represents the per capita recovery rate.
As the focus of this paper is on a spatial SA, we do not distinguish between
juvenile and adult individuals as in [3], but we take System (1) as starting point
to devise a SEM for myxomatosis among European rabbits. More speciﬁcally,
we conceive the spatial domain as an assembly of irregular polygons ci as they
typically arise in the framework of geographical information science. Besides, we
discretize time in the sense that the number of individuals in every health class
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is updated in discrete time steps t, each of them corresponding with the same
amount of time Δt [T]. The number of susceptible, infected, recovered and died
individuals in a polygon ci at time step t is referred to accordingly as S(ci, t),
I(ci, t), R(ci, t) and D(ci, t), and the spatially explicit counterpart of System (1)
can be written as:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
S(ci, t + 1) = S(ci, t) + r Δt
(
S(ci, t) + R(ci, t)
) − β ΔtS(ci, t) I(ci, t)−
ΔtS(ci, t)
∑
cj∈Ni
β Oij I(cj , t) − mΔtS(ci, t)
I(ci, t + 1) = I(ci, t) + β Δt I(ci, t)S(ci, t)+
ΔtS(ci, t)
∑
cj∈Ni
β Oij I(cj , t) − (γ + m + (1 − γ)) Δt I(ci, t)
R(ci, t + 1) = R(ci, t) + (1 − γ)Δt I(ci, t) − mΔtR(ci, t)
D(ci, t + 1) = D(ci, t) + mΔt
(
S(ci, t) + I(ci, t) + R(ci, t)
)
+ γ Δt I(ci, t)
(2)
where Ni is the neighbourhood of polygon ci that encloses all the polygons sur-
rounding ci with whose individuals the ones in ci can interact Oij [−] represents
the proportion of ci’s circumference shared with cj . Here, we will assume that
ci’s neighbourhood encloses ci itself and the polygons with which it shares at
least a vertex. Further, β [T−1] and β [T−1] denote the short-range and long-
range contact rates, respectively,  [T−1] is the reciprocal of the rabbit survival
time, and ﬁnally, γ [–] is the disease mortality. Essentially, the model given by
System (2) is a so-called continuous CA, also known as a coupled-map lattice.
3 Experimental Setup
Based on the average and maximum rabbit densities reported in [21], we assume
a density of ﬁve individuals per hectare in Belgium. Further, given the fact
that myxomatosis was introduced in 1953 through the nidi of infection in the
border region between the north of France and Belgium [19], the initial condition
was deﬁned in such a way that infected populations were present just across the
French side of the border at the end of August 1953. Based on the values reported
in [3,21], we further took r = 9.13 × 10−3 d−1, m = 8 × 10−3 d−1,  = 0.05 d−1
and γ = 0.8 d−1. For what concerns the short-range and long-range contact
rates, we took the value reported in [3], namely β = β = 2 × 10−3 d−1, thereby
assuming that the contact rate between individuals living in the same cell is as
high as the rate of contact between individuals living in neighbouring cells.
The local SA was performed by perturbing the model parameters one at a
time at diﬀerent points in their biologically meaningful range [3] (Table 1), and
tracking the impact on the simulated number of infected individuals as
I(ci, t) − I˜(ci, t)
Δp
, (3)
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where p denotes an arbitrary parameter, and I˜(ci, t) represents the simulated
infected number of individuals if the model is evolved with a perturbed parame-
ter. Further, Δp = δp with δ a perturbation factor, which was chosen in such a
way that the sum of squared errors at consecutive time steps between the ﬁnite
diﬀerence approximation given by Eq. (3) and its backward counterpart was
minimal, namely δ = 10−6. So, here we stick to the approach outlined in [23],
though the magnitude of the parameter perturbations could be deﬁned in a more
natural way if relevant ﬁeld data are available. Besides, we also kept track of the
relative sensitivity, given by
p
I(ci, t) − I˜(ci, t)
Δp
, (4)
because this quantity allows for comparing the model sensitivity with respect to
diﬀerent parameters. Acknowledging the fact that I(ci, t) depends on both time
and space, the computed sensitivities can be aggregated either over time (spatial
sensitivity) or over space (temporal sensitivity). Throughout the remainder of
this paper, we use the maximum and average operators respectively for this
purpose.
Table 1. Parameter ranges and corresponding increments considered for the local SA
of System (2)
Parameter Range Increment
 [0.02, 0.1] 10 10−3
γ [0.50,0.99] 10 10−3
r 2/3 [0.5/365, 5/365] 2/3 0.25/365
m [6 10−3, 0.02] 0.5 10−3
β [0.25 10−3, 0.01] 0.25 10−3
β [0.25 10−3, 0.01] 0.25 10−3
All simulations were run in Mathematica (version 10.0.0, Wolfram Research
Inc., Champaign, United States) on the high-performance computing infrastruc-
ture of Ghent University for 3000 time steps, corresponding with 1500 days as
we chose Δt = 0.5 d.
4 Results
Figure 1 depicts a snapshot of the simulated fraction of infected individuals in
the study area after 25 days (September 26, 1953), together with the location
of the peak of the epidemic wave at every other 50 days until September 16,
1954. For the sake of comparison, the aforementioned fraction is expressed as
the number of infected individuals in a given cell ci over the maximum number of
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living individuals (susceptible, infected and recovered) in any of the cells, i.e. as
I(ci, t)/maxj(S(cj , t)+I(cj , t)+R(cj , t)). This ﬁgure unmistakably demonstrates
that System (2) gives rise to travelling waves that propagate eastwards from
the French-Belgian border where myxomatosis had been conﬁrmed by the end
of August 1953. Such waves have been observed for myxomatosis [9], so the
present model is deﬁnitely capable of a evolving a qualitatively similar dynamics.
Moreover, although we leave a sound validation of the presented model for a
more comprehensive work, it should be mentioned that the occurrence of the in
silico peaks roughly agrees in several seriously aﬀected towns and villages (e.g.
Antwerp, Ostend, Bruges, De Panne, . . . ) with those that were registered in
situ [19].
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Fig. 1. Simulated proportion of infected individuals in the study area after 25 days
(September 26, 1953), and location of the peak of the epidemic wave at every other
50 days until September 16, 1954
The temporal sensitivity of System (2) with respect to , γ, r and m is given
in Fig. 2 for several points in the considered parameter ranges (cfr. Table 1).
From the sensitivity plots in this ﬁgure it can be inferred that in some cases
the magnitude and/or sign of the temporal sensitivity strongly depend(s) on the
point in the parameter space that was perturbed, which is a known drawback of
local SAs [11]. Still, these plots show that for most of the considered parameter
values the temporal sensitivity approaches zero by the end of the simulation
period, which can be understood by the fact that the same single steady state is
reached, irrespective of the perturbation. It is clear that all parameters have a
substantial impact on the simulated dynamics, from which we may conclude that
none of them and none of the terms in the model equations are redundant. Still,
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Fig. 2. Temporal sensitivity of System (2) with respect to the death rate due to the
disease  (a), the disease mortality γ (b), the natural birth rate r (c) and the natural
death rate m (d).
it can be observed that the impact of the death rate due to the disease () and
the disease mortality (γ) are roughly the same. The eﬀect of the natural death
rate (m) and the natural birth rate (r) is for most of the considered parameter
values less pronounced, even though the latter parameters can lead to the highest
relative sensitivity values among the ones observed for the studied parameters.
From Fig. 2(a) we further infer that a slight increase of the death rate due to the
disease  negatively aﬀects the number of infected individuals, and that this eﬀect
is more pronounced as  is lower. Although this seems contradictory at ﬁrst, this
can be understood by acknowledging that also the amount of available time for
transmitting the disease decreases as  increases, and so the rabbit survival time
−1 decreases. A similar reasoning can be followed to understand the temporal
sensitivity of System (2) with respect to the mortality rate γ, though this one can
be come negative in the long run if evaluated for very high γ (e.g. γ = 99%). On
the other hand, a slight increase of the natural birth rate r leads to an increase
in the number of infected individuals, and this eﬀect becomes more pronounced
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as the perturbed parameter value is higher. Yet, when r is already very high (i.e.
r = 8.676 d−1), the opposite is true from a certain moment in time on. This
tipping point occurs when the epidemic wave has covered the entire country, and
rabbit populations countrywide can (partly) recover.
The spatial sensitivity of System (2) with respect to β = 510−3 d−1 is
depicted in Fig. 3. Despite all model parameters are spatially homogeneous, the
spatial sensitivity strongly depends on the location. Not only does the sensitiv-
ity increase with increasing distance from the source of infection (the border
between France and Northwest of Belgium), as could have been anticipated, but
regions at a similar distance from this source can have a completely diﬀerent
spatial sensitivity. This information cannot be derived from a classical SA, and
it is to be expected that the spatial heterogeneity of the model sensitivity would
increase even further when some of the model inputs and/or parameters would
vary spatially.
This demonstrates that a SA of any SEM should be performed comprehen-
sively so that it allows to investigate the sensitivity both from a temporal and a
spatial point of view. In this way, one can identify the regions where the simula-
tion results are still relatively reliable in the case of uncertain/imprecise model
parameters and it allows to understand how sensitivity varies spatially both in
terms of its magnitude and sign. A more comprehensive SA should, however,
consist of both a global and local SA, where the former will allow to identify the
most inﬂuential model parameter, whose eﬀect can subsequently be analysed by
conducting a local SA.
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Fig. 3. Spatial sensitivity of System (2) with respect to the long-range contact rate
β = 510−3 d−1.
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Abstract. An interesting problem in extended physical systems is that
of the regional control, i.e., how to add a suitable control at the bound-
ary or inside a region of interest so that the state of such region is near
to a desired one. Many physical problems are modelled by means of cel-
lular automata. It is therefore important to port control concepts to this
discrete world. In this paper we address the problem of regional control-
lability of cellular automata via boundary actions, i.e., we investigate the
characteristics of a cellular automaton rule so that it can be controlled
inside a given region only acting on the value of sites at its boundaries.
1 Introduction
Cellular Automata (CA) are widely used for modelling physical problems, rang-
ing from physics to biology, medicine, ecology and economics [1]. In general, in
these cases one is interested in ﬁnding the rule that best models the problem,
then set the initial conditions and let the system evolve studying the emerging
patterns. The advantage of using a model with respect to real experiments is
that of being able to explore a wide range of parameters and that of performing
measurements that are impossible in real systems. However, one is always con-
cerned with the discrepancy between the model and the real system, diﬀerences
that can amplify and lead to a complete disagreement between the experimental
reality and the model.
An alternative approach with such a modelling problem was addressed by
Bagnoli et al. [2]. If one has at his/her disposal experimental data and assumes
that the numerical model is a good but not perfect approximation, one is con-
fronted with the problem of synchronizing the model with the data. From a
theoretical point of view, this control problem is equivalent to a “master-slave”
control problem [3]: where is more convenient to perform measurements and
apply them to the second system in order to get the adequate synchronization
c© Springer International Publishing Switzerland 2016
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with the minimum eﬀort (i.e., the optimal control)? The results depend on the
CA rule. Clearly, rules that go into a unique ﬁnal state are trivially easy to con-
trol, but they are also extremely unlikely to be a good model for any problem.
Rules showing multiple attractors or chaotic behaviour are more interesting.
Among them, the unexpected result of our previous study [2] is that chaotic
ones are easier to control, since it is suﬃcient to block the spreading of the
“diﬀerence” among master and slave and wait for an “automatic” synchroniza-
tion. This is due to two factors: the “exploration” of the conﬁguration space by
the chaoticity of the rule and the discreteness of the state variables that makes
the synchronized state stationary even if it is unstable with respect to ﬁnite
perturbations [4].
The problem that we want to address here is that of forcing the appearance
of a given pattern inside a region by imposing a suitable set of values to the sites
that surround that region. In general, control problems have to be addressed
splitting the problem into the measurability issue and the actual controllability
one. The ﬁrst topic relates with the problem of actually being able to measure
some quantity in the target system. We skip this problem assuming being able
to measure the instantaneous state of the system at will, and we focus on the
second problem: that of driving a system into a given state acting only on the
periphery of the given region.
This problem is related to the so-called regional controllability introduced
by El Jai and Zerrik [5], as a special case of output controllability [6,7]. The
regional control problem consists in achieving an objective only on a subregion
of the domain when some speciﬁc actions are exerted on the system, in its
domain interior or on its boundary. This concept has been studied by means
of partial diﬀerential equations. Some results on the actions properties (number,
location, space distribution) based on the rank condition have been obtained
depending on the target region and its geometry, see for example Ref. [5] and
the references therein. Regional controllability has been also studied using CA
models. In Ref. [8], a numerical approach based on genetic algorithms has been
developed for a class of additive CA in both 1D and 2D cases. In Ref. [9], an
interesting theoretical study has been carried out for 1-D additive real valued
CA where the eﬀect of control is given through an evolving neighbourhood and
a very sophisticated state transition function. However the study did not give a
real insight in the regional controllability problem and the obtained theoretical
results could not be exploited for other works. In the present article, we aim at
providing (or introducing) a general framework for regional control problem by
means of CA using the concept of Boolean derivatives. It focusses on boundary
regional control and consists only on a 1D-CA.
The sketch of the paper is the following. In Sect. 2 we present some deﬁni-
tions and the concept of Boolean derivatives, which are the analogous of stan-
dard derivatives for discrete systems. In Sect. 3 we address the actual problem
of regional control [10] and present some theorems and conjecture about the
classiﬁcation of controllable CA rules. In order to address the control problem
numerically, in Sect. 4 we present a method for generating all pre-images of a
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target conﬁguration for a given rule. Finally, conclusions are drawn in the last
section.
2 Definitions and Boolean Derivatives
A CA is deﬁned as a graph (the connections among a site and its neighbours),
a set of states and one or more transition rules for the updating of the states
according with the values of those of neighbours. The graph is deﬁned by an
adjacency matrix a such that aij = 1 if j is a neighbour of i and zero otherwise.
The adjacency matrix needs not to be symmetric.
A lattice is a graph invariant by translation, i.e. a commutes with the shift
matrices, which in one dimension are Sij = [[j = i ± 1]], where [[·]] is the
truth function, a generalization of the Kronecker delta which takes values 1 if
· is true and zero otherwise. The connectivity degree of a node i is deﬁned by
ki =
∑
j aij . In the following we shall consider one-dimensional lattices with
homogeneous degree K = 2k + 1.
An automaton stays on a node i of the graphs and owns a state sti at time t. In
the simplest version, which is the one considered here, the state can only take the
two values one and zero (Boolean automata). The state nti of the neighbourhood
of a site i at time t is given by the set of the states of the K connected sites nti =
{stij |aij = 1}. For the one-dimensional lattice, nti = {sti−k, . . . , sti, . . . , sti+k}.
The evolution of the automaton is given by the parallel application of a local
rule f
st+1i = f(n
t
i). (1)
The function f is a Boolean function of K Boolean arguments. Since all vari-
ables take Boolean values, it is possible to read the set of states of the
neighbours {sti−k, . . . , sti, . . . , sti+k} ≡ {x0, x1, . . . xK−1} as a base-two number
X =
∑K−1
j=0 xj2
j ; 0 ≤ X < 2K .
In order to indicate a rule in a compact way, one can use the Wolfram cod-
ing [11]. Just consider the set of values that the function takes for all possible
conﬁgurations of the neighbourhood, ordered as a number in base two
{f(0), f(1), . . . , f(2K − 1)} (2)
and read it as a base-two number F = ∑2K−1j=0 f(j)2j ; 0 ≤ F < 22
K
. This
notation is actually useful only for elementary (Boolean, K = 3) automata.
It is possible to deﬁne an equivalent of the usual derivatives for such discrete
systems [12,13]. Given a Boolean function
x′ = f(x1, x2, . . . , xi, . . . ), (3)
the Boolean derivative of x′ with respect to xi measures if x′ changes when
changing xi, given the values of the rest of variables, and is deﬁned as
∂x′
∂xi
= f(x1, x2, . . . , xi, . . . ) ⊕ f(x1, x2, . . . , xi ⊕ 1, . . . ), (4)
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where ⊕ is the sum modulus two (XOR operation). Essentially, the Boolean
derivative is one if, given the arguments {x1, x2, . . . , xi−1, xi+1, . . . }, x′ changes
its value whenever xi does.
This deﬁnition fulﬁls many of the standard properties of the derivative,
and this is particularly evident is one expresses the rule f using only AND
(multiplication) and XOR operations. For instance, the Boolean derivative of
f(x1, x2) = x1 ⊕ x2 with respect to x1 is
∂x1 ⊕ x2
∂x1
= x1 ⊕ x2 ⊕ (x1 ⊕ 1) ⊕ x2 = 1 (5)
since x ⊕ x = 0 ∀x. Analogously, the Boolean derivative of f(x1, x2) = x1x2
with respect to x1 is
∂x1x2
∂x1
= x1x2 ⊕ (x1 ⊕ 1)x2 = x1x2 ⊕ x1x2 ⊕ x2 = x2. (6)
The derivative can be used to deﬁne an analogous of the Taylor series, which,
for Boolean functions, is always ﬁnite. So for instance, expanding with respect
to x = 0,
f(x) = f(0) ⊕ f ′(0)x = f(0) ⊕ (f(0) ⊕ f(1))x, (7)
where f ′ is the derivative of f . It is immediate to verify the above identity by
substituting the two possible values of x. In general
f(x ⊕ y) = f(x) ⊕ f ′(x)y. (8)
The derivative also obeys to the chain rule
∂f(g(x))
∂x
= f(g(x)) ⊕ f(g(x ⊕ 1))
= f(g(x)) ⊕ f(g(x) ⊕ g′(x)) (9)
= f(g(x)) ⊕ f(g(x)) ⊕ f ′(g(x))g′(x) = f ′(g(x))g′(x).
Since in general a Boolean function depends on many variables x0, x1, . . . , it
is more compact to indicate a derivative as f (i) where i, in base two, indicates
which variables are varied for taking the derivative. For instance,
f (1)(x0, x1, . . . ) =
∂f(x0, x1, . . . )
∂x0
; f (2)(x0, x1, . . . ) =
∂f(x0, x1, . . . )
∂x1
;
f (3)(x0, x1, . . . ) =
∂2f(x0, x1, . . . )
∂x0∂x1
; . . . (10)
Using the Taylor (or McLaurin) expansion, it is evident that every rule can
be written as a sum (XOR) of polynomials (AND) of the variables, for instance
f(x, y, z) = f0 ⊕ f1x ⊕ f2y ⊕ f3xy ⊕ f4z ⊕ f5xz ⊕ f6yz ⊕ f7xyz, (11)
where fi = f (i)(0) is the i-th derivative of f in zero (theMcLaurin coeﬃcient). The
subscripts i of fi, in base two, indicate the variables composing the polynomial.
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The rule is uniquely identiﬁed by the set of values of the derivatives in zero,
{f0, f1, . . . }, which therefore constitute an alternative to the set of values that the
rule takes for all conﬁgurations, {f(0), f(1), . . . }, used in the Wolfram notation.
For instance, the elementary rule W150 = {0, 1, 1, 0, 1, 0, 0, 1}, i.e., x0 ⊕x1 ⊕x2,
can be identiﬁed by the McLaurin coeﬃcients {0, 1, 1, 1, 0, 0, 0, 0}.
3 Regional Control of Cellular Automata
The problem that we address is the following: given a one-dimensional lattice
and a Boolean rule f with a neighbourhood of size K = 2k + 1, which are the
conditions on the rule so that a region of arbitrary size W can be driven to
a given state q in a time T regardless of its initial state c, only acting on its
boundary?
Let us denote by c = {c1, . . . , cW−1} the state of the region to be controlled,
see Fig. 1. The idea is to impose the state of all or some of the boundary sites,
denoted as t−1 (left sites) and r
t
W (right sites), for a given time T so that the
value of the sites in the region cT = {cT0 , . . . , cTW−1} be equal to the desired
ones q = {q0, . . . , qW−1}, for every initial condition c0 = {c00, . . . , c0W−1}. If the
control can be done in the minimum time T = W/(2k) (the minimum time for
letting a signal coming from the R or L regions to reach all cT sites), the control
is said to be optimal.
An interesting observation allows to switch from the boundary control to an
initial-value control. Let us consider an initial-value problem as shown in Fig. 2,
where we only ﬁx an appropriate number of sites 0 = {0i } at the left and
r0 = {r0j} at the right of the region to be controlled, and then let the system
evolve. If, in this way, we are able to obtain the desired values of q, it is suﬃcient
to apply the sequence of t−1 and r
t
W to obtain the desired boundary control. So
we can limit our study to this initial value problem.
. . . 0−1 c
0
0 c
0
1 . . . c
0
W−1 r
0
W . . .
. . . 1−1 c
1
0 c
1
1 . . . c
1
W−1 r
1
W . . .
...
...
...
...
...
. . . T−1 q0 q1 . . . qW−1 r
T
W . . .
Fig. 1. Regional control
From a theoretical point of view, we can restate the control problem in the
following way. Each site in the target conﬁguration cTi depends from a set of
states at time 0
cTi = F (
0, c0, r0), (12)
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−1 q0 q1 . . . qW−1 r
T
W r
T
W+1 r
T
W+2 . . .
Fig. 2. Initial-value control
where we have indicated schematically the values of the set of sites of the region
to be controlled (c) and those at its left () and right (r). The function F is given
by the repeated application of the local rule f . By using the chain rule Eq. (9)
one can obtain the dependence of cTi from the sites at time 0
∂cTi
∂0j
,
∂cTi
∂c0n
,
∂cTi
∂r0m
. (13)
We want to be able to impose an arbitrary conﬁguration to cTi for any given
c0j by changing the values of 
0 and/or e0. This means that, for every initial
conﬁguration c0, there should exist a set of 0 and r0 such that there exists at
least one 0n or r
0
m such that
∂cTi
∂0n
= 1 or
∂cTi
∂r0m
= 1. (14)
As expected, any linear rule (sum of degree-one polynomials, plus eventually
a constant) is controllable [8], unless it only depends on the previous value of
the same site.
One of the main results of this paper is that the rule is controllable if it is
linear with respect to at least one of the peripheral sites (peripherally linear),
i.e., for a generic function
x′i = f(xi−k, xi−k+1, . . . , xi, . . . , xi+k−1, xi+k), (15)
if one has
∂x′
∂xi+k
= 1 or
∂x′
∂xi−k
= 1, (16)
which means that the rule can be written as
x′i = g(xi−k, xi−k+1, . . . , xi, . . . , xi+k−1) ⊕ xi+k
or x′i = xi−k ⊕ gr(xi−k+1, . . . , xi, . . . , xi+k−1, xi+k), (17)
for suitable functions g or gr, then the rule is peripheral. Let us consider the
ﬁrst option. In this case, the value of xi+k can force the value of x′ for every set
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of {xi−k, xi−k+1, . . . , xi, . . . , xi+k−1}. This means that cW/k+10 depends linearly
from r0W . Setting this value so that c
W/k+1
0 = q0, we can proceed to ﬁx the value
of cR/k+11 = q1 by using its linear dependence on r
0
W+1 and so on. So, peripherally
linear rules are controllable. For these rules, one only needs to apply the control
to one side, therefore in this case it is possible to control a region from just one
boundary. However, they are not optimal.
The double peripherally linear rules are optimally controllable. In this case,
one divides the set of target sites in two (left and right half), and uses leftmost
or rightmost sites to ﬁx the value of the target region at the minimum time.
Clearly, fully linear rules like W150 or W90 are optimally controllable.
A rule is not controllable if it depends in a multiplicative way on the previous
value of the same site so that it can “ﬁx” the value of that polynomial to zero.
For instance, if
x′i = f(xi−k, xi−k+1, . . . , xi, . . . , xi+k−1, xi+k)
= xig(xi−k, . . . , xi−1, xi+1 . . . , xi+k), (18)
it is impossible to force x′ to one, if xi = 0. By composing the rule, it is evident
that the conﬁguration {c0i = 0} “forces” {cTi = 0} and thus is not controllable.
What about all other rules? Since we assume that they are not peripherally
linear, the left-most and right-most sites appear in some polynomial together
with other sites. By composing the rule backward in time, it implies that the
sites in the L and R regions may appear, in the expression for the sites in the
target region, in polynomials in which also sites of the control region appear, for
instance
cTi = 
0
kc
0
n ⊕ 0mc0pr0u. (19)
This means that the conﬁguration in which c0n = 0 and c
0
p = 0 cannot be
controlled. Notice that the number and size of polynomial terms increases when
composing the rule.
The rule may depend linearly on some other (non-peripherally) site and in
some cases this is suﬃcient to make the rule controllable. However, in general
this site is also involved in some polynomial of some other site to be controlled,
and it may become not available for control. For instance, if
cTi = 
0
k ⊕ . . . ; but cTj = . . . 0kc0n . . . (20)
the state of 0k may be required to take value one for setting the value of c
T
j to
one when c0n = 1, and thus cannot be used to control c
T
i .
So in general, non-peripherally linear rules are not controllable, with excep-
tions. As shown in the following section, some of them are controllable, and some
are not. For the moment we do not have a general criterion for discriminating
among them.
4 Generating Preimages of a Configuration
In order to numerically test for controllability, one should in principle, for each
initial conﬁguration C0 and all desired target conﬁgurations Q, search for the
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existence of a conﬁguration of L0 and R0 that generates the target conﬁguration,
this for various sizes of the control region and time T . One can save some com-
putational time by reversing the problem, starting from the target conﬁguration.
It is relatively easy to recursively generate all pre-images of a conﬁguration, and
thus test that they include all possible antecedents of the control region. If this
is not the case, the rule is not controllable in such a time interval.
We pre-compute the look-up table of the rule τ [w] = f(w), for all values of
the neighbourhood w (as numbers on base two). Let us consider a given target
conﬁguration q = x = {x0, x1, . . . , xW−1}. In order to keep indexing simple,
the preimage will be denoted as
y = {y0, y1, . . . , yk−1︸ ︷︷ ︸
Lregion
, yk, . . . , yk+L−1︸ ︷︷ ︸
Ccontrol region
, yk+L, . . . , y2k+L−1︸ ︷︷ ︸
Rregion
}, (21)
where
x0 = f(y0, y1, . . . , yK−1); x1 = f(y1, y2, . . . , yK); etc., (22)
and this iteration is to be repeated the desired number of times. All conﬁgura-
tions zt = {ytk, . . . , ytk+L−1} of the control region C (for all considered times t)
are denoted antecedents of x.
The procedure starts generating the neighbourhood y0, y1, . . . , yK−1 given
the value of the target site x0, looking in the function table. For each of the
found neighbourhoods, one continues searching for all possible values of yK so
that x1 = f(y1, y2, . . . , yK), given the already found values, and so on until
all the y conﬁguration is generated. One then continues generating all the pre-
images at previous times. When the task is ﬁnished, the last recursive function
ends, so the next value of the site under evaluation is tested, and so on.
Algorithm 1. This is the main loop. It constructs a matrix C[x][t] that states
if conﬁguration x is controllable at time t.
n = 0  n[t, z] will contain the number of occurrences...
 ...of antecedent z at time t
for all 0 ≤ x < 2W do  x is the target conﬁguration, as a base-2 number
p[0] ← x  p[t] will contain a “history” of preimages of x
StartBacktracking(0, T,W, k, p, n)  Generation of preimages, from time t = 0
for all 1 ≤ t ≤ T do
C[x, t] ← 1  Assume that conﬁguration x is controllable at time t
for all 0 ≤ z < 2W do  y is a possible antecedent
if n[t, z] = 0 then  y is not an antecedent of x at time t
C[x, t] ← 0  x is not controllable at time t
end if
end for
end for
end for
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Algorithm 2. StartBacktracking(t, T , W , k, p, n) begins building the preimage
p[t + 1] generating the neighbourhood of the ﬁrst site.
1: procedure StartBacktracking(t, T , W , K, p, n)
2: s ← GetBit(c[t], 0)  s is the ﬁrst site
3: for all 0 ≤ w < 22k+1 do  w is a possible neighbourhood
4: if τ [w] = s then  w is an accepted neighbourhood
5: p[t + 1] ← w  Store w as the beginning of preimage
6: ContinueBacktracking(t, 1, T,W, k, p, n)  Add other sites, ...
7:  ...starting with i = 1
8: end if
9: end for
10: end procedure
Algorithm 3. ContinueBacktracking(t, i, T , W , k, p, n) extends the partial
preimage p[t + 1] to site i.
procedure ContinueBacktracking(t, i, T , W , k, p, n)
s ← GetBit(p[t], i)  s is the site under investigation
wp ← GetBits(p[t + 1], i, 2k)  wp is the partial neighbourhood of s
for s′ = 0, 1 do  s′ is the missing site in the neighbourhood
w ← SetBit(wp, s′, 2k)  w is the possible neighbourhood
if τ [w] = s then  w is an accepted neighbourhood
p[t + 1] ← SetBit(p[t + 1], s′, i + 2k)  Store s′ in position i + 2k...
 ...of preimage p[t + 1]
if i + 1 = W + 2kt then  Preimage completed
z ← GetBits(p[t + 1], (t + 1)k,W )  The W central bits of p[t + 1]...
 ...constitutes an antecedent z
n[t, z] ← n[t, z] + 1  Count number of antecedents
if t = T then  Time limit reached
return
else
StartBacktracking(t + 1, T,W, k, p, n)  Start another preimage
end if
else
ContinueBacktracking(t, i + 1, T,W, k, p, n)  Add other sites
end if
end if
end for
end procedure
After completing the enumeration of preimages, one checks if all antecedents
at times t = 1, 2, . . . have been generated at least once. If so, the rule is control-
lable at time T = −t, otherwise it is not.
The pseudocode of the skeleton of the program is reported in Algorithms 1, 2
and 3 (the complete source in C language can be found in Ref. [14]).
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With the use of this program is is easy to compute the controllability of rules
for small regions and limited time span. We consider sizes up to W = 6 and
times up to T = 6.
Let us consider the case K = 5 (k = 2). We denote the neighbourhood of
a given site as {xll, xl, xc, xr, xrr}. As expected, any peripherally linear rule is
controllable, like for instance xll ⊕ xlxcxrxrr, and all double-peripherally linear
rule s are optimally controllable, like for instance xll⊕xlxcxr⊕xrr. If the leftmost
(or rightmost) site is not involved in any polynomial, the rule is still peripherally
linear and thus controllable (although not optimally), like xl ⊕ xcxrxrr.
Let us now consider non-peripherally linear rules, i.e., rules like xllxl ⊕ xc ⊕
xrxrr or xllxrr ⊕ xc ⊕ xrxl. As reported in Table 1, it is not evident which
structure is responsible for controllability. An indication may come from some
estimation of the chaoticy of the rule (which implies a strong dependence on
variation of inputs). It is possible to deﬁne the equivalent of Lyapunov exponents
for cellular automata [4], which in principle depends on the trajectory and thus
on the conﬁguration. A rough idea of the chaoticity of the rule can be given
by the average number of ones in the Jacobian for a random conﬁguration,
which is readily computable by evaluating the average value μ of all ﬁrst-order
derivatives over all possible conﬁgurations. We also tried to assign higher weight
to peripheral derivatives with respect to central ones (μ′).
The comparison between the values of μ and μ′ and controllability is reported
in Table 1 for some rules. The method can only say if a small region can be
controlled in a limited amount of time. So, one can only state if a control can
be found within this time limit. As shown in the Table, the chaotic indicator
show some correlation with the minimum control time Tc, but this indicator is
not exhaustive, since peripherally linear rules can be easily controlled even when
Table 1. The average number of ones in the derivative (μ) and the weighted version
(μ′) for some rules, compared with the minimal control time Tc for some values of
N . For some rule the control time (if any) for N = 6 was longer than the available
computational time, so N was reduced.
Rule Lin. perif.? μ μ′ Tc W
xll ⊕ xl ⊕ xc ⊕ xr ⊕ xrr Yes 5 6 2 6
xll ⊕ xlxcxr ⊕ xrr Yes 2.75 4.5 2 6
xl ⊕ xc ⊕ xr ⊕ xrr Yes 4 4 2 6
xl ⊕ xc ⊕ xr Yes 3 2 3 6
xll ⊕ xlxcxrxrr Yes 1.5 2.5 3 6
xllxrr ⊕ xl ⊕ xc ⊕ xr No 4 4 6 6
xllxrr ⊕ xc ⊕ xr No 3 3 6 4
xllxl ⊕ xc ⊕ xrxrr No 3 3 6 5
xllxrrxl ⊕ xc ⊕ xr No 2.75 2.25 5 4
xllxrrxl ⊕ xc ⊕ xr No 2.75 2.25 > 6 5
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they show relatively low chaoticity indicators, while non-peripherally linear rules
may be hard or impossible to control even in the presence of moderately high
chaoticity.
5 Conclusions
We introduced the interesting problem of regional controlling Cellular Automata
(CA) only acting on the boundary of a given region. This problem has shown to
be quite hard. We showed that it can be remapped into an initial-value problem
and furnished an explicit solution for CA rules that are peripherally linear.
We developed a method for numerically analysing the pre-images of a given
CA rule and check, for small sizes of the controllability region and small time
intervals, the existence of a control. Better algorithms are needed for numerically
investigating the problem in higher dimensions or on graphs and lattices with
larger connectivity.
We investigated also the possible role of chaoticity indicators, but the con-
clusions are not deﬁnitive.
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Abstract. In some research works concerning biomimicry and data min-
ing, new bio-inspired clustering algorithm has been proposed to deal with
the diﬃcult problem of a partitioning the data. In this work, a role of
randomness in AntTree-based approach is discussed in clustering applica-
tion. This proposition integrates the random mechanism of inserting ants
in the tree representation of partitioning and the concept of attraction
of the speciﬁc connections in the analyzed structure. In the same time,
the role of shoving (dynamically changed) by the dissimilarity between
objects has been analyzed. The comparative study concerning ant-based
algorithm and the standard DBSCAN approach shows that this pro-
posal achieves results comparable to the best classical approach’s results.
This approach shows that randomness improves the results in clustering
oﬀered by the AntTree algorithm.
Keywords: AntTree algorithm · Clustering · Deterministic ·
Randomness
1 Introduction
Many computer science’s researchers focused on data mining tasks bear in their
minds a question of how to organize observed data into fundamental structures,
that is, to develop taxonomies. This task is answered by clustering analysis,
which is an exploratory data examining instrument which aims at partitioning
diﬀerent objects into groups. The goal of this process is to maximize the degree
of association between two objects whereas they belong to the same group with
minimal diﬀerences. Then, clustering analysis can be used to discover structures
in data without any prior knowledge. The result of this process ought to satisfy
following criteria: homogeneity within the clusters and heterogeneity between
clusters [5,8].
Thus, it is expected to obtain the greatest similarity between objects into
a cluster as well as the greatest dissimilarity between objects from diﬀerent
clusters. One of the solution used to overcome these problems is an employment
of centers or medoids that are hypothetical points in the search space. Every
object is assigned using pre-deﬁned distance metric to the nearest points.
Metaheuristics, such as Genetic Algorithms (GA), Ant Colony Optimization
(ACO), Artiﬁcial Bee Colony (ABC) algorithm, and Artiﬁcial Immune System
c© Springer International Publishing Switzerland 2016
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have been eﬃciently applied to achieve optimal or approximately optimal par-
titioning without requiring prior knowledge about the data set to be clustered
[7,9,10,13–15].
Some interesting properties can be observed in self-organizing method, called
cellular ants. This approach combines insights from a classical swarm intelli-
gence counterpart – ACO and from the artiﬁcial life representative – cellular
automata. In Cellular Ants Clustering algorithm, data objects are treated as sim-
ple ants placed in a grid ﬁle, and through an interactive process via negotiations
with neighbouring ants, in ﬁnal phase, complex data sets are visualized by clus-
ters. Ants in this decentralized system can autonomously check data similarity
patterns in multi-dimensional space [1,3,11,12].
Divers phenomena in ants’ behavior guided to self-organization. Mechanisms
which found their way to partitioning objects are as follows: cemetery and larvae
sorting [6], colonial odour and foraging behavior [4]. The ability of ants to build
some ant-bridges or another structures using self-assembly could be employed in
new ant clustering approach. Building chains of ants’ bodies in order to connect
leaves together are ﬁrstly used by Monmarche, Azzag et al. [2] to create a speciﬁc
agglomerative, clustering algorithm. These types of self-assembly behavior have
been observed with Linepithema humiles – Argentine ants and African ants of
gender Oecophylla longinoda. In both cases, still not fully understandable, these
structures disaggregate after a given period of time. From these phenomena, we
can derive some features that will constitute a schema of a new approach to
clustering, where ants create trees.
This tree-forming metaphor in ants is used to partition objects by allowing
ants to form a speciﬁc tree dependency of objects. This structure is an equivalent
of a hierarchical clustering technique. The discussed approach, called AntTree
[2], contains of ants representing objects, which should be partitioned, according
to the similarity between the analyzed data. Clustering algorithm discussed here,
reorganize the analyzed data into subdivisions of higher similarity. It is a core
issue to interpret the dependency structure. In this one, clusters are represented
by sub-trees which are connected by the primary node, called here a suspension.
Objects gathered in separate sub-trees represent clusters.
This paper is organized as follows. Section 2 presents some general con-
siderations about diﬀerent strategies to create an ant-based tree for cluster-
ing. Section 3 describes the performance of the method proposed in this work.
Section 4 is devoted to the modiﬁcations of the AntTree approach. The experi-
mental setup and the analysis of the results obtained from our empirical study
is provided in Sect. 5. Finally, some general conclusions are drawn and possible
future work is discussed.
2 The AntTree Algorithm and Its Performance
The AntTree approach is recognized as a hierarchical clustering algorithm. The
structure of the resulting tree is not equal to a classical dendrogram. The main
diﬀerence is that in the tree constructed by ants each node is represented by
single object, while in the dendrogram data is located in leaves.
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output connection
ant ai
intput connections
suspension a0
Fig. 1. Ants in tree construction
ant apos
moving ant
joined ant
neighbourhood
of ant apos
Fig. 2. Diﬀerent states of ants in
AntTree approach
In the AntTree algorithm each object from the input data set is represented
by virtual ant. Each ant is located in the tree node. During the algorithm’s
performance, each ant is connected to the suspension. At ﬁrst the tree consists
only of the root which constitutes the artiﬁcial node, denoted as a0 and called a
suspension. At the beginning, ants are located in this suspension and then moves
towards the correct point in the structure. This operation is repeated until every
ant is located in the correct sub-tree. The relocation is determined by similarity
measure between the moving ant and the local vicinity in which it actually is.
For each ant ai, for i ∈ (1, N), the following terms are deﬁned [2]:
– the output connection for ant ai deﬁnes the “parent” in the tree. There can
be only one connection of this kind for each ant.
– the input connection for ant ai can be considered as ant’s legs. They represent
the children for each node in the tree. Other ants can connect to the tree using
these types of link.
– each object xi is represented by an ant ai.
– the thresholds of similarity and dissimilarity (τ+ and τ− meaning attractant
and repellent of movement), determines the ant’s behavior. This parameter
describe whether the ant will be connected to the sub-tree or will it be moving
towards other ants. During the algorithm performance, the thresholds will
be locally updated by ant ai, thanks to the self adaptive mechanism can be
obtained.
The graphical illustration of these terms is presented in the Fig. 1. During the
tree construction each ant ai can be in one of the predeﬁned states (Fig. 2):
Checking; each ant ai can be moved in the suspension of the a0 or relatively
to the another ant (denoted as apos). It is impossible to join the ant in the
level of leaves, directly. If the ant ai is located in apos , then ai is moved to the
one of the neighbor of the node apos . The neighborhood of apos is determined
by the gray nodes (see Fig. 1) – the parent and children of the analyzed apos ,
directly connected with the ant apos .
Joining; each ant, which is joined to the tree obtains one output connection to
another ant and maximal Lmax connections to remaining ants. The parameter
Lmax allows to control the number of descendant nodes in our tree.
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We can see the neighborhood of ants as well as the suspension, ﬁrstly analyzed
in the stage of checking.
Fig. 3. Pseudo-code of the main
AntTree algorithm
The main part of an AntTree algorithm is the
initialization phase. It can be treated as the set
up each ant in the position a0 – on the suspen-
sion and an arrangement of the default parame-
ters for to thresholds: similarity τ+(ai) as well as
dissimilarity threshold τ+(ai). We proposed the
parameters’ values as presented in Table 1.
If an object is located in the suspension, the
suspension case is applied. In opposite instance
the actions from searching case are carried out
(Fig. 3). Firstly investigated or analyzed ant is settled directly in the suspension.
For the rest of ants two cases should be examined. The ﬁrst case corresponds to
the suspension case. At the beginning of the algorithm, the created tree consists
of the suspension only, so the ﬁrst ant is instantly settled on the suspension. From
this point for every following ant we need to decide whether to move towards
the ant settled or to be placed on this suspension.
This decision is conditioned by values of similarity and dissimilarity thresh-
olds for ant ai. At ﬁrst the ant a+, which is the most similar to the ant ai
among all objects (ants) connected with the suspension is found. If the ant ai is
suﬃciently similar to the ant a+, accordingly to its probability thresholds, ant
ai moves towards the ant a+. On the other hand, if the ant ai is not similar
to the ant a+ and suﬃciently dissimilar to it, then the ant ai is settled on the
suspension (Fig. 4). Then a new cluster is created. Thanks to this, a new sub-
tree is obtained, which consists of objects strongly dissimilar to objects on other
sub-tree joined to the suspension. In this way clusters signiﬁcantly diﬀerent are
created. In case when ai is not similar to the ant a+, and is not suﬃciently
dissimilar to the ant a+, the ant ai stays on the suspension.
What is more, if the ant ai is not similar to the ant a+, and is not suﬃciently
dissimilar to the ant a+, the similarity and dissimilarity thresholds for ant ai
change according the following rules [13]:
τ+(ai) = ρ · TSim(ai) and τ−(ai) = TDissim(ai) + 0.1 · (1 − ρ),
where ρ is an evaporation coeﬃcient (in literature this value is established to
0.9), and TSim and TDissim are minimal and maximum values of the distance
measure respectively. These thresholds are changing during the performance of
our algorithm in accordance to the scheme presented in Table 1. We treat them
Table 1. Thresholds values proposed in our approach
For each ant ai Default Min/max Mean Modiﬁed
Similarity threshold τ+ 1 dmax (ai) dmean(ai)
dmax (ai)+dmean (ai)
2
Dissimilarity threshold τ− 0 dmin(ai) dmean(ai)
dmin (ai)+dmean (ai)
2
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as an attractant τ+ and a repellent of discussed action for the ant ai. These
values are used for making the algorithm more self aggregative. Due to the
dynamic values, the tolerance of the ant ai is changed (towards smaller values)
for generation clusters of greater number of objects.
The thresholds actualization is accomplished for one of two reasons: if ai
was not connected and is still on the suspension, the thresholds are changed to
increase the probability that is calculated in the following step; when ai will be
examined, the conditions allowing placing on the suspension or moving towards
other ants will be fulﬁlled. If the ant ai was connected to the suspension, the
thresholds are updated, so the ant ai would be more tolerant to subsequent ants’
comparison.
Pseudo-code describing the work of algorithm in case when ant ai is located
on the suspension is presented in Fig. 5.
Fig. 4. Pseudo-code of the suspension
case of the AntTree approach
Fig. 5. Pseudo-code of the searching
case of the AntTree approach
3 A Deterministic AntTree Approach
The basic AntTree algorithm contains stochastic elements executed by ant mov-
ing towards randomly chosen nodes. Incorporation of determinism allows obtain-
ing the same results for two diﬀerent algorithm launches.
Another advantage of deterministic AntTree is the lack of similarity and
dissimilarity thresholds and furthermore, a lack of any input parameters. The
deterministic AntTree algorithm uses the phenomenon concerning the discon-
nection of a part of the created tree structure. The idea of the performance of
the discussed approach is similar to the mechanism presented in the classical
version: the ant ai will be connected to the ant apos if the ant ai is suﬃciently
dissimilar to the ant a+, where the ant a+ is the most similar to the ant ai
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among all ants connected to the apos . The diﬀerence is that the dissimilarity
threshold depends solely on ants already connected to the apos . In the classical
approach each ant possesses its local thresholds values. Thanks to this change,
the similarity threshold is determined by the sub-tree structure itself.
In deterministic AntTree algorithm three cases can be distinguished. For each
case the apos is deﬁned as a position on which the currently analyzed ant ai is
located. If apos has at least one ant connected, then the ant ai is connected to the
apos . This means that the two ﬁrst ants are automatically (without calculations)
joined to the apos . The second case applies when apos has exactly two connected
ants and the apos is visited for the ﬁrst time. In this instance the ant adis is
chosen, which is the most dissimilar to the ant ai. The sub-tree created by the
ant adis (meaning the ant adis and each ant connected recursively to the ant
adis) will be disconnected from the apos and all ants created this sub-tree will
be transferred to the suspension. Finally the ant ai is linked to the apos in the
spot of the ant adis (see Fig. 6).
ant adis
ant ai
ant apos
Fig. 6. Disjoining of sub-
tree starting from adis
ai
apos ai
apos
ai apos
apos
adis ai apos
adis
ai apos
TDissim(apos)
a+
d(ai, a
+) < TDissim(apos)
ai apos
ai a
+
Fig. 7. Pseudo-code of the deterministic
AntTree algorithm
The last case – minimum of two ants are connected to the apos and the
apos is visited at least for the second time. Then the smallest probability value
of TDissim(apos) between apos and the ants that are linked is calculated. The
TDissim(apos) is deﬁned as follows:
TDissim(apos) = min d(ax, ay)|ax, ay ∈ {ants connected to apos}.
The conclusion is that in order to calculate TDissim the ant apos must have
at least two ants connected to it. This assures that the ﬁrst case of algorithm,
where two ﬁrst ants are linked without any calculations or similarity check. After
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establishing TDissim , the ant a+ which is the most similar to the ant ai among
all ants connected to the apos is found. If the ant ai is suﬃciently dissimilar to
the ant a+, that is the d(ai, a+) < TDissim(apos) then the ant ai is connected to
the apos . In opposite case the ant ai is moved towards a+. During the algorithm
performance for each node in the tree, the TDissim value always decreases, which
assures the ending of the algorithm.
Pseudo-code for the deterministic AntTree algorithm is presented in Fig. 7.
4 Experiments and Results
For evaluating the performance of the clustering algorithm we suggest to use
cluster validity indices. In literature several diﬀerent scalar validity measures
have been proposed which result to be more or less appropriate depending on
our data and the speciﬁc application. There are several: Inter-Cluster Density,
Dunn’s Index, Generalized Dunn’s Index (GDI), Classiﬁcation Error (Ec), Clus-
ter purity (Pc) and many others.
Examination of the AntTree algorithm has been performed for the following
data sets: Iris, Survival, Knowledge, Glass and Wine. The testable values for
parameter ρ are changed from 0.7 to 0.99 with the step 0.05. At the same time,
four diﬀerent initializations of the thresholds for similarity as well as dissimilarity
values are examined (Table 2). The order of analyzed objects in data sets is the
important factor in our analysis. The following data sets’ order has been analyzed
in our approach according to the following rules: default, descending, ascending
and random. Each experiment has been averaged after 30 repetitions. The best
Table 2. The best results for each data set (with parameter values tested)
Data set Method of Init. val. ρ K Dunn GDI Ec Pc
sorting τ+, τ− index index
Iris Default 1, 0 0.90 3 0.174 0.427 0.089 0.925
Descending modified 0.99 3 0.174 0.402 0.096 0.930
Descending 1, 0 0.90 3 0.174 0.386 0.125 0.903
Survival Descending modified 0.75 2 0.154 0.367 0.387 0.869
Descending modified 0.80 2 0.154 0.375 0.387 0.869
Descending modified 0.85 2 0.154 0.436 0.386 0.853
Glass Ascending min, max 0.95 6 0.272 0.392 0.352 0.687
Default modified 0.95 7 0.272 0.466 0.324 0.694
Ascending min, max 0.99 6 0.272 0.392 0.371 0.715
Knowledge Default modified 0.90 6 0.167 0.433 0.304 0.615
Ascending 1, 0 0.75 7 0.167 0.488 0.307 0.612
Ascending 1, 0 0.70 4 0.167 0.653 0.307 0.602
Wine Default min, max 0.98 3 0.478 0.685 0.133 0.893
Ascending modified 0.70 4 0.469 0.682 0.125 0.841
Default min, max 0.85 5 0.469 0.682 0.112 0.911
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arrangements for the initial values are presented in Table 1. The preliminary
study showed, that the coeﬃcients used in τ+ and τ− are diﬃcult to establish
and it is hard to estimate the dependency between changes in τ+ and τ−. In
Table 2 diﬀerent methods of data ordering has been collated. Apart from the
default order of data and comparing random order of objects with ascending
and descending order, the best results has been obtained by sorting objects in
descending manner for the data sets: Iris and Survival. On the other hand in
other data sets better results outweighed for the ascending order. The random
order is not suﬃcient enough – it did not bring good results even for mean values
of similarity and dissimilarity thresholds. The best initialization of the thresholds
is obtained for modiﬁed version (established and presented in Table 1).
To designate the eﬀectiveness of the presented ant-based approaches against
the background of classical clustering methods, we chose density-based DBSCAN
algorithm (see Table 3). For the data sets: Glass and Wine the best turn to be
the AntTree algorithm. For the remaining data sets the best approach could
not be pointed out unanimously. The DBSCAN obtained slightly better results
compared to the AntTree algorithm. However, it is imported to bear in mind,
that in DBSCAN approach, the establishing of parameter  and MinPts values
is computationally expensive. This problem of matching values to parameters
occurred in the AntTree approach as well. From the conducted research appeared
that the DBSCAN cannot handle the Knowledge data set. It is also important
to underline, that this approach has no random procedures and the results are
not dependent on the initial order of objects.
Table 3. Comparative study for AntTree, deterministic AntTree and DBSCAN
Data set Algorithm Dunn index GDI Ec Pc
Iris AntTree 0.174 0.402 0.096 0.930
Det. AntTree 0.174 0.367 0.172 0.886
DBSCAN 0.202 0.694 0.029 0.972
Survival AntTree 0.154 0.387 0.375 0.869
Det. AntTree 0.154 0.464 0.387 0.637
DBSCAN 0.123 0.566 0.389 0.871
Glass AntTree 0.272 0.392 0.352 0.687
Det. AntTree 0.280 0.484 0.401 0.638
DBSCAN 0.231 0.538 0.503 0.881
Knowledge AntTree 0.167 0.553 0.307 0.602
Det. AntTree 0.167 0.594 0.373 0.548
DBSCAN 0.188 0.287 0.675 0.777
Wine AntTree 0.478 0.685 0.133 0.893
Det. AntTree 0.469 0.672 0.169 0.909
DBSCAN 0.083 0.561 0.375 0.835
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Comparison of diﬀerent types of algorithms shown that the AntTree approach
predominates remaining counterparts considering variety of quality measures of
clustering. This is because the number of objects that could not be assigned
to any clusters is smaller. In case of data set Survival slightly better results
of classiﬁcation error have been obtained for the AntTree algorithm. Similar
outcome occurred in three analyzed approaches for the rest of data.
Results obtained by the deterministic AntTree algorithm are slightly worse
than for the classical AntTree algorithm. Much bigger diﬀerences in case of the
classiﬁcation error have been observed between the deterministic AntTree and
the DBSCAN. For the deterministic AntTree approach the vice is creating bigger
number of clusters than was expected. Comparing the complexity of algorithms
and the manner of implementation, the Ant Tree approach is much complicated
and demands the tuning of parameter values. Only the deterministic AntTree
algorithm does not require such operations. It is important to point out the
dependency between the performance of ant-based approaches and the order of
objects in data sets. Therefore it is possible to improve the usability of these
approaches by adding the preliminary objects’ ordering. The advantage of the
classical and deterministic AntTree algorithms is creating the tree of objects, by
which the clustering can be conducted on diﬀerent levels, comprising sub-level
clusters. This hierarchical structure is a feature much desirable in real data sets.
We also analyzed the results ﬁrstly presented in scientiﬁc work [16] and added
the results of the Ant Tree approach.
Table 4. Comparative study – error
rates
Data set LF SA4C A4C AntTree
Iris 4.45 2.94 1.31 0.09
Wine 4.52 2.71 1.13 0.15
Glass 4.79 3.55 1.84 0.40
Thyroid 6.75 5.00 4.10 0.26
Soybean 2.98 1.83 1.21 0.10
Three approaches concerning ants are
discussed: Lumer and Fieta algorithm, two
versions of ant clustering algorithm based
on Cellular Automata: SA4C, and A4C
and our proposition. This study shows con-
stantly progress in accuracy of cluster-
ing approaches based on the ant colony
metaphor (Table 4).
5 Conclusions
In this paper a bio-inspired AntTree algorithm has been presented. The inter-
esting clustering process, based on the self-assembly behavior of natural ants,
concerning forming engineering structures were discussed. Experimental results
for clustering data sets reveals a promise carried by the proposed algorithm.
While being computationally eﬃcient and accurate, the probabilistic or stochas-
tic nature of the ant activity in tree construction allows to avoid local optima
which other algorithms may get stuck in. In our future work we will attempt
to improve the government of the coeﬃcient ρ occurred in the attractant and
the repellent of the ant activity. We also want to further exploit the role of
randomness, which now helped to create good results, with bigger accuracy of
classiﬁcation and the purity of clusters. In case of the AntTree approach, the
construction of the sub-tree is more demanding but it is worth further analysis
and improvement.
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Abstract. The ﬁring squad synchronization problem on Cellular
Automata (CA) has been studied extensively for many years, and a
rich variety of synchronization algorithms have been proposed. From
Mazoyer’s paper it is known that a minimal-time solution with 6 states
exists. The ﬁring squad synchronization problem has also been studied
for defective CA where a defective cell can still transmit information
without processing it. In the present paper, we consider defective CA
where the dynamic defects are such that a defective cell totally fails.
The failures are permanent and may occur at any time in the computa-
tion. In this way the array is cut into two parts. The question addressed
is how many cells in each part can still be synchronized and at which
time steps. It is analyzed how many cells are synchronized, where and
when this happens and how these three characteristics are connected
with the position of the defective cell and the time at which the cell fails.
Based on Mazoyer’s 6-state algorithm, a solution for one-dimensional CA
is proposed that synchronizes the maximal possible number of cells in
each part.
1 Introduction
Nowadays it becomes possible to build massively parallel computing systems
that consist of hundred thousands of processing elements. Each single compo-
nent is subject to failure such that the probability of misoperations and loss of
function of the whole system increases with the number of its elements. It was
von Neumann [12] who ﬁrst stated the problem of building reliable systems out
of unreliable components. Here we consider one-dimensional CA as a model for
homogeneously structured parallel systems as are linear processor arrays. Such
devices of interconnected parallel acting ﬁnite-state machines have been studied
from the viewpoint of fault tolerance in several ways. In [2] reliable arrays are
constructed under the assumption that a cell (and not its links) at each time step
fails with a constant probability. Moreover, such a failure does not incapacitate
the cell permanently, but only violates its rule of operation in the step when
it occurs. Under the same constraint that cells themselves (and not their links)
fail (that is, they cannot process information but are still able to transmit it
unchanged with unit speed) fault-tolerant computations have been investigated,
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for example, in [4,13] where encodings are established that allow the correction
of so-called K-separated misoperations, in [5] where the studies are in terms of
syntactical pattern recognition, in [6,7,15,17,20] where the ﬁring squad synchro-
nization problem is considered in defective cellular arrays, and in [1] where the
early bird problem [14] is investigated.
However, in the previous studies defective cells are considered such that cells
still can transmit information without processing it. Here we consider defective
CA where the dynamic defects are such that a defective cell totally fails. The
failures are permanent and may occur at any time in the computation. In this way
the array is cut into two parts. Our study is in terms of the famous Firing Squad
Synchronization Problem (FSSP). It was raised by Myhill in 1957 and emerged
in connection with the problem to start several parts of a parallel machine at
the same time. The ﬁrst published reference appeared with a solution found by
McCarthy and Minsky in [11]. Roughly speaking, the problem is to set up a
CA such that all cells change to a special state for the ﬁrst time after the same
number of steps. Many modiﬁcations and generalizations of the FSSP have been
investigated. An overview can be found in [18].
From the perspective that a cell totally fails, the question addressed here is
how many cells in each of the parts caused by the failure can still be synchro-
nized and at which time steps. It is analyzed how many cells are synchronized,
where and when this happens and how these three characteristics are connected
with the position of the defective cell and the time at which the cell fails. Based
on Mazoyer’s 6-state algorithm, a solution for one-dimensional CA is proposed
that synchronizes the maximal possible number of cells in each part. Implemen-
tations of the proposed algorithm show that the algorithm has an average of
78% synchronization success, which means that in some cases a small number
of cells could ﬁnally be remain unsynchronized.
2 Preliminaries
Let A denote a ﬁnite set of letters. Then we write A∗ for the set of all ﬁnite
words (strings) built with letters from A and A+ for the set of all non-empty
words. We use ⊆ for set inclusion and ⊂ for strict set inclusion. For a set S and
a symbol a we abbreviatory write Sa for S ∪ {a}.
A one-dimensional CA is a linear array of identical deterministic ﬁnite-state
machines, called cells. Except for the leftmost cell and rightmost cell each one
is connected to its both nearest neighbors. We identify the cells by positive
integers. The state transition depends on the current state of a cell itself and the
current states of its two neighbors, where the outermost cells receive a permanent
boundary symbol on their free input lines.
Definition 1. A cellular automaton (CA) is a system M = 〈S,A, #, δ〉, where S
is the finite, nonempty set of cell states, A ⊆ S is the nonempty set of input
symbols, # /∈ S is the permanent boundary symbol, δ : S# × S × S# → S is the
local transition function.
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A conﬁguration ct of M at time t ≥ 0 is a string of the form #S∗#, that
reflects the cell states from left to right. The computation starts at time 0 in a
so-called initial conﬁguration, which is defined by the input w = a1a2 · · · an ∈
A+. We set c0 = #a1a2 · · · an#. During the course of its computation a CA
steps through a sequence of configurations, whereby successor configurations are
computed according to the global transition function Δ: Let ct be a configuration
reached at time t ≥ 0 in some computation. Then its successor configuration
ct+1 = Δ(ct) is as follows. For 2 ≤ i ≤ n−1, ct+1(i) = δ(ct(i−1)), ct(i), ct(i+1)),
and for the leftmost and rightmost cell we set ct+1(1) = δ(#, ct(1), ct(2)) and
ct+1(n) = δ(ct(n − 1), ct(n), #), for t ≥ 0. Thus, the global transition function Δ
is induced by δ.
Next, we consider CA with dynamic defects. In [5] dynamic defects have been
studied so that a defective cell can still transmit information without processing
it. In this way the array is not cut into pieces. Here we investigate dynamic
defects so that a defective cell totally fails, such failures are permanent and may
occur at any time in the computation. In order to deﬁne CA with this type of
defects more formally, a possible failure is seen as a weak kind of nondeterminism
for the local transition function.
Definition 2. A cellular automaton M = 〈S,A, #, δ〉 is a cellular automaton
with (totally) dynamic defects (TDCA), if δ is extended so that it may map any
triple from S# × S × S# to S#, that is, either to a state from S or alternatively
to the boundary symbol #.
If a cell works ﬁne the local transition function maps to a state from S.
Otherwise it maps to #. In the latter case, for the remaining computation the
cell behaves as the boundary to its both neighbors. Since the transition function
is not deﬁned for #, the failure is permanent and the cell can be seen as totally
defective. The time step at which a cell enters the boundary symbol from a
non-boundary symbol is said to be the time step at which the cell fails or its
failure time. We assume that initially all cells are intact and, thus, no cell fails
at time 0.
3 The Firing Squad Synchronization Problem
Roughly speaking, the problem is to set up a CA such that all cells change to
a special state for the ﬁrst time after the same number of steps. Originally, the
problem has been stated as follows: Consider a ﬁnite but arbitrary long chain of
ﬁnite automata that are all identical except for the automata at the ends. The
automata are called soldiers, and the automaton at the left end is the general.
The automata work synchronously, and the state of each automaton at time step
t+1 depends on its own state and on the states of its both immediate neighbors
at time step t. The problem is to ﬁnd states and state transitions such that the
general may initiate a synchronization in such a way that all soldiers enter a
distinguished state, the firing state, for the ﬁrst time at the same time step. At
the beginning all non-general soldiers are in the quiescent state.
126 A. Dimitriadis et al.
Definition 3. Let C be the set of all configurations of the form #GQQ · · ·Q#.
The Firing Squad Synchronization Problem is to specify a CA 〈S,A, #, δ〉 so that
for all c ∈ C,
1. there is a synchronization time tf ≥ 1 such that Δtf (c) = #FF · · ·F#,
2. for all 0 ≤ t < tf , Δt(c) = #X1X2 · · ·Xn# with Xi = F , 1 ≤ i ≤ n, and
3. δ(Q,Q,Q) = δ(#, Q,Q) = δ(Q,Q, #) = Q.
While the ﬁrst solution of the problem takes 3n time steps to synchronize n
cells [11], Goto [3] was the ﬁrst who presented a minimal-time solution that uses
several thousand states (see [16,21] for a reconstruction of this algorithm). The
minimal solution time for the FSSP is 2n − 2 [19].
Apart from time optimality there is a natural interest in eﬃcient solutions
with respect to the number of states or the number of bits to be communicated
to neighbors. While there exists a time optimal solution where just one bit of
information is communicated [10], the minimal number of states is still an open
problem. Currently, a 6-state solution is known [9]. In the same paper it is proved
that there does not exist a time-optimal 4-state algorithm. It is a challenging
open problem to prove or disprove that there exists a 5-state solution.
Since the algorithm to be presented here relies on Mazoyer’s solution, we
next sketch the basic idea from [9].
Algorithm 4. The FSSP is solved by iteratively dividing the array of length n
into parts on which the same algorithm is applied recursively (see Fig. 1). First
the array is divided into two parts. Then the process is applied to both parts
in parallel, etc. The cut-points are chosen so that one of the parts is twice as
long as the other (up to the remainder of n modulo 3). Exactly when all cells
are cut-points they enter the ﬁring state synchronously.
In order to divide the array into two parts, the general sends two signals to
the right. One Signal moves with speed 1, that is, one cell per time step, and the
other signal speed 1/2, that is, one cell every other time step. The fast signal is
bounced at the right end and sent back to the left with speed. Both signals meet
at position 2/3 · n (up to the remainder of n modulo 3), where the cell becomes
a general. Now the right part is treated as an array of length (n + i)/3, where
i ∈ {0, 1, 2} so that the synchronization starts with 0, 1, or 2 steps delay.
The next cut-point in the left part, which is at total position (2/3)2, can be
determined by another signal sent at initial time by the general at the left end.
This signal moves with speed 2/7. It meets the bounced signal from above at the
required position. In order to determine the cut-point at total position (2/3)3
in this way, the general has to send a further signal with speed 4/23, and so
on. Altogether, for a solution the general has to send a number of signals that
depends on the length of the array.
In order to send this number of signals with a ﬁnite state set, an approach
shown in [19] can be adopted. The idea is rather simple, the additional sig-
nals are generated and moved by trigger signals. The left-moving trigger signals
themselves are emitted by the initial right-moving signal. Whenever a trigger
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Fig. 1. Scheme of the time-optimal 6-state FSSP solution. The vertical solid lines are
cells in the general state. For the sake of clarity not all signals are depicted.
signal reaches the leftmost cell, a new signal to be triggered is generated. When-
ever a trigger signal reaches a triggered signal, the latter is moved. That way,
the desired behavior is achieved, and a minimal-time solution for the FSSP is
obtained. unionsq
4 Synchronization with a Totally Defective Cell
In this section we turn to consider the eﬀect of a cell becoming totally defective
on Mazoyer’s algorithm that is extended. For non-defective CA, the algorithm
runs in optimal time, that is, in time 2n− 2 where n is the number of cells to be
synchronized. For the case that a cell k with 1 < k < n fails the array is cut into
two independent parts, that is, into the cells 1, 2, . . . , k − 1 on the left and the
cells k + 1, k + 2, . . . , n on the right. The problem is now to synchronize these
two parts independently of each other, if possible at all. However, this may yield
extended synchronization times. The main goal in the sequel is to determine for
a given situation how many cells can still be synchronized, and how many time
steps are needed. The algorithm depends naturally on the time step at which a
cell fails (recall that this is the time step at which it enters the boundary symbol
from a non-boundary state) and its position in the array. For our notation, in
the following we assume that at most one cell k with 1 < k < n fails at time
step td with 0 < td ≤ 2n − 2.
In general, cell k − 1 has to detect that the failure occurred. This means,
it has to distinguish between a boundary symbol to its right that is due to a
failure and a boundary symbol that is initial. On the other hand, this distinction
is irrelevant if the failure occurs when cell k−1 has not received the initial signal.
So, it is suﬃcient that each cell remembers the information whether or not its
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right neighbor is the boundary symbol when the cell receives the initial signal.
To this end, no further copies of the states are used, but the remembering is
successfully encapsulated in the transition function. In general, since the leftmost
cell is cell 1, the running time of the initial signal to cell k is k − 1 time steps.
4.1 Analysis for the Left Part
When cell k fails at time td, its left neighbor enters a state that may depend on
the fact that a failure occurs at the earliest at time td + 1. The actual behavior
of cell k − 1 at time td + 1 depends on the position of the defective cell, that is,
on k and on td.
Case 1: If td ≤ k − 3, then the initial signal sent by the leftmost cell of the
FSSP still did not arrive at cell k−1 when its neighbor failed. The running time
of this signal to cell k−1 is k−2 time steps. So, cell k acts a boundary cell for the
FSSP that synchronizes all the k−1 cells of the left part in 2(k−1)−2 = 2k−4
steps. This behavior does not apply to the case k − 2 ≤ td. The reason is that
the state of cell k − 1 at time k − 2 is given by the transition function that sees
the quiescent state in cell k at time k − 3. So, if cell k fails at time k − 2, then
the state of cell k − 1 does not reﬂect the bounced signal.
Case 2: Let k − 2 ≤ td ≤ 2n− k − 1. Then cell k − 1 was already reached by
the initial signal and the synchronization is in progress. Therefore, the algorithm
we consider is set up so that cell k−1 informs the cells of the left part about the
failure and to stop the running FSSP. To this end, it sends a signal to the left.
This signal is started at time td +1 and arrives at time td +1+k−2 = td +k−1.
If the synchronization time 2n − 2 of the running FSSP is after the arrival time
of the signal in cell 1, none of the cells in the left part will ﬁre according to the
running FSSP. This happens if 2n − 2 ≥ td + k − 1 and, thus, td ≤ 2n − k − 1.
Now the algorithm is further extended such that the signal that stops the
running synchronization is additionally the initial signal of a new (mirrored)
FSSP instance where the synchronization is initiated by the rightmost cell of the
array. In particular, this implies that the left part is synchronized in 2(k−1)−2
steps after the signal has been emitted. That is, the synchronization takes place
at time step td + 1 + 2(k − 1) − 2 = td + 2k − 3.
It is worth mentioning that the mirrored FSSP costs extra states. Here we
can trade states for a slowdown as follows. Cell k −1 still sends the signal to the
left in order to stop the running FSSP. If the signal arrives in cell 1 a new (non-
mirrored) FSSP is initiated that synchronizes the left part in further 2(k−1)−2
steps, that is, at time td + 1 + k − 2 + 2(k − 1) − 2 = td + 3k − 5. Since the new
signal requires just one additional state, we trade one state for k − 2 additional
time steps.
Case 3: Let 2n−k ≤ td ≤ 2n−2. In this case, the signal emitted by cell k−1
to stop the running FSSP does not reach all cells of the left part before time
step 2n − 2 at which the running synchronization takes place. However, at time
td +x the signal has aﬀected x cells, where x ≥ 1. Setting 2n−2 = td +x implies
x = 2n−2−td. So, 2n−2−td cells are aﬀected and, thus, not synchronized by the
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Table 1. Summary of synchronization times and cells in the left part, where td denotes
the time of failure, the columns with head cells show the number of cells synchronized,
and tf denotes the time step at which the cells are synchronized.
Left part
td cells tf
[1, . . . , k − 3] All 2k − 4
[k − 2, . . . , 2n − k − 1] All td + 2k − 3
[2n − k, . . . , 2n − 2] td − 2n + k + 1 2n − 2
running FSSP. Conversely, this means that k−1− (2n−2− td) = td −2n+k+1
cells are synchronized at time step 2n − 2.
For example, if td = 2n − k then just one cell is synchronized. This is the
leftmost cell that cannot be reached by the signal in due time. Setting td =
2n− 2 gives k − 1 synchronized cells. These are all cells in the left part since the
synchronization takes place at the time cell k fails.
Table 1 summarizes the results for the left part.
4.2 Analysis for the Right Part
As for the left part, when cell k fails at time td, its right neighbor enters a state
that may depend on the fact that a failure occurs at the earliest at time td + 1.
The actual behavior of cell k + 1 at time td + 1 depends on the position of the
defective cell, that is, on k and on td.
Case 1: If td ≤ k − 1, then the initial signal sent by the leftmost cell of the
FSSP still did not arrive at cell k + 1 when its left neighbor failed. The running
time of this signal to cell k + 1 is k time steps. So, when cell k + 1 is still in the
quiescent state with a boundary to its left, it can start a new instance of a FSSP
that synchronizes the right part. Here we note that a quiescent cell next to the
left boundary does not occur without a failure, since initially the leftmost cell is
in the general state. The new instance is set up when cell k+1 enters the general
state at time td +1. Then it takes another 2(n − k − 1) − 2 steps to synchronize
all the n − k cells of the right part. That is, the right part is synchronized at
time td + 1 + 2(n − k − 1) − 2 = td + 2n − 2k − 3.
Case 2: Let k ≤ td ≤ n + k − 2. Then cell k + 1 was already reached by the
initial signal and the synchronization is in progress. Therefore, the algorithm we
consider is set up so that cell k + 1 informs all cells of the right part about the
failure and to stop the running FSSP. To this end, it sends a signal to the right.
This signal is started at time td+1 and arrives at time td+1+n−k−1 = td+n−k.
If the synchronization time 2n − 2 of the running FSSP is after the arrival time
of the signal in cell n, none of the cells in the right part will ﬁre according to the
running FSSP. This happens if 2n − 2 ≥ td + n − k and, thus, td ≤ n + k − 2.
Now, as for the left part, the algorithm is extended such that the signal that
stops the running synchronization is additionally the initial signal of a new FSSP
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instance. This implies that the right part is synchronized in 2(n − k − 1) − 2
steps after the signal has been emitted. That is, the synchronization takes place
at time step td + 1 + 2(n − k − 1) − 2 = td + 2n − 2k − 3.
Case 3: Let n + k − 1 ≤ td ≤ 2n − 2. In this case, the signal emitted by
cell k + 1 to stop the running FSSP does not reach all the cells of the right
part before time step 2n − 2 at which the running synchronization takes place.
However, at time td + x the signal has aﬀected x cells, where x ≥ 1. Setting
2n − 2 = td + x implies x = 2n − 2 − td. So, 2n − 2 − td cells are aﬀected
and, thus, not synchronized by the running FSSP. Conversely, this means that
n − k − (2n − 2− td) = td − n − k +2 cells are synchronized at time step 2n − 2.
For example, if td = n + k − 1 then just one cell is synchronized. This is
the rightmost cell that cannot be reached by the signal in due time. Setting
td = 2n − 2 gives n − k synchronized cells. These are all cells in the right part
since the synchronization takes place at the the time cell k fails.
Table 2 summarizes the results for the right part.
Table 2. Summary of synchronization times and cells in the right part, where td denotes
the time of failure, the columns with head cells show the number of cells synchronized,
and tf denotes the time step at which the cells are synchronized.
Right part
td cells tf
[1, . . . , k − 1] All td + 2n − 2k − 3
[k, . . . , n + k − 2] All td + 2n − 2k − 3
[n + k − 1, . . . , 2n − 2] td − n − k + 2 2n − 2
5 Graphical Representation of Two Examples
In the ﬁrst example a CA with 17 cells is considered. Let cell 9 fail at time
step 15. A simulation of the original algorithm from [9] is depicted in the left
part of Fig. 2. The boundary cells are represented in yellow. The cells to the right
of the failure are left unsynchronized and are depicted in red, while the cells to
the left of the failure which are still synchronized are drawn in orange.
At the right hand side of Fig. 2 the extended algorithm is simulated. In par-
ticular, all non-defective cells are synchronized (though the left and the right
part ﬁre independently at diﬀerent time steps).
In the second example a CA with 26 cells is presented (see Fig. 3) and is
supposed that cell 12 fails at time step 14. Again, at the left hand side of the
ﬁgure a simulation of the original algorithm is shown. The colors are as before.
Note, that none of the cells ﬁres. At the right hand side of Fig. 3, a simulation
based on the extended algorithm is presented. As in the ﬁrst example, now all
non-defective cells are synchronized, where the ﬁring times for the left and right
part necessarily diﬀer.
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Fig. 2. Simulations of the ﬁrst example. The original algorithm (left) and the extended
algorithm (right). Boundary cells are depicted in yellow, ﬁnally synchronized cells in
orange, and non-synchronized cells in red. (Color ﬁgure online)
Fig. 3. Simulations of the second example. The original algorithm (left) and the
extended algorithm (right). Boundary cells are depicted in yellow, ﬁnally synchronized
cells in orange, and non-synchronized cells in red. (Color ﬁgure online)
6 Conclusions
The time-optimal solution of the FSSP by Mazoyer has been considered for
one-dimensional CA where at most one cell may totally fail, that is, it can
neither process nor transmit information any longer. In order to synchronize as
many cells as possible, the algorithm has been extended by several features. The
proposed algorithm divides the initial array into two separated parts, which are
treated independently. The number of cells that still can be synchronized and
the synchronization times naturally depend on the position of the defective cell
and the time at which it fails.
The new algorithm has been implemented with 14 states. It has been tested in
experiments with all array lengths between 4 and 500 and for all possible failure
times and positions. The tests were run on a commercially available Windows
PC and took several days running time. It turned out that the algorithm has an
average of 78% synchronization success. Finally, by a case-by-case analysis the
number of synchronized cells as well as their synchronization times were derived.
A deﬁnition of the minimal time to solve the problem is not that obvious as it
depends on the number of cells that are synchronized. Moreover, a formal proof
would require that the precise conﬁguration of an array at failure time is involved
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in the argumentation. However, it is not hard to see that the algorithm proposed
here works in minimal time for the number of cells that it synchronizes.
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Abstract. Continuing our line of work on field based cellular automata
programming we, here, focus our attention on an implementation of
Mazoyer’s schema for cellular synchronization problem. Due to its very
special nature among the numerous solutions to the problem, we empha-
size the power of cellular fields to construct cellular programs: clear
semantic construction, modularity, automatic synthesis of finite state
machines.
Keywords: Cellular automata · Cellular fields · Synchronization
1 Introduction
In this paper1, we continue the line of work considering the well-know Firing
Squad Synchronization Problem (FSSP) from the novel algorithmic point of
view of ﬁeld based cellular automata initiated in [3].
The problem is to provide a cellular automaton that can be started in diﬀer-
ent ways and on diﬀerent numbers and topological arrangements of cells while
always leading to a perfect synchronous never happened before event called
“ﬁre”. The choices of the possible startings on one hand, and of the possible
arrangements of cells on the other, lead to apparently diﬀerent solutions to the
problem [7–9].
The aforementioned paper presents a Balzer-like FSSP solution expressed in
a direct, semantical, and modular way (see [2,3]). Classical presentations often
use a description of an informal intuition of “signals” moving in a continuous
space and then, magically “jump” to a ﬁnite description of a transition table that
includes all the discrete subtleties (see [5,6,10] for examples). Our modularity
is obtained by replacing the notion of signals by the concept of (cellular) ﬁelds.
Fields are opened cellular automata modules that can be composed together to
obtain either larger modules or a ﬁnal classical closed cellular automaton. In
these modules, we allow the use of unbounded integers and recursion, as usual
in programming, in order to increase expressivity and clarity. The composition
1 This work is partially supported by the French program ANR 12 BS02 007 01.
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is therefore followed by a ﬁnitization step that reduces everything to a classical
ﬁnite state cellular automata.
Acquaintance with this approach is assumed in this paper. To help, prelim-
inary readings might be: the initial paper which deals with the unidimensional
case as it is the case in this paper (see [3]) and the writing about the projection
process details (see [4]).
Many advantages of this approach are advocated since the beginning: a
clearer and more formal/semantical presentation of the solution, an easier and
more understandable proof of correctness, a higher level of description allowing
the use of recursion and unboundedness, a possible extension to other existing or
new solutions, and a clean notion of projection to come back to a ﬁnite cellular
automata in relation to automata synthesis and minimization.
The contribution of this paper is twofold. First we show what are the neces-
sary variants of the modules built in previous works to build Mazoyer’s solution.
This sheds some lights on the underlying mechanism of this solution, especially
to the critical step of the algorithm, namely the two-third/one-third division.
Second, this is also a step forward in demonstrating the generality and advan-
tages of the ﬁeld-based approach as it allows arbitrary positions of one or many
generals. We then give the synchronization times thus obtained. To the knowl-
edge of the authors, this is the ﬁrst such generalization of this solution.
The paper is organized as follows. In Sect. 2 we start by describing Mazoyer’s
solution and its peculiarities compared to previous works. We also describe our
point of view on this solution in order to provide some guidance to the formal
part. In Sect. 3 we describe formally our solution using an inﬁnite recursive tree
of ﬁelds representing the set of splittings. In Sect. 4 we say a few words about
the beneﬁts obtained with this approach.
2 Mazoyer’s Solution and its Peculiarities
In this section, we list several points that make Mazoyer’s solution remarkable
and for which our solution provides alternatives or clariﬁcation.
[Symmetry] All the solutions already considered in our work are symmetric,
either implementations of existing or new solutions. In particular, they split the
whole space in two parts of equal sizes, then split theses parts into two and so on
recursively like one can observe in Fig. 1a. Moreover, after each splitting, what
happens in the right part is in some way a mirrored and properly scaled image of
what happens in the whole (recursion). Mazoyer’s solution is asymmetric, while
being based on recursive division too, there is no mirroring; its computation
is directed (from left to right). This can be easily observed by comparison in
Fig. 1b.
[Remainders] Mazoyer’s divides at two-third of the space and needs to deal
with the three possible remainders of the division by 3, while Balzer’s only need
to take in account the parity of the length. We will see later how we solved
this, but in the original solution this was treated with the help of some trick:
a modular counter detects the remainder modulo 3 of the length, and some
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auxiliaries signals are launched, parallel to the anti-diagonal, that properly delay
the launch of scaled copy of the whole process. This can be observed as the non
uniform thickness signal going from the ﬁrst right bouncing to the left cell in
Fig. 1b.
[Stripes] Mazoyer’s solution use modular counters as the ﬁgure clearly
exhibits, and this is easily observed on the ﬁgure where a lot of stacked stripes
are going from right to left. All these counters are dependent one from the other,
providing sub-sampled counters as their thickness illustrated it.
(a) Balzer (b) Mazoyer
Fig. 1. Space-time diagrams of Balzer’s and Mazoyer’s solutions for 50 cells.
As our construction is based on a more abstract approach, we will obtain
roughly the same schema (after all the “algorithm” is the same) but the ﬁnal
implementation will have some diﬀerent properties that we will be able to observe
on the space-time diagram, in particular our management of the remainders is
slightly diﬀerent and will not produce the stripes. Mazoyer’s implementation
uses clocking signals while we will use distance ﬁeld (i.e. the right borders will
never be aware of the remainder modulo 3 as it is unecessary). Moreover, we will
never mention any signals or speed but only semantical objects such as regions,
distances, and cut points. At the end, the “ﬁre” event will be triggered by a
purely local decision (is the region of 0-edge size ?) and this event will happen
for every cell at the same time. This is a local decision with a global emergent
eﬀect.
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Fig. 2. Seven first levels of the infinite decomposition tree of a line of 13 cells. Each
node of the tree is a region. The name of the regions are given by the labels on the
path from the root. Unlabeled edges stand both for L and R.
3 Regions Fields and Splitting Fields
As all FSSP solutions, Mazoyer’s solution is based on a recursive splitting of the
space. This is the ﬁrst thing that we need to model. Each splitting starts by
dynamically determining the extent of the region and builds the corresponding
left and right sub-regions of appropriate sizes. Since each region has two sub-
regions, we label the regions with words on the alphabet {L, R}. The regions form
an unbounded tree with the initial region (the whole space)  at its root and
with each region u ∈ {L, R}∗ having two sub-regions uL and uR. This region tree
represents the recursive structure of the synchronization algorithm (see Fig. 2).
To represent a region u on the cellular space, we use three boolean ﬁelds
lbrdu, insu and rbrdu. The ﬁeld lbrdu (resp. rbrdu) is true at a given cell and
timestep if this cell has identiﬁed that it is the left (resp. right) border of the
region u. The ﬁeld insu is true at a given cell and timestep if this cell has
identiﬁed that it is strictly inside the region u. Figure 2 indicates the left and
right borders of each region, those positions can be the same. The remaining tasks
are to specify 〈lbrd, ins, rbrd〉 and the process going from 〈lbrdu, insu, rbrdu〉
to 〈lbrdv, insv, rbrdv〉 for v ∈ {uL, uR}.
3.1 The Region 
The ﬁelds 〈lbrd, ins, rbrd〉 represent the whole line of cells as they are awaken
by the general from neighbors to neighbors. We therefore introduce the ﬁeld awk
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Fig. 3. Fields lbrdu, insu, rbrdu, dstu, and stau for u ∈ {, L, R}
whose dynamics, where N(x) denotes the neighborhood of x, is:
awkt(x) = ∃y ∈ N(x) ∪ {x}; awkt−1(y). (1)
Then a cell determines its “region state” when it is awake and do so by examining
its existing neighbors, as:
⎧
⎨
⎩
lbrdt(x) = N(x) = { x + 1}∧ awkt(x).
inst(x) = N(x) = {x − 1, x + 1}∧ awkt(x).
rbrdt(x) = N(x) = {x − 1 }∧ awkt(x).
(2)
The dynamics of these ﬁelds is shown in spatio-temporal diagram of Fig. 3a:
blank cells represent the ﬁeld awk where it is false, cells for which either lbrd
or rbrd is true are drawn with a bold border, cells containing a strictly positive
value are those for which ins is true.
3.2 Distance Information for Arbitrary Region u
The speciﬁcity of Mazoyer’s schema is that, given a region u, its cut point is at the
two-third of the space. In order to determine it, we use the central building block
of all our solutions: a distance ﬁeld. For the FSSP, this (integer) ﬁeld usually
computes, for each cell, the distance to the nearest border using the hop-count
distance. For Balzer-like solutions, this allows to easily detect the middle of the
space as being the point the most far away from both borders. In other words,
the middle is the local maxima of the distance ﬁeld. The simple modiﬁcation
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needed to use the same in order to obtain the two-third of the space is to add a
weight in each direction and consider a “directed weighted-hop-count distance”.
Starting from any cell, a step to the right counts for one while a step to the
left counts for two. With these weights, the two-third cut point is the most far
away point from both borders. The weighted distance ﬁeld equation to obtain
the minimal distance to the borders is:
dstut (x) =
{
0 if ¬insut (x)
min(dstut−1(x − 1) + 1 , dstut−1(x + 1) + 2) otherwise (3)
Figures 3a, b and c show the distance ﬁelds dynamics for diﬀerent set of region
ﬁelds 〈lbrd, ins, rbrd〉. The blank cells are those where none of the region ﬁelds is
true, the non-blank one have the obvious region ﬁeld (either lbrd, ins, or rbrd)
set to true. The distance value in bold cells (borders) and in the blank cells is
obviously 0.
Regarding the distance ﬁeld, one should consider that the region ﬁelds are
determined by an arbitrary process. The most important property for the remain-
der of the construction is that for any cell, if a region ﬁeld becomes true, it
remains so forever. Of course, we also need some trivialities, e.g. that the left
border is at the left of the right border. If these properties are respected, the dis-
tance ﬁeld eventually converges to the correct distance values in a monotonous
way as can be observed in Fig. 3.
3.3 Stability of the Distance Information
As usual, we also compute whether the distance value is stable, which means
that it will not evolve anymore. The ﬁrst stability case is when a cell is a border,
i.e. when lbrd or rbrd are true. In this case the distance value equals to 0 and
is stable. The other cases are when the distance value just obtained has been
computed from a stable read from the left or the right. The monotonicity of
the distance ﬁeld evolution implies the stability of the distance value computed
in this way. The stability ﬁeld dynamics is given by the following equations
(superscript u is omitted for the sake of readability):
stat(x) =
∨
⎧
⎨
⎩
lbrdt(x)∨ rbrdt(x)
inst(x)∧dstt(x) = dstt−1(x − 1) + 1∧ stat−1(x − 1)
inst(x)∧dstt(x) = dstt−1(x + 1) + 2∧ stat−1(x + 1)
(4)
On Fig. 3, the stable cells are indicated with a gray background. One can
note that their speed of evolution is exactly the speed of the signals set up in the
Mazoyer’s original solution. In the following, we often need to consider distance
values only when they are stable (see Eqs. (5), (6), (7), and (8)). We introduce
two notations corresponding to stable distances and an “equality” that can only
be true for stable distances. We use ∞ with an absorbing property: ∞+n = ∞.
Dstt(x) =
{
dstt(x) if stat(x)
∞ otherwise;
D0  D1 ⇐⇒ D0 = D1 ∧D0 = ∞∧D1 = ∞.
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3.4 Cut Points of Region u and Sub-Regions uL and uR
The ﬁrst thing to note is that we build the splitting with the distance ﬁeld. This
distance represents the weighted-hop-count to borders, and is therefore more
concerned with edges between cells than by cells themselves. For that reason, it
is better to adopt a edge-centric point of view. In the following, we number the
cells from left to right from 0 to e, e being the number of edges, the number of
cells is then n = e + 1.
When the number of edges is a multiple of 3, the local maximum of the
distance ﬁeld is exactly located at the cell e3 . There are
2e
3 edges at its left and
e
3
edges at its right and the cell e3 is used both as right border for the left sub-region
and as left border for the right sub-region. This corresponds to the dark gray
cells in Fig. 3a, and to the right and left borders in Fig. 3b and c respectively.
When the number of edges is not a multiple of 3, the real cut point is sup-
posed to be at position e3 , but this may fall between two cells (i.e. on an edge).
The left approximation is therefore  e3 and the right is  e3. The left approxi-
mation is used as right border for the left sub-region and conversely for the right
approximation. The region depicted in Fig. 3b has a number of edges eL = 2
(mod 3) and the one of Fig. 3c has eR = 1 (mod 3) and the positions of their
dark gray cells are precisely at these approximations.
cut
LR0
d d-1
(a) case e = 0 (mod 3)
cutL1
R1
d d-1
(b) case e = 1 (mod 3)
cut
L2 R2
d
d
(c) case e = 2 (mod 3)
Fig. 4. Spatio-temporal approximation of the cut points: Time increases downward,
cell positions increase rightward.
In order to construct these left and right approximations, we need everything
to happen as if the real cut point (may it be on an edge) is really detected. This
is crucial for the timing of the synchronization. It is possible to write a single
formula for this detection process but since there are only three cases, it is
clearer to spell out everything explicitly. Figure 4 shows the three cases on a
reﬁned grid. For instance, Fig. 4b shows the real cut point for a region of size
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e = 1 (mod 3) together with its past and future information cone (also called
light-cone). In its past cone, the diamonds correspond to the nearest neighbor
cells that are therefore examined to detect the cut point. Since the cut point is
the point the most far away from both borders, if its distance value is c, then the
left diamond should have distance value d1 = c − 13 × 1 and the right diamond
d2 = c − 23 × 2. The fractions are the non-weighted distance to the cut point
and the factor is the direction weights. Clearly d2 = d1 − 1 as shown in the
diamonds. In the future cone of the cut point, its existence can be detected by
the left (black circle) and right (white circle) approximation cells. The cases (a),
(b), and (c) correspond exactly to the way the gray cells appear in Fig. 3a, b and
c respectively. Equations (5) and (6) are obtained by taking the spatio-temporal
position of the diamonds relatively to the black and white circles respectively.
The fourth case of both formulas corresponds to the degenerated case of a 0-edge
region, i.e. e = 0.
lcutt(x) =
∨
⎧
⎪⎪⎨
⎪⎪⎩
Dstt−1(x − 1) − 1  Dstt−1(x + 1) (LR0)
Dstt−1(x) − 1  Dstt−1(x + 1) (L1)
Dstt−2(x)  Dstt−1(x + 1) (L2)
lbrdt(x)∧ rbrdt(x)
(5)
rcutt(x) =
∨
⎧
⎪⎪⎨
⎪⎪⎩
Dstt−1(x − 1) − 1  Dstt−1(x + 1) (LR0)
Dstt−2(x − 1) − 1  Dstt−2(x) (R1)
Dstt−2(x − 1)  Dstt−1(x) (R2)
lbrdt(x)∧ rbrdt(x)
(6)
These two last equations detect the local maxima of the distance ﬁeld. Its two
slopes are also needed. Since all the neighbors of any cell located on the left side
have the same nearest border, we can easily deduce that the diﬀerence between
their values should be +2 by using the same reasoning on distance diﬀerences
used above (Fig. 3b). Similarly, the diﬀerence should be −4 for the right slope
cells.
linst(x) = Dstt−1(x − 1) + 2  Dstt−1(x + 1) (7)
rinst(x) = Dstt−1(x − 1) − 4  Dstt−1(x + 1) (8)
The following equations only make explicit the corresponding region ﬁelds, while
making sure that the right sub-region behaves as the whole space (compare
Eqs. (10) and (11) with Eqs. (1) and (2)).
⎧
⎨
⎩
lbrduLt (x) = lbrd
u
t (x)
insuLt (x) = lins
u
t (x)
rbrduLt (x) = lcut
u
t (x)
(9)
rawkut (x) = rcut
u
t (x)∨ rawkut−1(x − 1) (10)
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⎧
⎨
⎩
lbrduRt (x) = rcut
u
t (x) ∧ rawkut (x)
insuRt (x) = rins
u
t (x) ∧ rawkut (x)
rbrduRt (x) = rbrd
u
t (x) ∧ rawkut (x)
(11)
With this last touch, we fully reproduce the Mazoyer’s schema. One can see
that this matches the relations between the diagrams of Fig. 3.
Figure 5a illustrates the global behavior of our implementation. The “ﬁre”
event is triggered when a region of size 0-edge is built. A cell detects such event
by observing if it is both its leftmost and rightmost cells of its region.
ﬁrt(x) = ∃u ∈ {L, R}∗, lbrdut (x)∧ rbrdut (x) (12)
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(a) General on the left
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(b) General at the third
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(c) General at two-third
Fig. 5. Stacking up of the regions reveals the global structure of the Mazoyer’s schema.
4 Multi-generals, Synchronization Time, and Conclusion
As we state in the beginning, using ﬁelds has several beneﬁts. Among them this
solution is able to synchronize the space for many diﬀerent initializations. The
solution works for a general at any position.
The minimal synchronization time is achieved when the general in the left
third of the space. More precisely, a line of size n with the general at position
g ∈ {0, . . . , e = n − 1} synchronizes at time max(g + 2e3 , e − g + e3 ) + 2e3 .
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Figure 5 shows the global structure of the spatio-temporal diagram generated
by our solution for diﬀerent position of the general. These ﬁgures are obtained
by showing for each cell and timestep a color corresponding to the parity of the
depth of the region having a “meaningful state”.
The solution also works for many generals without any modiﬁcations since
very little properties are needed from the region ﬁelds as explained earlier.
In this solution there exists a temporal dependency of order 2 (Eqs. (5) and
(6)), but a close look will reveal that we don’t need the full neighborhood of
order two but only a temporal shift, it is a CA with memory (see [1]).
We did not implement the reduction to a ﬁnite CA, but as we did not modify
any of the properties that are necessary to obtain such, the process we previously
used will work (see [4]).
References
1. Alonso-Sanz, R., Martin, M.: Elementary cellular automata with memory. Complex
Syst. 14, 99–126 (2003)
2. Balzer, R.: An 8-state minimal time solution to the firing squad synchro-
nization problem. Inf. Control 10(1), 22–42 (1967). http://www.sciencedirect.
com/science/article/pii/S0019995867900320
3. Maignan, L., Yune`s, J.-B.: A spatio-temporal algorithmic point of view on firing
squad synchronisation problem. In: Sirakoulis, G.C., Bandini, S. (eds.) ACRI 2012.
LNCS, vol. 7495, pp. 101–110. Springer, Heidelberg (2012). http://dx.doi.org/
10.1007/978-3-642-33350-7 11
4. Maignan, L., Yune`s, J.-B.: Experimental finitization of infinite field-based gener-
alized FSSP solution. In: W ↪as, J., Sirakoulis, G.C., Bandini, S. (eds.) ACRI 2014.
LNCS, vol. 8751, pp. 136–145. Springer, Heidelberg (2014). http://dx.doi.org/
10.1007/978-3-319-11520-7 15
5. Mazoyer, J.: A six-state minimal time solution to the firing squad synchro-
nization problem. Theoret. Comput. Sci. 50(2), 183–238 (1987). http://www.
sciencedirect.com/science/article/pii/0304397587901241
6. Noguchi, K.: Simple 8-state minimal time solution to the firing squad
synchronization problem. Theoret. Comput. Sci. 314(3), 303–334 (2004).
http://www.sciencedirect.com/science/article/pii/S0304397503004250
7. Schmid, H., Worsch, T.: The firing squad synchronization problem with many
generals for one-dimensional CA. In: Levy, J.J., Mayr, E.W., Mitchell, J.C. (eds.)
Exploring New Frontiers of Theoretical Informatics. IFIP, vol. 155, pp. 111–124.
Springer, Heidelberg (2004)
8. Swerinski, H.: Time-optimum solution of the firing-squad-synchronization-problem
for n-dimensional rectangles with the general at an arbitrary position. Theoret.
Comput. Sci. 19, 305–320 (1982)
9. Umeo, H., Kubo, K., Takahashi, Y.: An isotropic optimum-time FSSP algorithm
for two-dimensional cellular automata. In: Malyshkin, V. (ed.) PaCT 2013. LNCS,
vol. 7979, pp. 381–393. Springer, Heidelberg (2013)
10. Waksman, A.: An optimum solution to the firing squad synchroniza-
tion problem. Inf. Control 9(1), 66–78 (1966). http://www.sciencedirect.com/
science/article/pii/S0019995866901100
A Class of Minimum-Time
Minimum-State-Change Generalized
FSSP Algorithms
Hiroshi Umeo(B) and Keisuke Imai
University of Osaka Electro-Communication,
Hastu-cho, 18-8, Neyagawa-shi, Osaka 572-8530, Japan
umeo@cyt.osakac.ac.jp
Abstract. The ﬁring squad synchronization problem (FSSP, for short)
on cellular automata has been studied extensively for more than ﬁfty
years, and a rich variety of FSSP algorithms has been proposed. Here
we consider the FSSP from a view point of state-change-complexity that
models the energy consumption of SRAM-type storage with which cel-
lular automata might be built. In the present paper, we propose a class
of minimum-time, minimum-state-change generalized FSSP (GFSSP, for
short) algorithms for synchronizing any one-dimensional (1D) cellular
automaton, where the synchronization operations are started from any
cell in the array. We construct two minimum-time minimum-state-change
GFSSP algorithms: one is based on Goto’s algorithm, known as the ﬁrst
minimum-time FSSP algorithm that is reconstructed again recently in
Umeo et al. [13], and the other is based on Gerken’s one. These algorithms
are optimum not only in time but also in state-change complexity.
1 Introduction
We study a synchronization problem that gives a ﬁnite-state protocol for
synchronizing large-scale cellular automata. The synchronization in cellular
automata has been known as a ﬁring squad synchronization problem (FSSP)
since its development, in which it was originally proposed by J. Myhill in Moore
[6] to synchronize some/all parts of self-reproducing cellular automata. The prob-
lem has been studied extensively for more than ﬁfty years, and a rich variety of
synchronization algorithms has been proposed.
Here we consider the FSSP from a view point of state-change-complexity
that models the energy consumption of SRAM-type storage with which cellular
automata might be built. In the present paper, we propose a class of n − 2 +
max(k, n − k + 1) minimum-time, Θ(n log n) minimum-state-change generalized
FSSP (GFSSP, for short) algorithms for synchronizing any one-dimensional (1D)
cellular automaton of length n, where the synchronization operations are started
from any cell k (1 ≤ k ≤ n) in the array. We construct two minimum-time
minimum-state-change GFSSP algorithms, one is based on Goto’s algorithm,
known as the ﬁrst minimum-time FSSP algorithm that is reconstructed again
c© Springer International Publishing Switzerland 2016
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recently in Umeo et al. [13], and the other is based on Gerken’s one. The Goto-
based GFSSP algorithm is realized on a cellular automaton with 434 internal
states and 13328 state-transition rules. The Gerken-based one is implemented
on a cellular automaton with 215 internal states and 4077 state-transition rules.
These algorithms are optimum not only in time but also in the state-change
complexity. The implemented minimum-time GFSSP algorithms are the ﬁrst
ones having the minimum-state-change complexity.
In Sect. 2 we give a description of the 1D FSSP and review some basic results
on FSSP and GFSSP algorithms. Section 3 gives new implementations and gen-
eralizations to the GFSSP algorithm having minimum-state-change complexity.
2 Firing Squad Synchronization Problem
2.1 Definition of Firing Squad Synchronization Problem
The ﬁring squad synchronization problem (FSSP, for short) is formalized in
terms of a model of cellular automata. Consider a 1D array of ﬁnite state
automata. All cells (except the end cells) are identical ﬁnite state automata. The
array operates in lock-step mode such that the next state of each cell (except
the end cells) is determined by both its own present state and the present states
of its right and left neighbors. All cells (soldiers), except one general cell, are
initially in the quiescent state at time t = 0 and have the property whereby
the next state of a quiescent cell having quiescent neighbors is the quiescent
state. At time t = 0 the general cell is in the fire-when-ready state, which is
an initiation signal to the array. The FSSP is stated as follows: given an array
of n identical cellular automata, including a general on the left end which is
activated at time t = 0, we want to give the description (state set and next-state
transition function) of the automata so that, at some future time, all of the cells
will simultaneously and, for the first time, enter a special firing state. The initial
general is on the left end of the array in the original FSSP.
C1 C2 C4 Cn
...
C3
Fig. 1. A one-dimensional (1D) cellular automaton.
Figure 1 shows a ﬁnite 1D cellular array consisting of n cells, denoted by Ci,
where 1 ≤ i ≤ n. The set of states and the next-state transition function must
be independent of n. Without loss of generality, we assume n ≥ 2. The tricky
part of the problem is that the same kind of soldiers having a ﬁxed number of
states must be synchronized, regardless of the length n of the array.
A formal deﬁnition of the FSSP is as follows: a cellular automaton M is a
pair M = (Q, δ), where
146 H. Umeo and K. Imai
1. Q is a ﬁnite set of states with three distinguished states G, Q, and F. G is an
initial general state, Q is a quiescent state, and F is a ﬁring state, respectively.
2. δ is a next state function such that δ : Q∪{∗}×Q×Q∪{∗} → Q. The state
* /∈ Q is a pseudo state of the border of the array.
3. The quiescent state Q must satisfy the following conditions: δ(Q, Q, Q) =
δ(∗, Q, Q) = δ(Q, Q, ∗) = Q.
A cellular automaton Mn of length n, consisting of n copies of M, is a 1D
array whose positions are numbered from 1 to n. Each M is referred to as a cell
and denoted by Ci, where 1 ≤ i ≤ n. We denote a state of Ci at time (step) t
by Sti, where t ≥ 0, 1 ≤ i ≤ n. A configuration of Mn at time t is a function
Ct : [1, n] → Q and denoted as St1St2 .... Stn. A computation of Mn is a sequence
of conﬁgurations of Mn, C0, C1, C2, ...., Ct, ..., where C0 is a given initial con-
ﬁguration. The conﬁguration at time t + 1, Ct+1, is computed by synchronous
applications of the next transition function δ to each cell of Mn in Ct such that:
St+11 = δ(∗, St1, St2), St+1i = δ(Sti−1, Sti, Sti+1), and St+1n = δ(Stn−1, Stn, ∗).
A synchronized configuration of Mn at time t is a conﬁguration Ct, Sti = F,
for any 1 ≤ i ≤ n.
The FSSP is to obtain an M such that, for any n ≥ 2,
1. A synchronized conﬁguration at time t = T (n), CT (n) =
n
︷ ︸︸ ︷
F, · · · , F can be
computed from an initial conﬁguration C0 = G
n−1
︷ ︸︸ ︷
Q, · · · , Q.
2. For any t, i such that 1 ≤ t ≤ T (n) − 1, 1 ≤ i ≤ n, Sti = F.
The generalized FSSP (GFSSP) is to obtain an M such that, for any n ≥ 2
and for any k such that 1 ≤ k ≤ n,
1. A synchronized conﬁguration at time t = T (k, n), CT (k,n) =
n
︷ ︸︸ ︷
F, · · · , F can be
computed from an initial conﬁguration C0 =
k−1
︷ ︸︸ ︷
Q, · · · , Q G
n−k
︷ ︸︸ ︷
Q, · · · , Q.
2. For any t, i, such that 1 ≤ t ≤ T (k, n) − 1, 1 ≤ i ≤ n, Sti = F.
No cells ﬁre before time t = T (k, n). We say that Mn is synchronized at time
t = T (k, n) and the function T (k, n) is a time complexity for the synchronization.
2.2 Some Related Results on FSSP and GFSSP
Here we summarize some basic results on FSSP algorithms.
• Minimum-time FSSP algorithms with a general at one end
The FSSP problem was ﬁrst solved by J. McCarthy and M. Minsky who
presented a 3n-step algorithm for n cells. In 1962, the ﬁrst minimum-time,
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i.e. (2n − 2)-step, synchronization algorithm was presented by Goto [3], with
each cell having several thousands of states. Waksman [16] presented a 16-
state minimum-time synchronization algorithm. Afterward, Balzer [1] and
Gerken [2] developed an eight-state algorithm and a seven-state synchroniza-
tion algorithm, respectively, thus decreasing the number of states required for
the synchronization. In 1987, Mazoyer [4] developed a six-state synchroniza-
tion algorithm which, at present, is the algorithm having the fewest states.
Theorem 1 (Goto [3], Waksman [16]). There exists a cellular automaton that
can synchronize any 1D array of length n in minimum 2n − 2 steps, where the
general is located at a left (or right) end.
• Generalized minimum-time FSSP algorithms
The generalized FSSP (GFSSP, for short) has also been studied, where an
initial general can be located at any position in the array. The same kind of
soldiers having a ﬁxed number of states must be synchronized, regardless of
the position k of the general and the length n of the array. Moore and Langdon
[7] ﬁrst studied the problem and presented a 17-state minimum-time GFSSP
algorithm, i.e. operating in n− 2+max(k, n− k +1) steps for n cells with the
general on the kth cell from left end of the array. See Umeo et al. [12] for
a survey on GFSSP algorithms and their implementations. Concerning the
GFSSP, it has been shown impossible to synchronize any array of length n
in less than n − 2 + max(k, n − k + 1) steps, where the general is located on
Ck, 1 ≤ k ≤ n.
Theorem 2 (Moore and Langdon [7] (Lower Bounds)). The minimum-time
in which the generalized ﬁring squad synchronization could occur is no earlier
than n− 2+max(k, n−k+1) steps, where the general is located on the kth cell
from left end.
Theorem 3 (Umeo et al. [12]). There exists an 8-state cellular automaton that
can synchronize any 1D array of length n in minimum n− 2+max(k, n− k +1)
steps, where the general is located on the kth cell from left end.
3 A Class of Minimum-Time, Minimum-State-Change
GFSSP Algorithms
3.1 Designing Minimum-Time GFSSP Algorithms
In this section we develop a general methodology for designing a minimum-
time GFSSP algorithm based on freezing-thawing technique. We can construct
a minimum-time GFSSP algorithm from any minimum-time FSSP algorithm
with a general at one end. The freezing-thawing technique developed in Umeo
[10] enables us to have an FSSP algorithm with an arbitrary synchronization
delay for 1D arrays. The freezing-thawing technique can be employed eﬃciently
for the design of a minimum-time, minimum-state-change GFSSP algorithms in
Sects. 3.3 and 3.4. The technique is described as follows:
148 H. Umeo and K. Imai
G
1/1
1/1
1/1
1/1
1/2
1/1
CkC1 Cn
t = k - 1
t = 0
t = n - k
t = 2k - 2
t = 2n - k - 1
t1 = n - 1
t2 = 2n - 2k
Cellular Space
Time
1/11/1
Cn-k+1
GR
GL
Fig. 2. Space-time diagram for the construction of minimum-time GFSSP algorithm.
Theorem 4 (Umeo [10]). Let t0, t1, t2 and Δt be any integer such that t0 ≥ 0,
t1 = t0 + n − 1, t1 ≤ t2 and Δt = t2 − t1. We assume that a usual synchroniza-
tion operation is started at time t = t0 by generating a special signal which acts
as a general at the left end of 1D array of length n. We also assume that the
right end cell of the array receives another special signals from outside at time
t1 = t0 + n − 1 and t2 = t1 + Δt, respectively. Then, there exists a 1D cellular
automaton that can synchronize the array of length n at time t = t0+2n−2+Δt.
Consider a cellular array C1, C2, ..., Cn of length n with an initial general on
Ck, where 1 ≤ k ≤ n. At time t = 0 the general sends a unit speed (1 cell/1 step)
signal to both ends. The cell Ck keeps its state to indicate its initial position
on the array. The signal reaches at the left and right ends at time t = k − 1
and t = n − k, respectively, and generates a new general, denoted as GL and
GR at each end. In Fig. 2, we illustrate a space-time diagram for the GFSSP
construction. Each general, GL and GR, starts minimum-time synchronization
operations for the cellular space where the general is at its end by sending out
a wake-up signal. At time t = n − 1 the two signals collide with each other on
the cell Cn−k+1 and the cellular space is divided into two parts by the collision.
First, we consider the case where the initial general is in the left half of the given
cellular space, i.e. k ≤ n − k + 1. The wake-up signal generated by GL reaches
Ck at time t = 2k − 2, then collides with the wake-up signal generated by GR.
The larger part (left one in this case) is synchronized by a usual way, however,
the small one is synchronized with time delay Δt = n − 2k + 1. The wake-up
signal for the larger part splits into two signals on Ck, one is an original wake-up
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A
B
A
B
A
B
A
A*
B*
A*
A*
A*
B*
B*
t = 0    
t = 2n - 2
1 2 n4 8 . . . . .
Cellular Space
.
.
.
.
.
.
.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
0 G Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
1 G >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
2 G a2 >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
3 Q a3) 1- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
4 Q a4 2) w >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
5 Q a5 |b (1) 6- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
6 Q |a (b3 a2 )- 7- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
7 Q |a) b4 a] 1- 8) Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
8 Q |a b5) |a 2] |b )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
9 Q |a |b a3) Q b1] w )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
10 Q |a |b a4 -) b2 ]- 6- )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
11 Q |a |b a5 Q b) 1- ]- 7- )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
12 Q |a |b |a 3- |b 2) Q 8] Q )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
13 Q |a |b |a 4- |b Q (1) 9- ]- Q )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
14 Q |a |b |a 5- |b (- a2 )- w ]- Q )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
15 Q |a |b |a Q (b3 Q |a 1- )- 6- ]- Q )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
16 Q |a |b |a (- b4 ]- |a 2- Q )- 7- ]- Q )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
17 Q |a |b |a) Q b5 Q a] Q 1- Q 8) Q ]- Q )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q
18 Q |a |b |a -) |b 3- |a ]- 2- Q |b )- Q ]- Q )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q
19 Q |a |b |a Q b) 4- |a Q ]- 1- |b w )- Q ]- Q )- Q >- Q Q Q Q Q Q Q Q Q Q Q Q
20 Q |a |b |a Q |b 5) |a Q Q 2] |b Q 6- )- Q ]- Q )- Q >- Q Q Q Q Q Q Q Q Q Q Q
21 Q |a |b |a Q |b Q a3) Q Q Q b1] Q Q 7- )- Q ]- Q )- Q >- Q Q Q Q Q Q Q Q Q Q
22 Q |a |b |a Q |b Q a4 -) Q Q b2 ]- Q 8- Q )- Q ]- Q )- Q >- Q Q Q Q Q Q Q Q Q
23 Q |a |b |a Q |b Q a5 Q -) Q |b 1- ]- 9- Q Q )- Q ]- Q )- Q >- Q Q Q Q Q Q Q Q
24 Q |a |b |a Q |b Q |a 3- Q -) |b 2- Q ]- w Q Q )- Q ]- Q )- Q >- Q Q Q Q Q Q Q
25 Q |a |b |a Q |b Q |a 4- Q Q b) Q 1- Q ]- 6- Q Q )- Q ]- Q )- Q >- Q Q Q Q Q Q
26 Q |a |b |a Q |b Q |a 5- Q Q |b -) 2- Q Q ]- 7- Q Q )- Q ]- Q )- Q >- Q Q Q Q Q
27 Q |a |b |a Q |b Q |a Q 3- Q |b Q -) 1- Q Q 8] Q Q Q )- Q ]- Q )- Q >- Q Q Q Q
28 Q |a |b |a Q |b Q |a Q 4- Q |b Q Q 2) Q Q 9- ]- Q Q Q )- Q ]- Q )- Q >- Q Q Q
29 Q |a |b |a Q |b Q |a Q 5- Q |b Q Q Q (1) Q Q w ]- Q Q Q )- Q ]- Q )- Q >- Q Q
30 Q |a |b |a Q |b Q |a Q Q 3- |b Q Q (- a2 )- Q Q 6- ]- Q Q Q )- Q ]- Q )- Q >- Q
31 Q |a |b |a Q |b Q |a Q Q 4- |b Q (- Q |a 1- )- Q Q 7- ]- Q Q Q )- Q ]- Q )- Q -<
32 Q |a |b |a Q |b Q |a Q Q 5- |b (- Q Q |a 2- Q )- Q 8- Q ]- Q Q Q )- Q ]- Q <c Q
33 Q |a |b |a Q |b Q |a Q Q Q (b3 Q Q Q |a Q 1- Q )- 9- Q Q ]- Q Q Q )- Q <d c| Q
34 Q |a |b |a Q |b Q |a Q Q (- b4 ]- Q Q |a Q 2- Q Q )- w Q Q ]- Q Q Q <c d| c| Q
35 Q |a |b |a Q |b Q |a Q (- Q b5 Q ]- Q |a Q Q 1- Q Q )- 6- Q Q ]- Q -< c| d| c| Q
36 Q |a |b |a Q |b Q |a (- Q Q |b 3- Q ]- |a Q Q 2- Q Q Q )- 7- Q Q <d Q c| d| c| Q
37 Q |a |b |a Q |b Q |a) Q Q Q |b 4- Q Q a] Q Q Q 1- Q Q Q 8) Q -< d| Q c| d| c| Q
38 Q |a |b |a Q |b Q |a -) Q Q |b 5- Q Q |a ]- Q Q 2- Q Q Q |b <c Q d| Q c| d| c| Q
39 Q |a |b |a Q |b Q |a Q -) Q |b Q 3- Q |a Q ]- Q Q 1- Q Q b<\ c| Q d| Q c| d| c| Q
40 Q |a |b |a Q |b Q |a Q Q -) |b Q 4- Q |a Q Q ]- Q 2- Q -< |b c\ Q d| Q c| d| c| Q
41 Q |a |b |a Q |b Q |a Q Q Q b) Q 5- Q |a Q Q Q ]- Q <1 Q |b c| \- d| Q c| d| c| Q
42 Q |a |b |a Q |b Q |a Q Q Q |b -) Q 3- |a Q Q Q Q <d 2- /1 |b c1\ Q d\ Q c| d| c| Q
43 Q |a |b |a Q |b Q |a Q Q Q |b Q -) 4- |a Q Q Q -< d| Q /2 |b c2\ Q d| \- c| d| c| Q
44 Q |a |b |a Q |b Q |a Q Q Q |b Q Q 5) |a Q Q -< Q d| Q /3 |b c3\ Q d| Q c\ d| c| Q
45 Q |a |b |a Q |b Q |a Q Q Q |b Q Q Q a3) Q -< Q Q d| /1 Q |b c| 1\ d| Q c| d\ c| Q
46 Q |a |b |a Q |b Q |a Q Q Q |b Q Q Q a4 <c) Q Q Q d| /2 Q |b c| 2\ d| Q c| d| c\ Q
47 Q |a |b |a Q |b Q |a Q Q Q |b Q Q Q a< >c -) Q Q d| /3 Q |b c| 3\ d| Q c| d| c| \-
48 Q |a |b |a Q |b Q |a Q Q Q |b Q Q <- |a c\ -> -) Q /1d Q Q |b c| Q d1\ Q c| d| c| Q
49 Q |a |b |a Q |b Q |a Q Q Q |b Q <- Q |a c| \- -> -) /2d Q Q |b c| Q d2\ Q c| d| c| Q
50 Q |a |b |a Q |b Q |a Q Q Q |b <- Q Q |a c| Q \- -> /3d Q Q |b c| Q d3\ Q c| d| c| Q
51 Q |a |b |a Q |b Q |a Q Q Q <b\ Q Q Q |a c| Q Q /g\ {d> Q Q |b c| Q d| Q c| d| c| Q
52 Q |a |b |a Q |b Q |a Q Q <- /\ \- Q Q |a c| Q -/ {/\ {}\ -> Q |b c| Q d| Q c| d| c| Q
53 Q |a |b |a Q |b Q |a Q <- Q /b\ Q \- Q |a c| -/ -{ /b\ {d} \- -> |b c| Q d| Q c| d| c| Q
54 Q |a |b |a Q |b Q |a <- Q /1 Q 1\ Q \- |a /c -{ /1 {1 1\ 1} \- >b c| Q d| Q c| d| c| Q
55 Q |a |b |a Q |b Q a< Q Q /2 Q 2\ Q Q /a\ c} Q /2 {2 2\ 2} Q /a >c Q d| Q c| d| c| Q
56 Q |a |b |a Q |b <- |a \- Q /3 Q 3\ Q -/ |a c\ }- /3 {3 3\ 3} -/ {a c| -> d| Q c| d| c| Q
57 Q |a |b |a Q <b\ Q |a Q /g\ Q Q Q /g\ Q |a c| /g\ {g} Q Q /g\ {g} |a c| Q {d> Q c| d| c| Q
58 Q |a |b |a <- /\ \- |a -/ /\ \- Q -/ /\ \- |a /c {/\ {}\ }- -/ {/\ {}\ a} c| -{ {} -> c| d| c| Q
59 Q |a |b a< Q /b\ Q /a\ Q /b\ Q /\ Q /b\ Q /a\ c} /b\ {d} /\ {} /b\ {d} /a {c} Q {d} Q >c d| c| Q
60 Q |a <b\ |a /g\ Q /g\ |a /g\ Q /g\ Q /g\ Q /g\ |a /g\ {g} /g\ {g} /g\ {g} /g\ {g} c| {g} Q {g} c| {d> c| Q
61 Q /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ {} {} {} {} {} {} {} Q
62 F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F
Fig. 3. An overview of the reconstructed Goto’s FSSP algorithm (left) and its snapshots
on 32 cells of the 166-state, 4378-transition-rule implementation in Umeo et al. [13].
signal and the other is a new slow signal which follows the wake-up signal at 1/2-
speed. Note that the wake-up signal for the smaller part (right one in this case)
never reaches Ck. As for the synchronization for the smaller part, a freezing-
signal is generated at time t1 = n − 1 on Cn−k+1 and the state conﬁguration
in the smaller part is frozen by the propagation of the 1/1-speed right-going
freezing signal. At time t2 = 2n − 2k, the split slow signal reaches Cn−k+1
and there a thawing signal is generated. The thawing signal thaws the frozen
conﬁguration progressively. Theorem4 shows that the smaller part of length k
is synchronized at time t = 2n − k − 1. The larger part is also synchronized
at time t = 2n − k − 1. Thus, the whole space can be synchronized at time
t = 2n − k − 1 = n − 2 + max(k, n − k + 1). Similar discussions can be made in
the case where the initial general is in the right half of the cellular space. It is
seen that any minimum-time FSSP algorithm with a general at one end can be
embedded as a sub-algorithm for the synchronization of divided parts. A similar
technique was used for solving FSSP with many generals in Schmid and Worsch
[8]. Thus, we have:
Theorem 5. The schema given above can realize a minimum-time GFSSP algo-
rithm by implementing two minimum-time FSSP algorithms with a general at
one end.
3.2 State-Change Complexity
Vollmar [15] introduced a state-change complexity in order to measure the eﬃ-
ciency of cellular automata, motivated by energy consumption in certain SRAM-
type memory systems. The state-change complexity is deﬁned as the sum of
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proper state changes of the cellular space during the computations. A formal
deﬁnition is as follows: Consider an FSSP (GFSSP) algorithm operating on n
cells. Let T (n) (resp., T (k, n)) be synchronization steps of the FSSP (GFSSP)
algorithm. We deﬁne a matrix C of size T (n)×n (T (n) rows, n columns) (resp.,
T (k, n) × n (T (k, n) rows, n columns)) over {0, 1}, where each element ci,j on
ith row, jth column of the matrix C is deﬁned:
ci,j =
{
1 Sji = Sj−1i
0 otherwise.
(1)
The state-change complexity SC(n)(resp., SCg(n)) of the FSSP (GFSSP)
algorithm is the sum of 1’s elements in C deﬁned as:
SC(n) =
T (n)∑
j=1
n∑
i=1
ci,j , (2)
SCg(n) = 1/n
n∑
k=1
T (k,n)∑
j=1
n∑
i=1
ci,j . (3)
Vollmar [15] showed that Ω(n log n) state-changes are required for synchro-
nizing n cells in (2n − 2) steps.
Theorem 6 (Vollmar [15]). Ω(n log n) state-change is necessary for synchroniz-
ing n cells in minimum-steps.
Gerken [2] presented a minimum-time, Θ(n log n) minimum-state-change
FSSP algorithm with a general at one end.
Theorem 7 (Gerken [2]). Θ(n log n) state-change is suﬃcient for synchronizing
n cells in 2n − 2 steps.
Goto’s algorithm (Goto [3]) has been known as the ﬁrst minimum-time FSSP
algorithm, however the paper itself has been a mysterious one for a long time
due to its hard accessibility. Umeo [9] reconstructed the Goto’s algorithm and it
is noted in Umeo [11] that the algorithm has Θ(n log n) minimum-state-change
complexity. Mazoyer [5] also reconstructed the algorithm again. Yune`s [17] gave a
new construction of Goto-like algorithms using the Wolfram’s rule 60. Recently,
Umeo et al. [13] reconstructed the Goto’s algorithm again and realized it on a
cellular automaton having 166-state and 4378 transition rules.
Theorem 8 (Umeo [11], Umeo et al. [13]). The reconstructed Goto’s algorithm
has Θ(n log n) state-change complexity for synchronizing n cells in 2n − 2 steps.
In order to get a minimum-time, minimum-state-change GFSSP algorithm,
we embed the reconstructed Goto’s algorithm and Gerken’s one with a general
at one end. The state-change complexity in the right and left parts in Fig. 2 is
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
0 Q Q Q Q Q Q G Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
1 Q Q Q Q Q -< GM >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
2 Q Q Q Q -< -< GM >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
3 Q Q Q -< -< Q GM Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
4 Q Q -< -< Q Q GM Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
5 Q -< -< Q Q Q GM Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
6 >- -< Q Q Q Q GM Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
7 G >- Q Q Q Q GM Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
8 -) a2 >- Q Q Q GM Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
9 Q a3) 1- >- Q Q GM Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
10 Q a4 2) w- >- Q GM Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
11 Q a5 b (a1) 6- >- GM Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q
12 Q a (b3 a2 )- 7- >G Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q
13 Q a) b4 a] 1- 8) 2- *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q
14 Q a b5) a 2] *b )- 1- *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q
15 Q a b a3) Q b1] w- *)2- Q *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q
16 Q a b a4 -) *b2 ]- 6- *)1- Q *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q
17 Q a b a5 Q b) 1- ]- 27- )- Q *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q
18 Q a b a 3- b 2) Q 8] 1- )- Q *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q
19 Q a b a 4- b Q (a1) 9- 2] Q )- Q *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q
20 Q a b a 5- b (- a2 )- w- 1] Q )- Q *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q
21 Q a b a Q (b3 Q a 1- )- 26- ]- Q )- Q *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q
22 Q a b a (- b4 ]- a 2- Q )- 17- ]- Q )- Q *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q
23 Q a b a) Q b5 Q a] Q 1- Q 28) Q ]- Q )- Q *>- Q Q Q Q Q Q Q Q Q Q >- >- Q Q
24 Q a b a -) b 3- a ]- 2- Q *b *)1- Q ]- Q )- Q *>- Q Q Q Q Q Q Q Q Q Q >- >- Q
25 Q a b a Q b) 4- a Q ]- 1- *b 2w- )- Q ]- Q )- Q *>- Q Q Q Q Q Q Q Q Q Q >- -<
26 Q a b a Q b 5) a Q Q 2] *b Q 16- )- Q ]- Q )- Q *>- Q Q Q Q Q Q Q Q Q -< G
27 Q a b a Q b Q a3) Q Q Q b1] Q 2- 7- )- Q ]- Q )- Q *>- Q Q Q Q Q Q Q -< 2a (-
28 Q a b a Q b Q a4 -) Q Q *b2 ]- Q 18- Q )- Q ]- Q )- Q *>- Q Q Q Q Q -< -1 (3a Q
29 Q a b a Q b Q a5 Q -) Q *b 1- ]- 29- Q Q )- Q ]- Q )- Q *>- Q Q Q -< -w (2 4a Q
30 Q a b a Q b Q a 3- Q -) *b 2- Q ]- 1w- Q Q )- Q ]- Q )- Q *>- Q -< -6 (1a) b 5a Q
31 Q a b a Q b Q a 4- Q Q b) Q 1- Q 2] 6- Q Q )- Q ]- Q )- Q G> -7 -( 2a 3b) a Q
32 Q a b a Q b Q a 5- Q Q b -) 2- Q Q 1] 7- Q Q )- Q ]- Q <c GM *c> -1 [a 4b (a Q
33 Q a b a Q b Q a Q 3- Q b Q -) 1- Q 2- 8] Q Q Q )- Q <d c GM c *d> a (5b a Q
34 Q a b a Q b Q a Q 4- Q b Q Q 2) Q Q 19- ]- Q Q Q <c d c GM c d *ga b a Q
35 Q a b a Q b Q a Q 5- Q b Q Q Q (a1) Q 2- w- ]- Q -< c d c GM c d *ga b a Q
36 Q a b a Q b Q a Q Q 3- b Q Q (- a2 )- Q 1- 6- <d Q c d c GM c d *ga b a Q
37 Q a b a Q b Q a Q Q 4- b Q (- Q a 1- )- 2- -< d Q c d c GM c d *ga b a Q
38 Q a b a Q b Q a Q Q 5- b (- Q Q a 2- Q <c 1- d Q c d c GM c d *ga b a Q
39 Q a b a Q b Q a Q Q Q (b3 Q Q Q a Q <1 c 2- d Q c d c GM c d *ga b a Q
40 Q a b a Q b Q a Q Q (- b4 ]- Q Q a -< 2- c Q d1 Q c d c GM c d *ga b a Q
41 Q a b a Q b Q a Q (- Q b5 Q ]- Q <a Q Q c1 Q d2 Q c d c GM c d *ga b a Q
42 Q a b a Q b Q a (- Q Q b 3- Q <d *a Q Q c2 Q d 1- c d c GM c d *ga b a Q
43 Q a b a Q b Q a) Q Q Q b 4- -< d *a Q Q c 1- d 2- c d c GM c d *ga b a Q
44 Q a b a Q b Q a -) Q Q b <- -> d *a Q Q c 2- d Q c1 d c GM c d *ga b a Q
45 Q a b a Q b Q a Q -) Q <b\ Q Q {d> *a Q Q c Q d1 Q c2 d c GM c d *ga b a Q
46 Q a b a Q b Q a Q Q )c< /\ \- -{ {} *>a Q Q c Q d2 Q c d1 c GM c d *ga b a Q
47 Q a b a Q b Q a Q <- c /b\ -{ \- {d} a -> Q c Q d 1- c d2 c GM c d *ga b a Q
48 Q a b a Q b Q a <- Q /1c -{ 1\ {1 \- a1} Q -> c Q d 2- c d c1 GM c d *ga b a Q
49 Q a b a Q b Q a< Q Q /2c} Q 2\ {2 Q /a2} Q Q >c Q d Q c1 d c2 GM c d *ga b a Q
50 Q a b a Q b <- a \- Q /3c }- 3\ {3 -/ a3} Q -{ c -> d Q c2 d c >G c d *ga b a Q
51 Q a b a Q <b\ Q a Q /g\ c Q {g} /g\ Q a {g} Q c Q {d> Q c d1 c G c> d *ga b a Q
52 Q a b a <- /\ \- a -/ /\ c\ -{ /{} /\} \- {a {} }- c -{ {} -> c d2 c G c d> *ga b a Q
53 Q a b a< Q /b\ Q /a\ Q /b\ c} /\ {d} /b\ {} /a {d} Q {c} Q {d} Q >c d c G c d ga b a Q
54 Q a <b\ a /g\ Q /g\ a /g\ Q /c {g} /g\ {g} /g\ a} Q {g} c {g} Q {g} c {d> c G c <d} a /b> a Q
55 Q /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ {} {} {} {} {} {} {} {} {} G {} {} /\ /\ /\ Q
56 F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F
0 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q G Q Q Q Q Q Q Q Q Q Q Q Q
1 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q -< GM >- Q Q Q Q Q Q Q Q Q Q Q
2 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q -< -< GM >- >- Q Q Q Q Q Q Q Q Q Q
3 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q -< -< Q GM Q >- >- Q Q Q Q Q Q Q Q Q
4 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q -< -< Q Q GM Q Q >- >- Q Q Q Q Q Q Q Q
5 Q Q Q Q Q Q Q Q Q Q Q Q Q Q -< -< Q Q Q GM Q Q Q >- >- Q Q Q Q Q Q Q
6 Q Q Q Q Q Q Q Q Q Q Q Q Q -< -< Q Q Q Q GM Q Q Q Q >- >- Q Q Q Q Q Q
7 Q Q Q Q Q Q Q Q Q Q Q Q -< -< Q Q Q Q Q GM Q Q Q Q Q >- >- Q Q Q Q Q
8 Q Q Q Q Q Q Q Q Q Q Q -< -< Q Q Q Q Q Q GM Q Q Q Q Q Q >- >- Q Q Q Q
9 Q Q Q Q Q Q Q Q Q Q -< -< Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q >- >- Q Q Q
10 Q Q Q Q Q Q Q Q Q -< -< Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q >- >- Q Q
11 Q Q Q Q Q Q Q Q -< -< Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q Q >- >- Q
12 Q Q Q Q Q Q Q -< -< Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q Q Q >- -<
13 Q Q Q Q Q Q -< -< Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q Q Q -< G
14 Q Q Q Q Q -< -< Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q Q -< 2a (-
15 Q Q Q Q -< -< Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q -< -1 (3a Q
16 Q Q Q -< -< Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q -< -w (2 4a Q
17 Q Q -< -< Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q -< -6 (1a) b 5a Q
18 Q -< -< Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q -< -7 -( 2a 3b) a Q
19 >- -< Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q -< Q (8 -1 [a 4b (a Q
20 G >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q -< Q -( *b [2 a (5b a Q
21 -) a2 >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q -< Q -( -w [1b Q (3a b a Q
22 Q a3) 1- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q -< Q -( -6 -[ *2b (- 4a b a Q
23 Q a4 2) w- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM -< Q -( -7 -[ -1 (b Q 5a b a Q
24 Q a5 b (a1) 6- >- Q Q Q Q Q Q Q Q Q Q Q Q Q G< Q -( Q [8 Q (2 b -3 a b a Q
25 Q a (b3 a2 )- 7- >- Q Q Q Q Q Q Q Q Q Q Q *-< -2 -( Q -[ -9 (1a) Q b -4 a b a Q
26 Q a) b4 a] 1- 8) Q >- Q Q Q Q Q Q Q Q Q *-< -1 -( Q -[ -w -( 2a -) b -5 a b a Q
27 Q a b5) a 2] *b )- Q >- Q Q Q Q Q Q Q *-< Q *-2( Q -[ -6 -( -1 a Q 3b) Q a b a Q
28 Q a b a3) Q b1] w- )- Q >- Q Q Q Q Q *-< Q *-1( Q -[ -7 -( Q -2 a -[ 4b -) a b a Q
29 Q a b a4 -) *b2 ]- 6- )- Q >- Q Q Q *-< Q -( -2 -[ Q (8 Q -1 Q [a Q 5b Q (a b a Q
30 Q a b a5 Q b) 1- ]- 7- )- Q >- Q *-< Q -( -1 -[ Q -( *b Q -2 -[ a -3 b (- a b a Q
31 Q a b a 3- b 2) Q 8] Q )- Q <G Q -( Q [2 Q -( -w *b -1 -[ Q a -4 (b Q a b a Q
32 Q a b a 4- b Q (a1) 9- ]- Q *<c GM c> Q [1 Q -( -6 Q *b [2 Q Q a (5 b Q a b a Q
33 Q a b a 5- b (- a2 )- w- *<d c GM c d> -2 -( -7 Q Q [1b Q Q Q (3a Q b Q a b a Q
34 Q a b a Q (b3 Q a 1- *<c d c GM c 1d c> Q -8 Q -[ *2b Q Q (- 4a Q b Q a b a Q
35 Q a b a (- b4 ]- a *-<2 c d c GM c 2d c >- -9 -[ -1 *b Q (- Q 5a Q b Q a b a Q
36 Q a b a) Q b5 Q *<e 2 c d c GM 1c d c Q d> Q -2 *b (- Q -3 a Q b Q a b a Q
37 Q a b a -) b *G< e 2 c d c GM 2c d c Q d 1> Q (b Q Q -4 a Q b Q a b a Q
38 Q a b a Q b *g e 2 c d c G< c d c Q d -2 (c> b Q Q -5 a Q b Q a b a Q
39 Q a b a Q b *g e 2 c d <c G c d c Q 1d *(- *c />b Q -3 Q a Q b Q a b a Q
40 Q a b a Q b *g e 2 c <d c G c d c Q *(2d Q */c *b >- -4 Q a Q b Q a b a Q
41 Q a b a Q b *g e 2 <c d c G c d c *1a d -/ *c *b <- -> Q a Q b Q a b a Q
42 Q a b a Q b *g e <2 c d c G c d c *2a /d Q */1c b< 1\ Q -> a Q b Q a b a Q
43 Q a b a Q b *g <e Q c1 d c G c d 1c *a\ d Q */2c< b 2\ Q Q >a Q b Q a b a Q
44 Q a b a Q b g e Q c2 d c G c d 2c *a d\ <- /3c b 3\ Q -/ a -> b Q a b a Q
45 Q a b a Q <b\ Q >e Q c d1 c G c 1d c *a <d} /g\ c b Q /g\ Q a Q /b> Q a b a Q
46 Q a b a <- /\ \- e -> c d2 c G c 2d c *a< /{} /\} c\ b -/ /\ \- a -/ /\ -> a b a Q
47 Q a b a< Q /b\ Q e Q >c d c G c d c< a\ {d} /b\ {c /\ Q /b\ Q /a\ Q /b\ Q >a b a Q
48 Q a <b\ a /g\ Q /g\ e {g} c {d> c G c <d} c {a /g\ {g} c\ Q /g\ Q /g\ a /g\ Q /g\ a /b> a Q
49 Q /\ /\ /\ /\ /\ /\ /\ {} {} {} {} G {} {} {} /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ Q
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Fig. 4. Snapshots of conﬁgurations for Goto-based minimum-time, minimum-state-
change GFSSP algorithm developed on n = 32 cells with a general on C7 (left) and
C20 (right), respectively.
O((n − k + 1) log(n − k + 1)) and O(k log k), respectively, thus the total state-
change-complexity of the constructed GFSSP algorithm is O((n−k +1) log(n−
k + 1)) + O(k log k) ≤ O(n log n).
Thus, we have:
Theorem 9. There exists a minimum-time, minimum-state-change GFSSP
algorithm.
3.3 An Implementation of Goto-Based Minimum-Time,
Minimum-State-Change GFSSP Algorithm
The algorithm that Umeo [9] reconstructed is a non-recursive algorithm consist-
ing of a marking phase and a 3n-step synchronization phase. In the ﬁrst phase, by
printing a special marker in the cellular space, the entire cellular space is divided
into many smaller subspaces, each length of which increases exponentially with a
common ratio of two, that is 2j , for any integer j ≥ 1. The exponential marking
is made by counting cells from both left and right ends of a given cellular space.
In the second phase, each subspace is synchronized by starting a well-known con-
ventional 3n-step synchronization algorithm from center point of each divided
subspace. Figure 3 illustrates an overview of the reconstructed Goto’s algorithm.
It can be seen that the overall algorithm does not call itself. Based on the recon-
structed Goto’s algorithm, we realize a minimum-time, minimum-state-change
GFSSP algorithm on a cellular automaton with 434 internal states and 13328
state-transition rules. Figure 4 shows some snapshots for the constructed GFSSP
algorithm on 32 cells with a general on C7 (left) and C20 (right), respectively.
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12 !! Q 5| Q Q /- 1| Q Q Q Q Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
13 !! Q 6| Q /- Q 2| Q Q Q Q Q Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
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36 !! Q |- Q Q Q |- 4- \- Q Q Q Q Q |- Q Q Q 1- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q -(
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39 !! Q |- Q Q Q |- 7- Q Q Q \- Q Q |- Q Q Q Q 2- Q Q Q Q Q Q Q Q Q Q Q Q Q -( Q Q Q
40 !! Q |- Q Q Q |- Q 3- Q Q Q \- Q |- Q Q Q Q Q 1- Q Q Q Q Q Q Q Q Q Q Q -( Q Q Q Q
41 !! Q |- Q Q Q |- Q 4- Q Q Q Q \- |- Q Q Q Q Q 2- Q Q Q Q Q Q Q Q Q Q -( Q Q Q Q Q
42 !! Q |- Q Q Q |- Q 5- Q Q Q Q Q \| Q Q Q Q Q Q 1- Q Q Q Q Q Q Q Q -( Q Q Q Q Q Q
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Fig. 5. Space-time diagram of Gerken’s FSSP algorithm (left) and its snapshots on 37
cells.
Fig. 6. Snapshots of conﬁgurations of Gerken-based minimum-time, minimum-state-
change GFSSP algorithm developed on n = 34 cells with a general on C10 (left) and
C22 (right), respectively.
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3.4 An Implementation of Gerken-Based Minimum-Time,
Minimum-State-Change GFSSP Algorithm
Gerken [2] constructed a minimum-time 157-state FSSP algorithm and showed
that the algorithm has a minimum-state-change complexity. The algorithm is
the ﬁrst one having the Θ(n log n) minimum-state-change complexity for syn-
chronizing n cells with a general at one end. Figure 5 gives a space-time diagram
for the algorithm (left) and some snapshots for the synchronization processes on
37 cells. Based on the algorithm, we realize a minimum-time, minimum-state-
change GFSSP algorithm on a cellular automaton with 215 internal states and
4077 state-transition rules. Figure 6 shows some snapshots for the constructed
GFSSP algorithm on 34 cells with a general on C10 (left) and C22 (right), respec-
tively. Diﬀerent snapshots can be found in Umeo et al. [14].
4 Summary
We studied the FSSP from a view point of state-change-complexity that models
the energy consumption of SRAM-type storage with which cellular automata
might be built. We have constructed two minimum-time minimum-state-change
GFSSP algorithms: one is based on Goto’s algorithm, known as the ﬁrst
minimum-time FSSP algorithm, and the other is based on Gerken’s one. The
Goto-based GFSSP algorithm is realized on a cellular automaton with 434 inter-
nal states and 13328 state-transition rules. The Gerken-based one is implemented
on a cellular automaton with 215 internal states and 4077 state-transition rules.
These algorithms are optimum not only in time but also in the state-change com-
plexity. The implemented minimum-time GFSSP algorithms are the ﬁrst ones
having the minimum-state-change complexity.
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Abstract. We study how to coordinate a team of agents to locate a hid-
den source on a two-dimensional discrete grid. The challenge is to ﬁnd
the position of the source with only sporadic detections. This problem
arises in various situations, for instance when insects emit pheromones
to attract their partners. A search mechanism named infotaxis was pro-
posed to explain how agents may progressively approach the source by
using only intermittent detections.
Here, we study the problem of doing a collective infotaxis search with
agents that are almost memoryless. We present a bio-inspired model
which mixes stochastic cellular automata and reactive multi-agent sys-
tems. The model, inspired by the behaviour of the social amoeba Dic-
tyostelium discoideum, relies on the use of reaction-diﬀusion waves to
guide the agents to the source. The random emissions of waves allows
the formation of a group of amoebae, which successively act as emitters
of waves or listeners, according to their local perceptions. We present
a ﬁrst study that shows that the model is worth considering and may
provide a simple solution to coordinate a team to perform a distributed
form of infotaxis.
Keywords: Bio-inspired models · Multi-agent systems · Infotaxis ·
Asynchronous cellular automata · Probabilistic cellular automata
1 Introduction
We study how to coordinate a team of agents to perform a collective search in
a two-dimensional environment. The team of agents needs to locate a source
which emits an information that can only be detected sporadically. This prob-
lem arises in various situations, for instance when insects emit pheromones to
attract their partners. There are cases where the pheromones are dispersed by a
turbulent environment, which makes it impossible to ﬁnd the emitting source by
simply following a gradient. As the pheromones are distributed in patches, the
agents need to rely on random events and adapt their movement according to the
detections they make. Vergassola et al. named infotaxis a search strategy which
consists in maximizing the information gain on the location of the source [6].
c© Springer International Publishing Switzerland 2016
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Here, we study this problem in the context of cellular automata. Imagine a
team of agents that are randomly dispersed on a two-dimensional grid. The teams
needs to locate a particular cell, the emitting source but the agents have a very
small internal memory and they have no map of their environment nor can they
build one. Their perception is limited to the cells situated at a short distance
from their location, and the information contained in these cells is minimal,
typically, each cell can adopt only a few states. At each time step, the agents
may detect the presence of the source (make a “hit”), but without knowing the
direction of the source, nor its distance. The detection probability increases as
one gets closer to the source and this is the only help that can guide the agents
to the source. Given the fact that they made a hit or not, the agents can move
or change the state of the cell they are located on. Under such circumstances,
how can a team of agents achieve a form of coordination in order to eﬃciently
locate the source?
One may call this problem the distributed infotaxis problem with memoryless
agents. In contrast, (classical) infotaxis has been mainly studied with agents
that remember where the hits occurred. This allows them to build a map of their
environment according to the detections they have made. Since the detections are
stochastic events, the map is progressively adjusted. Interestingly, it was shown
that a good search strategy does not necessarily consist in always trying to
approach the source. It also an advantage to move orthogonally to the estimated
direction of the source in order to improve the process of locating the direction of
source [6]. However, the use of a map in virtual agents or in real robots imposes a
certain degree of complication. Diﬀerent solutions have been proposed to simplify
this scheme. In particular, Masson has proposed to use only a projection of the
map of probabilities into a pre-determined form, where appears detection and
non-detection terms [4]. Later on, this technique was extended by Zhang et al.
to coordinate a team of robots [7].
We ask if we can further simplify the solution by using agents that do not
remember where previous detections have occurred. In this context, the previous
solutions cannot be used and the challenge is to ﬁnd a method to guide the
agents to the source in better way than a pure random walk.
In a previous work we considered the decentralised aggregation problem:
the agents need to gather and form a compact group in a totally decentralised
way with only local perceptions and no memory of their previous actions. We
proposed to use a bio-inspired model, the social amoebae model, to perform this
gathering task [2]. The aggregation scheme imitates the behaviour which occurs
in the ﬁrst phase of grouping in the social amoeba Dictyostelim discoideum. The
mechanism relies on the asynchronous emission of reaction-diﬀusion waves in
the environment: the amoebae alternatively speak and listen and these diﬀerent
roles are governed by simple random events (see more details in Ref. [2]). There
is a trade-oﬀ to ﬁnd between these two roles to ensure an eﬃcient gathering
process.
We modify this aggregation scheme to make the team of amoebae detect a
hidden source. Informally, the system works as follows: in absence of information,
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an agent performs a random walk on the grid. When it makes a detection,
which should be a rare event, it triggers a reaction-diﬀusion wave in the grid.
This wave will propagate and attract the other agents towards the emitting
agent. The repetition of these events will progressively help to form a group.
However this group will not be static: the agents that are closer to the source
will have a tendency to emit more often that the agents that are far from it. As
a consequence, the group will progressively move towards the source and ﬁnally
reach its target. The coordination of the group is ensured by the asynchronous
nature of interactions: there are no leaders to take the decisions but instead
each agent has the possibility to emit waves or to “listen” to the emissions of
the others according to some particular stochastic behaviour that needs to be
adjusted appropriately.
It can be noted that although seducing, the success of this scenario is not
guaranteed. Indeed, this indirect communication process between agents, also
called stigmergy, must take place in a group that is neither too compact nor too
sparse. An excessive grouping of agents is detrimental because their movements
occur in a more restricted zone than if they were absolutely free to wander on
the grid. On the contrary, if they stay away from each other, the agents will
have no tendency to move collectively to the source. In this note, we explore this
trade-oﬀ with some ﬁrst numerical simulations. We analyse if there are some
particular conditions in which the amoebae-infotaxis model can be beneﬁcial.
We do not bring any deﬁnitive answer to the problem of distributed infotaxis
but rather aim at showing that a simple search strategy with cellular automata
is worthy of consideration.
2 Presentation of the Model
Our model is deﬁned on a ﬁnite square grid denoted by L = {1, . . . , L} ×
{1, . . . , L}. This model, that we could name the amobae-infotaxis model, is
composed of two interacting layers: the environment and the amoebae.
The environment is a cellular automaton composed of the cells of the grid.
The states of the cells are taken in a ﬁnite set Q that will be speciﬁed below. The
global state of the environment is called a configuration and the set of conﬁgu-
rations is denoted by QL. At each time step, each cell calculates its new state
according to its own state and the states of its neighbours and a possible inﬂu-
ence from the amoebae. In other words, the environment is a cellular automaton
which is in interaction with a system of reactive agents.
The emitting source is modelled by a distinguished cell σ ∈ L, whose location
is ﬁxed. As mentioned earlier, in this problem, the cells can only make binary
detections and the probability of detection decreases with the distance to the
emitting source. This property is modelled by the introduction of a probability
detection ﬁeld ρ : L → [0, 1] which associates to each cell the probability to make
a detection in this given cell. Here, we work with a ﬁeld which follows an inverse
square law; it is described with: ρ(σ) = 1 and
∀c = σ, ρ(c) = K
d(c, σ)2
,
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where d(c, c′) = |cx − c′x| + |cy − c′y| is the Manhattan distance between two
cells of the grid c = (cx, cy) and c′ = (c′x, c
′
y), and where K < 1 is an arbitrary
constant. Other authors have used an exponential decrease with the distance
to the source. We prefer to use a 1/d2 function in order to allow the existence
of a small, but non negligible, probability of detection in the cells that are far
from the source. Note that this ﬁeld does not make the problem non-local: the
probabilities are simply some ﬁxed parameters that cannot be “read” directly
by the cells nor by the agents. Also note that this ﬁeld may be computed by a
local rule if one wishes to do so (by assigning a particular state to the source
and computing the probabilities with a diﬀusion equation).
The amoebae are reactive agents: they are described by their positions on the
grid and their internal state, which is binary and taken in the set S = {rec, emi},
which correspond to a receiver and emitter state, respectively. For a set of N
amoebae, we will denote by p = (pi) ∈ LN the vector of all positions on the grid
and by s = (si) ∈ SN the vector of all internal states. The quantity pi and si
thus denote the position and the internal state of the i-th amoeba, respectively.
With these notations, we can describe our model with a dynamical sys-
tem F , which operates on the space QL × LN × SN . For an initial condition
(x0, p0, s0) ∈ QL × LN × SN , its evolution is described by the recursive equa-
tion: (xt+1, pt+1, st+1) = F (xt, pt, st). Let us now describe how these quantities
are calculated1.
Evolution of the Cells. The set of states of the cells is given by Q = {e, r, n},
which respectively correspond to the excited, refractory and neutral states. This
environment implements a simple reaction-diﬀusion law, called the Greenberg-
Hastings model (see e.g. Ref. [1]). Informally, a cell becomes excited if it is neutral
and (a) if it has at least one excited neighbour or (b) if it is excited externally
by an amoeba. An excited cell always becomes refractory, and a refractory cell
always become neutral.
To deﬁne this law, we introduce the function ξe that selects the excited cells
around a given cell:
ξe(x, c) = {d ∈ D, c + d ∈ L, xc+d = e}
where D = {(0, 1), (0,−1), (1, 0), (−1, 0)} represents the four cardinal directions.
This means that our cellular automaton uses the von Neumann neighbourhood
but note that it can also be easily applied to other types of neighbourhoods [2].
We then deﬁne the modiﬁed Greenberg-Hastings law of evolution of the cells
with, for all c ∈ L:
xt+1c =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
e if xtc = n and
(
ξe(xt, c) is not empty
or ∃i, pti = c and sti = emi
)
r if xtc = e
n otherwise.
1 We make a slight abuse in notations because we use the formalism of classical dynam-
ical systems even though our function F is stochastic.
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Evolution of the Amoebae. First, we need to describe the fact that some
amoebae will make a hit, that is, detect the source with a given probability which
depends on their location. To this end we introduce the sequence of random
variables (Ht), where Ht tells whether a hit occurs on a given cell at a given
time t:
∀c ∈ L, Ht(c) =
{
1 with probability ρ(c)
0 with probability 1 − ρ(c).
The behaviour of the amoebae is as follows: at each time step, independently
of the other amoebae, each amoeba may follow a random movement according
to the four cardinal directions with probability pA, the probability of agitation.
With probability 1 − pA, the “regular” behaviour is applied. Informally, this
regular behaviour follows:
1. For an amoeba in the state rec, if it is standing on a neutral cell and sees one
or several excited cells in its neighbourhood, it chooses one of these excited
cells uniformly at random for its movement; otherwise, it stays static.
2. For an amoeba in the state emi, if it is standing on a neutral cell, it turns
this cell to the excited state. It then remains in state emi with probability
pR, the probability of reemission.
The motivation for introducing the probability of agitation pA is twofold: on
the one hand, we add a randomness which ensures that the amoebae are not
too static, on the other hand, this allows us to model the intrinsic noise that
would exist in the movement of biological organisms or robots. The use of the
probability of reemission pR is not mandatory. It is simply here to allow several
reaction-diﬀusion waves to be triggered when a hit occurs. As we will see below,
these waves have an attractive force that groups the amoebae; this attractive
force balances the dispersive force that is created by the random movements.
To write down this rule with our notations, we have:
• for sti = rec, st+1i =
{
emi if Ht(pti) = 1
rec otherwise,
• for sti = emi, st+1i =
{
emi with proba. pR
rec with proba. 1 − pR.
The positions evolve according to:
pt+1i =
{
B
[
pti,U(D)
]
with proba. pA
U(ξe(xt, pti)
)
with proba. 1 − pA, if no hits occurs at time t,
where
– U(X) is a random variable that selects an element uniformly in a set X,
– B[c, d] is a function that equals c + d if c + d is in L and c otherwise,
– ξe is the set of excited cells neighbours to a given cell (see above).
The task is completed when an amoeba moves to the emitting source σ. The
detection time is the smallest t which satisﬁes: ∃i, pti = σ.
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3 First Experiments
Recall that our purpose is simply to test the relevance of doing a collective
form of infotaxis with (almost) memoryless agents. For the sake of simplicity,
we arbitrarily ﬁx the value of the constant in Eq. 2 to K = 0.5. Similarly, we ﬁx
the reemission probability to pR = 0.9 in order to allow for multiple waves to
be emitted when a ‘hit’ occurs. A ﬁrst visual experiment will be presented for
L = 20 and N = 5, and then statistics will be given for L = 80 and N = 20.
3.1 A Qualitative Observation
In our experiments, the amoebae are placed uniformly at random on the grid.
The emitting source is placed at coordinates (L/4, L/4) in order to make the
problem more diﬃcult. Indeed, if it were placed at the centre, the amoebae could
more easily ﬁnd it since they do not need to displace their centre of gravity.
t = 0 t = 10 t = 15 t = 20
t = 30 t = 35 t = 100 t = 150
Fig. 1. Evolution of the system for N = 5 amoebae on a grid of size L = 20 with
K = 0.5, pA = 0.2, and pR = 0.9; the emitting source is in blue (diamond shape);
amoebae are shown as circles in black (rec state) or in purple (emi state). The colors
of the grid cells are red, orange or white, which respectively correspond to the e, r
and n states. [color online, see also the additional material given in the preprint HAL
01327983 https://hal.inria.fr/hal-01327983].
First, let us observe visually how a system with only 5 amoebae behaves for
a small grid of size L = 20 and a small probability of agitation pA = 0.2.
Figure 1 shows one particular random evolution of such a system. We see
that various reaction-diﬀusion waves are emitted at diﬀerent times when the
hits occur. In this evolution two hits occur in a short time around t = 20,
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which allows us to observe how the reaction-diﬀusion annihilate when they meet
frontally and how they merge when they meet orthogonally. This is the reason
why it is important that the emission of waves do not occur simultaneously:
as the reaction-diﬀusion waves annihilate when they meet, if all the amoebae
were emitting at the same time, none of them could receive the information.
In other words, some amoebae need to remain in the rec state in order to be
able to “feel” the waves emitted by the other amoebae. In this evolution, after
a hundred steps the amoebae are already regrouped around the emitting source
and, at time t = 150, we are very close to the source detection event.
3.2 A Quantitative Experiment
We now make a second step by considering the statistical variations of the search
time as a function of the agitation probability pA. Indeed, pA is the most impor-
tant parameter in our study since it controls the average quantity of movement
of the amoebae.
Taking the same settings as in the previous experiment, we observe the varia-
tion of the average detection time for a grid size of L = 80. We vary the agitation
probability pA from 0.1 to 1.0 with a step of 0.1 and the measure the detection
time with 1000 random samples.
The results are shown on Fig. 2 and, interestingly, present a rather surprising
behaviour of the system. It can be noted that a local minimum on the detection
time is obtained for pA ∼ 0.2. (An additional sampling point is added at pA =
0.15 to have a better observation of this zone.)
Fig. 2. Detection time for N = 20 amoebae as a function of the agitation probability pA
for L = 80 (in blue) with K = 0.5, pA = 0.1, and pR = 0.9. The curve in purple shows
the detection time when the amoebae follow a pure random walk (reaction-diﬀusion
waves are suppressed). (Color ﬁgure online)
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We believe that the existence of this minimum corresponds to a balance
between dispersive eﬀect of the agitation and the grouping eﬀect the reaction-
diﬀusion waves. Indeed, if pA is too small, the amoebae have a tendency to
all aggregate on the same point – not the source ! – and to all remain almost
static close to this point. As the random movements are rare, if an amoeba
progressively gets far from the aggregation point, the waves emitted by the
other amoebae will call it back to its starting point. On the contrary, when pA is
too high, the disorder introduced by the agitation is no longer beneﬁcial because
the information gained by “listening” to the other amoebae is “diluted” by the
random movements.
For values of pA which are even larger, that is, greater than 0.75, we observe
that the detection time decreases again. This second eﬀect is simply explained
by considering the average number of movements per step: since the order of
the system is already very weak (as pA is high), it becomes more eﬃcient to
“mechanically” increase the average speed of the amoebae by moving more often.
In order to estimate what part of the behaviour is due to the reaction-diﬀusion
waves and what part is due to the random movements, we estimated the average
search time when there are no waves (we set K = 0). The corresponding curve on
Fig. 2 shows no surprise: it is decreasing with pA and, more precisely, the average
detection time varies as 1/pA. This is expected since the amoebae follow a pure
Brownian motion and do not interact. We can observe that for small values of pA,
the gain is important and for a similar average speed of movements, the search
time with the amoebae-infotaxis search strategy may be divided a factor 5 with
respect to the random walk strategy.
4 Discussion
This note presented a discrete model for performing a collective infotaxis task
in an environment where only an intermittent information is available. The ﬁrst
experiments showed that the amoebae-infotaxis model can be a simple method
to perform a collective search of a hidden source. The mechanism we described
relies on the probabilistic and asynchronous nature of the detections: since these
events are rare, the agents of the system (the amoebae) can alternatively act
as emitters or receivers and thus coordinate their movements to get closer and
closer to the emitting source.
A continuation of the experimental work is needed to get more insights on
how to use virtual amoebae to solve the decentralised infotaxis problem. Indeed,
it is not clear yet in which situations it is more eﬃcient to use this mechanism
rather than a simple random walk. It is also important to get a more precise view
on the scaling laws of the system: how does the search time depend on the number
of amoebae and on the size of the grid? There are also questions which regard the
possible improvement of the model. Here, we presented a solution that uses only
three states for the cellular automaton dynamics of the environment and two
states for the agents, but the possibilities for further extending the behaviour of
Collective Infotaxis with Reactive Amoebae 165
the agents are numerous, as for instance, making their emissions auto-adjust in
order to have the correct balance between “listening” and “speaking”.
In the context of applying the amoebae-infotaxis method in the context of
distributed robotics [3,5], it would also be interesting to test the robustness of
our scheme against several perturbations such as the introduction of obstacles
in the grid or a non-regular distribution of the detection probabilities.
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Abstract. Consider the robust prediction problem for some automaton
as the one consisting in determine, given an initial conﬁguration, if there
exists a nonzero probability that some selected site change states, when
the network is updated picking one site at a time uniformly at random.
We show that the robust prediction is in NC for the two-dimensional,
von Neumann neighborhood, strict majority automaton.
Keywords: Majority automata · Prediction problem · Asynchronous
automata · Computational complexity · Fast parallel algorithm · Boot-
stap percolation
1 Introduction
The study of the dynamics of cellular automata and their relation with the com-
putational complexity was introduced, to our knowledge, by Banks in the 70’s
[1,2]. The computational complexity of a cellular automaton is deﬁned as its
capability to simulate algorithms using certain conﬁgurations. In other words,
to be Turing-Universal. These notions can be translated into decision problems,
consisting in the prediction of state changes in some site, given an initial conﬁg-
uration. The complexity of the automaton is then related with the complexity
of this type of decision problems, where the Turing Universality is translated as
the P-Completeness of the prediction problem.
The class NC, which is a subclass of P, is known as the class of problems
that can be solved with a fast parallel algorithm, which run in poly-logarithmic
time in a PRAM machine using a polynomial number of processors. It is widely
believed that NC = P. The membership of the prediction problem of some CA
in NC, suggest that this automaton is not capable of simulating algorithms in
the sense above, since it can only simulate very simple circuits.
These perspectives have been studied by several authors, in the context of
sand piles and the chip firing game [3–5,14], the majority automaton [13] and
the life without death [11] in cellular automata, as well as when the dynamics
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are not necessarily deﬁned over a ﬁnite lattice but over some graph [7,9]. These
results usually consider only synchronous dynamics, i.e., at each step the sites are
updated at the same time. However, there exist some results around prediction
problems with diﬀerent updating schemes [6,8].
Another prediction problem considers the so-called fully asynchronous updat-
ing schemes, where in each time step a single site is updated, picked uniformly at
random. The prediction problem in this context (that we call robust-prediction)
consists in determining, given an initial conﬁguration, if there exists a nonzero
probability that some site change states. In other words, determine if there exists
a sequence of site updates that produces the selected node to change states.
In [13] it is suggested that this prediction problem belongs to the class NC
restricted to two-dimensional majority cellular automata.
In this paper we show that the robust prediction problem is eﬀectively in
NC for the two-dimensional strict majority automaton with the von Neumann
neighborhood. Our result is based on an algorithm on [9], which is used to solve
a version of the prediction problem (the synchronous one) in the freezing version
of the two-dimensional strict majority automaton. Freezing means that all sites
that begin in or reach state 1, remain in that state forever.
In next section we begin by giving some formal deﬁnitions of the concept
exposed above. In Sect. 3 we show the main result, and in Sect. 4 we give some
conclusions.
2 Preliminaries
In the following [n] denotes the set {1, . . . , n}. For a node v in a graph G =
(V,E), we call N(v) the neighborhood of v and N [v] = N(v) ∪ {v} the closed
neighborhood of v. Let U ⊆ V be a set of nodes, then G[U ] is the subgraph of
G induced by the nodes in U .
An automata network (AN) of size n is a tuple A = (G,F ), where G = (V,E)
is a graph of size n. Each node v ∈ V has a state in {0, 1}. Nodes in state 1 are
called active while nodes in state 0 are called inactive. A configuration x of G is
a state assignment to each node of G, represented by an element of {0, 1}n. The
conﬁgurations evolve according to a global function F : {0, 1}n → {0, 1}n, com-
posed of node functions (fv)v∈V (G) such that fv : {0, 1}N [v] → {0, 1} depends
only in the closed neighborhood of a node and F (x) = (fv(x))v∈V . Usually F
is called the rule of the automata network. When G is a ﬁnite two-dimensional
lattice with periodic boundary conditions, we say that the corresponding AN is
a two-dimensional cellular automaton (CA). In this paper we will always con-
sider the von Neumann neighborhood for CA’s (i.e., the four sites orthogonally
surrounding a central site).
An updating scheme of an AN of size n is a function σ : N → 2[n], which
deﬁnes which nodes are updated at each time step. An updating scheme σ is
applied to an automata network A = (G,F ) as follows: deﬁne for u ∈ V (G) and
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i ∈ N the value of (F σ(i)(x)) in the site u as:
(F σ(i)(x))u =
{
(F (x))u if u ∈ σ(i),
xu otherwise.
and F σ,i(x) = F σ(i)(F σ,i−1(x)) with F σ,0(x) = x. The synchronous updating
scheme, represented by the function sync ≡ [n], corresponds to the one where
each site is updated at each time step. We denote F sync,i = F i, for any i > 0.
In this paper all updating schemes which are not the synchronous one will be
sequential, this is, for any t > 0 |σ(t)| = 1. In words, this means that at each
time step we will update a single site. Notice that we do not ask the sequen-
tial updating schemes to be fair: some nodes may be updated several times,
while others may not be updated at all. A sequential updating scheme is called
fully asynchronous if at each time step the updated node is picked uniformly at
random.
A node v ∈ V is called stable for a pair (G, x) and some updating scheme σ
of rule F , where G is a graph and x is a conﬁguration of G, if (Fσ(t)(x))v = xv
for all t > 0. For any two n dimensional boolean vectors, x, y ∈ {0, 1}n, we say
that x ≤ y if xi ≤ yi for each i ∈ [n]. A rule F is called monotone if for each
x1, x2 ∈ {0, 1}n, x1 ≤ x2 implies F (x1) ≤ F (x2). For any local rule F , we deﬁne
the freezing version of F , denoted F , as the rule deﬁned as (F (x))v = 1 if xv = 1
and (F (x))v otherwise.
The Strict Majority rule is the global function deﬁned using the following
local functions:
fv(x) =
{
1 if
∑
u∈N(v) xv > |N(v)|/2,
0 otherwise.
We call Bootstrap Percolation the freezing version of the strict majority rule.
2.1 Prediction Problems
As we said in the introduction, the computational complexity of an automata
network can be characterized by diﬀerent prediction problems. Let G be a graph
and v ∈ V (G) a special node, that we will call the objective node. In the following
we will deﬁne three prediction problems, each of them consisting in deciding if
a objective node will change states, given an initial conﬁguration that evolves
according to some ﬁxed rule.
The ﬁrst problem, called Prediction consists in determining if the objective
node will change states in at most some given number of synchronous steps, given
also an initial conﬁguration. Formally the problem is stated as follows:
Prediction(F )
Input: A graph G, an initial conﬁguration x, a vertex v ∈ V (G) such that
xv = 0 and T > 0.
Question: Determine if (FT (x))v = 1.
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The second problem, called Eventual-Prediction is similar to Predic-
tion. In this problem, the number of steps to decide a state change is not given,
so the problem consists in determining if there exists a time step in which the
objective node becomes active. In other words we ask if the objective node is
stable for the synchronous updating. Formally the problem is stated as follows:
Eventual-Prediction(F )
Input: A graph G, an initial conﬁguration x and a vertex v ∈ V (G) such
that xv = 0.
Question: Does there exists T > 0 such that (FT (x))v = 1?
The third problem is called Robust-Prediction, and the question is if there
exists a nonzero probability that the objective node becomes active in at most
some given number of steps, when the network is updated in a fully asynchronous
updating scheme. In other words, if there exists a sequential updating scheme
that makes the objective node to change. Formally the problem is stated as
follows:
Robust-Prediction(F )
Input: A graph G, an initial conﬁguration x, a vertex v ∈ V (G) such that
xv = 0, and T > 0.
Question: Does there exists a sequential updating scheme σ such that
(F σ,T (x))v = 1?
Let G be a family of graphs. We call Prediction (respectively Eventual-
Prediction, Robust-Prediction) restricted to G to the decision prob-
lem Prediction (respectively Eventual-Prediction, Robust-Prediction)
where the input graph is restricted to belong to G.
Notice that Prediction(F ) belongs to the class P for any rule F (whose
node function is computable in polynomial time), because simulating the
automaton for the given number of steps we can obtain the answer. Several exam-
ples exist for rules that are P-Complete both in general graphs and restricted to
the two-dimensional case [9,11]. On the other hand, Eventual-Prediction(F )
is in general in PSPACE, and may be PSPACE-Complete. However, when
the local function is a threshold function with symmetric weights (for example
the strict majority rule), the problem becomes polynomial, since in that case
the automaton reaches in at most a polynomial number of synchronous steps, a
ﬁxed point or a two-cycle [10]. Finally Robust-Prediction(F ) is in general in
NP, since a sequential updating scheme that makes the objective node active is
a certiﬁcate that can veriﬁed in polynomial time.
In the following we will show that for the Strict Majority and Bootstrap
Percolation rules, some of these problems restricted to the family of regular
graphs of degree four are in NC.
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2.2 Parallel Subroutines
In our algorithms we will use as subroutines some fast parallel algorithms to
compute graph properties. These algorithms can be found in [12]. The connected
components of a graph G are the equivalence classes of the connectivity relation
over the vertices of G. The biconnected components of a graph are the equiva-
lence classes of the relation over the edges of G, where two edges are related if
they are both contained in the same cycle.
Proposition 1 ([12]). There exist the following fast parallel algorithms:
– A Connected-Components algorithm, that receives as input the adja-
cency matrix of a graph of size n, and returns an array C of dimension n,
such that C(i) = C(j) if and only if nodes vi and vj are in the same connected
component. The algorithm runs in time O(log n) using O(n2 log n) processors
in a CRCW PRAM1.
– A Biconnected-Components algorithm, that receives as input the adja-
cency matrix of a connected graph of size n, and returns an array B of dimen-
sion
(
n
2
)
, such that B(ei) = B(ej) if and only if edges ei and ej are in the same
biconnected component. The algorithm runs in time O(log2 n) using O(n2)
processors CRCW PRAM.
– A Rooting-tree algorithm, that receives as input a tree T represented as
the adjacency lists of its vertices and a special node r of T , and returns for
each node v the value p(v) which corresponds to the parent of v in the tree T
rooted at r. The algorithm runs in time O(log n) using O(n) processors in a
CRCW PRAM.
– A Tree-level algorithm, that receives as input a tree T represented as the
adjacency lists of its vertices, a special node r of T , and returns for each node
v the value l(v) which corresponds distance of node v to root r. The algorithm
runs in time O(log n) using O(n) processors in a CRCW PRAM.
We will also use a fast parallel algorithm to solve Eventual-Prediction for
the Bootstrap Percolation rule.
Proposition 2 ([9]). Let F be the Bootstrap Percolation rule. There exists an
algorithm that solves Eventual-Prediction(F ) restricted to regular graphs of
degree four, in time O(log2 n) using O(n4) processors in a CRCW PRAM.
This fast parallel algorithm, that we call Algorithm 1 is based in the fol-
lowing characterization of nodes that are stable for the synchronous update of
the Bootstrap Percolation rule.
Proposition 3 ([9]). Let G be a regular graph of degree four, x be a configura-
tion of G, and v ∈ V (G) some node such that xv = 0. Call G[0, v] the connected
component of G[{u ∈ V (G) : xu = 0}] that contains v. Then v is stable for
(G, x) updated synchronously with the Bootstrap Percolation rule if and only if
either v belongs to a cycle or to a path between two cycles in G[0, v].
1 Concurrent-read Concurrent-write Parallel Random Access Machine: A RAM with
several processors, which can read and write a shared memory.
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Then, the fast parallel algorithm of [9] consists in ﬁnding the connected and
biconnected components of the graph induced by the nodes initially inactive,
and then detect if the objective node belongs to some cycle or a path between
two cycles in that graph. If it is not, then from the above proposition necessarily
the node eventually change states. In Sect. 3 we show that we can adapt this
algorithm to ﬁnd, in case that the objective node is not stable, the exact number
of nodes that we must update in order to produce a change in the state of the
objective node.
3 The Strict Majority Rule
Before enunciate the main theorem, we prove the following lemma.
Lemma 1. Let G be a graph, x be a configuration of G, and v ∈ V (G) a vertex
such that xv = 0. Then v is a stable node for the synchronous updating scheme
of the Bootstrap Percolation rule if and only if v is stable for any sequential
updating scheme of the Strict Majority rule.
Proof. We will show that the property is true for any monotone rule F and
its freezing version F . We notice ﬁrst that the monotonicity of F implies that
F σ,i(x) ≤ F i(x), for any i > 0, and sequential updating scheme σ. Indeed, from
the deﬁnition of F , for any conﬁguration y ∈ {0, 1}n and k ∈ N, F σ(k)(y) ≤ F (y),
in particular F σ(1)(x) ≤ F (x). If we suppose then F σ,i−1(x) ≤ F i−1(x), we
obtain
F σ,i(x) = F σ(i)(F σ,i−1(x)) ≤ F σ(i)(F i−1(x)) ≤ F i(x).
where the ﬁrst inequality follows from the monotonicity of F , and the second
one from the base case. We obtain that if there exists an updating scheme σ and
a time t > 0 such that (F s,t(x))v = 1, then (F
t
(x))v = 1.
In the other direction, suppose that there exists a time t > 0 such that
(F
t
(x))v = 1. Call Ui = {u ∈ V (G) : (F i−1(x))u = 0 ∧ (F i(x))u = 1} the set
of the nodes that change states in step i (from 0 to 1, since F is freezing). Call
now σ the updating scheme where sequentially update one by one the nodes
in U1, . . . , Ut, starting from U1, and choosing for each i ∈ {1, . . . , t} an arbi-
trary order in Ui. Call t∗ =
∑t
i=1 |Ui|, then we have that for each u ∈ Ui
and
∑i
j=1 |Uj | ≤ k ≤ t∗, (F σ,k(x))u = (F
i
(x))u = 1. Then, in particular
(F σ,t
∗
(x))v = 1. 
unionsq
Theorem 1. Let F be the Strict Majority rule. Then Robust-Prediction(F )
restricted to the family of regular graphs of degree four is in NC.
Proof. Let (G, x, v, T ) be an input of the Robust-Prediction(F ) problem.
We start checking, using Algorithm 1, that v is not stable in G and x for the
Bootstrap Percolation rule updated with a synchronous updating scheme. If it
does, our algorithm returns, indicating that the objective node is stable for any
updating scheme of the strict majority rule.
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In the following we suppose that v is not stable for the synchronous updating
of Bootstrap Percolation rule. From Lemma1 this means that there exists a
sequential updating scheme σ for which v is not stable for the strict majority
rule updated according to σ. This scheme will consist in the sequential updating
of the nodes that change states at each step of the synchronous updating of the
bootstrap percolation rule. We choose an arbitrary ordering if several nodes are
updated at the same time step.
Let v1, v2, v3 and v4 the neighbors of v in G. Let G[0] = G[{u ∈ V (G) :
xu = 0}] the induced graph of nodes initially inactive, and call G[0; v] the con-
nected component of G[0] containing v. For i ∈ {1, 2, 3, 4} call Ti the connected
component of G[0; v] − v that contain vi.
Without loss of generality, suppose that v1, v2 and v3 are the ﬁrst three neigh-
bors of v to become active before v in the synchronous update of the bootstrap
percolation rule (in particular they can be initially active, in that case Ti = ∅).
Notice that if Ti = ∅ then Ti is a tree. Indeed, if Ti contain a cycle Ci, then
either vi is contained in C or vi is in a path P between C and v. In both cases
each internal node of the path P will have two inactive neighbors, so vi cannot
change before v in a synchronous update of the Bootstrap Percolation rule, a
contradiction.
Call T 0i the tree Ti, and for t > 0 call T
t
i the subtree of Ti that contains
the inactive nodes after t synchronous updates of the bootstrap percolation rule.
Notice that for any t > 0, the set V (T t−1i )\V (T ti ) is the set of leafs of T t−1i ,
except possibly vi. Indeed in time t − 1 each internal node of T t−1i has at least
two inactive neighbors, every leaf has three active neighbors, and vi is adjacent
to v, which we suppose to become active after vi. This implies that vi will become
active only once each node of Ti becomes active. Notice that if we sequentially
update the leafs of the trees T 0i , T
1
2 , . . . we obtain a sequential updating scheme
which produces a change of states in vi in the minimum number of steps. Indeed,
if there is a faster sequential updating scheme, that means that there is some
t > 0 such that one leaf T ti was not updated, so it remains inactive. That implies
that internal nodes of a path between such non updated leaf and vi will have at
least two inactive neighbors, preventing vi to become active. We conclude that
the minimum number of sequential steps to produce vi to change states is |Ti|.
We obtain that the objective node v changes in at most T steps if and only if
|T1| + |T2| + |T3| + 1 ≤ T (Fig. 1).
Let G be a regular graph of degree 4, v a node of G, and let v1, v2, v3 and v4
be the neighbors of v. We call Gv,C4 the graph obtained from G removing v, and
replacing it with a cycle of length 4, called C4 = {c1, c2, c3, c4}, such that for
each i ∈ {1, 2, 3, 4}, the edge {v, vi} is replaced in Gv,C4 with {ci, vi}. Let x be
a conﬁguration of G such that xv = 0, we call xv,C4 the conﬁguration of Gv,C4
such that xv,C4w = xw if w = v and xv,C4ci = 0 for i ∈ {1, 2, 3, 4}. Notice that from
Proposition 3, Ti contains a cycle if and only if vi is stable for (Gv,C4 , xv,C4) and
the synchronous updating of the Bootstrap Percolation rule. We are now ready
to present Algorithm 2.
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v
v1
v2
v3
v4
Fig. 1. Example of a conﬁguration in the two-dimensional lattice. The objective node
is v, which is not stable for the synchronous updating of the bootstrap percolation rule.
Note that |T1| = 12, |T2| = 11 and |T3| = 5, and that T4 contains a cycle.
Algorithm 2
Input: A graph G of size n represented by its adjacency list, an array of
dimension n representing a conﬁguration x, a vertex v ∈ V (G) and T > 0
such that xv = 0.
Output: A boolean out that indicates if there exists an updating scheme σ
such that (F σ,T (x))v = 1, where F is the Strict Majority rule.
1 Deﬁne for i = {1, 2, 3, 4}, ki ← ∞.
2 Run Algorithm 1 to check v is stable for (G, x) and the synchronous
update of the bootstrap percolation rule. If it does not then continue,
else return out ← false.
3 Build the adjacency matrix of Gv,C4 and the conﬁguration xv,C4 .
4 For each vi neighbor of v do in parallel:
4.1 If xvi = 1 then ki ← 0 and exit the for loop else contiue.
4.2 Run Algorithm 1 on input (Gv,C4 , xv,C4 , vi) to check if vi is sta-
ble for (Gv,C4 , xv,C4) and the synchronous update of the bootstrap
percolation rule.
4.3 if vi is not stable then
4.3.1 Use the Connected Components Algorithm of Proposition 1
to compute Ti, the connected component of G[0, v]−v containing
vi.
4.3.2 ki ← |Ti|
5 Compute t1 ← min{k1, k2, k3, k4}, t2 ← min{k1, k2, k3, k4}\{t1},
t3 ← min{k1, k2, k3, k4}\{t1, t2} and T ∗ ← t1 + t2 + t3 + 1.
7 If T ∗ < T then out ← true else out ← false
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The correctness of Algorithm 2 is follow from the paragraphs above. About
the complexity, Algorithm 2 runs O(log2 n) time with O(n4) processors, where
the most expensive part is the runnings of Algorithm 1 in steps 2 and 4.2,
running in O(log2 n) time with O(n4) each. Steps 1, 3, 5 and 7 can be done in
O(log n) sequential time, steps 4.1, 4.3.2 can be done in O(log n) time using 4
processors. Finally step 4.3.1 can be done in time O(log2 n) and O(n2) proces-
sors according to Proposition 1. 
unionsq
Remark 1. Notice that we can easily adapt Algorithm 2 to output, in case that
the objective node is not stable, the updating scheme that makes it change in
the wished number of steps. Indeed, after step 4.3.2 we can compute for each
subtree Ti the level of its nodes with respect to the root vi, using the algorithms
cited in Proposition 1. The updating scheme is then deﬁned in decreasing order
with respect to the level of the nodes, where tie cases are solved arbitrarily.
Corollary 1. Let F be the strict majority rule. Then Robust-Prediction(F )
restricted to the two-dimensional lattice is in NC.
Remark 2. We can also adapt Algorithm 2 to solve Prediction for the Boot-
strap Percolation rule, restricted to the family of regular graphs of degree 4.
Again, we can compute after step 4.2 the level of each node with respect to the
corresponding subtree. The algorithm outputs true if there are three non stable
neighbors of v whose trees have depth smaller than T .
Corollary 2. Let F be the bootstrap percolation rule. Then Prediction(F )
restricted to the two-dimensional lattice is in NC.
4 Discussion
We had proven that the Robust-Prediction is in NC for the strict majority
rule in the two dimensional lattice. This suggests, for example, that unless NC =
P a two dimensional strict majority CA can not simulate monotone circuits that
are not planar. However, the complexity of Prediction for the strict majority
rule restricted to a two dimensional lattice is open. In [13] is conjectured that
this problem is not P-Complete. The possibility that a monotone function, in
two dimensions, and with a von Neumann neighborhood is capable of simulating
non planar circuits is unlikely.
What about higher dimensions? In [9] it is shown that Prediction is P-
Complete for the Bootstrap percolation rule for the family of graphs that admit
nodes of degree greater than 4, and in [13] it is shown that in Prediction is
P-Complete for the majority rule in the d-dimensional lattice, for d ≥ 3. In the
case of Robust-Prediction, the problem is in general in NP. In a future work
we will show that when we are not restricted to a two dimensional lattice, both
the Bootstrap Percolation and the Strict Majority rules are NP-Complete.
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Abstract. We introduce the notion of asynchrony immunity for cellu-
lar automata (CA), which can be considered as a generalization of cor-
relation immunity in the case of boolean functions. The property could
have applications in cryptography, namely as a countermeasure for side-
channel attacks in CA-based cryptographic primitives. We give some
preliminary results about asynchrony immunity, and we perform an
exhaustive search of (3, 10)–asynchrony immune CA rules of neighbor-
hood size 3 and 4. We finally observe that all discovered asynchrony-
immune rules are center-permutive, and we conjecture that this holds
for any size of the neighborhood.
Keywords: Cellular automata · Cryptography · Asynchrony
immunity · Correlation immunity · Nonlinearity · Side-channel attacks ·
Permutivity
1 Introduction
In the last years, research about cryptographic applications of cellular automata
(CA) focused on the properties of the underlying local rules [6–8]. In fact, design-
ing a CA-based cryptographic primitive using local rules that are not highly
nonlinear and correlation immune could make certain attacks more eﬃcient.
The aim of this short paper is to begin investigating a new property related
to asynchronous CA called asynchrony immunity (AI), which could be of interest
in the context of side-channel attacks. This property can be described by a three-
move game between a user and an adversary. Let r,m ∈ N, n = m + 2r and
t ≤ m. The game works as follows:
1. The user chooses a local rule f : F2r+12 → F2 of radius r
2. The adversary chooses j ≤ t cells of the CA in the range {r, · · · ,m + r}.
3. The user evaluates the output distribution D of the CA F : Fm+2r2 → Fm2
and the distribution D˜ of the asynchronous CA F˜ : Fm+2r2 → Fm2 where the
t cells selected by the adversary are not updated
4. Outcome: if both D and D˜ equals the uniform distribution, the user wins.
Otherwise, the adversary wins
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A cellular automaton rule f : F2r+12 → F2 is called (t, n)–asynchrony immune
if, for all lengths 2r < k ≤ n and for all j ≤ t, both the asynchronous
CA F˜ : Fk2 → Fk−2r2 resulting from not updating any subset of j cells and
the corresponding synchronous CA F : Fk2 → Fk−2r2 are balanced, that is, the
cardinality of the counterimage of each k-bit conﬁguration equals 22r. Thus,
asynchrony immune CA rules represent the winning strategies of the user in the
game described above.
Notice the diﬀerence between the asynchrony immunity game and the
t–resilient functions game [5]: in the latter, generic vectorial boolean functions
F : Fn2 → Fm2 are considered instead of cellular automata, and the adversary
selects both values and positions of the t input variables.
The side-channel attack model motivating our work is the following. Suppose
that a CA of length n is used as an S-box in a block cipher, and that an attacker
is able to inject clock faults by making t cells not updating. If the CA is not
(t, n)–AI, then the attacker could gain some information on the internal state of
the cipher by analyzing the diﬀerences of the output distributions in the original
CA and the asynchronous CA.
In the remainder of this paper, we deﬁne the considered model of (asyn-
chronous) CA in Sect. 2, and we formally introduce the deﬁnition of asyn-
chrony immunity in Sect. 3, giving some basic theoretical results regarding this
property. In particular, we show that AI is invariant under the operations of
reﬂection and complement. We then perform in Sect. 4 an exhaustive search of
(3, 10)–asynchrony immune cellular automata up to neighborhood size 4, com-
puting also their nonlinearity values. We ﬁnally observe that all discovered rules
are center-permutive, and we conjecture that this is a necessary condition for
asynchrony immunity.
2 Preliminaries
In this work, we consider one-dimensional CA as a particular kind of vectorial
boolean functions, i.e. mappings of the type F : Fn2 → Fm2 where F2 = {0, 1}
denotes the ﬁnite ﬁeld with two elements. Here we cover only the essential con-
cepts, referring the reader to [4] for further information on vectorial boolean
functions.
A vectorial boolean function F : Fn2 → Fm2 (also called an (n,m)–function)
is deﬁned by m coordinate functions fi : Fn2 → F2, where for all x ∈ Fn2 and
i ∈ {0, · · · ,m − 1}, the value of fi(x) speciﬁes the output of the i − th bit of F .
Let r,m ∈ N be positive integers and f : F2r+12 → F2 be a boolean func-
tion of 2r + 1 variables. The cellular automaton of length n = m + 2r and
local rule f of radius r is the (n,m)–function F : Fn2 → Fm2 deﬁned for all
x = (x0, · · · , xn−1) ∈ Fn2 as:
F (x0, · · · , xn−1) = (f(x0, · · · , x2r), f(x1, · · · , x2r+1), · · · , f(xm, · · · , xn−1)). (1)
Thus, a CA F is deﬁned by the synchronous application of the local rule
f to all the central input variables {xr, · · · , xm+r}. This means that, for all
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i ∈ {0, · · · ,m − 1}, the i − th coordinate function of F is deﬁned as fi(x) =
f(xi, · · · , xi+2r).
Let I = {i1, · · · , it} ⊆ [m] = {0, · · · ,m − 1} be a subset of indices. The t–
asynchronous CA (t–ACA) F˜I induced by I on a CA F : Fm+2r2 → Fm2 is obtained
by preventing the input variables xi1+r, · · · , xit+r to update. In particular, for
all indices ik ∈ I the coordinate function fik equals the identity, while for the
remaining indices j ∈ J = [m] \ I function fj still corresponds to the local rule
f applied to the neighborhood {j, · · · , j + 2r}.
3 Basic Definition and Properties of Asynchrony
Immunity
A CA F : Fm+2r2 → Fm2 is balanced if for all y ∈ Fm2 it holds that |F−1(y)| = 22r.
We formally deﬁne asynchrony immunity in CA as follows:
Definition 1. Let m,n, r, t ∈ N be positive integers with n = m + 2r and
t ≤ m, and let f : F2r+12 → F2 be a local rule of radius r. Rule f is called
(t, n)–asynchrony immune ((t, n)–AI) if, for all 0 < k ≤ m and for all sets
I ⊆ [k] with |I| ≤ min{k, t}, both the CA F : Fk+2r2 → Fk2 and the t–ACA
F˜I : Fk+2r2 → Fm2 are balanced, i.e. |F−1(y)| = |F˜−1I (y)| = 22r holds for all
y ∈ Fm2 .
Remark 1. The deﬁnition of (t, n)–asynchrony immunity implies in particular
that the local rule f is itself balanced, i.e. |f−1(0)| = |f−1(1)| = 22r.
Among all possible 22
2r+1
rules of radius r, we are interested in ﬁnding asyn-
chrony immune rules that satisfy additional useful cryptographic properties, such
as high nonlinearity. As a consequence, proving necessary conditions for a rule
being (t, n)–AI helps one to prune the search space for possible candidates.
We begin by showing that asynchrony immunity is invariant under reﬂec-
tion and complement. To this end, recall that the reverse of a vector x =
(x0, · · · , xn−1) is the same vector in reverse order, i.e. xR = (xn−1, · · · , x0),
while the complement of x is the vector xC = (1 ⊕ x0, · · · , 1 ⊕ xn). Given
f : F2r+12 → F2, the reflected and complemented rules fR and fC are respectively
deﬁned as fR(x) = f(xR) and fC(x) = 1⊕f(x), for all x ∈ F2r+12 . For all m ∈ N,
the reﬂected and complemented CA FR : Fm+2r2 → Fm2 and FC : Fm+2r2 → Fm2
are deﬁned for all x ∈ Fn2 as follows:
FR(x) = F (xR)R = (f(x2r, · · · , x0), · · · , f(xn−1, · · · , xm)), (2)
FC(x) = 1 ⊕ F (x) = (1 ⊕ f(x0, · · · , x2r), · · · , 1 ⊕ f(xm, · · · , xn−1)). (3)
The following result shows that asynchrony immunity is preserved under reﬂec-
tion and complement.
Lemma 1. Let f : F2r+12 → F2 be a (t, n)–AI local rule, with n = m + 2r and
t ≤ m. Then, the reflected and complemented rules fR and fC are (t, n)–AI as
well.
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Proof. Let 0 < k ≤ m and I = {i1, · · · , il} ⊆ [k], with l ≤ min{k, t}.
For the reflected rule fR, we know by Eq. (2) that FR(x) = F (xR)R. It follows
that the reflection of the l-ACA F˜I is defined as:
F˜RI (x) = F˜J (x
R)R = (f(x2r, · · · , x0), · · · , xj1 , · · · , xjl , · · · , f(xk+2r−1, · · · , xk)), (4)
where J = {j1, · · · , jl} and js = k−is for all 1 ≤ s ≤ l. Rule f is (t, n)–AI and J
is still a set of l ≤ t indices, thus |F−1(y)| = |F˜−1J (y)| = 22r for all y ∈ Fm2 . Since
the reverse operator is a bijection over both Fk+2r2 and F
k
2 , by Eq. (4) it results
that |(FR)−1(y)| = |F−1(y)| and |(F˜RI )−1(y)| = |F˜−1J (y)|. Thus, the reflected
rule fR is (t, n)–AI as well.
Analogously, for the complemented rule fC the l-ACA F˜I is defined as:
F˜CI (x) = (1⊕f(x0, · · · , x2r), · · · , xi1 , · · · , xil , · · · , 1⊕f(xk, · · · , xk+2r−1)). (5)
Hence we can compute F˜CI by XORing F˜I with a bitmask composed of all 1 s
excepts in the positions i1, · · · , il. Since this operation is again a bijection over
F
k
2 and rule f is (t, n)–AI, it means that |(FC)−1(y)| = |F−1(y)| = 22r and
|(F˜CI )−1(y)| = |F˜−1I (y)| = 22r for all y ∈ Fm2 . Thus, fC is also (t, n)–AI. unionsq
4 Search of AI Rules up to 4 Variables
In order to search for asynchrony immune rules having additional cryptographic
properties, by Remark 1 and Lemma 1 we only need to explore balanced rules
under the equivalence classes induced by reﬂection and complement. We per-
formed an exhaustive search among all elementary CA rules of radius r = 1
in order to ﬁnd those satisfying (t, n)–asynchrony immunity with t = 3 and
n = 10. The reason why we limited our analysis to these particular values is
twofold. First, checking for asynchrony immunity is a computationally cumber-
some task, since it requires to determine the output distribution of the t-ACA
for all possible choices of at most t blocked cells. Second, the sizes of vector-
ial boolean functions employed as nonlinear components in several real-world
cryptographic primitives, such as Keccak [2], is not large.
In our quest for AI rules we also took into account the nonlinearity property,
which is crucial in the design of several cryptographic primitives. Formally, a
boolean function is linear if it is a linear combination of the input variables.
The nonlinearity of a boolean function f : Fn2 → F2 is the minimum Hamming
distance of f from all linear functions, and it equals Nl(f) = 2−1(2n−Wmax(f)),
where Wmax(f) is the maximum absolute value of the Walsh transform of f [3].
Up to reﬂection and complement, and neglecting the identity rule that is
trivially AI for every length n and order t, we found that only rule 60 is
(3, 10)–asynchrony immune. However, since rule 60 is linear it is not interesting
from the cryptographic standpoint. We thus extended the search by consider-
ing all local rules of 4 variables deﬁned on an asymmetric neighborhood. The
corresponding CA F is deﬁned as:
F (x0, · · · , xn−1) = (f(x0, x1, x2, x3), · · · , f(xm, xm+1, xm+2, xm+3)). (6)
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The search returned a total of 18 rules satisfying (3, 10)–asynchrony immunity,
among which several of them were nonlinear. Table 1 reports the Wolfram codes
of the discovered rules, along with their nonlinearity values and algebraic normal
form (ANF). One can notice from the ANF column in Table 1 that all discovered
rules depend on the input variable x1 in a linear way. This means that each rule
can be written as f(x0, x1, x2, x3) = x1 ⊕ g(x0, x2, x3), where g : F32 → F2.
This means that the discovered rules are all center-permutive, i.e. by ﬁxing the
values of all variables except x1 the resulting restrictions of the functions are
permutations over F2. Remark that the elementary rule 60 is center permutive as
well, being deﬁned as f(x0, x1, x2) = x1 ⊕x2. This seems to suggest that center-
permutivity is a necessary condition for asynchrony immunity, a property that
would greatly reduce the search space for possible AI candidates with interesting
cryptographic properties. For future research, we thus plan to investigate the
following conjecture:
Conjecture 1. Let f : Fd2 → F2 be a (t, n)–asynchrony immune rule of d variables.
Then, rule f is center-permutive.
Table 1. List of (3, 10)–asynchrony immune CA rules of neighborhood size 4.
Rule Nl(f) f(x0, x1, x2, x3) Rule Nl(f) f(x0, x1, x2, x3)
13107 0 1 ⊕ x1 14028 2 x1 ⊕ x0x3 ⊕ x2x3 ⊕ x0x2x3
13116 4 x1 ⊕ x2 ⊕ x3 ⊕ x2x3 14643 2 1 ⊕ x1 ⊕ x0x3 ⊕ x0x2x3
13155 2 1 ⊕ x1 ⊕ x2 ⊕ x0x2 ⊕ x2x3 ⊕ x0x2x3 14796 2 x1 ⊕ x3 ⊕ x0x3 ⊕ x0x2x3
13164 2 x1 ⊕ x0x2 ⊕ x3 ⊕ x0x2x3 15411 4 1 ⊕ x1 ⊕ x3 ⊕ x2x3
13203 2 1 ⊕ x1 ⊕ x0x2 ⊕ x0x2x3 15420 0 x1 ⊕ x2
13212 2 x1 ⊕ x2 ⊕ x0x2 ⊕ x3 ⊕ x2x3 ⊕ x0x2x3 15555 0 1 ⊕ x1 ⊕ x2 ⊕ x3
13251 4 1 ⊕ x1 ⊕ x2 ⊕ x2x3 15564 4 x1 ⊕ x2x3
13260 0 x1 ⊕ x3 26214 0 x0 ⊕ x1
13875 2 1 ⊕ x1 ⊕ x3 ⊕ x0x3 ⊕ x2x3 ⊕ x0x2x3 26265 0 1 ⊕ x0 ⊕ x1 ⊕ x3
Another possible direction to explore is related to the maximum nonlinearity
achievable by AI CA rules. For all even d ∈ N, bent boolean functions f : Fd2 → F2
are those reaching the highest possible nonlinearity, which is Nl(f) = 2d/2−1.
Hence, an interesting question would be if it is possible to design an inﬁnite
family of bent AI CA.
A fact which could be useful for computer search of AI rules is that an inﬁnite
CA is surjective if and only if its ﬁnite counterpart is balanced for all lengths
n ∈ N, where balancedness corresponds to 0–AI. Thus, it would make sense to
limit the search only to surjective CA, by adapting for instance Amoroso and
Patt’s algorithm [1].
Acknowledgements. The author wishes to thank the anonymous referees for their
suggestions on how to improve the paper and extend the results for future research.
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Abstract. We prove that the fully asynchronous dynamics of a Boolean
network f : {0, 1}n → {0, 1}n without negative loop can be simulated, in
a very speciﬁc way, by a monotone Boolean network with 2n components.
We then use this result to prove that, for every even n, there exists a
monotone Boolean network f : {0, 1}n → {0, 1}n, an initial conﬁguration
x and a ﬁxed point y of f such that: (i) y can be reached from x with a
fully asynchronous updating strategy, and (ii) all such strategies contains
at least 2
n
2 updates. This contrasts with the following known property:
if f : {0, 1}n → {0, 1}n is monotone, then, for every initial conﬁguration
x, there exists a ﬁxed point y such that y can be reached from x with a
fully asynchronous strategy that contains at most n updates.
Keywords: Boolean networks · Monotone networks · Asynchronous
updates
1 Introduction
A Boolean network with n components is a discrete dynamical system usually
deﬁned by a global transition function
f : {0, 1}n → {0, 1}n, x = (x1, . . . , xn) → f(x) = (f1(x), . . . , fn(x)).
Boolean networks have many applications. In particular, since the seminal papers
of McCulloch and Pitts [13], Hopﬁeld [7], Kauﬀman [9,10] and Thomas [19,20],
they are omnipresent in the modeling of neural and gene networks (see [3,12] for
reviews). They are also essential tools in Information Theory, for the network
coding problem [1,5].
The structure of a Boolean network f is usually represented via its interac-
tion graph, which is the signed digraph G(f) deﬁned as follows: the vertex set
is [n] := {1, . . . , n} and, for all i, j ∈ [n], there exists a positive (resp. negative)
arc from j to i is there exists x ∈ {0, 1}n such that
fi(x1, . . . , xj−1, 1, xj+1, . . . , xn) − fi(x1, . . . , xj−1, 0, xj+1, . . . , xn)
c© Springer International Publishing Switzerland 2016
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is positive (resp. negative). Note that G(f) may have both a positive and a
negative arc from one vertex to another. Note also that G(f) may have loops,
that is, arcs from a vertex to itself. The sign of a cycle of G(f) is, as usual, the
product of the signs of its arcs (cycles are always directed and without “repeated”
vertices).
From a dynamical point of view, there are several ways to derive a dynamics
from f , depending on the chosen updating strategy. With the so-called synchro-
nous or parallel strategy, each component is updated at each step: if xt is the
conﬁguration of the system at time t, then f(xt) is the conﬁguration of the sys-
tem at time t+1. Hence, the dynamics is just given by the successive iterations of
f . On the opposite way, with the so-called (fully) asynchronous strategy, exactly
one component is updated at each time. This strategy is very often used in prac-
tice, in particular in the context of gene networks [20]. More formally, given an
inﬁnite sequence i0i1i2 . . . of indices taken in [n], the dynamics of f resulting
from an initial conﬁguration x0 and the asynchronous strategy i0i1i2 . . . is given
by the following recurrence: for all t ∈ N and i ∈ [n], xt+1i = fi(xt) if i = it and
xt+1i = x
t otherwise.
All the possible asynchronous dynamics can be represented in a compact way
by the so-called asynchronous graph Γ (f), deﬁned as follows: the vertex set is
{0, 1}n and, for all x, y ∈ {0, 1}n, there is an arc from x to y, called transition, if
there exists i ∈ [n] such that fi(x) = yi = xi and yj = xj for all j = i. Note that
f and Γ (f) share the same information. The distance between two conﬁgurations
x and y in Γ (f), denoted dΓ (f)(x, y), is the minimal length of a path of Γ (f)
from x to y, with the convention that the distance is ∞ if no such paths exist.
Note that dΓ (f)(x, y) is at least the Hamming distance dH(x, y) between x and
y. A path from x to y in Γ (f) is then called a geodesic if its length is exactly
dH(x, y). In other words, a geodesic is a path along which each component is
updated at most one. The diameter of Γ (f) is
diam(Γ (f)) := max{dΓ (f)(x, y) : x, y ∈ {0, 1}n, dΓ (f)(x, y) < ∞}.
In many contexts, as in molecular biology, the ﬁrst reliable information are
represented under the form of an interaction graph, while the actual dynamics
are very diﬃcult to observe [12,21]. A natural question is then the following:
What can be said about Γ (f) according to G(f) only?
Robert proved the following partial answer [17,18].
Theorem 1. If G(f) is acyclic then f has a unique fixed point y. Furthermore,
Γ (f) is acyclic and, for every configuration x, Γ (f) has a geodesic from x to y.
In other words, dΓ (f)(x, y) = dH(x, y) for every x ∈ {0, 1}n. However, the
acyclicity of G(f) is not suﬃcient for Γ (f) to have a short diameter. Indeed, in
a rather diﬀerent setting, Domshlak [4] proved (a slightly stronger version of)
the following result.
Theorem 2. For every n ≥ 8 there exists f : {0, 1}n → {0, 1}n such that G(f)
is acyclic and diam(Γ (f)) ≥ 1.5n2 .
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Now, what can be said if G(f) contains cycles? Thomas highlighted the fact
that the distinction between positive and negative cycles is highly relevant (see
[20,21] for instance). The subtlety and versatility of the inﬂuences of interactions
between positive and negative cycles lead researchers to ﬁrst focus on networks
with only positive cycles or only negative cycles. In particular, the following
basic properties was proved in [2,15,16]: If G(f) has no positive (resp. negative)
cycles, then f has at most (resp. at least) one fixed point. This gives a nice proof
by dichotomy of the ﬁrst assertion in Theorem1.
In [14], the authors showed that the absence of negative cycles essentially
corresponds to the study of monotone networks, that is, Boolean networks
f : {0, 1}n → {0, 1}n such that
x ≤ y ⇒ f(x) ≤ f(y)
where ≤ is the usual partial order (x ≤ y if and only if xi ≤ yi for all i ∈ [n]).
More precisely, they proved the following: If G(f) is strongly connected and
without negative cycles, then there exists a monotone network f ′ : {0, 1}n →
{0, 1}n such that: G(f) and G(f ′) have the same underlying unsigned digraph,
and Γ (f) and Γ (f ′) are isomorphic. Furthermore, they proved the following
reachability result, that shares some similarities with Theorem1.
Theorem 3. If f : {0, 1}n → {0, 1}n is monotone, then, for every configura-
tion x, Γ (f) has a geodesic from x to a fixed point y of f .
Here, we prove the following theorem, that shows that there may exist, under
the same hypothesis, a conﬁguration x and a ﬁxed point y such that y is reachable
from x with paths of exponential length only. This result contrasts with the
previous one, and may be seen as an adaptation of Theorem2 for monotone
networks.
Theorem 4. For every even n, there exists a monotone network f : {0, 1}n →
{0, 1}n, two configurations x and y such that y is a fixed point of f and
diam(Γ (f)) ≥ dΓ (f)(x, y) ≥ 2n2 .
The proof is by construction, and the idea for the construction is rather
simple. Let A, B and C be the sets of conﬁgurations that contains n/2 − 1, n/2
and n/2 + 1 ones. Clearly, A, B and C are antichains of exponential size, and,
in these antichains, obviously, the monotonicity of f doesn’t apply. This leaves
enough freedom to deﬁned f on A ∪ B ∪ C in such a way that subgraph Γ (f)
induced by A∪B∪C contains a conﬁguration x and ﬁxed point y reachable from
x with paths of exponential length only. To obtain a network as in the theorem,
it is then suﬃcient to extend f on the whole space {0, 1}n by keeping f monotone
and without creating shortcuts from x to y in the asynchronous graph. This idea,
that consists in using large antichains to construct special monotone functions,
is also present in [6] and [8] for instance.
Let f : {0, 1}n → {0, 1}n be any Boolean network such that G(f) has no
negative loops. With the technic described above, we can go further and prove
Asynchronous Simulation of Boolean Networks 185
that Γ (f) can be embedded in the asynchronous graph Γ (f ′) of a monotone
network f ′ : {0, 1}2n → {0, 1}2n in such a way that ﬁxed points and distances
between conﬁgurations are preserved. The formal statement follows. If x, y ∈
{0, 1}n, then the concatenation (x, y) is seen as a conﬁguration of {0, 1}2n and,
conversely, each conﬁguration in {0, 1}2n is seen as the concatenation of two
conﬁgurations in {0, 1}n. As usual, we denote by x the conﬁguration obtained
from x by switching every component.
Theorem 5 (Main Results). Let f : {0, 1}n → {0, 1}n. If G(f) has no neg-
ative loops, then there exists a monotone network f ′ : {0, 1}2n → {0, 1}2n such
that the following two properties holds. First, x is a fixed point of f if and only
if (x, x) is a fixed point of f ′. Second, for all x, y ∈ {0, 1}n, Γ (f) has a path
from x to y of length  if and only if Γ (f ′) has a path from (x, x¯) to (y, y¯) of
length 2.
Theorem4 is now an easy corollary of Theorem5.
Proof (of Theorem 4 assuming Theorem 5). Let r = 2n, and let x1, x2, . . . , xr be
any enumeration of the elements of {0, 1}n such that dH(xk, xk+1) = 1 for all
1 ≤ k < r (take the Gray code for instance). Let f : {0, 1}n → {0, 1}n be deﬁned
by f(xk) = xk+1 for all 1 ≤ k < r and f(xr) = xr. Let x = x0 and y = xr.
Then y is the unique ﬁxed point of f . Furthermore, since the set of transitions
of Γ (f) is {xk → xk+1 : 1 ≤ k < r}, we deduce that dΓ (f)(x, y) = 2n − 1. We
also deduce that G(f) has no negative loops (this is an easy exercise to prove
that G(f) has a negative loop if and only if Γ (f) has a cycle of length two).
Hence, by Theorem5, there exists a monotone network f ′ : {0, 1}2n → {0, 1}2n
such that (y, y) is a ﬁxed point and
dΓ (f ′)((x, x), (y, y)) = 2dΓ (f)(x, y) = 2n+1 − 2 ≥ 2n.
unionsq
The paper is organized as follows. The proof of Theorem5 is given in Sect. 2.
A conclusion and some open questions are then given in Sect. 3.
2 Proof of Theorem5
We ﬁrst ﬁx some notations:
xi := (x1, . . . , xi, . . . , xn) (x ∈ {0, 1}n and i ∈ [n]),
w(x) := |{i ∈ [n] : xi = 1}| (x ∈ {0, 1}n),
w(x, y) := w(x) + w(y) (x, y ∈ {0, 1}n),
Ω := {(x, x) : x ∈ {0, 1}n}.
The function f ′ in Theorem5 is deﬁned as follows from f .
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Definition 1. Given f : {0, 1}n → {0, 1}n, we define f ′ : {0, 1}2n → {0, 1}2n
by: for all i ∈ [n] and x, y ∈ {0, 1}n,
f ′i(x, y) =
⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
fi(x) if y = x or yi = x
xi ifw(x, y) = nand y = x
1 if w(x, y) = n + 1 and yi = x
0 if w(x, y) = n − 1 and yi = x
1 if w(x, y) ≥ n + 2
0 if w(x, y) ≤ n − 2
and f ′n+i(x, y) = f ′i(y, x).
Remark 1. f ′i(x, y) = f ′n+i(y, x).
Remark 2. Let A, B and C be sets of conﬁgurations (x, y) ∈ {0, 1}2n such that
w(x, y) is n − 1, n and n + 1, respectively (these are the three sets discussed in
the introduction) (we have Ω ⊆ B). One can see that f ′i behave as fi when x
and y are mirroring each other (y = x) or almost mirroring each other (yi = x);
and in both cases, (x, y) lies in A ∪ B ∪ C. One can also see that f ′i equals 0
below the layer A and equals 1 above the layer C. The same remarks apply on
f ′n+i, excepted that f
′
n+1 behaves as the negation fi in A∪B∪C. Hence, roughly
speaking, f behaves as (f, f) in the middle layer A ∪ B ∪ C, and it converges
toward the all-zeroes or all-ones conﬁguration outside this layer.
Lemma 1. If G(f) has no negative loops, then f ′ is monotone.
Proof. Suppose, for a contradiction, that there exists a, b, c, d ∈ {0, 1}n and
i ∈ [n] such that
(a, b) < (c, d) and f ′i(a, b) > f
′
i(c, d).
Then we have
n − 1 ≤ w(a, b) < w(c, d) ≤ n + 1.
This leaves three possibilities.
Case 1: w(a, b) = n−1 and w(c, d) = n+1. Since f ′i(a, b) = 1, we fall in the ﬁrst
case of the deﬁnition of f ′i , that is,
f ′i(a, b) = fi(a) = 1 and b
i
= a.
Similarly
f ′i(c, d) = fi(c) = 0 and d
i
= c.
Thus
(a, b) = (a, ai) < (c, d) = (c, ci).
So for all j = i, we have aj ≤ cj and aj = (ai)j ≤ (ci)j = cj thus cj ≤ aj . So
aj = cj for all j = i, that is, c ∈ {a, ai}. Since fi(a) < fi(c) we have c = ai,
and since a ≤ c we deduce that ai = 0. Thus G(f) has a negative arc from i
to i, a contradiction.
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Case 2: w(a, b) = n − 1 and w(c, d) = n. As in Case 1, we have
f ′i(a, b) = fi(a) = 1 and b
i
= a.
For f ′i(c, d) we have two cases. Suppose ﬁrst that
f ′i(c, d) = fi(c) = 0 and d = c.
Then
(a, b) = (a, ai) < (c, d) = (c, c).
So for all j = i, we have aj ≤ cj and aj = (ai)j ≤ cj thus cj ≤ aj . So aj = cj
for all j = i, that is, c ∈ {a, ai}. Since fi(a) < fi(c) we have c = ai, and since
a ≤ c we deduce that ai = 0. Thus G(f) has a negative arc from i to i, a
contradiction. The other case is
f ′i(c, d) = ci = 0 and d = c.
First, observe that for all j = i, if cj = 0 then aj = 0 thus 1 = (ai)j ≤ dj .
Since ci = 1 we deduce that c ≤ d. Now, suppose that cj = dj = 1 for
some j ∈ [n]. Since w(c, d) = n, we deduce that there exists k = j such that
ck = dk = 0, and this contradicts c ≤ d. Thus, for all j ∈ [n], either dj = 0 or
dj > cj , that is, d ≤ c. Thus c = d, a contradiction.
Case 3: w(a, b) = n and w(c, d) = n+1. We obtain a contradiction as in Case 2.
So we have proven that f ′i is monotone for all i ∈ [n]. It remains to prove
that f ′n+i is monotone. Using the monotony of f
′
i for the implication we get:
(a, b) ≤ (c, d) ⇐⇒ (c, d) ≤ (a, b)
⇐⇒ (d, c) ≤ (b, a)
=⇒ f ′i(d, c) ≤ f ′i(b, a)
⇐⇒ f ′i(b, a) ≤ f ′i(d, c)
⇐⇒ f ′i+n(a, b) ≤ f ′i+n(c, d).
unionsq
Lemma 2. For all x ∈ {0, 1}n we have f(x) = x if and only if f ′(x, x) = (x, x).
Proof. By deﬁnition we have
f(x) = x ⇐⇒ f ′i(x, x) = xi ∀i ∈ [n].
So it is suﬃcient to prove that
f ′(x, x) = (x, x) ⇐⇒ f ′i(x, x) = xi ∀i ∈ [n].
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The direction ⇒ is obvious, and ⇐ is a consequence of the following equivalences:
f ′i(x, x) = xi ⇐⇒ f ′n+i(x, x) = xi
⇐⇒ f ′n+i(x, x) = xi
⇐⇒ f ′n+i(x, x) = (x, x)n+i.
unionsq
Lemma 3. For all x, y ∈ {0, 1}n, if Γ (f ′) has a path from (x, y) to Ω then
n − 1 ≤ w(x, y) ≤ n + 1.
Proof. It is suﬃcient to prove that,
w(x, y) ≤ n − 2 ⇒ f ′(x, y) = 0 and w(x, y) ≥ n + 2 ⇒ f ′(x, y) = 1.
Let i ∈ [n]. If w(x, y) ≤ n − 2 (resp. w(x, y) ≥ n + 2) then f ′i(x, y) = 0 (resp.
f ′i(x, y) = 1) by deﬁnition. Now, if w(x, y) ≤ n − 2 then w(y¯, x¯) ≥ n + 2 thus
f ′n+i(x, y) = f ′i(y¯, x¯) = 1 = 0,
and if w(x, y) ≥ n + 2 then w(y¯, x¯) ≤ n − 2 thus
f ′n+i(x, y) = f ′i(y¯, x¯) = 0 = 1.
unionsq
Lemma 4. If G(f) has no negative loops, then, for all x, y ∈ {0, 1}n, the fol-
lowing assertions are equivalent:
(1) x → y is a transition of Γ (f).
(2) (x, x) → (y, x) → (y, y) is a path of Γ (f ′).
(3) (x, x) → (x, y) → (y, y) is a path of Γ (f ′).
(4) Γ (f ′) has a path from (x, x) to (y, y) without internal vertex in Ω.
Furthermore, the only possible paths of Γ (f ′) from (x, x) to (y, y) without inter-
nal vertex in Ω are precisely the ones in (2) and (3).
Proof. Suppose that Γ (f) has a transition x → y, and let i ∈ [n] be such that
y = xi. We have f ′i(x, x) = fi(x) = xi thus Γ (f ′) has a transition from (x, x) to
(xi, x) = (y, x). Since
f ′n+i(x
i, x) = fi(x, xi) = fi(x, xi) = fi(x) = xi = (xi, x)n+i,
Γ (f ′) has a transition from (xi, x) to
(xi, x)
n+i
= (xi, xi) = (y, y).
This proves the implication (1) ⇒ (2). Now, if Γ (f ′) contains the transition
(x, x) → (y, x) then there exists i ∈ [n] such that y = xi and yi = f ′i(x, x) = fi(x).
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Thus x → y is a transition of Γ (f). So we have (1) ⇐⇒ (2) and we prove similarly
that (1) ⇐⇒ (3).
Since [(2) or (3)] ⇒ (4) is obvious, to complete the proof it is suﬃcient to
prove that if Γ (f ′) has a path P from (x, x) to (y, y) without internal vertex
in Ω then either P = (x, x) → (y, x) → (y, y) or P = (x, x) → (x, y) → (y, y).
Let a be the conﬁguration following (x, x) in P , and let b be the conﬁguration
following a in P . We will prove that b = (y, y) and a = (x, y) or a = (y, x). We
have w(a) = n± 1 and thus w(b) ∈ {n− 2, n, n+2}, but if w(b) = n± 2 then we
deduce from Lemma3 that Γ (f ′) has no paths from b to a conﬁguration in Ω, a
contradiction. Thus w(b) = n. Let i ∈ [n] be such that a = (xi, x) or a = (x, xi).
We have four cases.
Case 1: a = (xi, x) and w(a) = n − 1. Since w(a) = n − 1 we have xi = 1, and
thus f ′i(x, x) = fi(x) = 0. Also f
′
i(a) = f
′
i(x
i, x) = fi(xi) = 0 since otherwise
G(f) has a negative loop on vertex i. Let 1 ≤ j ≤ 2n be such that b = aj .
Since w(a) < w(b) = n, we have aj = 0 and f ′j(a) = 1. If 1 ≤ j ≤ n then j = i
(since f ′i(a) = 0) so x
j = xi and since w(xi, x) = n − 1, we deduce from the
deﬁnition of f ′ that f ′j(a) = f
′
j(x
i, x) = 0, a contradiction. So n < j ≤ 2n.
Let k = j − n. We have
f ′j(a) = f
′
n+k(a) = f
′
n+k(x
i, x) = f ′k(x, x
i) = f ′k(x, x
i).
Since w(xi, x) = n − 1 we have w(x, xi) = n + 1. So if k = i we have
x
i
k
= x. Thus by the deﬁnition of f ′ we have f ′k(x, xi) = 1 thus f ′j(a) = 0,
a contradiction. We deduce that k = i, that is, j = n + i. Thus b = an+i =
(xi, xi) ∈ Ω, and we deduce that
P = (x, x) → (y, x) → (y, y).
Case 2: a = (xi, x) and w(a) = n + 1. We prove with similar arguments that
P = (x, x) → (y, x) → (y, y).
Case 3: a = (x, xi) and w(a) = n − 1. We prove with similar arguments that
P = (x, x) → (x, y) → (y, y).
Case 4: a = (x, xi) and w(a) = n + 1. We prove with similar arguments that
P = (x, x) → (x, y) → (y, y).
unionsq
Lemma 5. If G(f) has no negative loops, then for all x, y ∈ {0, 1}n, the follow-
ing two assertions are equivalent:
(1) Γ (f) has a path from x to y of length .
190 T. Melliti et al.
(2) Γ (f ′) has a path from (x, x¯) to (y, y¯) of length 2.
Proof. According to Lemma 4, x0 → x1 → x2 → · · · → x is a path of Γ (f) if
and only if
(x0, x0) → (x0, x1) → (x1, x1) → (x1, x2) → (x2, x2) · · · → (x, x)
is a path of Γ (f ′). This proves (1) ⇒ (2). To prove (2) ⇒ (1) suppose that Γ (f ′)
has a path P from (x, x¯) to (y, y¯) of length 2. Let (a0, a0), (a1a1), . . . , (ap, ap)
be the conﬁgurations of P that belongs to Ω, given in the order (so a0 = x
and ap = y). According to Lemma4, there exists b1, b2, . . . , bp with bq ∈
{(aq−1, aq), (aq, aq−1)} for all 1 ≤ q ≤ p such that
P = (a0, a0) → b1 → (a1, a1) → b2 → · · · → bp → (ap, ap).
Thus p = , and again by Lemma4, x0 → x1 → · · · → x is a path of Γ (f). unionsq
Theorem5 result from Lemmas 1, 2 and 5.
3 Conclusion and Open Questions
In this paper we have proved that the asynchronous graph of every n-component
Boolean network without negative loop can be embedded in the asynchronous
graph of a 2n-component monotone Boolean network, in such a way that ﬁxed
points and distances between conﬁgurations are preserved. A consequence of this
result, which was our initial goal, is that the asynchronous graph of a monotone
network may have an exponential diameter. More precisely, it may exist a con-
ﬁguration x and a ﬁxed point y reachable from x such that the distance between
x and y is at least 2
n
2 . This contrasts with the fact that for every conﬁguration x
there exists a ﬁxed point y such that the distance between x and y is at most n.
These results raise several questions. Could it be possible to embed, in a
similar way, a n-component network with negative loops into a m-component
monotone network? Maybe this would require m to be even larger than 2n.
Besides, the embedding we propose is based on the injection x → (x, x) from
{0, 1}n to the balanced words of length 2n. The well-known Knuth’s balanced
coding scheme [11] provides a rather simple injection from {0, 1}n to the bal-
anced words of length n+2 log2 n only. Could this technique be used to decrease
the number of components in the host monotone network from 2n to n+2 log2 n?
Finally, it could be interesting to study the interaction graph of monotone net-
works with large diameter. Does it necessarily contain long cycles, or many
disjoint cycles?
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Maxmin-ω: A Simple Deterministic
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Abstract. In this paper, we introduce the maxmin-ω system, a sim-
ple and intuitive model of asynchronous dynamics on a network. Each
node in this system updates its state upon receiving a fixed propor-
tion ω of inputs from neighbourhood nodes. We study the behaviour of
nodal update times as a function of ω. Computational results suggest
most complexity when ω is approximately 0.5. By implementing a cel-
lular automaton (CA) under this maxmin-ω asynchronous scheme, we
show some correspondence in complexity between timing and CA out-
put. Moreover, our system can be interpreted by the useful modelling tool
of max-min-plus algebra (MMP). We propose that the aforementioned
results on complexity can be derived analytically via MMP.
1 Introduction
We introduce a simple asynchronous dynamical system, which we call maxmin-
ω. The system acts on a network which, in this paper, will be a one-dimensional
cellular automaton (CA) lattice (so the terms “nodes” and “cells” will be used
interchangeably). There are a couple of crucial points that provide the attrac-
tion for studying this system: ﬁrstly, the update of cell states depends on local
exchanges until the fraction ω is fulﬁlled; the maxmin-ω system is therefore deter-
ministic, and is not only a departure from traditional asynchronous CA schemes
(e.g., [1,2]) but diﬀers from more recent work that looks at such local interactions
that are stochastic [3]. Secondly, the parameter ω is shown to drive an interesting
set of results – both in terms of the asymptotic timings and the implementation
of a simple CA scheme – which leads us to suggest other, promising, applications
other than CA.
2 The Maxmin-ω Model
In the maxmin-ω model a cell (node) state is updated at the end of a cycle. Con-
sider a node i in a network of size N . The node carries a state that changes with
time. Thus, we can plot points on the real line, representing time, corresponding
to when these changes occur. We refer to the points as the update times of the
nodal state. Let xi(k) denote the kth update time for the ith node.1 Once each
1 We choose x and not t as we will study update time as a ‘state’ itself; this is consistent
with the literature [9].
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node in the neighbourhood of i has completed its kth cycle (where k is also called
a cycle number), it sends the updated state to i. The transmission of such a state
from node j to i takes transmission time τij(k). The update (or computation)
of the state of node i takes a processing time, and it is represented in the kth
cycle by ξi(k).
Now, suppose each node updates its state upon receiving a fraction ω of
inputs from its neighbourhood (ω ∈ [0, 1]). We deﬁne the “ωth input” as the last
of the fraction ω of inputs arriving at i. Then the (k +1)th update time of node
i is given by the following recurrence relation.
xi(k + 1) = x(ω)(k) + ξi(k + 1) (1)
where x(ω)(k) represents the kth time of arrival of the ωth input from the neigh-
bourhood of i; if k is clear from context, we denote this x(ω) for short. If there
are n nodes in the neighbourhood of i, then x(ω) practically represents the time
of arrival of the mth input where m = ωn. Once node i receives the m inputs,
it processes its new state; this takes time duration ξi(k + 1). Once processed,
node i sends its state to downstream nodes at time xi(k + 1), which is also the
update time of i.
Figure 1 gives a ﬂavour of the eﬀect of maxmin-ω on CA using the same
initial CA state and same CA rule. When ω = 1 the CA space-time pattern
resembles the synchronous CA pattern. This is because when ω = 1, nodal
states are updated upon arrival of all neighbourhood inputs, so there is no loss
of information between the network states in the traditional synchronous model
(where all nodes update at the same time) and this asynchronous system. On
the other hand, the synchronous pattern is lost when ω < 1.
Fig. 1. CA space-time patterns as a function of ω for the maxmin-ω system. The
underlying lattice comprises 10 cells. Each cell takes on one of two states, 1 and 0;
state 1 is coloured light and state 0 is coloured dark.
2.1 Asymptotic Behaviour
Deﬁne the function M as the mapping M : IRN → IRN whose components Mi
are of the form of Eq. (1). We represent a system of N such equations by the
following.
x(k + 1) = M(x(k)) (2)
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for k ≥ 0, where x(k) = (x1(k), x2(k), . . . , xN (k)).
Denote by Mp(x) the action of applying M to a vector x ∈ IRN a total of p
times, i.e., Mp(x) = M(M(· · · (M
︸ ︷︷ ︸
p times
(x)) · · · )).
Definition 1. If it exists, the cycletime vector of M is χ(M) and is defined as
limk→∞(Mk(x)/k).
Definition 2. For some k ≥ 0, consider the set of vectors
x(k),x(k + 1),x(k + 2), . . . ∈ IRN
where x(n) = Mn(x(0)) for all n ≥ 0. The set xi(k), xi(k + 1), xi(k + 2), . . .
is called a periodic regime of i ∈ IN if there exists μi ∈ IR and a finite number
ρi,∈ IN such that
xi(k + ρi) = μi + xi(k).
The period of the regime is ρi and χi = μi/ρi is the cycletime of i. The smallest
k for which the periodic regime exists is called the transient time.
Under our initial conditions, Ki will be ﬁnite (see Theorem 1) and so, maxmin-ω
always yields a periodic regime with the following system-wide quantities.
K = max
i
{Ki}, ρ = LCMi(ρi), χ = (1/N)
N∑
i=1
χi.
2.2 The One-Dimensional CA Network
We implement the maxmin-ω system on the one-dimensional (1D) CA lattice.
This lattice has a natural deﬁnition of neighbourhood, i.e., the neighbourhood
Ni of cell i of radius r is {i − r, . . . , i − 1, i, i + 1, . . . , i + r} [6].2
From now on, we take ξi(k) and τi(k) to be independent of k, so they are
denoted ξi and τi, respectively. A study of the eﬀect of r is beyond the scope
of this short paper, suﬃce it to say that the results presented here are typical
of those produced by most values of r (see [5], Chap. 5). We conduct three
experiments with N = 50 and r = 10; they may best be described by the
following.
Algorithm 1. 1. Choose ξi, τi ∈ ZZ both from the uniform distribution (with
equal probability) where 1 ≤ ξi ≤ ξmax and 1 ≤ τi ≤ τmax.
2. Taking an initial vector, x(0), run the maxmin-ω system for each ω value
from 0.05 to 1, in steps of 0.05 (so there are 20 maxmin-ω systems to run).
3. For each maxmin-ω system, record the period ρ and cycletime χ.
4. Repeat above three steps 100 times to obtain, for each maxmin-ω system above,
100 independent periods and cycletimes.
2 We take a finite lattice, so cells may be regarded as being arranged in a ring.
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5. For each maxmin-ω system, record the mean and median of the 100 periods
and cycletimes obtained.
We know that transient time K is always ﬁnite, therefore we don’t exhibit tran-
sient time results here. We are most interested in the period ρ, which we take as
a measure of the complexity of the system.
In experiment (i), we initialise to x(0) = 0 = (0, 0, . . . , 0) for all 100 runs;
in experiment (ii), for each of the 100 runs, the elements of x(0) ∈ ZZ are
selected uniformly with equal probability where 0 < xi(0) ≤ 10. In both of these
experiments, we take (ξmax, τmax) = (10, 10). Experiment (iii) is a repeat of the
second experiment but now taking (ξmax, τmax) = (20, 20). Figures 2 and 3 plot
the results, a few notable features of which are as follows.
Fig. 2. Periods for the three experiments on the size 50 lattice with r = 10.
1. Under diﬀerent initial conditions, the cycletime is almost identical. This is
why we only alter the parameters ξi and τi in experiment (iii).
2. Increasing (ξmax, τmax) values implies a larger cycletime; this ﬁts with intu-
ition since larger ξi and τi values would delay the processing of nodal states;
subsequently the system takes longer to settle into some periodic behaviour.
3. The period curve is maximal when ω ≈ 12 . This forms part of a symmetrical
curve, with smallest values at the two extremes of ω ≈ 0 and ω ≈ 1.
3 Cellular Automata in Maxmin-ω Time
Let si(k) denote the (CA) state of a cell i at cycle k ∈ IN, so that the state of the
system at cycle k is represented by the vector s(k) = (s1(k), s2(k), . . . , sN (k)).
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Fig. 3. Cycletimes for the three experiments on the size 50 lattice with r = 10.
Suppose a cell is contained in a neighbourhood of size 2r + 1; then a CA rule
is a function f : {0, 1}2r+1 → {0, 1} given by si(k + 1) = f(N (si(k))), where
N (si(k)) denotes the CA states of Ni in cycle k. Note that the same cycle k
does not imply the same real time t ∈ IR; this is due to asynchrony. We focus on
the CA rule
si(k + 1) =
∑
j ∈ Ni
xj(k) + τij ≤ x(ω)(k)
sj(k) mod 2 (3)
i.e., the state of each cell is the sum (modulo 2) of the states of those neighbours
of i that arrive before or at the same time as the ωth input.
3.1 Classification
To numerically classify the CA space-time output as a function of ω, we use two
measures in tandem, as provided by Marr and Hu¨tt in [7]. The ﬁrst measure is
the Shannon entropy S ∈ [0, 1], which relies on the densities of CA states 0 and
1 in the time series of the evolving CA states of a cell. The second measure we
employ is the word entropy W ∈ IR+, which depends on the occurrence of blocks
of constant states in the time series of a cell. CA space-time patterns can now
be classiﬁed according to their S and W values; a large S or W value generally
signiﬁes large complexity of CA pattern.
3.2 CA Results
For each maxmin-ω system of Algorithm 1, we also implemented the CA rule of
Eq. (3). That is, steps 3, 4, and 5 were extended to record Shannon and word
entropies from the 100 runs. Here, we present these CA results.
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Fig. 4. CA entropies for the three experiments of Sect. 2.2
Again, we generated results for the three experiments of Sect. 2.2. The initial
CA state (when k = 0) was randomised for each of the 100 runs, and each CA
was iterated 250 times. The corresponding entropy results are in Fig. 4.
4 Max-min-plus Algebra
The maxmin-ω system of Eq. (2) can be reinterpreted in terms of a curious
branch of mathematics called max-min-plus algebra (MMP) [5]. We leave the
details of MMP to the highly accessible expositions in [8,9]. What we must
state here is that once maxmin-ω is represented as a max-min-plus function
then transient time, period, and cycletime are readily understood concepts. The
following theorem (see [9], Theorem 12.7 for proof) provides some signiﬁcance.
Theorem 1. If the cycletime vector χ(M) of a max-min-plus function M exists
for some finite vector x (i.e. where all elements of x are finite), then it exists
for all finite vectors x and χ(M) is independent of the initial condition x.
This theorem explains why our cycletime is invariant under diﬀerent initial con-
ditions (see Fig. 3). As for the periods being similar (except, perhaps, in exper-
iment (iii)), this can be explained analytically by the “Duality Theorem” [10],
a result that shows that the period is dependent on network structure and the
parameters ξi and τi. MMP thus looks to be a promising way to study maxmin-ω
analytically.
5 Discussion
We have shown that a simple, deterministic, asynchronous system produces
intriguing results. In line with the periods, CA complexity for the simple rule we
have employed appears maximal when ω is not near 0 or 1 (see Fig. 4). A natural
extension is to study the eﬀect on diﬀerent CA rules. Moreover, while this work
focused on the 1D lattice, preliminary work suggests that it is also possible to
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obtain similar results for variable lattices/networks [5]. In particular, the max-
imal complexity at ω ≈ 1/2 seems universal, regardless of network type. This
leads us to ask whether this ‘middle system complexity’ exists in applications
such as neural networks and epidemic processes on a network.
The reason for the name “maxmin-ω” is now evident. A MMP representation
is a ﬁrst step towards analytically understanding the complexities of maxmin-ω
and any associated information exchange system (such as virus transmission),
not only CA. We have conjectured ways to make progress in this in [5].
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Abstract. This paper presents the application of a novel Cellular Automata
approach for the efﬁcient and effective solution of chance-constrained water
supply reservoir operation problems. The method is based on the observation
that a low value of the penalty parameter would lead to partial enforcement of
the constraints. The constraints of the operation problem namely operation and
reliability constraint, are dealt differently. A high enough value of the penalty
parameter is used for the ﬁrst set while a lower than enough value is used for the
second set leading to complete enforcement of the ﬁrst set of the constraint and
partial fulﬁllment of the second set. Since the proper value of the penalty
parameter to be used for the reliability constraints is not known a priori, an
adaptive method is, therefore, proposed to ﬁnd the proper value. For this, the
problem is ﬁrst solved for the optimal operation using a zero value of the penalty
parameter. The value of the penalty parameter is then adjusted using the relia-
bility of the optimal operation obtained. At each iteration, the penalty parameter
is increased if the current reliability is less than the target reliability and
deceased if otherwise. The proposed model is used for the optimal water supply
operation of Dez reservoir in Iran over short, medium and long term for different
target reliabilities and the results are presented and compared with those of a
Genetic algorithm. The proposed model is shown to produce comparable results
to the GA for water supply problem with much reduced computational effort.
Keywords: Reliability  Cellular automata  Reservoir operation
1 Introduction
Optimal use of water from an available reservoir system is an important issue in water
resources management. Many attempts have been made by researchers to achieve best
possible performance of the reservoir system. Various optimization techniques have
been used for optimal reservoir operation represented by a set of releases or storages.
While most of the methods developed were used for optimal operation of reservoirs
disregarding the importance of reliability, some researchers proposed methods to solve
chance constrained reservoir management problems. Askew (1974) used SDP to derive
optimum reservoir operating policy considering reliability constraints. A DP procedure
was developed by Sniedovich (1979) to solve reliability-constrained reservoir opera-
tion problems. Simonovic and Marino (1980) proposed a three-level solution algorithm
for a multipurpose reservoir and solved reservoir management problem by reliability
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programming. A reliability programming technique was introduced for multiple-
multipurpose reservoir system (Simonovic and Marino 1982). Marino and Mohammadi
(1983) applied a model based on a chance-constrained linear programming (CCLP) and
DP to determine the optimum monthly releases from a multipurpose reservoir.
Sreenivasan and Vedula (1996) used CCLP formulation for a multipurpose reservoir to
determine the maximum annual hydropower produced while meeting irrigation demand
at a speciﬁed reliability.
Recently a new method of optimization namely cellular automata (CA) has been
introduced for the solution of water resources problems. The theory of CA as a
self-reproducing model was ﬁrst developed during the 1950s by Ulam (1952). Ulam’s
work was later extended by Von Neumann (1966) to model biological systems. Since
then, CA has been extensively used for the simulation of many complex physical
problems with great success. While CA was originally proposed as a simulation
method to reproduce complex processes, it is now being widely used to solve opti-
mization problems of different engineering disciplines due to its interesting features
such as simplicity and computational speed.
The ﬁrst application of the CA to water resources problem was proposed by
Keedwell and Khu (2005) in which a CA was used to produce initial solutions for a GA
model for optimal design of water distribution network. Guo et al. (2007a) hybridized a
Non-dominated Sorting GA (NSGAII) with CA and used it for multi-objective design
of both water distribution and storm sewer networks. The ﬁrst use of CA as a
stand-alone optimizer in water resources problems is due to Guo et al. (2007b)
proposing a CA model for the optimal design of storm-sewer networks. While most of
researches used an ad hoc transition rule based on engineering judgments and physical
characteristics of the considered problem, Afshar and Shahidi (2009) were the ﬁrst to
propose a CA model with a mathematically derived transition rule and used it for
optimal solution of reservoir operation problems. More recently, Afshar (2013)
extended the model of Afshar and Shahidi (2009) for optimal hydropower operation of
multi-reservoir systems. The method was used for solving the well-known
four-reservoir and ten-reservoir problems and the results were compared with those
obtained by GA and PSO methods indicating superiority of the method to heuristic
search methods. Application of CA with mathematically derived transition rule for
optimal design of sewer networks was ﬁrst introduced by Afshar (2013). The nodes of
the network were used as CA cells with the corresponding elevation as cell states.
Afshar and Rohani (2012) extended the method of Afshar (2013) to a hybrid two-stage
CA method for optimal design of sewer networks. Comparison of the results with those
obtained by GA, PSO and ACO demonstrated the efﬁciency and effectiveness of the
proposed hybrid method.
In this study, a Cellular Automata (CA) method is developed to determine optimal
operating policy of a single reservoir for a speciﬁed reliability. In the proposed method,
the constraints of the operation problem, namely operational and reliability constraints
are enforced differently. A high enough value of the penalty parameter is used for the
ﬁrst set while a lower than enough value is used for the second set leading to complete
enforcement of the ﬁrst set and partial fulﬁllment of the second set. Since the proper
value of the penalty parameter to be used for the reliability constraints is not known a
priori, an adaptive method is, therefore, proposed to ﬁnd the proper value. For this, the
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problem is ﬁrst solved for the optimal operation using a zero value of the penalty
parameter. The value of the penalty parameter is then adjusted using the reliability of
the optimal operation obtained. The proposed model is used for optimal water supply
operation of Dez reservoir in Iran and the results are presented and compared with
those of the GA for short, medium and long term operation periods to demonstrate the
efﬁciency and effectiveness of proposed method for reservoir operation problems of
different scales. The model is shown to be superior to the GA in every regards such as
computational effort, optimality and reliability of the ﬁnal solution.
2 Proposed Cellular Automata Method for Chance
Constrained Water Supply Operation of a Single Reservoir
The single-objective operation of reservoirs can be either beneﬁt-based or
reliability-based. In a beneﬁt-based operation, the reservoir is operated such that the net
beneﬁt of the operation is maximized while the reliability-based operation is concerned
with maximizing the reliability of meeting a set of pre-deﬁned demand over the
operation period. While simultaneous consideration of beneﬁt and reliability requires
the use of bi-objective optimization methods, a simpler and more practical problem is
often encountered in which predeﬁned target reliability is to be met in a beneﬁt-based
reservoir operation. In these problems, commonly referred to as chance constrained
reservoir operation problem, the objective is to ﬁnd a set of releases, or storages, such
that a predeﬁned pattern of demands, water or energy, are observed with a predeﬁned
reliability while optimizing the objective function over the operation period. Different
operational policies represented by different objectives are deﬁned and used for
operation of single or multi-reservoir systems. Here the chance constrained water
supply operation of a single reservoir is deﬁned by an operation policy that minimizes
the total squared deviation (TSD) of releases from a predeﬁned pattern of demands
deﬁned as:
Min Fw ¼
PN
t¼1 Dt  Rtð Þ2
D2max
ð1Þ
Subject to:
Stþ 1 ¼ St þQt  Rt t ¼ 1; . . . ;N ð2Þ
Smin St  Smaxt ¼ 1; . . . ;N þ 1 ð3Þ
RminRt Rmax t ¼ 1; . . . ;N ð4Þ
Pr RD½  RT ð5Þ
Where Rt, Dt, St and Qt are water release from reservoir, demand, water storage and
inflow to reservoir at period t, respectively; Dmax is the maximum demand over the
operation period; N is the total number of operation periods; Smin and Smax are
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minimum and maximum allowable reservoir storage, respectively; Rmin and Rmax are
minimum and maximum water release from reservoir, respectively; and RT is the target
reliability. Here Eq. 2 represents the continuity equation in the reservoir, Eqs. 3 and 4
represents the maximum and minimum allowable water storage & monthly release
volumes from reservoir, and Eq. 5 is the reliability constraint requiring that the
probability of monthly releases from the reservoir being greater than water demand
should be at least equal to the target reliability.
The optimization problem in hand, chance-constrained operation of a single reser-
voir, contains two set of constraints of different nature. The operational constraints
represented by Eqs. (2, 3 and 4) are of explicit nature and can, therefore, be easily
enforced while searching for the optimal solution. However, the reliability constraint,
represented by Eq. (5) is of implicit type and its imposition requires an iterative method.
The ﬁrst step for the application of CA to reliable reservoir operation problem is to recast
the reliability constraints into more explicit form for easier handling. Deﬁning A0 as a
subset of A ¼ 1; 2; 3; . . .: ;Nf g with N 0 members, the reliability constraint is written as:
Rt Dt t 2 A0 ð6Þ
subject to the condition that N 0 is equal to or greater than N  RT , where N 0 represents
the total number of periods for which the corresponding reliability constraints are
realized ensuring an operation of desired target reliability RT . The reliability constraints
deﬁned by Eq. (6) is now in more useful form for the application of CA as it is
explicitly deﬁned in terms of the reservoir release as the decision variable of the
problem. The second step for the application of CA to the problem in hand is to recast
the problem into an unconstrained optimization problem. For this, a penalty method is
used in which the constraints of problem are embedded into the objective function. This
leads to following unconstrained optimization problem deﬁned as:
MinPF ¼ Fþ a 
XN
t¼1
CVOð Þ2t þ b 
XN
t¼1
CVRð Þ2t ð7Þ
where F stands for the original objective function, PF is the penalized objective
function of the problem, CVOð Þt represents the maximum violation from operational
constraints, CVRð Þt is the maximum violation from reliability constraint, and a; b are
penalty coefﬁcients for operational and reliability constraints, respectively.
Application of CA to any optimization problem requires that four primary com-
ponents of the CA model namely: cells, cell state, cell neighborhood, and the transition
or updating rule are deﬁned. For the operation problem in hand, the cells are taken as
discrete points in time representing the beginning and the end of each period of the
operation as suggested by Afshar and Shahidi (2009). The cell states representing the
decision variables of the optimization problem is, therefore, taken as the reservoir
storage at these discrete points. The surrounding cells are considered as the neigh-
borhood cells. The transition rule for an arbitrary cell, j, is derived by requiring that the
problem objective function (7) should be minimized with respect to the cell state, Sj,
while all other cell states are kept constant. Assuming pre-deﬁned arbitrary initial
values for all cell states denoted by Skj ; j = 1, 2, … , N, the updated value of the j
th cell
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states Skþ 1j is obtained by solving the following sub-optimization problem deﬁned on
the neighborhood of cell j as:
Min PFwð Þj ¼ Dj1  Rkþ 1j1
 2
þ Dj  Rkþ 1j
 2
þ a  CVOð Þ2j þ CVOð Þ2j1
h ikþ 1
þ b  CVRð Þ2j1þ CVRð Þ2j
h ikþ 1 ð8Þ
Here, Rkþ 1j1 and R
kþ 1
j are the updated release volumes at period j−1 and j,
respectively. Rewriting (8) in terms of DSj ¼ Skþ 1j  Skj and its analytical solution
leads to the following updating rule:
DSj ¼
Dj  Rkj
 
 Dj1  Rkj1
 
þ a  CVOð Þ2j þ CVOð Þ2j1
h ik
þ b  CVRð Þj1þ CVRð Þj
h ik
2þ 2  BO  aþ 2  BR  b
ð9Þ
where BO and BR are binary variables with zero value if the solution at iteration k is
feasible regarding operational and reliability constraints, respectively and with unit
values otherwise.
It is a well-known fact that the value of the penalty coefﬁcient in the penalty
method determines the level of constraint satisfaction. With a zero value for the penalty
coefﬁcient, the constraints would not be taken into account as if an unconstrained
problem is solved. With a large enough value of the penalty parameter for which any
infeasible solution having a total cost greater than any feasible solution, the constraints
are totally enforced. For any value between zero and large enough value of the penalty
parameter, the constraints are partially enforced depending on how close the penalty
parameter is to the proper value. This means that assuming a proper value for the
operational penalty parameter a and a zero value for the reliability penalty parameter b
would lead to an operationally feasible solution with the reliability constraint totally
disregarded. This, in fact, leads to the model of Afshar and Shahidi (2009) proposed for
optimal operation of single reservoirs without reliability considerations. Increasing the
value of the reliability penalty parameter b would logically lead to operationally fea-
sible solutions of higher reliability. This suggests that the penalty parameter b could be
gradually increased until the desired target reliability is reached. This process, however,
could be time consuming since no prior knowledge of the proper magnitude of the
penalty coefﬁcient is in hand.
An adaptive method is, therefore, proposed to ﬁnd the proper value of the reliability
penalty parameter b. Having ﬁxed the operational penalty parameter value, the problem
is ﬁrst solved using a zero value of the penalty coefﬁcient b leading to a solution with a
reliability R lower than the target reliability RT . At each iteration, the penalty coefﬁcient
is adjusted using the following relation:
bnew ¼ bold þ RT  Rold
   ð10Þ
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Where Rold is the reliability of the solution obtained using the previous value of the
reliability penalty parameter bold . For a penalty coefﬁcient less than proper value, the
reliability of the solution Rold is less than the target reliability leading to an increase in
the updated value of the penalty parameter bnew and vice versa. The iterative process of
updating is continued until the current reliability is equal to the target reliability.
3 Model Application and Results
In this section, efﬁciency and effectiveness of the proposed model is illustrated for
chance-constrained operation of “Dez” reservoir in southern district of Iran. To assess
the effect of the problem scale on the performance of the model, three different
operation periods of 5, 20 and 40 years are considered here. The average annual inflow
to the reservoir and annual demand, are estimated at 5900 MCM and 5303 MCM,
respectively. The active storage volume of reservoir is 2510 MCM. The minimum and
maximum admissible storage volumes are 830 and 3340 MCM, respectively, while
maximum and minimum water release volumes is considered as 1000 MCM and 0,
respectively.
The proposed CA model is used to solve the chance-constrained operation of Dez
reservoir over three different operation periods with different target reliabilities for water
supply operation. Table 1 presents the solution cost, CPU time, reliability of the solution
obtained by the proposed model, number of adaptive iterations required, and the ﬁnal
value of the operational penalty parameter b for different target reliabilities of water
supply operation. It is seen that the proposed method has been generally converged in a
few iteration And, therefore, been able to ﬁnd the optimal solution within few seconds
which illustrates the efﬁciency of the proposed method for water supply operation.
The problem under consideration is also solved here using a GA model for com-
parison purpose. Considering the storage volume as the decision variables of the GA, a
real-coded GA with tournament selection is used in which the tournament size is
randomly selected. A single-point crossover with probability of 0.9 and random
weighted averaging after the crossover site, and a 1-bit mutation procedure with
Table 1. Results of water supply operation for periods of 60, 240 and 480 months
Months RT Solution cost CPU time (sec) Reliability Iterations Final b
60 0.6 2.36 0.18 0.6 6 0.73
0.65 2.42 0.18 0.65 5 0.8
0.7 2.49 0.19 0.7 6 0.93
240 0.6 8.92 1.41 0.6 10 0.48
0.65 9.2 1.04 0.65 7 0.55
0.7 9.5 1.3 0.7 9 0.64
480 0.6 20.09 3.33 0.6 11 0.5
0.65 20.66 2.82 0.65 9 0.56
0.7 21.3 1.97 0.7 6 0.64
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probability of 0.01 is used to produce the off-springs. Population size is set 50, 100 and
200 for operation periods of 60, 240 and 480 months, respectively, and an exhaustive
maximum number of generations equal to 20000 is used for all runs to make sure of the
GA convergence.
Performance of the proposed CA method is compared with that of GA in Table 2.
In this table, the solution costs and the ratio of the computational times required by the
GA and CA (tGA/tCA) at three generation numbers are shown for different target reli-
abilities and operation periods. It is seen that the GA has been able to produce superior
solutions to the proposed CA method within all three generation numbers for the
smaller operation periods of 60 and 240 months. For the longest operation period of
480 months, however, CA is seen to produce results comparable to that of GA. To be
more speciﬁc, the CA is seen to produce solutions of the same cost with that of GA
solutions with a computational cost 433, 564, and 1015 times less than those required
by the GA indicating on the computational efﬁciency of the proposed method.
Table 2. Comparison of results obtained by GA and proposed CA
Period RT Generation Total cost (tGA/tCA)
60 0.6 5000 2.07 2.36 283
10000 1.77 567
20000 1.55 1133
0.65 5000 1.89 2.42 233
10000 1.75 472
20000 1.73 944
0.7 5000 2.5 2.49 232
10000 2.34 468
20000 2.14 937
240 0.6 5000 8.55 8.92 128
10000 6.71 257
20000 6.05 513
0.65 5000 8.59 9.20 155
10000 6.82 310
20000 6.29 618
0.7 5000 9.21 9.50 135
10000 7.65 272
20000 6.84 543
480 0.6 5000 31.14 20.09 200
10000 21.04 400
20000 16.24 799
0.65 5000 32.85 20.66 207
10000 23.99 414
20000 18.38 829
0.7 5000 33.06 21.30 341
10000 23.88 681
20000 19.39 1362
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4 Conclusions
A novel Cellular Automata approach was developed for the efﬁcient and effective
solution of reliability-based reservoir operation problems. The method is based on
different treatments of the operational and reliability constraints of the problem. A high
enough value of the penalty parameter is used for the operational constraints while a
lower than enough value is used for the reliability constraint leading to complete
fulﬁllment of the ﬁrst set of the constraint and partial enforcement of the second set.
Since, the proper value of the penalty parameter for the reliability constraint is not
known a priori, an adaptive method is introduced to ﬁnd its proper value. For this, the
optimal operation problem is ﬁrst solved using a zero value of penalty parameter and is
adjusted considering the reliability of optimal operation obtained. At each iteration, the
penalty parameter is decreased if the current reliability is greater than the target reli-
ability and increased if otherwise. The proposed method were applied to optimal water
supply operation of Dez reservoir in Iran considering various target reliability for
periods of 5, 20, and 40 years and the results are presented and compared with those
obtained by a GA. The results indicated the superiority of the proposed method to the
GA in both efﬁciency and effectiveness of the method.
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Abstract. We introduce a framework to navigate agents in buildings,
inspired by the notion of “the cognitive map”. It allows to route agents
depending on their spacial knowledge. With help of an event-driven
mechanism, agents acquire new information about their surroundings,
which expands their individual cognitive map.
1 Introduction
The simulation of pedestrian dynamics provides important results for diﬀerent
applications. For architects the analysis of people ﬂow is interesting during the
planning of new facilities and exit routes. For organizers of large scale events a
simulation of pedestrians could help to appraise the location.
Hoogendoorn et al. [5] divided pedestrian dynamics decision making into
three levels, the strategic, tactical and operational level. The pre trip route
planning and the choice of the ﬁnal destination is done in the strategical level.
It should be mentioned that at the strategical level no information about actual
circumstances is available. Short term decisions like obstacle avoidance or route
changes depending on actual situation are done at the tactical level. At this
level additional information is available, like people ﬂow or smoked rooms. At
the operational level the pedestrian motion is modeled including interaction with
other pedestrians.
Current routing mechanisms in pedestrian dynamics simulations are mostly
based on shortest path calculation or quickest path approximation. Some of them
already feature perception of congestion and jams in front of doors [6]. This
perception leads to another route choice for some individual agents. But most
of the routing implementations do not take individual knowledge or behavior
into consideration. It is for example unrealistic to assume that pedestrians in a
shopping mall take the shortest path only because they are knowledgeable about
the exits in building. In contrast one should assume that most pedestrians do
not even know more than one emergency exit. To resign individual knowledge
assumes that every agent has perfect knowledge of the actual building.
To reach more realistic simulations it seems necessary to take some individual
factors into consideration. Individual knowledge is the basis for those individu-
ality. It is needed for individual decision making and social behavior.
Another important feature, the human perception, is often missing in actual
implementation. If we want to consider dynamic circumstances which inﬂuence
c© Springer International Publishing Switzerland 2016
S. El Yacoubi et al. (Eds.): ACRI 2016, LNCS 9863, pp. 210–218, 2016.
DOI: 10.1007/978-3-319-44365-2 21
Cognitive Map Routing 211
the route choice we need to have a perception layer. The information gath-
ered from this perception layer should then be written in the aforementioned
knowledge representation. This shows, that a versatile knowledge representation
combined with perception possibilities and decision making is needed.
2 Related Work
Cognitive Map. The cognitive map is a concept introduced and analyzed by
E.C. Tolman [12]. From his experiments with rats he deduced that rats are not
simply navigating by stimuli and response but rather discover the space and
store their acquired knowledge in a structured way. This so called cognitive map
enables rats to make decisions while navigating.
B. Kuipers later analyzed the cognitive map from a more technical point of
view [7,8]. In his work he described that the cognitive map aggregates infor-
mation from observations to route description and ﬁxed features which later are
integrated in topological and the metric relations. An overview of the interaction
between those ﬁve types of information can be seen in Fig. 1 from [8, p.11].
Observations
Fixed features
Routes
Topological map
Metric map
Fig. 1. Five diﬀerent types of information of a cognitive map according to Kuipers
[8, p. 11]
Individual Behavior. Individual behavior in pedestrian dynamics simulation
is handled in diﬀerent ways. Braun et al. implemented individual behavior in the
operational level by introducing new parameters like dependence (need of help)
and altruism (willingness to help) and by introducing groups (like families) [3].
Those new parameters change the force calculation in the underlying social force
model by Helbing [4]. Pelechano et al. used the operational level too but also
took individual knowledge of the building into consideration in the way ﬁnd-
ing [10]. Pan implemented a modular framework for human and social behavior
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which features typical behavior like queuing and leader following [9]. This new
framework is also analyzed and compared with other evacuation simulations.
On the tactical level several works about way ﬁnding were performed. The
book of Arthur and Passini [1, chap. 5.] gives a good overview of the way ﬁnding
in general and especially the process of ﬁnding a speciﬁc way. In [2] the route
choice during a ﬁre is discussed. They pay attention on the decision process and
the way people choose the emergency exit (for example closed or open doors). In
addition they discuss the inﬂuence of evacuation signs and the delay time after
ﬁre alarm.
Modeling human behavior, perception and cognition is a complicated task. It
is not the goal of this work to reach realistic human behavior or even to under-
stand human cognition, but to emulate the behavior simpliﬁed enough to reach
adequate simulations. With the created framework a powerful and extensible set
of tools was build to model and emulate realistic behavior.
For achieving individual behavior and basic reasoning in pedestrian dynam-
ics simulations it is necessary to have a versatile spatial knowledge represen-
tation. For this reason a simpliﬁed version of the cognitive map proposed by
Tolman [12] was implemented and used for each agent separately (Sect. 3). To
model the information gathering of pedestrians a sensor structure was build
to enrich the information stored in the cognitive map (Sect. 3.4). Moreover the
stored knowledge is used for individual decision making (Sect. 3.5). The afore-
mentioned three modules are encapsulated in the new created cognitive map
router. Figure 2 shows an overview of the build modules which are described in
detail in the following sections.
Perception Knowledge Decisions
Sensors &
SensorManager
Cognitive
Map
Decision
Making
Fig. 2. Overview of the interaction between the modules.
3 Representing Knowledge with a Cognitive Map
The knowledge representation is the central module for the new routing mech-
anism. It has to fulﬁl several requirements. One of them is the possibility to
represent diﬀerent spatial knowledge. Another one is the possibility to store
knowledge individually to achieve the goal of individual behaviour.
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For the data structure we use the concept of the cognitive map proposed by
Tolman [12] which is widely used in robotics navigation. Due to the fact that the
navigation is used for agents in evacuation simulations inside a building we omit
some parts of the cognitive map concept. A metric map (Sect. 3.1) and a memory
of used routes (Sect. 3.2) constitute our new cognitive map (Sect. 3.3). The metric
map represents the notion which the simulated pedestrian has about the building
whereas the memory of used routes constitutes a simple remembrance.
3.1 The Metric Map (NavigationGraph)
The metric map constitutes the notion of the building an agent has. Therefore
it has to represent the knowledge of ﬁrst order as well as the knowledge of
second order. As aforementioned elements of second order could be modeled as
properties of elements of ﬁrst order. Therefore we have to care about ﬁrst order
elements mostly.
For the ﬁrst order knowledge we decided to use a graph based structure.
That is why we had to identify sub rooms and doors with vertices and edges. In
contrast to some former routing algorithm we identify the sub rooms as vertices
and the doors as edges.
This is reasonable in order to have a versatile structure for adding informa-
tion to a certain edge. In our representation an edge represents the intersection
between sub rooms, which is needed to guide agents from room to room instead
of guiding them from door to door. Another advantage is the possibility to store
diﬀerent information for diﬀerent edges directions. For example leaving a room
towards a corridor is rated better than the other direction. This structure gives
us the possibility to have an idea about leaving the sub room in the ﬁrst place,
which would be diﬃcult if doors are vertices. The chosen structure has some
downsides as well. When it comes to accurate distance calculations some prob-
lems appear. It is possible to create a sparse graph to model pedestrians with
incomplete knowledge of a building.
Edge-Weight Calculation. The calculation of optimal routes is based on the
weight of each edge. These depend primarily on the distance and other factors
which represent the second order knowledge.
Let ei ∈ E be an edge of the navigation graph G = G(V,E).
Fi := {fk ∈ Fi | fk ∈ R ∧ fk > 0} (|Fi| < ∞)
is the set of corresponding factors for ei. The elements of Fi are called
edge-factors.
f (i) :=
∏
fk∈Fi
fk
is called the accumulated edge-factor.
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Let xi be the length of the edge ei and Fi the set of corresponding factors
for ei. Then is
wi := xi ·
∏
fk∈Fi
fk = xi · f (i) (1)
the edge-weight of ei.
Edge-factors and sensors are highly related to the decision making process.
The decision making is based on the edge-weight, to decide for an optimal route.
Thus the edge-factors have a high inﬂuence on the chosen route.
3.2 Used Routes Memory
The smaller part of the cognitive map is the memory of used routes, which is for
the purpose of representing the pedestrians remembrance. We store every edge
which was chosen by the decision making in the same order. With this we can
reconstruct the chosen path. An application could be a sensors which avoids the
agent from going backwards.
3.3 Putting it All Together: The Cognitive Map
Even if this cognitive map is a drastic simpliﬁcation of Tolmans cognitive map
it is less complex and still ﬁts our needs.
In the simulation each agent has its individual cognitive map. These maps
are accessed through the CognitiveMapStorage class which also takes care of
the creation of the initial cognitive maps. The creation itself is done by Cogni-
tiveMapCreator classes which are passed to the CognitiveMapStorage and exe-
cuted when needed. With these CognitiveMapCreators it is possible to create
diﬀerent cognitive maps, in matter of information content, to simulate pedes-
trians with diﬀerent knowledge. It is also possible to use diﬀerent creators for
diﬀerent agents. The current implementation features two creators the Com-
pleteCognitiveMapCreator which creates a complete cognitive map and an Emp-
tyCognitiveMapCreator which creates an empty cognitive map. Further creators
can be easily implemented.
3.4 Gathering Information
With the proposed cognitive map we have a versatile structure for the later
discussed decision making. The decision making is based on the edge weight and
thereby on the edge factors. Therefore it is important that the cognitive map
in general and the edge factors in particular are up to date to make current
decisions.
The information gathering module is responsible for this update process. It
provides a framework for reproducing simpliﬁed human perception. It is able to
manipulate edge factors as well as an entire edge or vertex.
For gathering information a sensor structure was build. These sensors are
managed and executed by an event driven sensor manager. Those events could
be triggered in every time step during the execution of the router. Therefore the
sensors are executed individually for each agent.
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3.5 Making Decisions
The last module of the proposed routing framework is the decisions making
module. With the already deﬁned edge-factors and the deduced edge-weight it
was nearby to calculate optimal routes in the given navigation graph. But due
to the fact, that some agents may have a sparse navigation graph it is possible
that an agent does not know any complete exit route. There for we distinguish
between agents with enough knowledge to ﬁnd a complete exit route and agents
with less knowledge. The ﬁrst group uses a global optimization algorithm and the
second uses a local algorithm. Till now there is a strong separation of strategies of
this two groups, but for more realistic behavior a combination of both strategies
would be advisable.
4 Simulation Results
To showcase the ﬂexibility of our new routing framework we analyze the impact
of diﬀerent conﬁgurations on the route choice and thus on the whole simulation.
The implemented routing framework is adjustable in many diﬀerent ways. This
leads to a lot of possible conﬁgurations, which we can not analyze in all aspects.
That is why we choose some conﬁgurations for the analysis. As ﬁrst we study
the impact of single sensors when used with complete cognitive maps. For the
analysis we conduct 50 simulations for each conﬁguration of interest with dif-
ferent initial conditions. The initial conditions inﬂuence mainly the position of
pedestrians in a certain sub room.
Room 1
Corridor A
Corridor
B
Exit 1 Exit 2
[m]4 2 4 2 9
[m
]
7
4
2 1
Wall Door Exit
Fig. 3. The geometry (T-Junction) used for analyzing the DensitySensor.
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The initial conditions are diﬀerent among the 50 simulations of one conﬁgura-
tion but equal for diﬀerent conﬁgurations. With this setup we want to minimize
the inﬂuence of random eﬀects. For some conﬁgurations we compare the total
evacuation time with the total evacuation time obtained using the global shortest
path router [6]. The total evacuation time is the duration until the last agent has
left the building. For comparing evacuation times we use Welch’s t-test [13]. This
test has the null hypothesis that the expected values of the distributions of the
two samples are the same using the mean value. Rejecting this null hypothesis
means that the expected values are signiﬁcantly diﬀerent. All tests are calcu-
lated with R’s [11] intrinsic t-test method. All agents have a complete initial
cognitive map and thus “know” every sub room and door in the building. The
only additional information which could be added is knowledge of second order.
For the analysis of the DensitySensor we conducted simulations with the
geometry shown in Fig. 3. Exit 1 is smaller than exit 2 and should cause some
congestion. In addition the way from room 1 to exit 1 is shorter than the way
Table 1. Comparison of total evacuation time frequencies of simulations with Densi-
tySensor and without sensors. We conducted 50 simulations each. The simulations are
all done with complete cognitive maps.
t [s] Freq. With sensor Without sensor Freq.
59 4 8% 0% 0
60 9 18% 0% 0
61 8 16% 0% 0
62 9 18% 0% 0
63 11 22% 0% 0
64 7 14% 0% 0
65 2 4% 0% 0
· · · · · · · · · · · · · · ·
81 0 0% 2% 1
82 0 0% 2% 1
83 0 0% 10% 5
84 0 0% 28% 14
85 0 0% 32% 16
86 0 0% 16% 8
87 0 0% 8% 4
88 0 0% 2% 1
p-value < 2.2 · 10−16 (Result of Welch’s t-test)
mean (Total evac. time): 61.86s 84.76s
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to exit 2. We distributed 140 agents in room 1. Without any sensors the agents
take the direct path to the exit 1. This leads to a high density and a congestion
in front of the emergency exit. With the DensitySensor the exit 2 is used too
and the agents are distributed better. Depending on the actual density when
arriving at corridor A the agents decides whether to go to exit 1 or to exit
2. The total evacuation time is signiﬁcant lower with the DensitySensor than
without. Table 1 shows the comparison of the total evacuation times.
5 Conclusion
In this work we implemented a versatile and knowledge based routing framework
for pedestrian dynamics. With this framework we propose a adjustable method
for emulating human knowledge, perception and decision making. This work
does not claim investigating and understanding the nature of human behavior,
rather its goal is to create tools to ease the implementation of new behavioral
models.
The framework consists out of three modules: the perception module
(Sensors and SensorManager), the knowledge module (Cogntivemap) and the
decision making module. For the knowledge representation we proposed a sim-
pliﬁed cognitive map which reduces the complexity of the model but represents
all needed knowledge. For the perception module we implemented a sensor struc-
ture and for the decision making we provide a local and a global optimization
algorithm. We showed that the sensors have a high impact on the simulation
and are suitable for reproducing human behavior. Especially the sensor module
is highly extendable and could thereby fulﬁll even additional requirements later.
For all module the cognitive map is the central module to read information from
or to write information into. Due to the object oriented design and the modu-
larization it is possible to exchange or adjust modules independently from each
other.
There are several extensions and improvements which could be part of future
works. Some of them are related to problems which arose during the implemen-
tation or the analysis and some are suggestions for possible extensions. One of
the most important tasks would be a veriﬁcation of simulations with empirical
data. This task is not just important for this routing framework but for the
pedestrian dynamics simulations in general. The next tasks are directly related
to our new routing framework and suggestions for further improvements.
The perception module oﬀers further extension possibilities. We already
implemented several sensors and showed their impact on the result of simu-
lations. For simulating certain situations and circumstances sensors are a good
option. That is why it is advisable to design and implement further sensors.
They enrich information and help to emulate realistic behavior.
The decision making should always use all knowledge which is available for
the certain agent. Additional the strategies could be mixed up to emulate more
realistic behavior.
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Abstract. For the purposes of optimizing vehicle ﬂow and improving the cross‐
ings pedestrian safety, it is important to understand pedestrians-vehicles behav‐
iors. This paper proposes a cellular automata model to study the interactions of
crossings pedestrian and traﬃc ﬂow on a single lane roundabout. The boundary
is controlled by the injecting rates  and the extracting rate . Meanwhile, the
crossing pedestrian decision is modeled with a gap acceptance rule. The results
show that, pedestrian (resp. vehicular) ﬂow can beneﬁt from small (resp. large)
gap acceptance to decrease the interferences vehicles-pedestrians. Likewise, we
found that the crosswalk location play a chief role in improving the satisfaction
of both pedestrians and vehicles. However, the use of slowdown sections
provokes a decrease in pedestrians-vehicles interactions and increases the traﬃc
capacity.
Keywords: Cellular automata · Roundabout · Pedestrians · Phase diagram ·
Satisfaction rate
1 Introduction
Interactions between diﬀerent traﬃc participants (e.g. pedestrians, cars, buses, etc.) have
attracted considerable attention of researchers from various domains. Numbers of
models have been proposed for describing diﬀerent traﬃc phenomenon [1–10]. Among
diﬀerent models, Cellular automaton (CA) has been adopted extremely and well
received as a good tool to study and analyze the evolution of mixing traﬃc dynamics
[11–19]. Feng et al. [17] proposed a cellular automata model to evaluate walkers’ facili‐
ties before its implementation, Zhang et al. [18] proposed a cellular automata model to
study the eﬀect of the traﬃc light control on the pedestrians ﬂow, Xie et al. [19] inves‐
tigated the characteristics of the traﬃc ﬂow on a road with a signalized crosswalk in the
framework of CA model. Therefore, the present study aims to investigate the eﬀect of
crossings pedestrian on traﬃc ﬂow at a roundabout system using the CA model. Also,
the eﬀects of some parameters design such as the crosswalk position and the speed limit
zone on the traﬃc ﬂow and the behavior of crossings pedestrian will be investigated.
The paper is organized as follows. Section 2 we explain the model. Results and discus‐
sions are presented in Sect. 3. The conclusion is given in Sect. 4.
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2 Model and Method
2.1 Roundabout Model
The sketch of the model is shown in Fig. 1-(a), where the system consists of eight chains
of length  connected to a closed chain (i.e. ring) of length . All chains are single lane
and one-way. Also, each lane is designed with a crosswalk. This later is deﬁned as a
discrete grid  and it is located in one cell of the lane at position . Here,
 denote the crosswalk length and width respectively. Vehicles enter from
odd-numbered lanes and exit from even numbered ones. In the ring vehicles move
orderly and counter clockwise.
Fig. 1. (a) Sketch of the roundabout, (b) the injection rule with .
2.2 Crossing Pedestrian
In this paper, pedestrians arrive at waiting zone (i.e. grey area) at each time step with
probability . Pedestrian can make decision to cross according to the distance between
the crosswalk and the ﬁrst vehicle before the crossing line, i.e., if the available distance
is greater than the threshold , the pedestrian will cross, otherwise he/she will not. We
note that pedestrian can cross from right side to left one (i.e. right crossing) and vice versa
(i.e. left crossing). On the other hand, to keep conformity between pedestrians, we divide
the crosswalk into two sides by a partition line: one for the right pedestrian while the
other is for the left ones. Also, we assume that the walkers cannot change their directions
(i.e. pedestrians follow each other in one direction). To describe the motion of a pedes‐
trian, we adopt the Nagel and Schreckenberg (NS) model [1]; where all pedestrians are
handled in parallel during one time step according to the three rules:
i. Acceleration: 
ii. Deceleration: 
iii. Movement: 
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Where  and  denote the velocity and position of the pedestrian i respectively.
The maximum velocity and the gap between pedestrians are denoted as 
respectively. According to Ref. [20], the maximum velocity of walker under easy mind
is no more than 1.4 m/s (i.e.  where 0.6 presents the dynamic
space of a pedestrian [21]). We note that pedestrian can cross the road in two stages by
using the splitter island.
2.3 Vehicles’ Movement Rules
To describe the motion of a vehicle, we use the NS model [1]; where all vehicles are
handled in parallel during one time step according to the four rules:
i. Acceleration: 
ii. Deceleration: , 
iii. Randomization: with the braking probability ; 
iv. Movement: 
Where  and  designate the position and velocity of the vehicle j respectively. The
maximum velocity and the gap are denoted as  respectively.
All vehicles obey these updating rules, except the nearest vehicle to crosswalk must
move slowly and adjust its velocity according to the gap  as follow:
Where  is the crosswalk location.
2.4 Roundabout Rules
In the entry lanes, if the ﬁrst cell is empty, a new vehicle is added with rate  or .
However, the rate  controls the exit lanes, if the position of the leading vehicle is supe‐
rior to the lane length, it is removed from the road with rate , else it has to slow down
and brake in the last site with rate . The inclusion of the exit probability can be
related to the traﬃc status in the exit direction. it is important to note that, each road
inﬂow is controlled by an injecting rate  (i = 1, 3, 5, 7), but for less complexity and to
get better insights into the traﬃc dynamics, we suppose that each opposite roads are
controlled by the same injecting rate, also we take the same extracting rate  for all exit
lanes.
The exit lane is selected for each vehicle with probability  upon entrance to the
entry lane and it remains unchanged. On the other hand, the rules of the roundabout give
priority to the circulating ﬂow, in other word, the incoming vehicle (i.e. vehicle on the
entry lane) should yield to the vehicles in the ring, then it allowed to enter the ring if the
left quadrant is empty or the oncoming vehicle (i.e. the leading vehicle on the left
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quadrant) displays its indicator for informing the others of his exit direction. Simulta‐
neously, an oncoming vehicle can leave the ring if the gap between the vehicle and the
last vehicle at its desired exit direction is inferior to its velocity.
3 Results and Discussion
In the simulation, the parameters 
 are used. The results are averaged over 40000
time steps after 10000 time steps for 50 independent runs.
At the beginning, we are interested in investigating the eﬀect of the threshold of
acceptable gap  on the traﬃc behavior. In this respect, based on the vehicle ﬂux in
the circulating lane and the average pedestrian ﬂux as order parameters, Fig. 2 presents
the phase diagrams of the system in the  space. The results shown that when 
is large (Fig. 2-a), the phase diagram presents two regions: Free-Free (F-F), here pedes‐
trians and vehicles can move freely, i.e., pedestrians have no inﬂuence on the inﬂow and
the outﬂow due to the small values of injecting rates. Congested-Congested (C-C), the
congested state is reached for both pedestrians and vehicles, in this situation the inter‐
actions between vehicles and pedestrians in the entry and/or exit lanes increase owing
to the large values of injecting rates. In contrast, when  is small (Fig. 2-b), in addition
to the two previous regions, a new region appears: Congested-Free (C-F), here pedes‐
trians are able to make a decision to cross with shorter gap which enlarges the pedestrian
free region but increases delay to vehicles. It is important to note that the short acceptable
gap rises the collisions between crossings pedestrian and vehicles.
Fig. 2. Phase diagram in the  space, (a)  and (b) .
The position of the crosswalk has an important eﬀect on traﬃc characteristics.
Figure 3 presents the phase diagram for diﬀerent crosswalk location. It is evident that
as  increases the vehicles free region enlarges. This result can be understood by
looking at the density proﬁle of the entry and exit lanes (see Fig. 4). In the entry lane,
when  is close to yield line, the oscillations can be observed but become weak and
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the density increases as one approaches to crosswalk. In contrast, when  is far from
yield line, a planar proﬁle is observed before the crosswalk (i.e. the congested state takes
place), here the interruptions to the inﬂow caused by walkers rise; therefore, the number
of incoming vehicles becomes smaller. However, in the exit lane, we obtained the same
proﬁle on the both cases where the density is great only before the crosswalk; this means
that the congested state of circulating lane is determined by the crosswalk location in
the exit lane especially when it closer to exit point.
Fig. 3. Phase diagram in the  space for diﬀerent values of .
Fig. 4. Density proﬁle  as function of site number i for diﬀerent values of  where
.
To reduce this impact we propose that the crosswalk positions are not the same at
the entry and exit lanes, i.e.,  (resp. ) is the position of the crosswalk in the entry
(resp. exit) lane. For this purpose, we calculate the average satisfaction rates 
and  (i.e. the proportion of vehicles or pedestrians that move at their desired
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velocity) [22]. In this context, Fig. 5 presents the behavior of the satisfaction rates as a
function of the injecting rate . It can be obviously inferred from the ﬁgure that, when
the crosswalk positions are diﬀerent, the vehicle satisfaction rate increases on the circu‐
lating lane , the exit lanes  but on the entry lanes we obtained the
same satisfaction rate . Also, we can see clearly that the pedestrian
satisfaction rate increases slightly . In this situation, pedestrians take more
time to travel between the two crosswalk splits at the splitter island which decrease their
number during one time step, thereby decreasing the pedestrians-vehicles interactions.
From this result, we conclude that the inﬂow (i.e. ﬂow of entry lanes) is aﬀected not
only by the interruptions caused by pedestrians, but also by the interactions between
vehicles and the increasing of  leads to more interactions.
Fig. 5. Satisfaction rates as function of injecting rate  for diﬀerent values of
.
Usually, entry/exit roads have a slowdown section (i.e. speed limit zone) before the
crosswalk, used to prepare vehicle to yield to pedestrians. In other words, there is a
section of length  where vehicles will be forced to slow down within velocity .
Figure 6 shows the behavior of the satisfaction rates as a function of the injecting
rate . It is found that the existences of speed limit zones increase the pedestrian satis‐
faction rate , the vehicle satisfaction rate on the circulating lane ,
exit lane  and on the entry lane , because vehicles apt to move slower
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before the crosswalk which reduces the interferences pedestrians-vehicles, and thus
increases the number of vehicles that can go through the crosswalk. Indeed, the speed
limit zones can eﬀectively increase the performance of the system.
Fig. 6. Satisfaction rates as function of injecting rate  for diﬀerent values of  where
.
4 Conclusion
In summary, we have studied the eﬀect of crossings pedestrian on the traﬃc ﬂow at a
single lane roundabout using a cellular automaton model. The boundary is controlled
by the injecting rates  and the extracting rate . The pedestrians have the right of
way over vehicles on crosswalk. The simulations are carried out to investigate the char‐
acteristics of traﬃc on diﬀerent conditions. It has been observed that, the interferences
between vehicles and pedestrians do not aﬀect the traﬃc ﬂow when the injecting rates
are small. In contrast, when the injecting rates are large, the interferences act an impor‐
tant role in the system where both pedestrians and vehicles reach their congested state.
Furthermore, we have examined how the crosswalk location inﬂuences the dynamic of
pedestrians and vehicles. We have found that the traﬃc can avail from the crosswalk
position in the entry and exit lanes to improve the satisfaction rate of vehicles. Moreover,
the traﬃc can be improved by the use of slowdown sections before the crosswalk.
Characteristics of Pedestrian and Vehicle Flows 225
References
1. Nagel, K., Schreckenberg, M.: J. Phys. I 2(12), 2221–2229 (1992)
2. Helbing, D.: Rev. Mod. Phys. 73, 1068 (2001)
3. Lighthill, M.J., Whitham, G.B.: Proc. R. Soc. London A 299, 317–345 (1955)
4. Nagatani, T., Nakanishi, K., Emmerich, H.: J. Phys. A: Math. Gen. 31(24), 5431 (1998)
5. Echab, H., Lakouari, N., Ez-Zahraouy, H., Benyoussef, A.: Int. J. Mod. Phys. C 27, 1650009
(2016)
6. Barlovic, R., Santen, L., Schadschneider, A., Schreckenberg, M.: Eur. Phys. J. B 5, 793 (1998)
7. Huang, D.W.: Internat. J. Modern. Phys. C 21, 189 (2010)
8. Echab, H., Lakouari, N., Ez-Zahraouy, H., Benyoussef, A.: Int. J. Mod. Phys. C 26, 1550100
(2015)
9. Huang, D.W.: Internat. J. Mod. Phys. C 21, 189 (2010)
10. Echab, H., Lakouari, N., Ez-Zahraouy, H., Benyoussef, A.: Phys. Lett. A 380, 992 (2016)
11. Yamamoto, K., Kokubo, S., Nishinari, K.: Phys. A 379, 654 (2007)
12. Xin, X.Y., Jia, N., Zheng, L., Ma, S.F.: Phys. A 406, 287 (2014)
13. Cherry, C., Donlon, B., Yan, X.D.: Int. J. Inj. Control Saf. Promot. 19, 320 (2012)
14. Muramatsu, M., Irie, T., Nagatani, T.: Phys. A 267, 487 (1999)
15. Perez, G.J., Tapang, G., Lim, M.: Phys. A 312, 609 (2002)
16. Gang, L., Jing, H., Zhiyong, L., Wunian, Y., Xiping, Z.: Int. J. Mod. Phys. B 29, 1550100
(2015)
17. Feng, S.M., Ding, N., Chen, T., Zhang, H.: Phys. A 392, 2847 (2013)
18. Zhang, Y., Duan, H.: Tsinghua Sci. Technol. 12, 214 (2007)
19. Xie, D., Gao, Z., Zhao, X., Wang, D.Z.W.: J. Transp. Eng. 138, 1442 (2012)
20. Zhang, J., Wang, H., Li, P., Zhejiang, J.: Univ. Sci. 835 (2004)
21. Transportation Research Board: HCM. National Research Council, Washington DC (2000)
22. Wan, B., Rouphail, N.M.: Transp. Res. Rec. 1878, 58 (2004)
226 H. Echab et al.
An Enhanced Cellular Automata Sub-mesh
Model to Study High-Density Pedestrian Crowds
Claudio Feliciani1(B) and Katsuhiro Nishinari2,3
1 Department of Advanced Interdisciplinary Studies,
Graduate School of Engineering, The University of Tokyo, Tokyo 153-8904, Japan
feliciani@jamology.rcast.u-tokyo.ac.jp
2 Research Center for Advanced Science and Technology, The University of Tokyo,
Tokyo 153-8904, Japan
3 Department of Aeronautics and Astronautics, Graduate School of Engineering,
The University of Tokyo, Tokyo 113-8656, Japan
Abstract. This study presents an alternative mesh system for the ﬂoor-
ﬁeld Cellular Automata model which allows reproducing relevant phe-
nomena observed in high density crowds. Sub-mesh positions are created
at the edges and at the corners of adjacent cells to increase the mobility
in dense crowds. Special rules are introduced to constrain the use of those
additional positions and recreate some behavioral features observed in
reality. The model was calibrated and validated using empirical data
showing good agreement, while similar results could not be obtained
using the standard mesh. Finally it was shown that the introduction of
the corner sub-mesh position enhances the quality of the results in case
of diagonal motion. The model presented here may allow a more accurate
investigation of the crowd accidents occurred in the past and prevent a
potential re-occurrence in the future.
1 Introduction
Cellular Automata (CA) has been extensively used in the frame of pedestrian
dynamics. After the appearance of the ﬁrst studies at the end of the 20th century
[4] there has been an increasing interest in the possibilities given by the use of
CA to predict some of the collective phenomena observed in pedestrian crowds.
With the evolution of the IT capabilities and the improved computing power,
CA models have been used in increasingly larger scenarios with airport terminal
or large international events being within the possibilities oﬀered by the system
[15]. Additionally, the maximum number of agents has increased, with simula-
tions dealing with hundreds of thousands of agents reported [10] and mid-size
simulations running faster than real-time.
Besides performance and technical improvements, recently proposed pedes-
trian CA models allow to consider complex social structures such as groups [1],
which can have a large inﬂuence on the overall results. Moreover, models includ-
ing diﬀerent walking speeds have been proposed to account, for example, for the
situation in which a given fraction of the crowd is composed by elderly [2,13].
c© Springer International Publishing Switzerland 2016
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Finally, an anticipation model has been proposed to reproduce the anticipation
behavior observed in bidirectional ﬂows [14].
However, while additional features to consider speciﬁc aspects of crowds are
continuously proposed, the standard mesh used in CA simulations has been
almost unchanged since the introduction of the ﬁrst models. Although some
modiﬁcations have been proposed throughout the years, such as the real-coded
lattice gas model [18] or an hexagonal mesh [19] (both mostly to improve the
diagonal motion still being one of weak points of CA), the size of the grid
has been almost unchanged, limiting therefore the maximum density allowed in
simulations.
Empirical evidence shows that densities up to 8.4 persons m−2 [11] are possi-
ble in safe controlled experiments and density related to fatal accidents has been
estimated as being close to 10 persons m−2 [8]. Nonetheless, CA models still
typically employ a 0.4m × 0.4m mesh, based on data collected by Weidmann
[17]. Some researchers proposed diﬀerent approaches to increase the maximum
density allowed, for example by overlapping pedestrians [3], employing a ﬁner
mesh [12,16] or introducing a force ﬁeld [9] (which indirectly consider higher
densities).
In this study we present a diﬀerent approach by introducing a sub-mesh
model which allows increasing the maximum density achieved in simulations
while including some of the behaviors observed in high-density crowds. A similar
concept had been introduced in the past [7], but the mesh employed did not
allow an accurate reproduction of the diagonal motion. With the model proposed
here we aim at allowing a more accurate prediction of high-density crowds by
reproducing some typical behavioral patterns and increasing the mobility within
the grid to account, for example, for percolation-like phenomena observed in
highly congested scenarios [5].
2 Cellular Automata Model
In this section, the sub-mesh system and the basic transition rules are described
and discussed. The fundamental rules of the sub-mesh model (transition proba-
bilities, update sequence, conﬂict resolution,...) are based on the classic ﬂoor-ﬁeld
model (for which a comprehensive description, including some of the particular
features used here, is given in [14]). This section will focus on the peculiarities of
the sub-mesh concept and shows the diﬀerences with similar approaches which
appeared in the past.
2.1 Computational Mesh
Figure 1 shows the conventional grid and the sub-mesh grid proposed here. In
the conventional approach a square cell is used to approximate the area occupied
from a single pedestrian. Pedestrians’ motion is therefore simulated by having
agents moving from one cell to the next one at each iteration.
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(a) Conventional (b) Sub-mesh (old) (c) Sub-mesh (new)
Fig. 1. Comparison between the conventional and the sub-mesh approach. Sub-mesh
locations are indicated with small circles.
If TASEP (Totally Asymmetric Simple Exclusion Process) rules are strictly
applied only one pedestrian is allowed per cell and therefore the maximum den-
sity reached using conventional grid is 6.25 persons m−2 (using a mesh of 0.4m
× 0.4m size). In the sub-mesh approach we decided to add some locations at the
boundaries between the cells to increase mobility and allow high-density simula-
tions. In a former approach [7] sub-mesh locations were added between the edges
of adjacent cells (Fig. 1(b)). However we found that in case of diagonal geome-
tries such approach may result in largely inaccurate results. To overcome this
problem we added some additional positions in the corners as shown in Fig. 1(c).
As a consequence, this study will focus on the sub-mesh grid using both edge
and corner positions and the following discussion on the model and its rule will
focus on the newest approach (Fig. 1(c)).
It is important to notice that while center positions are all equivalent, there
exist two types of sub-mesh positions depending on the number of cells which
they share. Speciﬁcally, sub-mesh positions being located at the edges share their
location with two adjacent cells, while sub-mesh positions being located at the
corners share their location with four neighbor cells. We can therefore assume
that pedestrians occupying an edge sub-mesh position are half in one cell and
half in the adjacent one. A similar argument can be used for corner pedestrians,
but the shared value will be one quarter in this case.
We can now introduce the concept of occupancy which we will use to count
the number of pedestrians for each cell. Considering the above arguments the
occupancy for each cell (ncell) can be deﬁned as:
ncell = ncenter +
1
2
· nedge + 14 · ncorner (1)
where ncenter ∈ {0, 1}, nedge ∈ {0, 1, 2, 3, 4} and ncorner ∈ {0, 1, 2, 3, 4} repre-
sents the number of pedestrians in the center, the edges and the corners respec-
tively. ncell is 0 when the cell is completely empty and 4 when all the positions
are occupied. By using the sub-mesh approach densities 4-times higher than
the conventional model (25m−2) are therefore technically possible. However we
want to limit the maximum density achieved to values slightly over 10m−2. This
can be done by ﬁxing a maximum value of ncell, deﬁned as nmax (or maximum
occupancy), above which motion to any position of the given cell is not allowed.
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This approach, besides limiting the maximum density to reasonable values, it
allows to recreate a percolation-like behavior because diﬀerent cells may reach
maximum occupancy showing diﬀerent conﬁgurations. From this point of view
the sub-mesh approach diﬀers from a grid-scaling approach, in which at maxi-
mum density all cells are equally occupied.
2.2 Transition Rules
By only considering the rules described so far the sub-mesh approach would
not be much diﬀerent from an overlapping extension. One of the distinguishing
characteristic of the sub-mesh approach lies in the timing rules which apply for
the motion to and from the sub-mesh positions.
(a) Free-ﬂow (b) Enter crowd (c) Move in crowd (d) Leave crowd
Fig. 2. Diﬀerent scenarios for a right-walking pedestrian.
Figure 2 illustrates some typical situations which may be encountered in sim-
ulation. Two cases need to be distinguished: motion to a cell center and motion
to a sub-mesh position (either edge or corner). The former case will be used to
reproduce phenomena observed during free-ﬂow or low-density conditions, while
the sub-mesh will be dedicated to high-density considerations. The diﬀerent rules
applying to free-ﬂow and congested motion are summarized as follows:
1. If a neighboring cell center is empty a given pedestrian is allowed to move
there the following iteration if maximum occupancy is not exceeded. In other
words we can say that a pedestrian being in a situation like the one illustrated
in Fig. 2(a) or (d) at the time step tn can move to the next cell center at tn+1 if
occupancy ncell for the given cell will not go beyond the maximum occupancy
nmax. Under low density conditions pedestrians move like in the conventional
CA mesh from one cell center to the other.
2. Pedestrians are allowed to move into a sub-mesh position only after having
waited a minimum number of twait iterations (and only if the maximum
occupancy will not be exceeded). This rule applies to both pedestrians moving
from a cell center and those already being in a sub-mesh position before
transition. This rule represents one of the distinguishing points of the sub-
mesh approach proposed here. The presence of this rule means that motion to
a sub-mesh location or between them is slower compared to center-to-center
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Is motion to adjacent cell center possible? 
Yes 
Move to cell center 
Waiting time at the same position  ? 
Any adjacent sub-mesh position (edge or 
corner) with occupancy  available? 
Move to sub-mesh 
No 
Yes No 
No 
Wait 
Wait Yes 
Fig. 3. Transition rules for cell center and sub-mesh positions summarized.
motion. The motivation hidden behind this rule is that pedestrians do actually
move even in congested situations, but their speed is signiﬁcantly lower and
they may have to turn their body to ﬁt between adjacent pedestrians (this
last observation is one of the inspirations of the sub-mesh system).
The transition rules described above are schematically summarized in Fig. 3.
In addition to the rules introduced earlier we decided to use the exchange prob-
ability which allows to avoid head-on collisions by exchanging (or tunneling) the
position of two pedestrians being in front of each other and pointing toward
opposite directions. To adapt the tunneling method to the sub-mesh approach
introduced here we decided to add a penalty to avoid an over-use of this option.
For instance a pair of pedestrians walking in diﬀerent directions may exchange
their position if the following two conditions are satisﬁed:
1. The pair has been waiting in the same position for a time longer than 2 ·twait.
2. The randomly chosen exchange probability p is smaller or equal than a ﬁxed
parameter pE ∈ [0, 1]. By setting pE = 1 every time that the temporal con-
dition above is satisﬁed tunneling will occur. Setting pE = 0 will result in no
position exchange at all.
The transition probabilities are computed using the standard equations of
the ﬂoor ﬁeld model and pedestrians choose their next step according to the
transition which has the highest probability. Parallel update is used and in case
of a conﬂict between two pedestrians for the same position, one of the two is
chosen with equal probability.
3 Results
3.1 Calibration and Validation
The model presented above was calibrated and validated using empirical data
resulting from the observation of a bidirectional ﬂow formed by commuters pass-
ing a corridor in a subway station (details are given in [6]). Two diﬀerent scenar-
ios were considered: a normal and a heavily congested case. In the normal case
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the total ﬂow observed is relatively low and pedestrians simply had to reduce
their speed to avoid collisions. In the congested case a deadlock was observed
with some of the pedestrians having to stop brieﬂy.
In the simulation, the inﬂow recorded for each side of the corridor during
the observation was used as input, while the output was computed using the
simulation model and later compared with the experimental data as shown in
Fig. 4(a) and (b) (total ﬂow is given there). Overall density variation was also
compared (see Fig. 4(c) and (d)) and a density map showing the location with
highest density was generated at the end of the simulation (see Fig. 4(e) and
(f)). 500 simulations were performed for each case.
In general, both the total ﬂow and the density show a satisfactory agreement
with the empirical results. Although a comparison is not possible, the density
map obtained from simulation reﬂects the qualitative observation that the dens-
est crowd formed at the right side of the corridor (in the congested case). In
particular, using the sub-mesh positions and the waiting time, the double peak
observed in the congested case was correctly reproduced.
It is however important to remark that a slightly diﬀerent set of parameters
had to be used. As Table 1 shows, the parameters which had to be adjusted
for both cases (normal and congested) generally reﬂect the partially diﬀerent
attitude observed in the respective situations.
Table 1. Model parameters calibrated using diﬀerent scenarios. kS , kD, kA and kW
are the values of the static, dynamic, anticipation and wall ﬂoor ﬁeld respectively; αD
and βD are the diﬀusion and decay of the dynamic ﬁeld and dA is the anticipation
distance. Walking velocity is set at 1.4m · s−1.
Parameter Normal Congested Parameter Normal Congested
kS 8.5 13.0 kA 8.5 13.0
kW 0.75 dA 4
kD 6.0 αD 0.25
pE 0.275 βD 0.25
nmax 2 twait 1
3.2 Comparison with the Conventional Model
To grasp the fundamental diﬀerences with the conventional model we performed
the congested-case simulation using the standard CA mesh by setting nmax = 1
and twait = 0. Two diﬀerent values for pE were used as given in Fig. 5 which
presents the results.
In none of the two cases the double peak (or similar shapes) observed in
reality is correctly reproduced. In addition, low values for pE (generally < 0.10)
resulted almost constantly in a complete gridlock as both groups of pedestrians
had to stop in front of each other’s (simulations were aborted when the given
inﬂow couldn’t be reached). This shows that, while the exchange probability
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Fig. 4. Calibration and validation of the model using experimental data. In the graphs
representing the ﬂow, dark colors are used for the total inﬂow and light colors for the
total outﬂow. Thick lines show the experimental result, while dotted line the average
simulation result (with the surrounding surface being the variation among the several
simulations). In the density maps the eﬀect of the wall ﬂoor ﬁeld is evident; in the
congested case a higher density is correctly predicted on the right side. SIM refers to
simulation, EXP to experiment.
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(b) pE = 0.40
Fig. 5. Measured and simulated ﬂow in the congested case using the standard mesh
(nmax = 1 and twait = 0). pE acts as a sort of ﬁlter blocking part of the incoming ﬂow.
When set too low (in this case about < 0.10) in most of the simulations a complete
stop occurred.
has an eﬀect in avoiding head-on collisions, its role is similar to a ﬁlter which
regulates how much counter-ﬂow is allowed to pass through a crowd. The wait-
ing time and the sub-mesh introduced here create a sort of buﬀer allowing a
temporary increase in density which enhances the permeability of the crowd.
3.3 Diagonal Motion
Finally we compared the original (old) sub-mesh model (without corner posi-
tions) and the improvement proposed here (with corner positions) for the case
of a bidirectional ﬂow having diﬀerent geometrical conﬁgurations. We simulated
the case of two equally large groups of pedestrians entering a corridor (width 5m,
length 15m) from both sides. Each group consisted of 200 people and we tested
diﬀerent densities by changing the total ﬂow (from both sides) at the entrance
from 1.0 to 2.0 (m · s)−1. To assess the eﬀect of geometrical conﬁguration we
changed the angle of the corridor from 0◦ (horizontal) to 26.56◦ and ﬁnally 45◦
by keeping the dimensions constant. The parameter-set for the normal case was
used and 50 simulations were run for each conﬁguration.
Figure 6 shows the average density from the beginning (ﬁrst pedestrian enters
corridor) to the end (last pedestrian leaves) of the simulation for the case with
a total ﬂow of 2.0 (m · s)−1.
As it can be easily predicted, the highest density is found in the center of the
corridor, around 4.0m−2. In general the density maps are quite similar for the
three angles considered, although it appears that in both models the geometry
tends to change the distribution of crowd in the center. As it can be observed,
in the horizontal case the highest-density region is elongated by reproducing the
shape of the corridor. However in the 45◦ case a more concentric conﬁguration
is observed. Similar characteristics were found in the 1.0 (m · s)−1 case which is
not reported here.
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Fig. 6. Average density in the diﬀerent regions of the corridor for the case with a total
ﬂow of 2.0 (m · s)−1. All the cases have been rotated to facilitate visualization and
comparison. In the 26.56◦ case the discrete conﬁguration used in the model results in
a light distortion.
Concerning the absolute values, it has to be remarked that an higher maxi-
mum density is found in the 45◦ case compared the other two cases. This behavior
can be understood considering the group crossing time (the time required by the
crowd to completely leave the corridor) given in Table 2.
As Table 2 shows, while in the low density scenario both models (old and
new) perform well when the geometry is changed, for the in 2.0 (m · s)−1 case in
the 45◦ conﬁguration a longer crossing time is required, which creates a denser
crowd in the center of the corridor. In the model not using the edge sub-mesh
position the eﬀect of the geometry is quite strong and the average crossing time
increases of more than 20% because of the change in geometry. The use of the
corner position allows reducing this deviation, although an error slightly larger
than 5% is still observed.
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Table 2. Group crossing time depending on the total ﬂow and the geometrical conﬁgu-
ration used. Clearly the use of the edge location helped improving the diagonal motion
in simulations.
Total ﬂow Model 1.0 (m · s)−1 2.0 (m · s)−1
New Old New Old
0.00◦ 104.33 s 103.19 s 96.95 s 100.97 s
26.56◦ 108.69 s 107.16 s 97.43 s 104.08 s
45.00◦ 109.17 s 108.11 s 102.91 s 122.74 s
4 Conclusions
In this study we introduced an alternative grid system to be employed for the
simulation of dense crowd scenarios. Additional positions are created between
adjacent cells to allow a usage during heavily congested situations. Special rules
apply for the use of such positions to limit the maximum density within rea-
sonable limits and mimic some of the behaviors observed in pedestrian crowds.
To improve the diagonal motion we added the corner position, which allows an
increased mobility under diﬀerent geometries.
The model was validated using empirical data showing a good agreement,
especially when compared with the results obtained by using the conventional
approach. To increase the prediction accuracy we had to use a diﬀerent set of
parameters for diﬀerent situations, but the number of values which had to be
adapted was fairly limited. Finally we showed that the addition of the corner
sub-mesh position actually helped improving the motion for diagonal geometries,
greatly reducing the error resulting from geometrical changes.
Given its peculiarities, in particular concerning the ability to predict
percolation-like phenomena, the model presented here may be used, in addi-
tion to pedestrian dynamics, in ﬁelds such as material engineering (for example
to simulate conductive properties in ﬁber-reinforced materials) or ﬂuid dynamic
(for porous medium in particular).
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Abstract. The paper presents a general framework to study issues of
eﬀective load balancing and scheduling in highly parallel and distrib-
uted computing environments. We propose a novel approach based on
the concept of the Sandpile cellular automaton: a decentralized multi-
agent system working in a critical state at the edge of chaos. Our goal
is providing fairness between concurrent job submissions by minimizing
slowdown of individual applications and dynamically rescheduling them
to the best suited resources.
Keywords: Cellular automata · Self-organization · Load-balancing
1 Introduction
Two fundamental issues in dynamic load-balancing and rescheduling domains
are workload sharing and job migration. In situations, whereby newly created
jobs arrive into the system, some resources can become heavily loaded while
others are idle or only lightly loaded. Therefore, the main objective of workload
sharing is to develop some assignment algorithms to transfer or migrate the jobs
from heavily to lightly loaded machines so that no nodes are idle, when there are
other requests waiting to be processed. Some important aspects to consider are
to decide when a physical resource should migrate part of its workload, which
part of the workload must be moved, and where it should be moved.
To realize this goal, we propose a decentralized and self-organizing multi-
agent system based on the Sandpile CA model. Given a set of agents, which
have only partial knowledge of local resources and submitted workload, it is
possible to design a set of simple local rules, so that a smart behavior emerges
from them at a global system level. The working hypothesis of our approach
relies on the Self-Organized Criticality theory (SOC) described by Bak in [2].
The goal of our algorithm is to reduce the average response time of arriving
jobs by equalizing the Slowdown between neighboring computing nodes. The
performance of our scheme is evaluated in terms of several performance metrics
in relation to multiple variations of arrival and processing times as well as the
number of submitted jobs.
The remainder of this paper is organized as follows. In Sect. 2, we present
the works related to the distributed scheduling and load balancing in distributed
c© Springer International Publishing Switzerland 2016
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computing systems. In Sect. 3, we describe the proposed scheduling problem.
Section 4 presents the dynamic load balancing and scheduling scheme based on
the Sandpile model. The experimental evaluation of the proposed approach is
given in Sect. 5. We end the paper in Sect. 6 with some conclusions and indica-
tions for future work.
2 State of the Art
Distributed scheduling has been widely studied in the context of real-time sys-
tems, when jobs have deadline constraints. Due to the distributed nature of
such systems, several concurrent jobs originating from diﬀerent users are likely
to compete for the resources. Traditionally, schedulers aim at minimizing the
overall completion time of a job [5]. However, in a multi-user setting, it is impor-
tant to maintain some fairness between users: we do not want to favor a user
with a large number of small jobs compared to another with fewer larger jobs.
Similarly, if jobs can be submitted at diﬀerent entry points of the distributed
system, we do not want that the location of the user to impact his experienced
running time [6].
There are several studies complementary to our work, which focus on how
to share the available resources among several users. For example, in [1] authors
employed a scheduling policy utilizing the solution to a linear programming
problem in order to maximize the system capacity. Closer to our problem,
Viswanathan in [12] proposed a distributed scheduling strategy speciﬁcally
designed to handle large volumes of computationally intensive and arbitrar-
ily divisible workloads submitted for processing involving multiple sources and
processing nodes. In [7] authors proposed a distributed scheduling solution ensur-
ing a fair and eﬃcient use of the available resources by providing a similar share
of the platform to every application through stretch optimization.
In [9] authors proposed a skeleton for dynamic load balancing through gos-
siping : rather than a fully-operative scheduling system, the authors aim at illus-
trating the application potentials of gossiping protocols. Similarly, in [8] authors
described a distributed load balancing algorithm based on building a consensus
between nodes. To reach the consensus nodes communicate within a homoge-
neous architecture via gossiping protocol.
Finally, in [10] authors employed a Sandpile model for non-clairvoyant load-
balancing of jobs in large-scale decentralized systems. The model works with two
diﬀerent interconnection topologies, based on a ring and a small-world graph
and aims to minimize the sizes and quantities of the avalanches by using a
gossiping-based version of the multi-agent system. Instead of propagating a real
avalanche, the gossiping protocol forwards the avalanche virtually until a new
state of equilibrium is found. The proposed solution was found to reduce the
overhead of intermediate migrations and increase the overall throughput of the
system, however it employed a simple FIFO local allocation scheme and did not
consider the impact of resulting rescheduling events on the overall performance
of the considered platform.
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3 Scheduling Problem
3.1 Problem Definition
Our system model is based on the architecture introduced in [11] and consists
of a set of geographically distributed computing nodes M1,M2, ...,Mm, which
are connected to each other via a wide area network. Each node Mi is described
by a parameter mi, which denotes the number of identical processors Pi and
its computational power si, characterized by a number of operations per unit of
time it is capable of performing.
Individual users (U1, U2, ..., Un) submit their jobs to the system, expecting
their completion before a required deadline. Job (denoted as Jjk) is jth job pro-
duced (and owned) by user Uk. Jk stands for the set of all jobs produced by user
Uk, while nk = |Jk| is the number of such jobs. Each job has varied parameters
deﬁned as a tuple < rjk, size
j
k, t
j
k, d
j
k >, specifying its release date r
j
k; its size
1 ≤ sizejk ≤ mm, that is referred to as its processor requirements or degree of
parallelism; its execution requirements tjk deﬁned by a number of operations and
deadline djk.
The goal of the scheduler is to ﬁnd the allocation and the time of execution
for each job. The distribution of the jobs must be done in such a way that the
system’s throughput is optimized. To do so, an optimal trade-oﬀ between the
processing overhead and the degree of knowledge used in the balancing process
must be sought. Formally, the objective is to allocate a batch of local jobs to
the available nodes Mi and minimize the global system Slowdown ςmax thereby
enforcing a fair trade-oﬀ between all submitted jobs.
4 Dynamic Load Balancing and Scheduling Based on a
Sandpile Model
4.1 The Sandpile Model
Our proposed solution (pseudo-code is presented in Algorithm1) is a local
neighborhood diﬀusion approach which employs overlapping domains to achieve
system-wide load balancing and fairness between individual nodes. Each com-
putational node Mi is associated with a scheduling agent Ai who decides the
processing order of allocated jobs. Agents gather up-to-date information in each
transition time constructing complete availability summary (i.e., workload index )
and communicating it to neighboring nodes, so that each node can schedule sub-
mitted jobs eﬃciently. The state of the platform is based on the availability of
computational nodes to receive and execute newly submitted jobs.
Agents inform their nearest neighbors of their estimated workload indices
and update this information throughout program execution (Algorithm1: Lines
9–11). Due to heterogeneity of both system and workload, our work employs a
complex workload index, comprised of two parameters: Maximum Completion
Time, Cimax of the local job queue on machine Mi and size (or duration) of the
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Algorithm 1. Pseudo-code of the CA-Stretch Scheduling Algorithm
1: Input: Q: Node’s Mi local job queue
2: Input: rnew: Release time of the job Jnew
3: Input: pnew: Processing time of the job Jnew on machine Mi
4: Input: Si: Current state of the machine Mi
5: Input: Vi: Neighborhood of the machine Mi
6: Initialize Iteration Counter, T ← 0
7: for all Ai ∈ A do {In parallel}
8: Trigger(Jnew)
9: Calculate Completion Time of Local Job Queue, Cimax.
10: Calculate Free Time Slot Duration, τi = freeT imeSlot(Q, rnew, pnew).
11: Exchange information about Workload Index with machines in Vi.
12: Update Cell State, Si(tn) = f(Si(tn−1), Vi(tn−1))
13: if Si == Overloaded then
14: while Si == Overloaded do
15: for all Mi ∈ Vi do
16: Sort machines in Vi by non-decreasing Time Slots, τ1 ≤ τ2 ≤ ... ≤ τn.
17: Send job Jnew to the machine with the longest Time Slot, τi.
18: end for
19: end while
20: else
21: if τ ≥ pnew then
22: Add job Jnew to machine’s Mi queue.
23: Schedule job Jnew in the free Time Slot, τi.
24: else
25: for all Mi ∈ Vi do
26: Sort machines in Vi by non-decreasing Time Slots, τ1 ≤ τ2 ≤ ... ≤ τn.
27: Send job Jnew to the machine with the longest τi.
28: end for
29: end if
30: end if
31: Update Iteration Counter, T ← T + 1
32: end for
available Time Slot, τi denoting the amount of unallocated processor’s time in
machine’s Mi schedule. The calculation of the ﬁrst parameter is straightforward
and doesn’t require further discussion. In order to describe the evaluation of the
second parameter comprising our workload index we will use an example depicted
in Fig. 1 visualizing ﬁve jobs scheduled for execution on exemplary node with
two processing elements.
Variables below the Gantt chart (d11, ..., d
5
1) represent deadline values of each
job in the local queue. Let us further assume that a new job Jnew will be released
to the system at time rnew with execution time pnew and deadline dnew. The
process necessary to compute the size of a free Time Slot τi on node Mi that
can be allocated to the new job Jnew (if any) is presented in Algorithm1. In the
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Fig. 1. Estimation of the available Time Slot on node Mi: Jobs J1, J2 and J3 are
processed as soon as possible, while jobs J4 and J5 are processed as late as possible.
The size of the available free Time Slot τ may diﬀer between processors.
example of Fig. 1(b), deadline dnew of the new job Jnew lies between deadlines d3
and d4, respectively. Thus, the earliest starting time for the job Jnew is after jobs
J1, J2, and J3 (that is all jobs with dj < dnew) have been completed. Similarly,
the latest completion time for the job Jnew must ensure that jobs J4 and J5 (that
is all jobs with dj > dnew) will not miss their deadlines, and also that deadline
dnew is not exceeded. In practice, it enforces rescheduling of jobs J4 and J5 to
the end of the local job queue as visualized in Fig. 1(b).
Let us further assume that a variable ck denotes the moment at which k − 1
job in the queue is expected to ﬁnish its execution. It can be calculated by
adding the remaining execution time of the k − 1 jobs to the starting time rnew,
as follows:
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ck = rnew +
k−1∑
j=1
pj . (1)
Then, assuming that the new job Jnew would be at position k in the local
queue, we can calculate the size of the available Time Slot τi that can potentially
be devoted to job Jnew between the moment at which the previous job is going
to ﬁnish (ck), and the deadline of the new job (dnew) or the last moment at
which next job must start (xk+1), whichever comes ﬁrst:
τ = min(dnew, xk+1) − ck. (2)
As visible in Fig. 1(c), the above procedure is performed individually for
each processor in the considered node. By combining the data from separate
processors in each node we are able to provide a complete availability overview
necessary for construction of the workload index employed in the latter phases of
the dynamic rescheduling process performed by the proposed Sandpile CA-based
scheduler.
Whenever a resource becomes overburdened in comparison with its neigh-
bors, its local Maximum Completion Time, Cimax exceeds the local average by a
speciﬁed threshold value
(
Cimax − Cimax > Cthreshold
)
. For simplicity’s sake we
employ in our work a value of threshold equal to Cthreshold = 1. Resources in
such a state are considered as Overloaded. They will send all incoming traﬃc to
their neighbors, as well as any surplus workload that cannot be completed in a
required time frame (i.e., before deadline).
Resource that are not overburdened with workload can be considered as
Underloaded. Their estimated Maximum Completion Time, Cimax is lower than
the local average
(
Cimax − Cimax > Cthreshold
)
, while the available free Time
Slot duration is usually longer than the local average
(
τi > τ
)
and they are
capable of accepting excessive workload from their Overloaded neighbors, as
well as any incoming workload submitted by users. Resources in the Balanced
state are characterized by the estimated Maximum Completion Time, Cimax close
to the local average
(
|Cimax − Cimax| ≤ Cthreshold
)
. They will run jobs, which
exist in their local queue and will accept new jobs as well. Such a state can be
alternatively triggered by estimation of the free Time Slots slightly smaller than
the local average
(
0  τi < τ
)
ensuring that they are capable of meeting the
deadline constraints of their local jobs.
If the arrival of the job triggers the Overloaded transition rule (i.e., causes
workload imbalance), the excessive jobs will be sent to one of the available neigh-
bors. Scheduling agent will ﬁnd a set of neighboring nodes which are suitable
to execute the job Jnew. Nodes are ﬁrst sorted in a descending order accord-
ing to the available Time Slots and the job Jnew is sent to a machine with the
longest available free Time Slot (Algorithm1: Lines 13–19). In a case of nodes
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in Underloaded and Balanced states, the job Jnew will be added to their local
queue.
As long as the schedule can be accommodated before the required deadline,
a job will be allocated for execution in the available Time Slots (Algorithm1:
Lines 22–23). Alternatively, an excessive job will be sent to one of the neighboring
nodes (Algorithm1: Lines 25–28). Because this process may trigger new events in
the adjacent nodes, the avalanches (migrations of jobs) will iteratively continue
throughout the the entire system until a global state of equilibrium is achieved.
5 Experimental Analysis and Performance Evaluation
5.1 Simulation Testbed
To study the performance of the proposed dynamic load balancing and reschedul-
ing algorithm, we have conducted several simulation experiments under three
system scales: a small-scale system composed of m = 16 nodes, a medium-scale
system composed of m = 64 nodes and a large-scale system composed of m = 144
nodes. The number of processing elements mi in each node Mi was generated
by a Gaussian probability distribution function with parameters N (6, 1). The
computational capacity (or speed) si of the processing elements was similarly
generated with parameters N (4, 1) [Instructions/Time Unit], while a nominal
bandwidth of the network connecting every two nodes was assumed to be gen-
erated with parameters N (2, 1) [Instructions/Time Unit].
The number of users submitting their jobs to the system was ﬁxed at 8, 32,
and 72 for the small-scale, medium-scale, and large-scale systems, respectively.
The execution requirements of submitted jobs tjk were normally distributed with
parameters N (10, 3) [Instructions]. Each job Jjk was composed of a number of
threads sizejk uniformly selected from the following set U{1, 2, 3, 4}.
In the following simulation experiments, the eﬃciency of the analyzed job
scheduling methods was measured in terms of:
– Makespan: the total running time of all jobs, deﬁned as Cmax =
max{Cimax, i = 1, 2, ...,m}, that is completion time of the last ﬁnalized job;
– Flowtime: the time job Jjk spends in the system, deﬁned as the diﬀerence
between its completion time and the release date, F jk = C
j
k − rjk;
– System Utilization: the percentage of processing power allocated to success-
fully executed jobs out of the total processing power available in the system;
– Slowdown: the ratio of the response time under the concurrent scheduling
policy (Cjk − rjk) over its response time in dedicated mode, i.e., C
j
k−rjk
pjk
;
5.2 Comparison with Classic Sandpile CA-Based Scheduler
Experiments aimed to compare the performance of the proposed dynamic load
balancing scheme (referred to further as CA-Stretch) with a classic Sandpile CA-
based scheduler operating according to rules designed by Bak in [3] and denoted
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as BTW-CA. In order to adjust the BTW-CA model to heterogeneous condi-
tions considered in this work, we employed a simple workload index calculated
as the Maximum Completion Time, Cimax of the local job queue on each com-
putational node Mi. Transition rules of the BTW-CA scheme were analogous
to ones employed in the proposed job scheduling algorithm, however the size of
the available Time Slot τi was not taken into consideration. That way, we were
able to indirectly investigate the impact of incorporated rescheduling mechanics
aiming to minimize the Slowdown metric by making use of any unallocated Time
Slots in the local schedule.
The conducted experiments aimed to analyze the behavior of the CA-Stretch
scheduler in multiple scenarios with increasing complexities, where static sched-
ulers are often unable to approach optimal solutions. We conducted several sim-
ulations with a constant workload size equal to n = 5000 jobs, scheduled within
each system scale by a variable number of clients. We present the comparative
performance analysis of our proposed job scheduling algorithm in Fig. 2, detailing
the achieved Makespan, Flowtime, System Utilization and Slowdown results.
Fig. 2. Performance results of conducted experiments for a total of n = 5000 jobs
scheduled within m = 16, 64 and 144 nodes: (a) Makespan, (b) Flowtime, (c) System
Utilization, (d) Slowdown.
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As depicted, with an increase of the number of available resources, better
scheduling decisions are being made which results in better performance. Once
again, the CA-Stretch achieves better performance of both analyzed scheduling
strategies. It can be attributed to the employed reshuﬄing and rescheduling mech-
anisms in the proposed CA-Stretch scheme and its capability to equalize the work-
load in the local balancing domain. As a results, the number of concurrent requests
submitted by the users has less negative impact on the scheduler’s eﬀectiveness.
On the other hand, a classic Sandpile scheduler exhibits worse performance
as it is forced, in many circumstances, to allocate computationally expensive
jobs to already overloaded resources. Obviously, the best results were achieved
for the Slowdown metric (Fig. 2(d)), which is a direct eﬀect of implementing this
metric as the main performance objective in our Sandpile CA-based scheduling
scheme. In fact, a nearly equal Slowdown values in all considered size scenarios
suggest that our goal of achieving fairness between multiple job submissions was
accomplished.
6 Conclusion
In this paper we have proposed a novel parallel and distributed algorithm based
on the Sandpile CA model for dynamic load balancing and rescheduling of jobs
in a distributed computing environment. In our solution, computing resources
are under the control of agents which can interact locally within an established
neighborhood. In such a system, jobs arrive to resources and accumulate similarly
to grains of sand. When a given agent detects any inequalities, it sends excessive
jobs to his neighbors, often starting an avalanche, which may be propagated
throughout the entire system until a new state of equilibrium is met.
We presented the rules of local interactions among agents providing a global
behavior of the system. We also addressed common issues of resource hetero-
geneity by taking several parameters into account such as processing power of
computing nodes and a number of threads of submitted job requests. Proposed
decentralized scheduling approach is particularly convenient for large-scale dis-
tributed environments. The objective of our scheduler was to ensure fairness
among applications, by minimizing the Slowdown metric of all submitted jobs.
Our solution inherits the beneﬁts of both static and dynamics scheduling strate-
gies. The proposed algorithm is robust and scalable due to implemented on-
demand rescheduling mechanisms, which have a great impact on enhancing its
performance over a classic Sandpile scheduler tested in implemented simulated
environment.
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Abstract. The modiﬁcation of Cellular Automaton Floor Field based
simulation of evacuation is presented. The typical approach, where the
pedestrian occupies single cell, usually of size 0.4 × 0.4m2. is modiﬁed
by assumption that the single person can occupy 2 cells. The rules of
motion are presented and the basic characteristics as well as comparison
with the one-cell model are shown.
1 Introduction
There is a large number of approaches which are devoted to study the process
of motion or even evacuation of people under diﬀerent conditions (see e.g. [1,2]).
Also Cellular Automata were extensively studied as a tool for analyzing the evac-
uation process. It can be suggested that the initial attempts follow the experience
of their authors coming from other areas of CA interest, like traﬃc analysis [3]
or collective processes [4].
From our point of view those papers are of much interest where the uncon-
ventional approach to the problem of pedestrian’s size is presented. We can enlist
here e.g. [5], where the model of two cells occupying person is used to show the
people ﬂow in public transportation. From the same group it comes the paper [6]
where the elliptic-like shape of person corresponds to the interpretation of social
distance. Here however, the persons are localized in the centers of cells. The
choice of the size of individual, exceeding the typical one cell and going beyond
the circular or four-fold symmetry, comes from real observations and practice
[7–9]. It was shown that the axes of the personal space (PS) connected with the
single individual was as great as approximately 2.5m×0.5m. In our paper we are
not going to deal with the psychological notion of PS but we want to follow the
observation about the asymmetric shape of person. We should point out that
the deﬁnition of the size appropriate for single person (as expressed in cells) is
the crucial problem of ﬁne-grid approaches since we have to strictly distinguish
the models where we can use the CA deﬁnition and rules and models which are
close to macroscopic, dynamical analysis. It seems that the upper limit can be
found in [10].
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2 Model
The system under consideration follows a lot of earlier attempts. We especially
want to refer here to papers [11,12]. The room is presented as a two-dimensional
array of nx × ny cells. The size of edge of every cell is typically assumed as
0.4m. The value assigned to every cell has to somehow describe the distance
to the closest exit. Such an array of numbers is called the Floor-Field (FF). In
the paper we use generally two schemes of creating FF, but several properties
characterizes both methods. The room is bounded with the wall and the FF
values are for the wall’s cells signiﬁcantly higher than for all other positions.
The number of doors is arbitrary ﬁxed and all cells corresponding to the doors
are assigned the value FFdoor = 1. Subsequently one of the enlisted methods
can be used.
– The one following the Varas’ scheme - According to this algorithm we start
from the location of doors and try to assign values for the adjacent cells.
They can be either incremented by 1 (FFnew,proposed = FFneighbor,set + 1)
when they adjoin vertically or horizontally, or by some predeﬁned value λ
(FFnew,proposed = FFneighbor,set + λ) when they adjoin diagonally. The value
of λ can be understood as a parameter of procedure and for the cases studied
in this paper, which are limited to the empty spaces we should mention λ = 2
as the critical value. Above this value, the Varas’ procedure produces the
Manhattan metric what can be observed in Fig. 1. Certainly, approaching the
cell from diﬀerent directions we can obtain diﬀerent values, so ﬁnally we choose
the lowest one.
– The Euclidean scheme - According to this scheme the FF for a particular cell
is calculated from the formula
FFi,j = min{k : 1 +
√
(i − doorki )2 + (j − doorkj )2} (1)
where k enumerates the positions of doors i and j are the coordinates of cell
and simultaneously describe the corresponding coordinates of doors. Like in
the previous case, having more doors we can obtain diﬀerent values of FF and
always the lowest one is chosen.
In further parts of paper we consider only the presented above static Floor
Fields and all results are the eﬀects of this static description and some proce-
dures implemented for the individuals’ motion. In our calculations we used three
diﬀerent models of Floor Field: the Varas model with λ = 1.5, the Varas model
with λ = 2.5 and the Euclidean model. The comparison of models for reduced
sizes of rooms are shown in Fig. 1.
The crucial point of this paper is the proposition of enlargement of individ-
uals’ silhouette. Typically one assumes that one cell of dimensions 0.4 × 0.4m2
can be occupied by one person. Such an assumption can lead to un unrealis-
tic estimations for people density. It can be easily shown that we can assemble
up to 2.5× 2.5 = 6.25 person per square meter. Although the values close to the
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Fig. 1. Three models of Floor Field: left - Varas λ = 1.5, center - Varas λ = 2.5, right
- euclidean.
presented one were presented for example for so-called “One Million March” by
El-Baz ([13]: 5 persons/m2, 2.15 ft2/person) we think that such values may be
appropriate for static situations. When we assume the possibility of motion the
above value seems to be visibly exaggerated. On the other hand we should point
out that the size of the contour of person’s silhouette projection usually exceeds
the value of 0.4m as well as 0.56m, the value of diagonal of single cell.
The motion of individual is performed in the same way as it was presented in
our earlier paper [12]. The pedestrian chooses always the direction of the lowest
possible Floor Field value what, generally, corresponds to the path to the closest
exit. Among those empty cells in the neighbourhood of analyzed one which
have the same FF value we choose one randomly. With the probability 0.05 the
possible move is not performed what corresponds to the random panic eﬀect.
The main properties of our model can be presented as follows (the visualization
of the discussed situations is shown in Fig. 2).
– Since we consider two-cell sized individual we have to redeﬁne slightly the
determination of the direction of motion. Usually we consider the value
assigned to the potentially next cell. Now we take into account the sum of
values in the cells which could be occupied by the individual after the move.
– The pedestrian has either 4 or 8 possibilities of motion. The choice of particular
number depends on the parameters of simulation. In the case presented as (a)
where only 4 directions parallel to the axes are allowed we, due to similarities,
say about von Neumann update while the case (c) we present as Moore update.
– The usual motion of the person is performed front-facing. We distinguish two
possible versions of motion. With the ﬁrst one we accept the arbitrary direction
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(a)
(b)
(c)
(d)
(e)(f)
Fig. 2. The acceptable moves of pedestrian according to the two-cell approach. For
details, see text.
of person. In the further part we call it “arbitrary motion” (but with diﬀerent
updates or neighbourhoods). This situation is shown in situations (b) and (d)
where pedestrians moves sideways in the direction of door. The typical motion,
called “front set” is shown in mentioned earlier cases (a) and (c).
– If we want to disable the sideways moves we have to force the individual to
change his/her direction. The appropriate move is shown as situation as (e).
In order to determine the correct direction we deﬁne, except of FF array,
the array of gradients. The pedestrian, who has to move front-facing, changes
his direction in compliance with the direction of gradient. The gradient is
calculated as a direction parallel to the axis and leading into the cell with the
lowest possible value of FF. In the ambiguous situations, like for Varas’ model
with λ = 2.5 we choose such direction of gradient which distinguishes it from
the λ = 1.5 case. The comparison of gradient array is shown in Fig. 3.
– We include also some speciﬁc procedure of avoiding the deadlock near doors.
When two pedestrians block themselves, like in situation (f) we allow both of
them to slide through the door sideways.
– The follow generally the rules constructed for the one-cell model in our previ-
ous paper [12]. It corresponds especially to the situations of conﬂict between
two or more individuals. In the situation when two persons try to move into
the same ﬁnal cell, the random selection between these two persons is per-
formed. It concerns the typical steps as well as the rotation described as the
case (e).
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Fig. 3. Three models of Floor Field - gradient directions: left - Varas λ = 1.5, center -
Varas λ = 2.5, right - euclidean.
3 Results
All calculations were made for empty room 14 × 18 cells. It corresponds to the
room size 5.6m×7.2m. According to this notation, Figs. 1 and 3, shown earlier,
correspond to the size 12 × 4 and Fig. 2 presents correctly the considered room.
For simplicity we will deﬁne the horizontal axis in the ﬁgures as the X-axis
and the vertical one as the Y -axis. It means that in our simulations the length
of the room along the X-axis is always greater than that along the Y one. In
the majority of presented results the location of door is the same as in the
Varas’ paper, i.e., they are located in the middle of shorter wall. In some further
calculations, the positions of doors are changed.
The short view at the Figs. 1 and 3 makes it possible to say that two FF
conﬁgurations: Varas’ with λ = 1.5 and the Euclidean one are similar one to
another. Only the small sections of room are shown in Fig. 3 but those presented
ones are the most important for creating deadlocks and, ﬁnally, for the overall
evacuation time.
Fig. 4. The snapshot of simulation of about 40 individuals for two FF models. On the
left λ = 2.5, on the right the Euclidean one.
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In the Fig. 4 we show the snapshot of two simulations for two diﬀerent Floor
Field deﬁnitions. On both pictures there are visible about 40 pedestrians among
50, which were initially distributed randomly in the room. The pattern formed
by the individuals is explicitly diﬀerent. Some unexpected eﬀect is that the
accumulation of people at the wall containing the door is observed rather for
Euclidean FF. For this model we could expect the earlier convergence into the
middle of the room. Very interesting observation can be made when we compare
Fig. 4 with the Fig. 4 of original paper by Varas et al. [11]. The authors show there
an artiﬁcial conﬁguration of pedestrians sampled along the diagonals heading to
the exit. Both our conﬁgurations are much more realistic.
Fig. 5. The comparison of simulation results between the one-cell and two-cell models.
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Figure 5 is prepared in such a way that it enables to compare the results
obtained with the proposed two-cell model with the ones obtained within the one-
cell model described in our former paper [12]. Taking into account the parameters
of simulation we choose here 4 combinations of von Neumann and Moore update
as well as sorted and unsorted pedestrian management. The sorting of persons is
in more detail described in [12] (see especially Fig. 4) and is dedicated to prevent
the rising of unreal gaps between the people. It is expected that sorting should
lead to shortening of evacuation time. The plots are prepared for the initial
number of pedestrians from 5 to 95. The highest number may seem unrealistic
but we intentionally choose it since it corresponds to the higher value of density
(ρ = 0.75) considered in our earlier paper [12]. We should also emphasize that
the proximity of results for both updates and high densities is the expected
eﬀect since in this case the ﬁnal result is mainly inﬂuenced by the jam at the
exit. Similarly, the lower density (ρ = 0.079) corresponds to the initial presence
of 10 persons. Every plot for two-cell model is compared with the two plots for
one-cell model, the ﬁrst one is calculated for the same number of people (so the
initial density is two times smaller) and the second one is prepared for the same
initial density (so the number of people is doubled). Here as well as for other
simulations every point is the average over 10000 independent runs.
Figure 5 shows that for both FF models used the eﬀects are similar, the
diﬀerences are almost invisible. The results for the two-cell model are close to
those for the same density except of two cases. The ﬁrst one is the von Neumann,
unsorted update (one-cell) and the second one is the behavior for lower densities.
When the number of persons is lower the plots for two-cell model start to group
into two distinctly visible sets. They are distinguished by a fact of sorting of
the individuals. The process of sorting plays visibly more important role in our
model as compared with the one-cell one but it can be considered as more typical
for higher densities. We expect also that the diﬀerence between von Neumann
and Morse update vanish with increasing density and this eﬀect can be observed
for two-cell model better than for a one-cell.
In the Fig. 6 we want to check, which of the steering parameters has an
inﬂuence on the results obtained for our model. Since the former ﬁgure show
some eﬀect of dependency on sorting process, the ﬁrst two plots are prepared in
order to distinguish both cases. It can be seen that, except of some quantitative
diﬀerences, the qualitative behavior does not change. The way of update, here
the number of positions considered is more important than the need to preserve
the correct orientation in the direction of exit. The third plot shows that the
selection of particular Floor Field model is almost unimportant when taking
into account the evacuation time. It can be considered unexpected since Fig. 4
shows visibly diﬀerent patterns produced by diﬀerent FFs. Finally, it turns out
that for one conﬁguration the pedestrians are huddled and have to wait for the
possibility to move, for the other one they move quite freely and the eﬀects of
both tactics are similar.
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Fig. 6. Two-cell model. Dependence of results on diﬀerent simulation parameters.
In the Fig. 7 we show whether the eﬀects observed for the one location of door
is reproduced for other orderings. We consider three other conﬁgurations, in more
detail described in paper [12] (see e.g. Fig. 7). Generally: in the conﬁguration
(b) the door is in the middle of longer wall (X), (c) - two doors are located in
the corners of shorter wall (Y ), (d) - two doors are located in the corners of longer
wall (X). Once more it turns out that the size of neighbourhood considered is the
crucial factor. An interesting observation is that the conﬁguration (d) produces
result signiﬁcantly diﬀerent from all others. Firstly, the value of evacuation time
is almost two times lower that for other cases. Usually we explain such diﬀerences
with the increase of the width of exit and the decrease of distance between the
exit and the farthest point in the room. Here, in order to observe the eﬀect, we
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Fig. 7. Two cell model. Results for diﬀerent doors conﬁgurations.
have to combine both these features while every single feature does not produce
any result what can be observed in plots (a) and (b) when compared to earlier
ﬁgures.
An interesting information about the evacuation process is that about the
possible scaling of the result. In our model almost all lines can be scaled with the
linear dependence with the slope similar to that one for one-cell model which
corresponds to a higher density case. Only for the last conﬁguration of exits
(d) the better approximation is the Euclidean one. We can also remark on the
patterns presented in the Fig. 4. We performed some undocumented observa-
tions concerning people leaving the building with similar door arrangement and
proportionally greater size.
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We observed that the choice of pattern in the ﬁgure mentioned above depends
strongly on the dynamics of the process. Although we are unable to present now
the snapshots from these observations we noticed that for the quiet motion,
the left pattern can be observed, while for rapid evacuation it resembles the
right one. This makes it possible to ask question whether the typical Manhattan
metric with the two-cell pedestrian model does nicely conform to some customs
of people.
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Abstract. This paper compares two strategies to evolve cellular automata (CA)
rules avoiding an undesirable dynamical behavior. Here long-cycle rules are
considered inappropriate, specially the chaotic rules. The ﬁrst approach employs
a forecast parameter to guide a genetic algorithm (GA) toward rules out of the
region where long-cycle rules are most probably to happen. The second one is
proposed here and directly evaluates the lattice convergence in the spatio-
temporal evolution to classify the cycle as long (or not). The problem taking in
account here is the task scheduling for multiprocessor architectures. CA-based
schedulers use two stages: (a) learning, where a GA is used to ﬁnd rules to
schedule an speciﬁc program graph and (b) operation, where the evolved rules
are used to schedule new instances. The experimental results show that both
approaches are able to ﬁnd more CA rules with adequate dynamical behavior in
both stages. Moreover, a reasonable improvement of makespan in the operation
phase is obtained by controlling the CA dynamics.
1 Introduction
Although composed by very simple components with local interactions, cellular
automata (CA) generate a complex and unpredictable behavior. Besides, they can exhibit
a rich variability of dynamic behaviors and control this dynamics is an important point
in several works using CA. For example, if the CA model is dealing with pattern recog‐
nition tasks it is important to construct CA rules with a short-cycle attractor, most prob‐
ably, ﬁxed-point rules. On the other hand, if one is using a CA model to cryptography
the best probable behavior is the chaotic one.
Here we investigate two different strategies to evolve CA transitions by means of
a genetic algorithm (GA) obtaining rules classified in a desirable behavior (or at least
they are used to avoid the undesirable behavior). Both strategies for CA dynamics
control were investigated in the context of task scheduling in multiprocessor archi‐
tectures. Since the initial proposal of a scheduler based on CA [8], the scheduling
approach has been evaluated in many CA-based models [3, 4, 7–10, 12]. As in the
original approach, as in several studies which followed it, the scheduler model
comprises two main stages: (i) a learning phase, in which a GA is used to evolve CA
rules able to schedule a specific parallel program over a multiprocessor architecture;
© Springer International Publishing Switzerland 2016
S. El Yacoubi et al. (Eds.): ACRI 2016, LNCS 9863, pp. 258–268, 2016.
DOI: 10.1007/978-3-319-44365-2_26
and (ii) an operating phase, in which the CA rules previously evolved are applied to
different parallel programs aiming to obtain a good scheduling performance.
Recently, a nonstandard CA neighborhood called pseudo-linear was evaluated in a
scheduler model based on synchronous updating [4]. In this strategy the neighbor‐
hood can be formed by nonlocal cells. This scheduler showed more suitable results
for scheduling than other previous models, which employ the standard CA neighbor‐
hood [3] or other pseudo-linear neighborhoods proposed for this problem [7, 8]. The
scheduler model that uses this new neighborhood was named SCAS-HP and it has
returned good results of makespan (the task who finishes last). Further investigations
about the dynamical behavior of the evolved rules was presented in [10] showing that
the use of the pseudo-linear neighborhood leads to a higher probability of occurrence
of chaotic behavior rules. On the other hand, when applying the CA-based sched‐
uling, the desired behavior is the fixed-point, or, at least, a periodic rule with short
cycle length. Thus, a strategy to avoid the chaotic rules was presented in [10], in
which the forecast dynamical parameter known as sensitivity [1] was used to guide the
GA when evolving rules with the desired dynamics. A similar approach had previ‐
ously been used quite successfully in the well-known problem named Density Clas‐
sification Task [13]. The resulting scheduler, called SCAS-HPμ, showed promising
results.
In order to analyze the inﬂuence of the dynamical control of cellular automata rules,
a second approach called SCAS-HPρ is proposed and investigated here. It takes into
account the dynamical behavior of the CA rules by penalizing the makespan of non-
ordered rules. The rule dynamics is calculated by checking the cycle length over its
evolved lattice. The idea behind SCAS-HPρ is formally deﬁned in this paper.
2 Models Based on CA for Task Scheduling
Task scheduling is a classical computing problem where a set of computational tasks
that compose a parallel application are allocated in the nodes of a multiprocessor archi‐
tecture. We consider Task Static Scheduling Problem (TSSP), one simple variation of
the problem where all information about tasks is known a priori. The problem is NP
Complete and diverse approaches had been applied to solve it. The biggest motivation
for CA-based schedulers is their ability to extract knowledge of the scheduling process
and reuse it in other instances. Some previous works exhibit good results in the use of
CA-based approaches to TSSP [3, 4, 8–10]. Such models are combined with evolu‐
tionary algorithms due to the high cardinality of rules space [6]. Lately a CA based
scheduler was applied in real time embedded systems [10] and in parallel machines
schedule [12]. In the TSSP a parallel application is represented by a weighted directed
acyclic graph G = (V, E). V is the set of N tasks of the parallel program. There is a
precedence constraint relation between tasks i and j if the result produced by task i has
to be available to task j, before it starts. E is the set of precedence relations between
tasks. Each nodes and edges has weights: wnodes describes the processing time required
to execute a given task on any processor and wedges describes the communication time
between pairs of tasks i and j, in case they are located in distinct processors. The aim is
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to found a task distribution in such that the precedence constraints are satisﬁed and the
runtime - or makespan - is minimized. Figure 1 shows an example of a program graph
named Gauss18 [10].
Fig. 1. Gauss18 program graph: represents the Gaussian elimination algorithm
Diﬀerent CA models were already applied to TSSP. Seredynski [7] presented a CA-
based scheduler with standard deﬁnitions and linear neighborhood. Both methods of
updating - sequential and parallel – were investigated being that the results obtained
with the sequential updating better. This model is unable to gain advantage of the CA’s
massive parallelization and later in [3] the parallel updating was applied obtaining a
similar performance. In [4] a non-linear neighborhood was presented increasing the
scheduler performance a lot. In a CA-based scheduler, each lattice cell is associated with
a task of the program graph. For each k-processors in the architecture, the lattice has k
states possible per cell so each cell state designates that the corresponding task is allo‐
cated in a processor. Makespan T associated to a given lattice is calculated using a
scheduling policy that deﬁnes the order of the tasks within each processors. Here we
present three diﬀerent variations of CA based schedulers and they diﬀer on the way of
handling the undesirable rules which inherits a chaotic behavior. SCAS-HP [4] and
SCAS-HPμ [10] parameters and deﬁnitions are out of scope of this work but results
about his dynamics and performance is a contribution of this paper. Later a new sched‐
uler SCAS-HPρ will be presented.
2.1 Previous Models: SCAS-HP and SCAS-HPμ
Here we summarize SCAS-HP characteristics [4]. In the learning phase the search for
good rules for TSSP is performed by a GA. The population of rules R is evaluated by
the following process. Firstly the deterministic construction heuristic DHLFET [1] is
applied to obtain an allocation that deﬁnes the initial lattice conﬁguration. Then, the rule
R is applied over the lattice by τ time steps. The ﬁnal lattice conﬁguration determines
where each task is allocated. After, the scheduling policy d-level [4] deﬁnes the running
order of tasks in each processor. Finally, the R evaluation is equal to the makespan of
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the scheduling obtained using it. SCAS-HP employs a pseudo-linear neighborhood. It
preserves the simple structure of regular neighborhoods, uses the radius parameter and
it is able to capture relations among computational tasks in the program graph. To deter‐
mine the neighbors of a cell C a subset of predecessors and successors of the corre‐
spondent task of C is created based on the program graph. The radius parameter deter‐
mines the numbers of tasks selected to belong to the neighborhood. The task selection
order is determined by a selected heuristic.
SCAS-HPμ [10] is a scheduler which started from the previous SCAS-HP. It was
shown that many of the rules evolved in SCAS-HP have a chaotic behavior. To diminish
the number of chaotic rules a low value of Binder sensitivity (μ) parameter [1] is desir‐
able. The GA used in the learning phase incorporates the parameter in two aspects [13].
The ﬁtness function was made by the weighted average of the original ﬁtness PM and
the parameter-based heuristic Pμ. PM is the makespan while Pμ increases on how far
the rule parameter value is from a selected band. Another novelty is the biased repro‐
duction and mutation where 10 rules are generated from the crossover and mutation
methods [4] and the rule with the lower value of μ is selected.
2.2 SCAS-HPρ
SCAS-HPρ is based on the SCAS-HP technique [4], but it employs the penalty parameter
ρ to control the CA dynamics during the learning mode. The dynamics of a rule is
determined by checking the cycle length over its evolved lattice and ρ considers the
dynamical behavior by penalizing the makespan of non-ordered rules.
In SCAS-HPρ, an initial lattice, which denotes the allocation of the tasks by
DHLFET heuristic, is evolved by a CA rule by τ time steps. The penalty parameter ρ
then is applied by (i) ﬁnding the dynamic class of the rule and (ii) applying the penali‐
zation. Formally, let us consider t = τ and t′ ∈ {1, 2,…, C} which represents the subse‐
quent time steps to evolve, the dynamic class D of each rule is deﬁned as:
(1)
where t′ and ∞ respectively means the dynamic classes until and above C cycle length.
The function d veriﬁes if the subsequent evolved lattices, what is denoted as:
(2)
with d(t, t′) = 0 meaning the evaluated rule forms a cycle with length t′.
In following the ﬁtness of CA rules are penalized according to the parameter ρ which
applies a penalization rate for each dynamical class, such as follows:
(3)
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where ρk and ρ∞ represent penalization rates for rules with short and long cycle lengths,
respectively. While none or very small penalization rates are recommended for ﬁxed-
point and short-cycle rules, big penalization rates are suggested for long-cycle rules. An
overview about ρ is given by Algorithm 1 which shows the main steps related to the
application of the parameter. One can see in lines 1–2 that ρ is applied over a ﬁnal lattice
which was evolved by τ time steps. Lines 3–6 denotes the search for cycles by evolving
the ﬁnal lattice for more C steps, and lines 7–11 shows the application of the penalization
over the makespan obtained by the rule, which is represented by S(σ, t), according to its
dynamical behavior.
3 Experimental Results
This section presents results related to dynamical behavior analysis of the three CA-
based scheduling models showed in the previous section. They are evaluated in terms
of dynamical behavior and makespan performance considering the learning and opera‐
tion modes. In the simulations, four program graphs have been considered: Gauss18,
Rand30, Rand40 and Rand50, also investigated in [4, 10]. Aiming to study the rule
behavior it is need to select a dynamic classiﬁcation scheme. The scheduler proposed
in [4] look at most at the ﬁve last CA’s lattice conﬁguration. For that reason rules with
cycle above 5 and complex rules are also undesirable. As a consequence, we adopted
an approximate scheme similar to the one proposed by Li [4] in which a rule can be
classiﬁed into ﬁve classes: Null (N), Fixed-Point (F), Two-Cycle (T), Short-Cycle (S)
and Long-Cycle (L). Long-Cycle collapses 3 behaviors: (i) periodic rules with cycle
length >5; (ii) complex rules and (iii) chaotic rules.
In all computer simulations presented here, the parameters of the evolutionary algo‐
rithm are: population size gaP = 200, simple tournament gaTour = 2, crossover rate
gaCross = 100 %, mutation rate per bit gaMut = 3 % and number of generations
gaGen = 200. For each simulation, the GA was runned by 100 times. The CA parameters
in both learning and operation mode are: time steps τ = 3 N, where N denotes the number
of tasks in the program graph, radius = 3 for 2 processors and radius = 1, for 3 and 4
processors. For the dynamics control: (i) SCAS-HPρ parameters are: penalization vector
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ρ is: [0 %, 10 %, 20 %, 30 %, 40 %; 100 %]; (ii) the desirable μ bands used in SCAS-
HPμ for each architecture (number of processors P) are 0.25 to 0.35 (P = 2), 0.35 to 0.45
(P = 3) and 0.40 to 0.50 (P = 4).
3.1 Dynamic Behavior of Evolved Rules in Leaning Mode
Figures 2 and 3 show the best rule found in each GA running is applied over 100
randomly sampled lattices. The ﬁnal lattice (after applying the CA transition rule for τ
steps) is then classiﬁed according to its dynamical behavior [9]. One can see that both
approaches SCAS-HPμ and SCAS-HPρ were able to deal with the undesirable behavior
(long-cycle rules). In addition, each one of them performed better in diﬀerent graphs:
SCAS-HPμ in gauss18 and rand50, and SCAS-HPρ in rand30 and rand40. Considering
2 processors, 83.50 % of SCAS-HP rules are classiﬁed as long-cycle, while SCAS-
HPμ and SCAS-HPρ has 40 % and 22.25 %, respectively. With 3 and 4 processors, the
SCAS-HP long-cycle rules are 41 % and 69 %, respectively, while using SCAS-HPμ
theses numbers decay to 7.50 % and 16 %, or when SCAS-HPρ is used to 6.50 % and
36.75 %. In general, an average reduction of 33 % of long-cycle rules is noticed when
taking together both approaches that avoid those rules. Moreover, the SCAS-HPρ
scheduler was able to ﬁnd more rules in the most desirable behavior (ﬁxed-point rules)
at the same time that it avoids the long-cycle rules.
Fig. 2. Dynamic behavior of rules evolved for Gauss18 and Rand50 in learning phase
Fig. 3. Dynamic behavior of rules evolved for Rnd30 and Rand40 in learning phase
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3.2 Quality of Schedule in Learning Phase
Table 1 shows the makespan performance of the three CA-based schedulers considered
in this work. The results refer to the learning mode and they comprehend multiprocessor
systems with 2, 3 and 4 processors. BEST denotes the makespan result of the best rule
found considering all GA runs, while AVG is the average makespan which is calculated
by taking the best rule found in each GA run. The geometric mean is presented at the
last row of the table. SCAS-HP outperforms SCAS-HPμ and SCAS-HPρ, especially
considering the average values. This result is explained by the ﬁtness functions used in
the schedulers with dynamics control which must consider makespan performance (as
SCAS-HP ﬁtness do) and also other desired skills, making the convergence to a lower
makespan harder. The ﬁtness function penalize rules with undesired μ values in SCAS-
HPμ and penalize rules with undesired behavior in SCAS-HPρ, so the GA does not
search only for the best allocation of the tasks, but also reckons the rule dynamical
behavior. However, when considering just the best makespan found in all the runs, all
scheduler’s performance is similar. In fact, SCAS-HPρ returned better values than
SCAS-HP in two scenarios, and vice versa. SCAS-HPμ was overcame by at least one
of the other two schedulers in 5 scenarios (out of 12), but this advantage is not so
expressive as the resultant geometric mean shows.
Table 1. Comparison of CA-based schedulers perfomance in learning phase
Grafo P SCAS-HP SCAS-HPμ SCAS-HPρ
AVG BEST AVG BEST AVG BEST
Gauss18 2 44,55 44 45,15 44 44,15 44
3 45,52 44 46,65 44 45,65 44
4 44 44 44 44 44 44
Rand30 2 1224,22 1222 1225,19 1222 1228,78 1222
3 898,75 853 929,75 865 890,63 850
4 822,75 778 853,55 778 815,72 778
Rand40 2 984,87 983 985,49 983 986,31 983
3 705.12 682 821,96 688 701,83 688
4 585,67 563 605,91 564 597,03 557
Rand50 2 632 624 631,60 624 634 624
3 566,28 532 580,76 548 569,64 532
4 527,87 500 553,20 508 569,88 532
Geo. Mean – 347,07 357,29 379,68 359,38 370,70 358,98
3.3 Dynamic Behavior of Evolved Rules in Operation Mode
Figures 4, 5, 6, and 7 presents the dynamical behavior of the best CA rules found in each
GA run in operation mode, where the rules learned over a given program graph are used
to schedule distinct program graphs. In this way, the dynamical behavior of the rules is
evaluated in distinct scenarios with diﬀerent number of tasks, neighborhood, initial
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lattice, and so on. Considering all experiments the percentage of rules identiﬁed as long-
cycle rules was 66.19 % for SCAS-HP, 19.56 % in SCAS-HPμ and 30.47 % for SCAS-
HPρ. The μ parameter approach kept the reduction of this rules approximately by one
third while the penalty parameter strategy reduced the long-cycle rules amount in a half.
The diﬀerence of results between μ and ρ approaches is more expressive considering
rules trained using Gauss18 and Rand50, being that the long-cycle rules number are 2.5
times higher using ρ. On the other hand, the percentage of rules identiﬁed as ﬁxed-point
rules was 8.91 % for SCAS-HP, 26 % in SCAS-HPμ and 43.52 % for SCAS-HPρ. These
results corroborate what was observed in learning phase about the dynamic behavior:
the sensitivity parameter avoids more long-cycle rules (chaotic) and the penalty param‐
eter obtains more desired rules (ﬁxed-point). However, in operation mode these diﬀer‐
ences are more expressive.
Fig. 4. Dynamic behavior of rules evolved in Gauss18 applied on the other program graphs
Fig. 5. Dynamic behavior of rules evolved in Rand30 applied on the other program graphs
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Fig. 6. Dynamic behavior of rules evolved in Rand40 applied on the other program graphs
Fig. 7. Dynamic behavior of rules evolved in Rand50 applied on the other program graph
3.4 Quality of Schedule in Operation Mode
Table 2 evaluates the performance of the schedulers in operation mode. Each row corre‐
sponds to the geometric mean of the makespan obtained using rules evolved in learning
phase when applied to schedule the other 3 graphs in the operation mode. The geometric
mean in BEST shows both dynamical strategies are better when learning rules for rand30
and rand40 program graphs. In addition, the sensitivity parameter obtained better results
considering the reuse for rand50 rules while the technique without dynamic control
strategy is better in the reuse for Gauss18 rules. In general, SCAS-HPμ presents the best
average performance in terms of BEST while SCAS-HPρ showed the best average
performance in terms of AVG.
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Table 2. Perfomance of rules evolved in learning phase applied to other program graphs
Grafo SCAS-HP SCAS-HPμ SCAS-HPρ
AVG BEST AVG BEST AVG BEST
Gauss18_rules 1097,25 809,37 1155,76 818,12 1123,02 831,54
Rand30_rules 374,71 296,24 372,80 281,80 328,76 291,65
Rand40_rules 412,66 332,21 412,88 323,79 410,35 322,06
Rand50_rules 454,69 343,01 443,01 331,38 455,84 343,66
Geo.Mean 527,02 406,56 529,840 396,58 512,63 404,76
4 Conclusions
Two approaches to control the dynamical behavior of CA rules found by an evolutionary
algorithm were compared here. The sensitivity parameter μ analyzes the CA rules in
order to classify their transition in the range [0, 1], in which low and high values of μ
denote, respectively, rules most likely being ordered and chaotic. Further, the penalty
parameter ρ analyzes the lattices evolved by CA rules in a way the dynamic is directly
captured and the penalization guides the evolutionary search.
Approaches μ and ρ were compared in the context of CA-based models for task
scheduling problem (TSSP). The justiﬁcation is simple: chaotic rules are expected to
provide random allocation of the tasks while complex and long-cycle rules are supposed
to present unstable behavior. Therefore the control approaches can drive the learning
process toward short-cycle rules. Considering the learning mode, μ and ρ were able to
reduce the number of long-cycle rules, but μ returns a slightly more expressive reduction,
and ρ can get closer to the best behavior (ﬁxed-point). That is, μ is more eﬀective in the
control of undesirable behavior but ρ gives a more reﬁned result. Regarding the ability
of the evolved rules to schedule new instances of TSSP, it was possible to note that the
dynamical control made in the learning phase from a speciﬁc program graph is somehow
preserved when this rule is applied to a new instance of the problem. Therefore, both
strategies μ and ρ meet the objective for which they were designed. Additionally, the
particularities of each approach was kept in the operation mode: μ is stronger to avoid
long-cycle rules and ρ obtains more reﬁned rules (ﬁxed-point). A more formal method
of comparing results is considered as a future work. Also, as a continuity of this work
we plan to investigate a mixed approach in which the good characteristics of each
approach are preserved.
Regarding the controlled schedulers performance, the average makespan found was
a little bit worse than the results obtained with the free-dynamics model, while the best
values found were very similar. This decay was expected since the search performed by
controlled models must found not only lower makespan but also well behavioured rules,
embarrassing GA convergence. On the other hand, the results obtained in operation
mode, in general, shows that the controlled-behaviour rules return lower makespan when
submitted to other program graphs, which is the major motivation to avoid chaotic rules.
However, some situations must be clariﬁed. For example, the controlled schedulers
returned a poorly performance when scheduling rand30 using rules evolved for other
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graphs. We suspect that this graph structure is more suitable for random allocations and
thus it is not a good example for TSSP.
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Abstract. In this paper, we propose a model of wind ﬂow and its impact
on the forest ﬁre spread by using Cellular Automata (CA) approach.
The wind model determines the wind ﬂow and speed according to the
topography of the studied area and climate data. While in a previous
work we took into consideration only uniform wind direction and speed,
in this one we have improved the forest ﬁre model which takes into
account both the physical attributes (Topography, land use, nature and
density of vegetation) and the climatic parameters (humidity, wind) by
considering wind ﬂow. As an application we consider a region in the
North of Morocco.
Keywords: Modeling · Cellular automata · Spreadability · Wind ﬂow ·
Forest ﬁre
1 Introduction
Forest ﬁres are the causes of numerous and irreversible damages with deep eco-
logical and socio-economic impacts. Thus, the scientiﬁc community meets the
challenge addressed by forest ﬁres as an interesting and a complex phenomenon
requiring a multi-disciplinary approaches [5,11,14]. Modeling and simulation
have been applied to ﬁre ﬁghting and management for many years, particularly
in order to predict ﬁre behavior and spread in forests under various scenarios of
weather conditions.
Wind and topographic slopes are commonly considered to be the main fac-
tors determining wildﬁres spreadability [2]. Wind has the eﬀect of tilting the
ﬂame forward, increasing convection and radiation transfer of energy to the
unburnt fuel and inducing faster rate of spreads. Slope eﬀect is often described
as being similar, because it tends to make the ground and the fuel closer [9,10,13].
A comprehensive understanding of the wind-ﬂame interaction is one of the major
challenges in the prediction of forest ﬁre propagation [15].
In a previous work [8] we presented and illustrated the simulation results of
a Cellular Automata (CA) model describing the dynamics of a forest ﬁre spread
c© Springer International Publishing Switzerland 2016
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on a mountainous landscape taking into account the main parameters that aﬀect
this phenomenon (the type and density of vegetation, the wind speed and direc-
tion and humidity). However we have considered an uniform wind direction and
uniform speed (or power) in the studied zone.
In this work, we consider the problem of modelling the wind ﬂow using the CA
approach and its impact on ﬁre spread. Wind and slope eﬀects on ﬁre behavior
have been studied separately and then coupled. The combined eﬀects of wind
ﬂow and slope will indeed produce a variety of unusual yet signiﬁcant eﬀects on
spread rate. The result of the wind-slope analysis was coupled with the model
proposed in [8] to take into account the dynamic behavior of wind ﬂow.
The improved model was applied to the watershed Oued Laou area (north
Morocco) and compared to previous simulation in [8]. A software based on JAVA
object oriented was developed to be used as a decision aid tool for strategies in
control and prevention against forest ﬁre [1,7].
2 Modeling of Wind Flow Using CA Approach
2.1 Generalities on CA
We recall the deﬁnition of CA model.
Cellular Automata, ﬁrst introduced by von Neumann (1966), have been
extensively used as models for complex systems (Wolfram 1994). Cellular
automata have also been applied to several problems in biology, ﬂuid dynam-
ics, nerves model excitable media, forest ﬁre or training pattern..., where local
interactions are involved [3,4,6,12]. In spite of their structural simplicity, CA
exhibit complex dynamical behavior and can describe many physical systems
and processes. Cellular automata (CA) are discrete dynamical systems formed
by a set generally of identical objects called cells. These cells are endowed with a
state which changes at every discrete step of time according to a predetermined
rule.
Definition 1. A cellular automaton is defined by the quadruple A = (L,S, N, f)
where:
– L is a d-dimensional lattice of cells c which are arranged depending on space
dimension and cell shape. In a two-dimensional domain, a cell will be denoted
by ci,j,
– S denotes a discrete state set. It is a finite commutative ring given by S =
{0, 1, · · · , k − 1} in which the usual operations use modular arithmetics,
– N is a map which assigns to each cell c ∈ L a subset of L given by N : c −→
N (c) ⊆ L. n is the cardinality of the set N (c) which defines the neighborhood
size,
– f is a local function which associates local configurations with states, i.e. it
defines maps from N (c) to S. It can be given by:
f : SN(c) −→ S
st(N(c)) −→ st+1(c)
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2.2 CA Model of Wind Flow
Wind and slope are commonly accepted to be major environmental factors aﬀect-
ing the manner in which wildﬁres propagate. These two parameters have been
observed as having a signiﬁcant eﬀect on ﬁre behavior.
CA approach was used to model the wind spreadability. Our CA is deter-
mined as follow:
1. The lattice: a two-dimensional lattice of cells with boundary conditions type.
Each cell denoted by cij has its own physical attributes (topographic slope,
land use).
2. The states set S: we consider various combinations of wind directions and
speeds level. We adopt the following notation, for example N means direction
from South to North, E means direction from West to East, etc. Double or
triple direction is the combination of two or three directions in the same
cell, generally observed when there is an obstacle due to topography. We
note: NE=N⊕E (double direction), NSE=N⊕S⊕E (triple direction), etc.
(Fig. 1(b)). So to deﬁne the CA states set of wind ﬂow model we consider all
the possible combination of wind directions and power for each cell.
We denote I: No wind and R: Riptide wind.
The states set is summarized in Table 1. The levels 0, 1, 2 and 3 represent
respectively standard, weak, medium and strong wind speeds (The choice of
the levels is made according to the studied area).
The states set of wind ﬂow model is given as S = {I,R,N0, N1, N2, N3,
S0, ..., SEW3} with CardS = 50.
3. The neighborhood: in this work we consider the von Neumann neighbor-
hood type in order to compare the obtained result with the previous work
result in which we used the von Neumann neighborhood type too.
4. The transition rules: we consider two inﬂuences
• Land use: Surface roughness creates friction that slows the wind at low
altitude Fig. 1(a). It is extracted by using earth observation techniques.
• Topographic slopes: The presence of relief can cause a riptide in the wind on
diﬀerent directions and speed Fig. 1(b). Slopes are determined and classiﬁed
in diﬀerent classes of levels from DTM (Digital Terrain Model).
Each cell is characterized by two parameters cij{T ti(.), P ti(.)}. We consider
the following notations:
Table 1. States representation according to speed (Sp) and direction (D)
Sp
D
N S E W NE NW SE SW NSE NSW NEW SEW1
Level 0 N0 S0 E0 W0 NE0 NW0 SE0 SW0 NSE0 NSW0 NEW0SEW0
Level 1 N1 S1 E1 W1 NE1 NW1 SE1 SW1 NSE1 NSW1 NEW1SEW1
Level 2 N2 S2 E2 W2 NE2 NW2 SE2 SW2 NSE2 NSW2 NEW2SEW2
Level 3 N3 S3 E3 W3 NE3 NW3 SE3 SW3 NSE3 NSW3 NEW3SEW3
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ALt(cij): Altitude level
ccij : Cell in the neighborhood of cij upwind
c
π
2
ij : Cell obtained by rotation of
π
2 from the cell cij
c
−π
2
ij : Cell obtained by rotation of
−π
2 from the cell cij
The following example illustrate the position of above denoted
cells in case of a wind from West to East.
α[ti](cij): Index of wind ﬂow between ti and ti+1
T ti(cij): Wind type at time ti
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
• Riptide
• Normal: unidirectional
• Double: Double direction
• Triple: Triple direction
T
[ti]
r (cij): Wind type received from neighboring cells between ti and ti+1
P ti(cij): Wind speed at time ti
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
• Level 0 of wind speed (Ps)
• Level 1 of wind speed
• Level 2 of wind speed
• Level 3 of wind speed
P
[ti]
r (cij): Wind speed received from neighboring cells between ti and ti+1
The transition rules of wind ﬂow are separated in two phases:
• Phase of exchanging wind between cells: the wind ﬂow from one cell to
another. In each iteration a direction of wind is associated to a neighbor-
ing cell upwind. The direction is ﬁxed according to the two characterization
T ti(.), P ti(.) of the cell.
if ALt (ccij) < ALt (cij) then ccij
{
T
[ti]
r (ccij) = Riptide
P
[ti]
r (ccij) = Ps
else ccij
{
T
[ti]
r (ccij) = Normal
P
[ti]
r (ccij) =
P ti (cij)
α[ti](cij)
α[ti](cij) represents the number of cells where the wind will be distributed
after crashing with higher altitude. Using the von Neumann neighborhood
type α[ti](cij) = {1, 2, 3}, the rare case of wind volteface is not considered.
To determine the value of α[ti](cij) we have to treat furthermore cells c
π
2
ij
and c
−π
2
ij .
if ALt
(
c
π
2
ij
)
≥ ALt (cij) then c
π
2
ij
⎧
⎨
⎩
T
[ti]
r
(
c
π
2
ij
)
= Normal
P
[ti]
r
(
c
π
2
ij
)
= P
ti (cij)
α[ti](cij)
else c
π
2
ij
⎧
⎨
⎩
T
[ti]
r
(
c
π
2
ij
)
= Riptide
P
[ti]
r
(
c
π
2
ij
)
= Ps
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(a) Display of global transition
rules
(b) Display of local transition rules, rep-
resent also the state NSE1
Fig. 1. Wind ﬂow principle
if ALt
(
c
−π
2
ij
)
≥ ALt (cij) then c
−π
2
ij
⎧
⎨
⎩
T
[ti]
r
(
c
−π
2
ij
)
= Normal
P
[ti]
r
(
c
−π
2
ij
)
= P
ti (cij)
α[ti](cij)
else c
−π
2
ij
⎧
⎨
⎩
T
[ti]
r
(
c
−π
2
ij
)
= Riptide
P
[ti]
r
(
c
−π
2
ij
)
= Ps
Consequently,
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
if ALt
(
c
π
2
ij
)
≥ ALt (cij) and ALt
(
c
−π
2
ij
)
≥ ALt (cij) then α[ti](cij) = 1
if ALt
(
c
π
2
ij
)
≥ ALt (cij) or ALt
(
c
−π
2
ij
)
≥ ALt (cij) then α[ti](cij) = 2
if ALt
(
c
π
2
ij
)
< ALt (cij) and ALt
(
c
−π
2
ij
)
< ALt (cij) then α[ti](cij) = 3
• Phase of wind characteristic for each own cell:
*Direction: depends on the altitude level of the upwind cells. Indeed, if the
cell is in the trajectory of the wind source then it takes the same direction,
otherwise it will split (double or triple direction) according to a parameter
α[ti](cij).
⎧
⎨
⎩
if α[ti](cij) = 1 then T ti+1 (cij) = Normal
if α[ti](cij) = 2 then T ti+1 (cij) = Double
if α[ti](cij) = 3 then T ti+1 (cij) = Triple
*Speed: the wind speed of each cell is a function of wind speeds received by
the neighboring cells deﬁned by:
P ti+1(cij) =
P
[ti]
r (ccij)
α[ti](ccij)
+
P
[ti]
r
(
c
π
2
ij
)
α[ti](c
π
2
ij)
+
P
[ti]
r
(
c
−π
2
ij
)
α[ti](c
−π
2
ij )
Example: The determination of state in the wind ﬂow model is explained
with these examples:
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– The state of cij will be N1 at time ti+1 if T ti+1(cij) is normal and P ti+1(cij)
is level 1.
– The state of cij will be NE3 at time ti+1 if T ti+1(cij) is double and P ti+1(cij)
is level 3.
– The state of cij will be SEW1 at time ti+1 if T ti+1(cij) is triple and P ti+1(cij)
is level 1.
Remark: The wind speed levels are determined by a classiﬁcation of the
maximum and minimum wind speed of the studied area.
5. Initial condition: It is chosen according to the studied area and the weather
data.
6. Boundary condition: We choose a reﬂexive boundary conditions. This
choice is made to ensure a wind ﬂow from one outside to the other in through
the inner domain.
2.3 Application to the Watershed Oued Laou (North Morocco)
The watershed of Oued Laou was the subject of the case study. It is located in the
North of Morocco, Rif region, with a big biogeographical interest in amphibians
and reptiles. It covers 18Km2 and is located between 35.45 north latitude and
west longitude −5.083 Fig. 2. This choice was made because of periodic wildﬁres
occurring in summer and the availability of data (DTM, satellite images and
weather).
(a) Geographical location. (b) Land use.
Fig. 2. Description of the studied area.
For the simulation we use the altitude data from the DTM Fig. 3(d) as in
[8]. This region is generally characterized generally in Summer (period of forest
ﬁre) by West to East winds.
We ﬁrst simulate the wind ﬂow according to the topographic slopes and the
land use of the watershed Oued Laou using the CA model developed in the
Subsect. 2.2. Wind direction and speed for each cell are then stored to be used
in forest ﬁre model as input data.
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The simulation result in Fig. 3 shows that:
– The speed level is always powerful in height altitude levels
– Places with high speed level (red color in Fig. 3(c)) are concurred with places
of high topographic slopes in Fig. 3(d).
State 0: Not burned vegetation.
State 1: ignited vegetation.
State 2: Burning vegetation.
State 3: Ash.
State 4: Bare soil.
(a) i=100 of wind ﬂow simulation (b) Zoom in i=100 of wind ﬂow sim-
ulation
(c) i=250 of wind ﬂow simulation (d) Classiﬁcation of the diﬀerent al-
titude levels in the watershed of
Oued Laou.
Fig. 3. Wind ﬂow for the study area. (Color ﬁgure online)
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3 Coupling Wind and Fire Models
3.1 The Improved Forest Fire Model
We recall the forest ﬁre model developed in [8]. In that previous work, CA model
for the dynamical prediction of the forest ﬁres spread has been proposed. The
model takes into account the fundamental parameters that inﬂuence the speed
and direction of ﬁre (humidity, wind direction and speed, vegetation types and
density and the altitude levels). These parameters have combined eﬀects.
The model is based on the states set S = {0, 1, 2, 3, 4} of the ﬁre spread
model where:
We improve the transition rules given in [8] by coupling the wind ﬂow and
ﬁre spread models to illustrate the dynamic behavior of both the wind ﬂow and
ﬁre spread. The ﬂow chart Fig. 4 presents the coupling approach between the
two models.
The parameters aﬀecting the ﬁre spread in the transition rules are:
Fig. 4. Flow chart for coupling wind ﬂow and ﬁre spread models
1. Vegetation type and density: Burning velocity in each cell changes
according to the type and density of vegetation (represented by a burning
duration Tfire).
2. Humidity: We consider three rate of humidity α0, α1 and α2 which are
representing respectively dry, wet and very wet rate. We denote the humidity
by H. The humidity aﬀect the burning duration Tfire, i.e.
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if H=α0 then Tfire will be a short duration,
if H=α1 then Tfire will be a long duration and
if H=α2 then Tfire will be a very long duration, ﬁre will not propagate.
3. Wind direction: In order to set a speciﬁc ﬁre spread direction, we modify
the transition rules to verify neighborhood set N (cij) by neglecting inactive
cells, i.e. cells where the wind ﬂow will not spread. Those cells are determined
previously by the model of wind ﬂow developed in Subsect. 2.2.
4. Wind speed: According to wind speed level determined by the wind ﬂow
model in Subsect. 2.2, we deﬁne radius of the neighborhood set N (cij).
The transition rules are represented as follows:
if sti (cij) = 0 then sti+1 (cij) =
⎧
⎪
⎨
⎪
⎩
1 if
st0 (cij) contains plant and
∃kl | ckl ∈ N (cij) with sti (ckl) = 1
and H < α2
0 otherwise
if sti (cij) = 1 then sti+1 (cij) = 2
if sti (cij) = 2 then sti+1 (cij) =
{
3 if ti = Tfire
2 otherwise
(a) i=0: Synthetic map of land use
in the watershed of Oued Laou and
launching ﬁre points.
(b) i=200 of ﬁre propagation cou-
pled with wind ﬂow model
(c) i=470 of ﬁre propagation coupled
with wind flow model
(d) i=470 of ﬁre propagation with a
uniform wind parameters
Fig. 5. Diﬀerent stages of the ﬁre spread.
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if sti (cij) = 3 then sti+1 (cij) = 4
if sti (cij) = 4 then sti+1 (cij) = 4
3.2 Simulation Results
For the simulation, we consider two launching ﬁre points in the Natural Reserve
of Jebel Bouhachem and in Bab Taza Fig. 5(a) which are the most vulnera-
ble areas and which present a big risk of forest ﬁre [8]. The simulation results,
presented in Fig. 5, show that the burned area in the Natural Reserve of Jebel
Bouhachem and Bab Taza using the model with dynamic wind parameters is
larger than the result of model with uniform wind parameters. This is due to
the multi-direction and diﬀerent speed of wind instead of taking those two para-
meters as uniform.
4 Conclusion
In this paper we present a CA model for the wind ﬂow and its impact on the
ﬁre spread. The wind ﬂow model takes into account the topographic slope and
the land uses. It determines the wind direction and speed in each site and how it
spreads according to altitude levels. In the framework of this research, a proper
methodology to simulate this phenomenon has been developed by using a com-
puter aiding tool which has allowed us to view the simulation results based on
CA transition rules. It was used to improve the previous ﬁre forest spread model
proposed in [8]. It will be very useful by determining exactly the behavior of
the wind ﬂow which is the main parameter aﬀecting ﬁre spread. The proposed
methodology has been applied to simulate the wind ﬂow in an area: Watershed
Oued Laou, Morocco, and coupled the two models to obtain the ﬁnal result of
improved model. The parameters in this model have random behavior, so it will
be interesting to consider a stochastic CA. The model of wind ﬂow can be used
to asses suitable areas for wind turbine. It will be better to have a visualization
of this model and other similar ones using 3D software. Such problems are under
investigation.
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Abstract. In this work, we consider the cellular automata approach
for modelling the climate change impact on water resources. This con-
sists on coupling physical terrain attributes like altitude, soil type and
land use, for a given region with the corresponding climate projections
(temperature and precipitation). The system evolves under a water cycle
dynamics governed by mass conservation principle. We apply the model
to a basin in northern Morocco using a simulation tool we designed.
Keywords: Modelling · Cellular automata · Climate change · Water
resource
1 Introduction
Climate change is a worrying problem for the entire humanity. Indeed the equi-
librium existing in the environment is dangerously threatened. This change has
a negative and harmful impact on the survival of humans, plants and animals.
According to scientists [1] the negative eﬀects due to global warming are the
most frequent. The most noticeable ones are: ice melting, sea level rising and
intense heat waves. In addition, extreme events such as droughts, storms, ﬂoods,
heat waves and frosts are not unusual but common. Various climate models like
General Circulation Models (GCM) [2] or Radiative Convective Models (RCM)
[3] and Earth-system Models of Intermediate Complexity (EMICs) [4] are devel-
oped to predict climate change and anticipate its eﬀects.
In this paper, we consider the impact of climate change on water resources:
groundwater and surface water. They both undergo a great loss in their volume
because of the evaporation due to above mentioned heat waves. Because of this
water cycle monitoring model is required to assess the actual state of these water
resources. Various models exist in literature. In this work, we adopt a discrete
model approach based on cellular automata (CA) [5,6]. Continuous approach
like partial diﬀerential equations can lead to a complicated equation which will
be diﬃcult to implement in real situations. Cellular automata oﬀer wide kinds of
c© Springer International Publishing Switzerland 2016
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implementations in various areas. They are more eﬃcient computationally and
are more suitable to model the dynamics of complex systems.
The CA model presented in this paper consists in discretizing the study
area into meshes called cells with pre-deﬁned size. Each cell has its own phys-
ical terrain attributes (altitude, soil type and land use) and climatic attributes
(temperature and precipitation). The transition rules that govern the evolution
of the system enable the determination of the groundwater and surface water
using the mass conservation principle. The climate projections over a long period
help us to assess the climate change impact on water resources.
We designed the simulation tool using Java object oriented programming.
The simulation results are of a basin in north Morocco where the physical terrain
attributes were carried out using a previous work through digital terrain model,
geological maps and satellite images processing [7,8]. For the climatic data, we
used Maroc-Meteo stored values [9] and climate projections presented in [10].
2 Problem Statement
The groundwater and the surface water are two principal freshwater resources
available in a terrain. Their recharging results from the processes of the water
cycle (precipitation, evaporation/evapotranspiration, inﬁltration and runoﬀ):
– The groundwater recharging is due to the inﬁltration which depends closely
on the soil type and the land use.
– The surface water recharging is due to the runoﬀ which depends essentially
on the altitude.
Although the precipitation is very helpful to the recharging process, the fresh-
water resources still undergo a great loss of their volume because of evaporation.
This is so especially with the global warming predicted in climate change mod-
els. So, the question is how to assess the impact of climate change on water
resources?
3 Problem Approach
The principle of our approach is based on:
– modelling and monitoring water cycle using cellular automata taking into
account the physical terrain attributes (altitude, soil type and land use).
– coupling our cellular automaton model with the scenarios of a selected climate
model as input data (temperature and precipitation).
– determining as output the water resources: the groundwater, the surface water
and the evaporated water.
This approach is illustrated in the Fig. 1. Let us start by recalling some gener-
alities on climate change.
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Fig. 1. Modelling of climate change impact on water resources principle using CA
3.1 Generalities on Climate Change
Climate changes refer to all changes in climate during an extended period of time.
The climate parameters considered in our study are temperature and precipita-
tion. In order to assess the climate projections, it is necessary to choose a climate
model. In literature there are a multitude of climate models (GCM [2], RCM [3],
EMICs [4]). Most of them are coupled with an ocean circulation model, a sea ice
model and an atmospheric chemistry model. These climate models use a mesh
with a spatial resolution between 100 and 300Km2. To estimate climate change
in smaller scale, we need to use disintegration methods like anomalies method,
quantile-quantile or time regimes [11]. To calibrate the climate projections an
adjustment is made with real climate data of passed known periods.
3.2 Presentation of the Cellular Automaton Model
According to the problem statement, the water cycle constitutes a spatio-
temporal dynamical system. We present brieﬂy the cellular automaton model
[7,8] for the water cycle.
The CA model is
A = (L,N ,S, f) (1)
where:
– The lattice is
L = {cij ; i, j ∈ Z} (2)
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Fig. 2. Physical terrain attributes, climatic and flow parameters for a cell cij
where each cell cij is a terrain mesh which has a set of physical terrain
attributes, climatic parameters and ﬂow parameters (Fig. 2).
– The neighborhood for a cell is the set of m adjacent cells expressed by
N (cij) = {ckl ∈ L; d(cij , ckl) ≤ 1} (3)
where d is a distance on L × L equivalent to the norm L∞ deﬁned in [6].
– The set of states is
S = {0, 1, 2, 3} (4)
whose values correspond to the amount of groundwater and surface water
contained in a cell as:
0 : no saturation and no water in surface,
1 : saturation and no water in surface,
2 : no saturation and water in surface,
3 : saturation and water in surface.
Then, the CA conﬁguration st : cij ∈ L → st(cij) at a time t is given by
st(cij) =
⎧
⎪⎪⎨
⎪⎪⎩
0, if Gwtij(i, j) < Sij and Sw
t
ij(i, j) = 0
1, if Gwtij(i, j) = Sij and Sw
t
ij(i, j) = 0
2, if Gwtij(i, j) < Sij and Sw
t
ij(i, j) > 0
3, if Gwtij(i, j) = Sij and Sw
t
ij(i, j) > 0
. (5)
– The transition function
f : Sm → S
st(N (cij)) → st+1(cij) (6)
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is considered as the eﬀect of four processes on water (receive, evaporate, inﬁl-
trate, draine) that occur between t and t + 1 locally in a cell in order to
determine the ﬂow parameters enumerated in Fig. 2:
f ≡ receive ⊕ evaporate ⊕ inﬁltrate ⊕ draine (7)
where the sign ⊕ refer to a mutual action. Those parameters are determined
as follows:
• The received water Rw[t]ij includes both water from rainfall and drained
water from upstream neighboring cells.
• The evaporated water Ew[t]ij includes a part of groundwater denoted
Egw
[t]
ij and a part of surface water denoted Esw
[t]
ij which are determined
using Thornthwate balance on the potential evaporation evaluated by the
Blaney-Criddle balance as function of temperature and land-use [12].
• The inﬁltrated water Iw[t]ij depends on the soil saturation and the inﬁl-
tration rate. We use the Horton formula [12].
• The drained water Dw[t]ij toward the downstream neighboring cells
depends on the slope, the water level and the ﬂow resistance. We use
the Chezy-Manning formula [12].
• The water level Wltij depends on the cell size and the surface water.
• The groundwater Gwt+1ij and the surface water Swt+1ij at t + 1 are deter-
mined by the mass conservation principle:
Gwtij + Sw
t
ij + Rw
[t]
ij = Gw
t+1
ij + Sw
t+1
ij + Ew
[t]
ij + Dw
[t]
ij , (8)
Gwtij + Iw
[t]
ij = Gw
t+1
ij + Egw
[t]
ij . (9)
The model takes into account ﬁxed (no exchange water) and reﬂexive
(exchange water) boundary conditions. We have implemented in previous works
the model to ﬂood problem in two Moroccan regions [7,8].
3.3 Coupling CA with Climate Change Scenarios
The coupling of climate change scenarios with the cellular automaton consists
on:
– Considering a discretized period of time;
– Saving as input the climatic parameters of cells in Fig. 2 for each time interval;
– Simulating the water cycle in the considered terrain and storing as output the
groundwater, surface and evaporated water for each time interval.
For this, we have designed a simulation tool of the CA model using Java
object oriented programming as a part of a decision aided software for real time
monitoring of water cycle. It oﬀers various features. We have also assessed the
water resources and the vulnerability to ﬂood. For the physical terrain data,
we used digital terrain models for altitude, geological maps for soil type and
satellite images for land-use. All the earth observation data was processed and
homogenized before integration in the model.
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4 Application
As an application we consider a region in the northern Moroccan. We will start
by presenting the studied region with its physical terrain attributes and climate
attributes, and then we will present the simulation results.
4.1 Study Region
The studied region, Oued Boukhalef basin, leading to the Atlantic Ocean, is
located in Tangier (northern Morocco) between 35.702 and 35.775 northern lat-
itudes and west longitudes 5.855 and 5.948. It covers an area of 34.3Km2.
The CA Component
– The lattice is constituted by hexagonal cells covering 468.75m2. The lattice
geometry as shown in Fig. 3 is obtained superposing maps of altitude, soil type
and land use [8].
– The neighborhood for a cell is given by the formula (3).
– The set of states and the transition function are given respectively by the
formulas (4) and (6).
(a) DTM (b) Lithology (c) Land-use
Fig. 3. Oued Boukhalef basin (northern Morocco) with physical terrain attributes
The Physical Terrain Data. The region presents a great variation in altitude
(3 to 275m). Figure 3(a) shows the digital terrain model (DTM) in 2D view.
The variation on soil type (Fig. 3(b)) presents twelve classes and nine classes for
the land use (Fig. 3(c)).
Climate Data. For climate data, we use the values in Table 1 which refer to the
average climate in Tangier estimated by Maroc-Meteo for the period 1984–2014
[9]. We use it as reference climate data.
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Table 1. Climate data of Tangier considered for the period 1984–2014 [9]
Sept Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug
Temperature (◦C) 22.5 19 16 13.5 12 13 13.75 15 17.75 21 23.5 23.5
Precipitation (mm) 20 74 115 137 105 80 60 70 40 10 2 2
We use the climate projection of the same region as given in the thesis [10]
for the Moroccan territory. The projected values intervals for the period 2021–
2050 are given in Table 2 with respect to the seasons. The values indicate a
climate warming. The temperature will increase between +1 and +2 ◦C and
the precipitation will vary between −25% and +30%. We simulate the water
resources evolution under the low and upper projected values per season as
respectively pessimistic and optimistic climate scenarios. Figure 4 illustrates the
chosen climate evolution scenarios in comparison with the reference climate data.
The rainfall is shifted in the projected cases and the temperature has a similar
variation for the three climate scenarios.
Table 2. 2021–2050 climate projections per season for Morocco, from [10].
Season Temperature (◦C) Precipitation (%)
Autumn +1.4 to +1.8 +5 to +30
Winter +1 to +1.4 −25 to −5
Spring +1.4 to +1.7 +5 to +20
Summer +1.4 to +2 −10 to −5
Fig. 4. Comparison of climate projections with the reference climate data
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4.2 Simulation Results
For each scenario, we simulate under the following considerations:
– The precipitation Pm starts the ﬁrst day of the month m over the whole region.
The average annual rain days is 74 for the corresponding period. We consider
the rain days per month (RD) in relation to the corresponding precipitation:
RDm =
74 × Pm
∑12
m=1 Pm
.
– The time unit is one hour and the water unit is the millimeter.
– Reﬂexive boundary condition for cells of the Atlantic coast and ﬁxed type for
the rest.
– For the initial condition, we have followed water resources with the above
average climate values for a single year from September to August. 95% of
the lattice has almost no groundwater and no surface water at the simulation
end.
– Each color connotes a class of water in millimeter:
> 50 ]37.5, 50] ]25, 37.5] ]12.5, 25] ]0, 12.5] =0
Groundwater. The average groundwater of each cell (obtained from simulation
per hour) is shown in Fig. 5 for the both pessimistic and optimistic scenarios.
(a) Pes. autumn (b) Pes. winter (c) Pes. spring (d) Pes. summer
(e) Opt. autumn (f) Opt. winter (g) Opt. spring (h) Opt. summer
Fig. 5. Groundwater per season for pessimistic (Pes.) and optimistic (Opt.) climate
scenarios in the region.
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In the pessimistic case we notice an important increase of groundwater for
several zones in autumn while the values remain similar for the two scenarios in
winter and even increase during spring and summer in optimistic case.
Surface Water. The average surface water of each cell (obtained from simula-
tion per hour) is shown in Fig. 6 for the both pessimistic and optimistic scenarios.
For each season, the surface water is more important in the case of optimistic
climate scenario than in the pessimistic one. The diﬀerence is more notable in
winter and spring than the autumn and summer.
(a) Pes. autumn (b) Pes. winter (c) Pes. spring (d) Pes. summer
(e) Opt. autumn (f) Opt. winter (g) Opt. spring (h) Opt. summer
Fig. 6. Surface water per season for pessimistic (Pes.) and optimistic (Opt.) climate
scenarios in the region.
Evaporated Water. To assess the eﬀect of evaporation on the groundwater and
surface water we simulate for the three climate scenarios (referential, pessimistic
and optimistic). Figure 7 presents the comparison of the water variation for the
three scenarios during one year. For the case of pessimistic climate scenario,
the groundwater and surface water are much lower than the referential and
optimistic cases. The values between referential and optimistic cases are more
similar. But for all of three cases, the evaporation remains similar. Thus reducing
the evaporation process can contribute closely to improve the impact of climate
change on the water resources.
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Fig. 7. Comparison of annual water resources for three climate scenarios in the region.
5 Conclusion and Perspectives
In this paper, we have proposed a cellular automaton model to assess the cli-
mate change impact on water resources. The model consists on coupling physical
terrain attributes with climate projections to follow the water cycle. As an appli-
cation we have considered the case of a region in north Morocco. The simulation
results show that the groundwater is more important than the surface water over
the region but the evaporation has a considerable eﬀect on the two later waters.
For rainfall and temperature, we have considered the climate projections as
deterministic events in the model. In an outlook, it will be interesting to consider
stochastic cellular automata approach since the climatic parameters are random
events. In addition, to improve our approach it is worth to consider a 3D cellular
automaton to describe the water cycle. Such problems are under investigations.
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Abstract. Different methodologies are used for modelling flow-like landslides.
A critical point concerns the flooding of town areas, which cannot be assimilated
straight to a morphology, especially, when the urban tissue is very irregular with
narrow streets and setting of buildings, which reflect historical contingencies.
SCIDDICA is a competitive (related to PDE approach) Cellular Automata
model for 3-dimensions simulation of flow-like landslides. This paper presents
innovations to the transition function of SCIDDICA-SS2, which manage
opportunely building data in the cells corresponding to the urban tissue. That
permits to simulate the complete evolution of landslides, from the detachment
area to its exhaustion almost on the same precision level. This is an advantage
for hazard and risk analyses in threatened zones. Improved SCIDDICA-SS2 was
applied successfully to the well-known 2009 debris flows of Giampilieri
Superiore also in comparison with simulation results of the previous versions.
Keywords: Cellular Automata  Modelling and Simulation  Debris flow 
Natural hazard  SCIDDICA  Giampilieri Superiore
1 Introduction
Flow-like landslides of different types: debris flows, mudflows, lahars, rock avalanches
are extremely dangerous surface flows, which can generate destructions with casualties
in inhabited areas, especially in urban zones. Modelling and simulations of such natural
disasters could be an important tool for hazard and risk mitigation and management in
threatened regions.
Such complex fluid-dynamical phenomena are modelled through different standard
approaches: empirical models, based on smart correlations of phenomenon observ-
ables, simple rheological and hydrological models, which assume acceptable
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simpliﬁcations, numerical methods approximating PDE [1, 2]. These various approa-
ches can produce discordant results [3], because different objectives of the simulations
could involve different levels of precision for different types of data. Simulation results
have to be accurately interpreted according to the model features. Simulations produce
usually a large amount of data, whose usage in validation stage is devoted to a com-
parison with real event data that are almost approximate in the evolution phase, but
usually detailed for the ﬁnal effects that represent secure comparison terms.
Cellular Automata (CA) represent an alternative numerical method for modelling
dynamical complex systems, which evolve on the basis of local interactions of their
constituent elements. A Cellular Automaton evolves in a discrete space-time. Space is
partitioned in cells of uniform size, each cell embeds a ﬁnite states automaton (a
computing unit), all the cells change simultaneously state according a transition
function of the states of the neighbor cells, where the neighborhood conditions are
determined by a pattern invariant in time and space [4]. An extension of classical CA,
MCA, Multicomponent (alias Macroscopic) CA, was developed in order to model large
scale (extended for kilometers) phenomena [4, 5]. MCA need a large amount of states,
in order to describe “macroscopic” properties of the space portion corresponding to the
cell; such states may be formally represented by means of sub-states (e.g., sub-state
altitude, i.e., the average value of altitude in the cell), which specify the characteristics
to be attributed to the state of the cell. This involves several advantages in the case of
surface flows; quantities concerning the third dimension, i.e. the height, may be easily
included among the MCA sub-states, e.g., the thickness of debris in the cell, permitting
models in two dimensions, working effectively in three dimensions; limits of dis-
creteness may be partially overcome, permitting valid reﬁnements; e.g. debris in a cell
can be expressed as a thickness, but a further speciﬁcation could be introduced by
specifying the sub-states “center mass co-ordinates”.
Two MCA models were developed for flow-like landslide, SCIDDICA (several
versions since 1987, e.g. [6–12]) for subaerial/subaqueous debris/mud/gra-nular flows
and LLUNPIY for primary and secondary lahars [13–15].
A critical point of these models concerns the flooding of town areas; previous
solutions assimilated the urban tissue to a morphology and provided for a cell
dimension enough small to permit that the cell corresponds nearly entirely to a piece of
the road-bed (altitude of the road-bed) or to a piece of building (altitude of the
building).
When part of the urban tissue consists of narrow streets and very irregular setting of
buildings, due to historical contingencies, such a solution could involve an extremely
large amount of cells, if the complete evolution of landslides from the detachment area to
its exhaustion has to be simulated. That could implicate unsustainable computing time
with the number of cells multiplied at least some hundreds times, if we consider that the
model validation and following hazard analyses can imply thousands of simulations [16].
An extension of SCIDDICA-SS2 [7, 8, 11] was developed and applied in order to
overcome these problems. A new sub-state that encodes building data, is introduced
and AMD (the algorithm of minimization of differences [5], ﬁrst step for determining
cell outflows) was expanded in order to account for different heights (part of the
road-bed, parts of buildings) inside the same cell. Simulation results of the well-known
catastrophic landslide that overran Giampilieri Superiore in 2009 are excellent.
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A short presentation of SCIDDICA-SS2 with a detailed speciﬁcation of extended
AMD is in the next section, the third section reports and compares different simulations
of Giampilieri debris flows, conclusions and comments appear at the end.
2 SCIDDICA-SS2 Extension to Urban Areas
SCIDDICA-SS2 [7, 8, 11], SCIDDICA-SS3 [9, 10, 12] and LLUNPIY [13–15] are our
front-rank models for simulations of flow-like landslides. The extension of
SCIDDICA-SS2 to urban areas and applied to Giampilieri events, could be introduced
easily in SCIDDICA-SS3 that represents a more precise version, but involving long
running times, or in LLUNPIY, an adaptation of SCIDDICA-SS3 to lahar features. The
following description of SCIDDICA-SS2 considers only the part of subaerial flows,
without lacking of generality; a successive section presents the extended AMD.
2.1 Main Speciﬁcations of SCIDDICA-SS2
The hexagonal CA model SCIDDICA-SS2 is the quintuple: < R, X, S, P, s > where:
• R = {(x, y)| x, y  ℕ, 0  x  lx, 0  y  ly} is the set of points with integer
co-ordinates, which individuate the regular hexagonal cells, covering the ﬁnite
region, where the phenomenon evolves. ℕ is the set of natural numbers.
• X = {(0, 0), (1, 0), (0, 1), (−1, 1), (−1, 0), (0, − 1), (−1, − 1)}, the neighborhood
index, identiﬁes the geometrical pattern of cells, which influence state change of the
central cell: the central cell (index 0) itself and the six adjacent cells (indexes 1,..,6).
• S is the ﬁnite set of states of the ﬁnite automaton, embedded in the cell; it is equal to
the Cartesian product of the sets of the considered sub-states (Table 1). The new
sub-state C speciﬁes the type of cell: normal cell; detachment cell, where the
landslide originates (the detachment depth is encoded in the C value); urban cell,
whose C value encodes the parts of cell at different altitudes together with the
differences in altitude from the road-bed.
• P is the set of the global physical and empirical parameters (Table 2), which
account for the general frame of the model and the physical characteristics of the
Table 1. Sub-states
Sub-states Description
C, A, D Type of Cell, cell Altitude, erodible soil Depth
T, X, Y, K Debris Thickness, co-ordinates X and Y of the debris barycenter inside the
cell, Kinetic Head
ET, EX, EY, EK
(6 components)
External debris flow normalized to a Thickness, External flow co-ordinates
X and Y, Kinetic Head of External flow
IT, IX. IY, IK
(6 components)
Internal debris flow normalized to a Thickness, Internal flow co-ordinates
X and Y, Kinetic Head of Internal flow
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phenomenon, the choice of some parameters is imposed by the desired precision of
simulation where possible, e.g., cell dimension; the value of some parameters is
deduced by physical features of the phenomenon, e.g., turbulence dissipation, even
if an acceptable value is ﬁxed by the simulation quality by attempts, triggered by
comparison of discrepancies between real event knowledge and simulation results.
• s: S7!S is the cell deterministic state transition, it accounts for the components of
the phenomenon, the “elementary processes” that are sketched in the next section.
2.2 Outline of SCIDDICA-SS2 Transition Function
A MCA step involves the ordered application of the following elementary processes,
which constitute the transition function; every elementary process implies the state
updating. In the formulae, neighborhood index for sub-states and related variables is
speciﬁed by subscript, if it is not referred to central cell; ΔQ means Q value variation,
multiplication is explicitly “”.
Debris Outflows. Outflows computation is performed in two steps: determination of
the outflows fi towards the neighbor i, 1  i 6, by the new AMD (described in
Sect. 2.3) according to “heights” of the cell neighborhood and determination of the
shift of the outflows [5, 7, 8].
The outflow could be represented as an ideal cylinder, tangent the next edge of the
central hexagonal cell, whose barycenter corresponds to the debris barycenter inside the
central cell, in direction to the center of the neighbor cell. The part of the outflow,
which overcomes the central cell, constitutes the external flow, speciﬁed by external
flow sub-states, while the remaining part, the internal flow, is speciﬁed by internal flow
sub-states. Shift “Δs” is computed according to the following simple formula, which
averages the movement of all the mass as the barycenter movement of a body on a
constant slope h with a constant friction coefﬁcient: Δs = vt + g(sinh−pfcosh)t2/2
with “g” gravity acceleration and initial velocity v = √(2gK) [7, 8].
Turbulence Effect. A turbulence effect is modelled by a proportional kinetic head
loss at each SCIDDICA step: −DK = dtK. This formula involves that a velocity limit is
asymptotically imposed de facto, for a maximum slope value.
Soil Erosion. When the kinetic head value overcomes an opportune threshold
(K > tm), depending on the soil features, then a mobilization of the detrital cover occurs
Table 2. Physical and empirical parameters (with their physical dimensions)
Parameters Description
a, t cell apothem (m), temporal correspondence to a CA step (s)
pf friction coefﬁcient parameter (°)
dt, de, pe,
tm
energy dissipation by turbulence (-) and erosion (-); parameter of progressive
erosion (-); mobilization threshold (m)
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proportionally to the quantity overcoming the threshold: pe(K−tm) = ΔT = −ΔD (the
erodible soil depth diminishes as the debris thickness increases), the kinetic head loss
is: –ΔK = de(K−tm).
Flows Composition. When outflows and their shifts are computed, the new situation
involves that external flows leave the cell, internal flows remain in the cell with
different co-ordinates and inflows (trivially derived by the values of external flows of
the neighbor cells) have to be added. The new value of T is given, considering the
balance of inflows and outflows with the remaining debris mass in the cell. A kinetic
energy reduction is considered by loss of flows, while an increase is given by inflows:
the new value of the kinetic head is deduced from the computed kinetic energy. X and
Y are calculated as the average weight of the co-ordinates considering the remaining
thickness in the central cell, the thickness of internal flows and the inflows.
2.3 AMD Adaptation for not Homogeneous Cells in SCIDDICA-SS2
The lack of homogeneity regards different altitudes for parts of the same cell. It
involves a distinction of different rates of the cell area (normalized to unit), to which
different altitudes and debris thicknesses correspond.
The following speciﬁcation of AMD holds for SCIDDICA-SS2 with cells divided
in two parts “R” (road-bed) and “B” (Building) with two areas of different altitude
Preliminary deﬁnitions are given in the Table 3.
The values of the heights for the central cell is obtained by the sum of altitude and
kinetic head for both the parts; the values of the heights for the adjacent cells is
obtained by the sum of altitude and debris thickness for both the parts.
The adapted AMD (Table 4) ﬁnds fi and Fi, 0  i 6 that minimize:
X
i;jð Þ 0 i j 6jf g h
0
i  h0j

þ H0i  H0j

þ h0i  H0j


 
Table 3. Deﬁnitions for AMD adapted to urban areas
ai area rate related to the “R” part of the neighbor cell i, 0  i 6
Ai area rate related to the “B” part of the neighbor cell i, 0  i 6
d distributable quantity (as height) in the central cell
hi height of the “R” part of the neighbor cell i, 0  i 6
Hi height of the “B” part of cell i, 0  i 6
fi flow toward the “R” part of the neighbor cell i, 0  i 6
Fi flow toward the “B” part of the neighbor cell i, 0  i 6
hi′, Hi′ hi′ = hi + fi, Hi′ = Hi + Fi, 0  i 6
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3 Giampilieri Superiore Debris Flow Simulations
3.1 1st October 2009 Landslides Event
On the October 1st 2009 a severe meteorological event stroke the Peloritani Mountains
(NE Sicily). The intense rainfall caused floods and triggered many debris and mud
flows that brought 37 fatalities, numerous injured, several damages to public and
private buildings, railways, roads, infrastructures, electric and telephonic networks,
thousands of evacuated persons. The Department of Civil Protection of Sicilian Region
has mapped more than 600 landslides, in an area, which stretched approximately for
50 km2. Analysis of the rainfall event indicates a cumulative rainfall depth of 225 mm
obtained in 9 h from the data recorded at the S. Stefano di Briga rain-gauge, with a
peak of rainfall intensity of about 22 mm/min. The area is susceptible to the formation
of debris flows due to lithological characteristics, complex tectonic history, high gra-
dient of slopes (30–60°) and landscapes characterized by narrow gullies with hydraulic
torrential regime.
Giampilieri Superiore was one of the most wounded villages by these catastrophic
events. The village is located on the eastern slopes of the Peloritani Mountains on left
side of Giampilieri River. In particular, it rises on an alluvial fan and is crossed by
various creeks, tributaries of the Giampilieri River. All of them are characterized by
small catchments with extension ranging from 0.03 km2 to 0.1 km2 [17]. The path of
Sopra Urno creek, inside the urbanized area, was turned into a road (Chiesa Street,
Fig. 1b). During the paroxysmal pluvial event of 1st October, several debris flows
(Fig. 1a) were mobilized from the slope behind the village. Many of these channeled
before in the drainage network and after in the Chiesa Street, reached Giampilieri
Superiore, producing dramatic effects in terms of loss of human lives and damages of
buildings.
The severity of the rainfall event was not the only cause of the disaster. In fact,
other factors contributed to slope failures in the Giampilieri case, as Ardizzone et al.
[18] stressed: abandoned terraced slopes lacking proper drainage and unmaintained dry
walls; furthermore some village streets cover part of creek beds.
Table 4. AMD adapted to urban areas
Initialization: a both the “R” and “B” parts of all the neighbors are “admissible” to
receive flows; R and B are the sets of admissible cell parts
Cycle: b q = (d + Ri2R (hiai) + Ri2B (HiAi))/(Ri2R (ai) + Ri2B (Ai)) is the
“average height” for the set R and B of admissible cell parts.
c hx  q, (HX  q) implies x (X) eliminated from R (B).
End of cycle: d go to step < b > until no cell is eliminated
Results: e fi = (q − hi) ai for i2R; fi = 0 for i 62R.
Fi = (q − Hi) Ai for i2B; Fi = 0 for i 62B
296 V. Lupiano et al.
3.2 Application of SCIDDICA SS2 to Sopra Urno Debris Flow
For testing the innovation introduced in SCIDDICA-SS2, we considered the Sopra
Urno debris flow (mapped in Fig. 1c). SCIDDICA-SS2 and SCIDDICA–SS3 were
calibrated and validated [10, 12, 15] on all debris flows occurred in Giampilieri
Superiore area. The same parameters were used for simulations of this extended model.
Genetic Algorithms were used for some key parameters related to energy dissipation in
the previous versions of SCIDDICA; an analogous applications of Genetic Algorithm
could improve the simulation quality.
Sopra Urno debris flow caused the largest number of casualties and damages, due
to the fact that the flow crossed the village. Three experiments have been performed:
the ﬁrst one on a DTM (Digital Terrain Model), the second and third one on a DEM
(Digital Elevation Model). The terms DTM and DEM are often confused. The principal
difference between the two digital models lies in the fact that the DEM takes into
account all objects on the ground (vegetation, buildings and other artifacts), while the
DTM shows the geodesic surface. The difference between the two models is more
evident in urban areas where buildings prevail.
First experiment, shown in Fig. 2a and a′, simulates the event, by considering the
elevation at ground level in the urbanized area. The flows at the change of slope, reduce
the speed, and give rise to the typical fan shape of debris.
A second test (Fig. 2b and b′) was performed using a DEM, which was obtained
from manipulation of DTM by inserting urban data related to buildings and roads and
by approximating altitude to road-bed. The flows, when reached the urbanized area,
insinuates among the buildings. The results show a good capability of the model to
simulate the debris run-out, particularly, in the upslope parts of the basins, while in the
downslope urbanized area, the reproduction of the real events is less accurate. In fact,
signiﬁcant differences do exist in the lateral spreading characteristics of the run-out, as
the streets inundated by the debris in the real event are different from those resulting
Fig. 1. (a) October 2009 debris flows occurred in Giampilieri Superiore, obtained by
interpretation of aerial photo; (b) Example of Chiesa Street that during a normal rainfall event
becomes the bed of the Sopra Urno creek; (c) Sopra Urno creek debris flow
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from simulation. This is related to both the inevitable approximation errors in the
process of data elaboration from square cells to hexagonal cells, and to DEM accuracy.
The presence of buildings in urban areas involves a greater difference of elevation
between the ground and the same buildings, for the same corresponding cell. It induces
an approximation in the assessment of the average elevation of cells that are partially
covered by a building and by a terrain or a street. Results show that the program could
be reﬁned in the reproduction of debris flow propagation into highly urbanized areas,
where streets are narrow.
The third experiment, regards this improvement just as described in the preceding
paragraphs (cfr. Sect. 2). The improvement was been obtained by a better cell dis-
cretization. It allows a better positioning. It is possible to note (Fig. 2 c and c′) as the
path of flows is better represented in urbanized areas, compared to the previous cases
and to real event. The flows, which inundate the urban area, follow the path of the
roads; the simulated travel times improve, resulting much closer to the realty; the real
event lasted 5-6 min, case 2 length is 10 min, case 3 length is 7 min.
In Table 5 are reported the values of the evaluation (or ﬁtness) function e, where
R is the set of cells involved in the real event and S the corresponding one for simulated
Fig. 2. (a) simulated event on DTM; b) simulated event on DEM; c) simulated event considering
the improvement introducing in SCIDDICA; (a′), (b′) and (c′) enlargement of urban area
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event. This function returns values from 0 (completely wrong simulation) to 1 (perfect
match); values greater than 0.7 (precision lack in input data) are considered good
results. Note how the match is increased in the urban path after the optimization of the
model. If we consider only the urban sector, the evaluation function rises from 0.82 to
0.91 (Table 5). The evaluation formula accounts for necessity to compare results of
different dimensions, so square (cubic) root normalizes surface (volume) measures.
SCIDDICA is a semi-empirical model, whose parameters are ﬁxed almost deﬁni-
tively in validation phase with the “equivalent fluid” hypothesis [5, 7–9, 19]. Its
simulations may be compared with other simulations of the same event, which are
performed by the continuous models FLO-2D and TRENT-2D [20].
FLO-2D is a commercial code, adopted worldwide for debris flow phenomena
modelling and delineating flood hazards. It is a pseudo 2-D model in space which
adopts depth-integrated flow equations. Hyperconcentrated sediment flows are simu-
lated considering the flow as a monophasic non-linear Bingham fluid. The basic
equations implemented in the model consist mainly of the continuity equation; in
FLO-2D the bed is ﬁxed and all the debris mass is initially available (the erosion is not
considered) [20]. Larger Giampilieri areas are covered in FLO-2D simulations in
comparison with the real event and SCIDDICA results.
TRENT-2D is a code developed for the simulation of hyperconcentrated sediment
transport and debris flows. It is based on a two-phase approach, in which the interstitial
fluid is water and the granular phase is modelled according to the dispersive pressure
theory of Bagnold, applied to the debris flows. The reference model has a more speciﬁc
physical base, it is biphasic and able to reproduce the erosion and deposition processes
[20]. Small areas, which were invaded in the real event and in SCIDDICA simulation,
result untouched in TRENT-2D simulation and vice versa.
SCIDDICA simulations start from detachment area and continue considering ero-
sion before town invasion; results about this ﬁrst phase lack for both the results of
FLO-2D and TRENT-2D.
4 Conclusions
This paper presents SCIDDICA-SS2 improvements for simulating the part of debris
flows that invade the urban areas. The less precision, related to momentum, of this
version in comparison with SCIDDICA-SS3 and LLUNPIY does not worse simula-
tions in urban areas, because there is a larger turbulence.
Table 5. Evaluation function in study area
Case e ¼
ﬃﬃﬃﬃﬃﬃﬃ
R\ S
R[ S
q
complete event
e ¼
ﬃﬃﬃﬃﬃﬃﬃ
R\ S
R[ S
q
just urbanized area
1 0,73 0.49
2 0,77 0.71
3 0,82 0.91
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Validation has been carried out by simulating Sopra Urno debris flow occurred on
October 1st, 2009 in the Giampilieri Superiore territory.
An accurate study was performed in order to obtain the most accurate reproduction
of the observed event. In AMD is introduced a new sub-state, which encodes building
data, so as to take into account the cells that contain buildings and soil simultaneously.
This means that elements at different heights coexist in the same cell. Such model
extension adapts very well to this problem. In fact, simulation results of Giampilieri
Superiore debris flows are ﬁrst-rate and may be evaluated still better, because ﬁtness
function was applied to the full area of the partially flooded cells.
A comparison with “continuous” models was performed: Flo-2D simulations
involve invasion of a very larger area than real event [20]; TRENT-2D approximate well
the real event in urban area, which is comparable with SCIDDICA simulations [20].
AMD needs to be improved for flow determination when the building parts of two
adjacent cells occupy a common edge. Future work will solve such a minor problem.
Another important goal is modelling situations, where part of debris flows runs into
tunnels (or channels modiﬁed in tunnels) cross the urban area.
The new features of SCIDDICA-SS2 could be very important for hazard and risk
analyses in threatened towns by flow-like landslides after a calibration of its parameters
on real events, occurred in their territory. Giampilieri area was cultivated until recently,
according to agricultural techniques (ﬁne terracing and control of water runoff),
introduced during the “Saracen” dominion. The abandonment of the land cultivation
and of this cultural heritage is enhancing the natural hazard because of soil deterio-
ration, which cannot emerge easily from the physical data, but can be better captured
by empirical parameters, tuned in simulation phase of real events.
The efﬁciency of possible hazard mitigation works could also be tested by simu-
lations, but solutions have to be evaluated on long times, because the risk (e.g. dams)
could be transferred onto future events.
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Abstract. Using cellular automata model, we numerically study the traﬃc char‐
acteristics and the probability Pac of car accidents to occur at the intersection of
two roads under open boundary conditions. Beside the free ﬂow (phase I),
jamming phase (phase III) and maximum current (phase IV) the phase diagram
exhibits a new phase (phase II) which take place for β < 0.4 (β is the extracting
rate). Moreover, the investigation of probability of the occurrence of car accidents
has shown that the probability Pac increases with increasing the extraction rate β
and exhibits a maximum at the transition point from the free ﬂow to the congestion
phase. However, when β exceeds the value 0.4, the probability Pac doesn’t depends
on β. Furthermore, simulation results show that the speed limit zone (SLZ) can
improve the road safety, where the probability Pac decreases with increasing
length of SLZ. Likewise, we found that there is a critical injection rate αc, below
which both roads must be equiprobable. However, above which, one road must
always have priority in order to reduce the risk of collisions.
Keywords: Cellular automata · Intersection · Car accidents · Speed limit zone ·
Open boundary
1 Introduction
Traﬃc problems have attracted a lot of researchers’ attentions in many ﬁelds, and several
models have been proposed [1–3]. In particular, cellular automata model (CA) is widely
used to simulate traﬃc due to its simplicity. The ﬁrst model for studying traﬃc ﬂow
using CA has been proposed by Cremer and Ludwig [4]. In this model, particles jump
only with one site. Actually, among the most known models that investigate vehicular
traﬃc, we ﬁnd Nagel-Schreckenberg (NaSch) model [3]. It is a probabilistic model based
on one-dimensional cellular automata. It contains a path discretized into cells. Also, the
time and speeds are discretized. The updating of cell states is done in a parallel manner
respecting clear rules. In this model, the particles can move with more than one site.
However, this model studies the vehicular traﬃc only with one kind of vehicles (homo‐
geneous case). After, the impact of heterogeneous of traﬃc on the ﬂow is studied in the
open and periodic boundaries [19, 23].
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Recently, numerous studies have been carried [5–7]. In real traﬃc-ﬂow systems the
traﬃc conﬂict and accidents are frequently induced at intersections. Therefore, the
control and the optimization of traﬃc ﬂux at the intersection are essentially important
to solve city traﬃc problems. The ﬁrst simple CA model for urban traﬃc systems was
proposed by Biham, Middleton and Levine (BML) [8]. Recently, the control of ﬂow at
intersection is widely studied with diverse features; at signalized [9, 10] and non signal‐
ized intersection [11, 12], intersection with speciﬁc boundary [13], and T-shaped inter‐
section [14]. However, the car accidents at the intersection are seldom studied. The
investigation of car accidents is very important because it is associated directly with
humane life. Boccara et al. proposed the ﬁrst conditions for occurrence of car accidents
in the NaSch model [15]. Recently, Marzoug et al. [16] studied car accident at the inter‐
section of two roads under periodic boundary conditions.
In fact, we often find speed limit zones in the roads because of the public works,
tunnels, etc. In these zones the velocity of cars is reduced to a given value. The impact of
speed limit zone on the rear-end collision in the homogeneous traffic is studied in [17, 18].
Our aim in this paper, on the one hand, is to analyze the traﬃc characteristics and
the eﬀects of open boundaries (injecting and extracting rates) on the probability (Pac) of
car accidents to occur when vehicles don’t respect the priority rules at the intersection
(sideswipe crashes). On the other hand, determine the impact of speed limit zone on this
type of accidents.
This paper is arranged as follow: we deﬁne the model and car accidents conditions
in the Sect. 2. Section 3 deals with simulation results and discussion. Section 4 is devoted
to a conclusion.
2 Model and Method
2.1 Movement of Vehicles and Heterogeneity of Traﬃc
We consider two perpendicular roads of length L, which cross in the middle (Fig. 1). In
the ﬁrst road (R1), vehicles move from the top to the bottom. However, in the second
road (R2), vehicles move from the left to the right, under open boundary conditions. At
the left boundary of each road a particle is injected in the ﬁrst cell with probability α
(injection rate) if it is empty. At the right boundary, the particle is removed with prob‐
ability β (extracting rate) if  (  and  are the velocity and position of the
vehicle, respectively) (Fig. 1).
Each chain is divided on L cell with the same size, where each cell can either occupied
by a car or being empty. The intersection cell can be occupied by only one vehicle.
Moreover, the time is also discretized. Furthermore, each vehicle can take discrete-
valued velocities: 0, 1, 2…Vmax. Here we consider two types of vehicles; fast vehicles
(Vmax = Vf max = 5) and slow ones (Vmax = Vs max = 1). Ff and Fs denote the fraction of
the fast and slow vehicles, respectively (Fs = 1 − Ff).
At each step of time, the vehicle is characterized by its position and its velocity. The
new position  of a vehicle at the time t + 1 can be determined by applying the NS
model [3], where all of the vehicle locations are updated in a parallel manner. We note
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also that the fast vehicles can overtake the slow ones according to the rules proposed in
[19], in this paper, the overtaking is certain if the conditions are satisﬁed.
2.2 Priority Rules and Car Accident Condition
The traﬃc ﬂow at the intersection of two roads can be controlled via the following rules:
1- Priority is given to the faster car.
2- If both the approaching cars have the same velocity, the priority is given to the
nearest car (Gmin). G1,2 is the distance of the vehicle to the intersection cell in the road
R1,2.
3- If both the approaching cars have the same distance and they are the same kind
(slow-slow or fast-fast), then the priority is given to one road with probability P = 0.5.
The car does not have the priority will be decelerates and its velocity is: .
In fact, some drivers don’t respect the priority rules at the intersection. This behavior
can cause many traﬃc conﬂicts and even car accidents. In this paper we study the prob‐
ability (Pac) of car accidents to occur when vehicles don’t respect the priority rules at
the intersection. That means, car accident occur when two cars reach the intersection at
the same time: t1 = t2, with .  is the time necessary for a car on R1,2
to reach the intersection.
If this condition is satisﬁed, then the accident occurs with a probability .
The probability of car accident Pac is deﬁned as follows:
Where;
N: is the total number of vehicles in the system.
t0: is temporary time.
T: is the statistical time-steps.
If the car accident condition is satisﬁed, then . Otherwise . Hence, Pac is
the probability for the car accident to occur per time per car.
We consider a region in each road that presents the speed limit zone (SLZ). It is
situated at 40 cells after the intersection (Fig. 1), where the velocities of vehicles can’t
Fig. 1. Scheme of the intersection.
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exceed VL. VL represents the maximum velocity in the speed limit zone. The length of
this zone is denoted by Lz.
3 Results and Discussion
We consider that both roads R1 and R2 have the same length L = 500 cells. SLZ length
is Lz = 40. The system runs for 20000 iterations. The calculation is done for the last
5000 time-steps. We denote the ﬂow of R1 and R2 by J1 and J2 respectively and the
total ﬂow of the system by .
Figure 2 illustrates the total flow as a function of injecting rate for several values of β.
JT increases for small values of α until it reaches its maximum, and then undergoes a
decrease for β < 0.4, after JT remains almost constant.
Fig. 2. Total ﬂow as a function of injecting rate for several values of extracting rate. With Fs = 0.2
and Lz = 40.
For more details we present in Fig. 3 the phase diagram of the system in the space
parameter (α, β). The phase diagram is a very important tool that allows us to determine
how the system varies depending on the control parameters and study all the states of a
system [20, 22].
In comparison with one road where the phase diagram exhibits at maximum three
phases [24, 25], in our case, beside the free ﬂow (phase I), jamming phase (phase III)
and maximum current (phase IV) the phase diagram exhibits a new phase (phase II)
which take place for β < 0.4. Once β exceeds this value, the new phase disappears. Such
a phase is characterized by a decreasing of ﬂow from its maximum to the platoon.
Moreover, for β ≥ 0.4 the system is in the maximum current phase, here, the ﬂow is not
dependent on β, even if we increase the extracting rate, the ﬂow remains the same.
Furthermore, the line α = β does not separate the free phase and the jamming phase.
In the following sections, we will focus our study on the probability Pac and the
diﬀerent parameters that can inﬂuence it.
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Figure 4 illustrates that the probability Pac exhibits two maximum for small values
of β. The ﬁrst one is situated at α ≈ β. At this critical point, the ﬂow starts to disrupt
because α ≥ β. Indeed, Pac presents three regions as a function of α. In the ﬁrst region,
Pac rises to its ﬁrst maximum, and then decreases. In the second region, Pac increases
with further injection rate α until it reaches the second maximum. In the third region,
the car accidents probability remains constant and no longer depends on α.
Fig. 4. Car accidents probability as a function of α. (a) for low values of β. (b) for β ≥ 0.4.
Moreover, this ﬁgure shows that as the extraction rate β increases, the car accidents
probability Pac increased correspondingly and it exhibits only one maximum. When β
is high, the ﬂow grows and the number of vehicles that pass through the intersection
increase correspondingly, which enhance the risk of collision. However, when β exceeds
the value 0.4, the probability Pac presents the same behavior even if we increase β (due
to the maximum current).
Another noticeable result of our study shows that the probability Pac depends strongly
on the SLZ.
Fig. 3. Phase diagram in the space parameters (α, β). Fs = 0.2, and Lz = 40.
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Figure 5 shows the car accidents probability (normalized by ) as a function of the
injection rate α for diﬀerent values of Lz. For all cases we have qualitatively the same
behavior.
Fig. 5. Pac as a function of α for diﬀerent values of SLZ length. With β = 0.8 and Fs = 0.2.
In contrast with the rear-end collision [17], the car accident probability in our case
(sideswipe crashes) depends strongly on the length of the speed limit zone. The proba‐
bility Pac decreases with increasing the length of SLZ. This result shows that SLZ can
increase the road safety. The increase of SLZ length leads to the congestion. It propagates
in the opposite direction to the intersection, which infect this last, where few vehicles
pass through the intersection. As a consequence, the car accidents probability decreases.
In fact there are various parameters that can aﬀect the car accidents probability Pac.
Therefore, the probability Pac for several values of fraction of slow vehicles FS is shown
in the Fig. 6 This ﬁgure illustrates that the increase of slow vehicles enhance the car
accidents probability. In addition, the maximum of Pac shifts to the low values of α and
Fig. 6. Pac as a function of α for diﬀerent values of fraction of slow vehicles. With β = 0.8 and
Lz = 40.
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it is situated at the transition point from the free ﬂow to the jamming phase. The presence
of slow vehicles in the roads obligates fast ones to pile up behind them, which leads to
the formation of the waiting queues at the intersection in both roads. Consequently, the
conﬂict between vehicles of R1 and R2 increases.
Until now, we considered that both roads are equiprobable. So, it is very important
to know how the priority can aﬀect the car accidents probability at the intersection.
Figure 7 displays a comparison between two cases: in the ﬁrst one, both roads are
equiprobable, however, in the second case, R1 is favored (it always has priority).
Fig. 7. Eﬀect of priority on the probability Pac. With β = 0.8, Fs = 0.2 and Lz = 40.
For the lows values of α, we have the same qualitative behavior in both cases, where
Pac increases with increasing α. However, Pac in the second case presents a ﬂuctuation
in the region 0.45 < α<0.8 and presents two maximums at α ≈ 0.5 and α ≈ 0.8, respec‐
tively. We note the existence of a critical injection rate αc ≈ 0.3 below which, Pac
increases when a road is favored. However, above which Pac increases when roads have
the same probability of priority. For low values of α there is the formation of waiting
queues at the intersection on the road R2 with enough space in from of them, which
enhance the conﬂict between vehicles. However, for high values of α, vehicles are
blocked for more time because of the intersection and high density, which decrease the
car accidents probability.
This result can give us an idea about how we must control the vehicular traﬃc at the
intersection in order to increase the road safety. When the injection rate is low, both
roads must be equiprobable. However, when the number of entering vehicles increases
one road must be favored over the other.
For more details, we plotted density proﬁle of each road in both cases (Fig. 8). For
low values of α, the priority has no eﬀect on the occupation rate because there are few
vehicles on the roads. However, for high value α, the number of vehicles increases and
the priority has an important eﬀect. In the second case, the occupation rate of R1 before
the intersection decreases, because this road is always favored. However, vehicle on R2
are blocked which increases the occupation rate of this road.
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Fig. 8. Density proﬁle as a function of lattice site, (a) R1 is favored and α = 0.2. (b) R1 is favored
and α = 0.9. (c) R1 and R2 are equiprobable and α = 0.2. (d) R1 and R2 are equiprobable and
α = 0.9.
In road R1 a lot of vehicles pass through the intersection and they arrive quickly to
the SLZ. That’s why the occupation rate increases in this region. However, the occu‐
pation rate in R2 is low, because the majority of vehicles are blocked due to the inter‐
section and few vehicles reach SLZ.
4 Conclusion
In summary, we have studied the ﬂow and car accidents probability to occur at the
intersection of two roads under open boundary conditions. In our study, we have three
defects: two localized defects (intersection and SLZ) and moving defect (slow vehicles).
We tried to determine the impact of each defect on the car accidents probability.
Beside the free ﬂow (phase I), jamming phase (phase III) and maximum current
(phase IV) the phase diagram exhibits a new phase (phase II) which take place for
β < 0.4. Once β exceeds this value the new phase disappears. Moreover, the probability
Pac increases with increasing β and exhibits a maximum at the transition point from the
free ﬂow two the congestion phase. However, when β exceeds the value 0.4, the prob‐
ability Pac not depends on β. Furthermore, simulation results show that the SLZ can
improve the road safety, where the probability Pac decreases with increasing length of
SLZ. In addition, we found that the heterogeneity of traﬃc aﬀects also the car accidents
probability. Car accidents occur more likely when the number of slow vehicles on the
road increases. Likewise, we found that there is a critical injection rate αc, below which
both roads must be equiprobable. However, above which, one road must always have
priority in order to reduce the risk of collisions.
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Abstract. This study proposes an inverted ant cellular automata
(IACA) model for swarm robots performing the surveillance task. A
new distributed coordination strategy is described here, which was
designed with a cellular automata-based modeling and using a repulsive
pheromone-based search. The environmental structure is well-known to
all robots and their current positions are shared by the team. Besides,
they communicate indirectly through the repulsive pheromone, which is
available to each robot as an information about its neighborhood. The
pheromone is deposited at each time step by each robot, over its cur-
rent position and neighborhood cells. The pheromone is also evaporated
as the time goes by. All next movement decisions are stochastic giving
a non-deterministic characteristic to the model. Simulation results are
presented, by applying the proposed model to diﬀerent environmental
conditions.
Keywords: Cellular automata · Ants · Swarm robots · Surveillance
1 Introduction
Each member of a multi-agent system must be capable to achieve its objectives
autonomously adapting it-self to environmental changes. An intelligent global
behavior is desirable, which can be generated by modeling each individual agent
of the system and the interactions among them [1]. It is well-known that a
distributed and coordinated behavior can emerge from individual interactions
in complex systems. In this context, there are several works that have investi-
gated the application of cellular automata-based models to swarm robotics [2,3].
Swarm systems are characterized by a global dynamics reﬂecting some synergy
among the swarm members [4]. Swarm robotics models that mimic the nat-
ural collective behavior have being recently investigated, such as the pheromone
interaction employed by ants colonies (ACO) [1] and the communication between
glows-worms lights [5]. In this context, some works use a combination of cellular
automata (CA) and ACO [6] and others use IAS (Inverted Ant System) [7]. The
IAS [7] is a technique based on the biological ants behavior that uses the indirect
global communication denominated stigmergy. Unlike ACO [8], that provides a
c© Springer International Publishing Switzerland 2016
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chemical attraction between agents through the pheromone interaction, an oppo-
site behavior emerges in IAS since it employs a repulsive pheromone type. This
kind of pheromone is also observed in natural ants and it is used to indicate
risk or danger. Stigmergy is considered one of the factors that decisively con-
tributes to enlarge the capabilities of a single ant. Colonies use the stigmergy
to coordinate their activities in a distributed way [9]. There are many coordi-
nating tasks being investigated in swarm robotics, such as, foraging [10], search
and rescue [11]. Another relevant task in robotics is surveillance [12], which con-
sists in monitoring the behavior, the activities, or other environmental changing
information, protecting people or objects [7,13,14]. Surveillance involves envi-
ronmental exploration and the area must be covered by the robots. Therefore,
the swarm uses cooperation and communication strategies to cover the environ-
ment, in a reasonable period of time.
In the present work, a navigation model called IACA based on cellular
automata modeling and inverted ant pheromone communication was proposed
for robots performing the surveillance task. The environment is modeled by a
lattice of square cells composed by two layers. Simulations were carried out to
evaluate the model in diﬀerent situations and environments. They were made
to (i) measure the time taken by the robots team to perform the surveillance
task; (ii) analyze the evaporation process; (iii) analyze the coverage and explo-
ration. By simulation results it was possible to observe that the resultant behav-
ior returns an eﬃcient task execution and the inverted pheromone employment
causes scattered paths with low or none collisions.
2 Model Description
Initially, a two-dimensional map representing the environment is constructed. It
is divided in square cells and the resultant lattice has two layers. The ﬁrst layer is
the pheromone lattice where the cell’s pheromone amount is stored. A continues
state is assigned to each cell of the pheromone lattice. The state value is between
0 and τmax for the non-wall cells cells. Additionally, a value representing ∞ is
assigned for all wall cells. The second layer is the physical lattice, in which the
current robots’ positions and the walls cells are represented. A discrete state is
assigned to each cell of the physical grid. There are three possible values: free,
wall and robot. Figures 1(a) and (b) show two examples of physical grids, where
the walls cells are represented in gray, the free cells are represented in white and
the cells with red circles represent the current robots’ positions. One robot in
the grid cannot overlaps another or a wall cell. The pheromone layer relative to
the environment E2 is shown in Fig. 1(c).
The IACA model is divided in two levels: one is related to the individual
robot’s behavior and the other is related to the team’s global behavior. The
team’s behavior is related to robot-robot and environment-robot interactions.
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Fig. 1. Rooms 20 × 30 size. (a) Environment E1 with 7 rooms. (b) Environment E2
with 6 rooms. Four robots are represented in red in each environment and they are
performing the surveillance task. (c) Pheromone grid. (Color ﬁgure online)
2.1 Individual Behavior
The behavior model of each robot can be described by a four ﬁnite state machine
(FSM), as shown in Fig. 2. In IACA model, the robots start their movements
at time step 0 and the task is ﬁnished (when the robots stop their movements)
after a predeﬁned number of time steps (T).
Fig. 2. Individual behavior represented by a ﬁnite state machine adapted from [7].
The pheromone detection state in the FSM represents the robot’s
pheromone reading process. The current amount of pheromone in each cell xij is
a resultant from the previous pheromone deposition due to robots’ steps followed
by an evaporation process. This reading comprises the Moore neighborhood cells
considering the robot’s vision radius rv. The robot access all the neighborhood
pheromone values xij , which size is deﬁned as m = (2rv +1)2. The robot access
the xij values from its neighborhood cells to make the next movement decision.
The decision process is represented by the next cell choice, which will drive
the next robot’s movement. This choice is based on the amount of the repulsive
pheromone deposited in the neighborhood cells. The amount of pheromone in a
determined cell xij will deﬁne the probability P (xij) of this cell to be chosen in
the next time step. If the pheromone amount is big, then the probability is low.
On the other hand, if the cell has a small amount of pheromone, it has a high
probability to be chosen. The total pheromone deposited in the neighborhood
cells as a whole is given by ρtmax =
∑m
k=1 x
t
ij . Equation 1 shows the function used
to determine the probability of each cell xij of the current neighborhood to be
the next robot position in the time step t + 1. Using this equation, a stochastic
choice is made to decide the next position.
P (xij)t+1 =
ρtmax − xtij∑m
k=1 ρ
t
max − xtij
(1)
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Each robot deposits pheromone over its current and neighborhood cells, to
signalize its presence to the other members of the swarm. The pheromone
deposition state in the FSM represents the process in which the robot increases
the amount of pheromone over its current position xij and in the corresponding
neighborhood cells x(i+a)(j+b), where −rv ≤ a < 2 × rv and −rv ≤ b < 2 × rv.
If a neighborhood cell is a wall, then the pheromone is not deposited. There
is a maximum amount of pheromone τmax that each cell can receive, avoid-
ing an uncontrolled growth of pheromone. Equation 2 represents the amount
of pheromone deposited in one time step. The constants δ and σ represents,
respectively, the pheromone rate and the dispersion rate.
ρt+1ij = δ × e−
xij−x(i+a)(j+b)
σrv2 (2)
The pheromone updating is computed by Eq. 3:
xt+1ij = x
t
ij + (τmax − xtij) × ρt+1ij (3)
By analyzing Eqs. 2 and 3, one can observe that in a ﬁrst visit to a cell with
no pheromone the robot deposits the maximum amount of pheromone τmax mul-
tiplied by the δ constant before its departure. However, in the next time steps,
this value will be continuously evaporated until a robot crosses the cell’s neigh-
borhood again. On the other hand, the robot deposits an attenuated amount of
pheromone (<< τmax and given by σ parameter) over its neighborhood, which
will be also submitted to an evaporation process in the next time.
The movement state is the FSM is the ﬁnal step that represents the robot’s
transition from one cell xij to another x(i+a)(j+b) in the robot neighborhood.
This action will be accomplished by the robots’ individual control, which is
responsible to decide how to control robot’s components to make the desired
step.
The CA model investigated here is not standard since the transition rule
changes the state of two cells of the neighborhood. This transition starts with
a stochastic local rule which taking in account the pheromone amount in each
cell of the robot neighborhood. Each robot movement corresponds to change its
current position to an adjacent cell. Besides that, the CA modiﬁes the neigh-
borhood cells updating the pheromone amount. Finally, the cell occupied by the
robot becomes free, and the free neighborhood’s cell chosen by the stochastic
rule as its next position, becomes the new robot’s position.
2.2 Global Behavior
The global behavior comprehends two processes: the ﬁrst is the evaporation
process and the second represents the interaction between the robots and the
environment. The pheromone evaporation is a global process performed in all
the cells of the environment (except the wall cells) at the end of each time step
t according to a constant β. The evaporation process is represented by Eq. 4. In
the ﬁrst time step (t = 0), each cell xij receives a pheromone amount equal to 0.
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In the subsequent time steps, each cell visited by a robot or in its neighborhood
has its pheromone increased according to Eqs. 2 and 3. Besides, all the non-wall
cells in the environment having a pheromone diﬀerent from zero have their val-
ues decreased by a β constant as in Eq. 4.
xt+1ij = x
t
ij − (β × xtij) (4)
Each robot tries to move to a cell of its neighborhood deﬁned by its vision
radius rv. The employment of the inverted pheromone - and its inherit repul-
sive force [15] - to guide robot’s movements returns trajectories almost-free of
conﬂicts due to the robots spreading eﬀect. However, speciﬁc conﬂict cases are
solved by a random decision process: if two robots try to move into the same
cell, a random choice decides which robot that will perform the movement, while
the loser has to wait until the next time step. The conﬂicts avoidance between a
robot and a wall is solved using a high value of pheromone, in this case, ρ = ∞.
From these interactions between the robots and the environment (pheromone
dynamics), and between the robots themselves (collision avoidance), emerges a
complex behavior that makes the swarm of robots able to eﬃciently solve the
surveillance task. These interactions produce a robot-robot repulsion and prevent
collisions, improving the exploration and increasing the covered area.
3 Experiments
The experiments presented in this section were carried out using virtual environ-
ments implemented in C language aiming to: (i) evaluate diﬀerent evaporation
rates, (ii) evaluate diﬀerent team size N to perform the task, (iii) evaluate the
team performance related to the environment coverage, (iv) evaluate the team
performance in the surveillance task. All the simulation experiments were con-
ducted in 20×30 cells lattice environments, each cell was deﬁned as a 14×14 cm
square. This size is suﬃciently large to accommodate a robot inside the cell,
since the robot size was adopted according to a real e-puck dimension: a cir-
cular robot with 7 cm of diameter. This conﬁguration results in a 2.8 × 4.2m
environment, which is adequate to analyze the performance of a e-pucks’ team
performing surveillance. Figure 1 presents the two lattice environments used to
conduct the experiments. All the simulations were carried out using the follow-
ing parameters: T = 1000 steps, σ = 0.43, rv = 1, δ = 0.7 and τmax = 50, values
were deﬁned by preliminar experiments with the model and they were adjusted
based on the adaptation of the values proposed for a continuous model in [13].
The ﬁrst experiment was conducted to reﬁne the evaporation rate correspond-
ing to the β constant in Eq. 4, which was varied using six diﬀerent values: {0.001,
0.005, 0.01, 0.05, 0.1, 0.2}. It was accomplished using the E1 environment. The
number of iterations was T = 1000 and N = 3 robots were used. The amount
of pheromone from each cell xij was captured in the step T = 1000 for each β
variation. Figure 3 shows the temperature graphics for the six β variations. The
red cells have high pheromone levels, while the dark blue cells have low or null
pheromone levels. It is important to note that each graphic has a diﬀerent color
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scale, because the highest temperature (dark red color) depends on the maxi-
mum pheromone level (θmax) found at the end of the simulation. It is possible to
observe in Fig. 3(a) that ﬁnal lattice does not have a signiﬁcant variation on xij
value, because all the cells have high pheromone levels (red and orange cells),
except for the blue cells corresponding to the environment walls. This situation
is not adequate for a good coverage strategy because it turns the movement
choice a random process, since the cells have almost the same probability to be
chosen, not taking account the cells previously visited by the swarm. The best
evaporation rates were those used in the simulations related to Fig. 3(b) and (c)
(β = 0.005 and β = 0.01), because the cells have a good variability in the color
scales. It represents that the robot can choose a cell in its neighborhood using
the pheromone information. The higher evaporation rates were used in Fig. 3(d),
(e) and (f). It is possible to conclude that they are not appropriate, because of
the large number of dark blue regions. This absence of pheromone information
aﬀects the task conclusion and the robot decision movement is a random choice.
Fig. 3. Maps of amount of pheromone according to diﬀerent evaporation rates (a)
β = 0.001 and θmax = 50. (b) β = 0.005 and θmax = 46. (c) β = 0.01 and θmax = 45.
(d) β = 0.05 and θmax = 40. (e) β = 0.1 and θmax = 35. (f) β = 0.2 and θmax = 35.
(Color ﬁgure online)
A second analysis was conducted using N = 3 robots to verify the envi-
ronment coverage employing the same β variation used in the ﬁrst experiment.
The number of times each cell xij have been visited during 1000 time steps was
computed in each simulation. These values were used to construct temperature
graphics, in which a high number of dark blues cells represents a simulation
with low coverage, indicating a poor surveillance performance. Figure 4 shows
that robots made good environmental coverage for almost all β values. The sim-
ulation β = 0.2 returned the worst performance, due to one room was overloaded
with robots visits, while other rooms were missing visits. It is also possible to
observe in β = 0.05 and β = 0.1 simulations that there are several blue points
inside some individual rooms, indicating that some positions were never or few
times visited by the robots. Therefore, considering both pheromone (Fig. 3) and
coverage (Fig. 4) analyses we conclude that β = 0.005 and β = 0.01 evaporation
rates leads the team to the best behaviors.
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Fig. 4. Maps of cell steps according to diﬀerent evaporation rates (a) β = 0.001 and
smax = 12. (b) β = 0.005 and smax = 16. (c) β = 0.01 and smax = 16. (d) β = 0.05
and smax = 14. (e) β = 0.1 and smax = 14. (f) β = 0.2 and smax = 20, using N = 3,
T = 1000 and σ = 0.43rv. (Color ﬁgure online)
The appropriate team size N to perform the task is an important feature to be
considered in a swarm of robots for an speciﬁc environment. In order to analyze
this characteristic, the team size was varied using four diﬀerent values N = {1, 2,
3, 4} and they were used to perform the surveillance for E2 environment. Since
there are 7 rooms in this environment, the task could be solved putting one robot
in each room. Therefore, the goal is to identify the minimum number of robots
in the team to solve this task with a reasonable performance, that is, each room
needs to be checked by at least one robot after a short interval of time. The
experiment was conducted using T = 1000 steps and β = 0.01. By inspecting
Eqs. 2, 3 and 4 using δ = 0.7, σ = 0.43, τmax = 50 and β = 0.01, it was possible
to conclude that after a cell is visited and a pheromone is deposited on it, and it
takes at least 100 time steps to be almost evaporated (considering the case that
no robot returns to this position to reinforce the pheromone trace). Therefore,
if a dark blue cell is found at time T = 1000, it means that this position has
not been visited by any robot for at least 100 time units. Figure 5 shows the
pheromone in each cell xij after T = 1000 steps. Figure 5(a) shows the result of
the ﬁrst experiment performed with just one robot (N = 1). It was possible to
note that 4 rooms were not recently visited, since they just have dark blue cells. It
represents that a unique robot is not able to perform this task alone. Figure 5(b)
shows the resultant pheromone temperature graphic using 2 robots in the team.
Although it was possible to observe at least one cell in each room with a diﬀerent
color, it is still possible to observe a lot of dark blue cells in each room, meaning
that a large portion of these rooms were not recently visited, embarrassing the
surveillance task. Therefore, 2 robots is still not enough to complete the task.
Starting from 3 robots (Fig. 5(c) and (d)), it is possible to notice that the team
performance is good. Although we have 1 room in Fig. 5(c) with a great number
of dark blue cells, this same room has a hot region indicating that a robot was
inside it at time T = 1000 and this region was started to be coverage again.
Figure 5(d) indicates that all rooms received a good recent exploration but as
the previous analysis suggested we can considered a waste of resources to use
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Fig. 5. Maps of pheromone amount according to the number of robots (a) N = 1 and
θmax = 46. (b) N = 2 and θmax = 45. (c) N = 3 and θmax = 45. (d) N = 4 and
θmax = 46. (Color ﬁgure online)
Fig. 6. The IACA performance according to diﬀerent evaporation rates (a) β = 0.001.
(b) β = 0.01. (c) β = 0.1. (Color ﬁgure online)
4 robots. Finally, we conclude that the appropriate team size for this environment
conﬁguration uses 3 robots.
A ﬁnal experiment was carried out to deeper analyze the team perfor-
mance by registering the number of visits in each room during the 1000
time steps. Figure 6 exhibits three graphics summarizing the simulation con-
ducted using room E2, each one corresponding to a diﬀerent evaporation rate
β = {0.001, 0.01, 0.1}. The graphics were elaborated registering the current local-
ization of each robot at each time step. The y-axis represents the rooms and the
x -axis represents iterations. Each red vertical line indicates that one cycle of the
surveillance was completed, that is, the iteration when the robots cooperatively
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visited all the 6 rooms. Each robot is initialized in a diﬀerent room. The graph-
ics show that IACA system with β = 0.001 is able to conclude the ﬁrst cycle of
surveillance at the iteration 219. In the simulations using β = 0.01 and β = 0.1
the IACA system executes more eﬃciently the task concluding the ﬁrst cycle at
the iterations 145 and 152, respectively. Moreover, IACA system with β = 0.001
concludes 5 cycles of the surveillance task, considering all the 1000 steps of sim-
ulation. On the other hand, using β = 0.01 and β = 0.1, the number of cycles
concluded is increased to 7 and 6, respectively. This result corroborates that the
pheromone evaporation rate is an important parameter of the model to induce
a better swarm performance. Considering the β values evaluated and using 3
robots to explore the environment E2, the best performance was achieved using
β = 0.01.
4 Conclusions and Further Comments
This work proposes and investigates a new control model for swarms of robots
based on two-dimensional cellular automata and inverted pheromone dynamics
called IACA. Our model is dedicated to the surveillance task, which is very
relevant to collective robotics due to [14] (i) it is included in a broad class
of robotics problems; (ii) surveillance is largely used for the study of robot-
robot cooperation, (iii) many real-world applications for robotics are samples of
surveillance robots.
The major characteristics of IACA model are: (i) the environment is mod-
eled as a cellular automata lattice formed by identical square cells; (ii) each
robot is controlled by an individual ﬁnite state machine that switches over a
4-state cycle; (iii) each time a robot passes a cell while exploring, it leaves a
trace in the environment, being that the repulsive pheromone is deposited in
the current cell but also in the adjacent ones (in a attenuated value); (iv) the
pheromone is submitted to an evaporation process aiming to enable visited cells
to be checked again after some time delay, (v) the vision ability is considered in
a such way that the robot is able to identify a pheromone trace inside its vision
radius; (vi) the next step choice is stochastic and based on a probability which
is inversely proportional to the pheromone amount of the neighborhood cells;
(vii) the pheromone dynamics allows almost-free collisions trajectories; (viii) the
robot-robot conﬂict avoidance are treated in a non-deterministic way.
Using simulations on virtual environments it was possible to evaluate the
IACA model in terms of coverage performance, exploration analysis and the best
evaporation rate. It was possible to conclude that the proposed model is adequate
to control a team of robots for surveillance returning an eﬃcient performance
in this task. For a better utilization of this model, it is possible to reﬁne its
parameters according to robots and environment’s speciﬁcations.
A forthcoming work is about the implementation of this model using simu-
lation platforms with real-world robotic architectures, allowing a more realistic
analysis of the model. We have already started this investigation and some new
relevant issues have appeared related to the need of synchronization and the
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model dependency on the accuracy of the localization and orientation of robots.
In a future investigation we intend to identify the common behavior returned by
the proposed model, independently from the parameters values adopted.
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Abstract. Gross Tumor Volume (GTV) segmentation on medical images is an
open issue in neuro-radiosurgery. Magnetic Resonance Imaging (MRI) is the
most prominent modality in radiation therapy for soft-tissue anatomical districts.
Gamma Knife stereotactic neuro-radiosurgery is a mini-invasive technique used
to deal with inaccessible or insufﬁciently treated tumors. During the planning
phase, the GTV is usually contoured by radiation oncologists using a manual
segmentation procedure on MR images. This methodology is certainly
time-consuming and operator-dependent. Delineation result repeatability, in
terms of both intra- and inter-operator reliability, is only obtained by using
computer-assisted approaches. In this paper a novel semi-automatic segmenta-
tion method, based on Cellular Automata, is proposed. The developed approach
allows for the GTV segmentation and computes the lesion volume to be treated.
The method was evaluated on 10 brain cancers, using both area-based and
distance-based metrics.
Keywords: Gamma Knife treatments  MR imaging  Brain tumors  Cellular
Automata  Semi-automatic segmentation
1 Introduction
Target volume segmentation is still a challenging and open issue in neuro-radiosurgery.
Gross Tumor Volume (GTV) is usually delineated on morphologic medical images
(i.e. Computed Tomography or Magnetic Resonance Imaging) by means of a fully
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manual procedure in the clinical practice, since current Treatment Planning Systems
(TPS) do not implement automatic or semi-automatic segmentation tools. Of course,
this procedure is time consuming, because dozens of slices have to be manually
contoured by radiation oncologists. However the primary issue that affects manual
segmentation tasks is operator-dependency. The repeatability of the lesion boundaries
delineation may be ensured only by using automatic/semi-automatic methods, sup-
porting the clinicians in the segmentation task. This improves the assessment of the
treatment response during patient follow-up and cancer staging. As demonstrated in
[1], semi-automated approaches provide more reproducible measurements compared to
conventional manual tracing, in terms of both intra- and inter-operator reliability.
MRI is emerging as the most important imaging modality in radiation therapy for
soft-tissue anatomical districts, complementing the use of CT in target delineation. MRI
provides several advantages over CT, including high quality detailed images and
excellent soft-tissue contrast, especially concerning the extent of brain cancer [2]. In
particular, brain MRI provides high quality images revealing detailed information
concerning the extent of abnormalities, showing thus a great potential in radiotherapy
planning of brain tumors [3].
Leksell Gamma Knife® (Elekta, Stockholm, Sweden) is a device for stereotactic
mini-invasive neuro-radiosurgery to deal with untreatable brain diseases for traditional
surgery or radiotherapy, such as inaccessible benign or malignant tumors, arteriove-
nous malformations, and trigeminal neuralgia [4]. This technology employs radioactive
beams which are focused on the planned GTV through a metal helmet. Time constraints
are crucial in neuro-radiosurgery treatment planning. Especially, in Gamma Knife
treatments a neurosurgeon installs a stereotactic head frame on the patient, under local
sedation, just before MRI acquisition for the forthcoming treatment planning phase. In
this way, head movement during imaging and treatment execution is kept under control
and the target areas can be accurately localized. After a personalized radiation plan
using the Leksell Gamma Plan® TPS, the head frame is locked onto the Gamma Knife
metal helmet and the actual treatment will be immediately executed.
In this paper a novel semi-automatic segmentation method, based on a pure Cel-
lular Automata (CA) model, is proposed. This approach allows for the target seg-
mentation and automatically calculates the lesion volume to be treated with stereotactic
neuro-radiosurgery. To evaluate the effectiveness of the proposed approach, initial MR
image segmentation tests, using both area-based and distance-based metrics, were
performed on 10 brain cancers undergone Leksell Gamma Knife. Despite CyberKnife®
(Accuray Inc., Sunnyvale, CA) is an alternative neuro-radiosurgery system that uses
different technologies and allows to treat several anatomical districts, the presented
work is equally valid for CyberKnife treatment delivery for brain tumors.
This manuscript is organized as follows: Sect. 2 introduces an overview of brain
lesion segmentation on MR images; Sect. 3 describes the proposed segmentation
method; Sect. 4 depicts the experimental results obtained in the segmentation tests;
ﬁnally, conclusive remarks and future developments are provided in Sect. 5.
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2 Background
An overview of the literature works regarding MRI brain lesion segmentation in
radiation therapy scenarios is presented. In [5] a localized region-based active
semi-automatic contouring method, using Level Set functions [6], was applied on brain
MRI to obtain clinical target volumes. Analogously, a semi-automatic approach using
Hybrid Level Sets (HLS) was presented in [7], in which the segmentation is simulta-
neously driven by region and boundary information.
Machine Learning techniques were often exploited. The authors of [8] evaluated
two fully automated brain MRI tumor segmentation approaches: supervised k-Nearest
Neighbors (kNN) and automatic Knowledge-Guided (KG) methods. kNN achieved
slightly better results than KG. A similar approach based on Support Vector Machine
(SVM) discriminative classiﬁcation was proposed in [9]. In supervised learning,
however, a training phase is mandatory. Hall et al. [10] extensively compared literal
and approximate Fuzzy C-Means unsupervised clustering algorithms, and a supervised
computational Neural Network, in brain MRI segmentation. This study suggested
comparable experimental results between supervised and unsupervised learning.
Considering this experimental ﬁnding, our group has already proposed a MR brain
GTV segmentation approach, based on unsupervised Fuzzy C-Means Clustering (FCM)
for Gamma Knife treatment support [11, 12]. Nevertheless the method is inevitably
semi-automatic, operator-dependence is reduced because user intervention is limited to
the selection of a bounding region containing the tumor zone and no parameter setup is
required. Since sometimes either edema or necrosis could be present in some lesions,
which must be included into the planned target volume in radiotherapy clinical prac-
tice, some morphological reﬁnements are required.
An interesting work by Hamamci et al. [13] presented a semi-automatic segmen-
tation tool, called “Tumor-Cut” for brain tumors segmentation for radiosurgery
applications, especially in Cyberknife® radiosurgery treatments. A method based on
Cellular Automata (CA) is used on input contrast enhanced T1-weighted MR images.
First, the iterative CA framework solves the shortest path problem. Then, an implicit
Level Set surface is evolved on a tumor probability map, which combines tumor and
background strengths obtained separately by two independent CA algorithm execu-
tions. User interaction consists in drawing the maximum diameter of the tumor on the
corresponding axial slice.
3 Materials and Methods
In this section, ﬁrst MRI data concerning the subjects enrolled in this study are
reported, and then a novel semi-automatic tumor segmentation approach on brain MRI
axial slices concerning Gamma Knife patients is presented.
The proposed method results in a simple but effective application based merely on
Cellular Automata model, by initializing adaptively foreground and background seeds
in a smart fashion.
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3.1 Brain Cancer Dataset Description
The study was performed on a real dataset composed of 10 brain metastatic lesions
concerning patients undergone neuro-radiosurgery. All available MRI series were
acquired on the Gyroscan Intera 1.5T MR Scanner (Philips Medical System, Eind-
hoven, the Netherlands), a few hours before the Gamma Knife treatment and then
utilized for the planning phase. MR images were “T1w FFE” (T1-weighted Fast Field
Echo) contrast-enhanced sequences. Two different instances of input MR images are
shown in Fig. 1.
3.2 The Proposed Segmentation Approach
Since the region connectedness is ensured by CA, segmentation results are represented
by connected-regions with unbroken edges even if necroses or cysts are present. This
fact is very important in radiation therapy treatment planning, since tumor delineation
is a critical step that must be performed accurately and effectively. Moreover, since in
cancer imaging we are dealing with non-uniform intensity distributions, local image
statistics should be used instead of global image statistics [5]. CA model is very suitable
due to its own local update rules.
The user has just to select a bounding area containing the tumor zone and no
parameter setup is required (see Fig. 1). Operator-dependence is thus minimized by
reducing the degree of user interaction. We chose a draggable rectangular tool, because
it is very simple Region of Interest (ROI) selection tool [14].
A detailed flow diagram of the overall segmentation method is shown in Fig. 2. In
the following, the various processing steps are described.
Pre-processing. Masked input images, after the bounding region selection accom-
plished by the user, are pre-processed in order to improve the segmentation process. The
range of intensity values of the selected part is expanded to enhance the GTV extraction.
a) b)
Fig. 1. Examples of input MR axial slices with the rectangular bounding area, selected by the
user, containing the lesion: (a) heterogeneous tumor; (b) tumor with necrosis (dark core)
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The input intensity values are linearly stretched into the double-precision full dynamic
range ½0; 1.
Adaptive Seed Selection. A strategy for the choice of both the foreground (tumor) and
background seeds was designed ad hoc. Especially, according to the flow diagram in
Fig. 2, seed selection depends only on the size of the image cropped by the operator
and then it is fully automatic. Since also very small regions could be present (ap-
proximately 5 mm diameter), such as in initial and ﬁnal tumor slices, a discrimination
based on the dragged area is necessary:
• If its size is greater than 100 pixels, nine foreground pixels in the central zone and
eight background pixels at the border of the cropped image are selected (Fig. 3a), to
provide signiﬁcant samples for the CA algorithm inizialization;
• Otherwise, to avoid the access to pixels outside the cropped image, only ﬁve
foreground pixels in the central zone and four background pixels at the corners are
selected (Fig. 3b).
Foreground tumor seed-points are set according to the center coordinates of the
cropped image, hence the only trivial requirement for the operator is that the rectan-
gular bounding region must be centered on the tumor. This strategy implements a
highly robust seed selection procedure.
Fig. 2. Flow diagram of the proposed brain tumor GTV segmentation method. The pipeline can
be divided in four main stages: (i) pre-processing to improve the segmentation process;
(ii) adaptive seed selection to choose suitable foreground and background seed pixels; (iii) GTV
segmentation using a CA model; (iv) post-processing to reﬁne the achieved segmentation results
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GTV Segmentation. A two labeled CA segmentation is the most efﬁcient schema for
classifying a hyper-intense lesion from the healthy part of the brain. In fact, in
contrast-enhanced MR brain scans, metastases have a brighter core than periphery and
distinct borders distinguishing them from the surrounding healthy brain tissue [15].
Nevertheless, the proposed method can be safely applied to both benign and malignant
brain tumors, since it relies on contrast medium absorption by tumor tissues.
In some instances, either central or adjacent areas of the lesions could comprise
necrotic material [16]. For radiotherapeutic purposes, also these necrotic areas must be
considered in the clinical target volume during the treatment planning phase. Our
method is able to segment correctly heterogeneous tumors, even when foreground
seeds are located in necrotic core proximity.
Cellular Automata (CA) are one of the oldest models of bio-inspired computing and
were studied by John von Neumann in the late 1940s [17]. The goal was to design
self-replicating artiﬁcial systems that make up a discrete universe consisting of a
bi-dimensional mesh of ﬁnite state machines (cells), interconnected locally with each
other, which will produce a complex global emergent behavior. Each cell changes its
own state synchronously depending on its own state and on the states of the neighbor
cells, at the previous discrete time step, as determined by a local update rule [18]. All
cells use the same update rule so that the system is homogeneous like many physical
and biological systems. The most common cellular automata are discrete in both space
and time and process a lattice of d-dimensional sites p 2 Zd . The CA formalism has
been used to model and simulate several phenomena in dynamic complex systems. In
image processing, p represents a pixel (d ¼ 2) or a voxel (d ¼ 3).
In [19] image segmentation problem is treated as a labeling process, where
K colonies of bacteria compete each other for the domination according to a CA model.
The authors named this method “GrowCut”. Formally, a bi-directional deterministic
cellular automaton is deﬁned by a triplet A :¼ ðS;N; f Þ, where: S is the non-empty state
set; N is the set of the n neighbors of a particular cell; f : Sn ! S is the local transition
rule, which, given the states of the neighborhood cells at the current time step t, maps
the cell state at the next t + 1 time step. Let p 2 Zd be a cell location, the most used
a) b)
Fig. 3. Adaptive seed selection according to rectangular boundary region dragged by the user:
(a) size greater than 100 pixels; (b) size less than or equals to 100 pixels. Foreground and
background seeds are shown using transparent blue and red pixels, respectively (Color ﬁgure
online)
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neighborhood deﬁnitions are von Neumann neighborhood and Moore neighborhood
that use ‘1 and ‘1 norms, respectively.
In “GrowCut” CA formulation, the cell state is a triple Sp :¼ ðlp; hp; cpÞ, where: lp
is the label of the current cell; hp 2 ½0; 1 is the strength value of the current cell; cp is
the feature vector associated to the cell p according to image content.
The automaton is initialized with the previously calculated seeds, by labeling
foreground and background seeds. The maximum strength value is assigned to labeled
cells, while unlabeled cells are set to hp ¼ 0. Cell states are then updated syn-
chronously at each iteration, until convergence condition is reached (i.e. any cell does
not change its own state). State transitions occur if the attacker force of a neighbor cell
q (we used the Moore 8-neighborood), deﬁned by its strength htq and a distance
between cp and cq feature vectors, is greater than the current cell strength h
t
p:
gðcp; cqÞ  htq[ htp ð1Þ
where gðcp; cqÞ is a pixel similarity function, which is monotonically decreasing and
bounded. This property ensures the algorithm convergence. Especially, as explained in
[13], CA model with the gradient magnitude gðcp; cqÞ ¼ e cpcqk k2 is equivalent to the
shortest path algorithm. This deduction has been derived from [20], in which Sinop &
Grady presented a unifying graph theoretic framework for seeded image segmentation
depending on the used norm in the objective function optimization. In particular, the
shortest path algorithm uses an ‘1 norm.
The main advantage of using CA algorithms against graph-theoretic formulations is
the ability to obtain a multi-label solution in a simultaneous iteration. In addition, the
local transition rules are simple to interpret, and it is possible to impose prior
knowledge, speciﬁc to the problem, into the segmentation approach [13].
Post-processing. Finally, a pair of morphological reﬁnements is also required to
enhance the CA segmentation results. A hole ﬁlling operation is ﬁrst applied to remove
possible holes at tumor boundaries. Successively, a morphological opening with a disk
structuring element (1 pixel radius) is employed to smooth the GTV contour shape by
unlinking poorly connected pixels.
4 Experimental Results
To evaluate the accuracy of the proposed segmentation method, several measures have
been calculated by comparing the automatically segmented GTVs against those man-
ually contoured by a neurosurgeon (considered as our “gold standard”). Supervised
evaluation was used to quantify the goodness of the segmentation outputs.
Area-based metrics and distance-based metrics were calculated for all tumor slices
of each MR image series, according to the deﬁnitions reported in [12, 21]. Figure 4a
and b show two segmentation results achieved using the CA algorithm. It is appreciable
how the proposed segmentation approach obtains correct results even with inhomo-
geneous input data.
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4.1 Segmentation Evaluation Metrics
Area-based metrics quantify the similarity between the segmented regions through the
proposed method (RA) and the “gold standard” (RT ). Thus, the regions containing “true
positives” (RTP ¼ RA \RT ), “false positives” (RFP ¼ RA  RTP), and “false negatives”
(RFN ¼ RT  RTP) are deﬁned. In our experimental trials, according to the formulations
in [12], we used the most representative evaluation measures: Dice similarity index
DSI ¼ 2 RTPj j= RAj j þ RTj jð Þ  100, Jaccard index JI ¼ RA \RTj j= RA [RTj j  100,
Sensitivity SE ¼ RTPj j= RTj j  100, and Speciﬁcity SP ¼ 1 RFPj j= RAj jð Þ  100.
In order to evaluate the contour discrepancy, the distance between the automatically
generated boundaries (deﬁned by the vertices A ¼ fai : i ¼ 1; 2; . . .;Kg) and the man-
ually traced boundaries (T ¼ ftj : j ¼ 1; 2; . . .;Ng) was also estimated. Accordingly, the
distance between each element of the automatic GTV contour and the set T must be
deﬁned: dðai; TÞ ¼ minj2f1;2;:::;Ng ai  tj
 . The following distances (expressed
in pixels) were calculated: Mean Absolute Difference MAD ¼ ð1=KÞP
K
i¼1
dðai;TÞ,
Maximum Difference MAXD ¼ maxi2f1;2;:::;Kgfdðai; TÞg, and the Hausdorff distance
HD ¼ maxfhðT ;AÞ; hðA; TÞg (where hðT;AÞ ¼ maxt2T mina2A dðt; aÞf gf g and
dðt; aÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðtx  axÞ2þðty  ayÞ2
q
).
4.2 Segmentation Results
The values of both area-based and distance-based metrics obtained in the experimental
GTV segmentation tests are shown in Table 1. High DSI and JI values prove seg-
mentation accuracy and reliability. In addition, sensitivity and speciﬁcity average
values involve the correct detection of the “true” pathological areas as well as the
ability of not detecting wrong parts within the segmented tumors. The achieved
distance-based indices are in line with area-based metrics. Hence, good performances
were obtained also with heterogeneous tumors, since the CA algorithm delineates
accurately irregular and complex shapes. The achieved segmentation results are
comparable with the state of the art.
a) b)
Fig. 4. Brain lesion segmentation using the proposed approach based on CA model: (a) and
(b) are the outputs of the MR images shown in Fig. 1a and b, respectively. (2  zoom factor)
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5 Conclusions and Future Works
In this paper an original application of Cellular Automata is presented. This compu-
tational technique is used to segment brain tumors in neuro-radiosurgery scenarios. The
developed methodology can be integrated in the current clinical practice, by supporting
physicians in the target delineation task during treatment planning. The proposed
semi-automatic segmentation approach was tested on MR images concerning 10 real
brain cancers, by calculating both area-based and distance-based metrics. The achieved
experimental results are very encouraging and they show the effectiveness of our
approach.
However, it is not always possible to identify the actual tumor extent using only the
MRI modality. The combination of multimodal imaging might address this important
issue. Surgery, chemotherapy and radiation therapy may alter the acquired MRI data
concerning the tumor bed. Therefore, further studies are planned to use a multimodal
target segmentation, which combines MRI and 11C-Methionine - Positron Emission
Tomography (MET-PET) [22]. Thereby, MR images will show the morphology of the
GTV, while PET images will convey information on metabolically active regions
(Biological Target Volume, BTV) [23]. The proposed approach for GTV segmentation
on brain MRI, properly integrated with BTV segmentation, would provide a support for
an accurate identiﬁcation of the Clinical Target Volume (CTV) to be treated during
Gamma Knife treatments.
In the near future, we are going to address the issues related to necrotic areas and
enhancement region distinction in brain tumors on MR images. In fact, radionecrosis of
brain cancers is a critical aspect, since it has become more frequent with the advent of
aggressive radiation treatment options such as stereotactic radiosurgery [16].
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Abstract. This paper presents a study of the ability to build an observer
for a complex system using a decentralized multi-agent system for the
coordination of mobile sensors. The environment is modeled using a CA
model representing forest ﬁre spread. The initial distribution for the
diﬀerent species in the vegetation is generated using a Perlin algorithm.
Implementation is realized on GPGPU. A coherence measure for the
observation error is deﬁned. The observation itself is realized with mobile
sensors and a decentralized coordination of the trajectories. We analyze
the balance between individual and collective behaviours of agents which
is required to achieve the best performance with respect to the chosen
coherence measure. The collective behaviour of the mobile sensors is
based on pheromones usage, inspired from ants behaviour.
Keywords: Mobile sensors · Multi agent systems · State estimation ·
Distributed parameters system · Forest ﬁre spread · Cellular automata ·
Parallel computing
1 Introduction
In this paper, we present our work on the ability of a multi-agent system (MAS)
to observe a dynamic 2D complex system. By observing a complex system, we
mean building a representation of its internal state based on partial and local
measures of it. A multi-agent system (MAS) is a set of artiﬁcial entities (agents)
which interact with each other. These entities’ action selection is autonomous
and based on a partial representation of their environment, on internal states,
and on the interactions that occur in the group. In our case, the agents can be
seen as mobile sensors.
Observation of complex system is an interesting problem because understand-
ing and control of this kind of systems require a dynamic representation of their
states as precise as possible.
The complex system we chose to observe is the propagation of a forest ﬁre.
Cellular Automata (CA) are particularly suitable for modelling dynamic systems
at a mesoscopic1 level, especially to represent the spreading phenomenon [2], and
that is why we chose them to simulate ﬁre front propagation.
1 In terms of behavioural rules mimicking the physical interactions and translating
them into a fully discrete universe [1].
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Sensors’ placement is a crucial point of the 2D complex systems observa-
tion problem. Existing work tackling this point focus on methods to maximize
an observability measure. For example, [3] use an observability matrix singular
value based measure, an observability grammian singular value based measure
or the Popov-Belevitch Hautus rank test. Empirical approaches based on genetic
algorithms are also presented in [4]. The main diﬀerences with our approach is
that they are oﬀ-line and only consider static sensors.
Our main objective is both to determine and maximize the ability of a group
of agents (mobile sensors) to build an estimation of the state of a complex
dynamical system as close as possible to its actual state. To do so, we study the
relationship between the collective behaviour of a group of autonomous mobile
sensors and the diﬀerence between the estimate they build of a system and
its actual state. In our simulations, the agents move in the simulated forest
while it is burning and collectively build a virtual map of its state according to
their local observations. This map is the estimate they build and changes only
when the agents update it with their observations. As we are using the MAS
approach, the behaviour of the agents is decentralized: each agent has its own
local perceptions of the forest and acts accordingly. The challenge is thus to
ﬁnd a local behaviour that allows the group to reach its global goal to build an
estimation as precise as possible. The strategy we explored to coordinate the
agents is inspired by ant colonies. The only communication between agents is
through the environment: when moving, agents leave a trail of virtual pheromone
along their path. These pheromones are detectable by the other agents. This kind
of communication is inspired by stigmergy [5]. Unlike ants however, agents are
not able to communicate directly with each-other. Furthermore, to keep our
algorithm decentralized, we prevent the agents to fetch informations from the
estimated state that they construct collectively. They also do not have (and do
not try to get) any knowledge about the ﬁre propagation rules.
We studied two collective behaviours that seemed intuitively interesting: (1)
homogeneously distribute the agents over the environment, (2) make the agents
go where the environment is changing. The main contribution of this paper is
thus to compare decentralized mobile sensors coordination strategies in terms of
estimation quality.
In Sect. 2, we present a formal deﬁnition of the CA used to simulate the
environment. Then we present in Sect. 3 the observability measure we used to
evaluate the collective behaviour of the MAS which is described in Sect. 4. In
Sect. 5, we describe the implementation of the whole system and the results
obtained through simulations. Finally we analyse those results and draw some
conclusion about our approach in Sect. 6.
2 Forest Fire Front Propagation Simulation Using CA
The environment we deﬁned is a 2D domain with periodic boundary condition.
Geometrically, it is a toroidal surface (to exclude any boundary eﬀect). The
width of the environment is noted W and its heigh H.
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2.1 Cellular Automaton Definition
Cellular Automata (CA) may be deﬁned by a quadruple A(L, S,N, f) according
to the deﬁnition presented in [6] where:
– L is a 2-dimensional lattice of cells c. L = {0, 1, ...,W − 1} × {0, 1, ...,H − 1}.
so a point c on this space have two components noted cw and ch.
– S denotes a discrete state set: S = N × N × N × R+ × {0, 1} × N. Elements in
S are denote s. We note s(c, t) the state of the cell c at the time t ∈ R+. The
diﬀerent sub-states are:
• sT ∈ N: The quantity of remaining combustible.
• sI ∈ N: The ﬁre intensity (heat).
• sF ∈ N: The necessary of neighbour’s heat (intensity) to ignite the cell.
• sR ∈ R+: The neighbourhood’s radius.
• sB ∈ {0, 1}: A boolean which is true when the cell is burning.
• sQ ∈ N: The amount of pheromone (Ph) at the cell.
Sub-states sF and sR are constant. An indexed notation is used to denote
sub-states of a cell. e.g. we note sT (c, t) the remaining combustible in cell c
at time t. The global state at time t is deﬁned by s(t) ∈ Scard(L).
– N is a mapping which deﬁnes the cell’s neighbourhood set. It is given by
N(c) = {c′ ∈ L | ‖c′ − c‖WH =< sR(c, .)} where ‖c′ − c‖WH2 is the modular3
distance we deﬁned on the toroidal surface of the environment.
– f is a transition function which allows us to calculate the cell’s state at time
t + 1. This function depends on the cell’s neighbourhood state. It can be
deﬁned by s(c, t + 1) = f(c, t) and is described below.
The algorithm of this function is as follow: when a plant ignites, its heat
intensity (sI) is incremented at each time step and its remaining combustible
(sT ) is decremented. To ignite, a plant has to be in a hot enough neighbourhood,
i.e. when the sum of cells intensities (sI) in its neighbourhood (N) in range (sR)
is greater or equal to its ﬂammability (sF ). When all combustible in a cell has
burned, the ﬁre is ﬁnished and the heat intensity falls to 0.
The next section presents our approach to generate initial condition of the
environment.
2.2 Initial Conditions
To evaluate the ability of a MAS to build a precise estimate, we need to simulate a
suﬃciently complex system. To generate rich dynamics in a CA, the environment
is required to exhibit local diﬀerences [7]. We therefore chose to use three virtual
plants with speciﬁc dynamics and a probabilistic initial distribution of these
plants in the environment based on Perlin Noise [8].
2 ‖c′ − c‖WH =
√
((c′w − cw) mod W )2 + ((c′h − ch) mod H)2.
3 x mod y = x − y.x
y
.
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Fig. 1. Example of initial conditions of the cellular automata
The three kinds of plant we deﬁned are:
– Tree: Has the biggest starting amount of combustible (sT = 200, i.e. a tree
burns during 200 iterations). Has a ﬂammability of 70 (sF = 70) and a range
of 2 (sR = 2). i.e. A tree ignites if the sum of ﬁre intensities within a range
of 2 cells is at least 70.
– Shrub: sT = 70. It has a range of 1 and a ﬂammability of 2.
– Grass: sT = 1. sR = 1 and sF = 1.
Figure 1 shows an example of initial conditions. White, black and gray pixels
represent grass, trees, and shrub respectively.
2.3 Implementation
In our CA implementation, all cells are synchronously updated using the same
algorithm. The computation of this kind of SIMD (Single instruction Multi-
ple Data) algorithm beneﬁts greatly of GPGPU (General-purpose processing on
graphics processing units) [9]. Figure 2 shows six successive states of the ﬁre front
Fig. 2. Forest ﬁre front propagation. Black pixels represent burned cells (ashes), white
ones burning cells and gray ones plants. Among those, darkest pixels represent trees,
and lightest ones grass.
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propagation. We can see in these snapshots that the shape of the ﬁre front is
chaotic and suﬃciently complex to be interesting.
The next section presents the observability problem we try to tackle and
mathematical tools we use to evaluate the quality of our solution.
3 Observation Quality Evaluation
The purpose of observability is to construct a representation of the state of the
system called the state’s estimate. The main problem is that the state of the
system is only partially accessible directly with sensors. There are two main
approaches to tackle this problem, building a mathematical model of the system
in order to compute what cannot be measured on one hand, and try to determine
the best positions for the sensors in order to get suﬃcient information about the
system on the other hand. We chose the second approach since mathematical
models are not always possible to obtain and our aim is to use a MAS as a set
of mobile sensors to get the best estimation of the current state of the system.
In order to evaluate the quality of our MAS-built estimation, we need some
evaluation of its quality. To do so, we deﬁned a distance between the estimate
built by the MAS and the “actual” state, simulated by the CA. Before presenting
this distance and the way we construct the estimated state, we will present the
deﬁnition of the estimate.
We denote the estimate of cell c ∈ L at time t as follows:
sˆ(c, t) =
⎧
⎨
⎩
s(c, t) if c ∈ V (t)
sˆ(c, t − 1) otherwise
sˆ(c, 0) = s(c, 0) ∀c ∈ L
(1)
where V (t) is the set of directly measured cells (by the MAS in our case). V is
formally deﬁned in Sect. 4.1. The value of the estimate is not changed when a
cell is not directly measured by a sensor at time t. We set the initial value of the
estimate to the initial value of the state because we consider that an unexplored
cell is correct.
We deﬁne the predicate eq that test the equality of 2 states. So eq(s, s′) = 1
if all substates, except sQ, of s and s′ are equal; 0 otherwise.
We deﬁne the coherence C between the global state and his estimate as:
C(t) =
1
|L|
∑
c∈L
eq(s(c, t), sˆ(c, t)) (2)
Since agents trajectories and ﬁre propagation are (macroscopically) contin-
uous, the coherence C(t) is mathematically continuous. At the end of the sim-
ulation (when the ﬁre is over), the state s(c, t) is constant over L. So C(t) can
only increase. So the function C(t) admit a minimum: Cm = mint C(t). It occurs
when the estimation is the worst.
We use Cm as the measure of the quality of our MAS-built estimate. This
measure, computed oﬀ-line and a posteriori, allowed us to compare various sets
of parameters of the MAS’s behaviour.
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The next section presents our decentralized MAS approach to build an esti-
mate sˆ of the system’s state that maximize Cm.
4 Multi-agents System
In our implementation, the agents constituting the MAS choose their next action
(move) at each CA time step. Our deﬁnition of an agent is as follows.
4.1 Definition
An agent is a mobile entity moving in the environment deﬁned by the CA. We
denote pi(t) the position of agent i at time t in [0;W [×[0;H[. Agents speed,
v, is constant and they can only chose their direction, θi(t). We note n the
number of agents. Agents cannot communicate directly with each others, are
not aﬀected by ﬁre, and have a circular ﬁeld of view with a constant radius ra.
We deﬁne the set Vi as the coordinates of the cells directly observed by agent i:
Vi(t) = {c ∈ L / ‖pi(t) − c‖WH ≤ ra}. Finally, we deﬁne a set V as the union
of all Vi(t) and which contains the coordinates in L of all the cells measured by
the MAS collectively.
As previously stated, agents leave a trail of virtual pheromone (Ph) along
their path. Agents are able to detect this pheromone in range rPh. The amount of
pheromone is modelled by the sub-state Q of the CA. As shown in the algorithm
of the CA state update function f (2), the amount of pheromone in a cell is
decreasing linearly over time. At each time step, agents leave a quantity Q0 of
pheromone in their current cell.
In the next section, we describe how agents decide which direction they will
follow a each time step.
4.2 Agents Reactive Behaviour
Agents are homogeneous, they all use the same decision making process to choose
their direction. Each agent chose its direction θi(t) according to a combination
of three directions (θ1, θ2, θ3) associated with three rules:
1 Inertia: This rule keeps the direction from the previous time step and ensures
smooth trajectories. For agent i, we have:
θ1i(t) = θi(t − 1) (3)
2. Pheromone repulsion: The direction associated with this rule is the one point-
ing to the lowest concentration of pheromone in range rPh. We introduced
this rule to ensure a homogeneous distribution of the agents over the envi-
ronment. Indeed, if there is a lot of agents in the same place, there will be a
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great amount of pheromone, repelling the agents from this area. The following
equation describe how the direction associated with this rule is computed.
θ2i(t) = arg
⎛
⎝−
∑
c∈V Phi (t)
sQ(c, t)
Q0
c − pi(t)
‖c − pi(t)‖2WH
⎞
⎠ (4)
where V Phi (t) = {c ∈ L | 0 < ‖c − pi(t)‖WH < rPh} is the set of cell
coordinates that are within the pheromone perception range of the agent. The
parameter of the function arg() is R2. If we place a point in an orthonormal
basis, arg() return the angle from horizontal axe.
3. Focus on fire: This rule gives the direction where there is the greater number
of burning cells in a speciﬁc range rf . This rule tends to make agents go where
the ﬁre front is active. Our intuitive motivation to add this rule was to focus
observations where the environment is changing and where the estimate has
to be updated.
θ3i(t) = arg
⎛
⎝
∑
c∈V fi (t)
sB(c, t)
c − pi(t)
‖c − pi(t)‖WH
⎞
⎠ (5)
where V fi (t) = {c ∈ L | 0 < ‖c − pi(t)‖WH < rf} is the set of cell coordi-
nates that are within the ﬁre perception range of the agent.
The ﬁnal direction chosen by agents is computed according to the following
equation:
θi(t) =
k1θ1i(t) + k2θ2i(t) + k3θ3i(t)
k1 + k2 + k3
(6)
where k1, k2, and k3 are weights that can be adjusted to modify the agent’s
behaviour. In Sect. 5, we present our approach to select those weights according
to the minimal estimation coherence Cm they give to the MAS.
The next section gives some information about the MAS implementation and
numerical values we used in simulation.
4.3 Implementation
The main bottleneck of the simulation is the concurrent access by the agents to
the CA’s data (e.g. the amount of pheromone Q(c, t)). To reduce the negative
inﬂuence of this bottleneck on the simulation performance, we chose to imple-
ment agents using GPGPU as well. This allowed us to complete a simulation of
2200 iterations on a 1280×720 cell environment with 200 agents in an acceptable
time (≈ 45 s).
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The simulation parameters were:
Width of the environment W 1280
Height of the environment H 700
Number of agents n 200
Agents’ ﬁeld of view radius ra 12
Radius of pheromone detection rPh 24
Radius of ﬁre detection rf 30
Amount of pheromone dropped by the agents Q0 64
Linear speed of the agents (cells/iteration) v 3
Weight of the inertia rule in the agents’ direction choice k1 1
As initial conditions, we disposed the agents at random positions and with
random orientations. There are two initial ﬁre spots at (W4 ,
H
3 ) and (
3W
4 ,
2H
3 ).
These initial spots are 4×4 cells large squares. We stop the simulation when there
is no burning cell left and when the estimate is perfect (i.e. ∀c ∈ L, sB(c, tf ) = 0
and sˆ(c, tf ) = s(c, tf ). In this conﬁguration, 220 iterations are required to explore
99% of the environment. Once those parameters set, we studied the inﬂuence
of the two remaining parameters, k2 (the weight of the rule making agents going
away from pheromones) and k3 (the weight of the rule making agents going
towards burning cells) on the overall quality of the observation process Cm. The
results of this study are presented in the next section.
5 Results and Discussions
In order to evaluate the relation between the weights of the three decision rules
and the overall observation quality and to ﬁnd the best values of these parame-
ters we carried out a systematic exploration of the parameter space. We then
compared the obtained solution with some objective references.
5.1 Simulations, Parameters Optimization
Our aim was to ﬁnd the weights of the decision rules that maximize Cm. To do
that, we ﬁxed the parameter k1 to 1 and we did diﬀerent simulations varying
geometrically k2 and k3 from 0.01 to 100. We changed the parameters values
geometrically between each simulation to get a more systematic exploration of
the parameter space because the θi are combined using a mean.
This parameter space exploration indicated that high values for k2, which
drive the agents away from pheromones, give better results (higher minimal
coherence Cm). Conversely, focusing agents’ exploration on the ﬁre front does not
improve this criterion. Overall, the best values for the two considered parameters
are: k2 = 35 and k3 = 0.6.
To get a more objective evaluation of the quality of this set of parameters,
we used the following references.
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5.2 Comparison with References Implementation
We can deﬁne two kinds of reference behaviour for the agents: static agents and
Brownian agents, moving randomly.
For static agents, only the estimate of initially seen cells will be correct. So
we can directly compute the coherence C(t) = Cm = 11.5% if the agents do not
overlap. This value is the lower bound of the observation quality and far below
the observed ones which are above 90%.
To build the dynamic reference, we used the average of three random behav-
iours with three diﬀerent steering speeds (linear speed remaining constant). The
overall coherence C(t) of these three behaviours and their average are depicted
in Fig. 3 along with the best behaviour we found during the parameter space
exploration. It appears that the MAS-built estimate is always better than the
one built by random agents and that the MAS’s exploration of the environment
is faster.
Fig. 3. Comparison between empiric optimum solution and dynamic references
We did the same analysis with 50 agents and we obtained the same result: it
is better to ensure a homogeneous distribution of the agents than to focus explo-
ration where the dynamic of the environment is high. This was a surprising result
for us. Indeed, we thought that the smaller the number of agents, the higher the
need to focus on the changing parts of the environment. The simulation results
proved this hypothesis wrong.
6 Conclusion and Perspectives
This paper describes a multi-agent system which coordinates the trajectories of
mobile sensors in order to achieve the state estimation of a cellular automata
representing a 2D ﬁre front propagation dynamic model. We used a completely
decentralized approach to the problem of dynamic complex system observation
and that’s what distinguish our work from existing approaches which use either
centralized methods or examine static systems.
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The collective coordination of the agents combines two behaviours: the ﬁrst
one is inspired by ant’s pheromones-related behaviours and aims at distributing
mobile sensors homogeneously in space. The second one makes the agents move
toward areas where the CA cells are changing to keep the estimate faithful.
Using this kind of decentralized coordination mechanisms brings both resilience
(no single point of failure) and scalability to the approach.
To evaluate the performance of this coordination mechanism, we deﬁned a
distance measure between the CA-simulated state of the forest ﬁre front and
the estimate collectively built by the agents. Simulations were carried out using
GPGPU and showed that the best performance is obtained by privileging the
pheromone-based behaviour over the change-seeking one.
The main research avenue we plan to explore is the introduction of more
complex coordination mechanisms taking into account the built estimate and
using local, direct, inter-agent communication. Other future work includes the
reﬁnement of the observation quality measure, observing more complex, periodic,
systems such as chemical reactions, or populations.
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Evacuation Dynamics in Room with Multiple Exits
by Real-Coded Cellular Automata (RCA)
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Abstract. In this study, we have simulated evacuation dynamics in a room with
multiple exits by Real-Coded Cellular Automata (RCA). Here, we have focused
on the number of exits which is related with the evacuation dynamics. For
comparison, the room without corridors was also considered. Evacuation time
and the size of bottleneck formed at the exit were examined by changing the
number of exits. Especially, we discussed the evacuation dynamics toward the
exit, which could be aﬀected by the corridors in the room. As the number of
evacuees was increased, it took more time for evacuation, but it was observed
that the evacuation time unexpectedly depended on the number of exits, which
was caused by each exit location. Apparently, less eﬀects of corridors on the
evacuation time was found. This is because the evacuation time without corridors
was decreased when all evacuees could move freely but were forced to concen‐
trate at the exit.
Keywords: Evacuation dynamics · Bottleneck · Exit · Cellular automata
1 Introduction
Recently, various types of disasters have been occurring all over the world, and many
people could become victims. In particular, a ﬁre breaks out almost every day in Japan,
and the number of building ﬁres has exceeded 30,000 a year. To mitigate the loss and
the damages when the ﬁre breaks out, the source of the ﬁre must be identiﬁed as early
as possible, and an appropriate evacuation route must be secured. However, since avail‐
able information on the ﬁre could be limited, evacuees may panic [1]. Therefore, the
smooth and appropriate evacuation is actually diﬃcult in the real situation.
At present, Wada et al. have been developing the emergency rescue evacuation
support system (ERESS) to support the rescue and evacuation process when a disaster
occurs [2]. For safety management, this system provides real-time information for
evacuees and supports emergency action. To realize this system, the behaviors of
evacuees must be analyzed and whether a disaster has occurred must be judged. Since
an actual disaster involves many factors, such as the shape of a building, the number
of evacuees, and the state of the disaster, a demonstration experiment assuming the
actual disaster is difficult to perform from the perspective of the cost and safety.
Therefore, for collecting various types of data, a numerical simulation by assuming
the actual disaster would be useful.
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By referring to a model experiment [2], the present study simulated the evacuation
dynamics using the real-coded cellular automata (RCA). The model experiment repro‐
duced the evacuation with multiple exits in one room. By performing the numerical
simulation, the present study examined the evacuation situation in which some exits for
evacuation were limited under the emergency accidents. Focusing on the number of exits
of the room, we discussed the evacuation dynamics by investigating the change in evac‐
uation time at diﬀerent number of evacuees initially allocated in the room. Moreover,
the present study examined evacuation situations with and without corridors by setting
partition walls in the room.
In general, evacuees are confirmed to concentrate at the exit. Then, for the safety
management, multiple exits are set to disperse the evacuees moving in several direc‐
tions [3–5]. In the ERESS, by leading evacuees to a safe exit, quick evacuation
planning must be attained. Therefore, in the present study, we tried to reduce the
bottleneck during the evacuation when evacuees moved toward the exit. In the numer‐
ical simulation, the floor field which determined the evacuation route was updated to
lead the evacuees to another exit.
2 Numerical Method
Here, we explain our approach which is applied for evacuation at arbitrary velocity and
directions [6, 7]. The idea is quite similar to stochastic approach in lattice gas model [8,
9]. In the conventional CA model, the direction of each pedestrian or evacuee is limited
to four (or eight). Their velocity must be constant. In RCA, the direction and the velocity
can be set freely, by considering the stochastic process to reposition them right on the
grid [6, 7, 9]. We apply this method to the simulation of the evacuation in the room with
multiple exits. The numerical procedure is explained brieﬂy.
The update rule of RCA for evacuation motion is determined by the ﬂoor ﬁeld, which
is applied to each evacuee’s motion randomly. The speed of all evacuees can be changed.
The update rules are the same as the original RCA rule. The room in this study has four
exits, which is shown in Fig. 1. The room size and the location of exits are roughly shown
in this ﬁgure, which were referred to experiments [2]. One example of the ﬂoor ﬁeld of
the room using all exits is shown in Fig. 2, where the exit width is 1.2 m. The ﬂoor ﬁeld
was determined by the distance from the nearest exit. It was the static ﬂoor ﬁeld, corre‐
sponding to the shortest distance to the exit. Then, when some exits were not used, the
diﬀerent ﬂoor ﬁeld was initially applied in the simulation.
Next, the calculation conditions are explained. The lattice spacing was set to be 0.4 m
[9] and the time step was 1/3 s. The velocity of all evacuees was 1.6 m/s [7]. The evac‐
uation time was examined by changing the number of evacuees initially allocated in the
room N (hereinafter referred to as the initial allocation number, N). Additionally, a
similar simulation was performed when corridors were not considered in the room to
examine the eﬀect of corridors on the evacuation dynamics. To avoid the dependence
of the initial positions of evacuees, the average evacuation time was obtained. Then, the
evacuation simulation was conducted for 10 times by changing initial allocation of
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evacuees, and the average evacuation time was calculated. Once the number of exits
was set, the ﬂoor ﬁeld was not changed.
3 Results and Discussion
3.1 Evacuation in Room with Corridors
First, we simulated evacuation dynamics in room with corridors. Figure 3 shows the
results for N = 40. Only exit 2 was used. As shown in this ﬁgure, evacuees were
congested in a part of the corridors at t = 2 s. At t = 14 s when most of evacuees reached
the exit, a bottleneck was formed. Even when the number of exits was increased, evac‐
uees were conﬁrmed to be still congested at the exit. However, as the number of exits
was increased, the size of the bottleneck at the exit became smaller. This is because the
ﬂow of evacuees was dispersed due to the increase in the number of exits.
Fig. 3. The position of evacuees in the room using exit 2; N = 40
Figure 4 shows the relationship between the initial allocation number N and the
evacuation time TE. When N was below 20, the evacuation time was almost constant
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Fig. 1. Room size and exit location Fig. 2. Floor ﬁeld using four exits
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regardless of the exit location. The reason for this was that the bottleneck was not formed
under this condition. The evacuation time was simply determined by the evacuee who
was at a farthermost place from the exit. When the initial allocation number exceeded
20, the evacuation time tended to be similar when one, two, three, and four exits were
used. However, in the case of two exits, the evacuation time was longer when exits 1
and 2 were used than when the other two exits were used.
Fig. 4. Comparison of evacuation time at diﬀerent number of exits
Fig. 5. Comparison of ﬂoor ﬁeld at diﬀerent number of exits
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It was observed that the evacuation time unexpectedly depended on the number of
exits. To identify the reason, the ﬂoor ﬁeld was compared at diﬀerent number of exits.
In Fig. 5, the maximum value of the ﬂoor ﬁeld was shown in black. The value expressed
in white indicates the average value of the ﬂoor ﬁelds at N = 50. As shown in this ﬁgure,
the distance for each evacuee to the exit reasonably decreased as the number of exits
increased. However, no large diﬀerence was observed between values of the ﬂoor ﬁeld
when exits 1 and 2 were used and when only exit 2 was used. Therefore, the distance
for each evacuee to the exit was not shortened when the exits 1 and 2 were used, although
one more exit was available.
Fig. 6. Correlation of maximum ﬂoor ﬁeld and evacuation time
Figure 6 shows the correlation between the maximum value of the ﬂoor ﬁeld 
and the evacuation time TE. Here, the initial allocation number N was changed to 10, 20,
and 50. As shown in this ﬁgure, the evacuation time TE increased with the maximum
value of the ﬂoor ﬁeld , regardless of the initial allocation number N. When N = 10
and 20, a linear relationship was observed between the maximum value of the ﬂoor ﬁeld
and the evacuation time, as long as no bottleneck occurred. When N = 50, no linear
relationship was observed between the maximum value of the ﬂoor ﬁeld and the evac‐
uation time. In other words, in the case where the bottleneck was formed due to a large
initial allocation number, since the evacuation time was greatly aﬀected by the situation
at the exit. The evacuation time could not be simply determined based only on the
maximum value of the ﬂoor ﬁeld. Therefore, when the distance between two exits was
relatively short, even if the number of exits was increased, the evacuation time could
not be reduced largely.
To realize the smooth evacuation, we tried to set the better route for evacuees, which
could be conducted by ERESS. In the present study, when evacuees concentrated at one
exit, the ﬂoor ﬁeld was updated to lead some evacuees to another exit. The update process
was simple: if the number of evacuees at one exit was more than twice as larger than
those at the adjacent exits, the ﬂoor ﬁeld was updated to set the ﬂoor ﬁeld of the
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uncrowded exit. The evacuation using exits 1 and 2 were tested. Speciﬁcally, when
evacuees concentrated at exit 2, the ﬂoor ﬁeld only for evacuees congested at exit 2 was
replaced by that of exit 1 to lead them toward exit 1 (or vice versa). Figure 7 shows
results by comparing the evacuation time when evacuees were led or not led. As shown
in this ﬁgure, no large diﬀerence was observed in the evacuation time when N was below
20. On the other hand, for N > 40, the evacuation time was shortened when evacuees
were led. By comparing Fig. 7 with Fig. 4, it was found that the situation where the
evacuation time was prolonged even when exits 1 and 2 were used was improved. In
other words, evacuees congested at the particular exit were led to another exit; conse‐
quently, the bottleneck which inhibited the smooth evacuation could be avoided.
Fig. 7. Comparison between evacuation time with and without guiding evacuees by updating
ﬂoor ﬁeld (FF)
3.2 Evacuation in Room Without Corridors
Finally, a simulation was performed in which there were no corridors in the room. In
experiments, all partitions in the room were removed. The widths of all exits were still
the same (1.2 m), and the relationship between the initial allocation number N and the
evacuation time TE was compared with and without corridors. Even for cases without
corridors, 10 simulations were conducted. Figure 8 shows the comparison results. As
shown in this ﬁgure, the diﬀerence between the evacuation time with and without corri‐
dors is relatively small, except for the cases with two exits 1, 2. That is, less eﬀect of
corridors on the evacuation time was found. This may be because the evacuation time
without corridors must be decreased when all evacuees could move freely but were
forced to concentrate at the exit. It was also found that, even without corridors, the
evacuation time increased as the initial allocation number was increased.
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Fig. 8. Comparison between evacuation time with and without corridors in room
Fig. 9. Time-variations of total number of evacuees from all exits for N = 40
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Then, we focused on the number of evacuees who had passed through all exits,
which must be related with the bottleneck formed at the exit. This is because the
evacuation time was considered to be determined by the situation around the exit,
regardless of the existence of corridors. Figure 9 shows the number of evacuees who
had passed through all exits until a certain time, NT. Two cases with and without
corridors were considered for N = 40. Without corridors, NT always became larger.
When there were no corridors, evacuees could reach the exit in a short time.
However, the bottleneck was formed in the early stage, so the number of evacuees
who could pass through the exit was confined. When there were corridors, evacuees
moved along the corridors toward the exit. Consequently, the time required for each
evacuee to reach the exit was dispersed, and the size of the bottleneck formed at the
exit became smaller, resulting in the same evacuation time as that without corridors.
4 Conclusions
The present study simulated the evacuation with multiple exits by considering the room
in experiments. The results are summarized as follows:
(1) When the initial allocation number N exceeded 20, the evacuation time slightly
increased with N due to interference among evacuees. After the bottleneck appeared
along the corridors or at the exit, the evacuation time increased linearly.
(2) The evacuation time could be shortened by increasing the number of exits. When
the distance between exits was short, the length of the route toward the exit was not
shortened. In this case, the evacuation time could not be reduced. This situation
was improved by leading evacuees congested at one exit toward another exit.
(3) When there were no corridors in the room, evacuees moved freely toward the exit.
More evacuees concentrated at the exit, and the bottleneck was formed; conse‐
quently, the evacuation time was prolonged. However, no large diﬀerence between
the evacuation time with and without corridors. When there were corridors, the time
required for each evacuee to reach the exit was prolonged because they had to move
along the corridors. However, the size of bottleneck was smaller with corridors than
that without corridors. As a result, the diﬀerence between the evacuation time with
and without corridors was small.
These are useful information for developing the safety management by ERESS
system.
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Abstract. The calibration and validation of pedestrian dynamics simulation
require the acquisition of empirical evidences of human behaviour. In this frame-
work, this paper firstly presents the results of an experimental study focused on
the negative impact of counter flow and grouping on pedestrian speed. In partic-
ular, we focused on two member groups (dyads) as the most frequently observed
and basic interacting element of crowds. On the basis of the behavioural effects
observed with the experiment, a novel cellular automaton is proposed to represent
the different behaviour of individuals and dyads, with particular reference to the
group spatial alignment and the dynamic leader-follower structure. This has been
demonstrated to modulate the speed of dyads by maintaining the spatial cohe-
sion among the two members. In addition, the model is also able to reproduce the
significant impact of flow ratio observed in the experiment results.
Keywords: Cellular automata · Pedestrian dynamics · Groups · Experiment
1 Introduction
The role of advanced computer-based systems for the simulation of the dynamical
behaviour of pedestrians is becoming a consolidated and successful field of research
and application, thanks to the possibility to test the efficiency, comfort and safety of
urban crowded facilities evaluating key performance indicators (e.g., travel time, per-
ceived density, waiting time).
The development of simulation systems requires a cross-disciplinary methodology
to calibrate and validate the model according to benchmark information about pedes-
trian behaviours and wayfinding decisions. In particular, the validation of simulations
requires to test the model itself and the related simulation results by means of empirical
studies about pedestrian dynamics. In this framework, this paper firstly introduces the
results of an experiment focused on the impact of flow ratio and grouping (dyad) on
pedestrian dynamics in a controlled laboratory setting. The final aim is the design and
validation of a CA-based model focused on the reproduction of the observed effects of
c© Springer International Publishing Switzerland 2016
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flow ratio and grouping, with particular reference to heterogeneous speed profiles and
group cohesion mechanism.
Considering groups in the simulation models has been generally neglected until the
last decade, in which microscopic modelling of individual behaviour represented the
main focus of this research field. Recent empirical studies on pedestrian groups [8,22],
on the other hand, brought much interests on this element and many approaches consid-
ering its presence in the simulations have been proposed [13,20]. In particular, the gran-
ulometric distribution of pedestrian flows is strongly affected by two-members groups,
which represent the most frequently observed and basic interacting elements of crowds
[9]. Analyses of pedestrian dynamics not considering this aspect have a reduced accu-
racy, since grouping was found to impact the overall dynamics of the crowd move-
ments [19] and evacuation dynamics [13]. This is due to the need to maintain spatial
cohesion among members to communicate while walking. In particular, group prox-
emic behaviour generates different spatial configuration while walking at variable den-
sity conditions [12,22]: line abreast pattern at low density, diagonal pattern at medium
density and river-like pattern at high density.
The proposed methodological approach represents a complete analysis-synthesis
cycle [2], employing the results of an empirical study on the impact of groups in pedes-
trian counter flow for the design and calibration of a CA-based model. Furthermore, a
first novel contribution of this work sees the employment of a simulation system for
pedestrian and crowd dynamics (ELIAS38) to help the design of the experiment itself,
using thus results from the synthesis side to support the analysis. The observed quanti-
tative data from the experiment allowed the configuration of a set of ad-hoc rules that
are able to reproduce a valid behaviour of the simulated pedestrians and groups.
In the literature the issue of defining formal computational models about pedestrian
dynamics has been tackled from different perspectives:
– Physical approach [5,10] represents pedestrians as particles subject to forces (e.g.,
attraction and repulsive forces), in analogy with fluid dynamics;
– Cellular Automata approach [3,6,14] represents pedestrians as occupied states of the
cells. Pedestrian interactions are based on the floor field method: a virtual traces that
influence pedestrian transitions and movements;
– Agent-based approach [7,17] represents pedestrians as heterogeneous, situated and
autonomous entities moving according to behavioural rules and specifications.
Higher level aspects of behaviour, such as wayfinding, are also considered.
The hereby presented CA model is specifically tailored for the simulation of the
experiment procedures, towards the extension of the simulation platform ELIAS38 for
a validated simulation of pedestrian groups. In the experiment singles and dyads of par-
ticipants walked in a corridor at different counter flow ratio. Both types of pedestrian are
represented in the CA model by basic behavioural specifications which allow them to
reach their destination. In addition, groups members interact through refined proxemic
rules, by defining in the model a dynamic (leader-follower) structure.
The paper is structured as the following: the case study and the experiment results
are proposed in Sect. 2. The CA model is presented in Sect. 3, with results in Sect. 4.
The paper concludes with final remarks about the validation process of the CA model.
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Fig. 1. A video frame of the analysed measurement area of the experiment (procedure No. 2).
2 Experimental Study
The experiment was performed on June 13, 2015 at the Research Center for Advance
Science and Technology of The University of Tokyo (Tokyo, JAPAN). The objective of
the study was to test the following hypotheses:
– Hp 1: The increase of flow ratio negatively impacts the speed;
– Hp 2: Dyads walk slower than singles, to maintain spatial alignment.
The experiment has been designed with the support of the ELIAS38 simulation tool,
analysing different counter flow scenarios in order to avoid excessive level of density in
the measurement area. The simulation results allowed to correct critical aspects of the
procedures, like the dimension of the measurement area and flow ratio configuration.
In this paper we denote the flow ratio as the rate between the minor flow and the
total flow in bidirectional scenarios. Flow ratio was managed as independent variable
among four different experimental procedures: a unidirectional flow (flow ratio = 0)
and three different configurations of bidirectional flow (flow ratio = .167, .333, .5). The
setting was designed as a corridor-like scenario, composed of: (i) the measurement area
in the centre (10m× 3m); (ii) two side buffer zones to allow pedestrians reaching a
stable speed (2m× 3m); (iii) two starting areas (12m× 3m).
The starting positions were drawn on the floor with coloured cross signs (lateral
distance 0.5m, longitudinal distance 1.5m). The number of dyads per line and the posi-
tions of members (e.g., line-abreast, river-like patter) were homogeneously distributed
among the starting positions. At the start signal, all participants were asked to walk
toward the opposite side of the corridor. Each procedure was repeated four times, ask-
ing participants to change their starting positions.
The sample was composed of 54 male students of The University of Tokyo (from 18
to 25 years old). 24 participants were randomly paired (44% of the total, as observed
in [9]) and asked to walk close to each other during the experiment reproducing the
locomotion behaviour of dyad members (no instructions were given to them about the
spatial pattern). The rest of participants walked as individual pedestrians. The recorded
video images have been analysed by using the PeTrack software [4], which allowed to
automatically track pedestrians’ trajectories. A screenshot from the video footages of
the experiment is shown in Fig. 1.
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Table 1. The experiment and simulation results about pedestrian speeds and alignment of dyads.
Flow ratio Grouping EXP speed [m/s] EXP X-align EXP Y-align SIM speed [m/s] SIM X-align SIM Y-align
0 Total 1.31± .10 - - 1.26± .07 - -
Singles 1.32± .11 - - 1.29± .06 - -
Dyads 1.30± .09 .53± .21 .23± .25 1.23± .07 .51± .05 .18± .07
0.167 Total 1.20± .13 - - 1.22± .09 - -
Singles 1.22± .15 - - 1.26± .07 - -
Dyads 1.16± .10 .42± .13 .23± .24 1.17± .08 .50± .04 .25± .07
0.333 Total 1.07± .09 - - 1.17± .12 - -
Singles 1.08± .10 - - 1.23± .09 - -
Dyads 1.05± .09 .35± .17 .31± .22 1.10± .11 .51± .03 .29± .10
0.5 Total 1.08± .10 - - 1.18± .12 - -
Singles 1.10± .10 - - 1.22± .09 - -
Dyads 1.07± .11 .41± .13 .26± .20 1.09± .12 .50± .02 .30± .05
2.1 Experimental Results
A two-factors analyses of variance1 (two-way ANOVA) was conducted to test the
impact of flow ratio and grouping on speed (see Table 1 and Fig. 5). Results showed
a significant effect for the flow ratio factor [F(3,856) = 242.777, p value < .000] and a
significant effect for the grouping factor [F(1,856) = 26.946, p value < .000]. No signif-
icant interaction among the two factors was found [F(3,856) = 1.008, p = .388]. A linear
regression showed that the overall speed of participants was affected by the increase of
flow ratio [F(1,862) = 546.039, p value < .000, R-square of .388; speed = 1.287 − .489
* flow ratio]. A post hoc Tukey test showed that the speed of participants at flow ratio
= .333 and flow ratio = .5 did not differ significantly at p = .406. In conclusion, results
partially confirmed the Hp 1, showing that the increase of flow ratio from 0 to .333
significantly affected the overall speed of participants.
A post hoc Tukey test showed that the speed of singles and dyads among the proce-
dures No. 1 (flow ratio = 0) did not differ significantly at p = .05056. The average speed
of singles (1.13m/s± .08) and dyads (1.09m/s± .06) among procedures No. 2, No. 3
and No. 4 differed significantly at p value < .000. In conclusion, results partially con-
firmed the Hp 2, showing that in case of counter flow dyads walked in average the 4%
slower than singles, due to the need of group members to preserve spatial alignment in
case of local situations of density.
The alignment of dyads on the X-axis (.43m± .17 SD) and the Y-axis (.26m± .23
SD) was measured as the gap between the positions of members and the geometrical
centre of the group (centroid) (see Table 1). A series of one factor analyses of variance
(one-way ANOVA) showed a significant impact of the flow ratio on the X-alignment of
dyads [F(3,188) = 9.531, p value < .000]. A non significant impact of the flow ratio on
the Y-alignment was found [F(3,188) = 1.197, p value = .312]. A linear regression analy-
sis showed a significant impact of the X-alignment on the speed of dyads [F(1,190) =
32.180, p value < .000, with an R-square of .145; speed of dyads = 1.017 + .381 *
X-alignment]. A non significant impact was found for the Y-alignment on speed
1 All the analyses presented in this work have been conducted at the p < .01 level.
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(a) (b)
Fig. 2. (a) Configuration of the probabilities of movement for the free flow case. (b) The grey
area is considered for the evaluation of movement: the central pedestrian, moving towards the
right, will much probably perform a movement towards south-east, due to the other pedestrians
belonging to the counter flow.
[F(1,190) = 4.344, p value = .038, with an R-square of 0.022; speed of dyads = 1.165
− .150 * Y-alignment]. In conclusion, the increase of flow ratio negatively affected the
alignment of dyads on the X-axis and consequently their speed.
In case of counter flow, dyads walked in average the 4% slower than singles, due
to the need to maintain spatial cohesion. As generally observed (see e.g., [9]), in condi-
tion of relatively low local density dyads walk side by side with a line abreast pattern.
Results of the experiment showed that dyads split due the local condition of density in
counter flow situations; consequently they slow down to regroup and maintain cohesion,
arranging their spatial pattern with detriment of speed (leader-follower structure).
3 A Simulation Model Considering Dyads
A Cellular Automaton (CA) based on ad-hoc rules has been designed to simulate
the experiment procedures. As generally applied in the field of pedestrian simulation
[3,14], this CA is based on a grid of square cells of 40× 40 cm2 size that reproduce the
environment and the space occupation of a person. Each cell can be occupied by one
pedestrian at most and this generates a maximum density of 6.25 ped/m2, covering the
range of densities usually observed [21]. The assumed duration of the discrete time step
is 0.3 s. In this way, a unique desired speed of 1.333m/s is simulated, in accordance
with the average speed observed with the experiment procedures. Given the objective
of this work to analyse the impact of flow ratio and proxemic behaviour on the speed
of dyads, possible approaches from the literature for the management of heterogeneous
speeds [1] have not been considered.
The movement of the simulated pedestrians is modelled with simple rules lead-
ing them towards the other extreme of the corridor. In particular, at each time-step all
pedestrians can choose between the three forward cells next to its position or alterna-
tively to maintain the current position. The set of forward cells is configured ad-hoc for
the two direction of flows. To allow the pedestrians to produce more smooth trajecto-
ries and avoid sudden changes of direction, the probability distribution for choosing the
next cell in absence of other nearby persons is configured as shown in Fig. 2(a). The
probability to move in the forward cell is configured as 85% for these tests, while the
remaining 15% is equally distributed among the two other closer cell to the target.
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To model a plausible dynamics in case of counter flow, the behaviour of pedestrians
is modelled to let them understand where to move next, by possibly minimising conflicts
with the surrounding persons. The choice is performed according to a perception phase:
the pedestrian evaluates the situation in rectangular areas of φr ×φc cells in front of the
possible movements by counting the number of persons inside. Cell closer to counter
flow pedestrians are considered less convenient, thus during the simulation pedestrians
tend to choose cells behind other persons moving in the same direction. This allows
the generation of the well-known lane formation effect of pedestrian dynamics [16]
and also to achieve realistic average speed of pedestrians comparing to the observed
experiment scenarios (see results in the next section). For the time being, quantitative
analysis on the capability of the model to generate and maintain lanes in counter flow
situations [15] has not been performed, but it will be subject of future works.
This mechanism is exemplified in Fig. 2(b), where the couple of calibration para-
meters (φr,φc) of this component is set to (10,2) as for the executed tests. After the
evaluation, a probabilistic choice is performed, making choices to converge towards
less dense zones. This perception component is inspired by the model proposed in [18].
For simplicity, in this model we adopted a shuffled sequential update rule, avoiding
a-priori the generation of conflicts. It is known in the literature that this update strategy
can lead to a higher and unrealistic simulation of flows at high pedestrian density in
the scene [11]. To improve the simulated dynamics, we introduced a probability pc
for which a pedestrian can choose as well an already occupied position, generating a
conflict. If this happens, the pedestrian will hold its position for the current step. For
our tests, this probability has been set to about 0.6.
The objective of the experiment procedures performed and described in this paper
was to verify the impact of counter flow ratio and grouping on speed. The behaviour
of dyads was therefore a primary element of this model, representing its novel part. To
maintain the observed cohesion of the dyad members, their behaviour is modelled with
a dynamic leader-follower structure, by means of a set of ad-hoc rules defined for each
member type. The structure of one group varies over time and the leader is temporary
defined as the person which is forward to the other, with respect to their direction. In
Fig. 3. Configuration of the probability ph of the leader according to the possible positions of the
follower (dashed circle).
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case of line abreast pattern (much frequent in this model due to the space discretisation)
the mechanism is inhibited and the two members move according to the general rule of
movement, to allow a better usage of the space.
The follower has a simpler behaviour and it is much probably driven by the position
of the other member. At each step, the distance between the two members is calculated
with the manhattan metrics. If this value is ≤2 cells, then the follower has a 80%
probability of moving in the closer cell to the leader and 20% of choosing a movement
with the base rule. The probability to follow rises to 100% if the leader is over the 2
cells threshold of distance.
Differently, the behaviour of the leader is more aimed at reaching the target, but it
is also described by a tendency to hold its position and wait for the follower to allow
a re-composition. This tendency is managed with a probability ph to not move at a
given step, varied according to the positions of the two members. The configuration of
this probability is graphically explained by Fig. 3. The possible cases are divided as: (i)
the dyad walk with a river-like pattern and (ii) the two members are not aligned. This
allowed to reproduce the experiment results and to maintain the distances among dyads
members within the achieved range.
4 Simulation Results
A simulation campaign was performed to test and validate the model mechanism
described in the previous section. The simulated environment has been designed with a
grid of 85× 8 cells (34m× 3.2m), describing the complete experimental setting (com-
prising the measurement area, the buffer zones and starting areas). As for the experi-
ment, data about speed and trajectories of singles and dyads have been recorded only
from the measurement area. The same number and proportion of singles and dyads was
reproduced with the simulations. 10 iterations were run per each procedure.
The same statistics have been calculated on simulation results (see Table 1 and
Fig. 5). Results showed a significant effect for the flow ratio factor [F(3,3014) = 3.788,
p value < .000] and a significant effect for the grouping factor [F(1,3014) = 6.643, p
value < .000]. Moreover, results showed a significant interaction among the two factors
[F(3,3014) = 3.788, p value < .000]. A linear regression showed a significant and neg-
ative impact of the flow ratio on speed [F(1,3020) = 277.131, p value < .000, R-square
of 0.084; speed = 1.252 − 0.165 * flow ratio]. A post hoc Tukey test showed that the
speed among the simulated procedures No. 3 (flow ratio = .333) and No. 4 (flow ratio
= .5) did not differ significantly at p = .993. In conclusion, the simulations confirmed
the experiment results, showing that the increase of flow ratio from 0 to .333 negatively
affected the overall speed of the simulated pedestrians.
The average simulated speed of singles (1.24m/s± .09) and dyads (1.14m/s± .11)
differed significantly at p value < .000 among all procedures. In conclusion, the sim-
ulation results confirmed the ones achieved by means of the experiment, showing the
effectiveness of the implemented group cohesion mechanism among dyad members,
which moved in average the 8% slower than singles.
A series of one factor analysis of variance (one-way ANOVA) were conducted to
test the impact of flow ratio on dyads X-alignment (.51m± .04 SD) and Y-alignment
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Fig. 4. The alignment of dyad among the experiment (red dots) and simulation (black dots)
results. The charts report the aggregated positions of dyads, with a transparent effect to emphasise
their distribution. (Color figure online)
Fig. 5. A comparison among the experiment and simulation results.
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(.25m± .09 SD) (see Table 1 and Fig. 4). Results showed a non significant impact of
flow ratio on the X-alignment [F(3,147) = .574, p value = .633]. A significant impact
of flow ratio on the Y-alignment was found [F(3,147) = 21.630, p value < .000].
In conclusion, the introduced cohesion mechanism was quite effective in simulating
the group proxemic behaviour: the average distance between members on the X and
Y-alignment and their relative positions have been plausibly reproduced. However, the
dynamic arrangement of spatial patterns of dyads according to the counter flow ratio
did not completely fit with the experiment results, due to space discretisation by itself.
5 Conclusions and Future Works
According to the proposed methodological framework, an experimental study on the
impact of counter flow and grouping on pedestrian dynamics was performed for sake of
the design and validation of a CA-based model. The results of the experiment showed
that the two hypotheses Hp 1 and Hp 2 were partially confirmed: the increase of flow
ratio from 0 to .333 negatively impacts the overall speed of pedestrians; the difference
between the speeds of singles and dyads is confirmed in case of counter flow and it is
explained by the need of maintaining the spatial cohesion by the group members.
On the basis of the achieved results and observed behaviour, a CA model focused
on the reproduction of the group proxemic behaviour has been designed. The model
reproduces the dynamics by means of simple ad hoc rules, which can be calibrated by
means of several parameters. In particular, individuals choose their movement direction
according to the position of their target and the perception of nearby pedestrians. In this
way, they try to avoid conflicts with counter flow. Dyad members, instead, are modelled
with a dynamic leader-follower structure that aims at preserving the observed cohesion
and spatial patterns during the simulations.
A set of simulations, reproducing the experiment procedures, was performed to val-
idate the proposed mechanisms of the model. Results showed that the model is able to
reproduce the observed effects of flow ratio and grouping on the speed of pedestrians
(as shown in Fig. 5). Furthermore, the spatial patterns reproduced by the model are also
similar to the observed results, demonstrating the effectiveness of the leader-follower
behavioural rules.
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Abstract. In this study, pedestrian ﬂow considering group especially for dyads
is modelled in cellular automata (CA). Rigid body approximation is made based
on the assumption of that the dyads are bonded with strong psychophysical rela‐
tionship and have strong intention to stay together. Multi cell CA is applied for
dyads and transition rules associating to their stress reducing behaviour are
designed. Simulations are carried out to reproduce pedestrian ﬂow in a pavement.
Investigations are carried out to clarify how proportion of dyad and pedestrian
density aﬀect the pedestrian ﬂow and spatial pattern of dyads. Although it has
been known that dyads keeps line-abreast pattern at low density ﬂow and river-
like pattern at high density ﬂow by observation study, but this is the ﬁrst study
which considers the detailed mechanisms to reproducing such phenomena by
modelling and simulation.
Keywords: Cellular automata · Pedestrian · Crowd dynamics · Group · Dyad
1 Introduction
Pedestrian congestion has become an everyday aﬀair in urban life. Understanding and
modelling the pedestrian dynamics would help us to make a solution to solve the urban
congestion. Numerous studies regarding to modelling the pedestrian motion have been
performed by variety of researchers but most of those studies only focus on a pedestrian
ﬂow with singles. It is clear by observing the real world that the pedestrians are forming
groups in many occasions. This fact suggests the importance of modelling and under‐
standing the pedestrian ﬂow when singles and groups are mixed. In this study, modelling
and simulation analysis are carried out focusing on dyads (group consist of two
members). The importance of study on group dynamics is also emphasised by some
observation studies. Federici et al. [1] shows that 34 % of the observed pedestrians are
singles while 66 % are in groups, as composed of 19 % of dyads, 4 % larger groups.
Gorrini et al. [2] shows that 16 % of the observed pedestrians are singles while 84 % are
in groups, as composed of 44 % of dyads, 17 % triples and 23 % four members groups.
These works shows that the percentage of individual singles in pedestrian ﬂow is small
while dyads take most of the proportions. Major characteristic of groups is to form
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particular spatial arrangement due to their stress reducing behaviour as apparent of their
psychophysical relationship [3]. Particularly for dyads, typical spatial arrangements are
line-abreast and river-like pattern which are group members walk forming a side by side
line perpendicular to the walking direction and forming a backward and forward line
parallel to the walking direction, respectively as shown in Fig. 1. Costa [3] also suggests
that strong psychophysical relationship makes the group members tend to keep line-
abreast pattern when the pedestrian ﬂow is in low density and they tend to keep river-
like pattern in high density situation due to stress reducing behaviour. Further observa‐
tion study carried out by Federici et al. [1] shows that 97 % of dyads is characterized by
line-abreast pattern, 3 % by river-like pattern and Gorrini et al. [2] shows that 94 % of
dyads is characterized by line-abreast pattern, 6 % by river-like pattern. Both observa‐
tions are carried out for low density situation where the pedestrian ﬂow is under free
ﬂow condition. But unfortunately there is not enough observation studies exist regarding
to how dyads behaves in high density situation except brief report by Helbing et al. [4].
By this means, dynamics of mixed pedestrian ﬂow of singles and dyads is yet unclear.
The aim of this paper is to clarify how the interaction of dyads and singles aﬀect the
pedestrian dynamics. First, we propose a cellular automata (CA) model to describe
mixed pedestrian ﬂow. The model is designed based on Rule 184 of Elementary CA [5]
with stochastic process where the exact solution is derived by Derrida et al. [6] and
theoretical expression of associated ﬂow is shown by Schadschneider et al. [7]. Then
density eﬀect to the ﬂow and spatial patterns of dyads are examined by various simu‐
lations. In recent studies, group dynamics is simulated by detailed modelling of the group
members [8–10]. Although it exhibits adequate results but large calculation cost is
required since interpersonal distances of each member are calculated for every update.
This paper introduces a new approach especially for dyads to neglect the detailed
modelling of group members. For modelling the dyads, it is assumed that the dynamics
of dyads is driven by strong psychophysical relationship which yields strong tendency
to minimise the interpersonal distance between the members and as result, it increases
the rigidity of the group. When such relationship is strong enough, at the ultimate limit,
it is considered that the dyad only takes particular spatial pattern. Thus, the dyad is
approximately modelled as a rigid body where only line-abreast and river-like pattern
are considered neglecting intermediate spatial patterns.
(a) (b)
Fig. 1. The typical spatial arrangement of walking dyads (a) line-abreast pattern, and (b) river-
like pattern.
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2 Modelling
We consider a narrow pavement where the width is just as narrow as only two people
can walk side by side. Implementing this environment in CA lattice leads us to set N by
2 lattice with periodic boundary condition. Each cell has three states that are vacant,
occupied by a single pedestrian and occupied by a member of a dyad. Figure 2 illustrates
the environmental setting and graphical representations.
vacant occupied by a single pedestrian occupied by a member of a dyad
Cell state = (vacant) or (occupied by a member of a dyad)
Cell state = (occupied by a single pedestrian) or (occupied by a member of a dyad)
Cell state = (vacant) or (occupied by a single pedestrian) or (occupied by a member of a dyad)
Single SingleDyad in River-Like
Dyad in Line-Abreast Dyad in River-LikeSingleSingle
Single
Single
Walking
Direction
(1,1) (N,1)
(N,2)(1,2)
Where;
Additionally, the following representations are used for CA rules.
lane 1
lane 2
Fig. 2. The graphical representation used for this model.
2.1 CA Rules for Singles
Single pedestrians move one cell ahead with transition probability Ps if the cell is empty
(c.f. Figure 3 (a) and (b)). This motion corresponds to one dimensional asymmetric
simple exclusion process (ASEP) [6, 7]. Additionally single pedestrian overtakes other
singles or dyads where the rules are illustrated in Fig. 3(c) and (d). The overtaking only
occurs with probability Os if the front cell is occupied by a single pedestrian or occupied
by a member of a dyad, and if the cell at directly on his side and cell at diagonally in
front is vacant. Otherwise when the above conditions are unsatisﬁed, the single pedes‐
trian stops at the current cell.
P
s
(a)
P
s
(b)
O
s
(c)
O
s
(d)
Fig. 3. Rules associating to a single pedestrian moving forward in (a) lane 1, (b) lane 2. And a
single pedestrian overtaking others in ahead (c) lane 1, (d) lane 2.
2.2 CA Rules for Dyads
When a group is consisted of two members, it is deﬁned as dyad or often called the
couples. There is no distinction between genders. The group here deﬁned as multiple
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numbers of pedestrians bonded with psychophysical relationship and behaves together
in the same manner sharing the same aim and motivation. The distinction of character‐
istics for singles and groups in pedestrian simulation can be interpreted as diﬀerence in
grain size and associated behavioural parameters while both of them partly shares the
same characteristics as they walk forward towards their destination point. Groups also
have peculiar dynamics within the group induced by the members. One of the most
aﬀective dynamics of such to the macro properties of pedestrian ﬂow is the leader and
follower interactions which characterises the spatial pattern, occupancy area and inter‐
personal distances between group members. This paper assumes the group which
members are bonded with strong psychophysical relationship. This assumption allows
us to simplify modelling the peculiar dynamics within the group. Strong psychophysical
relationship produces the cohesion between members not to separate each other, so
members tend to keep the minimum interpersonal distance at all times. Such bonding
between members makes them more diﬃcult to change the spatial pattern and makes
the group rigid. Although groups are forming particular stable patterns and are contin‐
uously changing from one stable pattern to another, but the details of transient states can
be neglected from our consideration. This is because, if the members of rigid group have
strong motivation to move fast to minimise their interpersonal distances, then spatial
patterns should change fast enough compared to the changing rate of spatial position of
surrounding pedestrians. For this reason the rigid dyad does not take arbitrary pattern
lather it takes the preliminary deﬁned stable patterns. For example, when the dyad in
line-abreast pattern change its formation to river-like, there should be some intermediate
spatial patterns but if this change occurs fast enough then the eﬀect of those intermediate
states to the surrounding pedestrian ﬂow would be small enough. Thus in our dyad
model, it is considered that two of the members are always staying together with keeping
the closest interpersonal distance and so multi-cell CA such that a dyad is deﬁned to be
occupying two adjacent cells at all time is applied. The behaviour of dyad is then repre‐
sented in CA as two adjacent particles moves together as a set under the same rule
associated to three characteristic behaviours such as simple forwarding movement
without changing the formation, the formation change from line-abreast to river-like
pattern and vice versa.
2.2.1 Dyads, Simple Forwarding Movement
Dyads move forward similar to that for singles as previously shown. If there is space
ahead of them, the dyad moves forward by one cell with probability Pg by keeping
their formation pattern. Figure 4(a) shows the CA rules that a dyad in line-abreast
pattern moves forward. The dyads in line-abreast pattern moves forward without
changing its spatial pattern only when there is no singles behind and adequate space
ahead. If there are singles behind the dyad, the dyads would feel psychological stress
to give way for them and induces formation change to river-like pattern as discussed
in later section. Figure 4(b) and (c) shows the condition that a dyad in river-like
pattern moves forward. Dyads prefer to keep their formation in line-abreast pattern
whenever possible. This possibility is controlled by surrounding available space as
seen in the observation studies. And so the dyads in river-like pattern moves forward
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keeping its spatial pattern only when there is not enough space to change the forma‐
tion to line-abreast pattern and adequate space ahead.
Pg
(a)
Pg
(b)
Pg
(c)
Fig. 4. Rules associating to a dyad moving forward without changing the formation pattern, (a)
line-abreast pattern. (b) and (c) river-like pattern.
2.2.2 Dyads, Formation Change of Line-Abreast to River-like Pattern
It is known that when the pedestrian density increases, the dyads more likely keeps river-
like lather than a line-abreast pattern. We comprehend this phenomenon as a sponta‐
neous action by dyads due to stress reducing behaviour. Dyads in line-abreast pattern
sense some stresses to keep their formation pattern when there are other pedestrians
around. To reduce such stresses induced by surrounding factors, dyad changes its
formation to river-like from line-abreast pattern by some probability. We consider the
dyads are motivated to change formation by following two factors. 1, Formation change
by collision avoidance that is dyads tend to reduce their stress which induced by obstruc‐
tion of their own walking path. 2, Dyads gives way to other singles of those who come
from the behind since singles often walk faster than dyads and gives stress to slow
walking dyads to move away from its walking path. These two factors are modelled in
CA rule as illustrated in Fig. 5(a), (b) and Fig. 5(c), (d), (e) respectively. Figure 5(a) and
(b) show the CA rules for dyads change formation from line-abreast to river-like pattern
by probability Olr when there is someone ahead of them. This movement appears as
results of dyads try to avoid their walking path being obstructed by others and is referred
to the former factor. Figure 5(c), (d) and (e) show the situation when there is singles
Olr
(a)
Olr
(b)
Pg(1-Qlr)
Qlr
Pg(1-Qlr)
Qlr
Qlr / 2
Qlr / 2
Pg(1-Qlr)
(c) (d) (e)
Fig. 5. Rules associating to a dyad changing the formation form line-abreast to river-like pattern.
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behind of the dyad and there is no one ahead which refers to the latter factor. The dyad
has choice of either changing its formation or moves forward. The probability of
changing the formation to river-like is Qlr and if the dyad is chosen not change the
formation, then it moves forward remaining its line-abreast pattern by probability Pg. It
is also note that Olr and Qlr needs separately evaluated since they are driven by diﬀerent
motivations although both Olr and Qlr are the occurrence probability relating to the
formation change from line-abreast to river-like pattern.
2.2.3 Dyads, Formation Change of River-like to Line-Abreast Pattern
Member of dyads in rigid group minimise their interpersonal distance and prefer to keep
line-abreast pattern whenever possible. And so the dyads in river-like change their
formation to line-abreast pattern by some probability when there is adequate available
space. Changing the formation to line-abreast pattern often obstructs the walking path
of others so required space are those two spaces directly beside the dyad members. When
these spaces are available at vicinity and there is not a single nor a dyad at diagonally
behind, the dyad in river-like pattern may changes its formation to line-abreast pattern
without obstructing the walk path of others. So the dyad can comfortably change its
formation without sensing a stress induced by pedestrians behind. The associated CA
rules of this condition are illustrated in Fig. 6(a), (b), (c) and (d) where the possibility
of changing formation form river-like to line-abreast pattern is noted as qrl. Additionally
q
rl
(1-q
rl)Pg
(a)
q
rl
(1-q
rl)Pg
(b)
q
rl
(c)
q
rl
(d)
qq
rl
(1-qq
rl)Pg
(e)
qq
rl
(1-qq
rl)Pg
(f)
qq
rl
(g)
qq
rl
(h)
Fig. 6. Rules associating to a dyad changing the formation form river-like to line-abreast pattern.
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to this, when the dyad does not change its formation pattern (where the probability is 1-
qrl) and there is a vacancy ahead of the line-abreast dyad, it has a possibility of moving
forward with keeping its formation pattern similar to that shown in Fig. 4. The proba‐
bility of such motion is given as Pg(1- qrl) and the associated CA rules are shown in
Fig. 6 (a), (b). Moreover, Fig. 6(e), (f), (g) and (h) show the rules relating to the situation
that single or a dyad exist at diagonally behind. When the dyad in river-like changes the
formation to line-abreast pattern, the dyad obstructs the walking path of a single or a
dyad who are approaching from diagonally behind and so the dyad may senses some
psychological stress. The dyad has choice of either changing its formation or moves
forward depends on the level of stresses. The action which induces less stress is chosen
by comparing not being in line-abreast pattern against that obstructing the walking path
of pedestrians behind the dyad. For some river-like dyads who have strong intention to
stay side by side, they may change to line-abreast pattern without caring the pedestrians
behind because they percept larger stress induced by not being in line-abreast pattern.
The value qqrl is the probability expressing the occurrence of such ignorance behaviour.
And so small value qqrl is assigned for sensible or cooperative dyads. Additionally to
this, when the dyad does not change its formation pattern and there is a vacancy ahead
of the line-abreast dyad, it has a possibility of moving forward with keeping its formation
pattern as for the former rule.
3 Results and Discussions
Simulation is carried out to investigate the eﬀect of densities on dyad’s formation pattern
and pedestrian ﬂow. The pedestrian consists of singles and dyads, so total number of
pedestrian n is the sum of singles ns and sum of member of dyads nm so number of dyads
nc is given as nm/2. Then the pedestrian density ρ is deﬁned as ratio between numbers
of pedestrian n to the lattice size 2 × N with periodic boundary condition. The proportion
of pedestrians classiﬁed as dyads θ with respect to overall pedestrian is nm/n and so the
proportion of singles is 1−θ = ns/n. For the initial condition, singles and members of
dyads associated to the density ρ(1−θ) and ρθ, respectively are randomly placed along
the lattice assuming that all dyads are initially in line-abreast pattern. The image output
of the simulation is shown in Fig. 7 where (a) is for the initial condition and (b), (c) are
for the snap shot after suﬃcient iteration. The values of parameters are set as Ps = 1,
Couple in Line-abreast pattern Couple in River-like pattern Single
Low density phase High density phase(b)
(a) Initial condition
(c) Medium density phase
Fig. 7. The image output of the simulation. (Ps = 1, Os = 1, Pg = 0.7, Olr = 1, Qlr = 1, qrl = 1,
qqrl = 0, ρ = 0.5 and θ = 0.65).
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Os = 1, Pg = 0.7, Olr = 1, Qlr = 1, qrl = 1, qqrl = 0, ρ = 0.5 and θ = 0.65. This parameter
setting is to simulate the interaction of singles and slow walking dyads who are coop‐
erative to surrounding pedestrians.
Thee spatial phases for low, medium and high density are repeatedly appears
throughout the simulation. Example of typical spatial pattern appears at low, medium
and high density phase are illustrated in Fig. 7(b) and (c). It appears that at low density,
most of the dyads keep line-abreast pattern. Toward medium density phase, singles move
faster than dyads so the singles penetrate into the interstitial site between dyads to cause
interactive behaviour such as overtaking and formation change of line-abreast dyads to
river-like pattern. Such behaviours cause the separation of walking lane for singles and
dyads in medium density phase. Figure 7(c) shows the phenomenon of that singles and
river-like dyads are making a line formation and separately walking in diﬀerent lane.
Together with these spatial structure, some dyads are keeping line-abreast pattern when
reasonable space is available. And at high density, singles are trapped in between dyads
whom keeping river-like formation trying to let singles to path through. The dependency
of dyad’s formation pattern on local density seen in these result are consistency to
reported observed phenomena [1–3].
At ﬁrst, we look at the eﬀects of dyads’ formation pattern to the pedestrian ﬂow. A
plot of mean ﬂow with respect to total density is so called a fundamental diagram.
Figure 8(a) illustrates the fundamental diagram of when there exist only line-abreast
dyads at entire simulation period with no formation change. This dynamics only contains
the CA rule shown in Fig. 4(a). The obtained diagram is identical to that for ASEP based
single lane single particle traﬃc model [7] since, in this case, two particles are lined up
in side by side formation on each lane and moves together. Contrary to this, Fig. 8(b)
illustrates the fundamental diagram of when there exist only river-like dyads. The
dynamics contains the CA rule shown in Fig. 4(b), (c) and 6 with qrl = qqrl = 0. It is
seen that the dyads being in river-like formation has the eﬀect of increasing the
maximum ﬂow and associated total density. The reason for this is that, for river-like
model, two adjacent particles line up in moving direction moves together by one cell in
a single update step. And so the maximum ﬂow at Pg = 1 for river-like case is 2/3 at
total density of 2/3 giving that the maximum ﬂow for line-abreast is 0.5.
(a) (b)
Fig. 8. Fundamental diagrams of when (a) only Line-abreast dyads and, (b) only River-like dyads
in the lattice.
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And to reveal more in detail about how the total pedestrian density ρ aﬀects the dyads
formation and associated ﬂow, further calculation are carried out for the case of various
proportions of dyads θ. The values of parameters Ps, Os, Pg, Olr, Qlr, qrl, qqrl are set as
same as those for Fig. 7. Figure 9(a) and (c) illustrates how the presence ratio of line-
abreast and river-like pattern of dyads varies with respect to total pedestrian density for
given θ. And associated fundamental diagrams are illustrated in Fig. 9(b) and (d),
respectively. Every simulation initially start with all dyads are in line-abreast pattern so
the initial presence ratio of line-abreast dyad is unity. When pedestrian consists of only
dyads where θ = 1, there is no interaction with singles so no formation change occurs,
thus initially assigned line-abreast pattern is kept during entire simulation time. There‐
fore, the fundamental diagram for this case is identical for that illustrated in Fig. 8(a)
when Pg = 0.7. On the other hand, when θ = 0, it is a situation that only singles are
present in the lattice. As previously mentioned that the fundamental diagrams for line-
abreast dyads are identical to those for singles. So Fig. 9(b) and (d) when θ = 0 are
identical to Fig. 8(a) when Pg = 1 since Ps = 1 in this simulation. When dyads and singles
are mixed, initially all dyads are in line-abreast pattern, then the presence of river-like
dyads start increases as increasing ρ. These phenomena appear as result of two inter‐
acting motion of dyads against singles, that against singles in front and that against
singles at behind. The former CA rules are shown in Fig. 5(a), (b), Fig. 6(a), (b), (c) and
(d). And the latter CA rules are shown in Fig. 5(c), (d), (e), Fig. 6 (e), (f), (g) and (h).
The case of Fig. 9 (a) includes the interactions induced by dyads having backward
perception. So dyads are always making cooperative action which doesn’t obstruct the
walking path of singles at behind. This is the meaning of parameter setting of Olr = 1
and qqrl = 0. Contrary to this, when dyads have no backward perception, the action made
by dyads would have defective eﬀect to singles at behind. The parameter settings corre‐
spond to such situation are Olr = 0 and qqrl = 1 and the result is illustrated in Fig. 9(c).
Comparing Fig. 9(c) to Fig. 9(a), the increase rate of river-like pattern with respect to
the total density is slower. This is due to the lack of backward perception which reduces
the opportunity of line-abreast dyads to change their formation to river-like pattern.
Additionally, if those dyads gain the backward perception as shown in Fig. 5(c), (d) and
(e) then the opportunity of changing to river-like pattern would increase. It is also seen
that the intersection of line-abreast and river-like presence ratio occurs when both pres‐
ence ratio is 0.5. This situation represents the mean number of line-abreast and river-
like dyads are balanced. Figure 9(a) shows that the values of ρ for the intersection point
increases as increasing θ, but the proﬁle is reversed for Fig. 9(c). This is relating to the
presence of backward perception of dyads and the mechanisms of associating pattern
change. The mechanism of the former (Fig. 9(a)) is dominated by interaction of dyads
between singles at behind and the latter (Fig. 9(c)) is dominated by interaction of dyads
between singles in front. The line-abreast dyad without backward perception change its
formation to river-like only when there is congestion ahead of it. Since the dyads gener‐
ally walk slower than singles (where in this simulation Ps = 1.0 and Pg = 0.7), when fast
walking singles caught up with preceding line-abreast dyad, those singles are trapped
behind the dyad and the jam is locally produced unless the dyad change formation to
river-like. When succeeding line-abreast dyad encounters to the jam, it gains the oppor‐
tunity for changing the formation to river-like pattern. And so the dyads without
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backward perception have higher possibility of changing the formation to river-like
pattern when the occurrence possibility of local jam is larger. The occurrence possibility
of local jam is larger when total density ρ is lower, proportion of dyads θ is higher and
presence ratio of line-abreast dyads is higher. Thus the intersection point shifts to larger
ρ with respect to decrease of θ as seen in Fig. 9 (b). If the preceding line-abreast dyad
has backward perception, then the dyad may change formation to river-like and those
single can path through. So the associated ﬂow appears higher than that for dyads without
backward perception as seen in Fig. 9 (b) and (d). And so the dyads with backward
perception have higher possibility of changing the formation to river-like pattern when
the mobility of single is larger. The mobility of singles is larger when total density ρ is
lower, proportion of dyads θ is lower and presence ratio of line-abreast dyads is higher.
Thus the intersection point shifts to larger ρ with respect to increase of θ as seen in
Fig. 9(a).
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Fig. 9. (a) Presence ratio of dyads in Line-abreast and River-like pattern (b) fundamental
diagrams when dyads has backward perception (Olr = 1 and qqrl = 0). (c) and (d) those for dyads
has no backward perception (Olr = 0 and qqrl = 1). Which calculated for various dyad’s proportion
θ as numbered on each graph.
4 Conclusion
A cellular automata model of mixed ﬂow of singles and dyads is introduced by approx‐
imating dyads as rigid bodies. Investigations are carried out to clarify how ﬂow and
dyad’s spatial arrangement are aﬀected by pedestrian density and proportion of dyads.
The phenomenon that more dyads take river-like pattern as increasing the total
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pedestrian density is validly reproduced. The advantage of introducing the rigid body
approximation is to make the algorithm simple and reduces the number of iteration loop
but adequate for simulation. Yet disadvantage remains as not capable to represent the
arbitrary group shape. Although the simulation is carried out for two lanes problem in
this study but the model is easily extensible to arbitrary environment.
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Abstract. This work investigates the impact of interactions among individuals
and their environment during evacuations in a University Building. The proposed
CA-based model aims at simplifying the simulation process and at accomplishing
successful modeling of evacuation processes of moderate density. Thus, the
model is eﬀectively parameterised by incorporating variable speeds, acceleration,
massive physical pressure onto individuals, adoption and eﬃcient location of
leading persons. Remarkable features that characterise crowd evacuation are
prominent; transition from uncoordinated to coordinated movement due to
common purpose, arching in front of exits, herding behavior. Finally, the vali‐
dation of the model includes further qualitative and quantitative analysis, which
is based on the comparison of the ﬂow-density and speed-density response of the
model with corresponding literature derived distributions.
Keywords: Crowd modelling · Cellular automata · Evacuation · Flow-density
diagram · Speed-density diagram · Acceleration · Leaders
1 Introduction
Safety of people during evacuation strongly depends on their environment (fellow
people and surroundings), as well as on the design and the spatial arrangement of the
area that they are present. Thus, deep understanding of how people make up their minds
in evacuation processes is rather helpful in order to minimize the corresponding risk. A
common approach for predicting the moving behaviour of a large number of people is
to emulate the crowd as a homogeneous mass, which behaves like a ﬂowing liquid [1].
But this approach considers that the crowd consists of individuals identical and unable
to think. Therefore, the need is evident for approaching the crowd as consisting of people
who have critical capacity and think in order to react to the stimulus that they receive
from their environment. In such critical situations, there is always a tendency for indi‐
viduals to follow the crowd [2]. Moreover, there is a strong possibility, due to apparent
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danger, people to react hastily and to block an output that could be passed safely,
provided that they had retained their composure. Another interesting attribute that char‐
acterises crowd movement is that the widening of a corridor does not always accelerate
the corresponding movement of a crowd [3]. Nevertheless, it should be noted that the
simulation of a crowd consisting of discrete individuals with diﬀerent properties, obvi‐
ously entails additional complexity. Modern computational resources provide scientiﬁc
community with the ability to overcome such problems and to develop models that are
based on the motion of each individual.
In this study, the adoption of Cellular Automata (CA) as the main computational tool
facilitates the simulation process. CA are featured by massive parallelism and they are
very eﬀective in simulating physical systems. They can capture the essential features of
systems, where global behaviour arises from the collective eﬀect of simple components
that interact locally [4]. Furthermore, CA can act as an alternative to Partial Diﬀerential
Equations (PDEs) [5]. Thus, they could eﬀectively approach multi-parameterised
systems that are mathematically described by diﬀerential equations, such as evacuation.
Literature review proves that CA constitute a robust crowd modeling method. They have
been extensively adopted to examine crowd behaviour from various aspects. More
particularly, herding behaviour [6, 7] along with obstacle avoidance [8, 9] has been
thoroughly investigated. Bi-directional pedestrian behaviour [10] and friction eﬀects
[11] have been elaborated. Furthermore, the impact of environmental conditions [12]
and proxemics [13] have been studied. Inertial eﬀects [14] and leader eﬀect [15] as well
as the assumption that pedestrians behave as particles subject to long-range forces [16]
have also been modeled with the use of CA.
This study examines interactions among people and between people and environ‐
ment during evacuations. The proposed model is CA-based and its scope is to simplify
the process of simulation in terms of computational speed and complexity yet to achieve
adequately accurate modeling of the evacuation process with microscopic and macro‐
scopic characteristics, in cases of moderate density. Simulation process emerges features
that characterise crowd evacuation being themselves indicative of the correctness of the
method; transition from uncoordinated to coordinated movement due to common
purpose, arching in front of exits, herding behavior. Moreover, the model incorporates
the concept of leading individuals, namely persons who have the ability to lead the crowd
towards an exit. These individuals equipped with electronic devices such as modern
mobile phones and combined with sensors could provide information to the adminis‐
trator for appointing more eﬃcient evacuating responses. Finally, the evaluation process
includes further qualitative and quantitative analysis. The later is based on the compar‐
ison of the ﬂow-density and speed-density response of the model with corresponding
representations from literature.
In the following, the major theoretical principles of the proposed evacuation model
are presented (Sect. 2). In Sect. 3, simulation scenarios and corresponding results are
presented and discussed, in order to indicate the prominent features of the model and to
evaluate its response. Conclusions and future perspectives are provided in Sect. 4.
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2 The Theoretical Background of the Model
The model is CA-based, thus the modeling of the phenomenon of evacuation is based
on lattices that discretises the space into a grid of two dimensions L × M. This grid is
homogeneous and isotropic, and the cells of the CA can exist in two possible states,
either free or occupied by only one pedestrian. Each cell is equal to the minimum size
that a person can occupy, i.e. 0.3 m × 0.3 m [17]. This space enables modeling of
moderate and high density crowd evacuation situations. This model adopts the Moore
neighborhood of radius three cells, indicating that the state of each cell is inﬂuenced by
its neighboring cells. The renewal of the state of each cell takes place synchronously for
all cells. Moreover, for each individual, the choice of direction is an important factor of
the model, since it realises the driving mechanism of the model. It is adopted the idea
of the ﬂoor potential, which generates an attraction ﬁeld among pedestrians and exits [2].
This ﬁeld is incorporated in the table of weights, which contains for each cell its distance
from the exit. This attraction A is mathematically described by the following formula:
(1)
where Ao indicates the maximum attraction, whereas (xi, yj) and (xo, yo) represent the
coordinates of the cell (i, j) and the exit respectively.
During a simulation step, each individual chooses to move to one of the eight possible
orientations of the neighborhood. The movement is designed to approximate the direc‐
tion which is closer to the exit. The mechanism of movement results from a possible
approach of the space, which is mainly based on the Euclidean distance metric de for
two dimensions and is calculated by the equation:
(2)
Moreover, aiming at a more realistic movement representation of a person in case
of parallel movement, Manhattan distance is used along with the metric of Euclidean
distance. The former is much faster when considering the required calculations and it is
expressed by the relationship:
(3)
The gradual reduction of values that correspond to the table of distances and they
are generated by the formula above, deﬁnes the direction of travel, thus providing a kind
of sense of space to the pedestrians. This model, as being CA-generated is able to create
complex phenomena from simple interactions between cells. Algorithmically, the simu‐
lation is a two-fold process that is based on two tables; the ﬁrst is the one that contains
the topology of the building, the individuals and other objects, and the second one, which
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is of the same size and contains for each cell a number that corresponds to the distance
from the nearest exit (Fig. 1).
Fig. 1. Parallel optical representation of data/simulation table (left) with the weights table (right)
as drafted by the model developed in Matlab. The gradation of colors in the table weights
represents the variation in the distance.
Furthermore, while aiming at a more realistic representation of the evacuation
process, factors that aﬀect movement characteristics are taken into consideration. Such
a parameter is the velocity of the pedestrians, which varies from person to person. In
this model, three diﬀerent speed levels are incorporated, thus extending the dimension
of the active neighbourhood of cells from 3 × 3 up to 7 × 7. Thus, an individual that
occupies a cell is enabled to get along with greater speeds. Consequently, people with
diﬀerent speeds (U) cover diﬀerent distances (x) in the same time (t). This fact is math‐
ematically represented by the formula below:
(4)
However, the modeling of speed is not a static process but it is adapted on the current
conditions during each simulation step. More speciﬁcally, a person who can move with
maximum speed is able to be transferred to the corresponding cell only in the case that
all intermediate cells are free. Provided that there is at least one intermediate cell that is
occupied then the person will adjust her/his motion dynamically and will move at a lower
speed proportional to the distance that the obstruction lies.
In cases of normal visibility, anyone can quite easily ﬁnd the exit and reach the
optimal route. However, when the exit is not so apparent, evacuation is less eﬀective
and more often has a longer duration. The majority of people try to move straight to the
position, where they believe that the exit lies, but usually they end up moving near the
walls. Then they move in one of these two directions to locate the exit. In case that they
meet other people along the way, the tendency is to form groups that collectively move
towards one direction. Nevertheless, simulations show that neither the herding nor the
individualistic behavior perform eﬀectively [2]. Most chances of survival summons a
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mix of these two behaviors; individualism allows some people to ﬁnd the exit and
grouping behavior ensures that even more teams will follow such a course. This approach
combined with the incorporation of leaders within simulation process may provide very
satisfactory results in terms of evacuation.
This model tries to introduce this feature in order to simulate evacuation more real‐
istically. Thus, the model assigns to each person randomly a value to a parameter called
“panic ﬂag”, whereby the ability to manage panic situations will depend. The range is
chosen to vary from one to ten to integer values [1, …, 10]. The more this value increases
the more possible is the person to approach the panic behaviour. It is worth noting that
in such a condition, the route of the individual towards the exit is not the optimal. A
secondary algorithm is activated that diﬀerentiates the way that the person reaches the
exit by introducing rush due to panic movements that may form wrong choices in the
process of exiting from the nearest door.
Furthermore, aiming at enhancing the realism of the simulation the model takes into
consideration the fact that the speed is not constant, but continuously variable depending
on the density and topology of the space available. Therefore the acceleration is a
parameter that is incorporated. The term of acceleration Acc is deﬁned as follows:
(5)
where eα is the direction that the pedestrian wants to move,  is the desired speed and
να the actual speed. The deviation from the speed  leads to a bias for achieving the
desired speed in time τα.
Algorithmically, the acceleration of individuals is achieved by using (i) a parallel
array of the same size as that of the data table and (ii) the corresponding parameter of
the CA cell. When the movement of an individual is interrupted either because she/he
is trapped nor due to the presence of another individual, a ﬂag is activated to the corre‐
sponding cell of the so-called acceleration table. The value of the ﬂag depends on the
maximum speed of the individual. According to the acceleration table, as the ﬂag value
is reduced the person is enabled to move with increasing speed. Moreover, in case that
an individual stops moving, then in order to reach the maximum speed she/he should
pass all diﬀerent stages deﬁned by the acceleration table (Fig. 2).
Fig. 2. Depiction of successive speed development. The lighter color shows the place occupied
cell during the previous time step. (Color ﬁgure online)
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Another remarkable phenomenon that is appointed in mass crowd movement is the
development of huge forces during mass crowd movement. Thus, within the model an
algorithm has been incorporated that detects the pressure that is exerted among indi‐
viduals and is able to simulate fairly realistic the generation of accidents due to over‐
crowding. Thus, for each occupied cell, it is approximately calculated the pressure that
is exerted on it by its neighboring cells. The calculated value depends on the current
movement of the crowd. Afterwards, the corresponding possibility for an accident is
calculated; as the pressure increases, the likelihood of an accident rises alike. Addition‐
ally, another factor that aﬀects the generation of accidents is the time duration of the
exerted pressure. An individual can last for a short time quite a lot of pressure, but if the
same pressure is exerted for a relatively longer time, then irreparable situation could
take place. Thus, when both sizes, i.e. pressure and time are increasing then the possi‐
bility of a generation of an accident approaches that of a certain event, according to the
equation:
(6)
wherein P is the possibility for an accident, Fp is the pressure calculation function that
each cell receives, w1 is the weight contribution of Fp, F_t is the function for calculating
the duration of the exerted and w2 is the weight of Ft contribution.
Furthermore, the model incorporates the action of individuals that are called leaders
and that they have the ability to guide other individuals that are called followers towards
the exits. The main attribute of the leaders is that they are assigned with their own array
of weights-distances, which is consistently updated by smart devices, in order to enable
them to select optimum routes and/or to avoid clogged exits, barriers etc. Leaders domi‐
nantly aﬀect the ﬂoor ﬁeld values that deﬁne the movement of followers. Each leader
has a ﬁeld of inﬂuence that is schematically depicted as a semicircle (Fig. 3). By changing
the radius of the semicircle, this ﬁeld can dynamically change. This feature enables the
model to increase or decrease the inﬂuence of the leaders within the crowd. For instance,
the strength of the ﬁeld of inﬂuence is reduced when followers reach an exit, whereas
Fig. 3. (a) The upward movement of a leader (orange) and the crowd following him, (b) the
weight-distance array of the followers. The gradation of colors is based on the distance from the
leader; from lower (blue) to highest (red). (Color ﬁgure online)
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its strength increases in order to note the impact of a signiﬁcant event during the evac‐
uation (e.g. closed door or low visibility). Furthermore, for reasons of enhanced realistic
emulation, leaders diﬀer in terms of speed and size of the sphere of inﬂuence.
The evaluation of the model is completed with the comparison of fundamental char‐
acteristics and diagrams generated from various scenarios with corresponding distribu‐
tions from literature. More speciﬁcally, the overall density of the crowd is measured by
counting all individuals in the area of interest and then dividing by the area of this region.
The total ﬂow is calculated from the total number of individuals who move through the
exits per simulation step by dividing with the length of the this intersection. The ﬂow
of people results from experimental relations of speed with the density of people.
Assuming that people move smoothly, the ﬂow per meter of width is expressed by the
equation:
(7)
Variable Q represents the ﬂow per meter of width and variable ρ the density of individ‐
uals. Another equation that expresses the relationship between the speed and density of
individuals is:
(8)
where Vo is the free speed at low densities of people and α an adjustment parameter [17].
One of the basic principles of the model is that each person can cover a minimum area
of about 0.55 × 0.55 = 0.3 m2. Therefore the maximum density will range from 4 to 6
people/m2. The region of interest occupies from 170 to 330 cells of the CA, depending
on the simulation scenarios, i.e. an area equal to 51 up 99 m2. Moreover, the number of
people in the building reaches up to 1500 people. For each step the number of people
within the region of interest (RoI) is counted and the value of the density is calculated
from the relationship:
(9)
3 Simulation and Results
The navigation of a number of leaders and followers in complex environments requires
adequate representation of the virtual. Additionally, in order better simulation speed to
be achieved, with as little as possible computational workload, the simulation program
requires a kind of preparation before execution. Firstly, the ground plan of the building
is computationally represented, based on the ground plan of the actual building. Then
the corresponding arrays of weights and data are generated for each simulation scenario.
The site chosen for the simulation are the two ﬂoors of the building B of the Department
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of Electrical and Computer Engineering at the Democritus University of Thrace (DUTh)
in Kimmeria, Xanthi, Greece.
Simulation results are presented in the form of graphs for better understanding. It
should be noted that the choice of the location of the leaders is not random and it does
not change from simulation to simulation. This way, a more eﬀective distribution of
leaders is succeeded. During the experiments, ten diﬀerent possible positions of leaders
are assessed, by counting the number of people that enter the area of inﬂuence for each
position. The experiment is performed ten times for each diﬀerent location. The position
with the greater impact is chosen as the initial point of the leader.
A characteristic simulation process is elaborated in this study. According to the
adopted scenario, individuals are not aware of the exact location of the exits and they
do not have full knowledge of their environment. Thus, a situation of low visibility due
to smoke or darkness is simulated and it is examined the impact of leaders on the response
of the model (Fig. 4). Below (Figs. 5, 6 and 7), there are comparative diagrams of the
experiment either with or without the presence of leaders.
Fig. 4. Successive snapshots of simulation process. Their movement is in the direction of exits
and it is inﬂuenced by the presence of leaders.
Fig. 5. The cumulative ﬂow chart of people over time, as measured by the model
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Fig. 6. Speed-density diagram of individuals.
Fig. 7. Flowchart-density of people resulting from the model
The validation of the model is achieved by comparing the fundamental diagrams of
speed-density and ﬂow-density as derived by the simulation process with the corre‐
sponding diagrams of the literature [17] (Fig. 8). Indeed, the ﬂow-density and speed-
density relationships agree quantitatively and qualitatively with literature references,
thus enhancing its eﬃciency.
Fig. 8. [17] (a) Cumulative ﬂow diagram (b) The total ﬂow as a function of the total density (c)
The overall speed as a function of the total density.
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4 Conclusions
The proposed CA-based model could establish a fundamental part of an active crowd
system that allows dynamic management of crowd evacuation. The model is character‐
ised by a quick response and fast processing of prominent features of crowd movement,
thus providing more reaction time to evacuating individuals. The evaluation process
indicates particular characteristics of crowd behavior, such as clustering phenomena,
bottlenecks at the exits, change of motion from accidental to coordinated, or transition
to detuning due to panic. Furthermore, the model is evaluated by comparing key features
of the dynamic movement of the crowd with those from charts that have resulted in
similar distributions for real data. The respective diagrams show a good quantitative and
qualitative approach, thus enhancing the eﬃciency accuracy of the model. Finally, the
hardware implementation of the monitoring and guidance algorithm of leaders along
with the simultaneous development of a program compatible with portable devices, e.g.
based on popular platforms such as Android, IOS and Windows Mobile, could further
accelerate the overall response of the system.
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Abstract. In certain situations the simultaneous dynamics of two sys-
tems inﬂuencing each other, for instance due to the fact that they share
a portion of space, must be simulated to study the interaction among
them. When a CA approach is adopted to model this kind of situation,
we must consider that particular care in selecting the proper granular-
ity level in environmental representation and time resolution must be
paid. In addition to this, speciﬁc interaction rules, “inter-rules”, must
be deﬁned in addition to the traditional transition function, represent-
ing “intra-rules”. In this paper we discuss the general issues of the above
general scenario and we describe in details a relevant example repre-
sented by the dynamical interplay among pedestrians and vehicles in
non-signalized crossings.
Keywords: Pedestrian crossing · Model coupling · Cellular automata
1 Introduction
In certain situations the simultaneous dynamics of two systems inﬂuencing each
other, for instance due to the fact that they share a portion of space or (more
generally) the same environment, must be simulated to study the interaction
among them. Examples can be found in extremely diﬀerent ﬁelds, ranging from
economics (e.g. in [14] actors like universities and large ﬁrms share the same envi-
ronment with diﬀerent actors like a National Research Agency and venture cap-
italists), biology (e.g. in [12] cells of the immune system interact with humors),
and also the human built environment, as recent developments in autonomous
vehicles testify.
When a CA approach is adopted to model and simulate this kind of situation,
we must consider that particular care in selecting the proper granularity level
in environmental representation and time resolution must be paid. In addition
to this, speciﬁc interaction rules, “inter-rules”, must be deﬁned in addition to
the traditional transition function, representing “intra-rules”. In this paper we
discuss the general issues of the above general scenario and we describe in details
c© Springer International Publishing Switzerland 2016
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a relevant example represented by the dynamical interplay among pedestrians
and vehicles in non-signalized crossings.
The main aim of this work is to present the results of a modeling eﬀort aimed
at simulating heterogeneous integrated dynamics for representing the interaction
of distinct entities sharing the same environment. The diﬀerent kind of analyzed
dynamics, taken in isolation, may have already been successfully modeled by
Cellular Automata. However their interaction would imply both considering scale
factors (for both space and time) but also additional interaction rules to represent
the overall interactive behavior.
The main contribution of this work concerns the design of a set of cooperative
rules as a solution for the management of this kind of interaction. After evalu-
ating the plausibility of actually coupling the base CA models, an example situ-
ation was selected to experiment this approach. A relevant example of this kind
of interaction situation is represented by the dynamical interplay among pedes-
trians and vehicles in non-signalized crossings. Pedestrians and vehicles have
very diﬀerent characteristics, such as size, velocity, acceleration/deceleration and
degrees of freedom in their movement. Successful CA models exist for simulating
separately vehicles, in particular the Nagel and Schreckemberg model for vehic-
ular traﬃc [9] and the ﬂoor ﬁeld model for pedestrian dynamics [1], but little
attention, so far, has been paid to a joint modeling of the integrated dynamics.
The following Section will more thoroughly describe this scenario and the
current state of the art, whereas Sect. 3 will introduce the adopted modeling
approach; a description of the achieved results will then be given. Conclusions
and future developments will end the paper.
2 Reference Scenario: Pedestrian Crossings
Microscopic simulation of vehicular traﬃc represents a mature research area that
has led to a successful technology transfer, producing results characterized by
a signiﬁcant impact both on the activity of traﬃc engineers and planners, as
well as to the creation of successful companies developing commercial simula-
tion systems or providing consultancy on their employment. Cellular automata
approaches, starting from pioneering works such as [10], have successfully tackled
diﬀerent aspects of vehicular traﬃc: see, for instance, [11] for a review of diﬀerent
approaches, also applied to complicated road scenarios such as roundabouts [15].
Models for the micro-simulation of pedestrian dynamics have also emerged
and aﬃrmed as instruments supporting the design of environments subject to
crowding situations. Also in this case, successful researches have produced dis-
crete approaches, like the ﬂoor-ﬁeld Cellular Automata model [1], and continuous
ones, like the social force model [8]; like for vehicular traﬃc, also for pedestrians
successful commercial simulation systems can be found in the market.
Whereas separately the above micro-simulation models have produced a sig-
niﬁcant impact, eﬀorts characterized by an integrated investigation on the simul-
taneous presence of vehicles and vulnerable road users (in particular pedestrians,
but also bicycles) are not as frequent or advanced as isolated vehicular traﬃc
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and pedestrian models. Although observation studies of pedestrian and driver
behavior in crossing can be found, both in normal conditions [6] and with respect
to the presence of crossing warning systems [5], few attempts towards the mod-
eling of this kind of scenario have been carried out. With the exception of [7],
most eﬀorts in this direction are relatively recent, such as [4], and they just
analyze simple scenarios and they are not validated against real data. The most
signiﬁcant and recent work in this direction is represented by [17] which adapt
the social force model to this kind of scenario, considering vehicles as generators
of a repulsive force for pedestrians; while this work considers real world data,
the analyzed scenario is not very general, being characterized by a signalized
crosswalk in which only turning cars can actually interact with pedestrians and
their behavior is not thoroughly analyzed.
Most relevant commercial products for traﬃc simulation provide the possi-
bility to perform some kind of integration of simpliﬁed pedestrian models inside
the overall simulated scenario, but the level of integration of the two represented
phenomena is generally sketchy and the possibility to achieve plausible results
severely increases the overall eﬀort of the modeler.
3 Pedestrian Crossing: Modeling Approach
Unlike a previously developed hybrid CA and agent based model [2], in the
present approach we essentially represent both vehicular and pedestrian dynam-
ics by means of the CA modeling approach. Moreover, pedestrians and vehicles
share the same environment, they are not represented in distinct but connected
systems. To represent both types of entities within the same coupled model
implies to take decisions on the scale of discretization of the environment and
the turn duration: in this case, we decided to ﬁx the size of a cell equal to the
spatial occupation of the smallest modeled entity, i.e. a pedestrian. As a conse-
quence, a vehicle will occupy more than a single cell and it will also be able to
move more than one cell at a time.
The information for initializing and managing the simulation scenario is intro-
duced by annotating the environment with spatial markers, that are, special por-
tions of space that describe relevant elements for the simulation and in particular:
(i) Start areas, for the introduction of respectively pedestrians and vehicles in
the environment, which can be done by a user-deﬁned frequency; (ii) Target
areas, representing ﬁnal targets of pedestrians and vehicles; (iii) Obstacle, to
represent potential obstacles in the sideways; (iv) Edge of crossing area, the
shared space between the diﬀerent entities.
3.1 Pedestrians
Space annotation allows the deﬁnition of virtual grids of the environment as
containers of information for agents and their movement, developing the floor
field approach [1]. This method is based on the generation of a set of superim-
posed grids (similar to the grid of the environment) starting from the informa-
tion derived from spatial markers. Floor ﬁeld values are spread on the grid as
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Fig. 1. Vehicular rules.
a gradient and they are used to support pedestrians in the navigation of the
environment, representing their interactions with static object (i.e., destination
areas and obstacles) or with other pedestrians. In this model static floor field is
used, that indicates for every cell the distance Sij from one destination area (i.e.
one ﬂoor ﬁeld is computed for each pedestrian destination).
Pedestrians essentially follow typical ﬂoor-ﬁeld approach stochastic rules,
split into three phases associated to intermediate as well as ﬁnal goal areas:
ﬁrst, they consider the ﬁeld leading them from their entrance point towards
their side of the crossing area (the closer edge of the crossing area), then to
the other side of the crossing area (the farther edge), then to their target area:
this kind of path is exempliﬁed in Fig. 2(b). When passing from the ﬁrst to the
second phase, they evaluate the interaction rules, that will be described in the
following.
3.2 Vehicles
The mechanism for regulating vehicles’ decisions does not require ﬂoor-ﬁelds
since they are guided by simpler behavioral rules, due to the much lower degree of
freedom for drivers in a simpliﬁed scenario such as the one analyzed in this work.
For the basic vehicular behavior, we employed a slightly modiﬁed version of the
Nagel and Schreckemberg model [9], on one hand adjusting it to ﬁt urban traﬃc
characteristics (e.g. speed) and, on the other, to implement a more plausible
stochastic model of acceleration and deceleration (since in the basic model there
was no constraint on the maximum deceleration, whereas in this case we wanted
to avoid implausible hard braking situations). Moreover, we had to consider that
a single vehicle occupies several cells, whereas the decision is actually taken by
the transition function applied to a single one, generating eﬀects also for all the
others. Finally, due to the potentially high velocity, vehicles can generally move
many cells in a single turn. The rules of the basic model assure that vehicles
do not collide and that the model produces a quantitatively plausible ﬂow of
vehicles in the simulated road section (i.e. a straight section). The adopted rules
are summarized and depicted in Fig. 1.
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Fig. 2. (a) Pedestrian anticipation, (b) intermediate areas and overall pedestrian path,
(c) vehicle anticipation.
3.3 Interaction Among Pedestrians and Vehicles
In addition to the above modeling choices, to grant vehicles and pedestrian
a mutual perception we adopted the idea of anticipation, a consolidated app-
roach already applied for simulation of pedestrian behavior [13] and robotic
control [16]. Both cars and pedestrians project their movement intention on the
shared grid and this allows the detection of potential conﬂicts. The diﬀerent enti-
ties, due to their diﬀerent maximum velocity and to the very diﬀerent capability
to reach it quickly (i.e. cars can be quite fast, but have limited acceleration and
deceleration capability, whereas pedestrians do not move so quickly, but they
can reach typical walking speed or stop almost instantly), have diﬀerent forms
of anticipation: cars must be perceivable by pedestrians even at a relatively high
distance (and the overall anticipation is subdivided in diﬀerent areas to allow the
perception of the distance of the car from the speciﬁc cell of the anticipation),
whereas the intention of movement generated by pedestrians can be limited to
few cells. The diﬀerent forms of anticipation are depicted in Fig. 2(a) and (b)
respectively for pedestrians and vehicles.
Potential conﬂicts detected by means of the perception of the anticipation
of another entity through an own anticipation (or by the direct perception of
an entity) are solved through the application of cooperative rules allowing the
involved partners, at the same time, to achieve their goals while not harming
the others.
More precisely, let us consider ﬁrst of all a pedestrian that has just reached
the edge of the crossing area and that is about to cross the road: the pedestrian
will evaluate the presence of a vehicle or the anticipation of a vehicle in the
set of cells representing its own anticipation. In case of perception of a vehicle,
the pedestrian will wait for its passage; should an anticipation of a vehicle be
perceived, the involved pedestrian will estimate the velocity of the incoming
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Fig. 3. Coordination rules for a pedestrian.
vehicle and its actual possibility to safely stop: in this case, the pedestrian will
pass (i.e. enter the next phase and start moving towards the other edge of the
crossing area) trusting that the vehicle will yield. On the other hand, should the
vehicle be too fast to come to a stop, the pedestrian will instead yield and try
to cross after its passage. This overall set of coordination rules, on the side of
the pedestrian, is summarized in Fig. 3.
Vehicles need to carry out a similar and especially compatible form of decision
making process, evaluating the perception of a pedestrian in the crossing area or
even its anticipation. The principle is that, whenever this happens, the vehicle
should brake whenever it is possible to safely stop and let the pedestrian pass,
otherwise the vehicle should proceed assuming that the pedestrian will not cross.
Diﬀerent cases must be deﬁned for the detection of a pedestrian, depicted in
Fig. 4(a), and for the detection of the anticipation of a pedestrian, depicted in
Fig. 4(b).
The involved entities take therefore an overall cooperative attitude to avoid
collisions. Pedestrians have a form of precedence, but they are assumed not to
take unreasonable choices and yield whenever crossing would put them in a risky
situation.
4 Simulation Results
The model has been implemented with the Repast simulation framework and it
has been tested in a non-signalized zebra crossing to evaluate the eﬀectiveness of
the interaction model (i.e. absence of collisions), but also to quantitatively show
that increased arrival rates of pedestrians strongly reduce the maximum ﬂow of
vehicles in the road section.
An example situation, qualitatively showing the kind of overall simulation
dynamics achieve through this modeling approach, is depicted in Fig. 5: vehi-
cles are large entities depicted in light gray (cyan in the color version of the
manuscript) in the middle of the road, pedestrians are much smaller entities
depicted in dark grey (red in the color version of the manuscript) starting from
the sidewalks.
In particular, the screenshots of the relevant road section between the sim-
ulation start and the ﬁrst 25 s of simulated time show two pedestrians crossing
from the diﬀerent road sides and vehicles (cars of the same size, in this example)
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Fig. 4. Coordination rules for a vehicle.
T=0 s
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T=11,6 s
T=19,7 s
T=24,8 s
T=28,6 s
T=32,1 s
T=51,5 s
T=58,5 s
T=64,2 s
Fig. 5. Screenshots of a simulation run with two crossing episodes. (Color ﬁgure online)
accumulating, awaiting to be able to cross. It must be noted that the vehicles
are not uniformly spaced, due to the stochastic braking rule. From seconds 25 to
58 the vehicles are able to pass, since the ﬁrst two pedestrians have exited the
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Fig. 6. Variation of vehicular ﬂow as a function of vehicular density and frequency of
pedestrian arrival at the crossing.
scenario and two new pedestrians, from the lower road side, have not reached
the crossing yet; then a new crossing episode starts.
Figure 6 shows instead aggregated results of several simulation runs with a
growing vehicular density, under diﬀerent pedestrian traﬃc conditions. In partic-
ular, pedestrians were generated randomly according to a uniform distribution
generating a certain frequency of arrival to the crossing site. Results are encour-
aging and reasonably in tune with empirical data (in particular, considering the
results described in [3]).
5 Conclusions and Future Developments
This paper has presented an example of simulation model comprising two dif-
ferent components, representing diﬀerent subsystems inﬂuencing each other.
In particular, a CA approach was adopted and particular care has been paid
to the selection of the proper granularity level in environmental representation
and time resolution. In addition to this, speciﬁc interaction rules, “inter-rules”,
have been deﬁned in addition to the traditional transition function, representing
“intra-rules”. The general issues of this general scenario have been exempliﬁed
in details through a relevant example represented by the dynamical interplay
among pedestrians and vehicles in non-signalized crossings. The model has been
described and results of its application have been presented. Future works are
aimed at validating the presented approach and model by comparing simulation
results with acquired empirical evidences on this kind of situation.
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Abstract. Simulation results from two advanced CA based crowd
dynamics models, namely Social Distances Model and Bonds Floor
Field Model, are investigated using experimental data. Two experiments
regarding pedestrian egress from simple network of rooms with multiple
consecutive bottlenecks were conducted in Prague and Krakow. Simula-
tion results comparison is the basis for discussion about models proper-
ties.
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1 Introduction
Crowd dynamics models based on Cellular Automata have some signiﬁcant
advantages over the other kinds of pedestrian movement models. An important
aspect is their simplicity - movement of occupants is modelled by set of fairly
simple rules [7]. Moreover, one can easily establish suﬃcient balance between
eﬃciency and accuracy, that makes CA-based models suitable e.g. to large scale
data–driven simulation e.g. [10]. However, the usage of CA based models is con-
nected with a number of issues, related mostly with coarse discretization of space
and time [6].
The most popular and well-established approach in CA based crowd sim-
ulation is the family of models that utilize diﬀerent ﬂoor ﬁelds(FF) [3]. Vast
majority of such models use static FF - i.e. gradient potential ﬁeld that lead
occupants to points of attraction. Other types of ﬁelds models diﬀerent aspects
of pedestrians behaviour: dynamic FF - is responsible for mimicking the fol-
lowing others behaviour, wall FF and proxemics FF describes repulsive forces
from obstacles and other pedestrians respectively, anticipation FF introduces in
advance collision avoidance, while force FF introduce pushing behaviour for CA
based models. Superposition of chosen set of mentioned ﬁelds is used as main
factor that drive pedestrian movement. For details see [9] and references therein.
c© Springer International Publishing Switzerland 2016
S. El Yacoubi et al. (Eds.): ACRI 2016, LNCS 9863, pp. 396–404, 2016.
DOI: 10.1007/978-3-319-44365-2_39
CA Models of Consecutive Bottlenecks 397
In recent years, one can notice growing trend of Agent Based Modelling,
on the top of ﬂoor ﬁeld, CA-based models. Occupied cells are represented by
autonomous agents (e.g. Situated Cellular Automata [1]). This allows on diﬀer-
entiation of pedestrians’ behaviour according to e.g.: their role (leader - follower),
group aﬃliation, cognitive abilities, etc. On the other hand a lot of eﬀort is made
to overcome issues related with grid discretization. Typical grid consist of square
with side equals to 40 cm, but diﬀerent sizes and shapes are constantly tested.
Similarly, an issue of detailed ﬂoor ﬁeld generation algorithm is a subject of
intensive research.
In this paper, simulation results from two advanced CA based crowd dynam-
ics models, namely Social Distances Model [13] and Floor Field model with
Bonds Principle (further referred as Bonds Floor Field Model) [5] are inves-
tigated using experimental data. Two experiments regarding pedestrian egress
from simple network of rooms with multiple consecutive bottlenecks was exe-
cuted in Prague and Krakow. Simulation results comparison is the basis for
discussion about models properties.
2 Experiment
This study leans over data from two conducted experiments, which focus on the
egress of a group of pedestrians from a small network of rooms with multiple
consecutive bottlenecks. In both experiments several groups of university stu-
dents were instructed to egress the classrooms and leave the monitored part of
the facility using one exit. The experimental layout is schematically depicted in
Fig. 1.
Fig. 1. Schema of the experiment PRG (left), KRK (right). Arrows indicate the direc-
tion of motion.
Important characteristic of the experiments is joining of pedestrian streams,
i.e., pedestrians from more entrances walked towards one exit. Key quantity used
for the comparison of the models with experiment is the cumulative ﬂow Jcumj (t)
through each exit denoting at each time t the number of pedestrian, who passed
through the exit j until time t.
PRG experiment was conducted in Prague in the lecture hall of the Czech
Technical University with help of 54 students. In the lecture hall, four staircases
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(exits 1–4) lead to two gathering places. Two exits 5 and 6 lead from the gathering
points to the vestibule with one exit 7. The widths of the bottlenecks are 70 cm
for exits 5 and 6, 75 cm for exit 7. The egress was repeated three times, the
evacuation time was between 40 and 42 s.
KRK experiment was conducted in Krakow on one ﬂoor of the AGH Univer-
sity. Three rooms (exits 1–3) lead to a common hallway, which leads through
exit 6 to the staircase hall. Similarly, two rooms (exits 4 and 5) lead to a hallway
attached to the staircase hall on the opposite side. The staircase hall leads to the
stairs through exit 8, the stairs go downwards one ﬂoor leading to another hall
through exit 9. The widths of the bottlenecks are 75 cm for exits 6 and 7, 177 cm
for exits 8 and 9. The egress was repeated two times, 54 and 51 participants
took place in this runs, respectively. In the ﬁrst run the streams from exits 6 and
7 did not merge - corridor before exit 6 is longer than corresponding corridor
before exit 7. Therefore, in the second run the part related to exit 7 was delayed
by 11 s in order to obtain the merging behaviour. The total evacuation time was
61 and 62 s.
3 Cellular Models
Two advanced CA models have been used to simulate the above mentioned
experiment. In this section we provide brief information about the models with
suﬃcient references to obtain detailed deﬁnition.
3.1 Bonds Floor-Field Model
The Bonds Floor-Field Model (BFF) introduces to the classical FF model the
principle of bonds [5], adaptive time span [2], and heterogeneity in conﬂict solu-
tion [4]. The space is divided to rectangular lattice of cells, size of the cell is
40 cm. Each cell can be occupied by exactly one pedestrian or empty. The space
discretization for the BFF model is visualised in Fig. 2.
The choice of the new target cell from the Moore neighbourhood is fully
probabilistic and is mainly inﬂuenced by the static ﬂoor-ﬁeld S and interaction
between pedestrians. The model allows the choice of the occupied cell using the
principle of bonds. This principle enables the motion of bonded pedestrians in
lines and therefore supports the motion in lines within a crowd as well as the
creation of unstable queues in front of the exit. This principle is related to the
parameter of sensitivity to occupation kO, which combines two strategies: to stay
in line and wait for the motion of the predecessor (kO = 0), or to try to run
around the crowd (kO = 1).
Let e be the position of the exit cell and S(y) = dist(y, e) the distance of cell
y to the exit e. Let Ox(x) = 0 and for y = x let Ox(y) = 1 if y is occupied and
Ox(y) = 0 if y is empty. Let Dx(y) = 1 if (x1 − y1) · (x2 − y2) = 0 and Dx(y) = 0
otherwise be the identiﬁer of the diagonal motion. The conditional probability
of choosing next target cell y from the Moore neighbourhood N given the agent
is occupying cell x is calculated via
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Fig. 2. Discretization of space of the PRG experiment for the Bonds Floor-Field Model.
Snapshot from the simulation 10 s after the initiation.
P (y | x) = exp
{ − kSS(y)
}(
1 − kOOx(y)
)(
1 − kDDx(y)
)
∑
z∈N (x) exp
{ − kSS(z)
}(
1 − kOOx(z)
)(
1 − kDDx(z)
) . (1)
The coeﬃcients kS ∈ [0,+∞), kO, kD ∈ [0, 1] are coeﬃcients of sensitivity to
corresponding ﬁeld.
The used update is a partially synchronized event-driven update following the
concept of adaptive time span. The time line is divided to isochronous intervals
of the length h > 0. The agent is activated (i.e. called to choose new target
cell) in the k-th algorithm step if his next desired actualisation time falls to
the interval [kh, (k + 1)h). The desired actualisation time is inﬂuenced by the
own actualisation period (reﬂecting free-ﬂow velocity) and diagonal movement
time-penalisation.
The partially synchronized update is necessary to maintain suﬃcient number
of conﬂicts (more agents willing to enter the same cell), which are key element
for the concept of aggressiveness in the model. The aggressiveness is agent’s free
parameter determining the ability to win the conﬂict. The heterogeneity in this
parameter leads to variances in time spent by the agent in the crowd, which is
an important observed phenomenon.
The heterogeneous behaviour of agents is as well described by the heterogene-
ity in sensitivity to occupation, i.e., parameter kO, inﬂuencing the probability of
choosing next target cell. The heterogeneity in kO can describe diﬀerent strate-
gies regarding the choice of proper path. More precisely, whether to stay in line
and wait or whether to try to run around the crowd.
3.2 Social Distances Model
The main concept behind Social Distances Model (SDM) is incorporation of
proxemics theory into CA crowd dynamics models. It is achieved by use of smaller
400 P. Hrabák et al.
cells - squares 25× 25 cm1, and elliptical representation of pedestrians with axis
equals to 45 and 27 cm [11]. One cell can be occupied by one pedestrian and the
centre of cell coincides with the centre of a pedestrian on the cell. Eight diﬀerent
orientations of pedestrian is allowed (0°, 45°, 90°, 135°, 180°, 225°, 270°and 315°).
It is worth noting, that with such a representation, the size of pedestrian
is over 52% bigger (953,775 cm2) that the size of the cell (625 cm2). Therefore,
according to its orientation pedestrians occupying adjacent cells can overlap.
Here the compressibility parameter is introduced. It indicates pedestrians toler-
ance for high density (overlapping with another pedestrian). It, deﬁnes allowed
and forbidden positions on the grid according to neighbours position and orienta-
tion. Low value of compresibility parameter bring the situation when pedestrians
wants to keep their personal space, while high values allow pedestrians to get
closer (Fig. 3).
Fig. 3. Discretization of space of the KRK experiment for the Social Distances Model.
What is interesting, our recent research [8] shows that tolerance for close
neighbours depend on its position according to pedestrian. Neighbours on the
sides can be ignored, even if they are relatively close, while the ones in front of
(behind) are strongly avoided. However, it is not yet implemented in model.
SDM is based on typical Floor Field Model. Two kinds of ﬂoor ﬁeld are
included into the model: static FF which deﬁnes POIs, as well as dynamic FF
which take into account proxemics issues. Additional parameters are added in
order to model wall avoidance and inertia eﬀect.
Pedestrian can have the diﬀerent desired speed. Desired speed is related with
the number of steps that can be made in each second of simulation - from 1 to
8 steps. Thus, desired speed vary from 0.25 ms up to 2
m
s . The distribution of
desired speed is the main calibration parameter for this model.
Detailed algorithm of ﬂoor ﬁeld calculation and motion rules deﬁnition is
provided in [13] Taking into account massive evacuation we proposed a dedicated
version of the model [12].
4 Comparison with Experimental Data
Both models have been applied to the geometries related to the above men-
tioned experiments. The aim was to study, whether the models can reproduce
1 Typical cells in CA models are 40× 40 cm.
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Fig. 4. Pedestrians occurrence frequency during single simulation of KRK experiment
using SDM. The hotter the color the more time given cell was visited. (Color ﬁgure
online)
same cumulative outﬂow from the main exit given that the inﬂow through the
border/leaves exits (1–4 or 1–5) is known. Agents representing pedestrians are
entering the system through the leaves exits in the same times as measured in
the experiment (Fig. 4).
4.1 Bonds FF and Experiment
For the simulation by means of the FF model with Bonds Principle we have
chosen the homogeneous set of parameters from the article [4], where the model
was calibrated for the simulation of one room with open boundaries.
In comparison to the above mention article, the value of the friction μ has
been changed from 0.9 to 0.8 in order to reﬂect the fact, that the widths of the
bottlenecks related to exits 5 and 6 (PRG) and 6 and 7 (KRK) were higher than
in the previous experiment (The exits are modelled by one cell corridors of the
width 40 cm. Since it was impossible for two pedestrians to pass simultaneously
in the experiment, the width is rather improved by lower friction then two cells
corridor.). Secondly, in the case of KRK experiment, the own period of pedes-
trians τ has been changed from 0.2 s to 0.25 s, because the free ﬂow velocity of
pedestrians in the KRK experiment was lower than in the PRG experiment.
In Fig. 5 you can see the comparison of cumulative ﬂow from the experiment
with several realisations of the stochastic Bonds FF model (BFF) for the PRG
experiment (left) and the KRK experiment (right). We can see good agreement of
the model data with the experiment. It is worth noting that the model produces
faster evacuation for the KRK experiment when considering the motion from exit
8 to exit 9, i.e., on the stairs. Here the model is not able reﬂect the slow-down
of pedestrians while walking on stairs.
4.2 Social Distances Model and Experiment
Both experiments are modelled as non-competitive egress [13]. Moreover, since
non signiﬁcant clogs are present the compressibility parameter is set to 0 -
ellipses that represent pedestrians can not overlap. The main parameter used
for calibration is the desired maximal speed vmax and its standard deviation σ.
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Fig. 5. Comparison of cumulative ﬂow from the experiments (black circles) and the
BFF model (red lines). Left is the PRG experiment, ﬁrst run, exit 7. Right is the KRK
experiment, second run, exits 8 and 9. (Color ﬁgure online)
For Prague experiment the best results was obtained for vmax = 1.1 and
σ = 0.25, while for Krakow experiment we use vmax = 1.25 and σ = 0.1.
In Fig. 6 one can see comparison of experimental results with ten runs of
its simulation. Good agreement between data and results can be observed. In
both cases results are slightly shifted - for Prague egress in simulation is slower
than in real data, while for Krakow is faster. This phenomenon can be explained
mainly by discretization of pedestrians velocity.
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Fig. 6. Comparison of cumulative ﬂow from the experiments (black circles) and the
SDM model (red lines). Left is the PRG experiment, ﬁrst run, exit 7. Right is the KRK
experiment, second run, exit 9. (Color ﬁgure online)
5 Summary and Conclusions
Two advanced CA models of crowd dynamics, Social Distances Model (SDM)
and Bonds Floor Field Model (BFF), have been used for the simulation of an
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egress of simple network of rooms. The simulations have been compared to the
measured data from two original experiments organized in Prague and Krakow.
The goal is to simulate the egress from a complex facility through a com-
mon exit given that the occupation ﬂow from primary rooms (lecture halls,
class rooms) is known or can be anticipated suﬃciently precise. The performed
experiments were designed correspondingly to such anticipation. As the main
comparison tool the cumulative outﬂow from the main exit has been used. By
the cumulative outﬂow we understand the number of egressed pedestrians over
time.
As shown in Sect. 4, the simulation results are in good agreement with the
measured experimental data. Nevertheless, the stochastic nature of the models
causes some variances in the individual trajectories of the simulation.
In Bonds Floor Field model, the stochasticity is caused mainly by the mech-
anism of conﬂict solution related to the situation when more agents are entering
the same cell. This happens mostly in the cluster in front of the exit and therefore
the conﬂict solution directly inﬂuences the exit capacity.
The stochasticity in Social Distances Model is contrarily caused by the devi-
ation of the desired velocity related mainly to the motion in free ﬂow. Such
stochasticity can be controlled by appropriate choice of agents properties.
An important question to be answered is, whether the variance in evacuation
times can be observed in reality. Such information can be helpful for appropriate
choice of the model parameters. This is the goal of our further study, which
requires to conduct the same experiment in various conditions, at diﬀerent time,
with diﬀerent group of pedestrians.
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Abstract. We have generalized the update rule of the Langmuir kinet-
ics, which is attachment and detachment dynamics of particles, in the
totally asymmetric simple exclusion process. The attachment and detach-
ment rates in our extended model depend on the occupancy of the for-
ward neighboring site. Although there are some extended models that
consider the eﬀect of the occupancy of the neighboring sites, our model
is the ﬁrst one that allows one to set the attachment and detachment
rates independently without any restrictions.
We have performed a mean-ﬁeld analysis and obtained phase dia-
grams and density proﬁles. It is elucidated that the attachment to vacant
region and detachment from congested region extend the area of the
phase that accompanies a shock, i.e., a domain wall, which divides the
low and high density regime. Results of Monte Carlo simulations show
good agreement with the mean-ﬁeld density proﬁles, so that the validity
of the phase diagrams are veriﬁed.
Keywords: Totally asymmetric simple exclusion process · Langmuir
kinetics · Open boundary
1 Introduction
The totally asymmetric simple exclusion process (TASEP) [1], which is a fun-
damental model for one-dimensional stochastic transport system, has been the-
oretically investigated [2] and exploited as a model for self-driven particles such
as vehicles, pedestrians, and molecular motors in biological systems [3]. TASEP
with periodic boundary condition and deterministic parallel-update rule is equiv-
alent to the elementary cellular automaton rule 184 [4].
In the open boundary TASEP, a particle enters the system at the one bound-
ary, moves forward if there is no other particle in front of it, and exits the system
at the other boundary. Several phases are observed by controlling the entering
c© Springer International Publishing Switzerland 2016
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and exiting rates (boundary induced phase transition), which is a characteristic
of non-equilibrium system. In equilibrium systems, the eﬀect of boundaries can
be neglected in the thermodynamic limit.
From a practical view, it is diﬃcult to apply the original TASEP to the
phenomena in the real world. Thus, many extended models have been devel-
oped. One of the most important extensions is the introduction of the Langmuir
kinetics (LK) [5–8], which is attachment and detachment dynamics in the bulk
part of the system. This extended model of TASEP is often abbreviated as
TASEP-LK. LK is practically important to model biological molecular motors
because it corresponds to binding and unbinding processes of the motors to the
microtubule [9]. Moreover, vehicles do not only enter and exit at the ends of
highways, but also at the ramps along there. This dynamics is also considered
by LK. Besides, LK is theoretically interesting. Firstly, the domain wall (DW),
which divides the low and high density region in the system, stays at the same
position in the stationary state. In TASEP, DW never stops, but randomly moves
in the system. Secondly, much richer phase diagrams are obtained by controlling
the attachment and detachment rates.
Recently, it has been reported that LK is also inﬂuenced from the occupancy
of the motors on microtubule [10]. Due to this fact and the signiﬁcance of LK
as described in the previous paragraph, extended LK, whose attachment and
detachment rates depend on the occupancy of the neighboring sites, has been
investigated recently. Vuijk et al. [11] and Messelink et al. [12] consider the eﬀect
of occupancy of both back and front neighboring sites in the open system with
speciﬁc case, whereas, Ichiki et al. [13] solve a more general model where the
attachment and detachment rates are equivalent and show that the boundary of
phases and position of DW change according to the parameters.
If one considers the occupancy of both back and front neighboring sites,
there are four cases: (empty, empty), (empty, occupied), (occupied, empty), and
(occupied, occupied). The model in [11,12] does not allows one to determine the
four attachment and detachment rates completely independently. The model
in [13] permits one to set the four rates independently; however, the attachment
and detachment rates should be equivalent. These restriction enables one to
perform theoretical analysis, but deteriorates applicability of the model since
attachment and detachment do not always occur similarly in the real system.
Therefore, we have developed an extended model, which considers the eﬀect
of occupancy of the forward site and neglect that of the back site. We call
the model TASEP with Langmuir Kinetics depending on the occupancy of the
Forward neighboring site (TASEP-LKF). In this model, the attachment and
detachment rates for each case can be determined independently without any
restrictions. Furthermore, a mean-ﬁeld analysis gives explicit results as shown in
Sect. 3. Note that the model is not included in previous ones in [11–13]. The eﬀect
of occupancy of the front site is important in vehicle and pedestrian dynamics
since vehicles and pedestrians change lane or route if their proceeding direction
is congested. Besides, it is possible to study the eﬀect of occupancy of the back
site at the same time by considering particle-hole symmetry.
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Periodic boundary version of TASEP-LKF is analyzed in [14] and the relax-
ation dynamics to the stationary state is studied. Hence, in this paper, we analyze
the open boundary version of TASEP-LKF.
The reminder of the paper is organized as follows. In the next section, the
model TASEP-LKF is introduced in detail, and it is analyzed by mean-ﬁeld
approximation in Sect. 3. In Sect. 4, phase diagrams and density proﬁles are
depicted by the result of both theoretical analysis and Monte Carlo simulation,
and the eﬀect of the occupancy of the neighboring site is investigated by compar-
ing TASEP-LKF with original TASEP-LK. The Sect. 5 is devoted to conclusion.
2 Model
We consider a system of one-dimensional lattice, which consists of L sites (i =
1, 2, 3 · · · L), as in Fig. 1. The boundaries are open and the time is continuous.
The states of the sites are represented by τi (τi = {0, 1}). If the site i is empty
τi = 0, while if it is occupied by a single particle τi = 1. Multiple particles cannot
stay at the same site at the same time.
Fig. 1. Schematic view of TASEP-LKF on an open lattice.
At the left boundary a particle enters the leftest site 1 with the rate α.
Particles at the site i ∈ [1, L − 1] move to the site i + 1 if it is empty with unit
rate, while a particle at the rightest site L leaves the system with the rate β.
At the bulk sites i ∈ [2, L − 1], the extended LK is applied. If the site i is
empty, a particle attaches there with the rate ωA1 (ωA2) if the site i+1 is empty
(occupied). Similarly, if the site i is occupied, a particle leaves the lattice with
the rate ωD1 (ωD2) if the site i + 1 is empty (occupied). In the case ωA1 = ωA2
and ωD1 = ωD2 , our model reduces to the original TASEP-LK [5].
3 Mean-Field Analysis
In this section, we conduct a mean-ﬁeld analysis in order to derive phase dia-
grams and density proﬁles.
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At the bulk site i ∈ [2, L−1], the following equation can be derived from the
master equation:
d〈τi〉
dt
= 〈τi−1(1 − τi)〉 − 〈τi(1 − τi+1)〉 + ωA1〈(1 − τi)(1 − τi+1)〉
+ωA2〈(1 − τi)τi+1〉 − ωD1〈τi(1 − τi+1)〉 − ωD2〈τiτi+1〉, (1)
where 〈·〉 represents the expectation value of the quantity. In addition, the equa-
tions for the boundaries are described as follows:
d〈τ1〉
dt
= α〈1 − τ1〉 − 〈τ1(1 − τ2)〉, (2)
d〈τL〉
dt
= 〈τL−1(1 − τL)〉 − β〈τL〉. (3)
We perform a mean-ﬁled approximation. In other words, we factor the cor-
relation functions, for example, by replacing 〈τi−1(1 − τi)〉 with 〈τi−1〉(1 − 〈τi〉).
Moreover, we expand
〈τi±1〉 = ρ(x) ± 1
L
∂ρ
∂x
(x) +
1
2
1
L2
∂2ρ
∂x2
(x) + O
(
1
L3
)
, (4)
where x = i/L, and take the hydrodynamic limit, i.e., L → ∞ with t = t¯L.
Then, (1)–(3) become as follows:
∂ρ
∂t¯
+ (1 − 2ρ)∂ρ
∂x
= aρ2 + bρ + c, (5)
(ρ(0) − α)(ρ(0) − 1) = 0, (6)
(ρ(1) − (1 − β))ρ(1) = 0, (7)
where
a = ΩA1 − ΩA2 + ΩD1 − ΩD2 , (8)
b = −2ΩA1 + ΩA2 − ΩD1 , (9)
c = ΩA1 . (10)
ΩX = ωXL (X = A1,A2,D1,D2) are kept ﬁnite, otherwise, LK dominates the
dynamics in the system as L → ∞. This replacement is necessary to keep the
strength of the boundary eﬀect (α and β) and LK comparable.
We are interested in the stationary state of the system, so that we substitute
0 into ∂ρ/∂t¯ in (5) and obtain the ordinary diﬀerential equation as follows:
(1 − 2ρ)dρ
dx
= aρ2 + bρ + c. (11)
Note that the discriminant D = b2 − 4ac = (ΩA2 − ΩD1)2 + 4ΩA1ΩD2 > 0. We
focus on the case ρ = 1/2. Then, (11) is solved as
ln |ρ − ρ+|C+ |ρ − ρ−|C− = x + C, (12)
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where ρ+ and ρ− are the solutions of the quadratic equation aρ2 + bρ + c = 0,
and
C+ =
1 − 2ρ+
a(ρ+ − ρ−) , (13)
C− =
2ρ− − 1
a(ρ+ − ρ−) . (14)
The integral constant C is determined from the left and right boundary condi-
tions, i.e., ρ(0) = α and ρ(1) = 1 − β, obtained from (6) and (7), respectively.
Then, the left (right) neighborhood solution ρL(x) (ρR(x)) are calculated as
follows:
x = ln
∣
∣
∣
∣
ρL(x) − ρ+
α − ρ+
∣
∣
∣
∣
C+ ∣∣
∣
∣
ρL(x) − ρ−
α − ρ−
∣
∣
∣
∣
C−
, (15)
x = 1 + ln
∣
∣
∣
∣
ρR(x) − ρ+
1 − β − ρ+
∣
∣
∣
∣
C+ ∣∣
∣
∣
ρR(x) − ρ−
1 − β − ρ−
∣
∣
∣
∣
C−
. (16)
Next, we consider the position of a shock, i.e., the domain wall (DW), xDW,
which is a discontinuity in the density proﬁle. The velocity of DW is expressed
as 1− ρL − ρR [6,15], so that the position of DW is numerically computed from
ρL(xDW) = 1 − ρR(xDW). (17)
Note that (5)–(7) are invariant under the simultaneous exchanges as follows:
ρ ↔ 1 − ρ, (18)
x ↔ 1 − x, (19)
ΩA1 ↔ ΩD2 , (20)
ΩA2 ↔ ΩD1 , (21)
α ↔ β, (22)
so that the approximated Eqs. (5)–(7) exhibit particle-hole symmetry. However,
the Eq. (1) before approximation does not hold against the exchange (18)–(21).
It becomes TASEP-LK depending on the occupancy of the back neighboring
site as we have shortly mentioned in Sect. 1. Hydrodynamic limit diminishes
the diﬀerence between the front and back site and similarly regards them as
neighboring sites. Therefore, (5) shows particle-hole symmetry.
4 Phase Diagram and Density Profile
In this paper, we focus on how the new model (TASEP-LKF) is diﬀerent from
the original one (TASEP-LK). Therefore, we investigate the three cases (O),
(A), and (B) summarized in Table 1. In the case (O), the parameters are set as
ΩA1 = ΩA2 and ΩD1 = ΩD2 , so that the eﬀect of the occupancy of the forward
site is not considered and the model reduces to TASEP-LK.
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Table 1. Parameter sets of the
attachment and detachment rates
used in this paper.
Case ΩA1 ΩA2 ΩD1 ΩD2
(O) 0.5 0.5 0.25 0.25
(A) 0.8 0.2 0.1 0.4
(B) 0.2 0.8 0.4 0.1
In the case (A), ΩA1 and ΩD2 are set
large, while ΩA2 and ΩD1 are set small. In
the case (B), the attachment and detach-
ment rates are set in the opposite way to
the case (A). Note that the sums of the
attachment rates (ΩA1 + ΩA2) and detach-
ment rates (ΩD1 + ΩD2) are same in all the
three cases.
When we consider vehicular traﬃc, the case (A) seems to be qualitatively
realistic since the motivation of lane change is reproduced. The large ΩA1 rep-
resents strong motivation to enter to the vacant road, whereas, the small ΩA2
represents the refusal of entering to the congested road. Similarly, the large ΩD2
represents strong motivation to leave the congested road, whereas, the small ΩD1
represents the refusal of leaving the vacant road. Hence, the result of the case
(A) would give a more useful insight to vehicular traﬃc than that of the case
(O), i.e., the original model, so that investigation on the diﬀerence between the
case (O) and (A) are especially important.
Figure 2 shows the phase diagrams of the model. The boundaries of the phases
in the case (O) are depicted by the dashed lines in the diagrams for comparison.
We see two phases, which are the coexistence phase (LH), where the low and
high density regions are divided by a shock, i.e., DW, and the high-density
phase (H).
In the case (A) (Fig. 2(A)), we observe LH and H phases similar to the case
(O); however, the boundary moves to the right and the LH phase area becomes
larger. In contrast, the boundary moves to the left in the case (B) (Fig. 2(B)).
Moreover, the low density regime, which does not appear in the case (O) because
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Fig. 2. Phase diagram obtained by mean-ﬁeld analysis. Solid lines represent the bound-
aries of the phases. Dashed lines are the result in the case (O), i.e., the original model,
for comparison. The attachment and detachment rates in the case (O), (A) and (B)
are set as in Table 1.
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Fig. 3. Density proﬁles of the model. Dot-dashed and dashed lines represent the result
in the low and high density regime, respectively, obtained by mean-ﬁeld analysis. Verti-
cal solid lines are the domain wall, which divide the low and high density region. Cross
markers represent the result of our Monte Carlo simulation with the random-sequential
update rule and L = 1000. The data from the time step t = 10001 to t = 110000 are
used. The attachment and detachment rates in the case (A) and (B) are summarized in
Table 1. The entering and exiting rates at the boundaries are set as (α, β) = (0.1, 0.1)
and (0.7, 0.3) in the LH phase and H phase, respectively.
of the large attachment and detachment rates, recovers from the left end of the
diagram. Consequently, the LH phase area becomes smaller.
Therefore, we have revealed that the attachment in the vacant region and
the detachment in the congested region (case (A)) extends the LH phase area.
By contrast, the attachment in the congested region and the detachment in the
vacant region (case (B)) yield opposite eﬀect. This result implies that a shock
(DW) is easier to observe in the dynamics of vehicles, which prefer moving in
vacant region, than particles that are insensitive to local density.
Figure 3 are the density proﬁles obtained from the mean-ﬁeld analysis and
the Monte Carlo simulation. The results correspond well each other, so that we
believe the phase diagrams in Fig. 2 are precise although they are depicted by a
mean-ﬁeld analysis.
5 Conclusion
In this paper, we have investigated an extended model of the totally asym-
metric simple exclusion process with the Langmuir kinetics. The attachment
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and detachment rates at each site depend on the occupancy of their front site
in our model. The mean-ﬁeld analysis allows us to depict the phase diagrams,
whose precision is veriﬁed by the Monte Carlo simulation. It is elucidated that
attachment and detachment behavior similar to vehicles, which avoid conges-
tion, extend the area of the phase with a shock, i.e., a domain wall that divides
the low and high density region. Since our model is simple enough, this result
is considered as a general characteristic of self-driven particles, which waits for
empirical veriﬁcation.
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Abstract. The simulation of complex system often pushes the mod-
elers to face issues related to conﬂicting goals, constraints and limits of
the available computational instruments: we often want to simulate large
scale scenarios but with very good computational performances. A way to
deal with this kind of situation is to couple simple modeling approaches
with more ﬁne grained representations of portions of the simulated sys-
tem requiring higher degree of ﬁdelity. This paper describes an approach
adopting this scheme for large scale pedestrian simulation and focusing
on issues related to the connection of the models representing the system
at diﬀerent granularities. In particular, to achieve a consistent behavior
of the adopted models, in certain portions of the environment a single
pedestrian needs to be represented in both models at the same time.
Keywords: Multi-scale modeling · Cellular Automata · Multi-agent
systems
1 Introduction
The simulation of complex system often pushes the modelers to face issues related
to conﬂicting goals, constraints and limits of the available computational instru-
ments. For instance, models for the simulation of pedestrians and crowds are
actually mature enough to support the everyday activities of operators and deci-
sion makers (designers, crowd managers, organizers of events implying the pres-
ence of large quantities of pedestrians in constrained areas) but they still present
serious limits in terms of scalability. The growth of the number of pedestrians
in the simulated area implies overall computation times for simulations that are
generally incompatible with the usage of these tools for supporting decisions of
heads of operations in actual case of evacuation (as discussed in [15]), and some-
times, for speciﬁc scenarios (e.g. portions of the Hajj [1]), it makes practically
impossible to use certain simulation approaches and tools.
c© Springer International Publishing Switzerland 2016
S. El Yacoubi et al. (Eds.): ACRI 2016, LNCS 9863, pp. 415–423, 2016.
DOI: 10.1007/978-3-319-44365-2 41
416 L. Crociani et al.
A possible way to deal with large scale scenarios is to simplify the adopted
model, and in particular its ﬁdelity in the representation of the simulated envi-
ronment or in its internal mechanisms. For instance, in a biological system sim-
ulation by means of Cellular Automata, a relatively large cell of the CA could
actually include a very large number of biological cells, as well as concentrations
of humors, antibodies and antigens (see, e.g., [11]). Of course the transition rule
will not represent precisely the interactions among the diﬀerent relevant indi-
vidual entities included in each cell of the CA model (whose identity is actually
irrelevant), but rather manage the imprecision of the spatial representation by
means of stochastic mechanisms. On the other hand, sometimes the goals of the
simulation require the modeler to assure that the simulated entities preserve
their identity throughout the simulation and that, at least in some portions of
the simulation, they interact with other entities or elements of the environment
in a precise way.
For pedestrian simulation situations in which pedestrian density is relatively
low and conﬂicts are rare (e.g. in absence of crossing pedestrian ﬂows, such
as a large avenue) a coarse grained model, like a graph in which vertices are
associated to road crossings and edges correspond to road sections, can provide
suﬃcient information to manage pedestrian dynamics. For instance, in [14] a
queue model is introduced for the management of pedestrians in this kind of
environmental structure: a pedestrian is generally situated in a part of an edge
and it moves with a velocity related to the current density in this road section.
This approach, coupled with an iterative approach for the decision of the actual
path to be followed in the graph, is adopted in the MATSIM model [9], which was
originally conceived for simulating vehicular traﬃc but that has been successfully
adapted to manage pedestrian simulation scenarios.
In situations of relatively high local density (e.g. bottlenecks, gateways in
which conﬂicting pedestrian ﬂows meet), however, the interactions among pedes-
trians are more frequent and their implications are much more signiﬁcant, for
instance on the actual spatial utilization of the environment, making it unrea-
sonable to simply ignore them. In these situations, a ﬁner grained model of the
environment and a diﬀerent model for the simulation of pedestrian behaviour are
necessary. Cellular Automata represent a viable choice for the integrated repre-
sentation of the environment and the pedestrians situated and moving through-
out its spatial structure (see, e.g. [2] or [3]). The main goal of this paper is
to present a multiscale approach adopted to tackle this kind of scenario and
focus on issues related to the connection of the models representing the system
at diﬀerent granularities. In particular, to achieve a consistent behavior of the
adopted models (e.g. not allowing a pedestrian to move towards a diﬀerent por-
tion of the environment, represented in a diﬀerent way, when the target are is
heavily congested), in certain portions of the environment a single pedestrian
needs to be represented in both models at the same time. The following section
will introduce the overall structure of the multiscale approach, brieﬂy presenting
the sub-models. Section 3 will instead discuss how the sub-model connection can
inﬂuence the overall achieved dynamics and how to manage it in order to achieve
a consistent behavior.
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2 Structure of the Multiscale Approach
The approach adopted for this work is characterized by the fact that a multiscale
representation of the environment is adopted to try to preserve the good com-
putational properties of the agent based model adopting a coarse grained spatial
representation, but employing a connected CA model for simulating portions of
the environment requiring a higher degree of ﬁdelity. An example of this kind
of approach is described in Fig. 1: in particular, whereas the overall simulated
environment is a typical portion of a urban system in the city of Milan (Italy),
in which pedestrians can walk on sidewalks, a bridge is connecting two roads
separated by a railway. This bridge generally does not represent a bottleneck,
but in speciﬁc days in Spring a set of events involving the presence of a large
number of pedestrians (over 100,000 mostly concentrated into Friday and Sat-
urday nights) turns it into an actual bottleneck. In this kind of situation, using
simulation to evaluate alternative crowd management schemes trying to reduce
the congestion on the bridge requires to consider the fact that simulating all the
area with a CA model would have considerable (if not unbearable) simulation
costs, whereas for most of the simulated scenario the achieved degree of preci-
sion would be unnecessary. The adopted approach, instead, adopts the MATSIM
model and its graph representation of the environment for most of the simulated
area, employing the CA model only for the bridge and the immediate nearby
Actual environment
Graph environment
(for agent based model)
Lattice environment
(for CA model)
Fig. 1. Multi scale representation of the simulated environment.
418 L. Crociani et al.
area. Pedestrians choosing to cross the bridge instead of following a longer path
avoiding the congested area will exit the mesoscopic graph environment and
they will be appear in the CA microscopic model. The approach and example
application are described more thoroughly here [6], here we will mostly focus
on the interaction among the meso and micro scale model after having brieﬂy
introduced them.
2.1 Mesoscopic Model
The mesoscopic model has been implemented within the MATSim framework1.
The standard simulation approach in MATSim employs a queuing model based
on [14]. Originally, the model was designed for the simulation of vehicular traﬃc
only, but it has also been adapted for pedestrian simulation [9].
The basic network structure of the environment, in traditional transportation
scenarios, is modeled as a graph whose links describe urban streets and the nodes
describe their intersections. In the pedestrian context “streets” also include side
walks, ramps, corridors, and so on. Links behave like FIFO queues controlled by
the following parameters:
– the length of the link l;
– the area of the link A;
– the free ﬂow speed vˆ;
– the free speed travel time tmin, given by l/vˆ;
– the ﬂow capacity FC;
– the storage capacity SC.
The overall dynamics follows therefore the rules deﬁned with these parame-
ters. An agent is able to enter to a link l until the number of agents inside
l is below its storage capacity. Once the agent is inside, it travels at speed vˆ
and it cannot leave the link before tmin. The congestion is managed with the
ﬂow capacity parameter FC, which is used to lock the agents inside the link
to not exceed it: this mechanism basically increases the actually experienced
travel time whenever the level of density in the link increases, incorporating in
the model dynamics empirical evidences, essentially summarized in the so-called
fundamental diagram [13].
Considering this representation of the environment, agents plan their paths
through this graph structure trying to reproduce a plausible real-world pedestri-
ans’ behavior. A reasonable assumption is that pedestrians try to minimize the
walking distance when planning their paths: the shortest path among two nodes
is straightforward to compute, but it is well known that this choice neglects
congestion. In other words, the shortest path is not necessarily the fastest one.
Commuters who repeatedly walk between two locations (e.g. from a particular
track in a large train station to a bus stop outside the train station) have rea-
sonably all the opportunities to iteratively explore alternative paths to identify
the fastest, although not necessarily the shortest. If all commuters display that
1 http://www.matsim.org.
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same behavior, they might reach a state where it is no longer possible to ﬁnd any
faster path. If this is the case, then the system has reached a state of a Nash [10]
equilibrium with respect to individual travel times. This behavior can be emu-
lated by applying an iterative best-response dynamic [4] and has been widely
applied in the context of vehicular transport simulations (see, e.g., [7,8,12]). It
must be noted that the Nash equilibrium is not actually the system optimum:
the latter does not minimize individual travel times but the system (or average)
travel time. Like the Nash equilibrium, the system optimum can also be achieved
by an iterative best response dynamic, but based on the marginal travel time
instead of the individual travel time. The marginal travel time of an individ-
ual traveler corresponds to the sum of the travel time experienced by her/him
(internal costs) and the delay that he/she impose to others (external costs).
While it is straightforward to determine the internal costs (i.e. travel time), the
external costs calculation is not so obvious. An approach for the marginal travel
time estimation and its application to a microscopic simulation model has been
proposed in [5].
2.2 The Discrete Microscopic Model
The model is a 2-dimensional Cellular Automaton with a square-cells grid rep-
resentation of the space. The 0.4 × 0.4m2 size of the cells describes the average
space occupation of a person [16] and reproduces a maximum pedestrian density
of 6.25 persons/m2, that covers the values usually observable in the real world.
A cell of the environment can be basically of type walkable or of type obstacle,
meaning that it will never be occupied by any pedestrians during the simulation.
Intermediate targets can also be introduced in the environment to mark the
extremes of a particular region (e.g. rooms or corridors), and so decision points
for the route choice of agents. Final goals of the discrete environment are its
open edges, i.e., the entrances/exits of the discrete space that will be linked to
roads. Since the concept of region is fuzzy and the space decomposition is a
subjective task that can be tackled with diﬀerent approaches, the conﬁguration
of their position in the scenario is not automatic and it is left to the user.
Employing the ﬂoor ﬁeld approach [3] and spreading one ﬁeld from each
target, either intermediate or ﬁnal, allows to build a network representing this
portion of the simulated environment. In this graph, each node denotes one target
and the edges identify the existence of a direct way between two targets (i.e.
passing through only one region). To allow this, the ﬂoor ﬁeld diﬀusion is limited
by obstacles and cells of other targets. An example of such an environment with
the overlain network is shown in Fig. 2. The open borders of the microscopic
environment are the nodes that will be connected to the other network of the
mesoscopic model.
To integrate the network with the one of the mesoscopic model and to allow
the reasoning at the strategic level, each edge a of the graph is ﬁrstly labeled with
its length la, describing the distance between two targets δi, δj in the discrete
space. This value is computed using the ﬂoor ﬁelds as:
la(δ1, δ2) = Avg (FFδ1(Center(δ2)), FFδ2(Center(δ1))) (1)
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Fig. 2. Sample scenario with its network representation. While the blue cells represent
intermediate targets, the outside arrows describe the links with the outside network
that will be simulated with the mesoscopic model.
where FFδ(x, y) gives the value of the ﬂoor ﬁeld associated to a destination δ
in position (x, y); Center(δ) describes the coordinates of the central cell of δ
and Avg computes the average between the two values and provides a unique
distance. Together with the average speed of pedestrians in the discrete space,
la is used to calculate the free speed travel time of the link T freea =
la
sa
.
3 Connecting the Models
As suggested in Sect. 2 both the mesoscopic and the microscopic model are
mapped on the same global network of links and nodes; a link can either be
in a congested or non congested state. Initially, all links are considered as non
congested, and they switch from this state to congested once the observed travel
time along the link is longer than the free speed travel time. Vice versa, a link
in the congested state switches to non congested as soon as the ﬁrst pedestrian
is able to walk along the link in free speed travel time. Every pedestrian that
leaves a given link while it is in the congested state imposes external costs to
the others. The amount of the external costs corresponds to the time span from
the time when the pedestrian under consideration leaves the congested link till
the time when the link switches to the non congested state again.
In this work, the iterative search of equilibrium/optimum follows the logic of
the iterative best response dynamic and it is described by the following tasks:
1. Compute plans for all agents
2. Execute the multi-scale simulation
3. Evaluate executed plans of the agents
4. Select a portion of the agents population and re-compute their plans
5. Jump to step 2, if the stop criterion has not been reached
The stopping criterion is implemented as a predetermined number of itera-
tions deﬁned by the user. This is due to the fact that the number of iterations
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needed for the system to reach a relaxed state depends on the complexity of
the scenario and is not known a-priori. In the described scenario, one hundred
iterations gives a good compromise between relaxation and runtime.
Initial plan computation is performed with a shortest path algorithm. In the
subsequent iterations the agents try to ﬁnd better plans based on the experienced
travel costs. Depending on the cost function, the agents learn more convenient
paths either for them individually (relaxation towards a Nash equilibrium) or
for the overall population (relaxation towards the system optimum).
A basic requirement for this kind of multi scale modeling is a consistent
transfer of travelers (e.g. pedestrians or vehicles) between the involved simulation
models. Besides obvious properties, like eventual preservation of the number of
pedestrians overall present in the whole environment, we must assure additional
properties.
Graph environment
(for agent based model)
Lattice environment
(for CA model)
Fig. 3. Areas of transition from the meso and micro scale environments.
422 L. Crociani et al.
In particular, no link must contain a number of pedestrians exceeding its own
capacity (explicitly speciﬁed for the meso level links and equal to the number
of cells in the micro level environment): whenever the destination link is full,
the pedestrian must be kept waiting in the source link, until space becomes
available. Whenever this happens, however, the passage of a pedestrian towards
the destination link should not generate immediately an eﬀect of acceleration
in the source link. In particular, this is important when the transition is from
a meso level link towards a micro scale CA grid: the reduction in the density
on the source link would, in fact, cause an immediate increase in the velocity of
pedestrians still inside it.
In order to avoid this kind of dynamic, the connection at the borders of the
pedestrian microscopic model environment are managed with so-called transition
areas, that is, links characterized by a dual nature, since they are at the same
time both a meso level link and a micro level CA grid. Figure 3 shows how this
scheme is realized in the example scenario. Pedestrians that transit from the
meso level link and enter the CA still count for the computation of the velocity
in the meso level link, and they are removed, causing an increase in the velocity,
only after they vacated the transition area. For a transient amount of time,
therefore, pedestrians are simultaneously present both in the meso and micro
level environmental representations.
4 Conclusions and Future Developments
This paper has described an approach adopting this scheme for large scale pedes-
trian simulation focusing on issues related to the connection of the models repre-
senting the system at diﬀerent granularities. In particular, to achieve a consistent
behavior of the adopted models, in certain portions of the environment a single
pedestrian needs to be represented in both models at the same time.
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Abstract. Considered is a 2D cellular automaton with moving agents.
Each cell contains a particle with a certain spin/color that can be turned
by an agent. Four colors are used. The objective is to align the spins in
parallel along horizontal and vertical lines, in order to form long orthog-
onal “line patterns”. The quality of a line pattern is measured by a
degree of order computed by counting matching 3 x 3 patterns. Addi-
tional markers are used and signals between agents are introduced in
order to improve the task eﬃciency. The agents’ behavior is controlled
by a ﬁnite state machine (FSM). An agent can perform 128 actions alto-
gether as combinations of moving, turning, color changing, marker set-
ting and signaling. It reacts on its own state and on the sensed colors,
markers and signals. For a given set of n x n ﬁelds, near optimal FSM
were evolved by a genetic algorithm. The evolved agents are capable of
forming line patterns with a limited degree of order. The scalability of
two FSM against a varying number of agents is studied as well as the
eﬃciency gain through the newly introduced signals.
Keywords: Cellular automata agents · Multi-agent system · Pattern
formation · Evolving FSM behavior · Spatial computing
1 Introduction
How can cellular automata agents (CAA) be conﬁgured in order to form speciﬁc
structures? CAA are agents modeled by classical CA using relatively complex
rules. There are many applications, e.g. the forming of mechanical, chemical,
biological [1] or artiﬁcial structures, or the building of computational devices
and communication networks. Nano-structures can be built by nano-robots, or
by beaming focused energy onto certain cells in order to change their phys-
ical state [2–6]. Building special nano-polymers or functional polymers could
be another application. The alignment of spins – as discussed in this paper –
allows to minimize the conductivity of a thin-ﬁlm structure based on the giant
magnetoresistance.
The Task. Given is a ﬁeld of N = n × n cells with border, n assumed to be
even. A given number k of agents is moving around in the ﬁeld. The agents’ task
c© Springer International Publishing Switzerland 2016
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is to construct a global state where a certain spatial line pattern appears that
belongs to a predeﬁned line pattern class. The agents behavior is controlled by an
embedded ﬁnite state machine (FSM). The main objective is to ﬁnd “intelligent”
agents that are able to solve this task. Each cell, except the border cells, contains
a particle with a certain color/spin, color ∈ {0, 1, 2, 3}. The border cells’ color
is NIL with value −1. In addition, markers are available in each cell, marker ∈
{0, 1}. An agent can change color and marker on its site. Markers are used as
a distributed global memory. A marker can later be used by the same agent
or by another agent. Markers enlarge the control and data space and allow
indirect communication between agents: e.g. an agent may set a marker from 0
to 1 indicating that the current site is already locally ordered. As an extension
to previous works [7,8], explicit signals between agents are introduced. Now a
further objective is to study how signals act onto system performance. Initially
the color, marker and agents’ position and direction are randomly distributed.
We deﬁne the aimed line pattern class by long horizontal lines of parallel
up-or-down spins, or vertical lines of right-or-left spins.The neighboring cells
of a line shall have another spin/color. The capabilities of the agents shall be
constrained, i.e. the number of control states, the action set and the amount of
perceived information.
Agents. What is the advantage to solve this task by agents? Generally speak-
ing, agents can behave in a ﬂexible, powerful and coordinated way because of
their intelligence and their speciﬁc sensors and actuators. Important properties
that can be achieved by agents are: (Scalability) The problem can usually be
solved with a variable number of agents, and faster with more agents in a cer-
tain range; (Tuneability) The problem can be solved faster or with a higher
quality by increasing the agent’s intelligence; (Flexibility) Similar problems can
be solved by the same agents, e.g. when the shape or size of the environment
is changed; (Fault-tolerance) When obstacles are introduced or some agents are
faulty, the problem can still be solved in a gracefully degraded way; (Updating-
tolerance) Often the time-evoluted global state depends only weakly on the
updating-scheme (synchronous, asynchronous). This is important if no global
clock is available.
Related Work. (i) FSM-controlled agents: We have designed evolved FSM-
controlled CAA for several tasks, like the Creature’s Exploration Problem [9,
10], the All-to-All Communication Task [10–12], the Target Searching Task [13],
the Routing Task [14,15]. The FSM for these tasks were evolved by genetic
algorithms mainly. Other related works are a multi-agent system modeled in
CA for image processing [16], and modeling the agent’s behavior by an FSM
with a restricted number of states [17]. An important pioneering work about
FSM-controlled agents is [18]. FSM-controlled robots are also well known.
(ii) Pattern formation: Agent-based pattern formations in nature and physics
are studied in [19,20]. A programming language is presented in [21] for pattern-
formation of locally-interacting, identically-programmed agents – as an example,
the layout of a CMOS inverter is formed by agents;related is a new “Global–
to–Local” theory emerging in [22]. In [23] a general framework is proposed to
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discover rules that produce special spatial patterns based on a combination of
Machine Learning strategies including Genetic Algorithms and Artiﬁcial Neural
Networks.
(iii) Modeling moving agents: CAA used herein are modeled within the CA
paradigm [7] and implemented from the write access CA–w concept [24–26]
allowing a cell to write information onto a neighbor. Other modeling concepts
related to CA are lattice-gas cellular automata [27], block substitutions [28] or
partitioned CA as used in [12].
This work extends the issues presented in [7]. The class of patterns was diﬀer-
ent therein and satisfactory patterns could only be found with two colors. Now
the aim is to generate patterns with four colors using explicit markers and addi-
tional communication signals. In Sect. 2 the class of target patterns and a mea-
sure for them are deﬁned and in Sect. 3 the multi-agent system with its agent’s
actions, sensing features and control structure is presented. The used genetic
algorithm is explained in Sect. 4, the eﬀectiveness and eﬃciency of selected FSMs
and signals are evaluated in Sect. 5.
2 Line Patterns and Degree of Order
How can the class of line patterns be deﬁned? The idea is to use a set of small
m ×m matching patterns (or templates) and test them on each site (x,y) of the
cell ﬁeld. So each template is applied in parallel on each cell, which can be seen
as a classical CA rule application. If a template ﬁts on a site, then a hit (at most
one) is stored at this site. Then the sum of all hits is computed which deﬁnes
the degree of order h. For our problem the size of the templates is 3 × 3. Larger
templates could be used if more sophisticated patterns should be generated. The
process is illustrated in Fig. 1. In order to detect lines more easily in a pattern,
small rectangles with redundant colors (b) are used in the representation instead
of the spin-arrows (a). A black dot is used to display a hit (c). The used templates
are depicted in (d–g): a (horizontal) row of 3 parallel up-spins (d), a (vertical)
Fig. 1. (a) An optimal balanced line pattern of a 6×6 ﬁeld with a maximum number of
hits. A line is deﬁned by a row or column of parallel spins. (b) Another representation
of (a), each spin is represented by a speciﬁc rectangle within a square. Additional
redundant colors are used in order to make the lines more distinguishably. (c) Hits are
depicted as dots. (d–g) The templates deﬁning the class of line patterns. Templates
are local test patterns which are expected to appear in a target pattern. (Color ﬁgure
online)
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column of 3 parallel right-spins (e), a row of 3 parallel down-spins (f), a column
of 3 parallel left-spins (g). The six empty sites of each template have a color
diﬀerent from the line’s color. Thereby two or more parallel lines with the same
color/spin are not allowed.
A line of length w > 2 has a hit count h = w − 2 because the beginning and
ending of a line are not counted. This means also that lines of length 1 and 2 are
not counted. Not counting the terminal cells of each line can be seen as a penalty
reﬂected in the ﬁtness function which is used during the optimization process,
thereby the searching for long lines is favored. The aimed patterns consist in
a maximum number of long lines. The theoretically maximum order is at least
hmax = (n − 2)2 (for even side length n). The relative order is hrel = h/hmax.
The maximum can be reached by optimal line patterns, e.g. the one shown in
Fig. 1(a–b). Patterns are balanced if the frequency for each color is the same, i.e.
∀i ∈ {0, 1, 2, 3} : n2/4 = ∑(color(x, y) = i) and unbalanced otherwise. Unbal-
anced patterns can be generated easier than balanced patterns and can even
have higher hit counts than optimal balanced patterns.
3 Modeling the Multi-Agent-System
The cell rule has to react on several non-uniform situations, such as:an agent is
actively operating on that cell, an agent is in the neighborhood, or a border cell
is in front. Therefore the cell state is modeled as a record of several data items.
CellState = (Border, Color,Marker,Agent), where
Border ∈ {true, false}, Color L ∈ {0, 1, 2, 3}, Marker M ∈ {0, 1}
Agent = (Activity, Identifier,Direction,ControlState)
Activity ∈ {true, false}, Identifier ID ∈ {0, 1, ..., k − 1}
Direction D ∈ {0, 1, 2, 3} ≡{toN, toE, toS, toW }
ControlState S ∈ {0, 1, ..., Nstates − 1}.
Fig. 2. An agent is controlled by a ﬁnite state machine (FSM). The state table deﬁnes
the agent’s next control state, its next direction, and whether to move or not. The table
also deﬁnes the next color, the next marker and the signal to another agent. (Color
ﬁgure online)
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This means that each cell is equipped with a potential agent, which is either
active or not. When an agent is moving from A to B, it is copied from A to
B and the Activity bit on A is set to false. The agent’s behavior is depicted in
Fig. 2. The FSM corresponds to the “brain” or algorithm controlling the agent.It
contains a state table (also called next state/output table). Outputs are the actions
and the next control state. Inputs are the control state s and deﬁned input
situations x. An input mapping function is used in order to limit the size of the
state table. The input mapping reduces all possible input combinations to an
index x ∈ X = {0, 1, . . . , Nx − 1} used in combination with the control state
to select the actual line of the state table. The capabilities of the agents have
to be deﬁned before designing or searching for the agents’ behavior. The main
capabilities are: the perceivable inputs from the environment, the outputs and
actions an agent can perform, the capacity of its memory (number of possible
control and data states) and its “intelligence” (useful pro- and reactive activity).
Here the intelligence is limited and realized by a mapping of its state and inputs
to the next state, actions and outputs. Actions and outputs that an agent is able
to perform are:
• nextstate: state ← nextstate ∈ {0, ... , Nstates − 1}.
• move: move ∈ {0, 1} ≡ {wait, go}.
• turn: turn ∈ {0, 1, 2, 3}.
The new direction is D(t + 1) ← (D(t) + turn) mod 4.
• setcolor: setcolor ∈ {0, 1, 2, 3}.
The new color is L(t + 1) ← (L(t) + setcolor) mod 4.
• setmarker: The new marker is M(t + 1) ← setmarker ∈ {0, 1}.
• signal: An agent emits a signal ∈ {0, 1} that can be used by another agent.
An agent shall react on the following inputs:
• its own control state,
• its own direction,
• the cell’s color and marker it is situated on,
• a border cell in front,
• a blocked situation/condition, caused either by a border, another agent in
front, or when another prior agent can move to the front cell in case of a conﬂict.
The inverse condition is called free.
• a signal from another agent if it stays in front.
An agent has a moving direction D that also selects the cell in front as the actual
neighbor. What can an agent directly observe from a neighboring agent? In the
used model it can only register the presence of an agent in front and the emitted
signal from that agent. So only a small part of the state of that agent is revealed
in the form of a signal, which can be used for cooperation.
All actions can be performed in parallel. There is only one constraint:when
the agent’s action is go and the situation is blocked, then the agent cannot move
and has to wait, but still it can turn and change the cell’s color and marker. In
case of a moving conﬂict, the agent with the lowest identiﬁer (ID = 0 .. k − 1)
gets priority. Instead of using the identiﬁer for prioritization, it would be possible
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to use other schemes, e.g. random priority, or a cyclic priority with a ﬁxed or
space-dependent base. The following input mapping was used, x ∈ {0, 1, . . . , 12}:
x = 0, if the agent is blocked by a border cell in front,
x = 1 + (L − D)mod 4 + 4(marker), if the agent is not blocked,
x = 9+2(signal), if L ∈ {0, 2} and the agent is blocked by an agent in front,
x = 10 + 2(signal), if L ∈ {1, 3} and the agent is blocked by an agent.
This mapping was designed by experience and experiments. Of course, other
input mappings could be deﬁned, with more or less x codes, or other assignments,
e.g. the color or marker in front of the agent or in its neighborhood could be
taken into account. Note that agent’s view is very limited, it can react only the
cell data (control state, direction, color, marker) where it is situated on, and
sometimes on the signal from an agent in front. Therefore the agent’s task is
really diﬃcult to solve. (Imagine you are the agent, moving around in a dark
space where you can only observe the color and marker on the ground, and
sometimes you detect a border or a signal in front!): the larger the agent’s view,
the easier the task can be solved.
The used updating scheme is synchronous; An important issue is that asyn-
chronous updating is more natural, as studied in [29,30]; see further Sect. 5.5.
4 Evolving FSMs by a Genetic Algorithm
An ultimate aim could be to ﬁnd an FSM that is optimal for all possible initial
conﬁgurations on average. This aim is very diﬃcult to reach because it needs
an huge amount of computation time. Furthermore, it depends on the ques-
tion whether all-rounders or specialists are favored. Therefore, in this work we
searched only for specialist optimized for (i) a ﬁxed ﬁeld size of N = n×n, n = 8,
(ii) a ﬁxed number of agents k and (iii) 100 initial random conﬁgurations (for
training and evaluation).
The number of diﬀerent FSMs which can be coded by a state table is Z =
(|s||y|)(|s||x|) where |s| is the number of control states, |x| is the number of inputs
and |y| is the number of outputs. As the search space increases exponentially, we
restricted the number of states to |s| = Nstates = 8, and the number of inputs
to |x| = 13. A relatively simple genetic algorithm similar to the one in [7] was
used in order to ﬁnd (sub)optimal FSMs with reasonable computational cost.
A possible solution corresponds to the contents of the FSM’s state table. For
each input combination (x, state) = j, a list of actions is assigned: actions(j) =
(nextstate(j), move(j), turn(j), setcolor(j), setmarker(j), signal(j)).
The ﬁtness is deﬁned as the number t of time steps which is necessary to
emerge successfully a target pattern with a given degree htarget of order, aver-
aged over all given initial random conﬁgurations. Successfully means that a tar-
get pattern with h ≥ htarget was found. The ﬁtness function F is evaluated
by simulating the system with a tentative FSMi on a given initial conﬁgura-
tion. Then the mean ﬁtness F (FSMi) is computed by averaging over all initial
conﬁgurations of the training set. F is then used to rank and sort the FSMs.
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Evolved Finite State Machines. In general it turned out that it was very
time consuming to ﬁnd good solutions with a high degree of order, due to the
diﬃculty of the agent’s task in relation to their capabilities. In addition the
search space is very large and diﬃcult to explore. The total computation time
on a Intel Xeon QuadCore 2GHz was around 3 weeks to ﬁnd the needed FSMs.
Let the best found FSM for k agents and a reached order of h be denoted by
FSM(k,h). At ﬁrst the FSM(k=16, h=18) was evolved and used in Sects. 5.1
and 5.2; then FSM(1,18) in Sect. 5.3 and ﬁnally FSM(16,12), FSM(32,12),
FSM(48,12) in Sect. 5.4.
5 Simulations and Evaluations
5.1 Simulation
The whole multi-agent system using the evolved FSM(16, 18) was simulated
(Fig. 3). The snapshots (a) show how the line patterns are being built. The com-
munication by signals is shown in Fig. 3b. It can be seen that at the end long
lines in four colors appear. The markers (depicted as green or red small squares)
are random at the beginning and almost all of them are changed during the run
by the agents. The information stored in the markers is used for feedback and
indirect communication. Although it was not detectable in which way, exper-
iments without markers showed that the performance is much lower, a result
also found in [8,11]. Note that a formed line pattern is not stable. After having
Fig. 3. (a) Snapshots showing how a line pattern is formed in a 8×8 ﬁeld by 16 agents
starting from a random conﬁguration. h=degree of order.Agents are represented by
black triangles, spins by colors, and markers by small squares (red=1, yellow=0).
Dots represent template hits. (b) The signals that the agents emit are shown, colors
and hits are hidden. When an agent is blocked by another agent in front, it can read
its signal. Some communication situations by signals are encircled in orange. (Color
ﬁgure online)
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reached the required degree of order the pattern is changing and the degree of
order is ﬂuctuating. Detecting a certain degree of order in a decentral way for
termination is a seperate issue. It could be achieved by all-to-all communication
of the hits.
5.2 Eﬀectiveness Test
At ﬁrst FSM(k =16, h=18) was investigated. The chosen density of the agents
was δ = 1/4, because from [7] this density turned out to be most cost-eﬀective in
terms of time×agents. The degree of order to be reached was incremented from
lower levels until htarget = 18, the theoretical maximum is at least hmax = (n −
2)2 = 36. The aimed relative degree of order was hrel = 50%, which is relatively
low. The problem was that it was very diﬃcult to reach a higher degree for this
task with the given features of the agents. The found FSM was successful on
all given 100 initial conﬁgurations of the test and evaluation set. The mean and
extrema times to order a ﬁeld were tmean = 1079±1011, tmin = 73, tmax = 5365.
Then this FSM was simulated for another number of agents and it was
expected that it is also 100% successful, but that was not the case. There-
fore FSM(16, 18) was tested with a lower order to be reached, h = 12 instead
of h = 18. The result of this test is shown in Fig. 4a, success rate vs. number of
agents. The success rate is the number of ﬁelds out of 100 which were ordered
with degree 12. This diagram shows that this FSM is working eﬀectively (satis-
factorily successful) for a number of agents nearby 16, the number it was evolved
for. This is an argument that a specialist was evolved.
Fig. 4. (a) Eﬀectiveness test. The top evolved FSM(k =16, h=18) for size= 8× 8 was
used. Then it was tested on how many ﬁelds it was successful for a diﬀerent number
k of agents, with a lower h=12. This FSM is only eﬀective for a number of agents
nearby 16. (b) The top evolved FSM(k =1, h=18) was used then tested with h=12.
Successful for 100 ﬁelds in the range k =1,..., 16. (b1) Mean time ratio, minimal for
k =6. (b2) The eﬃciency decreases continuously with the number of agents.
5.3 FSM Evolved for One Agent
Mean and extrema times for FSM(1, 18) to order a ﬁeld were tmean = 2272 ±
1666, tmin = 260, tmax = 7828. Now the question is, how does FSM(1, 18),
evolved for one agent, behaves if the number of agents is varied. Time-scaling
and eﬃciency were evaluated for a lowered degree of order h = 12; time t(k) was
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normalized to t(1). The graph (b1) in Fig. 4b shows that the minimal time is
reached for k = 6, whence a density of agents δ = 6/64 = 9.4%. This result was
not expected, because in [7] the optimal density was 25%. An explanation could
be that this task is more diﬃcult, and therefore each agent needs a larger “per-
sonal” local memory (more markers and colors) to store intermediate ordering
information. The graph (b2) shows the eﬃciency, i.e. the speedup divided by
the number of agents: (t(1)/t(k))/k. The decreasing eﬃciency with the number
of processors is quite common in multiprocessor systems, as we can interpret
agents as moving processors.
5.4 Eﬀect of Signals
The question is how much the communication with signals speed up the task.
A scientiﬁcally sound answer goes beyond the scope of this paper. Nevertheless
a partial answer can be given for some test cases. For that reason six top FSMs
were evolved with order h = 12, for k = 16, 32, 48, and with (resp. without)
signal. The following values were obtained:
no. of agents k 16 32 48
t1 = t(with signal) 111 185 1553
t2 = t(without signal) 134 237 2146
t1/t2 .83 .78 .72
This evaluation shows that the time ratio t1/t2 is signiﬁcantly lower than 1
(signals are eﬃcient) and it increases with the number of agents when more
communication is probable. Another result is that times t1 and t2 increase with
k in this interval; this conﬁrms the observation from the previous cases, that a
high density of agents is not eﬃcient.
5.5 Updating-Tolerance
Further simulations were done in order to show the eﬀect of asynchronous updat-
ing. The optimal FSM(16, 18) evolved under synchronous updating was used.
Then each generation was divided into k = 16 subgenerations. For each subgen-
eration one active agent was selected at random. The time counter was incre-
mented by 1/k for each subgeneration, i.e. by one for one generation. 10 runs
with diﬀerent random seeds were performed on the given 100 initial ﬁelds. The
mean and extrema times to order a ﬁeld are tmean = 859.13 ± 856.78, tmin =
34.25, tmax = 5628.94. Compared to synchronous updating (Sect. 5.2), the tmean
ratio tasyn/tsyn = 859.13/1079 = 0.8. This means that asynchronous updating
was successful on all ﬁelds using the same synchronous rule, and the time was
even 20% lower for this test case.
6 Conclusion
The objective was to ﬁnd FSM-controlled agents that can form speciﬁc line
patterns. The class of path patterns was deﬁned by a set of templates, small
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3× 3 local patterns. For 8 × 8 ﬁelds, several FSM were evolved with a diﬀerent
number of agents and a certain degree of order h. The agents are able to form
successfully the aimed line patterns with the predeﬁned degree of order by means
of markers and signals. The FSM evolved for 16 agents is only eﬀective for an
agent number nearby 16. The FSM evolved for 1 agent is eﬀective for up to 16
agents and most eﬃcient for 6 agents. Signals speed-up the task signiﬁcantly,
especially for a higher density of agents when the communication probability
is higher. The general result is that the generation of speciﬁc patterns by CA
agents can be designed in a methodical way.
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Abstract. The article deals with a formal presentation of transition
rules in the CA pedestrian dynamics model. The model is stochastic and
supposes short-term decisions made by the pedestrians [9,11]. A possibil-
ity to move according the shortest path and the shortest time strategies
are implemented to the model. This feature is reﬂected in update rules
and transition probabilities which are presented in the paper in formal
mathematical way. Computational artifacts which concern using of static
ﬂoor ﬁeld and people density estimate are discussed as well.
Keywords: Pedestrian dynamics · Cellular automata · Update rules ·
Transition probabilities · Floor ﬁeld · Density estimate
1 Introduction
In the article the discrete pedestrian dynamics model SIgMA.CA is considered.
The model is a stochastic ﬂoor ﬁeld CA model and supposes short-term decisions
made by the pedestrians [9,11]. A possibility to move according the shortest path
and the shortest time strategies and peoples’ patience are implemented to the
model. It is reﬂected in update rules and transition probabilities. It was shown
how to regulate movement regimes by model parameters [14]. The inﬂuencing
of a space geometry on models’ dynamics [10], the validation with fundamental
diagrams [12] and bottleneck ﬂows [13] were presented as well.
Mainly all previous papers were concentrated on investigations of the model.
We presented more or less in details transition probabilities but update rules,
only in a descriptive level. Here we are aimed to present in a formal mathematical
way [2,24] update rules. One can ﬁnd papers [4,8,16] where similar formalism
takes place for other models. Such presentation gives evolution of the decision
process during a time step and is a computational algorithm how to implement
the decision-making process into programming code.
Dynamics of people movement is density dependent [19,21]. Short-term deci-
sions in the model are based on density estimate in the nearest neighborhood.
A way to estimate density is discussed in the paper.
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In the models using the static ﬂoor ﬁeld S the main driving force making a
pedestrian move to the exit is to change S at each time step. Originally pure
values of ﬁeld S are used in the probability formula in FF models, e.g. [7,15,17,
22,26]. We propose to use only a value of gradient ΔS [11]. Why and how to
treat with static ﬂoor ﬁeld S, computational aspect and restrictions that arises
using static ﬂoor ﬁeld in traditional way are considered in the paper.
In the next sections a statement of the the task, update rules, transition
probabilities, density estimate, computational aspects of using static ﬂoor ﬁeld
are presented. We conclude with a summary.
2 Statement of the Task
Let modeling area (plane) Ω ∈ R2 and its open border ∂Ω are known and
sampled into cells 40 cm× 40 cm in size which are either empty or occupied
by the only pedestrian (particle) [17]. The cells can contain walls and other
stationary obstacles. So there are two arrays: W – the array of obstacles, F t –
the array of particles.
Matrix W is constant, not changed with the time, W = {wij : i = 1, I, j =
1, J}, where
wij =
⎧
⎪⎨
⎪⎩
1, if (i, j) is wall;
2, if (i, j) is exit;
0, if (i, j) is empty.
(1)
Matrix F t (t is a step number) is changed with the time and depicts an
evolution of a cellular automata, F t = {f tij : i = 1, I, j = 1, J}, where
f tij =
{
1, if (i, j) is pedestrian & wij = 0;
0, if (i, j) is empty.
(2)
Thus we have each cell (i, j) in a state f tij ∈ A, alphabet A = {0; 1}.
In the time t = 0 N elements of matrix F 0 are in state f0ij = 1, N ≤ |{wij =
0 : i = 1, I, j = 1, J}|. We consider this as N particles are in the modeling area
Ω. New state of matrix F t we consider as new positions of the particles.
In the model, static ﬂoor ﬁeld S = {sij : i = 1, I, j = 1, J} is used. Field S
coincides with the sampled area. Each sij value stores the information on the
shortest distance from cell (i, j) to the nearest exit; i.e., ﬁeld S increases radially
from the exit cells. Field S of the exit cells is zero. It does not change with time
and is independent of the presence of the particles. Field S can be considered as
a map used by the pedestrians during their movement to the nearest exit.
The starting positions of people are known and saved in the matrix F 0.
A target point of each pedestrian is the nearest exit. Each particle can move
to one of its four adjacent cells or stay in the present cell (the von Neumann
neighborhood) at each discrete time step t → t+1 – Fig. 1; i.e., vmax = 1[step].
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Fig. 1. Target cells for a pedestrian in the next time step.
So the neighboring template is T (i, j) = {φk(i, j) : k = 0, 4} = {(i, j), (i, j −
1), (i− 1, j), (i, j +1), (i+1, j)}. Below we refer to φk(i, j) as a candidate cell to
move from position (i, j).
The direction of the movement of each particle at each time step is random
and determined in accordance with the distribution of transition probabilities
and transition rules.
In the next section update rules (which include transition probabilities and
transition rules) for synchronous CA to simulate directed movement of the par-
ticles to the target (exit) are presented.
3 Transition Rules
New state of the CA is realized by the substitution Transfer : F t → F t+1. In
other words this substitution moves particles to new positions according to the
array of directions Rt:
Transfer(i, j) : Conf(i, j)  Conf ′′(i, j) → Conf ′(i, j), where (3)
Conf(i, j) = {(f tij)},
Conf ′(i, j) = {(trans, (i, j))},
Conf ′′(i, j) = {(rφ0(i,j), rφ1(i,j), rφ2(i,j), rφ3(i,j), rφ4(i,j)}.
trans, (i, j) =
{
1, if ∃k, k = 0, 4 : rk = (i, j);
0, else.
(4)
Array of directions Rt = {rij : i = 1, I, j = 1, J} is changed each time step
and stores ﬁnal direction to move for each particle:
rij =
{
φk∗(i, j), k∗ ∈ {0, 1, 2, 3, 4}, if f tij = 1;
0, if f tij = 0.
(5)
An example of a substitution is presented in Fig. 2.
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Fig. 2. An example of the substitution
3.1 A Choice of the Next Step Movement Directions Array Rt
Step 1. Transition probability distributions.
Each cell (i, j) : f tij = 1, i = 1, I, j = 1, J (it means that there is particle in
the cell) each time step is assigned with transition probabilities {pφk(i,j) : k =
0, 4} to move to the cells {φk(i, j) : k = 0, 4} = {(i, j), (i, j − 1), (i − 1, j), (i, j +
1), (i + 1, j)}:
ξ (i, j) (i, j − 1) (i − 1, j) (i, j + 1) (i + 1, j)
pξ 0 pφ1(i,j) pφ2(i,j) pφ3(i,j) pφ4(i,j)
Function calc p gives such probabilities for each particle:
calc p(i, j) =
{
{0, pφ1(i,j), pφ2(i,j), pφ3(i,j), pφ4(i,j)}, if f tij = 1;
0, if f tij = 0.
(6)
The probability of retaining the current position pφ0(i,j) initially is supposed
to be equal zero and not calculated directly. Nevertheless, the decision rules are
organized so that such opportunity could be taken; thus, peoples’ patience is
implemented1.
Step 2. Choosing a direction. Patient people strategy.
Let random variable rand ∈ R[0; 1]. Function direct is based on Monte-
Carlo [23] method and determines direction to move for the particle in the cell
(i, j):
direct({pφk(i,j) : k = 0, 4}) =
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φ0(i, j), if rand ∈ [0, pφ0(i,j)];
φ1(i, j), if rand ∈ (pφ0(i,j); pφ0(i,j) + pφ1(i,j)];
φ2(i, j), if rand ∈
(
1∑
k=0
pφk(i,j);
2∑
k=0
pφk(i,j)
]
;
φ3(i, j), if rand ∈
(
2∑
k=0
pφk(i,j);
3∑
k=0
pφk(i,j)
]
;
φ4(i, j), if rand ∈
(
3∑
k=0
pφk(i,j);
4∑
k=0
pφk(i,j)
]
.
1 This trick of choosing the current position is provoked by the fact that when moving
directionally people usually stop only if the preferable direction is occupied. The
original FF model [22] never gives zero probability to the current position, and it
may be chosen independent of the environment.
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Let φk∗(i, j) is a chosen direction for the particle in the cell (i, j). Preliminary
version of directions array Rt is:
rij =
{
φk∗(i, j) = direct(calc p(i, j)), if f tij = 1;
0, if f tij = 0.
If f tφk∗ (i,j) = 0, then we ﬁx rij = φk∗(i, j).
If f tφk∗ (i,j) = 1, then cell φk∗(i, j) is not available as it is occupied by a
particle, and a “peoples’ patience” can be implemented. For this purpose, the
probabilities of cell φk∗(i, j) and all the other occupied adjacent cells are given
for the current position:
p′φ0(i,j) =
∑
k:ft
φk(i,j)
=1
pφk(i,j);
p′φk(i,j) = 0, if f
t
φk(i,j)
= 1, k = 1, 4;
p′φk(i,j) = pφk(i,j), if f
t
φk(i,j)
= 0, k = 1, 4.
For example, let φk∗(i, j) = (i, j − 1) and f ti,j−1 = 1, f ti+1,j = 1. In this case
transition probability distribution takes the form:
ξ (i, j) (i, j − 1) (i − 1, j) (i, j + 1) (i + 1, j)
p′ξ pφ1(i,j) + pφ4(i,j) 0 pφ2(i,j) pφ3(i,j) 0
Again, the target direction (cell) φk∗(i, j) is chosen with function
direct({p′φk(i,j) : k = 0, 4}). Next version of direction array Rt is:
rij =
⎧
⎪⎨
⎪⎩
rij , if f tij = 1&f
t
rij = 0;
direct({p′φk(i,j) : k = 0, 4}), if f tij = 1&f trij = 1;
0, if f tij = 0.
Step 4. Conflict resolution.
Whenever two or more pedestrians have the same target cell a conﬂict resolu-
tion procedure is applied. A result of the procedure is a ﬁnal version of direction
array Rt.
Cell (i, j) is a target for two or more pedestrians if ∃ at least k1 = k2,
k1 = 1, 4, k2 = 1, 4: rφk1 (i,j) = rφk2 (i,j) = (i, j).
Let us form three extra arrays. Array Wish1 = {wish1ij : i = 1, I, j =
1, J} contains number of candidates to take cell (i, j) next step: wish1ij =
4∑
k=1
g1(φk(i, j)), where
g1(φk(i, j)) =
{
1, if rφk(i,j) = (i, j);
0, else.
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Array Wish2 = {wish2ij : i = 1, I, j = 1, J} = {{wish2k : k = 1, 4}ij : i =
1, I, j = 1, J} contains coordinates of candidates to take cell (i, j): wish2ij =
{wish2k = g2(φk(i, j)) : k = 1, 4}ij , where
g2(φk(i, j)) =
{
φk(i, j), if rφk(i,j) = (i, j);
0, else.
In array Wish3 each element from Wish2 such as (wish2k)ij = 0 is assigned
with random variable rand ∈ R[0, 1] which is considered as a wish measure to
move to cell (i, j): Wish3 = {wish3ij : i = 1, I, j = 1, J} = {{wish3k : k = 1, 4}ij :
i = 1, I, j = 1, J}. wish3ij = {wish3k = g3(k, (i, j)) : k = 1, 4}ij , where
g3(k, (i, j)) =
{
rand, if (wish2k)ij = 0;
0, else.
Arrays Wish1, Wish2, Wish3 are used to chose the certain candidate for
each cell (i, j) and to determine ﬁnal states of the elements from direction array
Rt which are in connection with conﬂict situation considered:
1. If wish1ij > 1, then
max rand(i, j) = max
k=1,4
{wish3k : k = 1, 4}ij .
kmax = k : (wish3k)ij = max rand(i, j), k = 1, 4.
2. Some elements of direction array Rt take ﬁnal states (Fig. 3):
r(wish2kmax )ij
= (i, j);
r(wish2k)ij = (wish
2
k)ij , k = 1, 4 : k = kmax & (wish2k)ij = 0.
Fig. 3. An example of conﬂict resolution
4 Transition Probabilities Calculation
The probability of movement from cell (i, j) to next neighbor cell φk(i, j) is
pφk(i,j) =
p˜φk(i,j)
Normij
=
1
Normij
ASFFφk(i,j)A
people
φk(i,j)
Awallφk(i,j)|1 − wφk(i,j)|, k = 1, 4 (7)
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where
1. Normij =
4∑
k=1
p˜φk(i,j), Normij = 0, p˜φk(i,j) ≥ 0. p˜φk(i,j) = 0, k = 1, 4 only if
wφk(i,j) = 1, then Normij = 0 only if p˜φk(i,j) = 0 ∀k = 1, 4.
2. |1 − wφk(i,j)| = 0 if cell φk(i, j) is wall (wφk(i,j) = 1), pφk(i,j) = 0.
3. ASFFφk(i,j) = exp[kSΔSφk(i,j)] is the main driven force:
(a) kS ≥ 0 is the (model) sensitivity parameter which can be interpreted as
knowledge of the shortest way to the destination point or a wish to move
to the destination point. The equality kS = 0 means that the pedestrians
ignore the information from ﬁeld S and move randomly. The higher kS ,
the better directed the movement;
(b) ΔSφk(i,j) = sφ0(i,j) − sφk(i,j) ∈ [−1; 1].
4. Apeopleφk(i,j) = exp
[−kP Dφk(i,j)(r∗)
]
is the factor taking into account people den-
sity in the given direction:
(a) kP ≥ 0 is the (model) people sensitivity parameter which determines
the eﬀect of the people density. The higher parameter kP , the more pro-
nounced the shortest time strategy;
(b) 0 < r∗ ≤ r is the distance to the nearest obstacle in the given direction
φk(i, j). r > 0 is the visibility radius (model parameter) representing the
maximum distance (number of cells) at which the people density and the
presence of obstacles inﬂuence on the probability in the given direction;
(c) the density lies within Dφk(i,j)(r
∗) ∈ [0, 1];
We estimate density using kernel Rosenblat-Parzen density estimate [18,
20] which is presented below;
(d) kP Dφk(i,j)(r
∗) is a factor taking into account other particles which can
be interpreted as proxemis [1,5,6,25]2.
5. Awallφk(i,j) = exp
[
−kW (1 − r∗r )1˜′(ΔSφk(i,j) − maxΔSi,j)(1 − 1˜(Dφk(i,j)(r∗)))
]
is the factor taking into account walls and obstacles:
(a) kW ≥ 0 is the (model) wall sensitivity parameter which determines the
eﬀect of walls and obstacles;
(b) 1 − r
∗
r
∈ [0, 1], [16];
(c) 1˜′(a) =
{
1, a ≥ 0,
0, else.
1˜(a) =
{
1, a = 0,
0, a = 0.
(d) maxΔSi,j = max
k=1,4
{ΔSφk(i,j)},
An idea of the function 1˜′(ΔSφk(i,j) − maxΔSi,j) comes from the fact
that people avoid obstacles only when moving towards the destination
point. When people make detours (in this case, ﬁeld S is not minimized),
approaching the obstacles is not excluded.
2 In contrast with original ﬂoor ﬁeld models [3,17] to take in to account other people
we use current local density in the direction instead of dynamical ﬁeld D which store
“historical” data of the ﬂow intensivity.
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4.1 A Using Floor Field S
Originally pure values of ﬁeld S are used in the probability formula in FF models,
e.g. [7,15,17,22,26]. We propose to use only a value of gradient ΔSφk(i,j) [11].
From a mathematical view point, it yields the same result.
The main driven force term is the only term which aﬀects the inference; the
rest terms in the probability formula are omitted here. Let ﬁeld S increases
towards the exit as in the original FF model; then, ΔSi−1,j = si−1,j − si,j ,
ΔSi,j+1 = si,j+1 − si,j , ΔSi+1,j = si+1,j − si,j , ΔSi,j−1 = si,j−1 − si,j , and
si−1,j = ΔSi−1,j + si,j , si,j+1 = ΔSi,j+1 + si,j , si+1,j = ΔSi+1,j + si,j , si,j−1 =
ΔSi,j−1 + si,j . Therefore, we have
ekSsi−1,j
ekSsi−1,j + ekSsi,j+1 + ekSsi+1,j + ekSsi,j−1
=
ekSsi,jekSΔSi−1,j
ekSsi,j (ekSΔSi−1,j + ekSΔSi,j+1 + ekSΔSi+1,j + ekSΔSi,j−1)
=
ekSΔSi−1,j
ekSΔSi−1,j + ekSΔSi,j+1 + ekSΔSi+1,j + ekSΔSi,j−1
.
If ﬁeld S increases from the exit as in our model, the gradients are calculated
in the opposite direction; i.e., ΔSi−1,j = si,j − si−1,j , ΔSi,j+1 = si,j − si,j+1,
ΔSi+1,j = si,j − si+1,j , ΔSi,j−1 = si,j − si,j−1, and ﬁeld S has to have negative
sign.
Computationally this trick has a great advantage. The values of ﬁeld S may
be too high (it depends on the space size); in this case, exp
[
kSsφk(i,j)
]
can
appear uncomputable. For double precision we have kSsφk(i,j) ≤ 710 (a decision
of the equation ex = 1, 7 · 10308 gives x = 710). For quadruple precision (double
extended) we have kSsφk(i,j) < 11356 (a decision of the equation e
x = 1, 1·104932
gives x = 11356). Thus a maximum distance to the exit could be 710 ∗ 0, 4 =
284 m and 11356 ∗ 0, 4 = 4542 m correspondingly for kS = 1. If kS > 1 (it
is typical for directed movement [11]) maximum distance reduces. This is a
signiﬁcant limitation of the models. At the same time, −1 ≤ ΔSφk(i,j) ≤ 1, and
the computation of ASFFφk(i,j) does not make diﬃculties.
The other negative side of using pure values of ﬁeld S is not uniform contri-
bution of the terms in probability formula over the considered area. The farther
from the exit the area, the more pronounced ﬁeld S term. To get balance other
components should be ﬁeld S dependent, but it gives additional complication of
the model.
Since ﬁeld S increases radially from the exit(s) in our model, then,
ΔSφk(i,j) > 0 if cell φk(i, j) is closer to the exit than the current cell (i, j),
ΔSφk(i,j) < 0 if the current cell is closer, and ΔSφk(i,j) = 0 if cells (i, j) and
φk(i, j) are equidistant from the exit.
Update Rules in CA FF Pedestrian Dynamics Model SIgMA.CA 443
4.2 Density Estimation
We estimate the density using kernel Rosenblat-Parzen density estimate [18,20]:
Dφk(i,j)(r
∗) =
r∗∑
m=1
Φ
(
m
C(r∗)
)
· (fm)φk(i,j)
r∗
,
where
Φ(z) =
{
(0, 335 − 0, 067(z)2) 4, 4724, |z| ≤ √5;
0, |z| > √5,
C(r∗) =
r∗ + 1√
5
.
(fm)φk(i,j) is m-th cell in direction φk(i, j) from cell (i, j). For example, if
φk(i, j) = (i − 1, j), then (fm)φk(i,j) = fi−m,j .
If r∗ cells are empty in direction φk(i, j), we have Dφk(i,j)(r
∗) = 0; if r∗ cells
are occupied by people in this direction, we have Dφk(i,j)(r
∗) = 1. If only some
cells are occupied, then Rosenblat-Parzen density estimate gives weighted value
for each occupied cell depending on distance from cell (i, j), see Table 1.
Table 1. A comparison of density estimates Dφk(i,j) versus positions of other particle
in direction φk(i, j), r = 10
1 2 3 4 5 6 7 8 9 10 Dφk(i,j)
(i, j) 1 1 1 1 1 0,55
(i, j) 1 1 1 1 1 0,48
(i, j) 1 1 1 1 1 0,34
In contrast to the method presented here in other papers one can ﬁnd density
estimate as a number of occupied cells in Moore neighborhood [15] or a number
of occupied cell among r in the considered direction [4,16].
5 Conclusion
This paper is theoretical. The discrete ﬂoor ﬁeld CA model SIgMA.CA was
presented in formal mathematical way to give clear description of the update
rules. Persons’ patience which is implemented in the model make traditional
CA transition rules to be changed and it is done in the model presented. Fol-
lowing the shortest path and the shortest time strategies is mainly concern of
transition probability and parameters kP and kS . Following the shortest time
strategy implies that, wherever possible, the detours around high-density regions
are made. Term Apeople reduces the main driving force, which provides following
the shortest path strategy, and the probability of the detours grows. The higher
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kP ≥ kS , the more pronounced the shortest time strategy. Of course, kP can not
increase inﬁnitely, and we propose the following upper bound kP ≤ 4kS . Note
that probabilities are density adaptive; the low people density lowers the eﬀect of
Apeople, and the probability of the shortest path strategy increases automatically.
It was shown that Rosenblat-Parsen density estimate is weighted and gives
spatial-dependent evaluation of the situation in the considered direction. Using
ﬁeld S increasing radially from the exit(s) and its gradient ΔS in the probability
formula simplify computations and remove restrictions on geometrical sizes of
the modeling area Ω.
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Abstract. We describe a model of a population of simple autonomous cognitive
agents with fear and desire learning to cross a CA based highway. The agents use
an “observational social learning” mechanism in their decision to cross the
highway or not. We study how agents’ attributes and their accumulated observa‐
tional knowledge aﬀect their success of crossing the highway under various traﬃc
conditions. We consider the case when agents are not allowed to change their
crossing point and when they are allowed to change it.
Keywords: Agents · Cognitive agents · Observational learning · Knowledge
base · Cellular automata · Nagel-Schreckenberg model · Swarm robotics
1 Introduction
Swarm robotics research has shown that often it may be more eﬃcient, reliable and
economical to employ a large number (hundreds or thousands) of very simple robots to
achieve various tasks than to employ a small number of sophisticated and expensive
robots, [1, 2]. As swarms of robots may be required to carry out some of the tasks in
unknown, dynamically changing environments they may have to learn, through obser‐
vation and repetition, how to operate in such environments. Since swarms, robots may
be identiﬁed with cognitive autonomous agents, [3, 4], their process of learning can be
studied through modeling and simulation of cognitive agents.
We study performance of a simple learning algorithm based on an “observational
social learning” mechanism, [5–7], in a model of a population of simple autonomous
cognitive agents, called naïve creatures, learning to cross a highway. Through the obser‐
vation and repetition, the creatures try to mimic what worked for others in the past and
they try to avoid what did not. We study how creatures’ propensities to risk taking and/
or risk aversion, and the creatures’ accumulated observational knowledge aﬀect their
success of crossing the highway under various traﬃc conditions. We consider the case
when agents are not allowed to change their crossing point and when they are allowed
to change.
The paper is structured as follows: Sect. 2 describes brieﬂy the considered model;
Sect. 3 presents simulation experiments setup of parameters; Sect. 4 discusses selected
simulation results; Sect. 5 provides our conclusions and outlines the future work.
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2 Model of Naïve Creatures Learning to Cross a Highway
We review here only the main features of the model introduced in [8, 9], and for its
software implementation we refer the reader to [10, 11] for details.
In this work, we assume that the environment is a single lane unidirectional highway
without intersections. We model the highway traﬃc by adopting the Nagel-Schrecken‐
berg cellular automaton (CA) model and refer the reader to [12–15] for details. At each
time step a creature is generated only at a crossing point (CP) set at initialization step,
based on the value stored in the conﬁguration ﬁle, and it is placed into the queue at this
CP. Each generated creature falls with equal probability (0.25) into one of the four
categories: (1) no fear nor desire; (2) only fear; (3) only desire; (4) both fear and desire.
The creatures’ attributes play a role in their decision making process on whether or not
to cross the highway through the values of fear (aversion to risk taking) and desire
(propensity to risk taking) that creature may experience. Creatures want to cross the
highway without being killed by the oncoming vehicles. Each creature is “an autono‐
mous entity” capable of: (1) evaluating distance and the velocity of an approaching car
in an approximate way; (2) with exclusion of the ﬁrst creature, witnessing and evaluating
what had happened to the creatures that previously crossed the highway at this CP (i.e.,
if the crossing was successful or not); (3) imitating the creatures, which crossed success‐
fully; (4) deciding not to cross and wait for better conditions or to look for a diﬀerent
CP when unsuccessful crossings outnumber the successful ones. All of these allow to
build common knowledge base (KnB) at each CP that is available to all creatures at that
CP during the experiment.
The creatures attempt to cross the highway having a limited horizon of vision and
perceiving only fuzzy levels of distance of cars within this horizon and perceiving only
fuzzy levels of their speeds. The creatures may build up in the queue as a result of not
crossing at each time step. If the simulation setup permits (i.e., when parameter Horiz.
Cre. = 1) after deciding not to cross the highway, a creature may move randomly, with
equal probability of 1/3, to a new CP in either direction, or it may stay at the same CP.
The number of horizontal cells a creature may move in one-time step is 1 and the
maximum distance the creature may deviate from its original CP in both directions is 5.
If the creature at the top of a queue leaves the queue, the creature that was behind moves
to the top of the queue. When a creature crosses the highway at a given CP, information
if the crossing was successful or not is recorded into the KnB shared by all the creatures
at this CP. The KnB table’s rows and columns index the diﬀerent combinations of the
qualitative car’s distance and velocity categories, as perceived by the creatures. Each
KnB table entry records the value: the number of the “successful crossings” minus the
number of the “unsuccessful crossings” for that particular (distance, velocity) pair up to
this time.
The KnB table is initialized as “tabula rasa”, i.e. with all its entries set to 0, allowing
creatures to cross the highway regardless of the observed (distance, velocity) levels until
the ﬁrst successful crossing of a creature, or ﬁve consecutive unsuccessful crossings,
whichever comes ﬁrst. If a creature successfully crossed the highway, the perceived
(distance, velocity) score in the KnB table is increased by one point. If the creature was
killed, it is decreased by one point.
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After the initialization of simulation, each creature at the top of the queue consults
the KnB table to decide if it is safe or not to cross. Its decision is based on the imple‐
mented intelligence/decision making algorithm, which for a given (distance, velocity)
pair combines the “success ratio” of crossing the highway for this (distance, velocity)
pair with the creature’s fear and/or desire values, as follows. For each (distance, velocity)
pair at each time step, the numerator in the success ratio is the current value from the
KnB and the denominator is the total number of creatures that have crossed the highway
successfully, regardless of the (distance, velocity) combination up to this time. If for
some (distance, velocity) conﬁguration at the simulation start, all creatures were killed,
the ratio becomes “−5/0”. In this case, we set the success ratio to zero since “division
by zero” is undeﬁned.
A randomly generated creature will base its decision on the formula: (1) “success
ratio + value of desire – value of fear”, if it has both fear and desire; (2) “success ratio
– value of fear”, if it has only fear; (3) “success ratio + value of desire”, if it has only
desire; (4) “success ratio”, if it has no fear and no desire. If for a given (distance, velocity)
combination observed by a creature the formula’s value is less than zero, then the crea‐
ture will not attempt to cross the highway under this condition and it will wait for a
conﬁguration for which the value of the formula is non-negative, or it may move to
another crossing point if the simulator setup permits.
The main simulation loop of the model consists of: (1) generation of cars at each
lane of the highway using the Car Prob.; (2) generation of creatures at each CP with
their attributes; (3) update the car speeds according the Nagel-Schreckenberg model;
(4) movement of the creatures from the CP queues into the highway (if the decision
algorithm indicates this should occur); (5) update of locations of the cars on the highway
and checking if any creature has been killed; (6) advancement of the current time step.
After the simulation has been completed, the results are written to output ﬁles using an
output function.
3 Simulation Experiments Setup of Parameters
We consider the model parameters as factors with various levels in the sense of the
experimental design paradigm [16]. The parameters/factors that remain constant through
our simulations are: (1) single lane highway with a length of 120 cells (900 m long, each
cell represents a segment of a highway of 7.5 m in length as customary in traﬃc engi‐
neering literature, [12]); (2) 1511 time steps; (3) 30 repetitions; (4) random deceleration
equal to 0 (there are no erratic drivers); (5) 3 by 4 KnB table with an extra entry at CPs.
Each KnB table has 3 groupings of distance and 4 groupings of speed. A car is perceived
as: (1) “close”, if it is 0 to 3 cells away, “medium” if it is 4 or 5 cells away, “far” if it is
6 or 7 cells away and “out of range” if it is 8 or more cells away, regardless of the velocity
of the car, and this is encoded in the extra entry; (2) “slow” if its perceived velocity is
0 to 3 cells per time step, “medium” if it is 4 or 5 cells per time step, “fast” if it is 6 or
7 cells per time step and “very fast” if it is 8 to 11 cells per time step. A car’s max speed
can be 11 cells per time step.
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There are 6 parameters/factors values which vary through the main simulation loop.
These parameters are: (1) car creation probability (Car Prob.); (2) crossing point (CP);
(3) value of fear; (4) value of desire; (5) the KnB transfer direction (KnB Transf.), and
(6) horizontal creature movement (Horiz. Cre.). The Car Prob. determines the density
of the car traﬃc and it varies between the values: 0.1, 0.3, 0.5, 0.7, and 0.9. A car is
generated with a given Car. Prob. at the beginning of the highway at each time step. The
CP determines the location at which the creature will cross the highway and it varies
between the values: 40, 60, and 80 (the cell number of the highway). The distance of
CP from where the cars are generated is important because the traﬃc nature changes
with this distance, e.g. there will likely be more cars travelling at max speed and in a
more homogenous manner near CP 80 than at CP 40. The values of fear and desire
parameters both vary between the values: 0, 0.25, 0.5, 0.75, and 1. Being a part of the
decision making formula, these values inﬂuence the creatures’ decision making process
of whether or not to cross. If Horiz. Cre. = 1, the creatures can change their crossing
point. If Horiz. Cre. = 0, they cannot.
If in each traﬃc environment with a given Car Prob. value, the KnB is built from
“tabula rasa” each time in each repeat, i.e. if it is built by creatures without having any
preexisting knowledge in each repeat, then we call this simulation setup Framework (I).
If in each traﬃc environment with a given Car Prob. value, the KnB tables are always
transferred from the current repetition to the next one within any particular conﬁguration
of the parameters’ values, then we call this Framework (II). Thus, in Framework (II) the
nth repeated simulation with the same Car Prob. value always starts with the KnB table
accumulated over “n–1” previous simulation repeats, i.e. each population of creatures
(except the ﬁrst one) has preexisting knowledge when it starts building its KnB table.
The distinction between these frameworks is important as the amount of learning under
each framework is diﬀerent and this aﬀects the creatures’ success in crossing the
highway. In Framework (II), the KnB tables become much more developed as they are
transferred much more. In Framework (II), for each given value of Car Prob. the KnB
tables are built by several populations of creatures, depending on a number of considered
repeats. The KnB Transf. parameter varies from: “none”, “forward”, and “backward”.
It determines for the initial CP whether or not the KnB table at the end of one run of the
simulation with a given Car Prob. value is transferred to the beginning of the simulation
with a diﬀerent Car Prob. value. This applies to both frameworks. When KnB Transf.
is set to “none”, the KnB table is not transferred from an environment with a given Car
Prob. value to the environment with immediately higher or lower Car Prob. value. When
KnB Transf. is set to “forward” (“backward”), the KnB table is transferred from a traﬃc
environment with lower (higher) Car Prob. value to the one with immediately higher
(lower) Car Prob. value. In this case, the simulations start in the environment with Car
Prob. 0.1 (or 0.9) and with KnB table containing all entries of 0 at the beginning of each
repeat under Framework (I), and under Framework (II) only at the beginning of the ﬁrst
repeat. Thus, the simulations with Car Prob. equal to 0.9 (or 0.1) start with the KnB
accumulated over the other four less dense (denser) traﬃc environments.
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4 Eﬀects of Model Parameters on Creatures Success
We present selected simulation results showing the eﬀects of creatures’ fear, desire and
accumulation of knowledge on their success of crossing a single-lane unidirectional
traﬃc highway under various car traﬃc density conditions, characterised by Car Prob.
values. The creatures’ performance is measured by the mean number of successful (the
focus of this paper), queued and killed creatures at simulation end. We consider the case
when creatures are not allowed to change their CP and when they are allowed to change
it. Our focus is on interaction plots.
An interaction plot is a multiple line plot [16] where each line/graphs corresponds
to a diﬀerent level of a factor. Given two factors, it has the levels of one factor on the
x-axis and the average of the response variable by the treatment combinations of the two
factors on the y-axis, so the multiple lines/graphs correspond the levels of the second
factor. Interaction exists between these two variables if the lines/graphs follow a
diﬀerent shape [16]. For example, they may intersect, or converge, or diverge.
The presented work shows selected interaction plots for the simulation data of each
framework partition into groups split by the combinations of KnB Transf. and Horiz.
Cre. parameters. In each ﬁgure the plots are organized by rows and columns, as follows:
(1) “Horiz. Cre. = 0”, the ﬁrst column; (2) “Horiz. Cre. = 1”, the second column; (3)
“KnB Transf. = none”, the ﬁrst row; (4) “KnB Transf. = forward”, the second row; (5)
“KnB Transf. = backward”, the third row. The mean number of successful creatures’
interaction plots for values of Car. Prob. and fear factors, using Framework (I) data, split
by KnB Transf. and Horiz. Cre. combinations, are displayed in Fig. 1 and using Frame‐
work (II) data, with the same type of split, are displayed in Fig. 2. The mean number of
successful creatures’ interaction plots for values of desire and fear factors, using Frame‐
work (II) data, split by KnB Transf. and Horiz. Cre. combinations, are displayed in
Fig. 3. The displayed ﬁgures illustrate in a synthetic way how various factors (KnB
Transf., Horiz. Cre., Car. Prob. fear, desire) and their interactions aﬀect the numbers of
successful creatures.
We observe on these ﬁgures that the non-zero value of fear drastically reduces
number of successful creatures when they cannot move to a diﬀerent CP, regardless of
Car. Prob. value, the left columns of Figs. 1 and 2. The higher the value of fear is the
less successful the creatures are. This is most likely because some fearful creature is
jamming the queue for too long, preventing the other ones from crossing. When creatures
are allowed to move to diﬀerent CPs the non-zero values of fear factor have less negative
impact on creatures’ numbers of successful crossings, the right columns of Figs. 1 and
2. In the case when creatures can change the CP, with more learning and with more
accumulation of the knowledge (i.e., with more transferring of KnB) the negative eﬀect
of the non-zero values of fear on creatures’ numbers of successful crossings diminishes,
compare the right columns of Figs. 1 and 2.
Under Framework (II), regardless of the KnB transfer type, the negative eﬀect of the
non-zero values of fear on creatures’ success of crossing the highway is almost negligible
when creatures are allowed to change CPs, see the right column of Fig. 2. This is not
the case for both types of KnB transfers under Framework (I), see the right column of
Fig. 1. This is because there is much less of KnB transferring under Framework (I), and
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the accumulated knowledge is not strong enough to compensate fully the negative eﬀects
of the fear factor. The same phenomenon is observed in the case of the mean number of
Fig. 1. Interaction plots of mean numbers of successful creatures for values of Car. Prob. and
fear factors, using Framework (I) data split by KnB Transf. and Horiz. Cre. combinations
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successful creatures’ interaction plots for values of desire and fear factors. The interac‐
tion plots under Framework (I) are not displayed here, under Framework (II) they are
displayed on Fig. 3. On this ﬁgure we observe that the fear factor has almost no negative
Fig. 2. Interaction plots of mean numbers of successful creatures for values of Car. Prob. and
fear factors, using Framework (II) data split by KnB Transf. and Horiz. Cre. combinations
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impact on the mean number of successful creatures when “Horiz. Cre. = 1”, see the right
column. However, this is not the case when creatures are not allowed to move to a
diﬀerent CP, i.e. when “Horiz. Cre. = 0”, see the left column of Fig. 3. In this case,
Fig. 3. Interaction plots of mean numbers of successful creatures for values of desire and fear
factors, using Framework (II) data split by KnB Transf. and Horiz. Cre. combinations
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regardless of the level of desire factor, the fear values monotonically decrease the mean
numbers of successful creatures and none of the KnB transfer types can compensate this
negative eﬀect of the fear factor under Framework (II). In the case of Framework (I) the
degrading eﬀect of the fear factor on the numbers of successful creatures is even stronger.
The same phenomenon holds true, when creatures are not allowed to move to a diﬀerent
CP, for the mean number of successful creatures’ interaction plots for values of Car
Prob. and fear factors, see the left columns of Figs. 1 and 2. Under Framework (I),
regardless of Car Prob. values and the KnB transfer types, the mean numbers of
successful creatures are very much decreased by the non-zero values of fear factor, see
left column of Fig. 1. This degrading eﬀects of fear factor are less dramatic in the case
of Framework (II). When “KnB Transf. = none”, the mean numbers of successful crea‐
tures still decrease with the increases of the fear values, regardless of Car Prob. values,
see the left column of Fig. 2. However, increase in accumulation of knowledge is able
to mitigate this negative eﬀect of the fear factor. This factor loses its degrading impact
on the mean numbers of successful creatures with more transferring of KnB from one
environment to another one, i.e. in the cases of “KnB Transf. = forward” and “KnB
Transf. = backward”, as can be seen from the left column of Fig. 2.
5 Conclusions and Future Work
The presented selected results show that there is strong evidence of interactions being
present among various combinations of the considered factors, as the interaction graphs
follow diﬀerent shapes on many plots. The strength of these interactions will require
further studies. Our simulations show that the fear factor (i.e., aversion to risk taking)
has a very strong degrading eﬀect on the mean numbers of successful creatures even in
the case when creatures with desires (i.e., with propensity to risk taking) are present in
the population of creatures. The degrading eﬀect of the fear factor can be mitigated by
more learning and by accumulation of more knowledge, in particular, being passed by
creatures from one environment to those in another one, or by considering a diﬀerent
decision making formula. We plan to investigate further the eﬀects of the model factors
on agents’ learning success, and the eﬀects of knowledge accumulation and transfer for
other types of decision-making formulas.
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Abstract. In this paper are presented wide known classiﬁcation
methods modiﬁed from almost deterministic into probabilistic forms.
The rule for the classiﬁcation problem designed by Fawcett, known
as n4 V 1 nonstable is modiﬁed into two proposed forms partially
(n4 V 1 nonstable PP ) and fully probabilistic (n4 V 1 nonstable FP ).
The eﬀectiveness of classiﬁcations of these three methods is analysed
and compared. The classiﬁcation methods are used as the rules in the
two-dimensional three-state cellular automaton with the von Neumann
and Moore neighbourhood. Preliminary experiments show that proba-
bilistic modiﬁcation of Fawcett’s method can give better results in the
process of reconstruction (classiﬁcation) than the original algorithm.
Keywords: Cellular automaton ·Binary classiﬁcation ·Reconstruction ·
Nondeterministic methods
1 Introduction
A cellular automaton (CA) is a discrete, dynamical system consisted of identical
cells arranged in a regular grid, in one or more dimensions [9]. A two-dimensional
CA considered in this paper is a rectangular grid of cells. Each cell can take one of a
ﬁnite number of states and has an identical arrangement of local connections with
other cells called a neighbourhood, which also includes the cell itself. After deter-
mining initial states of all cells (an initial conﬁguration of a CA), states of cells are
updated synchronously at discrete time steps, according to a local rule deﬁned on
a neighbourhood. In this paper is considered ﬁnite CA with the periodic boundary
conditions. There aremany possible variations on this basic CAs concept including
other types of rules (e.g. totalistic, probabilistic), but in this paper are used rules
based on methods of classiﬁcation like the Fawcett’s [1] n4 V 1 nonstable method,
and new proposed modiﬁcations. Above rules are applied to the rectangular grid
with both neighbourhood types i.e. von Neumann and Moore.
Despite the fact that CAs have the potential to eﬃciently perform complex
computations; the main problem is a diﬃculty of designing CAs which would
behave in the desired way. One must not only select a neighborhood type and
size, but most importantly the appropriate rule (or rules). In some applications
of CAs one can design an appropriate rule by hand (e.g. the GKL rule designed
c© Springer International Publishing Switzerland 2016
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in 1978 by Gacs, Kurdyumov and Levin for density classiﬁcation task [2]) or
can use partial diﬀerential equations describing a given phenomenon [5]. Since
the number of possible rules is usually huge, this is the extremely hard task,
and it is not always possible to select them by hand. Therefore, in the 90-ties of
the last century Mitchell et al. proposed to use GAs to ﬁnd CAs rules able to
perform one-dimensional density classiﬁcation task [3]. The results obtained in
[3] showed that the GA was able to discover CAs rules demonstrating emergent
computational strategies. The literature shows many examples concerning the
concept of generating CAs rules using artiﬁcial evolution.
In a classiﬁcation problem, we wish to determine to which class new observa-
tions belong, based on the training set of data containing observations whose class
is known. The binary classiﬁcation deals with only two classes, whereas in a multi-
class classiﬁcation observations belong to one of the several classes.Thewell-known
classiﬁers are neural networks, support vector machines, k-NN algorithm, decision
trees, and others. The idea of using CAs in the classiﬁcation problemwas described
by Maji et al. [4], Povalej et al. [7] and recently by Fawcett [1]. Fawcett designed
the heuristic rule based on the von Neumann neighborhood (so-called voting rule)
moreover, tested its performance on diﬀerent data sets. Recently, GA was consid-
ered as a tool to select CA rules with von Neumann neighbourhood for binary clas-
siﬁcation problem by Piwonska et al. [6].
In this paper are proposed two modiﬁcations of Fawcett’s rule into a proba-
bilistic form of such method. The eﬀectiveness of the modiﬁed rules is compared
with the eﬀectiveness of the original Favcett’s rule for two neighbourhoods von
Neumann and Moore.
This paper is organized as follows. Section 2 describes two-dimensional CAs
and binary classiﬁcation problem. In Sect. 3 are proposed new CA-based classiﬁer
as a modiﬁcation of the Favcett’s rule. Experimental results are presented in
Sect. 4. The last section contains conclusions and future work plans.
2 Two-Dimensional Cellular Automata and Binary
Classification Problem
A two-dimensional CA consists of a rectangular grid of N × M cells, each of
which can take on k possible states. After determining initial states of all cells
(i.e. the initial conﬁguration of a CA), each cell changes its state according to a
rule - transition function TF which depends on states of cells in a neighborhood
around it. This is usually done synchronously, although asynchronous mode is
used too. Two types of the neighborhood are commonly used: the von Neumann
neighborhood (the four cells orthogonally surrounding the central cell) and the
Moore one (the eight cells around the central cell).
The evolution of a CA with the von Neumann neighborhood can be described
by Eq. 1:
a
(t+1)
i,j = TF [a
(t)
i,j−1, a
(t)
i−1,j , a
(t)
i,j , a
(t)
i+1,j , a
(t)
i,j+1], (1)
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where a(t)i,j denotes the state of a cell at position i, j in the two-dimensional
cellular grid, at time step t, and with the Moore neighborhood can be described
by Eq. 2:
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i+1,j+1].
(2)
The evolution of a CA is usually presented using so-called ’space-time dia-
grams’ displaying grid of cells at subsequent time steps, with each state marked
with diﬀerent color.
2.1 Binary Classification Problem and Cellular Automata
The square state of the data space in classiﬁcation problem should be i.e. [0, 1]×
[0, 1]. Suppose that N × M data-points p(i,j) = (xi, yj), where i = 1, 2, ..., N
and j = 1, 2, ...,M are given as a training set from two classes: class 1 and
class 2. When each of p(i,j) data-points is known as one of two classes then we
have the classiﬁcation. On the other hand, when even one of the data-points is
not one of two known classes we have the classiﬁcation problem. Moreover, to
answer the question, what kind of class 1 or class 2 are unclassiﬁed data points it
should be applied one of known the classiﬁcation method or created a new one,
as in this paper. In CA the data space of such problem should be mapped from
[0, 1]× [0, 1] into the grid of N ×M cells, in this paper into the grid of N ×N for
the simplicity. Each of cells can take one of 3 states, classiﬁed the state 1 (class
1) and state 2 (class 2) and also unclassiﬁed state (class 0). Classiﬁer - the rule
of CA will analyze the unclassiﬁed cells and changes its states into one of two
known states 1 or 2.
3 Proposed CA-based Classifier
The classiﬁcation problem described in [1] is the base of this paper. The rule
of CA known as n4 V 1 nonstable and presented there was the starting point to
create a better classiﬁer. The classiﬁcation with use of the rule n4 V 1 nonstable
is deﬁned as:
– classify as class 0, if class 1 neighbors + class 2 neighbors = 0,
– classify as class 1, if class 1 neighbors > class 2 neighbors,
– classify as class 2, if class 1 neighbors < class 2 neighbors,
– classify as rand({class 1, class 2}), if class 1 neighbors = class 2 neighbors.
Maybe the Fawcett’s rule is productive enough for classiﬁcation problems in
little CA grids. This rule was presented in [1] as better than other in particular
k-NN method, but it was tested and compared for only 81 × 81 wide CA grid it
means only 6561 cells to classify. And what for the huge problems for example
800×800 and hugest, where the 640000 cells should be recovered. It will be helpful
heuristic and in particular probabilistic methods. Therefore, in this paper are
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proposed modiﬁcations of Fawcett’s rule into two patterns: partially and fully
probabilistic. A proposed modiﬁcation should strengthen an original and more
accurate classify binary data, specially for large CA grid. Let p(i) will be the
probability The partially probabilistic modiﬁcation (n4 V 1 nonstable PP ) of
n4 V 1 nonstable rule is proposed as follows:
– classify as class 0, if class 1 neighbors + class 2 neighbors = 0,
– classify as class 1, with probability p(1),
– classify as class 2, with probability p(2),
where probability are calculated form classiﬁed neighbours in the neighbourhood,
i.e.:
p(i) =
class i neighbors
class 1 neighbors + class 2 neighbors
, (3)
where i = {1, 2}.
And the full probabilistic modiﬁcation (n4 V 1 nonstable FP ) of n4 V 1
nonstable rule is proposed as follows:
– classify as class 0, with probability p(0),
– classify as class 1, with probability p(1),
– classify as class 2, with probability p(2).
where probabilities are calculated form each class of neighbours in the neigh-
bourhood, i.e.:
p(i) =
class i neighbors
∑2
j=0 class j neighbors
, (4)
where i = {0, 1, 2}.
The n4 V 1 nonstable rule presented in [1] and newly proposed modiﬁcations:
n4 V 1 nonstable PP and n4 V 1 nonstable FP will be examine on the testing
sets (CA grids) shown in the Fig. 1(a).
In the Fig. 1(b, c and d) one can observe a classiﬁcation process of the linear
goal. In the classiﬁcation was used n4 V 1 nonstable rule in CA size: 100 × 100.
In the ﬁrst step (see, Fig. 1(b)), 1% cells of known state (classiﬁed as class 1 -
cells in black state or class 2 - cells in the white state) was randomly chosen from
the linear goal. This initial conﬁguration of CA was subject to the classiﬁcation
and the unclassiﬁed (cells in the gray state) with the use of n4 V 1 nonstable
rule. Figure 1(c) presents the temporary state of CA under classiﬁcation process.
After the classiﬁcation, the obtained result shows Fig. 1(d). The eﬀectiveness of
classiﬁcation in presented example achieved level 93, 38% it means that 662 CA
cells was badly classiﬁed from 10000 CA cells.
Eﬀectiveness of classiﬁcation process was calculated from goal and ﬁnal CA
state, i.e. number of CA cells with the same states from goal and ﬁnal conﬁgu-
ration divided by number of all cells in CA (in %). Suppose, the GN×M is the
binary matrix of the classiﬁcation goal. Also, the FN×M is the binary matrix of
the ﬁnal conﬁguration. The EN×M = |GN×M −FN×M | is the absolute diﬀerence
between two matrixes. Therefore, the Eﬀectiveness (in %) is calculated by the
formula:
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Fig. 1. Two-dimensional classiﬁcation linear goal (a), and example of classiﬁcation
process with use of n4 V 1 nonstable rule in CA with size 100 × 100 and linear goal:
initial conﬁguration of CA - 1% of classiﬁed cells (b), temporary CA state - classiﬁca-
tion in progress (c), ﬁnal CA state - after classiﬁcation (d).
Effectiveness =
N ∗ M − ∑Ni=1
∑M
j=1 e(i,j)
N ∗ M ∗ 100, (5)
where e(i,j) ∈ EN×M .
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4 Experimental Results
4.1 An Analysis of the Incorrect Classifications for CA Rules
Proposed modiﬁcations of Fawcett’s CA rule was tested and compared with
original one. The results of analysis for the eﬃciency of classiﬁcation are
described above. During each test were used N × N CA, where N ∈
{100, 200, ..., 700, 800}, according to each of CA rules (n4 V 1 nonstable, and
newly proposed: n4 V 1 nonstable PP , n4 V 1 nonstable FP ) with the von Neu-
mann neighbourhood. In the goal, a 99% random states of CA cells was changed
into the unclassiﬁed. Such form of the goal was the initial conﬁguration of CA to
classiﬁcation. After classiﬁcation (reconstruction of goal) we obtained the ﬁnite
CA state, and it was compared with the goal CA state; then the diﬀerences
between both states (badly classiﬁed CA cells) and next Effectiveness were
calculated with the use of the upper formula.
In the Table 1 one can see the results of classiﬁcation in CA with the use of the
n4 V 1 nonstable (Fawcett’s rule), and new proposed probabilistic modiﬁcation
n4 V 1 nonstable PP , n4 V 1 nonstable FP with von Neumann neighbourhood
for 1000 tests. Each test was started with random initial conﬁguration with only
1% classiﬁed CA states. We can see that the eﬀectiveness grows with the CA
size, but it only depends on the fast growing area with the same class of data
where the border with the diﬀerent classes is growing very slowly. The best
results of classiﬁcation for the diﬀerent CA sizes are underlined. Also we can see
marked in bold results for better from Fawcett rule and proposed probabilistic
rules. We can see that the eﬀectiveness of new proposed modiﬁcations is better
than for the original Fawcett’s rule. It could be observed for higher CA sizes,
in particular for partially probabilistic one (n4 V 1 nonstable PP ), despite the
some kind anomaly for CA size equal to 700 × 700. But for CA size equal to
Table 1. Classiﬁcation results of goal linear set for CA rules: n4 V 1 nonstable,
n4 V 1 nonstable PP , n4 V 1 nonstable FP with von Neumann neighbourhood. The
worst eﬀectiveness and (highest number of incorrect classiﬁed CA cells) from 1000 tests.
CA size CA rules
N × N n4V 1nonstable
eﬀect. (inc. classif.)
n4 V 1 nonstable PP
eﬀect. (inc. classif.)
n4 V 1 nonstable FP
eﬀect. (inc. classif.)
100 × 100 91,78% (822) 91,37% (863) 91,22% (878)
200 × 200 96,58% (1368) 96,48% (1408) 96,37% (1454)
300 × 300 97,72% (2048) 97,76% (2017) 97,67% (2093)
400 × 400 98,38% (2597) 98,46% (2466) 98,44% (2500)
500 × 500 98,76% (3102) 98,78% (3056) 98,77% (3075)
600 × 600 98,99% (3650) 99,02% (3546) 98,99% (3645)
700 × 700 99,17% (4081) 99,14% (4215) 99,18% (4040)
800 × 800 99,24% (4866) 99,27% (4665) 99,26% (4706)
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700× 700 (see, Table 1) can be observed the best result of classiﬁcation for fully
probabilistic classiﬁer (n4 V 1 nonstable FP ), better than Fawcett’s rule and
much better than partially probabilistic one. Also in Table 1 is shown better
classiﬁcations for the fully probabilistic method then the Fawcett’s rule for CA
size from 400 to 800.
Table 2 presents the results of classiﬁcation for a linear goal in CA with
the use of the n4 V 1 nonstable (Fawcett’s rule), and new proposed probabilis-
tic modiﬁcation n4 V 1 nonstable PP , n4 V 1 nonstable FP with Moore neigh-
bourhood for 1000 tests. Also, only 1% random classiﬁed CA states, in each test
was an initial conﬁguration of CA. Like for the linear goal with von Neumann
neighbourhood (see, Table 1), we can see that the eﬀectiveness grows with the
CA size, but it only depends on the fast growing area with the same class of
data where the border with the diﬀerent classes is increasing very slowly. Almost
each from presented CA sizes, for both modiﬁcations (marked in bold), in par-
ticular for partially probabilistic one (n4 V 1 nonstable PP ), characterised by
better eﬀectiveness than the original Fawcett’s rule. Only for the CA size equal
to 700×700 the Fawcett’s rule gives better eﬀectiveness. The underlined numbers
mean the best results in general, from all analysed rules.
The observed highest eﬀectiveness for modiﬁcation of Fawcett’s rule is not so
spectacular, but we should interpret it from the another point of view; it means
the number of incorrectly classiﬁed CA cells should be analyzed. One can see that
the modiﬁcations have the lowest number of incorrectly classiﬁed CA cells than
the original rule. The partially probabilistic modiﬁcation (n4 V 1 nonstable PP )
for CA size 800× 800 has 201 CA cells less than the original rule, it is much better
because the border between two classes of data inCA is 800 cells. So, theworst eﬀec-
tiveness and highest number of incorrect classiﬁcation presented in Table 1 shows
that if the worst results for classiﬁcation with use of proposed modiﬁcations are
better than for the original rule, then the new classiﬁers are more eﬃcient because
Table 2. Classiﬁcation results of goal linear set for CA rules: n4 V 1 nonstable,
n4 V 1 nonstable PP , n4 V 1 nonstable FP with Moore neighbourhood. The worst
eﬀectiveness and (highest number of incorrect classiﬁed CA cells) from 1000 tests.
CA size CA rules
N × N n4V 1nonstable
eﬀect. (inc. classif.)
n4 V 1 nonstable PP
eﬀect. (inc. classif.)
n4 V 1 nonstable FP
eﬀect. (inc. classif.)
100 × 100 90,73% (927) 91,84% (816) 91,59% (841)
200 × 200 96,25% (1502) 96,68% (1327) 96,27% (1494)
300 × 300 97,72% (2052) 97,89% (1895) 97,92% (1872)
400 × 400 98,3% (2728) 98,47% (2446) 98,44% (2503)
500 × 500 98,8% (3012) 98,81% (2984) 98,83% (2929)
600 × 600 98,98% (3659) 99,05% (3434) 98,98% (3669)
700 × 700 99,19% (3973) 99,18% (4021) 99,16% (4108)
800 × 800 99,29% (4517) 99,3% (4499) 99,31% (4388)
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their worst classiﬁcations are much better. The same trends we can observe for the
average eﬀectiveness and average number of incorrect classiﬁcations.
4.2 An Analysis of the Scattering Ranges for Incorrect
Classifications for CA Rules
The scattering range is the diﬀerence between the highest number of incorrect
classiﬁcations and the lowest number of incorrect classiﬁcation. The scattering
(a)
(b)
Fig. 2. Ranges of scattering for incorrect classiﬁcations for 1000 tests with a linear
goal: (a) von Neumann neighbourhood, (b) Moore neighbourhood.
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ranges were calculated for each analysed CA rules for linear goal with the use of
both neighbourhoods von Neumann and Moore. The highest and lowest num-
ber of incorrect classiﬁcations were selected from 1000 tests for random initial
conﬁguration of CA.
We can observe in the Fig. 2 the scattering ranges for linear goal with von
Neumann neighbourhood Fig. 2(a) and Moore neighbourhood Fig. 2(b). One can
see in Fig. 2(a) the scattering ranges for newly proposed modiﬁed CA rules are
shorter in general than for original rule, in particular for fully probabilistic mod-
iﬁcation (n4 V 1 nonstable FP ) with the use of von Neumann neighbourhood.
Moreover, remembering such rule has, in general, the lowest incorrect classi-
ﬁcations we can conclude that fully probabilistic classiﬁer shows up the more
accurate and consistent with Moore neighbourhood for the sinusoidal goal.
Similarly, in Fig. 2(b) can be observed in general the shortest scattering
ranges for proposed modiﬁcation in particular for partially probabilistic modiﬁ-
cation (n4 V 1 nonstable FP ) of CA rule with the use of Moore neighbourhood.
5 Conclusions an Future Works
In this paper was presented problem of classiﬁcation with use of three-state two-
dimensional cellular automaton. Among classiﬁers were analyzed the wide known
Fawcett’s rule and two proposed probabilistic modiﬁcations of such rule. The
conducted experiments show the better eﬀectiveness for classiﬁcation applying a
newly proposed classiﬁers (modiﬁcations). Moreover, the proposed modiﬁcations
result in a much lower number of incorrectly classiﬁed CA cells.
Also, from Fig. 2 ensue in general the shortest scattering range for proposed
modiﬁcations of Fawcett’s rule than the original one. From that and above con-
clusions, we can understand that proposed probabilistic classiﬁers characterized
by more accurate and consistent classiﬁcation.
The newly proposed rules could be also examined with use of new testing
goals like e.g.: parabolic, closed area (circular, square, concave boundary ...),
sinusoidal (done and described in [8]), disjunctive ..., also with diﬀerent initial
conﬁgurations (unclassiﬁed number of cells) and it will be the subject of future
works.
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