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Atmtract - - In  many real decision-making situations it is impossible to determine a slngle-valued 
objective function over the set of relevant outcomes. That  is, the evaluation of alternative actions 
must take multiple, heterogeneous criteria into account. An example of this kind of "multiple criteria" 
decision-making situation is the macroeconomic stabilization problem: minimizing unemployment, 
insuring maintenance of fun-capacity output, securing a reasonable rate of growth, etc. In such a case, 
the standard mathematical optimization models cannot be used directly to help the decislon-maker 
to determine the "globally best" solution. 
In this paper, we present an experiment conducted with human decision-mab,brs to globally solve 
a dynamic macroeconomic stabilization problem. In this experiment, he decision-mak¢~ iteratively 
provided, within the framework of a structured man-machine interaction, the local information on 
the "quality" of the current solution necessary for computing a new, improved solution satisfying 
a small econometric model of the Federal Republic of Germany. The results of the experiment are 
analyzed and the interactive approach used to conduct he experiment is presented in some detail. 
1. INTRODUCTION 
Real decision-making situations are often characterized by a multiplicity of partially conflicting 
goals, all of which are desirable to some extent. While these single goals are clearly defined 
and explicitly known (for simplicity's ake they can be assumed to be of the form IIz~ll ---* inf) 
it may be very difficult or even impossible to determine a single-valued objective function J
which expresses the implicit overall preference of the decision-makers over the variable space 
{z I z = (z l , . . . ,  zm+n)}. In other words, it is impossible to build a classical optimization model 
J ( z )  ---* inf, subject o some explicitly known functional and direct constraints, 
to help the decision-maker in his choice, because J ( . )  is not known and may possibly be poorly 
behaved. An example of such a multiple-criteria problem is the "macro-economic policy-making 
problem." The single goals are here typically: minimizing unemployment and inflation, securing 
a reasonable rate of growth, a favorable trade balance, and the like, over some given, possibly 
infinite, time span. 
There is no general agreement on how to help the decision-maker in multiple-choice situations 
when the set of efficient (that is, pareto-optimal) points {zefr} is complicated and, in particular, 
when its dimension is larger than 2. An obvious possibility is to explore the feasible space with 
the help of a sequential search process, guided to some extent by local information provided by 
the decision-maker. In his pioneering paper [1], Geoffrion conjectured that large-step optimiza- 
tion methods could offer an effective way of globally solving the multiple-criteria problem if the 
decision-maker is able at each iteration to give the local information about his implicit objective 
function J which is necessary in carrying out the optimization calculations. This information is 
typically: (a) Some expression for the gradient of J at the current point; and (b) the optimal 
step-size. In other words, the logic underlying Geoffrion's proposal is to adopt a mathematical 
optimization technique of known efficiency, but to implement it interactively in order to do away 
with the need for explicit knowledge of the overall objective function ft. 
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Since Geoffrion's original paper, this approach as been studied in detail and applied in several 
case studies; efficient man-machine interactive procedures for determining the gradient and the 
optimal step-size have been devised (see, for example, [2--4,8]). Most of this work, however, has 
been concerned with the solution of static problems within the specific and somewhat restrictive 
framework of the Frank-Wolfe algorithm. 
In this paper we briefly present an experiment conducted with human decision-makers, in 
which we tried to apply the Geoffrion approach to macroeconomic policy-making. A general 
direct optimization procedure of Spremann and Gessner [5] was used, which we were able to 
implement successfully in the particular case of discrete-time econometric models. 
The main questions we were interested in were: Does the algorithm meet the specific require- 
ments of an interactive implementation i  a dynamic setting? Are the decision-makers able to 
meet the more complex demands placed on them by the dynamic framework? Does the procedure 
lead to a solution which can reasonably be assumed to be a global optimum--this, in spite of the 
fact that the decision-makers' true preferences are unknown, possibly poorly behaved, and may 
well be influenced by or even formed in the course of the solution determination? 
This paper is organized as follows. In Part II we present he logic underlying the GEOF- 
FRION method and the corresponding interactive procedures. In Part III we discuss the way 
the experiment was conducted, and in Part IV we present he experiment's results. Appendix A 
outlines the logic of the optimization method we used. Appendix B summarizes its application 
to discrete-time econometric models. 
2. LOGIC OF THE GEOFFRION APPROACH 
Consider the constrained optimization problem 
J(x, u) --., inf, subject to some functional and direct constraints. 
Let z ° - (z ' ,  u ' )  be the solution of this problem. For simplicity's ake, assume in this section 
that z 6 R "+" ,  that 3" and the functional constraints are C 2, and that z" exists and is unique. 
Geoffrion's proposal was motivated by the recognition that many efficient optimization al- 
gorithms for the solution of the above problem do not require global knowledge of 3". These 
algorithms aim at iteratively constructing a feasible sequence z °, z 1, z 2, .. .  converging to z' .  
For this purpose, they typically use the following information at each iteration k: 
a) As a basis for calculating a "best" improvement direction from the current point z k, an 
estimate of 3"% gradient, V3"~; 
b) In order to determinate a "best" or "admissible" step-size t k from z k to z k+l, some infor- 
mation about the behavior of 3" in a neighborhood of z ~ along the computed improvement 
direction. 
The essence of Geoffrion's idea is to let the decision-maker provide the information eeded 
at each iteration (that is, at the discrete points z k) directly to a computer programmed to per- 
form the necessary algorithm computations. The decision-maker needs only to give a subjective 
evaluation of the criteria variables, that is, of these variables zl for which Off/Ozi # O. He can 
completely disregard the problem constraints and the values taken by the other variables. Of 
course, an actual application of this interactive approach presupposes an algorithm which con- 
verges in a few iterations to a vicinity of the optimum, and which is robust to inexactitude in the 
decision-maker's answers. Note that in most cases the number of criteria will be much smaller 
than the total number of variables. Where the distinction is important, we will designate the 
criteria with zi, i 6 I. Without loss of generality, we shall assume that the zi, i E I, are the first 
s coordinates of z and denote the corresponding sub-vector with ~,. 
How do we obtain an estimate for V3",(z k) from the human decision-maker? First, note 
that in general the iterative procedure a)-b) is not affected by a positive scaling of Vff,(zk). 
This gradient can, for example, be divided by 03"/Ozt, which we can assume, without loss 
of generality, to be positive. Let w~, i 6 I, denote the i-th element of the resulting vector 
w k = VJz(zk)/(cqff /Oz~). We have w~ = 1, w~ = (c~3"/c~z~)/(83./cOz~), i # 1. Thus, -w~ is 
nothing other than the marginal rate of substitution, or trade-off, between zl and zi at z ~. If the 
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decision-maker is indifferent to a change in the values of z~ and z/k in the marginal amounts Azl 
and Azi respectively, all other variables being held constant, then w~ - -Azl/Azil,C=con~tant. 
The trade-off w~ can therefore be determined approximately b letting the decision-maker answer 
the question: "What increase in z~ from its current level, z~, would compensate exactly for a 
given decrease AZl in zl from its present level z~?" 
In practical applications it may be difficult for the decision-maker to directly answer this 
question. We therefore used in the experiment an interactive program developed by Dyer [7], 
which permits the determination of the trade-offs w~ by letting the decision-maker answer a 
sequence of yes/no questions generated by the computer. This method seems to work reasonably 
well with up to 7-10 criteria. 
In order to find the trade-offs w~, Dyer's routine aims at finding a modified vector of criteria 
variables ~t = (z~ - Azl,z~, . . . ,  zk,_l,z~ + Az , , z~+l , . . . ,  z~), with Azl, Az,  > 0, which is 
considered by the decision-maker to be equivalent to the current value i t of the criteria. The 
interactive procedure first determines (for a given Azl) upper and lower bounds for Azr. With 
the help of a bisection algorithm, these bounds are gradually brought together until a close 
approximation for ~k is reached. Repeating this routine for all i E I, i ~ 1, leads to the estimate 
of w t (that is, of the direction of-VJ~(zk))  needed for the optimization calculations. 
In our experiment, Dyer's program was modified in order to include an automatic check of the 
consistency ofthe decision-maker's answers. At each iteration the decision-maker had to calculate 
a second set of trade-offs wi's using another criteria zj, j E I, as the scaling factor. If the decision- 
maker is perfectly consistent inhis evaluation, one should have wy .w i = (Azl/Azj).(Az~/Az~) -~ 
1, etc. Whenever such relationships between the two sets of trade-offs were not satisfied within 
a given tolerance limit of 10%, the computer asked the decision-maker to repeat he procedure. 
In the interactive procedure, the "optimal" value of the step-size t t is to be directly determined 
by the decision-maker. In the experiment, the decision-maker was guided in his choice by a tabular 
display of the criteria values for alternative values of t k. In that way, he had a comprehensive 
overview of the different "menus of choice" zk+l(t k) as a function of the single variable tk. 
Previous experiments have shown that this procedure yields good results with as many as 10 
criteria, see [2,4]. 
A stopping rule had to be defined in order to let the iterative process end when a "satisfactory" 
convergence was reached. In the interactive context it seemed sensible to ask the decision-makers 
to end the procedure themselves whenever they felt that no serious improvement of the current 
solution was possible. It was also necessary to take into account he fact that the optimization 
process might lead to a "poor" local optimum. Partly for this reason, the experiment was 
conducted twice, with two different starting solutions. The users also had the option (which was 
not used) to resume the search from any desired z(0) whenever they considered the obtained 
solution "unreasonable" or the previous earch not comprehensive enough. Pragmatically, we 
implicitly assumed that convergence to the same neighborhood from a (in the decision-maker's 
opinion) "sufficient" number of different starting points would be a reliable indication of globality. 
Geoffrion's procedure has a serious limitation with regard to dynamic, stochastic problems. 
Since it uses only local information, it can not be used to construct a feedback solution. In a 
stochastic environment, this restricts its use to the determination f first-period solutions. 
3. IMPLEMENTATION OF THE EXPERIMENT 
The economic policy-determination problem to be solved interactively is given by: 
(EPP)  
if(z(1), z(2) . . . .  , z(N),  u(1), u(2),... , u(N)) --+ inf, ff unknown, 
subject to 
z(t) = f ( t ) ( z ( t -  1,u(t)), t = 1,.. .  ,N, z(O) = a, 
with the transition functions f (t)  given by the state-space r presentation f a known econometric 
model describing the dynamic behavior of the economy. (In our notation z(t) is the vector of 
state variables and u(t) the vector of control variables or instruments in period t; the strictly 
exogenous variables are taken into account directly through the time-dependency of the functions 
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f; the random disturbances are neglected.) Let z(t) - (z(t), u(t)). Let furthermore z k desig- 
nates (z(1), . . . ,  z(N)) at iteration t. As stated previously, OJ/Ozi(t) -- 0 for most i's (that is 
specifically, for i ~ I). 
The econometric model used in the experiment is (a non-linear modification of) the WERF- 
UEBE-BECKMANN model for the Federal Republic of Germany, as described in [6]. The model 
has 15 endogenous and 6 exogenous variables. Three of the exogenous variables--the governmen- 
tal expenditures, the discount rate, and the taxes--were used as control variables and simulta- 
neously as criteria. Chosen as criteria were also four endogenous variables--the social product, 
the inflation rate, the unemployment, and the trade balance. 
The planning horizon N of the decision-makers was arbitrarily set to ten periods. However, 
7 criteria variables in each period over 10 periods would have meant 70 criteria, that is, 69 
trade-offs to be determined at each iteration. This task clearly would have been too difficult for 
any human decision-maker to solve. We therefore reduced the number of criteria taken, using 
as criteria in the interactive procedure not the time values of the relevant variables z~, i E I, 
but the cumulated values over t -- 1,... ,N of the absolute deviations from a reference path 
(zT(1),... , zT(N)). The reference paths were defined by the decision-makers before the start of 
the interactive procedure without regard to their feasibility (or non-feasibility!), as"ideal" choices 
in a world without constraints. In other words, the criteria used in the interactive procedure ~the 
arguments of the unknown objective function if) were assumed to be derived variables z} N) of 
the form z~ N) - ~"~N=l [zi(t) -- z~(t)]. 
The decision to use the cumulated value of the absolute deviations, and not for example of the 
square deviations, was made after consultation with the decision-makers. They considered that 
any squaring would decrease the interpretability of the results. These preliminary consultations 
also motivated us not to introduce any discounting of the different periods' deviations into the 
construction of the cumulated values z~ N). (In practical use, an eventual discount factor should, 
of course, be determined by the decision-maker himself.) 
In order to reduce as much as possible the loss of information resulting from the reduction of 
the original dynamic riteria to static values, the users were given the possibility to recall at each 
iteration the current rajectories of the criteria zi, i E I, as well as of the non-criteria variables. 
The experiment was implemented on a mainframe, using an APL program. The DYER routine 
was used to determinate he trade-offs. The optimal step-size was determined as described in 
Part II, the corresponding value having been chosen from a table with 10 groups of entries 
corresponding to 10 equidistant values of the step-size. The maximum acceptable absolute change 
in the value of each control variable was arbitrarily set to the maximum absolute change in this 
value over the estimation period of the model. 
The interactive procedure was tested with regard to its convergence b havior and its robustness 
previously to the experiment proper by simulating a decision-maker with an objective function 
quadratic in the z~ N). In the first group of simulations, we assumed that this decision-maker 
was able to exactly answer the questions related to the determination f the trade-offs and of 
the optimal step-size. Depending on the choice of z ° and J ,  a 1% convergence to the (known) 
true optimum was obtained after 3 to 5 iterations. In the second group of simulations, the 
decision-maker was supposed to give inexact answers. Assuming that w7 was the true value of 
the trade-off, he would indicate a value wi = w7(1 + 0.1~), with e a random variable equally 
distributed on [-1,1]. In other words, the decision-maker was assumed to make inexact answers 
leading to errors of no more than 10% in the determination f each wi. A similar assumption 
was made with regard to the determination f the optimal step-size. Even after introduction of 
"inexactitude" in the simulation, the process till converged to a relatively small area around the 
true optimum, although the speed of convergence was somewhat smaller. 
The experiment proper was conducted with 31 students in 11 teams of 2 to 4. Each team 
constituted one decision-maker. No restrictions were placed on bargaining within the team. 
Most of the students were first-year graduate students with some background in optimization 
theory. 
On the first day of the experiment, the participants were thoroughly introduced to the econo- 
metric model and the method's logic. Particular emphasis was placed on the definition of the 
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criteria as cumulated absolute deviations. The options of the interactive program were also ex- 
plained to the students. They were left free to experiment with the procedure, which they did for 
an average of ca. 4 hours. For this introductory experimentation, z(0) was set equal to 0. The 
values given to the exogenous variables were their historical values over the period 1965-1974. 
(Note that specifying z(0) and the exogenous variables defines uniquely z°.) At the end of their 
trial of the method, each team was asked to define the reference path which was going to be used 
in the next two days. 
The main experiment was conducted on the second and third days. On the second day, the 
students were asked to try to find their optimum with as little "wild experimentation" as possible. 
However, no time limit was set. On this day, z(0) was set equal to the historical values at the 
beginning of the model's estimation period. The values of the exogenous variables were left 
unchanged from the previous day. 
This experiment was repeated on the third day. The value of the exogenous variables were set 
equal to their historical average over the period 1965-1974. Among other things, this eliminated 
the pronounced fluctuation of the trajectories which characterized the second day's experiment. 
On that day, z ° was the approximate "steady-state" solution obtained by keeping over 100 periods 
all exogenous variables (including the controls) equal to their historical average. 
A few days later the individual students were confronted with records of their respective team's 
second and third day experiments and asked to answer a questionnaire. 
4. EVALUATION OF  THE RESULTS 
Six measures of performance were used to evaluate the experimental results of the second and 
third days: 
- Speed of convergence. 
- Consistency between the results of the second and third day. 
- Understanding of the method's logic by the users. 
- Ease of use of the method. 
- Confidence of the users in the method. 
- Value of the information provided to the decision-makers. 
Except for the second one, these measures to a large extent correspond to the ones used by 
Wallenius [4] in his comparative study of interactive methods. 
One group displaying extreme behavior--it experimented "wildly," made 29 iterations the 
first day and 35 the second, and ended with (in its own appreciation) unrealistic and inefficient 
solutions--was not taken into consideration in the evaluation. 
a} Speed of Convergence 
The following Table 1 summarizes the average, minimum, and max imum number time elapsed 
until the end of the experiment, that is, until the students decided to stop trying to improve the 
solution. 
Table 1. Speed of Convergence. 
Ave. 
Min. 
Max. 
Second Day 
Number of 
iterations 
12 
9 
16 
Time (hours) 
4:52 
3:49 
6:15 
Third Day 
Number  of 
i terat ions 
8 
6 
14 
Time (hours) 
1:53 
1:17 
3:14 
However, this table does not tell the whole story. Direct questioning of the students revealed 
that a solution considered to be not significantly worse than the "optimal" one was reached, on 
the average, at the fifth iteration on the second as well as on the third day. 
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b) Consistency of the results 
The consistency between the results of the first and the second day was checked in two different 
ways: 
- By optically examining the plots of the values taken by (pairs) of the (cumulated) criteria 
variables at the different iterations. The plots of any given team on the second and 
third day were in general clearly converging to the same neighborhood, as exemplified in 
Figure 1. 
second day 
. . . . .  th i rd  day 
Figure 1. Typical behavior of the Z~ N) from i te ra t ion  to  i te ra t ion .  
- By letting the students directly compare their own solutions on both days (plots and 
numerical results). They unanimously considered the solutions they had earmarked as 
"optimal" on each both days to be "equally good." Moreover, the corresponding time paths 
differed only slightly from one day to the next--the difference was considered insignificant 
by the students. On the other hand, the differences between the starting (historical) 
trajectory and the optimal ones were optically much more pronounced, and considered 
significant by the students. 
These '~nice" results were undoubtedly argely due to the simple structure and dynamic response 
of the underlying econometric model. Nonetheless, they strongly suggest that the decision-makers 
had (at least from the "middle" of the second day on) fairly stable preference structures, and 
that they were able to accurately express their preferences through the interactive procedure. 
Furthermore, they strongly support our contention that the optimums reached were, indeed, 
global. 
c) Understanding of the method's logic 
The students were asked to evaluate their understanding of the method's logic, using a five- 
point scale ranging from "very bad" to "very good." The corresponding results are presented in 
the following Table 2. 
Table 2. Understanding of the  method 's  logic. 
Very Bad Bad Fair Good Very Good 
Number of 
2 3 6 14 I 
~31wer6 
The students' answers to additional questions show, however, that these favorable results apply 
to the GEOFFRION approach itself, but not to DYER's procedure for determining the trade-offs. 
In their own opinion, the students did not sufficiently understand this last procedure's logic. 
d) Ease of Use 
The students were also questioned about the method's ease of use. The following results were 
obtained: 
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Number of  
&.Ii~we~-$ 
Very Bad Bad Fair Good Very Good 
15 
e) Confidence in the Method 
Questions pertaining to the students' confidence in the method were asked both at the end of 
the second day and during the final analysis. The results appear in the following Table 4: 
Table 4. Confidence in the method. 
Number of  
~nsw~r8  
Second day 
Final analysis 
Very Bad Bad Fair 
14 8 
- 8 
Good Very Good 
4 
17 
The students' confidence in the method was relatively low at the end of the second day. An 
analysis of their answers leads to conclude that this result mostly reflects the difficulties encoun- 
tered with DYER's procedure. The students' relative mistrust probably also reflects the fact that 
the evaluation of a solution's goodness in a fictitious setting, that is, without recourse to past 
experience of what is feasible, is a very precarious task. 
The change in attitude between the second and third day apparent in the results is largely due 
to the fact that the students were very impressed by the coincidence of the results obtained on 
both days. 
f) Informational value 
The answers on the informational value of the procedure were distributed as follows, on a 
five-point scale, 
Table 5. Informational value. 
Number of  
&nBwe~l  
Very Bad Bad Fair Good Very Good 
10 
Additional questions revealed that this poor performance is very much due to the definition 
of the criteria as cumulated eviations. The students considered the corresponding loss in in- 
formation about the variables' time-paths very serious. However, one must also remember that 
the students had at all times the possibility to recall on the computer's terminal the time-paths 
corresponding to the current solution--something which apparently was not done very system- 
atically. 
Paradoxically, while complaining about the scarcity of information provided, most students 
were convinced that by the end of the experiment they had gained a "good feeling" for the 
model's reaction to changes in the control variables. This feeling presumably only developed 
because of the model's simple dynamic structure. Nevertheless, it seems to indicate that the 
approach as some "pedagogical" value. 
It is only fair to note at this point--this is empirically supported, for example, by Wallenius' re- 
sults in [4]--that managers rank the informative value as the most important aspect in evaluating 
an interactive method. 
Summarizing, this first experience seems to indicate that the approach presented here can be 
applied in practical cases with reasonably good results. Although its informational content is 
smaller than in the static case, it nevertheless leads to solutions which appear to correctly reflect 
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the decision-maker's preference structure. Indeed, it seems that in this respect at least it does 
not perform significantly worse than the static approaches. 
One should nonetheless be conscious of the fact that all results are to be interpreted with 
the utmost caution. The preferences of the decision-makers were presumably not restricted to 
the macroeconomic policy variables, but included extraneous elements like boredom, difficulties 
encountered in using the method, social interaction with the other decision-makers and the ex- 
perimentator, etc. In other words, it is likely that the approach not only lead the decision-makers 
to the optimum, but also conditioned what this opt imum was going to be. 
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APPENDIX  A 
Logic o/the Spremann/Gessner Direct Optimization Method 
I. The General Optimization Model (OM). 
Consider the General Optimizatipn Model: 
(OM) 
S(z, u) -* inf, S : X x U -. R, 
u 
subject to 
T(z,  u) = 0, T : X x U --* P, P an auxiliary space, 
uEQ~ CU.  
The  x's are the state variables and the u's the control variables or instruments. X - {x} = {xl, x2,... , xm} is 
the state space, U -- {u} = {ul, u2, . . .  , u ,}  is the control space, while Qu is the subspace of the feasible controls. 
In the multiple-criteria context, the objective function S is not explicitly known. However, the operator T, 
which defines the feasible subset in X x U, is explicitly known. 
In the following, we wRl use the convention z - (x,u), Z - X x U, [[z][ = max{[Ix[I, Hu[[ ), S : Z --* R, and 
T : Z --* P.  Without loss of generality, we assume that the first s var iahl~ z are criteria, that is, OS/Oi # 0 for 
i=  1, . . .  ,s and SS/Si  =O for i=  s + l . . . .  ,m + n. 
The following two assumptions are supposed to be satisfied: 
ASSUMPTION A.1. 
- X,  U and P are normed spaces, Qu ~ ~1 
- S and T are Fr~chet-differentiable; 
- T is a pmceas operator, that is, for every u E Qu there is exactly one x E X such that T(x,u)  = O. 
ASSUMPTION A.2. There is an open convex set Qu, Qu C Qu C U, such that for every z = (z, u) E X × Qu C Z 
the F~_.het-diITerenti~l~ S and T in the direction of z, that is, DSz E L(Z,R)  and DT,  E L (Z ,P) ,  exist and are 
continuous over X × Qu. Here, L( Z, R) designates the dual space of Z and L( Z, P) the space of continuous linear 
mappings from Z into P. 
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Assumption A.2 is necessa~ to permit the linearization of (OM) .  The model (OM)  is extremely geaaeral 
and covers moat of the practically intea~esting static and dynamic optimization problems. However, the weak 
differentlability requirements exclude integer problems. 
~. Lineaei,  ation o] (OM)  and the ltera~i~e Procedure. 
Let us consider a feasible, non-optimal point z ° -- (x ° , u°). We want to use some local information on Q~, and 
on the behavior of S and T at z -- z ° to determine the "best" improvement Az such that the corresponding ew 
point z I m z 0 -t- Az is feasible and satisfies AS m Sz 1 -- Sz  0 ~_ O. That is, the new point z 1 must be feasible and 
considered by the declsion-maker to be "better," or at least "no worse," than z 0. 
As local information for determining Az let us use the linearization of (OM) at z °. Let DSz  ° and DTz  ° 
designate the gradients of S and T respectively, at z -- z °. One recognizes that: 
- The decrease in the value of the objective function, AS, is approximated by DSz  0 • Az .  In other words, 
to find the "best" improvement Az, one can solve: 
DSz  ° • Az  -.,, in f .  
Az  
- In order to be feasible, the new point z 1 must satisfy Tz :  m O. Choosing Az so as to latisfy 
DTz  ° • Az  = O, 
insures that Tz  1 ..~ 0 will not be violated save for constraints of an higher order. 
- The improvement Az _-- (Az, Au) must be such that the resulting control u 1 ---- u ° -!- Au is feasible, that 
is, u I E Ou. Therefore, Au must lie in the complex sum 
AQ~, - -u  ° + Q,,. 
Thus, the problem of the determination f a feasible improvement Az can be locally approximated by the linear 
problem: 
DSz  . Az  ~ inf, 
( LOM)  subject o 
DTz  ° • Az  = O, Au  E AQ~,. 
(In the mnltiple-criteria context, DS is to be determined interactively.) 
However, the exrora of higher order caused by the gradient-baaed approximation of S and T will be negligible 
only if Az satistles ome norm constraint Ilazll _< ~, ~ e R+. In the experiment presented in this paper, however, 
T is nearly linear. Thus, there were strong a peioeireasons to believe that the errors of higher order ~ by its 
linearlzation would be negligible in comparison to the errors caused by the linearization of S. We therefore used a 
relatively large norm constraint % but supplemented it with direct constraints IAuil ~ Au max. Furthermore, we 
introduced an interactive step-size determination procedure to limit the errors due to the linearization of S, (see 
Part III and Appendix B). 
S. Solution o / (LOM) .  
The restriction Az E X × AQt, concerns only one subset of the variables: the controls. Thus, it seems natural 
to try to express the "contribution" of the state variables x to the decrease DSz  ° • (Ax, Au) as a function of Au 
alone, in order to reduce the direction-finding problem (LOM)  to the maximization ofa linear functional f~ defined 
on U. This is the motivation for the projection method of Spremann and Gessner [5]. To simplify the notation let 
us first define: 
I - -  DSz  ° E X*  - L (X ,R) ,  
L - DTx  ° E L(X ,  P) ,  
m - DSu ° E U* =_ L (U ,  R ) ,  
M E DTu °. 
It is now possible to rewrite (LOM)  in the form: 
(LOM) '  
I I .Ax+m.  Au..- ,  inf , 
Az  Au 
subject o 
L .Ax+M.Au=O,  At, E AQ,, .  
According to the idea stated above, we want to project I E X* on U* subject o L • Az + ~r .  Au _-- 0. Thla is 
po~ible if the following assumption is satisfied: 
ASSUMPTION A.3. z ° has a covariable pO for the space X ,  that is, there is a pOE P* •- L (P ,R)  with p°(Lh)  .~- 
qh)  Vh E X .  
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Given p0, it is possible to project I on P .  Taking into consideration the constraint L • Az  + M • Au = 0, the 
l inear optimizat ion problem can be expressed ,-,: 
{ f~ -- [m -- M*p  O] • Au  0 -'* in f ,  
Au 0 
(LOM)" subject to 
Au ° E AQ=, 
that  ia, to the constrained minimizat ion of a linear functional defined over U. The solution of (LOM)"  is a feasible 
control  correction Au.  Since T ia a process operator, there exiats exactly one vector z I = (z I , u I ) corresponding 
to the improved feasible solution of (OM) .  This vector z 1 is used M the start ing point of a new iteration. When 
(OM)  has a bounded solution, the iterative process yields infinite pseudo-convergence to this solution, see [5]. 
Note that  the solution of (LOM)"  is not affected by a positive scaling of DS.  
~. Compsttation¢l Steps. 
Summarizing, one recognizes that  the direct optimization approach can be executed interactively as follows: 
Step 0. Expre~ the opt imizat ion problem in the (OM)  form. Check that  the a~v~nptious A.1-A.3 are fulfilled. 
Step 1. Choose an appropriate z °. Since T is a p roce ,  operator, one can choose an arbitrary u ° E Q ,  and compute 
Step 2. 
Step 3. 
Step 4. 
Step 5. 
Step 6. 
Step 7. 
directly the corresponding z ° . 
( interactive). Let the decision-maker give an approximation of I and m, using Dyer% method [7]. 
Compute L and M.  Determine AQ,  = AQ, , (Q=,u0,7) .  
Compute L*. Using the est imate for l, compute p0 as the solution of L*p ° -- I. 
Compute M* .  Using the eatimate for m, let fI - m - M*p  O. Find the control correction A~ which 
minimizes tq subject to A~2 E AQ= and some norm constraint.  
(interactive). Let the decision-maker chose the "best" step-size t o for the control correction. Let Au ° = 
t o A,2. 
With  the Au ° computed in Step 6, compute u1 = u ° +Au °. Compute z1 . Stop if z x is considered "globally 
best" by the decision-maker. Otherwise, call the new variable z °. Go to Step 2. 
APPENDIX  B 
Application to the Economic Pol ic l  Problem 
The problem (EPP)  can be expressed in the (OM)  form by setting: 
X = P _= R (N+I)", U - R N" ,  
/ L ~ - -  '% 
-- J(z~N)), 
% ~ - - - - / t = 1  iml 
z ( t ) -  a for t = O, 
( r z ) ( t )  =. z ( t )  - f ( t ) ( z ( t  - 1), u(t)) for t -- 1 . . . . .  N, 
q= - [uo - ~u~=~,uo + Au~] .  
Define the Jacobian of f ( t )  at (z°( t  - 1) ,u°(t))  in the direction o fz  and u, respectively, by: 
A(t)  =. D l f ( t ) ( z° ( t  - 1),=°(t))  E R"" ,  
B(t )  =_ D2. f ( t ) (z°( t  - 1), u°(t))  E R n'n. 
One h~,: 
{ A=(t) for t = O, 
(LAz) ( t )  = Az( t )  -- A ( t  - 1)Az(t  -- 1) for t = 1 . . . . .  N, 
0 for t = 0, 
(MAz) ( t )  = -B( t  - 1 )~u(t )  for t = 1 . . . . .  N ,  
l = D1Sz ° = D,J'z (~)° • az (N) /oz ,  
m = D~Sz  ° = Df fz  (N)°  • 8z (N) /au .  
In the interactive context,  l and m are trade-off vectors obtained directly from the decision-maker. 
Consider now the covariable p0. One derives: 
l p (N)  for t = N, 
(L*p)(t) = p(t) - A( t )Tp( t  + 1) for t = N - 1, N - 2 . . . . .  0, 
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with T denot ing transposit ion.  In other  words, 
p°(N) = DJ 'z ( N)° . 8z( N) /Sz(N)  for t = N,  
p°(t) = D3"z (N)° • 8z(N)/Oz(t) + A(t)Tp°(t + 1) for t = N - 1, N - 2 . . . . .  0. 
Th is  last expression gives a recureive rule for calculat ing p0. Furthermore,  M*p 0 is given by: 
(M'p°)(t) = -B(t )Tp°(t  + 1), t = 0 . . . . .  N - 1, 
and by 
N--1 
= (m - M*p  °) (Au) = ~--'~ (D2 $z°(t) "t" p°(t + 1)TB(t))  (Au(t)). 
~1 
Prom there, the opt imal  cor~ct ion  is obtained in three steps. First,  only the norm constra int  ",/is Men ~ 
considerat lon.  Th is  leads to a correction A~ _-- -~R,  with: 
.y 
= T~'  (S(t) = -(S2S(zO)(t) "b pO(t + 1)TB(t)) T. 
A~" is then cupped in order to satisfy additional direct constraints [Aui[ ~_ Au  m'x. The introduction of these 
constraints was justified in Appendix A. This leads to a correction A6, with coordinates A~.  The "final" Au  is 
then chosen intersctively as described in Appendix A. 
