Abstract-The ultimate goal of the present paper is to provide mathematical tools for dealing with the complicated average error probability (AEP) in Nakagami fading channels. This is useful for analytical investigations as well as alleviating computational effort in simulations or on-line computations. We hence thoroughly analyze the mathematical structure of the AEP over Nakagami fading channels. First, the AEP is re-parameterized to obtain a mathematically concise form. The main contributions are then as follows. An ordinary differential equation is set up, which has the AEP as a solution. By this approach, a new representation of the AEP is found, which merely needs integration over a broken rational function. This paves the way to numerous amazing relations of the AEP, e.g., to the Gaussian hypergeometric and the incomplete beta function. Moreover, monotonicity and logconvexity are demonstrated. Finally, asymptotic expansions of the AEP are given.
I. INTRODUCTION
Understanding the stochastic nature of fast fading channels is a prerequisite to develop high performance transceivers. Additive white Gaussian noise channels are well investigated, however, practically relevant channels like Rice and Nakagami fading channels are much less understood. The main reason is that analytical expressions become mathematically intractable because highly complicated functions are involved. Hence, in simulations only numerical methods are used to optimize, analyze or verify the performance of communication links. These methods are indeed useful for many applications, but inadequate to truly understand and describe the behavior of transceivers and their performance.
A prominent example is the explicit evaluation of the average error probability (AEP) when transmitting over Rice or Nakagami fading channels. A closed-form expression of the average error probability from its integral representation seems barely achievable except in some rare special cases. In this situation, mathematical approximations by simpler functions are of great help and fully sufficient for most practical purposes.
It is the main purpose of the present paper to provide a bunch of mathematical tools for dealing with the complicated AEP in Nakagami fading channels. This is useful for analytical investigations as well as alleviating the computational effort in simulations or on-line computations.
In this paper, we explore the AEP over Nakagami fading channels in detail. The present work may be seen in the same vein as the pioneering works [1] - [6] and [7] . Therein the error probability and corresponding approximations in terms of special functions and finite or infinite series are investigated. In [8] characteristic functions are used to show that the average error probability analysis of different modulation formats can be unified into a single common framework.
In the next section, we start with the prerequisite mathematical material. Thereafter, the AEP is represented as an integral and re-parameterized to obtain a mathematically concise form. The next step consists of setting up an ordinary differential equation, which has AEP as a solution. By this approach, a convenient representation is found, which merely needs integration over a broken rational function. This paves the way to numerous amazing relations of the AEP, e.g., to the Gaussian hypergeometric and the incomplete beta function. Moreover, monotonicity and log-convexity are demonstrated. Finally, asymptotic expansions of the AEP are given. In summary, a set of analytical tools is provided which supports numerical computations on one hand and allows for developing simple approximations and bounds of the error probability on the other hand.
II. MATHEMATICAL PRELIMINARIES
The sets of positive (non-negative) integers and (nonnegative) real numbers are denoted by by N (N 0 ) and (R + ) R, respectively. By |z| we denote the absolute value of some real number z. We further introduce some important special functions and summarize their properties, which may be found for example in chapters 6, 7, 15 and 26 of [9] .
Euler's classical gamma function is defined as
It is well-known that
Moreover, for all positive real numbers x, the identity
holds, which especially entails Γ(x + 1) = x Γ(x). Furthermore, it holds that
Closely related to the gamma function is the incomplete beta function, which is defined as
for all a, b > 0 and 0 ≤ x ≤ 1. By substituting t by t 1+t
in (5), we obtain the identity
The beta function is obtained as x → 1 yielding
The Gaussian error function and a useful series expansion are given for x ∈ R by
Another special function of importance for this work is the Gaussian hypergeometric function. For all a, b and c ∈ R + and for all x ∈ R, it is defined as
If a, b > 0 and c > b, then for all x > 0 the integral representation
Definition 1 For all real numbers x > −2, we define the ratio
Obviously, τ (x) is positive. Furthermore, the identities
easily follow from (2) . From (3) and (7) we conclude that
III. MATHEMATICAL STRUCTURE OF THE NAKAGAMI ERROR PROBABILITY For many concrete modulation schemes the bit and symbol error probability is described by the function
Constants c 1 and c 2 depend on the modulation scheme, and variable ξ denotes the signal-to-noise ratio (SNR) at the receiver.
Coherently detected M-ary PAM [10, p. 265] and BPSK [10, p. 268 ] are examples where the error probability is exactly given by equation (14) . The error probability of M-ary PSK, M-ary QAM [11, p. 180] , and M-ary FSK [12, p. 230 ] can be accurately approximated by formula (14) .
We now assume that the SNR is a random variable and the envelope of the channel response is Nakagami-m distributed see [13] . Then the average error probability (AEP) is given by
whereξ denotes the expected value of ξ and parameter m is called fading-figure, see [14] .
Applying the parameter transformations
and multiplying by c −1
leads to a concise form of the integral which is central to what follows and is highlighted as a definition.
Definition 2 For all p ∈ R, −1 < p < ∞ and for all x ∈ R + , we give the name Beta-Nakagami Integral (BeNaI) to
This name will later become clear from property (29c).
Note that g(p, 0) = 1, which results from the identity
see [15, p. 56, eq. 12] . The explicit relation between (15) and (17) reads as follows
In applications, the AEP and BeNaI are usually numerically evaluated. In order to decrease computational effort and to improve numerical accuracy, new identities are derived in the following. We start by determining the derivatives of g(p, x).
Lemma 3 For all n ∈ N, the n th partial derivative of g(p, x) with respect to x is given by
In particular,
Proof: Differentiating g(p, x) n-times with respect to x and using (3) gives
Lemma 4 The BeNaI satisfies the following ordinary differential equation
Proof: Considering (17) and using integration by parts, where t p is integrated and e −xt 2 erfc(t) is differentiated with respect to t, we deduce the identity
Using (21) yields the result (23).
Theorem 5 For all −1 < p < ∞ and for all x ∈ R + , the BeNaI has the series representation
.
(25) Note that p = 0 is a removable discontinuity (singularity).
Proof: The proof consists of showing that the series representation (25) satisfies the differential equation (23). By 2 Since g(p, x) has roots to the beta-prime distribution and arises from the Nakagami distribution, we call it Beta-Nakagami Integral (BeNaI), as stated in Definition 2.
elementary algebra we obtain
which is equivalent to (24).
Theorem 6 It holds that
for all −1 < p < ∞ and for all x ∈ R + .
Proof: The proof is by inspection. The right hand side of (27a) is a solution of differential equation (23) (1 + t)
Since the initial values of (17) and (27a) are equal, both representations coincide.
Representation (27b) is obtained by substituting t by tx in equation (27a).
We are now in a position to prove some interesting connections between the BeNaI and the special functions 2 F 1 (·) and B(·) from (9) and (5), respectively.
Corollary 7 It holds that
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Proof: By using integral identity (10), representation (27b) and equation (3) we conclude (29a), see also equation (20) in [16, p. 310] . By applying the transformation formula [9, p. 559, eq. 15.3.3], we obtain identity (29b). Equation (29c) follows from (6) 
and (27a).
A short verification: In order to verify the distribution of the SNR, we start the following discussion from an alternative representation of the BeNaI. Because of identity (29c) the BeNaI is related to the cumulative density function (CDF) of a real positive random variable which has a beta prime distribution or synonymously a beta distribution of the second kind, see [17, , if both random variables X 1 and X 2 are independent and gamma distributed with parameters k 1 = p + 1 and k 2 = 1, respectively. Note that we only consider a particular case of gamma distributions for which the density is defined as
with parameter k > 0. In turn, the random variables X 1 = Y By applying transformations from [9] and [19] , other identities are accessible by analogous methods. In particular, relations to the associated Legendre function of the second kind with complex argument and to Meijer's G-function can be achieved.
The new identities (27a) and (27b) facilitate numerical computations of g(p, x) for certain p and x significantly compared to direct use of representation (17) . There are three reasons for this fact. First, the integration domain is finite. The integrand includes only a singularity, if −1 < p < 1 holds. Second, the integrand does not contain any complicated functions, and third, all operations and functions in the integrand are numerically stable.
Simplicity and stability hold for computing the AEP from (27a), as well. This can be seen by incorporating (3), (13) and (27a) into (19) , which gives
3 A transformed version of identity (30) in terms of regularized incomplete beta function is already discussed in [6, eq. A.5] . However, its solution is given without a full proof.
Furthermore, by the new representations, it becomes much easier to calculate the BeNaI explicitly in certain special cases, as is demonstrated by the following examples.
Example 8 For p = 1 and all x ≥ 0 it holds that
Equation (31) follows from Theorem 6 by substituting t by t − 1 and integrating.
Example 9 For p = 0 and all x ≥ 0 it holds that
The assertion follows from Theorem 6 by substituting t by t 2 .
Example 10 For p = −1 and all x ≥ 0 it holds that
Proof: The limit of g(p, x) as p approaches −1 is not obvious when starting from equation (17) . However, this limit follows easily from (24) by using (31).
IV. FUNCTIONAL PROPERTIES OF THE BENAI
In this section, we investigate the behavior of the BeNaI (17) as a function of argument x, particularly its monotonicity and convexity. Moreover, the limiting behavior of the BeNaI is discussed as x → 0 and x → ∞.
Positivity, continuity and monotonicity can be easily concluded from representation (17) .
Lemma 11 For all −1 < p < ∞ and for all x ≥ 0, the function g(p, x) is a) non-negative, b) continuous in both arguments, and c) strictly decreasing with respect to x .
As is well-known, logarithmically convex functions are also convex. We hence set out to prove this stronger property.
Lemma 12 For all −1 < p < ∞ and for all x ≥ 0, g(p, x) is a logarithmically convex function of argument x.
Proof: Log-convexity follows if
holds for all −1 < p < ∞, x 1 ≥ 0, x 2 ≥ 0 and 1 ≥ λ ≥ 0. By using Hölder's inequality for integrals [21, p. 140, eq. 6.9.1], we conclude from Definition 2 that
which completes the proof.
Lemma 13
The Taylor expansion of g(p, x) at x = 0 is given by
Proof: The derivatives from Lemma 3 and the fact that g(p, 0) = 1 for all −1 < p < ∞, see (18) , entail Taylor expansion (36).
Moreover, combining (9) and (29b) gives the series expansion
which is of interest in its own. We next consider an asymptotic series expansion of g(p, x) as x → ∞. For a definition see [22, 
Proof: By utilizing the series expansion of the complementary error function (8) in (17) and using the identity Γ( 
which can be derived from equation (1), it follows that g(p, x) = p + 1 2 Γ( In the light of equation (3) and (11), Lemma 14 follows after some algebra.
V. CONCLUSIONS Nakagami fading is a well established model of high mathematical complexity. This paper provides insight into the structure of the Nakagami error probability for various modulation schemes. Results include concise integral representations, which facilitate numerical computation and demonstrate interrelations to the incomplete beta and Gaussian hypergeometric function. Future work will be devoted to developing sharp bounds on the average error probability by even simpler parametric functions, with the aim of optimizing transceiver algorithms for Nakagami-distributed fading channels.
