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Helmholtz decomposition theorem for vector ﬁelds is usually presented with too strong restrictions on the
ﬁelds and only for time independent ﬁelds. Blumenthal showed in 1905 that decomposition is possible for
any asymptotically weakly decreasing vector ﬁeld. He used a regularization method in his proof which can be
extended to prove the theorem even for vector ﬁelds asymptotically increasing sublinearly. Blumenthal’s result
is then applied to the time-dependent ﬁelds of the dipole radiation and an artiﬁcial sublinearly increasing ﬁeld.
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1. Introduction
Regularization is nowadays a common method to modify the observable physical quantities in or-
der to avoid inﬁnities and make them ﬁnite. Especially in the modern treatment of phase transitions by
renormalization theory [1] it is a tool in calculating, e.g., critical exponents. However, such regularization
methods turned out to be also useful in university lectures on such classical ﬁelds as electrodynamics or
hydrodynamics. Unfortunately, this method is rarely mentioned in this context. It is the aim of this paper
to present a classical example known as Helmholtz decomposition theorem and to show the power of
regularization in this case.
According to the above mentioned theorem, one can divide a given vector ﬁeld ~v(~x) into a sum of
two vector ﬁelds ~vl (~x) and ~vt (~x) where ~vl is irrotational (curl-free) and ~vt solenoidal (divergence-free),if the vector ﬁeld fulﬁlls certain conditions on continuity and asymptotic decrease (r →∞). Here, ~x is
the position vector in three-dimensional space and r = |~x| is its absolute value. Helmholtz calls these two
components integrals of ﬁrst class for which a velocity potential exists and integrals of second class for
which this is not the case ([2] ﬁrst reference, p. 22).
Usually, these two integrals are constructed directly from the vector ﬁeld by starting from the identity
∆~a =~∇~∇ ·~a−~∇× (~∇×~a) with ~a = −~v(~x ′)/4pi|~x ′−~x|. Integrating ∆~a = ~v(~x ′)δ(~x −~x ′) over all space, one
obtains for continuously differentiable vector ﬁeld ~v :
~v(~x)=− 1
4pi
∫
d3x ′~∇~∇· ~v(~x
′)
|~x ′−~x|︸                           ︷︷                           ︸
~vl (~x)
+ 1
4pi
∫
d3x ′~∇×
(
~∇× ~v(~x
′)
|~x ′−~x|
)
︸                                ︷︷                                ︸
~vt (~x)
. (1.1)
Or one calculates the two parts of the vector ﬁeld from the respective potentials existing for them,
~vl (~x)=−~∇φH(~x) , ~vt (~x)=~∇×~AH(~x) . (1.2)
These potentials are deﬁned by the divergence and the rotation of the vector ﬁeld
φH(~x)=− 1
4pi
∫
d3x ′~v(~x ′) ·~∇′ 1|~x ′−~x| , (1.3)
~AH(~x)= 1
4pi
∫
d3x ′~v(~x ′)×~∇′ 1|~x ′−~x| . (1.4)
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As concerns validity, the uniqueness of decomposition and the existence of the respective potentials, one
ﬁnds different conditions.
In fact, Helmholtz was largely anticipated by George Stokes (presented in 1849 and published in 1856
in [3], see p. 10, item 8), so it is also called Helmholtz-Stokes theorem [4], especially in hydrodynamics,
where the theorem is of particular relevance. There, the ﬂuid ﬁelds of decomposition have physical prop-
erties of freedom of vorticity and incompressibility, which for each ﬁeld makes the analysis simpler [5].
In his discussion of the theorem, Lamb [5] states the conditions for divergency and vorticity of the vector
ﬁeld in inﬁnity in order to prove the theorem: they should be of the order of 1/r n with n > 3.
Föppl introduced the decomposition theorem into German textbooks on electrodynamics [6]. In the
ﬁrst chapter he presents the appropriate tools of vector analysis since they were already used in hydrody-
namics. Regarding the theorem he assumed a ﬁnite extension of the sources and vortices and, therefore,
assumed a behavior for the corresponding vector ﬁeld of the form |~v | ∼ 1/r 2 for |~x| = r →∞. However,
his proof permits less restrictive conditions, namely an asymptotic decay of the ﬁeld only somewhat
stronger than 1/r . The decomposition theorem can be found in one of these formulations in most text-
books or lecture notes on electrodynamics.
The main point made after presenting the theorem is in most cases the advantage of introducing a
scalar and vector potentials. It is applied in electrostatics and magnetostatics for cases where the exten-
sion of the sources is restricted to a ﬁnite region (see for example [7]). However, even in electro- andmag-
netostatics there exist conﬁgurations with slow decreasing ﬁelds. The electric ﬁeld of an inﬁnite straight
wire, which bears an electric charge, decays as ∼ 1/ρ, where ρ is the distance to the wire. If, on the other
hand, the wire carries a current, then the magnetic ﬁeld decays as ∼ 1/ρ. In both cases, a regularization
is appropriate to get the potentials from ﬁnite integrals over the sources without using symmetry argu-
ments, which are not applicable in more complicated geometries. A less restrictive formulation is found
in [8] (Appendix B as an interesting corollary) stating that the ﬁeld should go in inﬁnity faster to zero
than 1/r .
Already in Aachen in 1905 professor Otto Blumenthal together with Sommerfeld, proved [9] that any
vector ﬁeld that goes to zero asymptotically can be decomposed in a curl-free and a divergence-free part
(weak version). Blumental’s formulation reads as follows (see [9], p. 236):
“Let ~v be a vector, which is, in addition to arbitrary many derivatives, everywhere ﬁnite and contin-
uous and vanishes at inﬁnity with its derivatives; then one can always decompose this vector into two
vectors, a curl-free ~vl and a divergence-free ~vt , such that
~v =~vl (~x)+~vt (~x) . (∗)
The vectors ~vl and ~vt diverge asymptotically weaker than lnr .In addition, one has the following proposition for uniqueness: ~vl and ~vt are unique up to an additiveconstant vector because of the given properties.” No further speciﬁcation for the behavior of the vector
ﬁeld was given.
This formulation was taken over in its essential statements by Sommerfeld in 1944 [10]. He noted
further that the fundamental theorem of vector analysis, as he called it, was already proven by Stokes
[3] in 1849 and in a more complete form by Helmholtz paper of 1858. In a footnote he cites the paper of
Blumenthal: For a rigorous proof see: O. Blumenthal, Ueber die Zerlegung unendlicher Vektorfelder, (Math.
Ann., 1905, 61, 235). His only restriction is thatV and its ﬁrst derivative vanish at inﬁnity while no additional
assumption is made how quickly they vanish. It turns out that the component ﬁelds Vl and Vt need notvanish themselves, they may even become in a restricted way inﬁnite. In the following we shall make the
somewhat vague assumption that V vanishes “suﬃciently strongly” at inﬁnity.
Later on it was shown that the conditions of continuity and differentiability can be weakened [11, 12]
and that the theorem can be applied to vector ﬁelds behaving according to a certain power law [13].
Based on Blumenthal’s method of regularization of the Green function, Neudert and Wahl [14] among
other things investigated the asymptotic behavior of a vector ﬁeld ~v if its sources div~v and vortices curl
~v fulﬁll some conditions including differentiability and asymptotic decay.
These developments remained to a large extent unnoticed in the physical literature and in mathe-
matical physics (for an exception see [15]). Thus, it seemed to be necessary to show the validity of the
decomposition theorem for electromagnetic radiation ﬁelds that decay asymptotically like 1/r . In fact
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there were several items to clarify for time dependent vector ﬁelds, especially the question of retarda-
tion, its connection to causality and the choice of gauge.
The paper is organized as follows: ﬁrst we develop a systematic method of regularization, then we
reformulate the decomposition theorem including all potentials for such cases and ﬁnally we give two
applications of the theorem.
2. Regularization Method
The regularization method, which is the basis of Blumenthal’s proof, was not explicated in its gener-
ality and in its improvement in order to be applicable to vector ﬁelds, which decay asymptotically with a
speciﬁed power law (or even increase as we shall see below). The idea is as follows: Since the property of
the vector ﬁeld cannot be changed in order to make the involved integrals ﬁnite, one tries to change the
weighting function 1/|~x ′−~x| appearing in the solution for the two ﬁelds. Going back to the construction
of these solutions, one used the Green function of the Poisson equation.
The solution φ0(~x) of the Poisson equation
∆φ0(~x)=−4piρ(~x) (2.1)
with the source density ρ(~x) is found by introducing its Green function
G0(~x,~x
′)= 1|~x ′−~x| , (2.2)
φ0(~x)=
∫
d3x ′ρ(~x ′)G0(~x,~x ′) . (2.3)
If the solution exists in the whole domain of R3, the integral should be ﬁnite. This is guaranteed by a
suﬃcient decay of the integrand, either by a suﬃcient strong decay of the source density and/or by a
suﬃcient decrease of the Green function.
In his work on the Helmholtz decomposition theorem [9], Blumenthal presented a method to make
this solution ﬁnite (regularizing the solution) by changing the Green function of the Poisson equation,
without changing the Poisson equation (which means without changing the source density). He men-
tioned on p. 236 of [9] the similarity of his method to the “convergence generating” terms in the theorem
of Mittag-Leﬄer. Thus, one can prove the existence of the potential for cases where the source density is
less strongly decreasing. From this method it becomes clear how a systematic extension of the decompo-
sition theorem is possible.
Introduction of an arbitrary point ~x0 [apart from the condition that ρ(~x0) is ﬁnite at this point; reg-ularization point or regulator] and noting that G0(~x,~x ′) = G0(~x −~x0,~x ′−~x0), we expand G0 in a powerseries in~x−~x0
G0(~x,~x
′)= 1|~x ′−~x0|
− (~x−~x0) ·~∇′ 1|~x ′−~x0|
+ . . . . (2.4)
A stronger decrease for large |~x ′| of the Green function is now reached by subtraction of the correspond-
ing expansion terms. We get the following set of stronger decreasing Green functions
G1(~x−~x0,~x ′−~x0)=G0(~x,~x ′)− 1|~x ′−~x0|
, (2.5)
G2(~x−~x0,~x ′−~x0)=G1(~x−~x0,~x ′−~x0)− (
~x−~x0) · (~x ′−~x0)
|~x ′−~x0|3
. (2.6)
The asymptotic decrease of these modiﬁed Green functions is as ∼ 1/(r ′)1+i . For i É 2, the subtracted
terms do not change the source density
∆Gi (~x−~x0,~x ′−~x0)=−4piδ(~x ′−~x) for 0É i É 2. (2.7)
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However, they make it possible to extend the range of the validity for which the existence of the potential
(and the decomposition) can be proven
φi (~x)=
∫
d3x ′ρ(~x ′)Gi (~x−~x0,~x ′−~x0) and ∆φi (~x)=−4piρ(~x) for i É 2. (2.8)
The solutionsφi (~x) differ only by a (divergence- and curl-free) solution of the Laplace equation, i.e.,φ0(~x)differs from φ1(~x) by a constant value and from φ2(~x) by a linear function, both depending on~x0.
Trying to extend the range of validity even further, one may subtract the next (third) term in the
expansion (2.4) fromG2 and obtain
G3(~x−~x0,~x ′−~x0)=G2(~x−~x0,~x ′−~x0)− 1
2
(
(~x−~x0) ·~∇′
)2 1
|~x ′−~x0|
. (2.9)
However, nowG3 fulﬁlls the Poisson equation
∆G3(~x−~x0,~x ′−~x0)=−4pi
[
δ(~x ′−~x)−δ(~x ′−~x0)
] (2.10)
from which it follows thatG3 leads to a solution of a modiﬁed Poisson equation
∆φ3(~x)=−4pi
[
ρ(~x)−ρ(~x0)
]
. (2.11)
Thus, the method described here is not suitable for Green functions Gi with i > 2. This means (as wewill see later) that vector ﬁelds which increase linearly or even stronger will not be decomposed by the
regularization method described here.
Nevertheless, one should note that the Poisson equation can be solved even withG3 if we subtract thesolution for the inhomogeneity ρ(~x0)
φ¯3(~x)=
∫
d3x ′ρ(~x ′)G3(~x−~x0,~x ′−~x0)−2piρ(
~x0)
3
|~x−~x0|2. (2.12)
The relation
~∇Gi+1(~x−~x0,~x ′−~x0)=−~∇′Gi (~x−~x0,~x ′−~x0), i Ê 0, (2.13)
can be derived from (2.5), (2.6) and (2.9). They are used a few times, mainly to compute the vector ﬁelds
~vl and ~vt and to establish relations between them.We would like to note that in higher order iterations of the regularization beyond i = 3 for the singu-
larity ofGi ∼ |~x ′−~x0|−i at~x ′ =~x0, a convergence of the solution can only be reached if the sources vanishsuﬃciently strongly at the regularization points. In the following examples we will restrict ourselves to
a regularization for i É 2 at the point ~x0 = 0, because the Green functions are simpler without loss ofgenerality. In this case, the scalar potential is ﬁxed to φi (~x = 0)= 0 for i = 1,2. We will keep this choice inthe remaining part of the paper as far as possible.
3. The extended fundamental theorem of vector analysis
It has already been noted that today the formulation of the fundamental theorem rests in its form on
the work of Blumenthal. However, there are several reasons not to take the formulations of Blumenthal
resp. Sommerfeld literally. For instance, the uniqueness of the decomposition into the ﬁelds of the sources
and vortices was only shown up to a constant vector. Wewill formulate the conditions in such a form that
a strict uniqueness of the decomposition is given. Furthermore, in the proof that will be given below, the
potentials by which the decomposed ﬁelds are calculated are part of the theorem (strong version). It is
common in electrodynamics to calculate the physical ﬁelds via the introduction of potentials.
Thus, we formulate the theorem in the following way:
Let ~v(~x) be piecewise continuous differentiable vector ﬁeld, then the decomposition
~v(~x)=~vl +~vt =−~∇φH(~x)+~∇×~AH(~x) (3.1)
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reads
φH(~x)=− 1
4pi
∫
d3x ′~v(~x ′) ·~∇′Gi (~x−~x0,~x ′−~x0) , (3.2)
~AH(~x)= 1
4pi
∫
d3x ′~v(~x ′)×~∇′Gi (~x−~x0,~x ′−~x0) , (3.3)
where i is taken for the asymptotic behavior lim
r→∞v(r )r
1−i+² < ∞, with ² > 0. This decomposition is
unique for i = 0,1 and unique apart for a constant vector ﬁeld for i = 2.
Remarks:
• Curl- and divergence-free ﬁelds ~vh can be added to ~vl if they are subtracted from ~vt without af-fecting the boundary conditions of ~v . Such harmonic vector ﬁelds are suppressed if one explicitly
demands that ~vl and/or ~vt should vanish asymptotically and establish a strict uniqueness of thedecomposition.
• Usually, the potentials φH(~x) and ~AH(~x) are deﬁned with the Green function G0 (2.2). If they areﬁnite, then there is no need forG1 (2.5). However, if the vector ﬁeld ~v decays asymptotically as 1/ror weaker, one generally should use the Green function G1 as shown in (3.2) and (3.3) in order toavoid divergences in the potentials φH(~x) and ~AH(~x).
• As already mentioned in section 2, the potentials are for i = 1,2 ﬁxed to the values φH(~x0)= 0 and
~AH(~x0)= 0 by the choice of the regularization point~x0, and for i = 1 this choice does not affect thevector ﬁelds ~vl and ~vt , whereas for i = 2 ~vl and ~vt they vanish at the regularization point.
• The vector potential ~A by its deﬁnition is purely transversal,~∇·~AH = 0.
• In the special case of the theorem where ~v approaches zero at inﬁnity weaker than any power of
1/r (the case ²= 1), then vl and vt may diverge logarithmically although the sum of the two partsdecays to zero [9].
• Wewant to stress the point that the decomposition theorem holds for any vector ﬁeld independent
of the type of physical equations that the vector ﬁeld might fulﬁll. On the other hand, if one thinks
of the electric ﬁeld or the magnetic ﬁeld as examples of the theorem, due to the Maxwell equations,
these ﬁelds turn out to be connected although in relation to the decomposition theorem they are
independent. However, the potentials for the decomposed parts can be identiﬁed with these ﬁelds.
Let us deﬁne the source density ρH(~x) and the vortex density ~jH(~x) as
ρH(~x)=
~∇·~v(~x)
4pi
, ~jH(~x)=
~∇×~v(~x)
4pi
, (3.4)
then decomposition of the corresponding vector ﬁeld in its irrotational (curl-free) and solenoidal (diver-
gence-free) parts leads to the following result:
~∇·~vl (~x)= 4piρH(~x) and ~∇×~vl (~x)= 0, (3.5)
~∇×~vt (~x)= 4pi~jH(~x) and ~∇·~vt (~x)= 0. (3.6)
The potentials, (3.2) and (3.3), can be rewritten by partial integration if the vector ﬁelds are everywhere
continuously differentiable
φH(~x)=
∫
d3x ′ρH(~x ′)Gi (~x−~x0,~x ′−~x0), ~AH(~x)=
∫
d3x ′~jH(~x ′)Gi (~x−~x0,~x ′−~x0). (3.7)
The main advantage of the extended theorem lies in the resulting systematic procedure of calculating
the respective quantities. This is done in the following way: One may start the integration with G0 for aﬁnite volumeV . If the integral does not converge in the limitV →∞, one should subtract the value of the
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already calculated quantity for the ﬁnite volume taken at the regularization point and then perform the
limit V →∞, and so on. Computing the scalar potential φH in (3.2) withG2 needs no further integration
φH(~x,~x0)= lim
V→∞
[
φˆ0(~x)− φˆ0(~x0)− (~x−~x0) ·~∇0φˆ0(~x0)
]
, (3.8)
where φˆ0(~x) is the scalar potential calculated withG0. It turns out that although the vector ﬁeld is decay-ing at inﬁnity of an order where a regularization seems to be necessary, the integrals might still converge
and a further regularization is not necessary. The radiation ﬁeld is such an example (see section 4.1).
3.1. Sketch of the proof
We do not present explicit steps of the proof (for this see [16]), but in order to show that the different
integrals, which arise in (3.2) and (3.3), exist and are ﬁnite, we separate the volume of integration into an
inner volume of a sphere with radius R À r and the outer domain r ′ Ê R. Now, the large r behavior of
the corresponding Gi is taken into account to prove the convergence. We note that the singularities at ~xand at zero do not lead to a diverging contribution to the integral, as long as i É 2. If the contribution of
the outer domain to the potential vanishes, then the existence of φH(~x) has been proved.If the ﬁniteness of the scalar potential (3.2) is aﬃrmed, one gets the ﬁeld~vl by calculating the gradientofφH. This ﬁeld has the same sources as~v (~∇·~vl =~∇·~v) and it is irrotational because the curl of a gradientﬁeld always vanishes. Subsequently, one proceeds quite similarly for the vortex ﬁeld ~AH(~x).Finally, we check that the sum ~vl +~vt = ~v apart from a constant vector for i = 2: At ﬁrst we switchin (3.2) and (3.3) from ~∇′Gi to −~∇Gi+1 according to (2.13). One obtains for the sum of ~vl +~vt using (2.7)and (2.10) for x0 = 0
~v(~x)+~vt (~x)=− 1
4pi
∫
d3x ′
[
~∇~∇·~v(~x ′)−~∇× (~∇×~v(~x ′))]Gi+1(~x,~x ′)=− 1
4pi
∫
d3x ′~v(~x ′)∆Gi+1(~x,~x ′)
=~v(~x)−~v(0)δi ,2 . (3.9)
3.2. Comments on the uniqueness
We have decomposed the vector ﬁeld ~v in a source ﬁeld ~vl and a vortex ﬁeld ~vt , under the boundarycondition that the total ﬁeld |~v | vanishes going to inﬁnity. In order to reach a uniqueness of the decompo-
sition, we demand that |~vl | and consequently also |~vt | vanish going to inﬁnity. The respective differencesof the longitudinal and transversal decomposition parts are divergence- and curl-free and, hence, the
harmonic solutions of the Laplace equation. Due to the boundary condition in inﬁnity, they should be
zero and the differences of the vector ﬁelds are zero and the decomposition is unique.
An exception should be made in the case when i = 2 is chosen. Then, the difference in the vector
ﬁelds could be a linear harmonic function resulting in a uniqueness up to a linear term (see again for
more details in [16]).
4. Application to time dependent ﬁelds and diverging ﬁelds
4.1. The radiation ﬁeld
When Blumenthal published his extension of the Helmholtz theorem, he pointed to the ﬁeld of elec-
tromagnetic waves, noting that it is of the O(1/r ) and remarked: In consequence, for vector ﬁelds of this
kind, the theorem in his present formulation would not be applicable.1 Due to Blumenthal’s proof, however,
the theorem is applicable to such vector ﬁelds.
Usually, the theorem is not applied to time dependent problems in textbooks on electrodynamics,
whereas it is used in textbooks on hydrodynamics. One reason might have been that the vector ﬁelds
are solutions of Maxwell’s equations which are relativistic contrary to the equations of classical ﬂuid
dynamics.
1Auf derartige Vektoren wäre also, der Satz in seiner bisherigen Ausdehnung bereits nicht anwendbar.
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As late as the beginning of the 21st century, this problem with the conventional formulation of Helm-
holtz theorem was taken up, without knowledge of Blumenthal’s paper. In literature one can ﬁnd a dis-
cussion of the question whether the theorem can be applied to retarded ﬁelds. It was thought that this
mathematical theorem could come into conﬂict with causality in the case of the propagation of time
dependent vector ﬁeld with ﬁnite velocity. The appearance of the quasistatic potentials has led to this dis-
cussion in the case of Coulomb gauge. However it was recognized earlier [17] and conﬁrmed later [18],
that the physical quantities are causal and the decomposition is valid also for time dependent (retarded)
ﬁelds. Rohrlich [18] (see also [17] and references therein) argued that the theorem can be applied to vec-
tor ﬁeld of any time dependence, without referring to Blumenthal’s paper and without mentioning the
weaker decay of the radiation ﬁeld.
However, the discussion went on considering the expressions of different options to choose the po-
tentials for electromagnetic ﬁelds and it was shown by Jackson (see [19] and references therein) that
quasistatic potentials can also be used. Nevertheless, the question was taken up again quite recently in
a paper by Stewart [20] with the title “Does the Helmholtz theorem of vector decomposition apply to the
wave ﬁelds of electromagnetic radiation?”. Since also in this paper Blumenthal’s proof is not mentioned,
the validity of Helmholtz decomposition is performed explicitly. This explicit calculation shows, on the
other hand, that no regularization is necessary due to the appearance of eikr /r terms in the integrals.
Unfortunately, the author takes this property, which comes from the retardation, as an argument for
nonconvergence of the integrals appearing in the Helmholtz decomposition for vector ﬁelds behaving
as 1/r .
Radiation ﬁelds, which decay asymptotically as 1/r , are rarely connected with the decomposition
theorem. If one starts with the assumption that the asymptotic behavior of the ﬁeld should be stronger
than 1/r , additional properties of theﬁeld are needed in order to prove the decomposition of the radiation
ﬁelds [20]. Let us now show decomposition as an example of an oscillating point dipole. We also point to
the differences in the meaning of different quantities such as sources and potentials within the theorem,
(they are subscripted by “H”) and those quantities appearing in Maxwell’s equations and the potentials
introduced to solve these equations. Strictly speaking, the conditions of the theorem are not fulﬁlled if
the vector ﬁeld has singularities. This also holds for the radiation ﬁelds considered below. However, the
integration over the sources in (3.2) and (3.3) remains ﬁnite.
The periodically moving charge densities ρ(~x, t )= ρ(~x)e−iωt of frequency ω emit a radiation ﬁeld of
the same frequency. For simplicity, we use the complex notation supposing that the physical quantities
(charge density, potential, ﬁelds) are always real parts of the corresponding complex quantities. The ra-
diation ﬁelds factorize in the same way as the sources ~v(~x, t )=~v(x)e−iωt , where in ~v(~x), the dependence
on the frequency ω resp. wave number k =ω/c has been suppressed.
The electric radiation ﬁeld ~E(~x) of an oscillating point dipole ~p(t ) = ~p e−iωt reads in Gaussian units
{see [21], (8.4.5) and (8.4.6), p. 294. The time dependence is in this case contained in the Fourier fac-
tor e−iωt }
~vE (~x)≡ ~E(~x)= e
ikr
r
{
k2~er × (~p×~er )+ 1
r 2
(1− ikr )
[
3(~p ·~er )~er −~p
]}
. (4.1)
~er =~x/r is the unit vector in the direction of ~x, and ~vE (~x) is the spatial part of the electric ﬁeld. We addthe magnetic radiation ﬁeld
~vB (~x)≡ ~B(~x)= k2 e
ikr
r
(
1− 1
ikr
)
(~er ×~p) . (4.2)
Both ﬁelds are a solution of Maxwell’s equations and fulﬁll
~∇·~E(~x)= 4piρ(~x) , ~E(~x)= i
k
[
~∇×~B(~x)− 4pi
c
~j (~x)
]
, ~∇·~B(~x)= 0, ~∇×~E(~x)= ik~B(~x), (4.3)
the source and vortex density should be [see (3.4)]
ρEH(~x)=̂ρp (~x) , ρp (~x)=−~p ·~∇δ(~x) , ~jEH(~x)= ik
4pi
~B(~x) , ~jp (~x)=−ick~pδ(~x) . (4.4)
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ρp (~x) is a localized charge of the static dipole and ~jp (~x) is the current density of the local oscillatingdipole. The Helmholtz vortex density is extended in the whole domain decreasing for r →∞ with 1/r .
It can be identiﬁed with the spatial part of the magnetic radiation ﬁeld ~B {see [21], (8.4.5) and (8.4.6),
p. 294} apart from a factor, as expected from Faraday’s law of induction. The wave number dependence
in different quantities is caused by retardation. Surprisingly, in ρEH(~x), contrary to ~jEH(~x), it drops out.This asymmetry has already been discussed by Brill and Goodman [17]. Due to the absence of retardation
in ρEH, the scalar potential is quasistatic
φEH(~x)=− 1
4pi
∫
d3x ′~vE (~x ′) ·~∇′ 1|~x ′−~x| =
∫
d3x ′
ρEH(~x ′)
|~x ′−~x| =
~p ·~er
r 2
=φqstat(~x)=φC(~x) . (4.5)
Multiplying by the factor e−iωt , one obtains the quasistatic (acausal) dipole potentialφC(~x, t ) as it is knownusing the Coulomb gauge. Hence, it is clear that the longitudinally decomposed vector ﬁeld ~vl is thequasistatic electric ﬁeld of a point dipole
~vEl (~x)=−~∇φEH(~x)=
[−~p+3(~p ·~er )~er ] 1
r 3
= ~Eqstat(~x) (4.6)
and does not contribute in the radiation zone to the electric ﬁeld, which is purely transversal. The de-
composition is ﬁnally shown by calculating the transversal part ~vEt =~∇× ~AEH according to the theoremof the vector potential
~AEH(~x)= 1
4pi
∫
d3x ′~vE (~x ′)×~∇′ 1|~x ′−~x| =
i
4pik
∫
d3x ′
[
~B(~x ′)×~∇′− 4pi
c
~j (~x ′)
]
×~∇′ 1|~x ′−~x|
= i
k
~B(~x)+ ~er
r 2
×~p = i
k
[
~B(~x)−~Bqstat(~x)] , (4.7)
where ~Bqstat(~x) is the quasistatic magnetic ﬁeld of a point dipole. We have again used Maxwell’s equa-
tions (4.3).
In electrodynamics, one never deﬁnes a vector potential for the electric ﬁeld, but it is known from the
Ampère-Maxwell-equation that the electric ﬁeld outside the sources can be calculated via the curl of ~B .
However, this is just the way we can calculate the transverse vector ﬁeld
~vEt (~x)=~∇×~AEH(~x)= ~E(~x)−~Eqstat(~x)= ~E(~x)−~vEl (~x). (4.8)
The causal character of the total electric radiation ﬁeld ~vE (~x) is restored [18, 19]. This way of calculationis quite general and it is not only restricted to point sources.
The same decomposition may be done for the magnetic radiation ﬁeld ~B(~x), which, however, is triv-
ial since the ﬁeld is only transversal [see (4.3)]. The Helmholtz vortex density of the magnetic ﬁeld is
presented by (4.4)
~jBH(~x)= 1
4pi
~∇×~B(~x)= 1
c
~j (~x)− ik
4pi
~E(~x) , (4.9)
which is the total electric current (including the displacement current).
The Helmholtz vector potential fulﬁlls ~∇ · ~ABH = 0 and ~∇× ABH = ~B , the same conditions as for thevector potential ~AC in the Coulomb gauge. We indeed obtain for this example ~ABH(~x)= ~AC(~x) [16, 21].
~ABH(~x)= 1
4pi
∫
d3x ′~vB (~x ′)×~∇′ 1|~x ′−~x| =
1
ik
[
~E(~x)−~Eqstat(~x)]. (4.10)
Thus, all the ﬁelds, the vector potential ~ABH(~x), the vortex ﬁeld ~B(~x) = ~∇× ~ABH(~x) and the vortexdensity ~jBH(~x) = ~∇× ~B(~x)/4pi decay asymptotically as 1/r . This is a consequence of retardation. In theHelmholtz vector potentials for both radiation ﬁelds, one explicitly sees that the corresponding qua-
sistatic parts without retardation are subtracted.
One may be surprised that all calculations for the radiation ﬁeld could be performed without regular-
ization as expected according to the order of the decay of the vector ﬁeld. Anyway, the integrals converge
in an explicit calculation [20]. This might happen in other cases too (G0 instead of G1 etc.). One reasonlies in the symmetries of the sources and circulations. For instance, ﬁelds like~v(~x)= ~p/r need no regular-
ization. On the contrary, for a vector ﬁeld like ~v(~x)=~er /r , the regularization term is necessary to reachconvergence, but the regularization point~x0 should be different from zero. In such a case, we get for thepotential φ(~x)= lnr0− lnr .
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4.2. Finite or diverging ﬁelds in inﬁnity
In order to demonstrate the extended theorem, we present twomathematical examples. Both of them
have the same vectorial structure as the radiation ﬁeld. Let us take ﬁrst the vector ﬁeld
~v(~x)=~er × (~a×~er ), (4.11)
where ~a is a constant vector. ~v is ﬁnite but nonzero in the limit r →∞. It seems to be more convenient
to ﬁrstly determine sources and vortices and then to calculate the ﬁelds belonging to these
ρH(~x)=− 1
4pi
2
r
(~a ·~er ) , ~jH(~x)= 1
4pi
1
r
(~er ×~a) . (4.12)
We would like to note that the example includes some subtle items: (1) Since the vector ﬁeld is not contin-
uous at the origin, we should take ~x0 different from zero as regularization point. (2) Due to the vectorialcharacter of the ﬁeld, the singularity at zero in the source and vortices is approached differently. This is
no obstacle for applying the theorem. Then, we get φH from (3.2) as follows:
φH(~x,~x0)=
∫
d3x ′ρH(~x ′)G2(~x−~x0,~x ′−~x0)=−2
3
{
(~a ·~x)(lnr0− lnr )− (~a ·~er0 )
[
r0− (~x ·~er0 )
]}
. (4.13)
To calculate the integrals, it is useful to introduce spherical coordinates. The analogous calculation for
the vector potential (3.3) yields
~AH(~x,~x0)= 1
3
{
(~x×~a)(lnr0− lnr )− (~er0 ×~a)
[
r0− (~x ·~er0 )
]}
. (4.14)
In the last step, i.e., the calculation of the decomposed vector ﬁelds, we get
~vl (~x,~x0)=−~∇φH(~x,~x0)≡~vl (~x)−~vl (~x0) with ~vl (~x)= 23
[− lnr~a+~v(~x)], (4.15)
~vt (~x,~x0)=~∇×~AH(~x,~x0)≡~vt (~x)−~vt (~x0) with ~vt (~x)= 1
3
[
2lnr ~a+~v(~x)]. (4.16)
Thus, we have demonstrated that the vector ﬁeld can be decomposed in its irrotational and solenoidal
components, both diverging logarithmically. However, these terms cancel in the sum and it is indeed
~vl (~x)+~vt (~x) = ~v(x). A similar calculation can be performed for the example of a sublinearly divergingvector ﬁeld
~v(~x)= pr~er × (~a×~er ) . (4.17)
Now, the vector ﬁeld is continuous at the origin and, therefore, one is allowed to choose the regularization
point~x0 = 0. The decomposition reads
~vl (~x)=−
4
p
r
7
[
2~a+ (~a ·~er )~er
]
, ~vt (~x)= 4
p
r
7
[
2~a+ (~a ·~er )~er
]+~v(~x) . (4.18)
5. Conclusion
We have presented the fundamental theorem of vector analysis (Helmholtz decomposition theorem)
for vector ﬁelds decaying weakly and extended it to even sublinearly diverging vector ﬁelds by a system-
atic regularization procedure. Contrary to the original proof [9], we can distinguish between different
cases. Note, however, that not only the decay of the vector ﬁeld is important for introducing a regular-
ization but also its symmetry. So, it might be the case that due to symmetry reasons, a lower level of
regularization can be used in the decomposition as might have been expected just looking at the order of
the decay of the vector ﬁeld.
Thus, considering the validity of Helmholtz decomposition theorem, there is no doubt that the the-
orem can be quite generally applied to electromagnetic ﬁelds either static or dynamic. Because of the
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relevance of this extension of the Helmholtz decomposition theorem for textbooks on electrodynamics
and on mathematical physics, a pedagogical version has been given by one of the authors [22].
There are physical examples in electro- and magnetostatics with sources which extend to inﬁnity and
strength does not decay to zero there, like a charged straight wire. Usually, the ﬁelds of highly symmetric
examples can be calculated in reduced geometry (e.g., in two dimensions). We only mention that the
vector ﬁeld for a charged xy -half plane [ρH(~x)=σδ(z)θ(x)]
~v(~x)= σ
4pi
[
~ex ln
(
x2+ z2)+~ez (pisgnz+2arctan x
z
)] (5.1)
diverges logarithmically in the x-direction, but can be calculated using the formalism of the Helmholtz
decomposition theorem.
Acknowledgements
Since we know the broad interest of Yurij also in historical and pedagogical topics in physics it is a
great pleasure for us to have the opportunity to present him this paper to the 60th birthday. One of us
(R.F.) thanks for a longstanding fruitful cooperation.
References
1. Kleinert H., Schulte-Frohlinde V., Critical Properties of φ4-Theories, World Scientiﬁc, Singapore, 2001.
2. Helmholtz H., Z. Reine Angew. Math., 1858, 55, 25–55; doi:10.1515/crll.1858.55.25 [Philos. Mag., 1867, 33, No. 226,
485–512].
3. Stokes G., Trans. Cambridge Philos. Soc., 1856, 9, 1.
4. Handbook of Fluid Dynamics, Johnson R.W. (Ed.), 2nd Edn., CRC Press, Boca Raton, 2016.
5. Lamb H., Hydrodynamics, Cambridge University Press, Cambridge, 1932.
6. Abraham M., Theorie der Elektrizität Vol. 1, 5. Auﬂ., Verlag von Teubner B.G., Leipzig, 1918.
7. Miller B.P., Am. J. Phys., 1984, 52, No. 10, 948–950; doi:10.1119/1.13800.
8. Griﬃths D.J., Introduction to Electrodynamics, 3rd Edn., Prentice Hall, New Jersey, 1999.
9. Blumenthal O., Math. Ann., 1905, 61, 235; doi:10.1007/BF01457564.
10. Sommerfeld A., Mechanics of Deformable Bodies: Lectures on Theoretical Physics Vol. 2, Academic Press, New
York, 1950.
11. Butzer P., Volkmann L., J. Approx. Theory, 2006, 138, 1–36; doi:10.1016/j.jat.2005.09.013.
12. Bhatia H., Norgard G., Pascucci V., Bremer P.-T., IEEE Trans. Visual Comput. Graphics, 2013, 19, 1386–1404;
doi:10.1109/TVCG.2012.316.
13. Tran-Cong T., Q. Appl. Math., 1993, 51, 23–35; doi:10.1090/qam/1205933.
14. Neudert M., von Wahl W., Adv. Differ. Equ., 2001, 6, 1347–1376.
15. Großmann S., Mathematischer Einführungskurs für Physiker, Teubner Studienbücher Physik, Stuttgart, 1981.
16. Petrascheck D., Folk R., Preprint arXiv:1506.00235, 2015.
17. Brill O.L., Goodman B., Am. J. Phys., 1967, 35, 832–837; doi:10.1119/1.1974261.
18. Rohrlich F., Am. J. Phys., 2004, 72, 412–413; doi:10.1119/1.1637041.
19. Jackson J.D., Eur. J. Phys., 2010, 31, L79; doi:10.1088/0143-0807/31/5/L02.
20. Stewart A.M., Phys. Scr., 2014, 89, 065502; doi:10.1088/0031-8949/89/6/065502.
21. Petrascheck D., Schwabl F., Elektrodynamik, Springer Spectrum, Heidelberg, 2015.
22. Petrascheck D., Eur. J. Phys., 2016, 37, 015201; doi:10.1088/0143-0807/37/1/015201.
13002-10
On the decomposition theorem
Теорема про розвинення Гельмгольца i регуляризацiйне
розширення Блюменталя
Д. Петрашек, Р. Фольк
Iнститут теоретичної фiзики, Унiверситет м. Лiнц, м. Лiнц, Австрiя
Теорема про розвинення Гельмгольца для векторного поля зазвичай представляється з сильними обме-
женнями на поле i лише для незалежних вiд часу полiв. У 1905 р. Блюменталь показав, що розвинення
є можливим для любого асимптотично слабоспадного векторного поля. Вiн використав у доведеннi ре-
гуляризацiйний метод, який можна було розширити для доведення теореми для векторних полiв, що є
асимптотично сублiнiйно висхiдними. Результат Блюменталя застосовано до часовозалежних полiв ди-
польного випромiнення iштучного сублiнiйно висхiдного поля.
Ключовi слова: теорема Гельмгольца, векторне поле, електромагнiтне випромiнення
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