Abstract. A subset S of the complex plane has n-fold symmetry about the origin (n-sato) if z ∈ S implies e 2π n z ∈ S. The 3 × 3 matrices A for which the numerical range W (A) has 3-sato have been characterized in two ways. First, W (A) has 3-sato if and only if the spectrum of A has 3-sato while tr(A 2 A * ) = 0. In addition, W (A) has 3-sato if and only if A is unitarily similar to an element of a certain family of generalized permutation matrices. Here it is shown that for an n × n matrix A, if a specific finite collection of traces of words in A and A * are all zero, then W (A) has n-sato. Further, this condition is shown to be necessary when n = 4. Meanwhile, an example is provided to show that the condition of being unitarily similar to a generalized permutation matrix does not extend in an obvious way.
For convenience, we will write "n-sato" as an abbreviation for n-fold symmetry about the origin. If A is a 2 × 2 matrix such that the origin is the midpoint of the eigenvalues of A, then clearly W (A) has 2-sato. A set with 3-sato is shown in Li and Tsing [12] describe a special class of bounded linear operators whose generalized numerical ranges have n-sato. More specific results concerning 3 × 3 matrices whose classical numerical ranges have 3-sato were derived in [11] . The background about these prior results is discussed in Section 2 of this paper. Generalizations to 4 × 4 matrices whose numerical ranges have 4-sato are derived in Section 3. Section 4 provides a collection of trace conditions sufficient for the numerical range of an n × n matrix to have n-sato. A combinatorial analysis of the number of these trace conditions for a given n is also included.
2. Background: n-fold symmetry about the origin. The numerical range has been extensively generalized. One generalization, given in [4] , is particularly relevant to symmetry results. Definition 2.1. Let M and C be n × n complex matrices. The C-numerical range of M is the set
The classical numerical range satisfies the identity W (M ) = W E11 (M ) where E 11 is the matrix with 1 in the upper left corner and zeroes elsewhere. Consequently, if a result holds for all C-numerical ranges of a matrix A, then it holds for W (A). In [12] , it is shown that all of the C-numerical ranges of an m × m matrix A have n-fold symmetry about the origin if and only if A is unitarily equivalent to a block matrix of the form
version of this result occurs when A is an n × n matrix and one is questioning whether W (A) has n-sato. In that case, if all C-numerical ranges have n-sato, then A is unitarily equivalent to a matrix of the form above where each block A i,j is simply a complex scalar. In addition, if A is unitarily equivalent to an n × n matrix of the form above, then W (A) has n-sato because all of the C-numerical ranges of A have n-sato.
It is natural to question whether or not W (A) having n-sato is sufficient to imply that A is unitarily equivalent to a matrix of the form (2.1). That implication is proved in [11] for 3 × 3 matrices along with other conditions as stated below. We will show that a version of the equivalence of conditions (1) and (2) generalizes to n = 4 but that the n = 4 version of condition (1) no longer implies (3) . Tests given in [3] determine exactly when a 4 × 4 matrix M has an elliptic numerical range; a special case of these results is that a nilpotent 4 × 4 matrix has a circular numerical range (which must be centered at the origin due to nilpotence) if and only if tr(M 2 M * ) = 0 and tr(M 3 M * ) = 0. Since circular numerical ranges centered at the origin obviously have n-fold symmetry about the origin for all n, some of the following results for n = 4 can be considered a generalization of the relevant results in [3] .
The support function of a matrix A can be used to determine whether W (A) has n-sato. 
Since H θ = ℜ(e −iθ A) is a self-adjoint finite matrix, this supremum is attained and p A (θ) is the maximum eigenvalue of H θ .
The following well-known property holds for all compact convex sets. See [14] for 
Note that if T is a bounded linear operator on an infinite-dimensional Hilbert space, then W (A) is not necessarily closed; in this case, p A determines only the closure of W (A).
The definition of the support function shows that
Proposition 2.4 now implies that
In the cases we will consider, the support function can be analyzed using the characteristic polynomial of H θ . For a matrix H, the coefficients of the characteristic polynomial q(z) = n j=0 (−1) j a j z n−j can be described recursively in terms of traces of powers of H using Newton's Identities [1] .
Theorem 2.6 (Newton's Identities). Let H be an n×n matrix with characteristic polynomial
where a 0 = 1. Then, for m = 1, . . . , n,
3. Results about 4 × 4 matrices. Theorem 3.1 below follows from Theorem 4.2 in the next section. However, the concrete details in the n = 4 case motivate the general case and they are used to prove the converse in Theorem 3.3. Proof. Assume that A is a 4×4 matrix whose eigenvalues have 4-sato. Then there exists a ∈ C such that these eigenvalues are λ 1 = a, λ 2 = ae πi 2 = ai, λ 3 = ae πi = −a, and λ 4 = ae 3πi 2 = −ai. Results in [3] show that if A is nilpotent with the given trace conditions, then W (A) is a disk which clearly has 4-sato. Hence, we may assume a = 0. Every matrix is unitarily equivalent to an upper triangular matrix, and thus, the unitary invariance of the numerical range allows us to assume that
where * denotes an unspecified entry. Note then that
Recall that the support function of W (A) is defined by
where
Our goal is to show that p A (θ) is 
, and
The definition of H θ then gives
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Using the fact that tr H θ = 0 and the property that tr(XY ) = tr(Y X) for any n × n matrices X and Y , we have
Next, our hypothesis that tr(A 2 A * ) = 0 and the fact that
Finally, using our hypothesis that tr(A 3 A * ) = 0, and thus that tr((A * ) 3 A) = 0, Notice that q θ (z) is 2π 4 -periodic in θ. Thus, the maximum root of q θ , i.e., the maximum eigenvalue of H θ , is Proof. Let A be a 4 × 4 matrix with complex entries whose eigenvalues have 4-sato. Assume W (A) has 4-sato. Let p A (θ) be the support function of A and q θ (z) be the characteristic polynomial of H θ . Recall that p A (θ) is the maximum root of q θ (z). In addition, the definition of p A (θ) immediately implies that the minimum root of q θ (z) is −p A (θ + π). Therefore,
Recall from the proof of Theorem 3.1 that
Matching coefficients immediately yields b 1 (θ) = 0. Consequently e −iθ tr(A 2 A * ) + e iθ tr((A * ) 2 A) = 0 for all θ. As this is a trigonometric polynomial that is identically 0, its coefficients tr(A 2 A * ) and tr((A * ) 2 A) must be 0.
Continuing to match coefficients gives
. Thus, as the right hand side of the above equation is independent of θ, b 2 (θ) must be π 2 -periodic as well. Hence,
Hence, the trigonometric polynomial e −2iθ tr(A * A 3 ) + e 2iθ tr(A(A * ) 3 ) = 0 for all θ and we conclude that tr(A
in A and A * is zero implies that W (A) has n-sato, we define a special collection of words as follows.
Definition 4.1. Given an n × n matrix A, let Ω A be the collection of words in A and A * of length at most n such that 1. the number of occurrences of both A and A * is nonzero, and 2. the number of occurrences of A is different from the number of occurrences of A * .
For example, if A is a 5 × 5 matrix, then
Theorem 4.2. Let A be an n×n matrix whose eigenvalues have n-fold symmetry about the origin. If tr(X) = 0 for all X ∈ Ω A , then W (A) has n-fold symmetry about the origin as well.
Proof. Note that W (A) is determined entirely by the support function p A (θ), which is the maximum eigenvalue of H θ . Thus, in order to prove W (A) has n-sato, it suffices to show p A (θ) is 2π n -periodic in θ. Since the value of p A (θ) is determined (as are all of the eigenvalues of H θ ) by the characteristic polynomial of H θ , namely q θ (z), it suffices to show that q θ (z) has that periodicity, for which it clearly suffices to show that this is true of each coefficient of q θ (z) individually. By Newton's Identities, each coefficient of q θ (z) can be expressed in terms of products of traces of powers of H θ . For example, when n = 5, the constant term in q θ is −a 5 where
Note that for 1 ≤ k ≤ n,
When the rightmost term in the equation above is expanded, the result is a sum of terms where each is the product of three factors, namely 1/2 k , the trace of some product of k factors each of which is A or A * , and e −idθ , where d is the number of times A occurs in that product minus the number of times A * occurs. For 1 ≤ d ≤ n−1, the hypothesis that tr(X) = 0 for all X ∈ Ω A implies that the trace of any term in which both A and A * appear is zero. In addition, those terms containing only tr(A d ) will be accompanied by a factor of e −idθ . When 1 ≤ d ≤ n−1, it follows from our assumptions about the symmetry of the eigenvalues that tr( n -periodic, which shows that W (A) has n-sato.
Note that tr(A k ) = 0 for k = 1, . . . , n − 1 implies the spectrum of A has n-sato. Hence, the hypothesis that σ(A) has n-sato could be dropped if the definition of Ω A is modified to include
It is natural to ask if the sufficient conditions of Theorem 4.2 are necessary. In fact, Theorem 3.3 shows that this question has an affirmative answer in the n = 4 case. To see this, note that requiring every word in Ω A to have a zero trace is equivalent to requiring this only of the words in a particular subset of Ω A . This is due to the cyclic invariance of the trace, together with the fact that the trace of any matrix is equal to the complex conjugate of the trace of its adjoint. For example, in the n = 5 case, we have tr(AAA * AA * ) = tr(A * AAA * A) = tr(AA * AAA * ) = tr(A * AA * AA) = tr(AA * AA * A).
Hence, we may group the words of Ω A into equivalence classes, where two words are equivalent if and only if one of them is obtained from the other by first applying some circular permutation followed by possibly taking the adjoint. Each such equivalence class then has the property that every word it contains has a zero trace when any one of them does. In the n = 4 case, there are only two such equivalence classes, one containing the word A 2 A * and the other containing A 3 A * . Hence, Theorem 3.3 may be viewed as saying that the sufficient condition of Theorem 4.2 is in fact necessary in the n = 4 case.
To explore the question of necessity for larger n, it may be useful to let Ω A be a "reduced" set of words from Ω A , consisting of a single word from each equivlance class of Ω A as described above. It is then possible to replace Ω A with Ω A in the hypothesis of Theorem 4.2. To understand the words in Ω A more concretely, it may be valuable to find how many such words there are, as well as how to describe them combinatorially.
To this end, assume A is n × n and note that the words in Ω A of length k are in correspondence with the different ways of arranging k factors, each either A or A * , around a circle. Hence, the number of non-equivalent words may be derived beginning with the number of necklaces with k-beads, each red or black. This number is given 
