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Abstract: In this paper, we propose a multi-objective optimization based feature selection method for the detection of 
Distributed Denial of Service (DDoS) attacks in an Internet of Things (IoT) network. DDoS attacks have affected many IoT 
networks and resulted in devastating losses. An Intrusion Detection System (IDS) is one approach for the detection of such 
cyber-attacks. The real-world measurements that form the input to an IDS are generally huge. Feature selection (FS) is 
therefore required to reduce the dimensionality of data and improve the performance of an IDS. One of the reasons for the 
failure of an IDS is incorrect selection of features because most of the feature selection methods are based on a limited 
number of objectives such as accuracy or relevance of data, but these are not enough as they can be misleading for extracting 
features for the detection of an attack, the contribution of this work is therefore to develop a multi-objective based approach 
for feature selection. We have implemented the Non-dominated Sorting Algorithm with its Adapted Jumping Gene operator 
(NSGA-ii-aJG) to solve the optimization problem and exploited an Extreme Learning Machine (ELM) as the classifier for 
feature selection based on six critical objectives for an IoT network. Experiment results verify that the proposed method 
performs well for feature selection; we have achieved 99.9 % accuracy with six selected features and have reduced the total 
number of features by nearly 90 %. Our proposed method outperforms other proposed feature selection methods for the 
detection of DDoS attacks by an IDS.  
1. Introduction 
The Internet of Things has emerged as a promising 
technology. In the IoT, every object has a unique identity and 
is accessible by the network. The status and positions of the 
objects, also called smart objects can be established, services 
and intelligence can be added to this expanded Internet, 
thereby helping us to improve our personal and professional 
life and our social environment. IoT creates an environment 
where all the objects around us are connected to the Internet 
and communicate with each other with no human 
interference. This technology promises to be potentially 
beneficial for improving levels of independence and 
improving the quality of life of people with disabilities and 
the elderly, enabling at a reasonable cost. The IoT network 
system implements a proper security mechanism such as 
encryption, back up of data, user authentication and 
applications, and integrity assurance of processed and stored 
data in the system. In theory, an IoT system is fully secure 
with all the necessary security mechanisms in place; however, 
the situation is not as simple as that. Like any other computer 
network system, IoT is susceptible to different cyber-attacks. 
       Recent attacks on IoT networks [1] have revealed that 
cybersecurity for IoT networks is still a major loophole. With 
the development of IoT networks, cyber-attacks against such 
systems have increased significantly, especially DDoS [2] 
attacks, which have affected many IoT networks in the recent 
past and have resulted in devastating losses. An Intrusion 
Detection System is one of the technologies for the detection 
of cyber-attacks in the network. As real-world data are 
generally massive, the performance of an IDS, which directly 
depends on the input data, can be affected, leading to a 
requirement for feature selection methods to reduce the 
dimensionality of data and improve the performance of an 
IDS system. The DDoS [3] attack has affected many IoT 
networks in recent times, which has resulted in colossal 
economic losses. Figure 1 presents the method of 
implementation of a DDoS attack in IoT networks; initially, 
the hacker selects a DDoS master (Bot), an IoT device such 
as a computer, laptop, etc., by compromising these devices 
and taking advantage of the vulnerability of that IoT device 
[4]. The attacker then uses that DDoS Bot to further 
compromise a number of IoT devices (sometimes thousands) 
on the networks such as CCTVs, smart light bulbs, VOIP 
phones etc. which are known as Zombie bots. These IoT 
devices connected over the Internet are resource constraint 
tiny and cheap devices which lack in security controls as these 
do not have enough processing power and memory, as such 
the hacker can easily hack and control them by using various  
technologies and tools such as by launching a brute force 
attack to crack the password of the device and sometimes the 
default password of these devices is never changed. The 
attacker instructs these zombie bots via the DDoS master to 
send several flooding attacks to target a specific system, 
which results in denial of service to the legitimate users of the 
system. These kinds of cyber-attacks are attractive for 
hackers as they involve easy implementation of attacks to 
target large scale and popular websites to disable them. 
Therefore, a DDoS attack causes tremendous damage to 
servers and devices on the Internet and creates conditions in 
which legitimate users of a system cannot access resources or 
services. Whereas, in the case of cloud computing 
environments the hackers exploit the salient features of cloud 
computing environments such as on-demand self-service, 
auto-scaling and resource allocation etc. for launching DDoS 
attacks by flooding massive low or high rate traffic [5] using 
the botnet. The cloud environment resolves this situation by 
providing more CPUs and virtual machines, till all the 
resources available in the cloud service provider are 
consumed and exhausted, that leads to the service denial to 
the legitimate user [6].  
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 Recently, DDoS attacks have targeted various IoT networks; 
for example, on 21 October 2016 Dyn server, a company that 
controls much of the internet’s DNS infrastructure in 
America, was hit by a DDoS attack using a new weapon 
called the Mirai botnet. Major sites affected by this attack 
were Amazon, Netflix, PayPal, Spotify, and Twitter in 
Europe and the US. Another incident of a DDoS attack on an 
IoT network was recorded in April 2017 where a new IoT 
botnet was discovered named Persirai, which shares Mirai’s 
codebase and targeted over 1000 different models of IP 
Camera. The attack was discovered by cybersecurity 
researchers at Trend Micro and was affecting 122,069 IP 
cameras across the globe. 
     The motivation for this work, therefore, is that the IoT 
systems in recent times have suffered significantly as 
discussed above in some of the examples of the latest DDoS 
attacks, such as the Mirai DDoS attacks on the Dyn server. 
The performance and efficiency of an Intrusion Detection 
System to detect such cyber-attacks is dependent on the 
performance of the classifiers used to differentiate the normal 
data from attack data. Real-time network measurements are 
generally huge, which is a big challenge for the classifier to 
handle; therefore, appropriate features must be selected from 
the raw data so that the performance and complexity of the 
classifier for attack detection may improve. It is critical for an 
IDS to exploit an appropriate feature selection method for 
DDoS attack [7] detection. The selection of essential features 
that are most relevant for the detection of an attack with a 
learning algorithm is a key problem. There are basically three 
kinds of feature selection methods [8]: 1) Filtering Methods 
dependent on the statistical properties of the features. 
Features are selected based on their relevance to provide 
information about different classes [9]. The advantage of 
filtering methods is that they do not demand much 
computation, so they are less expensive [10]. The drawback 
of filtering algorithms is that they are suitable only for 
independent features, but for the rest, they may result in 
redundant features. 2) Wrapper Methods select features using 
the outcome of a learning algorithm. Comparatively, wrapper 
methods are more complex and demand more computational 
resources, but their performance is better than filtering 
methods because of more accurate results. 3) Hybrid Methods 
combine the advantages of filtering methods and Wrapper 
methods [10].  
 
Fig. 1. DDoS attack Implementation 
  
       Various algorithms have been proposed for feature 
selection for different wireless networks, most of which are 
based on performance matrices such as accuracy, relevance, 
or redundancy. To solve real-time problems considering two 
or three objectives is not enough. Accuracy is one of the most 
common objectives for feature selection and attack detection, 
but it is questionable to rely on considering accuracy as the 
best model.  It may be the case that accuracy is as high as 
99.90%, but the precision and recall values are low which 
may be because the value of false positives and false 
negatives is high. So, concluding performance on the basis of 
one to three objectives could be misleading. There is, 
therefore, a demand to use the multi-objective optimization-
based method for feature selection for IoT networks. The 
Non-dominated Sorting Genetic Algorithm (NSGA-II) is an 
evolutionary algorithm for optimizing two or more 
conflicting objective problems. NSGA-II was proposed by 
Deb and his colleagues in [11]. As the nature of the problem 
of feature selection for DDoS attack detection is multi-
objective and combinatorial, so it demands to use of an 
evolutionary algorithm that provides a best-optimized 
solution. An improved variant of the NSGA-II algorithm 
combined with the jumping gene named NSGA-II-JG along 
with its different variants has been used to solve a different 
multi-objective problem which resulted in better convergence 
and the reduction of CPU time [12]. In [13, 14], it was found 
that the NSGA-II-aJG outperforms other variants of NSGA-
II on different evaluating matrices. 
 
       The main contributions of this paper include: 
  
 
 Proposing and implementing a multi-objective 
optimization method for performing feature selection and 
satisfying conflicting objectives for extracting optimal 
attributes from the datasets for the detection of the DDoS 
attack. 
 A method incorporating the Jumping Gene adapted 
NSGA algorithm is developed for optimized feature 
selection, considering six important objectives, namely 
maximize relevance, minimize redundancy, minimize the 
number of features, maximize classifier accuracy, 
maximize recall, and maximize precision. 
 Investigating a method for obtaining feature subsets as 
Pareto-front, that facilitate the user with choice in 
selecting feature set. 
 Undertaking an extensive evaluation on the latest 
CICIDS2017 dataset using standard performance metrics 
and to compare the performance of the presented method 
with state-of-the-art algorithms. 
 
The remaining paper is organized as follows Section 
II contain a literature review, Section III describes the 
methodology used, Section IV defines the objective functions 
considered, Section V present results and discussions and in 
Section VI conclusions are outlined.  
2. Literature Review  
IoT networks consist of different varieties of connected 
devices as part of the network such as smartphones, 
computers, light bulbs, CCTVs, etc. which may have limited 
resources such as storage, computations, network capacity, 
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which make IoT network highly susceptible to cyber-attacks.  
As the IoT is evolving, more and more devices are being 
connected to this network, and therefore susceptibility to 
cyber-attacks especially DDoS attacks has grown in recent 
times. In this section, we discuss some of the latest DDoS 
attacks that have occurred. 
In October 2015 attackers were able to compromise more 
than 900 CCTV cameras spread around the globe and used 
them to attack Imperva Incapsula’s client (name disclosed) 
websites by launching a DDoS attack. The target of attacks 
was a rarely used asset of a large cloud service, catering to 
millions of users worldwide.  It was found that botnet was 
distributed globally including Taiwan (24 percentage), U.S. 
(16 percent), Indonesia (9 percent), Mexico (8 percent), 
Malaysia (6 percent), Israel (5 percent), Italy (5 percent) and 
at other parts of the world as well. On 21 September 2016, the 
French hosting company named OVH became a victim of a 
1.5 Tbps DDoS attack, the most massive DDoS attack ever 
recorded, which was implemented using hundreds of 
thousands of comprised IP cameras, Routers, and DVRs.  
This attack was initiated by flooding the network with a 
massive torrent of traffic on the 20 September 2016 towards 
OVH’s website via 152,463 hacked low powered cameras 
and smart devices, which increased substantially in the next 
48 hours.  In November 2016, by using a modified version of 
the Mirai botnet, 900,000 Deutsche Telekom Customers were 
knocked offline by launching a DDoS attack via infected 
routers, which disrupted telephony and television services 
and Internet connections causing million pounds of damage 
to the company.  
      The backbone of the IoT networks are cloud services, 
where all the data of the IoT devices are collected, processed, 
and analyzed. In [16], a defense mechanism, based on 
network flow analysis at the victim side, against a different 
kind of attack named Fraudulent Resource Consumption 
(FRC) attack, which is an economic denial of service attack, 
on the viability of multimedia-services provided by clouds as 
pay-as-you-go service.  A cybersecurity scheme to identify 
malicious edge devices in fog computing and cloud-of-things 
environments is proposed in [17]. The proposed method uses 
a Markov model to effectively categorize edge devices, IDS, 
and Virtual Honeypot Devices for the storage and 
maintainance log of the repository of identified malicious 
devices. The proposed approach is tested and verified in the 
virtual environment created using OpenStack and Microsoft 
Azure. 
     Cloud computing environments have been targeted by 
DDoS attacks by compromising auto-scaling and resource 
allocation services provided by the cloud. The cost and 
performance impact of upper CPU utilization thresholds as in 
the case of an DDoS attack and the size scaling size on 
autoscaling cloud in [18] is illustrated. The results in terms of 
response time, resource utilization and cost indicated by 
number of used instances confirm that CPU utilization 
threshold and scaling size have significant impact on 
performance and cost of cloud service. The authors have also 
given a solution for optimizing the problem of tuning the CPU 
utilization threshold and scaling size based on input loads. 
Another resource allocation scheme is given in [19], named 
VDC-Analyst, a tool for simulation and emulation of large-
scale virtual desktop cloud infrastructures that work on 
captured critical quality metrics such as Net utility and 
service response time. The authors based on the testing results 
demonstrated the need for different utility-directed resource 
allocation models instead of fixed resource allocation models 
to improve the quality of experience to the user and virtual 
desktop cloud infrastructure scalability. 
Various feature selection methods have been proposed in 
recent publications to improve the performance of the 
classifiers employed. In [20], authors have discussed major 
security issues existing for IoT networks and state of the art 
solutions. In [21], it was found that filtering methods could 
lead to a misleading selection of features because the filtering 
methods compute average scores on dataset classes and 
classify class labels accordingly. That may result in the non-
selection of a feature that might be especially relevant for a 
class label. So, the authors proposed a multi-objective 
approach for feature selection. They have considered two 
objectives namely relevance and redundancy of class labels 
for feature selection. In this work, Growing Hierarchical Self-
Organizing Maps (GHSOMS) is used. It is an unsupervised 
clustering machine learning method and combines a new unit 
labeling method. DARPA/NSL-KDD datasets are used to 
evaluate this method. They have concluded that their method 
produces an efficient determination of the wining unit as 
output and provides a maximum detection rate of 99.8% and 
99.6% with normal and anomalous traffic respectively. 
 In [22-28], authors have proposed a feature selection 
method based on limited criteria using the NSGA-II algorithm 
for network anomaly detection and pattern classification. They 
have evaluated their work in terms of classification accuracy 
and time of execution for different benchmark datasets. A 
feature selection wrapper method is proposed in [27] based on 
single objectives to maximize Information Gain (IG) for the 
detection of DDOS attacks using Bayesian networks (BN) and 
decision tree (C4.5) classifiers. Their method is evaluated on 
the KDD’99 dataset and DDoS dataset collected by Telecom 
Bretagne France on real-time computer networks. In this 
work, authors found that massive network traffic data work 
high-speed IDS are challenging for efficient processing. Based 
on their work, they state that only important features should 
be used for the detection of the attack. Similar work is 
proposed in [28], where two wrapper methods of feature 
selection named RF-FSE and RF-BER have used IDS with a 
decision tree machine learning classifier. In their work, four 
objectives were used. They have evaluated their proposed 
methods on three benchmark datasets. In this work, they have 
used an RF classifier with CV-parameter selection methods to 
validate the performance of the proposed algorithm. In [29] an 
NSGA-III algorithm which improves NSGA-II with reference 
points is proposed for feature selection exclusive by IDS to 
reduce computational complexity and improve the accuracy of 
the classifier focusing on the imbalance class problem of 
learning classifiers. The Jaccard-Index has been used for 
measuring the performance of their method on three 
benchmark datasets NSL-KDD, KDD'99, and Cure-KDD.  
A jumping gene adapted NSGA-II  proposed in [11, 13], 
which is inspired by real transposons present in DNA, which 
can jump in and out of chromosomes for the optimization 
problem of an industrial low-density polyethylene tabular 
reactor by employing multi-objective optimization algorithm 
with two conflicting objectives. Different variants of jumping 
gene based NSGA-II such as NSGA-II-mJG, NSGA-II-saJG, 
NSGA-II-aJG and NSGA-II-sJG [23] have been investigated. 
It is concluded in [13] that the NSGA-II-ajG algorithm 
performs better than the other two algorithms in terms of 
computation and convergence. A DDoS attack detection 
method based on semi-supervised learning for an IoT 
network is proposed in [30] using an ELM classifier. They 
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have used the NSL-KDD and KDDCUP’99 datasets for 
evaluating their algorithm, which provides better 
performance in comparisons with the centralized detection of 
attack framework in terms of accuracy. They have achieved 
maximum accuracy of 86.53% with a deduction in runtime 
by 11 milliseconds. In this paper, we have implemented 
Jumping Gene Adapted NSGA-II algorithm based on six 
critical objectives, namely, maximize relevance, minimize 
redundancy, minimize the number of features, maximize 
classifier accuracy, maximize recall and maximize precision. 
Our proposed method has achieved 99.90 % accuracy, which 
is evaluated on CICIDS2017 datasets. 
 
3. Methodology  
The methodology followed in this paper is shown in 
Figure 2. Network data with DDoS attacks and no attacks are 
collected and normalized. These data are fed to the NSGA-II 
algorithm with six important objectives that must be satisfied 
by a feature selection method, which is explained in the 
section. The ELM classifier is trained with attacked and 
normal data and after this evaluation is validated by the 
classifier. 
 
 
3.1. Dataset 
      The CICIDS2017 dataset has been used to conduct this 
work. The IDS and Internet Protocol (IPs) are considered the 
most important tools against the ever-growing network 
attacks, but mostly they lack in providing consistent and 
accurate performance; this is due to the lack of reliable test 
and validation datasets. Most of the datasets, which include 
DDoS attacks, are out of relevant data that are unreliable. 
Dataset design suffers because of many reasons such as lack 
of traffic diversity, they do not contain all known attacks, and 
they include anonymized packet payload data, which does not 
provide current trends. The most common datasets used in 
other proposed work such as NSL-KDD and KDD-99 have 
shown limitations such as low detection rate, true low alarm, 
and high false positives. The CICIDS2017 labeled dataset 
available, which contains most up to date data network 
attacks resembling real-world network data. This dataset is 
generated by keeping realistic background traffic as a top 
priority; the developer of this dataset has used a B-Profile 
system to profile the abstract behavior of human interactions 
and generated naturalistic background traffic. Abstract 
behavior of 25 users based on the HTTP, HTTPS, FPS, SSH, 
and email protocols was built. This dataset was collected for 
five days in 2017 [31, 32] on different cyber-attacks along 
with no attacks. To evaluate our work, we have used data 
captured on July 7, 2017, which contains both normal and 
DDoS attack data. This dataset contains 85 network flow 
features along with label attribute and a total of 225,742 
instances with both attack and normal data. This dataset is 
highly unbalanced, so for this work, we have modified the 
training dataset to balance in terms of both attack and normal 
data and reduced the number of instances to 81 features and 
divided data into training and test data. The transformed data 
are then normalized before it is fed to the ELM classifier 
algorithm. The features are normalized in range {-1, 1} and 
target attribute is normalized in range {0, 1}.   
 
 
 
Fig.2. The methodology of the proposed work.  
3.2 Multi-Objective Optimization based feature 
selection 
 
     The multi-objective optimization problem is defined as a 
method to find solutions for two or more conflicting 
objectives with some constraints. Optimization with M 
number of objectives can be formulated as: 
 
Minimize/Maximize {f1(x), f2(x)…fM(x)}  
subject to x ∈ X 
Where X is a set of solutions, and x is a non-dominated 
solution. In other words, x1 is said to be Pareto-efficient if 
there exits x2 which is dominated by x1 if 
 x1 is no worse than x2 for all M 
 x1 is better than x2 in at least mi (mi ∈ M for i=1, 
2…M) 
The NSGA-II algorithm is represented in Figure 3 and has the 
following procedure steps: 
1) The population is initialized, crossover and mutation are 
performed on the population to produce offspring. Parents 
and offspring are combined after this non-dominated sorting 
is applied and classified by fronts. 
2) The new population is created according to fronts ranking. 
3) Crowding distance, which is based on the density of 
solutions around each solution, is calculated and assigned to 
each front. 
4) Tournament selection is performed to select next-
generation offspring. Finally, a new generation is created by 
crossover and mutation operations.  
     In this work, we have employed the NSGA-II-aJG 
algorithm illustrated in Figure 4, for executing feature 
selection based on six different objectives. The Jumping gene 
is a concept in which a randomly generates binary string equal 
to the size of decision variables of the problem to be solved 
is used to replace a few chromosomes. The location to start 
the jumping gene replacement is chosen randomly with the 
condition that the chosen location is lower than the different 
of the total number of variables and chromosomes.  
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Fig. 3. NSGA-II procedure [31]. 
 
 
3.3  ELM Classifier Machine Learning Algorithm 
      The ELM classifier is a learning algorithm for single-
hidden layer feedforward neural networks built on the idea 
that the input weights and hidden layer biases can be 
randomly assigned. The single hidden ELM has better 
generalization performance than gradient-based methods, 
traditional SVM, and least squares SVM and has much faster 
learning speed [33], which is desired by wrapper feature 
selection methods. For our work for the hidden layer, we have 
used a sigmoidal function as the activation function. K-fold 
cross-validation is repeated ten times and used for validation. 
 
4.   Objective Functions  
Objective functions defined for evaluation are very 
critical for the feature selection for IDS. One of the reasons 
for the failure of IDS is the wrong selection of features based 
on which classifier detects attacks. We have defined six 
important objectives which should be satisfied with the 
selection of features. 
 
1). Maximize Relevance: Relevance is considered a very 
important criterion for selecting features, in [34-38], authors 
have used relevance as the main parameter for reducing data 
dimensionality. For our work, we have used the Relevance 
Measure to be maximized as one of the objectives. 
Mutual Information I(X; Y)  is the amount of uncertainty in 
X to target Y. If H(X) and H(Y) are the entropy of X and Y, 
respectively. Relevance is formulated as: Symmetric 
 
 
Fig. 4. Flow chart of the Jumping Gene Adapted NSGA-II-
aJG algorithm. 
 
Uncertainty is defined as: 
 
F (1): ∑ SymUn(I(Xi, Y)xi∈𝑆                   (1) 
 
  where, SymUn (X, Y) =  
 2𝐼(𝑋,𝑌)
𝐻(𝑥)+𝐻(𝑌)
           (2) 
  
   S is a subset of X  
 
2) Minimize redundancy: Redundancy for selecting features 
[34, 36, 37, 39] has been proved to be a very important 
parameter. Minimizing redundancy in data could be defined 
as  
F (2): ∑ 𝑆𝑦𝑚𝑈𝑛(𝑋, 𝑌)𝑥𝑖,𝑥𝑗∈𝑠  
 
     (3) 
 
3) Minimize Number of features: The number of features 
within S represents the cardinality of the set. For lesser data, 
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we expect a number of features to be as minimum as possible 
satisfying other objectives optimized. 
 
        F (3): MIN(|S| )              (4) 
where | | denotes the cardinality of S  
 
4) Maximize Classifier Accuracy: Classifier accuracy could 
be formulated as 
 
        Accuracy:  
𝑡𝑝+𝑡𝑛
𝑡𝑝+𝑡𝑛+𝑓𝑝+𝑓𝑛
                      (5) 
 
where tp, tn, fp, and fn stand for true positives, true negatives, 
false positives, and false negatives, respectively. 
 
5) Maximize Recall: Recall [40,41] is one of the essential 
measures for attack detection in computer networks. The only 
accuracy gives the percentage of attack detection, but on its 
own cannot promise the correct detection of attacks as the 
number of false-positive and false-negative could be high. 
The recall is a fraction of relevant instances that are retrieved 
from the data. We expect recall value to be maximized. 
 
       Recall =  
𝑡𝑝
𝑡𝑝+𝑓𝑛
                             (6) 
 
6) Maximize Precision: Similar to recall precision [42] is also 
an important measure for attack detection. High precision 
value proves the correctness of detection of the attacks, and it 
can be defined as the fraction of retrieved instances that are 
actually relevant. We expect precision to be maximized  
 
        Precision = 
𝑡𝑝
𝑡𝑝+𝑓𝑝
                           (7) 
5. Results and discussion  
Experimentation in our work is done according to the 
methodology explained in Section 3. Evaluation of the 
proposed method is conducted in MATLAB R2017a on 64-
bit Intel® Core™ i5-4690 CPU @3.50 GHz with 16 GB 
RAM in Windows 7 environment. Multi-objective 
optimization produces results as a set of Pareto-front 
according to the objective functions defined to be maximizing 
or minimizing. In our work, we have set accuracy, relevance, 
recall, and precision to be maximized and the number of 
features and redundancy to be minimized using an EML 
classifier as the binary classifier algorithm. Parameters values 
for conducting our work are shown in Table 1. To optimize 
the performance of the method, the population size should be 
big for a large number of features in the data, so in this work, 
the population size is set to 200. The number of iterations is 
as 100, the total number of features present in our dataset is 
81, including the label attribute. For the ELM classifier, the 
cross-validation number is set to be 10, and the number of 
units in ELM is considered as 50. 
The number of solutions obtained as Pareto-fronts in our 
work is more than 700 satisfying the six objective functions 
defined. Table 2 shows the obtained best subsets satisfying 
all six defined objectives which have the same highest 
accuracy with a different number of selected features using 
the proposed method. Figure 5 illustrates the comparison of  
 
Table 1 Parameter values for experiment. 
 
Population Size 200 
 
Number of Generations 100 
 
Number of variables 81 
 
K-fold Cross-validation Number 10 
 
ELM Ensemble 10 
 
Number of Units in ELM 50 
 
       
 
 The best accuracy we have achieved is 99.9%, and the least 
is 36.0 % with different subset sizes. The least subset size we 
obtained is 2 with 61.0% accuracy.  The subset with minimum 
cardinality and highest accuracy and value of other objectives 
defined are as s1= {1, 7, 40, 47, 53, 62},  s2={1, 7, 17, 33, 46, 
47, 53, 55, 62), s3={1, 7, 17, 46, 47, 53, 62}. The subset size 
having the highest accuracy value is six selected features with 
99.9% accuracy; the value of relevance, recall, precision, and 
redundancy is 79.00%, 100%, 99.80%, and 0.19%, 
respectively. Another best subset we obtained has nine 
numbers of selected features and values of relevance, recall, 
and precision as 79.00%, 100%, 99.80%, and 0.40 %, 
respectively, which are the same as the previous solution but 
having a slightly lower value of redundancy. If we look for 
the pattern, the obtained objective values shown in Figure 5, 
we are able to achieve many subsets with the highest 
accuracies with the low cardinality of the subset. Another best 
value of accuracy we obtained is 99.8% with a different 
number of selected features. Figures 6 and 7 show the 
relationship of the cardinality of the subset with the value of 
precision and recall, and Figure 8 presents the relation of 
redundancy with cardinality. 
          It is interesting to note that the value of precision and 
recall obtained is high in the majority of subsets, which 
confirms the correctness of the obtained accuracy that proves 
that the false positives and false negatives are minimized, 
which validates that the detection of attack is correct by this 
method. From Figure 8, we can see that the redundancy is 
minimum with low cardinality of subsets and is increasing 
with the size of the subset. From these results, we can 
conclude that the accuracy we have achieved is on the true 
prediction of the DDoS attack in the dataset. Further,  Figure 
9 shows the value of the true positive against the cardinality 
of the subset, and Figure 10 illustrates the relation of false 
positives with accuracy. As a result, by using our method, we 
have achieved a low false positives rate of nearly 0 with the 
least number of features, such as six numbers of features. 
From both Figures 9 and 10, it is clear that true negatives are 
higher, and the false-positive rate is least in the majority of 
the subsets with high accuracy, which attains the desired aim 
of this work. The main objective of this paper is to find a set 
of Pareto-front, having the best solution satisfying all the 
objectives, which are clear from the results discussed above, 
is achieved by our work. The significance of our proposed 
method is that this has reduced the number of features from 
80 to 6 selected features which are required for the detection 
of DDoS attack. 
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Table 2 Subset of selected features with the highest accuracy 
 
No. of Feature Accuracy Relevance Recall Precision Redundancy 
20 0.999 0.78 1.00 0.998 0.0653 
19 0.999 0.74 0.99 0.998 0.0526 
17 0.999 0.81 1.00 0.998 0.0329 
12 0.999 0.74 1.00 0.999 0.0169 
9 0.999 0.79 1.00 0.998 0.0040 
6 0.999 0.79 1.00 0.998 0.0019 
 
  
Fig. 5. Accuracy vs. Number of Features 
 
  
Fig. 6. Precision vs. Number of Features 
 
 
Fig. 7. Recall vs. Feature size 
  
 
 
 
Table 3 Top 10 most occurring features 
 
Fig. 8. Redundancy vs. Feature size 
 
Fig. 9. True Negative vs. Feature size  
 
Most selected Features in CICIDS2017 dataset 
Avg Fwd Segment Size 
Fwd Packet Length 
Destination IP 
Subflow Bwd Bytes 
Fwd Packet Length Std 
Bwd Packet Length Min 
act_data_pkt_fwd 
Bwd IAT Max 
Packet Length Variance 
ACK Flag Count 
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Fig. 10. False-positive rate vs. Accuracy 
 
Fig.11. Occurrence of features 
 
 
 
The purpose of the feature selection is to reduce the 
dimensionality of the data and find out the most important 
features providing correct detection of the attack in the 
system. Figure 11 showing the frequency of occurrence of 
features. Based on Figure 11 data collected, the most selected 
features can be seen which are able to detect DDoS attacks in 
the system. 
        Table 3 presents the top 10 features having the highest 
frequency of selection in different subsets. These are the most 
selected features which satisfy the objective functions we set 
for the detection of DDoS attack. On the basis of this, we can 
say that these features may be helpful for the detection of 
DDoS attacks. 
          Another exciting result we obtained is that the 
proposed method could improve the runtime of the ELM 
classifier. The average runtime by performing feature 
selection is reduced as compared to the runtime without 
feature selection; however, the training time has increased in 
the case with the feature selection method.  Table 4 
summarizes the comparison of performance matrices with 
and without feature selection method for the ELM classifier. 
The highest accuracy we achieved is 97.89% with the 
proposed feature selection method is achieved as 99.90% and 
the best precision value as 96.30% without feature selection 
and with our method is evaluated as 99.80%.  It is also 
interesting to see that without feature selection, the 
redundancy value is 0.17%, which is near to zero by 
implementing our proposed work.  It is clear from the data in 
Table 4; the feature selection strategy directly affects the 
performance of the classifier.  We compared five state-of-art 
methods with our proposed method. Apriori+LSSVM the 
technique is proposed in [42] that adopted the Apriori 
algorithm with the least-squares Support Vector Machine 
(SVM) to perform the feature selection for the power quality 
event recognition system. The proposed method has achieved 
98.88 % accuracy with five number of features. Decision 
three methods [43] attained 98.38 % accuracy with 16 number 
of features on KDD datasets. DCF+CSE [44] has employed 
consistency subset evaluation and DDoS characteristic 
features for performing feature extraction with an accuracy of 
91.70% with a cardinality set of 17 selected features. 
BN+C4.5 method adopted in [23] combined Bayesian 
Network (BN) with a Decision tree (C4.5) which attained 
accuracy as 99.80 % with 10 features Square Chi+ 
Symmetrical Uncertainty [45] that adopted chi-square and 
symmetrical uncertainty together with Decision tree classier 
has achieved 88.00% accuracy with eight extracted features. 
Table 6 summarizes the comparison of our proposed method 
for feature selection with recent publications. It can be seen 
from Table 5 that our proposed method outperforms other 
proposed state-of-the-art methods achieving 99.90 % 
accuracy with six number of features. 
   
 
 
 
 
 
Table 5 Comparison with other work 
Method 
 
Number of 
features 
Accuracy 
Apriori+LSSVM [43] 5 98.88 
Decision Tree-based[44] 16 98.38 
DCF+CSE [45] 17 91.70 
BN+C4.5 [24] 10 99.80 
Chi-Square + Symmetrical 
Uncertainty [46] 
8 88.00 
This paper 6 99.90 
6. Conclusion 
In this paper, a multi-objective optimization method for 
feature selection to detect a DDoS attack is proposed. This 
method is different from the traditional multi-objective 
feature selection algorithms, which are based on a few 
objectives, only such as the number of features and a measure 
of classification accuracy. We used the latest CICIC2017 
dataset which is close to real-time data and does not have the 
shortcoming of other benchmark datasets, for the detection of 
the DDoS attack in IoT networks In this paper an NSGA-II-
aJG algorithm with six different conflicting objectives as 
relevance, redundancy, number of features, classification 
accuracy, recall and precision using ELM as binary classifier 
Table 4 Comparison of performance measures with and without FS 
 Accuracy Recall Precision Relevance Redundancy Runtime 
With FS 99.90 1.00 0.998 0.790 0.0019 0.02 sec 
Without FS 96.89 0.98 0.963 0.722 0.1790 0.11 sec 
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algorithm for the detection of DDoS arrack is proposed. This 
method searches in a larger space enabling algorithms to 
generate a large number of Pareto-efficient solutions. We 
obtained many subsets of selected features as Pareto-front, 
each with the same and different selected features. The best 
solution we have achieved with our method has reduced the 
total number of features from 80 to  6 numbers of selected 
features having highest accuracy as 99.90% Along with the 
highest accuracy this subset has highest value of other 
objectives defined such as the value of recall is 100% and 
precision is 99.90% and redundancy of 0.20% which is best 
among all the subsets. We have proved that the performance 
of IDS is brought down when using full features present in 
the dataset, so the feature selection method is crucial for the 
performance of IDS in terms of both complexity and runtime. 
We have compared our proposed method with previously 
proposed work, we have found that our method to the best 
results in terms of accuracy and other critical objectives 
selected. On the basis of results obtained, we conclude that 
the proposed method to detect DDoS satisfying six 
conflicting objective functions has achieved its goal to reduce 
the number of features with the true value of accuracy. The 
obtained results are quite satisfying, so we conclude that our 
method provides the best results as the selection of features 
for DDoS attack detection.  
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