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In the current study, mechanoporation-related neuronal injury as a result of
mechanical loading has been studied using a multiscale approach. Injurious mechanical
loads to the head induce strains in the brain tissue at the macroscale. As each length scale
has its own unique morphology and heterogeneities, the strains have been scaled down
from the macroscale brain tissue to the nanoscale neuronal components that result in
mechanoporation of the neuronal membrane, while relevant neuronal membrane
mechanoporation-related damage criteria have been scaled up to the macroscale. To
achieve this, first, damage evolution equations has been developed and calibrated to
molecular dynamics simulations of a representative neuronal membrane at the nanoscale.
These damage evolution equations are strain rate and strain state dependent. The resulting
damage evolution model has been combined with Nernst-Planck diffusion equations to
analytically compare to intracellular ion concentration disruption through mechanical
loading of in vitro neuron cell culture and found to agree well. Then, these damage
evolution equations have been scaled up to the microscale for dynamic simulations of 3dimensional reconstructed neurons of similar mechanical loads. It was found that the
neuronal orientation significantly affects average damage accumulation on the neuron,

while the morphology of neurons, for a given neuron type, had little effect on the average
damage accumulation. At the mesoscale, finite element simulations of geometrical
complexities of sulci and gyri, and the structural complexities of the gray and white
matter and CSF on stress localization were studied. It was found that the brain
convolutions, sulci, and gyri, along with the effects of impedance mismatch between the
cerebrospinal fluid (CSF) and brain tissue localized shear stresses, at the depths of the
sulcus end (near field effects) and in-between sulci (far field effects), that correlated well
with the regions of tau protein accumulation that is observed in chronic traumatic
encephalopathy (CTE). Further, sulcus length and orientation, with respect to impending
stress waves, had a significant impact on the magnitude of stress localization in the brain
tissue. Lastly, gray-white matter differentiation, pia matter, and brain-CSF interface
interaction properties had minimal impact of the shear stress localization trends observed
in these simulations.
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INTRODUCTION
A report given by “Centers for Disease Control and Prevention” shows that
Traumatic brain injury (TBI) related emergency department visits, hospitalization and
deaths have increased over the past decade in the US to approximately 823.7 per 100,000
people with an estimated 1.7 million people sustaining a TBI annually (Faul et al. 2010).
This has produced significant attention toward providing a better understanding TBI and
preventative measures.
In the past few decades, significant progress has been made in our understanding
of how head impact scenarios translate to TBI and neuronal injury. Typical head impacts
induce both translational and rotational brain accelerations (Holbourn 1943; Trosseille et
al. 1992). These brain motions generate complex strain histories in the brain that through
complex pathways result in traumatic brain injury (TBI) and neuronal injury (Mao et al.
2013). Due to the complex geometry of the brain, head components with different
impedance, and the age effects on the brain mechanical properties (Thibault & Margulies
1998), directly correlating impact scenarios and resulting injuries is difficult (Courtney &
Courtney 2015). As such, further study of brain’s neuronal injury mechanisms and
pathology is required.
TBI disrupts the neuronal membrane integrity that dysregulates intracellular ion
concentrations (Katayama et al. 1990; Osteen et al. 2001). This overload of ions can then
1

overwhelm and impair the mitochondria (XIONG et al. 1997). High levels of Ca2+ in the
cell can then cause the mitochondrial membrane to collapse (Vergun et al. 1999). The
effects of the initial impact can continue for days after the incident (Fineman et al. 1993),
potentially resulting in neuronal cell death. Hence, the neuronal membrane is critical to
the of the neuronal functioning, and that its disruption through mechanical loading can
cause cell death (LaPlaca & Prado 2010; LaPlaca et al. 2019). To calculate
mechanoporation or neuronal membrane disruption, strains and stresses need to be
translated from the whole head to the neuronal membrane. Then, the calculated neuronal
membrane disruptions need to be passed back to the macroscale model as a function of
those stresses and strains, for which computational methods are required. To achieve this
an understanding of the multiscale approach and the brain structure at different length
scales is required.
The multiscale approach is a method that utilizes multiple models at different
length scales. This approach is necessary to describe the behavior of heterogeneous
materials with unique phenomena at different length scales and has been used to capture
stress-state sensitivity of damage in metals, polymers, and soft tissues (Horstemeyer &
Gokhale 1999; Prabhu et al. 2011; Francis et al. 2014). A multiscale material model is
defined using two sets of variables, namely, observable state variables and internal state
variables. Observable state variables are measurable, and internal state variables (ISVs)
represent the internal structure of the material. These ISVs are defined using observable
variables and are constrained by the laws of thermodynamics (Coleman & Gurtin 1967;
Horstemeyer & Bammann 2010). For complex problems where conventional macroscale
models do not generate a sufficiently accurate solution, implementing the multiscale
2

approach can reduce the model error while quaintifying necessary uncertainties. Through
this multiscale approach trial and error can be reduced, while increasing the accuracy, or
reducing error, of material behavior prediction. The reduction of error in the model then
allows for further design optimization while reducing costs (Horstemeyer 2001). To
apply this approach to a material, an understanding of its structure at different length
scales is required.
The brain is a multiscale organ, with different microstructures at each length
scale. To accurately predict neuronal cell death and TBI by extension, the related
phenomena need to be tracked through their cause and effects between the length scales.
In this regard, the brain can be devided into the macroscale, microcale, and the nanoscale
that refer to its continuous, the cellular, and the sub-cellular levels, respectively. Each
length scale has its specific structure and properties that are presented below.
At the macroscale, the cerebrum is considered a continuous medium and can be
divided into gray matter and white matter. Structurally, the gray matter is defined as a
continuous isotropic material (Budday et al.; Prange & Margulies 2002). The gray matter
mostly consists of neuronal somas, dendrites, and axons; astrocytes and glial cells; and
capillaries. The space left between these parts is filled with the extracellular fluid. The
White matter is defined as a continuous anisotropic material (Budday et al.; Prange &
Margulies 2002), and consists of mostly myelinated axons with a preferred orientations
and extracellular fluid. At this length scale, Finite Element Analysis (FEA) informed by
macroscale material constitutive models are consistently used. FEA of the brain (Chatelin
et al. 2011; Johnson et al. 2016; Giordano et al. 2017) can provide a better understanding
of the brain’s local deformation behavior and help produce safety criteria for human3

centric designs. To define the deformation behavior of the brain in Finite Element (FE)
simulations, a number of constitutive models have been developed (Fallenstein et al.
1969; Hrapko et al. 2006; El Sayed et al. 2008; Prevost et al. 2011; Prabhu et al. 2011;
Mihai et al. 2017). Damage models used in FE simulations of biological tissue possess a
mechanical nature, (Calvo et al. 2009; Maher et al. 2012; Peña 2014) and are utilized to
capture large deformation behavior, as opposed to cell death criteria. These finite element
simulations are then be used to reproduce real-world head impact scenarios and generate
injury metrics.

At the microscale, the brain is made up of non-continuous medium with solids
and fluids interacting. At this length scale, mechanical properties of brain cells have been
studied, including examining neuronal soma stiffness using atomic force microscopy
(Park & Lee 2013; Lu et al. 2013). Cell death due to neuronal soma deformation has been
shown to be related to neuronal membrane disruption. This membrane disruption can
then dysregulate neuronal ionic balance where biomarkers were used to look at
mechanoporation on the neuronal soma membrane (Cullen & LaPlaca 2006; Cullen et al.
2007). These studies showed neuronal cell death due to membrane disruption was strain
rate and stress state dependent which can be either primary, i.e. occur right after
stretching, or secondary, i.e. minutes to hours after the initial deformation (LaPlaca et al.
2019). Axonal mechanical properties have also been studied using the microneedle
technique (Bernal et al. 2007).
At the nanoscale, individual neuron components can be considered that can only
be achieved using computer simulations. Molecular dynamics (MD) simulations of the
4

neuronal membrane deformations, for instance, have shown that the neuronal membrane
integrity can be disrupted through mechanical loading that induces pores
(mechanoporation) in the membrane (Tieleman et al. 2003; Tomasini et al. 2010;
Shigematsu et al. 2015; Murphy et al. 2016; Murphy et al. 2018). This disruption can
then allow for the free diffusion of ions across that membrane. To capture this
phenomenon, the stress-state and strain-rate dependencies of mechanoporation would
require further study.
The primary goal of this dissertation is to understand how mechanoporationrelated injury should be passed on through the different length scales of the brain and
what physical characteristics of the brain affect mechanoporation injury at each length
scale
In Chapter 2, nanoscale damage to a representative neuronal membrane is
quantified as a function of pore nucleation and growth ISVs. These ISVs are determined
as a function of observable state variables that are strain, strain rate, and stress state.
These ISVs are then combined with Nernst-Planck diffusion equations to be analytically
compared to mechanoporation behavior of neuronal cell tissue.
In Chapter 3, the damage evolution equations are extended to 3D reconstructions
of neurons at the microscale. At this length scale, the effects of microscale characteristics,
i.e. morphology of neurons and their orientations on mechanoporation-related injury are
studied.
In Chapter 4, the effects of mesoscale head geometries and structures, i.e. sulci
and gyri, gray and white matter differentiation, pia matter, and cerebrospinal fluid
properties, on stress localizations are studied.
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DAMAGE BIOMECHANICS FOR NEURONAL MEMBRANE
MECHANOPORATION
2.1

Introduction
Both experimental and simulation approaches have been used to study membrane

related neuronal damage. One mechanism of interest is membrane integrity loss, which
results in the disruption of neuron ion homeostasis and, with sufficient disruptions, cell
death (McIntosh et al. 1998; Weber et al. 1999; Raghupathi 2004; Stoica & Faden 2010;
Cullen et al. 2011). In vitro studies of artificially produced simplified phospholipid
bilayers have been used to determine the elastic constants and rupture strength of the
membrane and have shown the rate-dependence of membrane failure (Needham & Nunn
1990; E Evans et al. 2003; Evans & Smith 2011; Ovalle-García et al. 2011; Picas et al.
2012). These studies generally produce a uniform tensile pressure difference through
micropipetting to induce this failure (Sandre et al. 1999; Gozen & Dommersnes 2014).
Cell culture experiments have been used to look at membrane damage using biomarkers
that capture the effects of mechanoporation on cell death (LaPlaca & Thibault 1997;
Cullen et al. 2007; Cullen et al. 2011). However, due to the heterogeneous orientation of
in-culture cells, their morphology, and neurite orientation, the load applied to each cell
will vary resulting in an unquantifiable heterogeneous stress state at the cellular level
(Cullen & LaPlaca 2006). This limitation necessitates local, nanoscale level experiments
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and simulations to capture the deformation behavior of the neuronal membrane. More
recently, in silico molecular dynamic (MD) simulations have been used to study
phospholipid bilayer deformations and the resulting mechanoporation during incremental
and continuous loading conditions (Tieleman et al. 2003; Leontiadou et al. 2004;
Koshiyama et al. 2006; Tieleman et al. 2006; Tomasini et al. 2010; Koshiyama et al.
2010; Murphy et al. 2016; Murphy et al. 2018). These MD simulation studies were
performed using all-atom (Tieleman et al. 2003; Murphy et al. 2016; Murphy et al. 2018)
and coarse-grained (Koshiyama et al. 2006) methods. Most of these MD studies of
phospholipid deformation look at equibiaxial strain state (Tieleman et al. 2003;
Leontiadou et al. 2004; Koshiyama & Wada 2011), while Tomasini et al (Tomasini et al.
2010) also looked at surface shear, Murphy et al (Murphy et al. 2016) looked at strip
biaxial, and Murphy et al (Murphy et al. 2018) looked at strip biaxial, non-equibiaxial
and equibiaxial deformations. Incorporating nanoscale simulations of membrane
mechanoporation into a macroscale constitutive model for FEA of brain tissue provides a
unique opportunity to more accurately capture damage using constitutive models.
The current study develops mechano-physiological damage evolution equations,
in the form of ISVs that quantify mechanoporation based on nanoscale MD simulations
of phospholipid bilayer deformation models. Introducing a coupled MechanoPhysiological Internal State Variable (MPISV) damage model for the brain that captures
both the mechanical and physiological aspects of TBI can help address the need for a
microscale neuronal cell death criterion and introduce location-based injury prediction
during head impacts. To build such a model, mechanical and physiological damage
properties from lower-length scales must be considered. The general multiscale
7

hierarchical form of the MPISV constitutive material model as developed by Murphy et
al (Murphy et al. 2016) is shown in Figure 2.1. Starting from the lowest length scale,
nanoscale MD simulations of lipid bilayer membranes provide strain rate and stress state
dependent mechanoporation of a representative neuronal membrane. Damage evolution
equations defined at this length scale capture the mechanoporation behavior to be passed
to the microscale. At the microscale, neuronal morphology and orientations are
introduced and combined with membrane damage evolution equations. Then, NernstPlanck ion diffusion equations are combined with the previously defined
mechanoporation behavior at the microscale to produce a mechanoporation based injury
criterion based on the ion homeostasis disruption. This mechanoporation based injury
criterion is further informed by the local membrane stress state and strain rate variations
arising from neuronal morphology variations and orientation. This injury criterion is then
bridged to the mesoscale to define neuron cell death number densities for a cluster of cell
bodies of neurons, its dendrites and extra-cellular matrix (akin to cluster of neurons in
cell cultures used in experimental investigations for quantifying grey matter injury
(LaPlaca et al. 2005; Cullen et al. 2011)) that would be representative of grey matter.
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Figure 2.1

The multiscale approach for capturing the mechano-physiological damage
properties of the brain, adapted from Murphy et al. (Murphy et al. 2016). In
the current work, pore density and growth rate equations are developed to
translate membrane mechanoporation at the nanoscale to the microscale
(Bridge 2) and combining it with Nernst-Planck diffusion equations.

In the present study, mechanoporation is decomposed into pore density and
growth in the rate form. A pore resealing function is added based on previous
experimental work (Cooper & McNeil 2015). This equation set is then combined with
Nernst-Planck diffusion equations (Dresner 1972) to capture the disruption of neuronal
homeostasis that can lead to cell death. The combination of pore evolution and diffusion
equations create an MPISV expressed as a function of the local strain rate and stress state.
This MPISV is a platform for a microstructurally-based damage criterion for neuronal
9

cell death through mechanoporation and can be applied to FE models. This MPISV
model is then compared to experimental work (LaPlaca & Thibault 1997) and evaluated
for its sensitivity to strain rate, stress state, and history changes. To the authors’
knowledge, this approach has not been utilized for modeling the mechanical response of
neurons to traumatic insults and the associated physiological effects (Cajigal 2007).
2.2
2.2.1

Materials and Methods
Overview of Molecular Dynamics (MD) Simulation Setup
MD simulations of a 72 molecule 1-palmitoyl-2-oleoyl-phosphatidylcholine

(POPC) phospholipid bilayer with 9,070 water molecules (using the mTIP3P model for
water (Price & Brooks 2004)) were performed as a representative structure of a neuronal
cell membrane as shown in Figure 2.2 (a). The initial structure was obtained from the
NIH Laboratory of Computational Biology (Laboratory of Computational Biology,
National Heart, Lung, and Blood Institute, National Institutes of Health, Bethesda, MD
20892). Additional water was added, and the structure was equilibrated for 10 ns using
the NPT ensemble with independently controlled pressures of 1 atm in the principal
dimensions. Different seeding for the thermal vibrations produced three equilibrated
bilayers (labeled A, B, and C in Table 2.1) with an approximate in-plane (x and y) box
dimensions of 4.8 nm by 4.6 nm and height (z) of 14 nm. The MD simulator LAMMPS
(http://lammps.sandia.gov) (Plimpton 1995) and the CHARMM36 all-atom phospholipid
force field (Klauda et al. 2010) were used for all simulations.
A temperature of 310 K was defined to replicate the natural human body core
temperature and did not change significantly during deformations. Nose-Hoover style
equations (Shinoda et al. 2004) were used for thermostatting and barostatting with a
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thermostat constant of 100 fs and a barostat constant of 500 fs. An orthogonal simulation
box using periodic boundary conditions, a particle-particle particle-mesh (PPPM) solver
grid of 1 × 10-5 Å with analytical differentiation, and a 0.5 fs time step with the verlet
integrator was used. The neighbor list was updated whenever any atom had moved more
than 1 Å. Additionally, Lennard-Jones interactions were given an inner switching cutoff
radius of 8 Å and outer switching cutoff radius of 10 Å, and Coulombic interactions were
given a switching cutoff of 10 Å.
For each MD simulation large deformations were applied at constant velocities,
shown in Table 2.1, by displacing the simulation box in the x- and y-dimensions (Figure
2.2 (a)) to generate the strain paths presented in Figure 2.2 (d). During the deformation
process, the z-dimension was allowed to relax under a 1 atm pressure. The size (Murphy
et al. 2016) and initial structure (Murphy et al. 2018) of the current model have
previously been shown to not significantly affect membrane deformation behavior (first
standard deviation) for the currently examined properties and deformation rates. To
quantify the stress state variations, applied velocities were set to obtain a consistent
equivalent von Mises strain rate (𝜀̇𝑣𝑚 ) of 5.45 × 108 s-1 across all the stress states
presented in Table 2.1. The resulting stress ratios, presented inTable 2.1, were used to
determine the stress state dependence of the damage model. Furthermore, equibiaxial
deformations at different applied von Mises strain rates were used to study the model
strain rate dependency. The applied von Mises strain rates generated velocities (Table
2.1) comparable to those observed during a TBI incident (Nahum et al. 1977). The
stresses used in this study are calculated from the box surfaces perpendicular to the xdirection and y-direction.
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Figure 2.2

(a) Perspective view of the 1-palmytoyl-2-oleoyl-phosphatidylcholine
(POPC) bilayer with lipid headgroups and tails represented using red and
green, respectively, and water represented using blue. (b) Lipid bilayer top
view image pore analysis after 2.5 ns of equibiaxial stretching for a pore
minor axis threshold of 2 Å and (c) 10 Å. Lipids are shown in black and
unique pores are colored in (b) and (c). (d) Representative (top view)
schematic of the performed deformations. The initial structure is
represented by a solid black line and the deformed structure by a dashed
line.
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2.2.2

Image Analysis
In the current study a pore was defined as a two-dimensional channel that crossed

the nrfrepresentative neuronal membrane and was vacant of any phospholipids and
should not be mistaken with voids which are three dimensional constructs. In the MD
simulations pores were quantified in terms of number of pores per area and pore area
using an in-house image analysis tool. Images on the bilayer plane were output from
OVITO (Stukowski 2010) in binary format with lipids colored black and lack of matter or
water (pores in the lipid bilayer) colored white. An in-house code calculated the unit
length/pixel based on the size of the simulation box. An ellipse encompassing each pore,
necessary due to the irregular pore shapes, was used to find the pore minor and major
axes as shown in Figure 2.2 (b) and (c). To account for duplicate pores arising from
simulation periodicity, OVITO images showing the three by three periodic planar
phospholipid structure (water hidden) were rendered with the original unit cell at the
center, Figure 2.2 (b). Pores completely outside the unit cell and pores touching the top or
left boundaries of the unit cell were eliminated as duplicates. Then, a 10 Å minor axis
diameter criterion was used to detect pores whose diameters were larger than that of the
diameter of the second hydration shell of calcium ions (Schwenk 2004). Pores smaller
than the detection criteria were ignored to remove the influence of the unstable pores
(Evan Evans et al. 2003) on the pore density model. A comparison of Figure 2.2 (b) and
(c) demonstrates the removal of the pores that failed to meet the diameter criteria. A low
pass filter Gaussian denoising function was then used to remove the noise resulting from
the length scale characteristics of the simulation to more accurately capture the poration
trends. An upper end cutoff was applied to the resulting mechanoporation to ensure pore
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size did not exceed over half the size of the periodic box. Finally, a two-sample
Kolmogorov-Smirnov test was used to evaluate if total pore was of the same continuous
distribution (Table 2.1) for simulations that used more than one initial structure.
2.2.3

Stress and Strain Definitions
In the current study true strain and strain rates were calculated using

displacements measured from the MD simulations. The subscripts “1” and “2” refer to
the stress and strain components that are in-plane with the membrane (x and y directions),
and the subscript “3” refers to the direction perpendicular to the membrane. The principal
stretches, 𝜆𝑖 , are defined as:
𝑙

𝜆𝑖 = 𝐿𝑖

(2.1)

𝑖

Here, 𝑙𝑖 and 𝐿𝑖 are the current and initial box dimensions in the direction “𝑖”. The true
principal strains, 𝜀𝑖 , are then:
𝜀𝑖 = ln(𝜆𝑖 )

(2.2)

The von Mises strain, 𝜀𝑣𝑀 , for the two-dimensional membrane is then:
2

𝜀𝑣𝑚 = [9 {(𝜀1 − 𝜀2 )2 + (𝜀2 − 𝜀3 )2 + (𝜀1 − 𝜀3 )2 }]

0.5

(2.3)

As the simulation box is deformed under constant velocities, the true strain rates, 𝜀̇𝑖 (𝑡),
are expressed as the rate of change of the strains:
𝜀𝑖̇ (𝑡) =

∂𝜀𝑖 (𝑡)
∂𝑡

(2.4)

The equivalent von Mises strain rate, 𝜀̇𝑣𝑀 (𝑡), is then defined as:
2

𝜀̇𝑣𝑀 (𝑡) = [9 {(𝜀̇1 (𝑡) − 𝜀̇2 (𝑡))2 + (𝜀̇2 (𝑡) − 𝜀̇3 (𝑡))2 + (𝜀̇1 (𝑡) −
𝜀̇3 (𝑡))2 }]

0.5

(2.5)
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The use of the von Mises strain and strain rate provides a strain consistency between the
different stress states and strain rates that allow for a meaningful combination when
developing the damage evolution equations and its integration into the ISV constitutive
material model.
The stresses used in the current work, 𝜎1 and 𝜎2 , refer to the force over membrane
cross section in their respective box dimension and are principal stresses. As the box is
relaxed in the z direction, 𝜎3 = 0. The stress invariants of the box stresses that are
utilized in the damage evolution models are as follows:
𝐼1 = 𝜎𝑥 + 𝜎𝑦 + 𝜎𝑧 = 𝜎1 + 𝜎2
1

1

𝐽2 = 2 (𝑠12 + 𝑠22 + 𝑠32 ) = 6 [(𝜎1 − 𝜎2 )2 + 𝜎12 + 𝜎22 ]

(2.6)

1
𝐽3 = (𝑠13 + 𝑠23 + 𝑠33 )
3
Here, 𝑠𝑖 are the principal stresses of the deviatoric stress tensor:
𝑠𝑖 = 𝜎𝑖 −

2.2.4

𝐼1
3

(2.7)

Damage Evolution Equations
To ensure that the damage evolution equations are consistent with the ISV theory

used in the multiscale framework, damage was defined as a function of pore density, and
growth that in turn were a function of observable state variables: the von Mises strain rate
and the stress state. Damage evolution in the neuronal phospholipid bilayer was observed
to be a multi-stage process (Murphy et al. 2016). In this process, small strains are
accompanied by the realignment of the phospholipid chains along the membrane's planar
direction, resulting in some local membrane thinning that has been mentioned in other
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studies (Needham & Nunn 1990; Evans & Smith 2011). No pores were observed during
this initial stage. When further thinning occurred, unstable pores, addressed as pre-pores
by Melikov et al. (Melikov et al. 2001) and defects by Evans et al. (E Evans et al. 2003),
were observed throughout the phospholipid bilayer with a very short life span and too
small to allow for diffusion to occur (Melikov et al. 2001). A peak surface tension
occurred before stable pore nucleation. The resulting surface tension relaxation was then
related to the energy dissipation through stable pore formation (E Evans et al. 2003; Evans
& Smith 2011; Murphy et al. 2016).
2.2.4.1

Mechanoporation Damage Model
Damage can be defined in materials as a function of pore density and growth

(two-dimensional) and voids (three-dimensions) (Bammann & Aifantis 1989;
Horstemeyer & Gokhale 1999). Here, pores in the x-y plane of a simplified neuronal cell
membrane were considered to calculate mechanoporation damage in the representative
neuronal membrane. Damage, 𝜙, was defined as a function of the total pore area, 𝐴𝑝 , and
the current membrane area, 𝐴1 :
𝜙=

𝐴𝑝
𝐴1

(2.8)

The total pore area, 𝐴𝑝 is written as a function of the number of pores, 𝑁, and the average
pore area, 𝑎𝑝 :
𝐴𝑝 = 𝑁𝑎𝑝

(2.9)

The average pore area, 𝑎𝑝 , in the membrane is then defined as:
1

𝑎 𝑝 = 𝑁 ∑N
i=1 𝑎𝑖
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(2.10)

where 𝑎𝑖 is the pore area for each pore. The pore density, 𝜂, measures the number of
pores per current unit area in the current time reference and is written as the following,
𝑁

𝜂=𝐴

(2.11)

𝐴𝑝 = 𝜂𝐴1 𝑎𝑝

(2.12)

1

Combining Eqs. 8 and 10 then gives:

Replacing the total pore area in Eq. 2.8 with Eq. 2.12 produces the current damage
function:
𝜙=

𝜂𝐴1 𝑎𝑝
𝐴1

= 𝜂𝑎𝑝

(2.13)

Thus, damage on the membrane is quantified as a function of the pore density and the
average pore area in the current time frame. This approach is relevant to the
thermodynamics-based form of damage and is the equivalent to the pore area fraction on
the considered membrane. Following this, pore density rate and pore growth rate models
are required.

2.2.4.2

Pore Density Model
For the mechanical part of the MPISV damage evolution equations, the pore

density rate, 𝜂̇ , is defined as a function of pore density, 𝜂, von Mises strain rate, 𝜀̇𝑣𝑚 ,
non-dimensional stress state, 𝑓(𝜎), (Horstemeyer et al. 2000) and the membrane
equivalent surface tension,𝜏𝑒𝑞 :
𝜂̇ = ℎ(𝜂, 𝜀̇𝑣𝑚 , 𝜏𝑒𝑞 , 𝑓(𝜎))
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(2.14)

Table 2.1

Summary of MD simulation details, including the applied velocity
boundary conditions, the resulting stress ratio for the two deformed
dimensions, and the number of initial structures (simulation runs) that were
used for each deformation rate. Additionally, p-values calculated through
the Kolomogorov-Smirnov test are presented (Statistical significance of p <
0.01).

strain state

Applied velocities
Direction 1 Direction 2
(m·s-1)
(m·s-1)

Stress
component
𝝈
ratio𝝈𝒙

Kolmogorov–Smirnov
test
(𝐩 − 𝐯𝐚𝐥𝐮𝐞)

1
1
1

-

𝒚

Equibiaxial
Equibiaxial
Equibiaxial

Equibiaxial

Nonequibiaxial

Strip biaxial

0.2
0.6
2.8

4.0

4.6

4.0

0.2
0.6
2.7

3.8

1

2.2

1.2

0.0

2.28

A versus B

0.011

B versus C

0.017

C versus A

0.326

A versus B
B versus C
C versus A

0.991
0.068
0.222

A versus B

0

B versus C

0

C versus A

0.075

𝑓(𝜎) is a non-dimensional stress state function:
4

𝐽2

𝑓(𝜎) = 𝑏1 [27 − 𝐽33 ] + 𝑏2
2

𝐽3
3/2

𝐽2

𝐼1

+ 𝑏3 ‖

√𝐽2

‖

(2.15)

where, 𝐼1 is the first invariant of the stress tensor and 𝐽2 and 𝐽3 are the second and third
invariants of the deviatoric stress tensor all of which are given in Eq. 2.6 and are derived
from the in-plane stresses. 𝑏1 , 𝑏2 , and 𝑏3 are material constants that represent the stress
state sensitivity of pore density. As each non-dimensional term is only a function stress
invariants, the function itself only depends on the stress state and not the stress
magnitude. Table 2.2 gives the value of each non-dimensional term under the applied
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strain states considering in-plane 𝜎𝑥 and 𝜎𝑦 ratio, where 𝜎𝑧 is zero due to the relaxation of
the MD model in the z direction. This approach follows the work of Horstemeyer and
Gokhale (Horstemeyer et al. 2000) who captured the stress state dependence of damage
by introducing an invariants-based non-dimensional function into their void density
equations.
Normalized surface tension, 𝜏𝑒𝑞 , is used to account for the membrane surface
tension that drives pore density, and is normalized by the peak surface tension, 𝜏𝑝𝑒𝑎𝑘 ,
after considering the removal of membrane surface area due to mechanoporation:
𝜏𝑒𝑞 =

𝜏𝑚𝑜𝑑 𝜀𝑣𝑚
𝜏𝑝𝑒𝑎𝑘

(1 − 𝜙)

(2.16)

where surface tension in the membrane is assumed to increase linearly with 𝜀𝑣𝑚
𝑎𝑛𝑑 𝜏𝑚𝑜𝑑 being the modulus of surface tension determined from experiments.
Considering Eqs. 16 and 17, the pore density rate equation is written as:
4

𝐽2

𝜂̇ = 𝑑1 𝜀̇𝑣𝑚 𝜂𝜏𝑒𝑞 (𝑏1 [27 − 𝐽33 ] + 𝑏2
2

𝐽3
3/2
𝐽2

𝐼1

+ 𝑏3 ‖

√𝐽2

‖)

(2.17)

where d1 is a non-dimensional constant dependent on the membrane heterogeneity.
2.2.4.3

Pore Growth Model
Pore growth in the current model is defined as a function of the current pore area

ap, the von Mises strain rate, 𝜀̇𝑣𝑚 , the normalized surface tension and the stress state
𝑓(𝜎).
4

𝐽2

𝐽3

2

3
𝐽22

𝑎̇ 𝑝 = 𝑑2 (𝑎𝑝 𝜏𝑒𝑞 − 2√𝜋𝑎𝑝 𝛾)𝑔𝜀̇𝑣𝑚 (𝑐1 [27 − 𝐽33 ] + 𝑐2
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𝐼1

+ 𝑐3 ‖

√𝐽2

‖) (2.18)

Here, 𝑐𝑖 are the material constants that define the stress state dependency of pore growth.
𝑑2 is a dimensionless constant, and the stress invariants are calculated from the stress
ratios presented in Table 2.1. The term (𝑎𝑝 𝜏𝑒𝑞 − 2√𝜋𝑎𝑝 𝛾) functions as a driving force
for pore growth that considers the effects of surface tension relaxation due to pore
growth, 𝑎𝑝 𝜏𝑒𝑞 , and the increased system energy as a result of increased pore edge area,
2√𝜋𝑎𝑝 𝛾, into play. 𝑔 is then a strain rate sensitivity parameter as:
𝑔 = ln(𝜀̇𝑣𝑚 ) exp(−𝑟1 × ln(𝜀̇𝑣𝑚 )𝑟2 )
Table 2.2

(2.19)

The non-dimensional stress state dependency terms yield unique values for
each deformation/stress states.
Non-dimensional stress state
terms

Stress state
Deformation state

4
27

ratio
(𝜎𝑥 /𝜎𝑦 )

−

𝐽32
𝐽23

𝐽3
3/2
𝐽2

𝐼1

‖

√𝐽2

‖

−2
Equibiaxial deformation

1

0

2√3
/(3√3)

Non-equibiaxial
1.2

0.030

-0.344

3.422

2.28

√2

0.08

2.872

deformation
Strip biaxial deformation
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where 𝑟1 and 𝑟2 are constants to be calibrated to the range of strain rates considered. This
strain rate sensitivity equation was defined based on the behavior of pore growth
observed during the MD simulations.
2.2.4.4

Pore-Reseal Model
Pores with a diameter less than approximately 1 nm undergo spontaneous

resealing due to the curvature of the membrane at the pore acting as a driving force to
reduce their energy level (Cooper & McNeil 2015). In vesicle studies, resealing of larger
pores depend on intra-vesicular fluid outflow through the membrane pores that result in
the reduction of the vesicular volume and surface area. This relaxes the membrane
surface tension and allows pores to close (Sandre et al. 1999; Brochard-Wyart et al.
2000). In neurons, the cytoskeleton significantly limits neuronal volume reduction while
active repair mechanisms close pores in the cell membrane (Gozen & Dommersnes
2014). For instance, Ca2+ dependent actin depolymerization facilitates incorporation of
vesicles into the membrane, a repair process that reduces the bilayer membrane surface
tension through increasing the surface area of the membrane (Terasaki et al. 1997;
Cooper & McNeil 2015). Hence, pore resealing for cells can be expressed as a function of
the membrane tension relaxation through resealing mechanism. As the rate of these
mechanisms is not quantitatively measured, a half-life for the pore is defined (Bier et al.
1999) to capture pore resealing after deformation:
𝑡

𝑎𝑝1 = 𝑎𝑝0 exp(− 𝑡 )
ℎ
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(2.20)

where t is time, and th is the half-life of the pore, derived from experimental results. 𝑎𝑝0
is then the average pore area after the mechanical loads have been removed, and 𝑎𝑝1 is
the current average pore area as the pore reseals with time.
2.2.5

Chemically Based Diffusion
Combining the mechanical damage evolution equations with the change of

intracellular ion concentrations can provide a measurable parameter to define threshold
values for cell death. Hence, the Nernst-Planck diffusion equations (Kirby 2010) were
implemented to quantify the rate of change of four major ions: Ca2+, K+, Na+, and Clduring and after neuronal mechanoporation. The Nernst-Planck diffusion equations
consider the effects of the ion concentration gradient and electrical potential profile of
ions to calculate the rate of diffusion based on Brownian motion (Cárdenas et al. 2000).
The flux of a representative ion 𝐵 in this approach is:
𝑗𝐵 = −𝐷𝐵 (

𝑑[𝐵]
𝑑𝑧

−

𝑛𝐵 𝐹 𝐸𝑚
𝑅𝑇

𝐿

[𝐵])

(2.21)

where the first term relates to Fick’s free diffusion and the second to the effect of electric
potential profile on diffusion. The flux can also be written as:
𝑗𝐵 = 𝜇𝑛𝐵

𝐷𝐵 [𝐵]𝑒𝑥𝑡 −[𝐵]𝑖𝑛𝑡 exp(𝑛𝐵 𝜇)
𝐿

𝜇=

1−exp(𝑛𝐵 𝜇)
𝐹𝐸𝑚
𝑅𝑇

(2.22)
(2.23)

where, 𝐷𝐵 is the diffusion coefficient of 𝐵 in the cytosol, 𝑛𝐵 is the electron valance of the
𝐵 , and [𝐵]𝑒𝑥𝑡 and [𝐵]𝑖𝑛𝑡 are the extracellular and intracellular 𝐵 concentrations,
respectively. 𝐹 is the Faraday’s constant, 𝑅 is the ideal gas constant, 𝑇 is the temperature,
and Em is the electric potential occurring across the membrane as a result of the sum of
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the ion imbalance calculated using the difference in the current concentration of the
intracellular and extracellular ions:
𝐸𝑚 =

𝑅𝑇
𝐹

+
∑𝑁
𝑖 𝐷𝐴𝑖 [𝐴𝑖 ]

ln(∑𝐾 𝐷
𝑖

−
+∑𝐾
𝑖 𝐷𝑀𝑖 [𝑀𝑖 ]𝑖𝑛
𝑜𝑢𝑡
+
𝑁
−
𝑀𝑖 [𝑀𝑖 ] +∑𝑖 𝐷𝐴𝑖 [𝐴𝑖 ]
𝑖𝑛
𝑜𝑢𝑡

)

(2.24)

Eq. 2.23, for each ion in the system, is informed by Eq. 2.24 and solved for the unit area
and then combined with the mechanical damage evolution equations (Eq. 2.13), i.e. pore
density rate (Eq. 2.17), pore growth rate (Eq. 2.18), and pore closure (Eq. 2.20) to capture
the change in intracellular ion concentrations and to produce a mechano-physiological
damage criterion.
Table 2.3

Calibrated constants for the pore density, growth, resealing and diffusion
rate equations.

Pore density rate (#·nm-2·s-1)
𝜂0 (#·nm-2)

0.0012

d1 (#·nm-2)
b1
b2
b3

0.005
-0.639
0.063
0.051

2.3
2.3.1

Pore growth rate (nm2·s-1)
𝑎𝑝0
(nm2)
d2 (nm2)
c1
c2
c3

1432.96 𝑟1 0.016
37.15
-0.464
0.082
0.052

𝑟2 1.607

Pore closure
rate (s)
𝜏 (s)

6.54

Length
scale
parameter

1000

Results
Statistical Analysis of MD Simulation Results
The two-sample Kolmogorov-Smirnov test for continuous distributions found that

damage (normalized total pore area) in the representative bilayer was not significantly
affected by the initial structure of the bilayer under equibiaxial and non-equibiaxial
deformations, but the total pore area measured during the strip biaxial deformation was
dependent on the initial structure (Table 2.1, p < 0.01). It was also found that the mean
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strip biaxial poration was significantly different from the mean non-equibiaxial and strip
biaxial deformation states (p < 0.01), while the equibiaxial and non-equibiaxial were not
significantly different (p > 0.01).
2.3.2

Model Calibration
In the current study, pore density rate and growth rate during membrane

deformation depend on the normalized surface tension and vice versa. Hence, pore
density rate (Eq. 2.18) and growth rate equations (Eq. 2.19) were coupled with the
normalized surface tension (Eq. 2.17) and calibrated to data derived from MD
simulations using the nonlinear least squares method implemented through the TrustRegion algorithm as available in MATLAB (MATLAB and Image Processing Toolbox
Release 2015b 2015). The results of this calibration process along with the MD
simulation results are shown Figure 2.3 and Figure 2.4. The calibrated constants obtained
for the mechano-physiological damage evolution equations are given in Table 2.3.
Both the pore density and pore growth rate equations showed good agreement
with MD simulation results in the 0.2 – 0.2 m·s-1 to 4.0 – 3.8 m·s-1 applied velocity range
during equibiaxial deformation as shown in Figure 2.3 (a) and Figure 2.4 (a) , and at the
different stress states, 4.0 - 3.8 m·s-1, 4.6 – 2.2 m·s-1, and the 4.0 - 0.0 m·s-1, at a constant
von Mises strain rate in Figure 2.3 (b) and Figure 2.4 (b). The non-dimensional damage
calculated through Eq. 2.13 and informed by the pore density and growth rate equations
also showed good agreement (Table 2.4) with the MD simulations for the strain rate
dependent, Figure 2.5 (a), and stress state dependent, Figure 2.5 (b), mechanoporationrelated membrane damage.
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Table 2.4

Goodness of fit study for the damage evolution constitutive equations with
the damage (Figure 2.5) measured from MD simulations.
Applied velocities
Direction 1
Direction 2

Goodness of
fit

(m·s-1)

(m·s-1)

0.2

0.2

(R-square)
0.80

0.6

0.6

0.98

2.8

2.7

0.91

4.0

3.8

0.91

4.6

2.2

0.75

4.0

0.0

0.99

Pore resealing was calibrated to experimental work on neuronal cell cultures
(LaPlaca & Thibault 1997). The half-life of the pore, th , was considered in such a way that
when Ca2+ ion ceased to enter the cell if pore size would be reduced to 5% of its initial
size. A length scale parameter was also applied considering the limitations of upscaling
from a simple phospholipid bilayer to a whole neuron.
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Figure 2.3

Pore Density versus the von Mises strain during: (a) different applied
velocities at equibiaxial tension, and (b) different stress states at a constant
nominal von Mises strain rate, of lipid membrane atomistic simulation
results with their corresponding calibrated continuum model response.
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Figure 2.4

Average pore area versus the von Mises strain during: (a) different
stretching velocities at equibiaxial tension, and (b) different stress states at
a constant nominal von Mises strain rate, of lipid membrane atomistic
simulation results with their corresponding calibrated continuum model
response.
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Figure 2.5

2.3.3

Pore area fraction (damage) versus von Mises strain during: (a) different
stretching velocities at equibiaxial tension, and (b) different stress states at
a constant nominal von Mises strain rate, of lipid membrane atomistic
simulation results with their corresponding calibrated continuum model
response.

Comparison with Experimental Data
The pore density and pore growth evolution equations were sequentially

combined with the Nernst-Planck diffusion equations and normalized to correspond to
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the surface area and the volume of a 4 𝜇𝑚 diameter neuron. The initial internal and
external ion concentrations for Ca2+, K+, Na+, and Cl- ions are given in Table 2.5 (Bear et
al. 2006). The model was then calibrated using the nonlinear least squares method
implemented through the Trust-Region algorithm, to LaPlaca and Thibault’s (LaPlaca &
Thibault 1997) neuron cell culture deformation data that are presented in Table 2.6. The
combined mechano-physiological equations and deformation conditions were modeled to
capture the changes in the [Ca2+]int, given in Figure 2.6, considering its use in prior
studies as a measure for membrane disruption (LaPlaca et al. 2005; Cullen & LaPlaca
2006). The currently presented model equations render good correlation with LaPlaca and
Thibault’s (LaPlaca & Thibault 1997) experimental data for capturing transient changes in
neuronal [Ca2+]int following high rate deformation. Thus, membrane damage evolution,
pore-reseal, and ion diffusion equations can be used to more accurately model neuronal
injury response. This shows the ability of the model to capture strain rate and stress state
dependence of mechanoporation in the range of available experimental data and the
sensitivity of the model to changes in this strain rate range. Figure 2.7 then presents the
sensitivity of the predicted [Ca2+]int disruption resulting from variations in a base set of
parameters considered in Table 2.7.
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Table 2.5

Initial intracellular and extracellular ion concentrations for diffusion
equation input (Bear et al. 2006).

Ion

Intracellular concentration [mM]

Extracellular concentration [mM]

[Ca2+]

0.59×10-4

1.8

[Na+]

15

150

[Cl-]

13

150

[K+]

100

5

Table 2.6

Experimental setup for shear in a neuron cell culture.

Final strain

Strain rate (s-1)

Stress state

Rest time (s)

0.12

54.7

shear

60

2.4

Discussion
The current study presents a continuum mechano-physiological internal state

variable (MPISV) damage evolution equations, developed to capture neuronal
mechanoporation at the nanoscale. The damage evolution equations are calibrated to pore
density and growth behavior quantified through MD simulations of a simplified neuronal
membrane that was deformed at different deformation rates and deformation states at this
length scale. The developed mechanoporation model is then coupled with Nernst-Planck
diffusion equations to quantify the ion homeostasis disruption to account for the
physiological aspect of damage. This approach has the potential to identify local neuronal
cell apoptosis or necrosis when extended to FE simulations through implementing a
multiscale constitutive model for the brain. Further, the MPISV damage evolution
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equations presented herein were developed to capture the strain rate and stress state
dependence of neuron membrane mechanoporation that occur due to the complex stresses
experienced by the brain (El Sayed et al. 2008) and, in extension, neurons (Cullen et al.
2011) during a TBI event. Neuronal cell death has been shown experimentally to depend
on intracellular ion homeostasis disruption under different strains, which is affected by
strain rate and strain state(LaPlaca et al. 2005; Cullen et al. 2011). The use of ion
homeostasis disruption as a measure of damage adds a physiological aspect that is time
dependent and is defined based on physiological characteristics, such as membrane repair
rates (Cooper & McNeil 2015).

Figure 2.6

A comparison of neuronal [Ca+2] versus time for the proposed mechanophysiological damage evolution equations and experimental data (LaPlaca
& Thibault 1997) during deformation and post–deformation pore closure.
Settings were chosen for the model to match those used by LaPlaca and
Thibault (LaPlaca & Thibault 1997), which was 0.12 von Mises shear
strain at a 54.7 s-1 strain rate. Loading of the membrane under the given
stress state and strain rate starts at t = 20s and continues until the proposed
strain is reached.
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The incorporation of strain rate and stress state effects in the MPISV damage
evolution equations is of utmost importance. Pore density, presented in Figure 2.3 (a),
demonstrated a negligible strain rate sensitivity at this length scale for the deformation
rates investigated. However, a significant stress state dependence was visible, as shown
in Figure 2.3 (b). Pore growth in relation to the von Mises strain increased as the strain
rate decreased, as shown in and Figure 2.4 (a). This faster growth at lower strain rates is
likely due to the lower strain rates allowing pores to relax to a more energetically
favorable form given the longer deformation time scale, (Murphy et al. 2016) where
larger pores require less energy to expand than to remain small when the membrane is
stretched (Sandre et al. 1999). Thus, at the higher strain rates, an inverse relationship is
found between the average pore area and the applied strain rate. The stress state
dependence of pore growth, shown in Figure 2.4 (b), shows that the pore growth rate and
the resulting pore area significantly decreased as the stress state changed from an
equibiaxial to strip biaxial deformation. The relationship between strain rate and pore
density and pore growth behaviors resulted in a similar damage response for the
examined strain rates (Figure 2.5 (a)), but the stress state resulted in differences in the
damage response (Figure 2.5 (b)) due to the both the pore density and pore growth having
a more extreme response for the more equibiaxial stress states. By including these
properties and incorporating the Nernst-Planck diffusion equations, the model captures
experimental trends for interior neuronal calcium ion concentrations well, as shown
in Figure 2.6.
The Nernst-Planck diffusion equations presented here can also be expanded to
include other ions and proteins that diffuse across the neuronal membrane during
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mechanoporation to allow the use of inert markers to define permeability thresholds
based on uptake under specific loading conditions. This general framework allows
thresholds for primary and secondary mechanoporation (Cullen et al. 2011), where a
range of markers of different size, shape, and property could be used in defining an injury
criterion. In particular, defining limits for apoptosis versus necrosis is of considerable
importance as the release of cell contents into the extracellular space affects the
survivability of surrounding cells (Golstein & Kroemer 2007).
Table 2.7

Base material constants used in parametric study.
Parameter

Value

Strain

0.12

Strain rate

54.7 s-1

Strain state

Strip biaxial

Surface tension modulus

1.46 N·m-1

Line tension

0.5 pN

Pore half-life

6.54 s

Neuron radius

1 µm

Initial pore density

0.04 #·nm-2

Initial pore area

5×10-5 nm2

A parametric study of the MPISV model was also performed to elucidate the
sensitivity of the damage model to boundary conditions, such as strain rate, stress state,
and strain, and other model properties, such as surface tension modulus, average pore
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edge tension, half-life of a pore, neuronal soma radius, initial pore size, and initial pore
area. The base parameters of these boundary conditions and model properties is presented
in Table 2.6 and varied independently to highlight their effect on the [Ca2+]int as plotted
in Figure 2.7. While none of the parameters possessed an unrealistic influence on the
model, the surface tension modulus Figure 2.7 (d) had minimal effects. In this model,
smaller neurons appear to be more susceptible to ion homeostasis disruption due to
mechanical loads. This could point to a higher possibility of neuronal injury in smaller
neurons under the same loads (Figure 2.7 (g)). The variability of these properties, Figure
2.7 (d-l), can help account for uncertainties seen in experimental work. For example,
introducing a distribution of neuron sizes (Figure 2.7 (g)) into the model can produce the
range of cell deaths observed in experimental works under the same deformation
scenarios (LaPlaca et al. 2005; Cullen et al. 2011).
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Figure 2.7

Parametric study of the MPISV damage evolution model with base
parameters defined in Table 2.7. Here the (a) von Mises strain rate, (b) von
Mises stress state (c) finite strain, (d) surface tension, (e) edge tension, (f)
pore half-life, (g) neuronal radius, (h) initial number of pores, and (i) initial
area of pores are presented.

While the presented MPISV damage equations capture the observed trends well,
they do have some limitations. The primary limitation is the simplified nature of the
underlying representative neuronal membrane model used. The true neuronal cell
membrane is made up of a variety of lipids with embedded proteins and cholesterol
molecules, which will likely affect the constants used to describe mechanoporation
behavior. However, no deformation simulations of a true representative MD model are
35

currently available, though some are close (Ingólfsson et al. 2017). Additionally, the
current method of measuring pore cross sections may under represent the pore area as a
top view projection of the pore cross section and some are out of plane of the top view.
Finally, while the pore density and growth equations show good correlation with MD
simulations, damage fraction deviates from MD simulation results at the intermediate
strains. This deviation can be minimized by implementing other calibration techniques.
One potential technique is using experimental measurements for pore growth at lower
strain rates, which could potentially provide more calibration points to increase the
accuracy of history dependent damage predictions at these rates. The current study looks
at in-plane stresses and strains as the main driving force behind mechanoporation.
2.5

Conclusion
The presented MPISV model is a first step towards the development of a multiscale

MPISV damage constitutive model that (1) includes strain rate dependence, (2) includes
stress state dependence, (3) accounts for history effects, (4) couples the mechanical stress
state to intracellular ion concentration, and (5) incorporates quantified lower length scale
information for use in FE models. The MPISV model can be used to assess physiological
changes related to TBI that can lead to deleterious secondary damage and neurological
deterioration. The general findings of this study are as follows:
-

The multiscale MPISV damage evolution equations incorporate the strain rate and
stress state dependence of mechanoporation. These evolution equations can be
more appropriately applied to a real-world boundary value problem in which the
stress states and the strain rates change. Furthermore, since the damage of the
mechanoporation is quantified for each boundary value problem, subsequent
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damage associated with mechanoporation can be tracked using the ISV damage
variables.
-

Mechanoporation and its pore nucleation, and growth occur at the nanoscale; the
neuronal soma itself exists at the microscale; and FE simulations are performed at
the macroscale. Hence, a multiscale approach is required to capture the effects of
mechanoporation and the subsequent neuronal damage at the macroscale
continuum level.

-

Mechanoporation, although mechanical in nature, disrupts neuronal homeostasis.
Quantifying this phenomenon as a function of “real-world” boundary value
problems allows for subsequent modeling TBI secondary injuries, such as chronic
traumatic encephalopathy. This approach allows one to connect the external
mechanical loads that lead to TBI with the pathophysiological of neuronal
degeneration.

-

The disruption of neuronal ion homeostasis is hence a function of the strain rate
and stress state dependence of pore density rate (Figure 2.3) and the strain rate
and stress state dependence of pore growth rate (Figure 2.4). The model is then
extended to the neuronal level and compared to experimental data of intracellular
ion concentration changes of a neuron under deformation (Figure 2.6).

Combining the mechanical damage evolution equations and intracellular ion
concentrations for a neuron allows for the development of criterion, defining apoptosis
and necrosis based on the continuum strain rate and stress state. Ultimately, a multiscale
damage criterion can be incorporated into tolerances for the design of protective gear and
other safety measures.
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MECHANOPORATION-RELATED NEURONAL INJURY AT THE MICROSCALE
3.1

Introduction
Neuronal membrane disruption has been shown as a pathology for neuronal death

that can be achieved through mechanical loading on brain tissue and neurons (Cargill &
Thibault 1996; LaPlaca & Thibault 1997; Geddes et al. 2003; Serbest et al. 2005). The
disruption of the neuronal membrane can trigger cell death through different pathways
(Raghupathi 2004; BARBEE 2006; Farkas et al. 2006). Due to the complexity of
neuronal injury and the interdependence of different injury pathways (Prins et al. 2013),
researchers often use the in vitro approach to isolate neuronal injury pathologies.
In vitro cell culture studies provide a means to reduce the number of variables in
tissue injury and directly study cell-death mechanisms due to mechanical loads
(Balentine et al. 1988; Cargill & Thibault 1996; LaPlaca & Thibault 1997; Geddes et al.
2003; Cullen & LaPlaca 2006; LaPlaca et al. 2007; LaPlaca & Prado 2010; Cullen et al.
2011). These studies highlight the dependence of neuronal death on strain rate (LaPlaca
& Thibault 1997; Geddes et al. 2003; LaPlaca et al. 2005) and strain state (Geddes-Klein
et al. 2006; Cullen et al. 2011). Neuronal cell death in in vitro studies include significant
standard deviations, some of which may be attributed to neuronal morphology and
orientation variations (Cullen & LaPlaca 2006). Defining injury criteria for neuronal
membrane injury criteria can then help in defining the effects of neuronal morphology
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and orientation. As the neuronal membrane thickness is extremely small and exists at the
nanoscale, such criteria need to be defined at the nanoscale. Nanoscale, in silico
molecular dynamic (MD), simulations have looked at membrane deformation and
resulting poration behavior under different stretching rates and states (Tieleman et al.
2003; Tieleman et al. 2006; Tomasini et al. 2010; Shigematsu et al. 2014; Murphy et al.
2016; Murphy et al. 2018). At the same time, coarse-graining methods in MD studies
have allowed for larger membranes to be modeled (Ingólfsson et al. 2017), but have yet
to be extended to a cellular scale.

Figure 3.1

Neuronal cell death in a 3D cell culture of Sprague-Dawley rat neurons
after 0.50 shear strain at 30 s-1 strain rate showing a) live and b) dead
neurons (Cullen & LaPlaca 2006).
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Figure 3.2

Reconstructed image of cortical neurons from 3D confocal microscopy
images for a) neuron N1 and b) neuron N2.

In the present study, we extend a mechanoporation-related damage evolution
equation set that was defined and calibrated using nanoscale simulations of membrane
mechanoporation to three dimensional (3D) reconstructions of neuronal somas, which
were originally imaged using 3D confocal microscopy. Using this damage evolution
equation set, we first evaluate how strain rate and stress state dependence of membrane
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mechanoporation extends from a 2D plane to the whole neuron. Then, the effects of
neuronal morphology and orientation on membrane disruption under various strains,
strain rates, and stress states are studied.
3.2
3.2.1

Methods
Neuron reconstruction
3D confocal microscopy was used to generate 3D image volumes of cortical

neurons isolated from neonatal rats (Sprague-Dawley; p0-p1) with sub-micron
resolutions (0.16 – 0.62 𝜇𝑚 in-plane and 0.28 – 2.33 𝜇𝑚 normal). These image sets were
then converted to binary images (black and white). Spherical nodes of 0.5 𝜇𝑚 radius
were used to create three-dimensional volumes from the image slices that were then
patched together. After smoothing the structures, the neuronal membrane was defined as
the surface of the aforementioned structure (Figure 3.2) where N1 and N2 are two
different neurons from the same cell culture. The neuronal membrane is then meshed
using triangular elements defined by three nodes with a maximum length of 0.05 𝜇𝑚 with
a normal unit vector for each element defined as Tn . The normal direction Tn can be
achieved from the reference configuration through two angular rotations, θ1 and θ2 ,
around the z-axis and x-axis, respectively, in that order (Figure 3.3).
3.2.2

Kinematics
In the current study, true strain definitions are used with 𝜀𝑖 = ln(𝑙𝑖 /𝑙𝑖0 ) , where 𝜀𝑖

are the true principal strains, and 𝑙𝑖 and 𝑙𝑖0 are the current and initial dimension lengths in
the direction 𝑖. To study the current damage evolution equations, five global far-field
strain states are considered: equibiaxial, non-equibiaxial, tensile, shear, and compressive
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strain. As brain tissue is considered nearly incompressible during quasi-static
deformations (Libertiaux et al. 2011):
𝜀1 + 𝜀2 + 𝜀3 = 0

Figure 3.3

(3.1)

a) Isolated 3D neuronal soma with enlarged mesh for better representations,
and b) a representative neuronal membrane element along with its normal
vector 𝑇𝑛 in the global far-field coordinate system. 𝜃1 and 𝜃2 are the angles
of the vector with the z and x axes.

where 𝜀𝑖 are the true principal strains. Through Eq. 3.1, the far field principal strains are
calculated as presented in Table 3.1.
Neuron cell culture studies use collagen gels as a bed for neurons. This substrate
creates a viable medium for neurons and directly transfers strains to the cells to ensure
neurons experience near the same strains as that applied to the cell culture. Hence, the
global strain can be used to define strains on the neuron without finite element
simulations (Bar-Kochba et al. 2016).
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Table 3.1

Strain state and principal strain tensors as defined for the global true strain
at the microscale.

Strain state

Strain calculations

Equibiaxial

𝜀1 = 𝜀2 = 𝜀
𝜀3 = −(𝜀1 + 𝜀2 ) = −2𝜀1

Nonequibiaxial
Tensile

Shear

Compression

Principal strain tensor
𝜀 0
0
𝛆 = [0 𝜀
0 ]
0 0 −2𝜀
𝜀
0
0
0
(1/2)𝜀
0
𝛆=[
]
0
0
−(3/2)𝜀
𝜀
0
0
0 ]
𝛆 = [0 −𝜀/2
0
0
−𝜀/2
𝜀 0 0
𝛆 = [0 −𝜀 0]
0 0 0
−𝜀
0
0
0
𝜀/2
0 ]
𝛆=[
0
0 𝜀/2

𝜀1 = 2𝜀2 = 𝜀

3
𝜀3 = −(𝜀1 + 𝜀2 ) = − 𝜀
2
𝜀1 = 𝜀 & 𝜀2 = 𝜀3
𝜀
𝜀2 = 𝜀3 =
2
𝜀1 = −𝜀2 = 𝜀
𝜀3 = 0
𝜀1 = 𝜀 & 𝜀2 = 𝜀3
𝜀
𝜀2 = 𝜀3 =
2

Von Mises
strain
𝜀𝑣𝑚 = 2𝜀
𝜀𝑣𝑚 = 1.53𝜀
𝜀𝑣𝑚 = 𝜀
𝜀𝑣𝑚 = 1.15𝜀
𝜀𝑣𝑚 = −𝜀

The membrane normal vector, 𝑇𝑛 , is then used to define the two rotations, 𝜃1 and
𝜃2 , that bring the y and z directions of the strain tensor of the stretch tensor in-plane with
the membrane. The rotation tensor defined from these two angles are:
cos(𝜃1 )
𝐑 𝜃1 = [ sin(𝜃1 )
0
𝐑 𝜃2

− sin(𝜃1 ) 0
cos(𝜃1 ) 0]
0
1

(3.2)

0 sin(𝜃2 )
1
0 ]
0 cos(𝜃2 )

(3.3)

cos(𝜃2 )
=[
0
− sin(𝜃2 )

Here 𝐑 𝜃1 and 𝐑 𝜃2 are the rotations around the z axis and the new x axis, respectively.
The new stretch tensor is then:
ε′ = 𝐑 𝜃2 𝐑 𝜃1 𝛆𝑖 𝐑𝐓𝜃1 𝐑𝐓𝜃2

(3.4)

The principal in-plane membrane stretches are then defined as:
𝜀′23 =

𝜀′22 +𝜀′33
2

𝜀′222 −𝜀′233

± √(
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2

) + 𝜀′223

(3.5)

𝜀′2 and 𝜀′3 are then used to define the strain, strain rate, and strain state.
3.2.3

Damage Evolution Equations
The damage evolution equations described in chapter 2 were applied to the

neuronal soma to calculate damage. The major equations therein are:
𝜙 = 𝜂𝑎𝑝

(3.6)

𝜂̇ = 𝑑1 𝜀̇′𝑣𝑚 𝜂𝜏𝑒𝑞 𝑓1 (𝜀′)

(3.7)

𝑎̇ 𝑝 = 𝑑2 (𝑎𝑝 𝜏𝑒𝑞 − 2√𝜋𝑎𝑝 𝛾)𝑔𝜀̇′𝑣𝑚 𝑓2 (𝜀′)

(3.8)

Here, 𝜙 is damage and is defined as a function of pore density, 𝜂, and pore area 𝑎𝑝 . To
achieve history dependence, pore density and pore area are defined in the rate form, i.e.,
𝜂̇ and 𝑎̇ 𝑝 , and are dependent on the von Mises strain rate, 𝜀̇′𝑣𝑚 , the equivalent surface
tension, 𝜏𝑒𝑞 , and a strain-state-dependence function, 𝑓(𝜀). Separately, pore growth rate
includes a strain-rate-dependence function, 𝑔, and the line tension of the pore, 𝛾. Here
𝜏𝑒𝑞 is the normalized surface tension:
𝜏𝑒𝑞 =

𝜏𝑚𝑜𝑑 𝜀𝑣𝑚
𝜏𝑝𝑒𝑎𝑘

(1 − 𝜙)

(3.9)

𝑓(𝜀) is the strain state sensitivity of pore density and growth rates and is nondimensional:
4

𝐽2

𝑓(𝜀) = 𝑏1 [27 − 𝐽33 ] + 𝑏2
2

𝐽3
3/2
𝐽2

𝐼1

+ 𝑏3 ‖

√𝐽2

‖

(3.10)

𝐼1 , 𝐼2 and 𝐽3 are strain invariants and defined from the principal strains on the membrane
and are only a function of 𝜀2′ and 𝜀3′ :
𝐼1 = 𝜀1′ + 𝜀2′ + 𝜀3′

(3.11)

𝐼2 = 𝜀1′ 𝜀2′ + 𝜀1′ 𝜀3′ + 𝜀2′ 𝜀3′

(3.12)

44

𝐼3 = 𝜀1′ 𝜀2′ 𝜀3′

(3.13)

𝐽2 = 𝐼12 − 2𝐼2

(3.14)

𝐽3 = 𝐼13 − 3𝐼1 𝐼2 + 3𝐼3

(3.15)

and 𝑔 is a strain rate sensitivity parameter:
𝑔 = ln(𝜀̇′𝑣𝑚 /𝜀̇′𝑣𝑚0 ) exp(−𝑟1 × ln(𝜀̇′𝑣𝑚 /𝜀̇′𝑣𝑚0 )𝑟2 )

(3.16)

Where 𝑟1 and 𝑟2 are material constants, and 𝜀̇𝑣𝑚0 is a reference strain rate.

Figure 3.4

Isolated neuronal soma with enlarged mesh, with black arrows showing
stretching directions on the x-y plane.

These damage evolution equations were calibrated to MD simulations
(Bakhtiarydavijani et al. 2019) the constants for which are presented in Table 3.2. The
damage evolution equations (Eqs. (6) – (8)) are then mapped onto the neuronal soma
membrane (Figure 3.4Figure 3.2) using their in-plane strains (Eq. 5). The average
damage over the whole neuron, 𝜙̅, is then:
1
𝜙̅ = 𝐴 ∑𝑛i=1 𝜙𝑖 𝐴𝑖
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(3.17)

Where 𝐴 and 𝐴𝑖 are the total neuronal soma area, i is the element number, 𝑛 is the
number of elements used to mesh the neuron surface, and 𝜙𝑖 is the damage on a given
element. The maximum damage (𝜙𝑚𝑎𝑥 ) on the neuronal damage will then be:
𝜙𝑚𝑎𝑥 = max(𝜙𝑖 )
Table 3.2

Constants for the damage evolution equations in the Eqs. (3.7), (3.8),
(3.10), and (3.16).
Pore density rate
(pores·nm-2·s-1)

3.3

(3.18)

Pore growth rate (nm2·s-1)

𝜂0 (pores·nm-2)

0.001

𝑎𝑝0 (nm2)

0.005

𝑟1

0.016

d1 (pores·nm-2)

68.567

d2 (nm2)

37.154

𝑟2

1.607

b1

-0.639

c1

-0.464

𝜀̇𝑣𝑚0

1

b2

0.063

c2

0.082

b3

0.051

c3

0.052

Results
The mechanoporation-related damage-evolution constitutive equations presented

in Eqs. (6) – (12) are defined to be strain rate, strain state, and history dependent. Figure
3.5 (a) and (b) show the strain rate and strain state dependence of damage on a single
element aligned with the principal strains, respectively. Increasing the strain rate
increases the predicted damage accumulation (Figure 3.5. (a)). For strain states, damage
is the highest for equibiaxial straining, followed by non-equibiaxial, tensile, shear, and
compressive strains (Figure 3.5. (b)).
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Figure 3.5

Damage (Eqs. 3.6 – 3.8) on a single element aligned with the principal
strains showing its a) strain rate dependency during tensile stretching and
b) strain state dependency at 𝜀̇𝑣𝑚 = 100 𝑠 −1 .

Figure 3.6 shows the mechanoporation-related damage on the neuronal soma for
different strain states with Figure 3.6 (a) – (e) showing the accumulated damage as a
result of equibiaxial, non-equibiaxial, tensile, shear and compressive global stretch to
𝜀𝑣𝑚 = 0.8 and at 𝜀̇𝑣𝑚 = 100 𝑠 −1, respectively. It is seen that specific planes alignments
with respect to the principal strains experience more mechanoporation-related damage
than others.
Figure 3.7 shows the mechanoporation-related damage on the neuronal soma for
different strain rates after tensile global far-field strains equivalent 𝜀𝑣𝑚 = 0.8. Figure 3.7
(a) – (d) show the tensile deformation at 100 s-1, 10 s-1, 1 s-1, and 0.1 s-1 von Mises strain
rates. Similar to the damage evolution equations the accumulation of damage correlates
positively with the strain rate.
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Figure 3.6

Damage accumulation on the neuronal soma after 𝜀𝑣𝑚 = 0.8 at 𝜀̇𝑣𝑚 =
100 𝑠 −1 under a) Equibiaxial, b) tensile, c) shear, and d) compressive
deformation (see Table 3.1 for the global far-field strain tensors). Damage
accumulation is the highest in equibiaxial deformation, followed by tensile,
shear, and compressive deformation, respectively.

Figure 3.8 presents the average damage accumulated over the whole neuronal
soma under different strain rates (Figure 3.8.a) and strain states (Figure 3.8.b). This
damage is the sum of damage multiplied by the element area that is then divided by the
whole soma surface area (Eq. 17). The strain rate and strain state dependence (Figure 3.8
(a) and (b)) follow the same trend as those on a single element (Figure 3.5). However, the
magnitude of damage for the shear and compressive strains is considerably increased.
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Figure 3.7

Damage accumulation on the neuronal soma after 𝜀𝑣𝑚 = 0.8 under
equibiaxial deformation at: a) 100 𝑠 −1 , b) 10 𝑠 −1, c) 100 𝑠 −1 , and d)
100 𝑠 −1 von Mises strain rate (see Table 3.1 for the global far-field tensile
strain tensor). Damage accumulation is directly related to the strain rate

Figure 3.9 then shows the average damage accumulated under a 𝜀̇𝑣𝑚 = 100 𝑠 −1
and after 𝜀𝑣𝑚 = 0.8 for four different strain states. Each contour is made up of 49
simulations representing rotations of the neuronal soma around the azimuthal and polar
angles (z and x axis respectively) by 𝜋/12 radian steps from 0 – 𝜋/2 radian (Eq.
3.4). Figure 3.9 (a) – (d) then show the accumulated damage for the Equibiaxial, Tensile,
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shear, and compressive strains. The orientation of the neuron with respect to the principal
strains directly effects the amount of damage accumulating on the neuron that arise from
the neuronal non-sphericality, processes, and axons that generate a complex surface. It is
seen that the average damage over the neuronal soma, is dependent on the orientation of
the neuron with respect to the principal strains. Each strain state developed its own
unique damage map with significant difference between the maximum and minimum
damage.

Figure 3.8

Average accumulated damage on the neuronal soma with respect to the von
Mises strain, with a) Non-equibiaxial deformation under different strain
rates and b) at 𝜀̇𝑣𝑚 = 10 𝑠 −1 with different strain states.

Figure 3.10 then shows the averages damage accumulated after 𝜀𝑣𝑚 = 0.8 under
uniaxial tensile straining at different strain rates at 100 s-1, 10 s-1, 1 s-1 von Mises strain
rates. Each contour is made up of a number of simulations representing rotations of the
neuronal soma around the azimuthal and polar angles (z and x axis respectively) by
𝜋/12 radian steps from 0 – 𝜋/2 radian (Eq. 3.4). The contours for the three different
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strain rates are seen to be similar and only differ in magnitude and show orientations
preferable to damage and those not as susceptible.

Figure 3.9

Effect of neuronal soma orientation with respect to the principal strain on
the accumulated damage. The neuronal soma was rotated with respect to
the principal strains considering 𝜃1 and 𝜃2 (Eq. 4) and deformed to 𝜀𝑣𝑚 =
0.8 and 𝜀̇𝑣𝑚 = 100 𝑠 −1 under, a) equibiaxial, b) tensile, c) shear, and d)
compressive strains, showing the strain state and deformation state
dependence of damage accumulation.

Figure 3.11 then treats the orientations presented in Figure 3.9 and Figure 3.10 as
error to generate damage versus von Mises strain curves for different strain rates (Figure
3.11.a ) and strain states (Figure 3.11.b) of two reconstructed cortical neurons from the
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same cell culture to show the morphology effects on damage accumulation. It is seen that
morphology effects were insignificant on damage accumulation for different strain rates
and stress states.

Figure 3.10

Effect of neuronal soma orientation with respect to the principal strain on
the accumulated damage. The neuronal soma was rotated with respect to
the principal strains considering 𝜃1 and 𝜃2 (Eq. 4) and deformed to 𝜀𝑣𝑚 =
0.8 under tensile uniaxial deformations at a) 𝜀̇𝑣𝑚 = 100 𝑠 −1, b) 𝜀̇𝑣𝑚 =
10 𝑠 −1 , and c) 𝜀̇𝑣𝑚 = 1 𝑠 −1 . The orientation and strain rate dependence of
damage accumulation are apparent.
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Figure 3.11

Average damage accumulation with standard error arising from the
neuronal orientation with respect to the principal strains for two neuronal
somas (N1 and N2 presented in Figure 3.2). a) strain rate dependence
during tensile uniaxial deformation, and b) strain state dependence under
𝜀̇𝑣𝑚 = 100 𝑠 −1. While the effect of neuron orientation are significant,
damage with respect to the two neurons does not differ significantly.
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3.4

Discussion
In the current study, a novel computational approach is used to calculate the

mechanoporation-related damage on the neuronal soma membrane. A set of damage
evolution equations calibrated to mechanoporation as measured on a representative
neuronal membrane (Eq. 3.6 – 3.17 ) (Bakhtiarydavijani et al. 2019) are used to look at
the effects of neuronal orientation and morphology on mechanoporation-related neuronal
cell injury. These neurons are reconstructions produced from cortical neurons in a 3D cell
culture (Bar-Kochba et al. 2016). The damage predicted by the damage evolution
equation on the neuronal soma is also compared with deformation induced neuronal death
in cell culture studies that specifically look at mechanoporation (LaPlaca et al. 2005;
Cullen et al. 2011). In short, it is seen that local in-plane membrane strains are different
from the global far-field strain. Further, neuronal orientation with respect to the global
far-field strain plays a significantly affects damage accumulation on the neuronal
membrane. On the other hand, the effect of neuronal morphology (anatomy), for the two
neurons studied here, was insignificant.
Two different neuronal injury criteria are considered based on the current
mechanoporation-related damage evolution equations: a whole cell, or global, criterion
(3.17) and a local criterion (3.18). The global criterion would consider the accumulative
effect of damage on the whole neuronal soma. A sufficient disruption of ion homeostasis
can then deplete the energy storages, i.e. mitochondria, and other sources of such as
proteins that are storage sources for various ions in the neuron (Weber et al. 1999).
Hence, all disruption on the soma surface would contribute to neuronal injury. The local
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criterion would consider only the maximum damage as a metric on any location of the
neuronal cell. This criterion would place the importance on the neuronal membrane and
other cellular components in its close vicinity of the pore (due to a peak damage on the
neuronal membrane). Failure of the neuronal membrane occurs at large strains, and as
such, considering the thermodynamics of pore formation, if the pore is large enough and
passes a certain pore-size threshold, pore growth will be energetically more favorable
(Evan Evans et al. 2003; Evans & Smith 2011). Also, although the influx of calcium ion
can trigger membrane repair, significant amounts of influx can cleave the cytoskeleton
that make further repair difficult (Cooper & McNeil 2015).
Table 3.3

Study
(LaPlaca
et al.
2005) 2D

(Cullen
et al.
2011)

Comparison of average damage and maximum damage on the neuronal
soma with cell culture studies.

0

Maximum
damage
(𝝓𝒎𝒂𝒙 )
0

0.63 ± 0.21

0.009

0.32

Shear

0.68 ± 0.21

0.014

0.47

0

-

0.05 ± 0.05

0

0

0.5

1

Shear

0.15 ± 0.05

~0

0.00

0.5

10

Shear

0.22 ± 0.10

0.004

0.12

0.5

30

Shear

0.25 ± 0.11

0.014

0.47

Control

0

-

0.09 ± 0.09

0

0

0.5

1

Compression

0.03 ± 0.03

~0

0.00

0.5

10

Compression

0.05 ± 0.05

0.005

0.46

0.5

30

Compression

0.08 ± 0.08

0.014

0.89

Control

Strain
rate
(s-1)
0

-

Cell death
density
(%)
0.10 ± 0.04

0.5

20

Shear

0.5

30

Control

Strain

Stress state
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Damage
̅
𝝓

Due to the non-sphericity of the neuron and its dendrites and axon, damage
accumulation was dependent on the neuronal orientation with respect to the global farfield strains (Figure 3.9). This dependence of damage on the neuronal orientation, and the
variation it introduces into damage (Figure 3.9 and Figure 3.10), may account for some of
the ranges of neuronal death seen in cell culture Table 3.3), as speculated by the authors,
(Cullen & LaPlaca 2006) as well as variations in injury thresholds for different brain
regions in tissue studies (Cater et al. 2006; Whalen et al. 2008). At the same time
neuronal orientation in brain tissue has preferential orientations (Chapman et al. 1998;
Yacoub et al. 2008). The existence of these cytostructures may mean that while gray
matter is assumed to be mechanically isotropic, injury thresholds may be anisotropic
based on the preferred neuronal orientations. Further clinical studies combined with
damage evolution constitutive models can shed more light into this subject.
Neuronal morphology on the other hand did not seem to have significant effects
on the accumulated damage over the neuron (Figure 3.9). However in the present work,
only two neurons of the same 3D cell culture and with similar morphology were
compared. Different neuron types of different morphology may change this outcome.
While the strain rate and strain state dependence of mechanoporation-related
damage were visible in the accumulated damage over the whole neuronal soma (Figure
3.8), their range was less than that seen for physiological calculations (Figure 3.5).
Specifically, even compressive deformation accumulated some damage after significant
straining (Figure 3.11.b) while the amount of damage in an element under in-plane
compressive deformation was minimal (Figure 3.5). This is caused by the 3D neuronal
geometry that generate multi-axial strain state on the neuron soma (LaPlaca et al. 2005;
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Cullen et al. 2011). The 3D geometry of the neuronal membrane means that while one
specific strain state is being applied, the neuronal membrane experiences a range of strain
states. For instance, the global far-field compressive strain in Table 3.1, include tensile
principal strains at half the magnitude of the compressive strain. These strains, however,
only become effective when they lie in-plane with the membrane.
The stress state and strain rate dependent mechanoporation-related accumulative
damage behavior in the current equation set correlates with those seen in cell culture
studies Table 3.3. Specifically, the constitutive equations predict that equibiaxial global
far-field strains are more detrimental than uniaxial strains (Figure 3.7.a versus Figure
3.6.b), and shear is much more detrimental than compression (Figure 3.6.c versus Figure
3.6.d), which are in agreement with previous cell culture studies (Geddes-Klein et al.
2006; Cullen et al. 2011). Further, mechanoporation, as a result of compressive strains,
was minimal even for large strains (Figure 3.6.d and Figure 3.10.b), which is in
agreement with Bar-Kochba et al.’s (2016) results on mechanoporation in cell cultures
under compression at 10 s-1 and 75 s-1 strain rates. Strain rate dependency of
mechanoporation in cell cultures predict mechanoporation-related damage at low strain
rates (𝜀̇ = 1 𝑠 −1 ) are minimal (Figure 3.6). The strain rate dependence correlates with
cell culture studies (Cullen et al. 2011).
Further advancement of the current approach can help produce a neuronal-injury
criterion that depends on neuron types and their spatiotemporal distribution in the brain.
In the current study mechanoporation-related damage evolution equations are compared
to cell culture studies and would need to be further extended to neuronal injury tissue
studies (Cater et al. 2006) where neuronal spatiotemporal distributions, orientations, and
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types are unknown. Further, adding the preferential orientation of neurons can also help
introduce anisotropic injury metrics for the mechanoporation-related damage.
3.5

Conclusions:
In the current work, mechanoporation-related damage-evolution equations were

extended to the whole neuronal soma membrane at the microscale. The damage
accumulated as a result of different strain paths was then studied and compared to
neuronal cell culture studies.


Mechanoporation-related damage on the neuronal soma membrane was found to
be strain rate and strain state dependent. The strain state dependence (Figure
3.11.b) of this damage was affected by the 3D geometry, when compared to the
initially defined strain state dependence (Figure 3.5).



As the neuronal membrane is a 2-D structure compared to the neuron, its
orientation with respect to the global strain significantly affects the in-plane
strains. This finding means that mechanoporation-related damage that was
minimal under compression when using physiological equations (Figure 3.5) can
produce damage under global far-field compressive strains (Figure 3.11).



Neuronal orientation with respect to the applied principal strain significantly
affects mechanoporation-related damage accumulated on the membrane (Figure
3.9)



Morphology effects on damage under various strain rates and strain states were
found to be insignificant for the two neurons, of the same type, used in this study
(Figure 3.11).
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Variations arising from the neuronal morphology and orientation may justify
some of the cell death variability seen in neuronal cell cultures.
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THE EFFECTS OF SULCI, GYRI, AND GRAY AND WHITE MATTER
DIFFERENTIATION IN HUMAN BRAIN FINITE ELEMENT SIMULATIONS

4.1

Introduction
Chronic traumatic encephalopathy (CTE) is a progressive neurodegenerative

disease common to a range of contact sports (Bailes et al. 2013). Parker (1934) first
documented CTE, also known as punch drunk syndrome or dementia pugilistica, in
boxers. This neurodegeneration has since been identified in multiple sports including
boxing (Saing et al. 2012), wrestling (Cajigal 2007), soccer (Geddes et al. 1999), and
American professional football (Omalu et al. 2005). More recently, a post-mortem study
of National Football League (NFL) players found 110 out of 111 of the brains examined
suffered from CTE (Mez et al. 2017). Considering the progressive nature of this disease,
and the lack of sufficient protection through protective gear and guidelines, further study
of this disease and its underlying causes can help identify preventive measures and thus
benefit the quality of life of these individuals.
Significant evidence point to the relationship between multiple sub-concussions to
mild traumatic brain injury (mTBI) and chronic neurological injury. It has been shown
that more than three concussions in American football athletes is correlated with an
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increased probability of mild cognitive impairment and depression (Guskiewicz et al.
2007). This, in turn, results in a greater probability of future concussions with longer
recovery times (McCrea et al. 2003). American football players are estimated to
experience 100 to 1000 head impacts in a season (Bailes et al. 2013). CTE pathology
includes neurofibrillary tangles (NFTs) and astrocytic tangles preferentially distributed in
superficial layers (Layer II and upper third of layer III) in neocortical areas (Hof et al.
1991) , amyloid-β plaques (Corsellis et al. 1973), and vascular amyloids (Tokuda et al.
1991). The severity of CTE can be related to the extent of NFTs, and its distribution
found post-mortem (McKee et al. 2013). At its early stages, this neurodegeneration is
diagnosed through the perivascular accumulation of the NFTs below the sulci depth and
usually observed in the frontal lobe (McKee et al. 2016). Greater severities are realized
when NFTs are widespread and seen in high densities in cortical areas, thalamus,
hypothalamus, and other brain regions (McKee et al. 2013; McKee et al. 2016).
The human brain is both heterogeneous (white/gray matter, fractal vasculature)
and anisotropic (e.g., radial cortical organization, oriented fiber tracts). Gray matter is
located on the outer surface of the brain and contains numerous cell bodies and neuronal
somas. The gray matter surrounds the white matter that mostly consists of myelinated
axon tracts. In addition, to accommodate the large cortical sheet in a limited volume, the
neocortical gray matter has become progressively more folded in large-brained animals
(Allman, 1999). The gyri and sulci are the convex and concave folds of the cerebral
cortex. The gyri often abut the inside surface of the cranium, except in major fissures or
involutions such as the insula. The major cortical features – e.g. Sylvian fissure, central
sulcus and so forth -- are readily identifiable with some detailed variation in the folding
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from person to person. The convolutions on the brain are further varied through
malformations such as lissencephaly and polymicrogyria that enhance or reduce folding
on the brain surface (Budday et al. 2015). Furthermore, the brain is encased in a multilayered, fibrous structure that includes the pia, arachnoid, and dura mater, of which the
pia mater is on the surface of the brain and follows its folds. Considering the correlation
of CTE localization with the negative curvature sulci during the early stages of
neurodegeneration (McKee et al. 2016) the importance of understanding the effects of
complex brain geometries and heterogeneities become apparent.
Most whole-human head finite element meshes do not consider cortical folding in
their geometric model as the increase in number of mesh elements required to capture
these complexities would significantly increase the computational cost. Researchers have
used experimental and modelling tools to gain insight into the effect of gyri/sulci on the
internal stresses and strains. Experimentally, Lauret et al. (Lauret et al. 2009) applied
translational acceleration to porcine brain sections and recorded its motion, finding
heterogeneous von Mises strain fields, with higher magnitudes in areas around sulci in
porcine brain tissue slices. Using Finite Element (FE) methods, Bradshaw and Morfey
(Bradshaw & Morfey 2001) performed FE simulations on a 2D circular brain mesh with
sulci to show the dilatational or hydrostatic deformation inside the brain does not
correlate with deviatoric deformations. Cloots et al. (Cloots et al. 2008) investigated the
effect of the sulcus geometry on stress and strain concentrations by creating displacement
boundary conditions derived from whole head simulations. While Cloots et al. (Cloots et
al. 2008) used a homogenous brain constitutive model, they found the addition of sulci
produced significant increases in the maximum von Mises stress below the sulci. Ho and
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Kleiven (Ho & Kleiven 2009) performed whole-head 3D simulations that included sulci
but did not differentiate between gray and white matter. Song et al. (2015) conducted
macroscale 2D FE simulations that differentiated gray and white matter with mesh
elements of the same scale as the sulci and found that when sulci were present the
maximum principal strain was reduced while the von Mises stress was only slightly
changed. In the aforementioned studies only Cloots et al. (Cloots et al. 2008) considered
brain-CSF interaction, and Song et al. (2015) differentiated between gray and white
matter. Finally, none of the aforementioned studies considered the pia mater in their
simulations. Given the abnormal concentration of tau protein observed perivascularly at
the depth of sulci in CTE (McKee et al. 2016; Mez et al. 2017) and the varying reports of
sulci effects on internal strains and von Mises stresses measured in FE simulations, the
method of implementing sulci in FE simulations requires further study.

63

Figure 4.1

Multiscale approach to modeling neuronal mechanical behavior as it relates
to the mechano-physiological internal state variables (MPISV). Modified
from Murphy et al. (2016).

The contribution herein is a multiscale FE approach (Figure 4.1) that can quantify
the effects of local geometrical variations arising from sulci that are quite difficult to
produce in FE simulations and measure in experimental setups. For this purpose, a set of
mesoscale 2D FE simulations for which the boundary conditions were garnered from a
previously validated macroscale FE head simulation, as shown in Figure 4.2, (Johnson et
al. 2016) were used to evaluate the importance of structural complexities at the
mesoscale. The macroscale FE simulations represented the frontal head impact of an
American football player wearing a helmet that was statistically the most significant head
impact scenario in American football (Crisco et al. 2010). The mesoscale 2D FE
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simulations represent the frontal, occipital, temporal, and parietal lobes. These
simulations consider structural and geometrical complexities including gray matter, white
matter, pia matter, and sulci, while also considering the brain-cerebrospinal fluid (CSF)
interface properties. The boundary conditions of these mesoscale simulations are
informed from the macroscale FE simulations. The resulting stress waves in the
mesoscale 2D FE simulations are then discussed and compared to clinical studies of CTE,
thus showing how this multiscale modelling approach can provide more accurate results
without significantly increasing computational costs.

Figure 4.2

4.2

a) Sagittal-cut plane view of the macroscale human head finite element
mesh of blunt impact during the frontal head impact of an American
football player with a helmet with the white arrow showing the direction of
the head movement and the resulting b) pressure-time histories extracted
from the surface of the brain lobes.

Methods
The macroscale whole head FE simulations included an American football player
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wearing a helmet with the Frankfort plane rotated forward undergoing a mid-sagittal head
impact (Figure 4.2.a) at 6 m/s. This simulation included the facemask, helmet shell,
helmet liner, flesh, cortical and cancellous bone, cerebrospinal fluid (CSF), and the brain.
The head simulation was meshed with nearly 2.6 million elements (Johnson et al. 2016)
and validated by Nahum et al (1977). All simulations were performed in the explicit FE
software Abaqus/ExplicitTM (Dassault Systemes, Rhode Island, USA). Pressure-time
histories were then extracted from the surface of the occipital lobe, parietal lobe,
temporal lobe, and frontal lobe of the frontal head impact simulations as presented
in Figure 4.2.b. These pressure-time histories were then used for the mesoscale 2D FE
simulations described in the next section.
Table 4.1

List of the two-dimensional (2D) finite element (FE) models considering
the anatomical features, locations, and impact scenario.

Input load

Football
blunt
impact –
two sulci

Football
blunt
impactone sulcus

Gray - White
Matter
Differentiation
No
No
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes

Sulcus

Pia
Mater

Brain-CSF
interface

Lobe

No
Yes
No
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Sulcus length
(mm)
7.5
15
24.5

No
No
No
No
Yes
No
No
No
No
No
No
No

Tied
Tied
Tied
Tied
Tied
Frictionless
7.5%
15%
30%
Tied
Tied
Tied

Frontal
Frontal
Frontal
Frontal
Frontal
Frontal
Frontal
Frontal
Frontal
Temporal
Occipital
Parietal

No

Tied

Frontal
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Two sets of mesoscale 2D FE simulations were used to evaluate (1) the effects of
various material heterogeneities (Figure 4.3) and (2) the effects of sulci and gray matter
in different brain lobes (Figure 4.4), when considering the pressures experienced during
the frontal head impact. Table 4.1 presents a list of the FE simulations with the included
anatomical features and brain lobes. The base simulation (Figure 4.3.a) included two 25
mm deep, 1 mm wide sulci that were 16 mm apart. The brain tissue was differentiated
into gray and white matter, where gray matter had a 3 mm thickness. Figure 4.2.b,
included the same sulci geometry but did not differentiate gray matter from white
matter. Figure 4.3.c, included differentiated gray-white matter but lacked sulci. Figure
4.3.d, was made without sulci and did not differentiate gray and white matter. The effects
of the brain-CSF interface were studied by varying the tangential friction coefficient as
frictionless, 0.075, 0.15, 0.30, and tied in Figure 4.3.a. A simulation with pia mater was
also employed with a 0.1 mm one element thick viscoelastic membrane implemented
onto the Figure 4.3.a and between the CSF and the brain. Also, simulations with one
sulcus at different lengths were produced to examine the effect of the sulcus length. After
verifying the most significant heterogeneities in the brain, the 2D geometry presented
in Figure 4.3.a was rotated to create geometries representing different brain lobes, as
shown in Figure 4.4.a, where the infinite boundary element was placed opposite to the
incoming pressure wave (Figure 4.4.b through Figure 4.4.e.). All simulations were
performed in the explicit FE software Abaqus/ExplicitTM.
4.2.2

Material Properties
The gray and white matter material properties were defined using the MSU TP

1.1. material model that is an elasto-viscoplastic Internal State Variable (ISV) material
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model initially developed by (Bouvard et al. 2010) and used to model brain tissue
(Prabhu et al. 2011; Johnson et al. 2016) is presented in Appendix A. along with the
calibrated constants from Johnson et al. (Johnson et al. 2016) presented in Table A.1. The
CSF was treated as an incompressible elastic material and the pia mater as a viscoelastic
material (Aimedieu & Grebe 2004). The constants for these materials are presented
in Table 4.2.
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Figure 4.3

Mesoscale 2D Finite Element (FE) Geometries used to study the effects of
structural complexities under the frontal American football player blunt
head impact where blue, green, gray, and maroon represent the CSF, gray
matter, white matter, and infinite boundary element, respectively. These FE
geometries include: a) gray matter, white matter and sulci, b) sulci and
homogeneous brain, c) gray matter, white matter, and d) homogeneous
brain.
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Figure 4.4

a) Magnetic Resonance Image (MRI) shown as a representative for the
parasagittal plane of the human brain with locations highlighted correlating
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to b-e) two-dimensional finite element models with uniform loading
direction for the frontal head impact scenario.

Table 4.2

Material properties of the head for the mesoscale finite element
simulations.
Density 𝝆
(g/cm3)

Poisson’s
ratio

Elastic
modulus
(MPa)
20.00
0.15

Relaxation
(s)

Pia Mater
1.040
0.450
0.919
CSF
1.004
0.495
Gray Matter See appendix I
White
See appendix I
Matter
Place all detailed caption, notes, reference, legend information, etc here
4.2.3

decay
2

Boundary Conditions and Mesh
All mesoscale 2D FE simulations used symmetric boundary conditions for

boundaries adjacent to the loading surface, and an infinite boundary opposite of the
loading surface that prevented pressure wave reflections at that surface. This boundary
condition setup showed good correlation with an extended geometry model that would
produce zero stress relaxation. This was compared to simulations with three symmetric
boundaries and three infinite boundary conditions that showed unrealistic stresses and
strains (Table 4.3). Hence the single infinite boundary setup was used in all simulations.
All simulations used reduced quadratic plane strain elements (Abaqus CPE4R) for the
brain and infinite boundary elements (Abaqus CINPE4) for the infinite boundary. Mesh
convergence was performed (Figure 4.3.a.) with 280000, 30000, and 9000 elements (or
an element size of less than 0.5 mm). The model with 9000 elements generated a result
that was within 5% standard error of the 280000-element simulation when considering
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average pressure and was used for all simulations. To achieve more detailed field output
gradients at the depth of the sulcus, the mesh was refined to 0.1 mm element size below
the sulcus. Additionally, the geometry was meshed with larger elements of 0.1 mm, 0.25
mm, 0.5 mm, 1 mm, and 2 mm to compare average and maximum stress changes with
other studies.
Table 4.3

Effect of boundary condition elements in mesoscale 2D Finite Element
(FE) simulations of the frontal lobe during the frontal head impact of a
football player. The table presents the localized stresses and strains below
the sulcus and the average pressure of the whole model.

Model

Periodic/ infinite
boundary element
model
Extended
geometry model
All periodic
boundary model

4.3

Average
element
length (mm)

𝝈𝒗𝒎
(kPa)

0.5

17.93

130.0

0.02355

115.25

0.5

16.70

136.5

0.02556

119.74

0.5

285

106.8

0.1802

76.25

Pressure Maximum
(kPa)
principal
strain 𝜺𝟏

Average
pressure
(kPa)

Results
In the current study, the effects of structural heterogeneities and geometrical

complexities of brain tissue were studied using the 2D FE simulations. Mesoscale
simulation pressure-time data for American football helmet-to-helmet hits (Figure 4.2.b)
were derived from macroscale head FE simulations of the head impact (Figure 4.2.a).
These pressures were then applied to mesoscale 2D FE simulations (Figure 4.3
and Figure 4.4) that produced a detailed time evolution of von Mises stresses and
pressures inside the brain. The average von Mises stresses (𝜎̅𝑣𝑀 ), maximum von Mises
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𝑚𝑎𝑥
stresses (𝜎𝑣𝑀
), and the peak measured pressures (P) for all simulations are summarized

in Table 4.4.
Table 4.4

Summarized average von Mises stress (𝜎̅𝑣𝑚 ), maximum von Mises stress
max
(𝜎𝑣𝑚
), maximum hydrostatic and pressure (P) observed in the mesoscale
finite element simulations.

P (kPa)
𝝈
̅ 𝒗𝒎 (kPa) 𝝈𝐦𝐚𝐱
𝒗𝒎 (kPa)
Geometric and structural complexities in the frontal lobe
(Figure 4.6 and Figure 4.7)
Differentiated brain, sulci, Pia matter
5.578
18.06
126.3
Sulci, differentiated brain
5.675
17.99
131.0
Differentiated brain
0.457
0.585
122.7
Homogeneous brain, sulci
5.792
17.72
127.0
Homogeneous brain
0.433
0.455
122.5
Sulcus length (Figure 4.8)
7.5mm sulcus
4.222
16.60
132.1
15mm sulcus
5.410
17.80
130.9
24.5 mm sulcus
6.764
18.07
123.3
Different brain lobes (Figure 4.9 and Figure 4.10)
Frontal
5.675
17.99
131.0
Parietal
0.969
6.26
11.29
Temporal
2.224
11.08
23.83
Occipital
5.730
18.05
-126.0
Element size below the sulcus
0.1 mm*
5.675
17.99
131.0
All 0.25 mm
5.361
17.53
127.9
All 0.5 mm
5.691
17.68
127.3
All 1 mm
5.719
17.05
126.5
All 2 mm
6.373
15.94
126.5
*localized mesh refinement below the sulcus
Figure 4.5 presents the von Mises stress and pressure in the frontal lobe during the
frontal head impact of an American football player at the time of peak loading. The white
arrows, in Figure 4.5.a, show the direction of the pressure waves, while the gray-double
headed arrows show the direction of the largest principal stress. Figure 4.5.b and Figure
4.5.c show close-up views of the localization of pressure and von Mises shear stress
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around a sulcus, respectively. Figure 4.6 and Figure 4.7 present the von Mises stress and
pressure evolution in the frontal lobe caused by the local pressure history resulting from
the frontal head impact of an American football player (Figure 4.2.b), respectively. Here,
the four different structural heterogeneities shown in Figure 4.3 are considered. Figure
4.6.a-c andFigure 4.7.a-c show these temporal evolutions for a simulation that includes
𝑚𝑎𝑥
sulci and gray-white matter differentiation with 𝜎𝑣𝑚
and maximum pressure values of,

18.0 kPa and 131.0 kPa, respectively. Figure 4.6.d-f and Figure 4.7.d-f show these values
𝑚𝑎𝑥
for a simulation that includes sulci and homogeneous brain material with 𝜎𝑣𝑚
and

maximum pressure values of, 17.7 kPa and 127.0 kPa, respectively. Figure 4.6.g-i
and Figure 4.7.g-i only differentiate gray-white matter, but do not include sulci and result
𝑚𝑎𝑥
in 𝜎𝑣𝑚
and maximum pressure values of, 0.6 kPa and 122.7 kPa, respectively. Figure

4.6.j-l and Figure 4.7.j-l consider a homogenous brain material without sulci and result in
𝑚𝑎𝑥
𝜎𝑣𝑚
and maximum pressure values of, 0.5 kPa and 122.5 kPa, respectively.

Implementing sulci in the geometry produced von Mises stress and pressure
concentrations below the sulci. Differentiating between gray and white matter also
produced increased von Mises stresses in the boundary between the gray and white
matter. Peak pressure increases were also exhibited below the sulci for all simulations.
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Figure 4.5

Mesoscale 2D Finite Element (FE) simulations of the Pressure and von
Mises stress (MPa) localization below the sulcus in the frontal lobe of a
football player experiencing a frontal head impact at 3.85 ms. a) Pressure
wave propagation during peak pressures, showing slower wave speeds in
the CSF compared to brain. The small gray double headed arrows show the
direction of the maximum peak principal stress b) Localization of pressure
below the sulcus arising from the geometrical complexity, and the
interaction of the two pressure waves on either side of the sulcus. c) The
von Mises stress arising from the pressure localization below the sulcus.

Figure 4.8 shows the von Mises stress (Figure 4.8.a-c) and pressure (Figure 4.8.df) that developed under a 15 mm sulcus with the maximum values of 17.8 kPa and 130.9
𝑚𝑎𝑥
kPa, respectively. The effects of the sulcus length on the 𝜎𝑣𝑚
during peak applied
𝑚𝑎𝑥
pressure shown in Figure 4.8.g-i, with the 𝜎𝑣𝑚
increasing from 4.2 kPa to 6.8 kPa with

increasing sulcus length.
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Figure 4.6

Von Mises stress (MPa) evolution in simulations with different geometry
and structural compositions. All simulations were loaded from the top with
the pressure-time histories observed in the frontal lobe during the football
player head impact (Fig. 3), where the three columns, from left to right,
present resulting von Mises stress contours at 2.25, 3.00, and 3.85 ms,
respectively. These models include (a) – (c) sulci and differentiated graywhite matter; (d) – (f) sulci and homogeneous brain; (g) – (i) differentiated
gray-white matter without sulci; and (j) – (l) homogenous brain with no
sulci. White and black arrows point to the location of the von Mises stress
localizations arising from the near and far-field effects of sulci,
respectively. The CSF and the infinite boundary are not shown for visual
clarity.
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Figure 4.7

Pressure (MPa) evolution due to different structural complexities in
mesoscale 2D finite element simulations. All simulations were loaded from
the top with the pressure-time histories observed in the frontal lobe during
the football player head impact (Fig. 3), where the three columns, from left
to right, present resulting pressure contours at 2.25, 3.00, and 3.85 ms,
respectively. These models include (a) – (c) sulci and differentiated graywhite matter; (d) – (f) sulci and homogeneous brain; (g) – (i) differentiated
gray-white matter with no sulci; and (j) – (l) homogenous brain with no
sulci. The CSF and the infinite boundary are not shown for visual clarity
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Figure 4.9 and Figure 4.10 show the von Mises stress and pressure histories in the
four different brain lobes (Figure 4.4.b-e). Figure 4.2.b shows the applied pressure
boundary condition for each mesoscale simulation. The four rows in these figures are the
evolution contours in the frontal, parietal, temporal, and occipital lobes, respectively.
When sulci are parallel to the incoming pressure wave, both the von Mises stress and
pressure initially localize below the sulci and move inward into the sulci depth as time
progresses (Figure 4.9.c and l). When the sulci are perpendicular to the incoming pressure
wave, stress concentrations stay localized below the sulci (Figure 4.9.f and j). The
pressure profiles also show peak stress concentrations below the sulci for all
simulations. Table 4.4 summarizes the average and maximum von Mises stresses and
pressures.
4.4

Discussion

The mesoscale 2D FE simulations were conducted to quantify the biomechanics of
impact scenarios that could lead to CTE. We assert that CTE initiation and its location is
determined by two things: 1) the structural heterogeneities, like sulci and gyri that give
rise to stress concentrators and gradients, in the frontal, occipital, parietal, and temporal
brain lobes, and 2) the difference between the mechanical properties of the CSF and the
brain. Thus, structural and material heterogeneities were examined through mesoscale 2D
FE simulations to determine their effect on the stress response, the limits, and history of
which can indicate injury (Chatelin et al. 2011). The use of these mesoscale simulations
adds a level of granularity (higher resolution) that is missing in macroscale FE
simulations. Specifically, the mesoscale 2D FE simulations accommodate the anatomical
prescription of the brain’s sulci and gyri, gray-white matter interface, and pia mater with
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a reasonable computational cost. This higher resolution, in turn, provides a more detailed
description of the stress wave propagation and the associated stress concentrations around
the- sulci, the similarities of which with the location of initial CTE occurrence, show their
connection. These stress concentrations were not captured in macroscale simulations (Ho
& Kleiven 2009; Song et al. 2015).
𝑚𝑎𝑥
When studying the 𝜎𝑣𝑀
evolution it was found that the frontal and occipital
𝑚𝑎𝑥
lobes experienced the highest 𝜎𝑣𝑀
below the sulci at 18.0 kPa and 19.1 kPa (Table 4.4),

respectively. In these brain lobes, 𝜎𝑣𝑀 initially localized at the sulci end, on the gray
matter-CSF interface (Figure 4.9.a, b, j, and k) and, with time, progressed inward into the
gray matter at the depth of the sulci forming a “cup shaped” von Mises stress
concentration region below the sulcus (Figure 4.9.c and l). At the same time, shear stress
bands initiated from the sulci base extended into the white matter, overlapping with those
of other sulci to produce a secondary area of stress concentration when more than one
sulcus was present. Interestingly, while frontal head impact scenarios are the most
common head impact scenarios (Crisco et al. 2010), early stages of CTE are also
associated with the perivascular accumulation of tau proteins below the sulci ends in the
frontal lobe, (McKee et al. 2016).
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Figure 4.8

Mesoscale 2D finite element simulations of the frontal lobe with 14.5 mm
sulcus during the frontal head impact of a football player simulation
illustrating the time evolution of the von Mises stress (MPa) and pressure
(MPa) contours at (a) and (d) 2.25 ms, (b) and (e) 3.00 ms, and (c) and (f)
3.85 ms. The von Mises stress contours are then presented at peak applied
pressure for different sulcus lengths: (g) 7.5 mm, (h) 14.5 mm, and (i) 24.5
mm. The white arrow shows the von Mises stress localization arising from
the inclusion of a sulcus that is the von Mises stress band is circled white.
The CSF and the infinite boundary are not shown for visual clarity.
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Further study of sulci showed that they manipulated the internal stresses at two
different ranges, described here as the near field and the far field. In the near field, a
sulcus produced local pressure and von Mises stress concentrations (white arrows
in Figure 4.8.c, Figure 4.6.c and f compared to Figure 4.6.i and .l) below the sulci and at
their depth. This was due to the impedance mismatch between the CSF and the brain
tissue (Figure 4.5) causing the stress wave to travel slower in the CSF than in the brain
tissue. As the faster pressure waves travelled in the brain matter adjacent to the sulcus
and wrapped around the sulcus end (Figure 4.5.b), they interacted with each other to form
pressure and von Mises stress localizations (Figure 4.5.c). This stress wave interaction is
further complicated by the slower waves entering the gray matter through the CSF. The
mismatch between the wave speeds in the brain and CSF further disrupted the pressure
wave front and intensified the maximum pressure localization near the sulci end (Figure
𝑚𝑎𝑥
4.7.c compared to Figure 4.7.l). Hence, when sulci were present, the 𝜎𝑣𝑚
increased by

more than 39 times from 0.46 kPa to 18.0 kPa (Figure 4.6.l compared to Figure 4.6.f).
However, when comparing the FE simulations with and without sulcus, the increase in
the maximum pressure was not as significant as that of the von Mises stress (pressure
increased from 122.5 kPa to 131.0 kPa (Figure 4.7.f versus Figure 4.7.l). Thus, the
localized shearing may be the cause of neurodegeneration at the sulcus depth.
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Figure 4.9

Mesoscale 2D finite element simulations of the four different brain lobes
illustrating the von Mises stress (MPa) evolution experienced during the
frontal head impact of a football player with helmet in. The three columns
from left to right represent von Mises stress contours at 2.25, 3.00, and 3.85
ms, respectively. These simulations represent the (a) – (c) the frontal lobe;
(d) –(f) the parietal lobe; (g) – (i) the temporal lobe; and (j) – (l) the
occipital lobe. The load is applied from the left side. The CSF and the
infinite boundary are not shown for visual clarity.
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Figure 4.10

Mesoscale 2D finite element simulations of the four different brain lobes
illustrating the pressure (MPa) evolution experienced during the frontal
head impact of a football player with helmet in. The three columns from
left to right present pressure contours at 2.25, 3.00, and 3.85 ms,
respectively. These simulations represent the (a) – (c) the frontal lobe; (d) –
(f) the parietal lobe; (g) – (i) the temporal lobe; and (j) – (l) the occipital
lobe. The load is applied from the left side. The CSF and the infinite
boundary are not shown for visual clarity.
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The far field effects of sulci arise from the inter-sulcus stress field interactions.
When a single sulcus was present (Figure 4.8), von Mises stress bands that originated at
the sulcus end extended into the brain tissue (Figure 4.8.c, circled white) resulting in
𝑚𝑎𝑥
𝑚𝑎𝑥
𝜎𝑣𝑀
of 12 kPa, compared to the 𝜎𝑣𝑀
of 18.0 kPa located at the sulcus end. When

another sulcus, of the same length, was introduced (Figure 4.6.c and f, black arrows), the
von Mises stress bands of the two sulci overlapped to produce a new area of stress
𝑚𝑎𝑥
𝑚𝑎𝑥
localization, with 𝜎𝑣𝑀
of 14.8 kPa (Figure 4.9.c) that was greater than the 𝜎𝑣𝑀
of 12

kPa measured in the one sulcus simulation (Figure 4.8.c, circled white). This far-field
stress localization was not observed in scenarios where sulci were perpendicular to the
incoming pressure wave (Figure 4.9.e and h). The location and existence of this
secondary stress localization was found to be dependent on the sulci length and
orientation of sulci relative to the incoming pressure wave.
The sulci orientation in relation to the incoming pressure wave, i.e., parallel or
perpendicular to the wave (Figure 4.4), also affected the resulting mechanical response
max
(Figure 4.9). While 𝜎𝑣𝑀
in the parallel configuration are significantly greater than that in

the perpendicular orientation (Table 4.4), when the locally applied pressures were
𝑚𝑎𝑥
considered in conjunction with the 𝜎𝑣𝑀
(Figure 4.2.b), a better understanding of the

sulci effects was apparent. During the head impact, sulci parallel to the pressure wave
(frontal and occipital lobes) experienced peak pressures of 131.0 kPa (Figure 4.10.c) and
𝑚𝑎𝑥
126.0 kPa (Figure 4.10.l) that produced 𝜎𝑣𝑀
of 18.0 kPa (Figure 4.8.c) and 19.1 kPa

(Figure 4.8.l), respectively. In comparison, sulci perpendicular to the incoming pressure
wave (parietal and temporal lobes), experienced peak applied pressures of 11.3 kPa
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𝑚𝑎𝑥
(Figure 4.10.e) and 23.8 kPa (Figure 4.10.i) and experienced 𝜎𝑣𝑀
of 6.3 (Figure 4.9.i)

and 11.1 kPa (Figure 4.9.e), respectively (Table 4.4). Sulci that were parallel to the
incoming pressure wave significantly increased the susceptibility of injury to these areas
though they may lie in the coup, or contrecoup locations. Clinical studies of American
football players post mortem have shown that in the first stage of CTE, tau
𝑚𝑎𝑥
phosphorylation is identified at the depth of sulci, locations where 𝜎𝑣𝑀
are observed

herein and in the frontal lobe (McKee et al. 2013; McKee et al. 2016). As previously
mentioned, a frontal head impact may have a smaller effect in the occipital lobe due to
dispersion or defocusing than at the point of impact.
The sulcus length was also found to affect the near-field stress concentrations. By
𝑚𝑎𝑥
increasing the sulcus length from 7.5 mm to 24.5 mm, the 𝜎𝑣𝑀
increased below the

sulcus end by approximately 10 percent, from 16.6 kPa to 18.1 kPa (Table 4.4 and Figure
4.8.g-i). This increase could be related to the increased mismatch between the wave
fronts traveling in the CSF and brain matter. In the far-field, the length of the von Mises
stress bands was proportional to the sulcus length but had minor effects on the magnitude
of the von Mises stress in those bands (Figure 4.8.g-i). The larger area covered by these
stress bands means that more brain tissue may be susceptible to injury with longer sulci.
These effects may be compounded by brain malformations, such as lissencephaly and
polymicrogyria, which refer to increased brain folding, and thus sulci length (Budday et
al. 2015), respectively. Accordingly, the susceptibility of individuals with such conditions
to blunt impact head trauma should differ from those without the susceptibility.
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The current work highlights the potential of multiscale FE modelling in capturing
geometrical complexities that are generally unattainable with macroscale FE simulations
due to significantly increased computational costs for accurately accounting for complex
structural complexities. A multiscale approach can then be used to help better understand
how diseases such as CTE initiate during head impacts. To achieve this without
significantly increasing computational costs, some simplifications were required. First,
we assumed that the global behaviour of brain tissue was not significantly affected by the
lack of mesoscale geometries. For instance, during the macroscale head impact, sulci in
the frontal lobe would not significantly affect pressures in the occipital lobe. This is
supported by the minimal variations in the pressures observed when studying the various
heterogeneous structures (Table 4.4). Second, the mesoscale 2D FE simulations
sufficiently captured the local effects of the 3D sulci structure. Furthermore, several
questions arose from the current study. First, considering the effects of sulcus geometry
presented in this work, how does the variability of sulci between individuals, and people
suffering from brain malformations, such as lissencephaly and polymicrogyria, affect
their susceptibility to head injury and CTE. Second, the current work looks at the initial
pressure wave traversing in the brain. However, the sulci affect local stress and strain
gradients under more complex loading scenarios, arising from the reflection of pressures
in the skull. Finally, the current simulations consider the macroscale and mesoscale,
while neuronal injury initiates at the microscale cellular level (Bain & Meaney 2000;
LaPlaca et al. 2005; Cater et al. 2006). In the future, we plan to extend the current
approach to the microscale, cellular level, where simulations would affect cell death in
the brain.
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4.5

Conclusions

In this work, pressure-time histories, extracted from macroscale human head Finite
Element (FE) simulations, were used to study stress wave propagations in mesoscale 2D
FE simulations of the brain sulcus-gyrus geometries and material heterogeneities in four
different brain lobes (frontal, parietal, temporal, and occipital). The following were the
salient observations:


The impedance mismatch of the CSF and the gray matter (Figure 4.5)
produced a variation in the wave propagation speeds in CSF and gray matter
that resulted in the complex local interaction of the two wave fronts (on both
sides of a sulcus) and a wave front in the CSF at the sulcus end. These
interactions between the waves produced local increases in the von Mises
stress in the near and far field of the sulci.



In the near-field, sulci introduce von Mises stress localization just below the
sulcus end (Figure 4.5.c), that was 39 times greater than those (Figure 4.6.f
and i and Table 4.4) experienced by simulations without sulci. The location of
these stress concentrations appears to correlate with those of tau protein
accumulation during the early stages of CTE.



In the far-field, shear stress bands emanate from the sulci end (Figure 4.8.c
white circle) and interact with one another to produce von Mises stress
concentration sites in the brain tissue (Figure 4.6.c and f black arrow) that are
23% greater in magnitude compared to single sulcus simulations. The
magnitude and extent of this stress concentration is dependent on the sulci
lengths, orientations, and distances from each other.
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Increasing the sulcus length from 7.5 mm to 24.5 mm increased the resulting
von Mises stress concentration from 16.6 kPa to 18.07 kPa (9% greater)
(Figure 4.8.g-i and Table 4.4) and produced large von Mises stresses that
extend further into the white matter.



Differentiating between gray and white matter, through different elastoviscoelastic constitutive properties, produced von Mises stress concentrations
at the gray-white matter interface. However, these increases were insignificant
compared to those of sulci (Figure 4.6.c and Table 4.4).



Varying the brain-CSF interaction (frictionless, tied, and varying the
tangential friction coefficients from 7.5% to 30%) and introducing pia matter
into the simulation did not significantly affect pressure wave propagation and
the localization of von Mises stress localization.

Finally, the current study shows how multiscale FE simulations with whole head
FE simulations providing the boundary conditions for lower length scale mesoscale FE
simulations can provide a more detailed understanding of regions prone to injury without
significant increases in computational costs.
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CONCLUSIONS
Traumatic brain injury is a multiscale problem with specific behavior at different
lengthscales. Looking at neuronal injury arising from loss of membrane integrity that can
be captured through the quantification of pores opening up on the neuronal membrane,
the following summarizes the conclusions of the current research work:


Mechanoporation-related damage of neurons initiates at the nanoscale
with the nucleation of nano-pores. The nucleation rate of pores at this
length scale is not dependent on the strain rate, but does depend on the
stress state.



Pore growth rates on the neuronal membrane at the nano scale are strain
rate and strain state dependent.



Mechanoporation-related damage evolution constitutive equations were
then developed to capture the strain rate and strain state dependence of
pore nucleation (pore density) and pore growth and found to have good
agreement with intracellular ion homeostasis when analytically scaled to a
spherical neuronal and compared to a cell culture study.



The mechanoporation-related damage evolution equation set were scaled
to 3D reconstructed neuronal membranes.
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Local strains on the neuronal membrane were found to be significantly
different than the global far-field strain, which in turn resulted in average
damage values that which while followed the same trends as those seen at
the nanoscale, differed in magnitude.



Neuronal orientation with respect to the global far-field principal strain
significantly affected damage accumulated on the neuron.



Neuronal morphology did not seem to play a significant role in damage
accumulated on neuronal membrane of the same group type.



At the mesoscale, macroscale characteristics such as brain anatomy (brain
convolutions) and structural properties (impedance mismatch) affect stress
and strain concentrations in the brain.



Brain surface convolutions along with impedance mismatch between the
different structures in the head impose stress localization cites inside the
brain that match with CTE sites reported in literature.
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FUTURE WORK
Study the Damage Accumulation of Different Neuron Types
While the current study did not show significant dependence of mechanoporationrelated damage to neuronal morphology, only one type of neuron, multipolar neurons,
was studied. Further study of damage accumulation sensitivity to different neuron types
can then generate a more accurate prediction of neuronal damage at the microscale.
Specifically, Unipolar, bipolar, and pseudounipolar neurons may accumulate damage
differently than the multipolar neurons studied here. Additionally, different criteria
defined for different neuron types may help in determining the uncertainty of injury, or
cell death in brain tissue.
Finite Element Simulations of Mesoscale Brain Tissue
The current damage evolution equations capture mechanoporation-related damage
based on strains and strain rates on the neuronal membrane. Considering the water
content of brain tissue and the difference between the mechanical properties of neurons,
blood vessels, axons, the extracellular fluid and other cells in the brain tissue, mesoscale
finite element models of brain tissue can help inform how strains are translated
throughout the structure and to the neurons.
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Implementation of Neuronal Cell Death Density Equations to Tissue Finite Element
Simulations.
Once finite element models of mesoscale brain tissue have been validated to
mechanical tests of brain tissue, mechanoporation-related damage accumulation can be
studied in different brain regions considering the different content, or percentages, of cell
types and components that build up the brain. Further the inclusion of other cell types can
path the way for considering different injury mechanisms in the brain.
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CONSTITUTIVE MATERIAL MODELS AND CONSTANTS
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In this section, the kinematics, thermodynamics, and kinetic equations for the
MSU TP 1.1 internal state variable material model are presented. Here, tensors are
written with the bold font, and scalar terms are written in italic. The current material
model used for brain defines the deformation gradient as:
𝐅 = 𝐅𝐞 𝐅𝐏

(A.1)

Where Fe and FP are the elastic and plastic deformation gradients, respectively. Following
the conventional continuum mechanics approach, Le and LP are the velocity gradients
derived from the deformation gradients:
𝐋𝐞 = 𝐅̇ 𝐞 𝐅 𝐞−𝟏 , 𝐋̅𝐏 = 𝐅̇ 𝐏 𝐅 𝐩−𝟏

(A.2)

The Cauchy stress can then be presented as:
𝛔 = 𝐉 𝐞−𝟏 𝐅 𝐞 𝐒̅𝐅 𝐞𝐓

(A.3)

Here 𝐒̅ is the second Piola-Kirchhoff stress:
̂
̅

𝜕𝜓
𝐒̅ = 2 𝜕𝐂̅e

(A.4)

The strain energy function used here is defined as a function of the elastic Cauchy stress,
̅
𝐂̅𝐞 , and three internal state variables 𝜉1̅ , 𝜉2̅ and 𝐄̅ 𝛽 :

̅
𝜓̅ = 𝜓̅(𝐂̅ e , 𝜉1̅ , 𝜉2̅ , 𝐄̅ 𝛽 )

Where a Gent model is used to descry be the hyperelastic behaviour:
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(A.5)

̅
𝛽

̅
𝛽

̅
𝛽

𝜆 +𝜆 +𝜆 −3
𝜓̅̂𝐸𝛽̅ = −𝜇𝑅 𝜆𝐿 ln [1 − 1 2𝜆 3 ]
𝐿

(A.6)

The time derivative of the strain energy function is given as:
̂
̂
̂
̅
̅
̅
𝜕𝜓
𝜕𝜓
𝜕𝜓
𝜓̅̇ = 𝜕𝐂̅e : 𝐂̅̇e + 𝜕𝜉̅ : 𝜉1̇ ̅ + 𝜕𝜉̅ : 𝜉2̅ +
1

2

̂
̅
𝜕𝜓
̅̇ 𝛽̅
̅ :𝐄
𝜕𝐄̅ 𝛽

(A.7)

Where the thermodynamic conjugates of the strain like internal state variables are:
̂
̅
𝜕𝜓

̂
̅
𝜕𝜓

1

2

̅=
𝜅̅1 = 𝜕𝜉̅ , 𝜅̅2 = 𝜕𝜉̅ , 𝛂

̂
̅
𝜕𝜓
̅
̅
𝜕𝐄𝛽

(A.8)

Considering no plastic spin, the plastic flow rule can be written as:
̅ 𝐩𝐅𝐩, 𝐃
̅𝐩 =
𝐅̇ 𝐩 = 𝐃

1
√2

̅ 𝐩.
𝛾̅̇ 𝑝 𝐍

(A.9)

̅ 𝑝 is the plastic flow direction. The viscous shear strain rate will then be presented
where 𝐍
as:

̅

̅

̅

̅)

𝑚

𝜏−(𝜅1 +𝜅2 +𝛼𝑝 𝜋
𝛾̅̇ 𝑝 = 𝛾̅0̇ 𝑝 [sinh (
)]
𝑌

(A.10)

where 𝛾̅0̇ 𝑝 is a reference strain rate, 𝜏̅ the equivalent shear stress, and 𝜋̅ is an effective
pressure. The stress-like conjugates of the internal strain variables are also defined as:
̅
̅⋆
̇𝜉 ̅ = ℎ (1 − 𝜉1 ) 𝛾̅̇ 𝑝 , 𝜉̇ ̅⋆ = 𝑔 (1 − 𝜉 ) 𝛾̅̇ 𝑝 , 𝜉 ̅ (X, 0) = 0, 𝜉 ̅⋆ (X, 0) = 𝜉 ̅⋆
1
0
0
1
0
̅⋆
𝜉 ̅⋆
𝜉𝑠𝑎𝑡
𝜉2̅
1
̅ p) , 𝐁
̅ 𝑝 = 𝐅 𝐩 𝐅 𝐩T
√̅̅̅
𝜉2̇ ̅ = ℎ1 (𝜆𝑝̅ − 1) (1 −
) 𝛾̅̇ 𝑝 , 𝜆𝑝̅ =
Tr(𝐁
̅
𝜉2𝑠𝑎𝑡
√3
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̅ 𝑝 𝛽̅ + 𝛽̅ 𝐷
̅ 𝑝 ), 𝛽̅ (X, 0) = 𝐼, 𝐄̅ 𝛽̅ = ln(𝛽)
𝛽̇ ̅ = 𝑅𝑠1 (𝐷

(A.11)

In this material model 𝜇, 𝐾, 𝜆̇𝑝0 , 𝑚, 𝑌 relate to the macroscale mechanical properties,
̅⋆ , ℎ0 , 𝑔0 , 𝐶𝜅 define 𝜉1 behavior, ℎ1 , 𝜉2𝑠𝑎𝑡
̅ , 𝐶𝜅 define 𝜉2 , and 𝑅𝑠 , 𝜆𝐿 , 𝜇𝑅 define 𝐄̅ 𝛽̅ ,
𝜉0̅⋆ , 𝜉𝑠𝑎𝑡
1
2
1
̅ , 𝜉20
̅ define initial conditions. The calibrated constants are presented in Table
and 𝛼𝑝 , 𝜉10
A.1.
Table A.1

Material constants for the MSU TP 1.1 viscoelastic brain material model
from (Johnson et al. 2016).
Constant
𝜌 (g/cm3)
𝜇 (MPa)
𝐾 (MPa)
𝛾̅0̇ 𝑝 (s-1)
𝛼𝑝
𝑚
𝑌 (MPa)
𝐶𝜅1 (MPa)
𝐶𝜅2 (MPa)
ℎ0
̅
𝜉10
𝜉0̅⋆
𝜉0̅⋆
𝑔0
ℎ1
̅
𝜉20
̅
𝜉2𝑠𝑎𝑡
𝑅𝑠1
𝜇𝑅
𝜆𝐿

Gray matter
1.04
4.5
2100
95
0
0.1
0.001
0.07
0.001
85
0.04
0.23
0.001
0.13
5
0
0.1
0.6
0.11
10
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White matter
1.04
5.5
3000
95
0
0.1
0.001
0.07
0.001
85
0.04
0.23
0.001
0.13
5
0
0.1
0.6
0.11
10

The Cerebrospinal fluid (CSF) was considered to be an elastic material, while the pia mater
was considered to be a second order viscoelastic material (Aimedieu & Grebe 2004).
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MESH SIZE SENSITIVITY

111

The mesh size of macroscale FE simulations that model the whole head is constrained by
the computational times that increases with the reduction of mesh size. The mesh size
then limits the detail at which geometric complexities can be considered. In the current
study, mesoscale 2D FE models showed that reducing the element size from 2 mm to
𝑚𝑎𝑥
0.25 mm, increased the peak 𝜎𝑣𝑀
from 15.94 kPa to 17.53 kPa, while also reducing the

average von Mises stress from 6.37 kPa from 5.36 kPa (Table 4.4), indicating the larger
elements can smudge out localizations of stresses for such complex sulci geometries
coupled with material heterogeneities. Including sulci geometry in FE models with a fine
enough mesh is essential to determining local injury and specifically for the
determination of the biomechanical conditions for the onset of CTE. While this may not
be achievable in macroscale models, the use of multiscale models (macroscale and
mesoscale in a hierarchical framework) can provide a better representation of stress
gradients with a modest addition to the computational costs for such analysis.
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EFFECT OF WAVE SPEED IN THE CEREBROSPINAL FLUID

113

The wave speed in the CSF was varied to verify that the localization of stresses
below the sulci arise from the impedance difference between the CSF and brain tissue
(Figure C.1). As the wave speed in the CSF is increased, the effects of pressure
localization are diminished.
Evolution of the pressure gradient in 2D models considering different bulk moduli
for the brain. Each column refers to a single simulation at different times with the wave
speed in the CSF increasing from the left to right. The first column on the left shows the
geometry of the model. 𝒄 = √𝑲𝒔 /𝝆 where c, Ks, and 𝝆 is the wave speed, bulk modulus
and density of the CSF.
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Figure C.1

Effect of CSF wave speed on localization of pressures below the sulci.
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OTHER STRUCTURAL HETEROGENEITIES

116

The effects of pia mater, gray and white matter differentiation, and the brain-CSF
𝑚𝑎𝑥
interaction were also studied to identify their influence on the 𝜎𝑣𝑀
(maximum von

Mises stresses) and pressures below the sulci. When sulci were not present (Figure 4.7.gi), the differentiation of gray-white matter resulted in localized von Mises stress
𝑚𝑎𝑥
concentrations at the gray-white matter interface with 𝜎𝑣𝑀
reaching 0.59 kPa (Figure

4.7.i). The von Mises stress concentrations, at the gray-white matter interface, were much
less significant than when sulci were present in the model (Figure 4.7.c versus Figure
4.7.f). This finding is consistent with the study by Song et al. (Song et al. 2015), who
reported no stress concentrations at the gray and white matter interface in their models.
The differentiation of gray and white matter is still important considering that the
difference in their composition may affect the dominant mechanical injury mechanism
such as axonal injury (Ahmadzadeh et al. 2014) versus mechanoporation (LaPlaca et al.
2005). The CSF-brain interaction properties and pia mater inclusion in mesoscale 2D FE
models also did not significantly affect the stress concentrations (Table D.1). The CSFbrain interaction conditions did not significantly affect stress concentrations for tied,
frictionless and tangential friction coefficient of 0.075 to 0.30 (Table D.1). Replacing the
tied interaction surface (Figure 4.6.c) with the pia mater (not shown here) changed the
𝑚𝑎𝑥
von Mises stress field below the sulci protecting some areas, but the 𝜎𝑣𝑀
and maximum

pressure were not significantly impacted compared to the base model (Figure 4.6.c) as
summarized in Table 4.4.

117

Table D.1

Von Mises
(kPa)
Max
Principal
(kPa)

Effects of the CSF-brain interaction properties on the internal localized
stresses below the sulci.
Frictionless

0.075 friction
coefficient

0.15 friction
coefficient

0.3 friction
coefficient

Tied

18.08

17.92

17.92

17.94

17.99

-132.1

-136.1

-136.0

-136.0

123.7
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