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SUMMARY
The objective of the proposed research is to develop methods for the multi-objective
design, optimization, and condition monitoring of electric machines, so as to generate the
optimal designs and improve machine robustness for electric propulsion.
To a large extent, the performance and efficiency of electric propulsion systems such
as electric vehicles (EV) and electric aircrafts are determined by high-performance electric
machines. Among five popular machine types considered for electric propulsion, the
switched reluctance machine (SRM) and the interior permanent magnet (IPM) machine have
their distinct advantages in many feature categories. However, there are also some major
issues compromising the performance and robustness of these machine types.
For switched reluctance machines, the most prominent issue is the intrinsic large torque
ripple and acoustic noise caused by their double-salient structure. A comprehensive literature
survey also suggests that the conventional and heuristic SRM design process is not able to
exploit the trade-offs between design factors from the multi-objective point of view.
For IPM machines, however, the most challenging problem is the limited tolerance to
various faults and high temperatures that can lead to irreversible demagnetization. These
magnets can stay magnetized indefinitely for benign conditions, while prolonged exposure
to a negative d-axis current or high temperatures can demagnetize the magnets of the motors
to the point of irreversible demagnetization, which causes low output torque and reduced
lifespan of electric propulsion systems. The current art of thermal and demagnetization
monitoring of IPM machines is still underdeveloped compared to the maturing condition
monitoring techniques for induction machines.
The proposed research first started with developing a fast and generalized multi-objective
design and optimization method for SRMs. By introducing an analytical design model
which is applicable to SRMs with any feasible stator and rotor slot combinations, a novel
method for multi-objective optimization was proposed, and the number of prime variables
xix
to be optimized was reduced to only 5, compared to some 17 design parameters in the
tradition SRM design model. To further reduce the unfavorable torque ripple of SRMs,
an active current profiling technique was integrated into the multi-objective analytical
design and optimization process of SRMs. Stochastic optimization algorithms with penalty
functions were applied to find the optimal designs targeted to user defined objective functions.
The multi-objective optimal designs with regard to the multiple performance indices were
efficiently found, and the accuracy was validated by FEA. The proposed method can generate
the optimized SRM designs subject to different design requirements and accelerate the entire
optimization process.
The design and optimization of electric machines for propulsion systems are typically
performed at multiple operating points, with each point considering four or more design
objectives. The decision-making process can thus be challenging for machine designers to
select the optimal design candidate in such a high-dimensional space. Therefore, advanced
machine learning techniques, including the Self-Organizing Map and the t-Stochastic Neigh-
bor Embedding were implemented on the benchmark study of switched reluctance machines.
The visualization results generated by the two algorithms were able to visualize the data
clusters and component values in a more intuitive and effective manner when compared to
the conventional parallel coordinate and the scatter plot of Pareto front.
To mitigate the risk of irreversible demagnetization under high temperatures, two nonin-
trusive thermal monitoring schemes using high-frequency signal injection were developed
for direct-torque-controlled (DTC) IPM machines. The proposed temperature estimation
method was based on analyzing the electrical high frequency resistance of the permanent
magnet, which was a byproduct of the excessive eddy current loss induced by the applied
alternating high-frequency magnetic field. The high-frequency resistance can reveal the PM
temperature since these two quantities are directly proportional, which can also be applied
to interpret the magnetization state with prior knowledge of the PM temperature. Detailed
derivations of the DTC-controlled IPM machine equations were presented in response to
xx
the injected high-frequency signal, and real-time signal processing techniques were also
developed for extracting the high-frequency components of the stator voltage and current.
The effectiveness of this proposed PM temperature monitoring scheme was verified with
experimental results.
The stator inter-turn fault is considered to be one of the most common yet serious
machine-initiated faults for IPM machines. Therefore, the transient demagnetization phe-
nomenon during this type of fault was investigated to assess the risk of irreversible demag-
netization under an excessive demagnetization field originated from this fault. The finite
element simulation study was performed while the motor was operating on a point along its
maximum capability curve. Different contact resistance and different fault severity indicated
by the different number of turns were simulated, and results indicated there were certain
locations on the permanent magnet that were more vulnerable to demagnetization, and




INTRODUCTION AND OBJECTIVES OF THE RESEARCH
1.1 Background and Problem Statement
The electric vehicles (EV) market is a growing industry due to increasing concerns
for the depletion of fossil fuels, and global warming. Of all the oil consumed in the U.S.,
70 percent is used for transportation. Furthermore, passenger vehicles use 70 percent of
transportation oil. By 2050, it is projected there may be as many as 1.5 billion electric
vehicles on the road, compared to 750 million in 2010 [1].
This type of demand represents both a challenge and an opportunity to capitalize on
new EV technologies. Companies such as Tesla have emerged to compete with automotive
giants like Toyota, BMW, Nissan, and General Motors (GM) starting from 2003 [2]. Also,
in more recent history, tech titans Apple and Google have also displayed interest in EVs,
particularly with self-driving capability [3].
For a significant portion of the history of EVs, auto companies choose to use induction
machines as traction motors, which companies like Tesla still use in their current models.
In the 1960s, the General Motors Research Laboratory developed a new magnetic material
neodymium-iron-boron (NdFeB). This development revolutionized the EV motor industry,
and provided higher potential for premium efficiency, low losses and high torque density [4].
This redirected the companies to investigate the use of permanent magnets (PM) motors as
opposed to induction motors. One of the big advantages of employing PM motors is the
high torque density that minimizes the size of both the auxiliary generator and the traction
motor, given the space restrictions in a compact engine bay.
However, rare-earth (RE) permanent magnets used in PM motors have volatile costs
together with an uncertain long term availability [5]. Additionally, it is well known that
1
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Figure 1.1: Types of motor candidates for EVs or HEVs [4].
© MERL
MITSUBISHI ELECTRIC RESEARCH LABORATORIES
3/20/2019 CONFIDENTIAL 17
Figure 1.2: Lamination structure of IPM machines and SRMs [4].
the presence of magnets that cannot be turned off in the event of a fault has been an issue
that hinders adoption of PM machines in safety-critical applications. Another issue with
permanent magnets is that while they remain magnetized indefinitely at room temperature,
prolonged high temperatures can cause irreversible demagnetization [6],which reduces
output torque and lifespan. Therefore, machines without permanent magnets such as
induction machines (IM), switched reluctance machines (SRM), and synchronous reluctance
machines (SynRM), are of great interest for light traction applications.
An illustration of the types of motors that could be considered for EVs or HEVs is shown
in Figure 1.1. The typical lamination structures of IPM machines and SRMs are illustrated
in Figure 1.2 [4].
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Figure 1.3: A feature comparison among alternative alternative traction machine types for
passenger EVs [7].
Although induction machines are relatively inexpensive and had been widely applied to
EVs before the introduction of IPM machines, the design and control of induction machines
are relatively mature technologies. A synchronous reluctance machine operates on the
reluctance torque by creating saliencies with air barriers placed in the rotor lamination.
However, the reduction of saliency due to rotor saturation and the poor mechanical strength
of the punched laminations limit their widespread application in EVs. Switched reluctance
machines, on the other hand, are durable with very low manufacturing cost. Synchronous
reluctance motor efficiency, however, is slightly lower than that of IPM motors at rated
conditions, but a flatter efficiency vs. speed profile can result in a higher overall efficiency
over a typical drive cycle. If properly designed and optimized, the torque density of SRMs
can also be superior to induction machines [4].
In spite of their distinct advantages, the application of SRMs presents many technical
challenges which must be overcome. The two major challenges are the inherent torque ripple
and the fact that both switch reluctance and permanent magnet motors are still designed and
optimized based on rules of thumb, heuristic processes and/or computationally-extensive
finite element analysis (FEA).
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A summary on the feature comparison among alternative traction machine types for
passenger EVs is shown in Figure 1.3. As can be observed, there are 9 features compared
among five machine types, and both the SRM and the IPM machine have 5 of those features
ranked as comparative strengths highlighted in green boxes, while other machine types only
have four green boxes or fewer, clearly indicating the inherent high-performance of the
SRM and the IPM machine.
Despite their distinct advantages, there are also a few renowned drawbacks of these
machine types that need to be carefully addressed if they were to be selected as the motor
for electric propulsion. This thesis will thus present research methodologies and results on
three main shortcomings: (1) the performance compromise of IPM machines at extreme
temperatures; (2) the limited fault tolerant capability of IPM machines; and (3) the intrinsic
large acoustic noise and torque ripple of switched reluctance machines.
1.2 Dissertation Outline
The proposed research focuses on the following aspects:
• Chapter 2 will present a comprehensive literature survey of multi-objective design
optimization of switched reluctance machines, with an emphasis on electric vehicle
traction applications. A literature review for the demagnetization assessment for
different fault modes will be presented in Chapter 3.
• Chapter 4 will propose an analytical multi-objective design and optimization frame-
work for switched reluctance machines based on particle swarm optimization (PSO).
• Chapter 5 will first presents an integrated active current profile optimization for
multi- objective design and optimization of switched reluctance machines, then the
performance and robustness of three mainstream stochastic optimization algorithms
are compared. Then, novel Bayesian optimization based SRM design method is
proposed.
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• Chapter 6 will illustrate multi-objective optimization results for SRMs through the
use of self-organizing maps at a single operating point, and applies the applies the t-
Distributed Stochastic Neighbor Embedding (t-SNE) algorithm for multiple operating
points.
• Chapter 7 will introduce two thermal monitoring scheme for the rotor permanent
magnets temperature estimation of IPM machines: 1) a high-frequency flux injection-
based scheme; and 2) a high-frequency torque injection-based scheme.
• Chapter 8 will assess the transient demagnetization behavior of IPM machines for the




PREVIOUS WORK ON THE DESIGN AND OPTIMIZATION OF SWITCHED
RELUCTANCE MACHINES
Switched reluctance machines are attractive candidates for a use in a variety of appli-
cations over a wide range of speeds thanks to their simple, low cost, robust structure. In
emerging ultra-high speed applications such as micro-machining, dental spindles, com-
pressors, turbochargers and flywheels [8–10], are expected to rival permanent magnet
synchronous motors and pneumatic machines in the marketplace. On the other hand, the
automotive sector primarily requires lower speed range applications [11–19]. Although per-
manent magnet machines still dominate the automotive industry, the relatively inexpensive
structure, manufacturing processes, and electrical and thermal robustness of SRMs have all
spurred great interest in utilizing SRMs in traction applications. In fact, there has been an
SRM reported in the literature that has a comparative performance compared to machines
used in the Nissan Leaf [20] and the Toyota Prius [21–23].
2.1 Overview
There have been many modeling, design and optimization methods that have been
developed for switched reluctance machines, and most of them can be classified into two
categories: 1) analytical-based methods, which includes magnetic equivalent circuits [24–
29] and the direct use of Maxwell’s equations [30–32]; and 2) and 2) numerical-based
methods [33–35]. Analytic methods provide fast computational speed, but with compromise
in accuracy, while numerical methods based on FEA rely on an analysis tool rather than
design tools, and are very computationally intensive [36]. Therefore, analytical-base design
results offer more flexibility (i.e., they have an ultra-fast computational speed and an easily
accessible multi-physics interface) to optimize electric machine designs. The research
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Figure 2.1: Illustration of the SRM magnetic circuit flux tube method [28].
presented here will thus focus on developing analytical-based SRM design and optimization
schemes.
2.2 Previous Work on the Modeling of Switched Reluctance Machines
2.2.1 Previous Work on Analytical Methods
In spite of the distinct advantage of the ultra-fast computational speed, accurate modeling
and design of SRMs is nontrivial because of their nonlinear characteristics (inductance,
flux density, and torque). For example, Figure 2.1 illustrates the modeling of SRMs using
magnetic equivalent circuits with seven flux tubes [28, 29] with various shapes. With these
models, instantaneous SRM characteristics can be calculated. The downside is the very
tedious calculations required to perform such flux path selections at each rotor position. In
addition, this method cannot be easily implemented on SRMs with an arbitrary combination
of stator and rotor poles, such as 4/2, 6/4 and 12/8, since the flux-linkage distribution
changes, and the assumptions for some specific flux paths will not always hold.
Another analytical method is based on Maxwell’s equations [30, 31] to first determine
the SRM inductance profile, which is more deterministic, as only the boundary conditions
7
are approximated. However, its accuracy at the unaligned position is affected by simplifying
the shape of the stator sectors and the rotor slots to rectangles, resulting in large errors in the
analytical estimation due to this misrepresentation of the stator’s geometry. Furthermore, no
systematic multi-objective design and optimization methods have been developed to date
based on these analytical methods. An accurate and efficient analytical design model is
therefore needed.
2.2.2 Previous Work on Numeric Methods
Finite element analysis-based computer-aided-design (CAD) software has been widely
applied, as it generally offers comprehensive and trustworthy results [33–35]. CAD software
packages, such as RMxprt by Ansys and SPEED, are able to carry out machine design
calculations and provide a certain level of optimization. However, presently available
commercial design software are analysis tools, not design tools. Although FEA results can
help identify possible directions and lead to an improved design, a significant computational
effort is needed over a large search domain in order to better estimate the Pareto front for
an optimized design. Therefore, the most effective machine design method is to efficiently
find an initial optimized design through the analytical design model first, and it can be later
applied to FEA for verification, or further fine-tuning purposes, if necessary.
2.3 Multi-Objective Optimization Algorithms Applied to Electric Machines
Moreover, previous research efforts on SRM optimization have mostly been done
to address only one of the following performance indices (PI): torque ripple [37–41],
torque density [42–44], efficiency and acoustic noise. However, the problem with single-
objective optimization is the potential reduction in other important performance indices, as
trade-offs to the initiated improvements on one single performance index. Therefore, the
implementation of the multi-objective optimization algorithms with weighted-sum or vector-
based objective functions is necessary in order to accommodate the needs of designing and
8
optimizing SRMs with different application requirements.
2.3.1 Deterministic Algorithms
There is a large variety of deterministic methods applied in electric machine design
optimization problems, such as the sequential quadratic programming (SQP) [45, 46], the
Tabu search [47, 48], and the sequential unconstrained minimization technique (SUMT),
which is one of the most popular ones [49]. Specifically, SUMT converts a constrained
optimization problem into an unconstrained one through the use of a penalty function,
and it must then apply sequential nonlinear programming for use in optimization. In
principle, SUMT is able to find the optimum in just a few iterations, but it requires a gradient
calculation [50].Other deterministic methods include the error-based optimization search
[51], the Hooke-Jeeves method [52], the interval branch and bound method [53], the interior
reflective Newton method [54], and so on.
2.3.2 Stochastic Algorithms
Stochastic methods tend to require a more stringent evaluation of design candidates, but
they are gradient free and, in principle, are not easily trapped by local minima. The most
popular stochastic multi-objective optimization algorithms for electric machine design are
the genetic algorithms (GA), particle swarm optimizations (PSO) and through differential
evolution. Genetic algorithms are based on the mechanism of natural selection and genetics
[55] and have been widely applied in electric machine design optimization [56, 57]. The
design variables are first transformed into binary, and then coded together as "chromosomes"
that are prone to various mutations and crossovers. Particle swarm optimization emulates
the behavior of a swarm of bees trying to locate areas with the highest density of flowers.
The optimal search is attained by a combination of individual and collective knowledge.
Particle swarm optimization is robust with respect to the values of its running coefficients,
and hence, by simply following a few guidelines [58], the tuning of the running coefficients
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can be usually neglected [50]. This makes it the most robust algorithm, with it being
especially robust against small disturbances. Differential evolution also involves multiple
generations, each comprising a population of candidate designs. Improvements are facilitated
by perturbing the current generation with the scaled differences of randomly selected
and distinct population members. The algorithm also includes processes of initialization,
mutation, crossover, and selection. Differential evolution has only recently been applied in
machine design optimization, but is quickly gaining popularity [59–61].
2.4 Previous work on Multi-Objective Design Optimization of SRMs
The majority of the previous research efforts on SRM design and optimization has
mostly been done to address only one performance index. However, the problem with
this single-objective optimization is the potential unfavorable decline of other important
performance indices, as trade-offs to initiated improvements on one single objective. There-
fore, the implementation of multi-objective optimization on SRMs [62–72] is necessary to
accommodate the needs for different applications.
While the enumeration method (direct search) [64, 65] and the response surface method
[62] have both been applied to solve SRM multi-objective design and optimization problems,
the majority of the literature employ certain stochastic algorithms to perform the optimal
design search by evaluating a large number of design candidates based on several randomly
generated independent prime design variables. These variables typically involve some
crucial SRM geometric parameters, including the air gap diameter, the stack length, the
stator/rotor pole heights and the pole arc angles, as well as other non-geometric quantities,
such as the current density and the number of turns. Then, the complete SRM geometry is
designed, and various performance indices are then evaluated by either FEA simulations
[64–70], through surrogate models such as Kriging [71], through analytical models based
on the magnetic equivalent circuit [72], or with Maxwell’s equations in this thesis. After

































































































































































































































































































































































































































































































































































































next-generation prime design variables are generated by the multi-objective optimization
algorithms of genetic algorithms [63, 67, 68], particle swarm optimization (PSO) [69, 71,
72], and differential evolution (DE) [70]. The entire process is repeated for a certain number
of iterations. It is reported in [62–72] that a significant improvement can be made on one or
two targeted performance indices, with a minimal impact on others.
Aside from the geometry design aspect, multi-objective optimizations have also been
performed on the control aspect of SRMs. Multiple Fourier Series coefficients approximating
the current profile are optimized through differential evolution to simultaneously reduce the
torque ripple and the acoustic noise [74]. In addition, the PI controller gains, the steady-state
phase current and its turn-on and turn-off angles can also be adjusted as prime design
variables with PSO, as reported in [75, 76].
The aforementioned SRM multi-objective design and optimization approaches are sum-
marized and compared in Table 2.1, in terms of the specific modeling/optimization methods,
the various performance indices that are to be optimized, the integration of the current
profile or other control-related issues, and the dimensions of the objective functions and
the computational speed [62–72]. The comparison demonstrates that the integration of the
acoustic noise and current profile into the multi-objective design and optimization processes
are still largely unexplored in the existing literature, and there is always a demand for fast
and highly-accurate machine performance evaluation approaches.
In regards to the emerging trend of the multi-objective design and optimization of SRMs,
coupling the multi-physics and the control aspects with the electromagnetic component is
becoming increasing popular. This will largely increase the number of design variables
at the very first stage of SRM design and optimization. Therefore, the development of
computationally efficient FEA methods, parallel computing or pure analytical design models
will be vital for maintaining a reasonable optimization efficiency.
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Design of a Switched Reluctance Machine for
Extended Speed Operation
Nigel Schofield, Stephen A. Long, David Howe, and Mike McClelland
Abstract—This paper presents results from a design study on
the feasibility of employing high-efficiency switched reluctance
(SR) machines in minimal hybrid–electric vehicles. The applica-
tion requirements are presented and highlight the constraining
influences of the vehicle drive-line topology on the machine design.
The benefit of continuous phase current excitation is reported for
the first time, demonstrating that constant power at an extended-
speed operation can be realized with a higher number of phase
winding turns per pole than would otherwise be achieved with con-
ventional discontinuous current control. Thus, the torque/Ampere
capability, when operating at or below base speed, is not as
significantly compromised, an important consideration for the
power inverter rating and, hence, drive system cost. The design
procedure and simulated results are validated by measurements
from a prototype machine. The results demonstrate the potential
of SR technology for high-performance low-cost automotive ap-
plications, which often combine arduous environmental and volu-
metric constraints. In addition, the results highlight the benefits of
continuous current control for extended-speed operation.
Index Terms—Automotive power-trains, electric vehicles, mini-
mal hybrid-electric vehicles, switched reluctance machines.
I. INTRODUCTION
THE APPLICATION of electrical machines in the drive-line transmission of internal combustion engine (ICE)
vehicles has received increased interest in recent years, from
both fuel economy/emissions and vehicle performance points of
view [1], [2]. This paper reports on the design of a switched re-
luctance (SR) machine integrated with the flywheel of a down-
sized ICE vehicle. The integrated SR machine and flywheel
engage the vehicle transmission in the minimal hybrid–electric
drive train via an additional clutch mounted within the inner
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Fig. 1. Minimal hybrid–electric drive-line concept. (a) Drive-train schematic.
(b) Drive-train general assembly.
bore of the SR machine rotor, as shown in Fig. 1. The con-
tribution of the flywheel inertial torque significantly reduces
the peak torque requirement of the SR machine for engine
starting. The torque requirements for engine cold cranking are
high, typically 400 N · m for this application, which impose a
considerable challenge for the electromagnetic machine design.
The contribution from the inertial torque reduces this peak
requirement to 70 N · m. Hence, the electrical drive-train cost is
lower in comparison with all-electric starter–alternator config-
urations, the tradeoff being in the cost of the additional clutch
and controls. The system, therefore, eliminates the need for a
separate starter and alternator, facilitates idle–stop operation,
and provides electrical tractive effort for low-speed driving and
parking. However, the additional clutch imposes a significant
volumetric constraint for the machine design, necessitating a
high degree of machine and drive design innovation. A further
consideration for system design optimization is the choice of
inverter switching strategy and the number of SR machine
winding turns per pole such that the machine is capable of
realizing power at extended speeds beyond the base-speed
limitation imposed by the dc supply voltage, while minimizing
the inverter volt–ampere (VA) rating. Previous publications
have reported on the optimization of SR machine windings in
relation to machine efficiency and inverter VA minimization
[3]–[5] but not specifically to realize a constant output power
0093-9994/$25.00 © 2009 IEEE
Figure 2.2: An SRM hybrid-electric powertrain assembly [77].
2.5 Previous Work on Switched Reluctance Machines for Automotive Applications
SRMs have the advantage of not possessing PMs in the rotors, and are only constructed
with low-loss silicon steel and stator windings, which will inevitably drive the manufacturing
cost down and will help maintain an excellent level of mechanical and thermal robustness
[11–19], which makes it ideal for HEV applications where the electric motor is coupled
with an internal combustion engine, and it needs to ndure a high-temperature environment,
as illustrated in a classical SRM hybrid-electric powertrain assembly shown in Figure 2.2.
However, the radial vibration, acoustic noise, asymmetric bridge converter, and intrinsic
large torque ripple have all prevented the widespread adoptions of SRMs on EV/HEV
powertrains to date.
During recent years, it is however the interior permanent magnet synchronous machine
(IPMSM) with NdFeB magnets that has dominated the field of EV/HEV propulsion systems,
because of thei high torque density and high efficiency [7, 78–80], and typical examples
include the well-known 60 kW Toyota Prius 2010 IPM motor [81], the 80 kW Nissan Leaf
IPM motor [82] and the 110 kW GM Chevrolet Volt IPM motor [83].
Despite the fact that Tesla uses induction machines in its Model S sedan and Model X
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SUV, it has transitioned to an IPM motor in the latest Model 3 for mass-production [84],
as it has proven itself to be the optimal for its range and performance target, mainly due to
the efficiency benefit offered by the pre-excitation from permanent magnets. However, the
volatile cost of rare-earth permanent magnets, the potential threat of irreversible demagne-
tization and the fact of that these magnets cannot be “turned-off" in an event of fault [95]
have all triggered strong global interests to develop rare earth element-free motors for use
in future EV/HEVs, and the SRM is certainly of the highest priority. A comprehensive list
of SRMs designed for an EV prototype for use in academia is shown in Table 2.2, and the
critical EV motor performance indices are thoroughly presented. However, to the authors’
best knowledge, there are no SRM drives currently installed or targeted for installations on
commercial EV/HEVs to this date.
The majority of research works are performed by universities in the United States, Japan
and the United Kindom, as well as some major companies with relevant businesses; Figure
2.3 demonstrates a test EV with a prototype SRM and drive circuits developed by the Tokyo
Institute of Technology [96]. References in Table 2.2 have been ordered by their peak power
output, as electric machines designed for EV/HEV propulsions are usually running under
dynamic conditions and there are seldom rated conditions or steady-states as compared to
other applications. The peak power, a level that the motor is only able to sustain for a few
dozen seconds at most, is the motor’s physical limit, and is often regarded as an important
indicator when evaluating motor performance. The current density for these SRMs typically
ranges between 10 to 20 A/mm2, and thus direct cooling is needed in order to cool the stator
end-turns with liquid coolant or water. With proper motor control strategies, all motors can
generate their maximum torque when at a standstill, which determines how fast the vehicle
can accelerate from zero-speed. A higher maximum speed at the motor’s peak torque, also
known as the knee point, is also preferred, indicating the vehicle is still able to accelerate at
a rate close to the maximum acceleration even if it is already running at a moderate speed.

































































































































































































































































































































































































































































































































































































































































































SRM. This circuit is called asymmetric H-bridge drive circuits 
and ordinarily used for drive circuit of a SRM. However, this 
circuit is more expensive than general three-phase inverter due 
to low production volume. Therefore, the drive circuit of SRM 
on the EV was made by combining two 20kVA three phase 
inverters to hold down the costs of drive circuit. Fig. 8 shows 
the drive circuit of the SRM on the EV. Although there are 12 
switches in this circuit, only 6 switches are controlled and the 
other switches are constantly turned off. Since the drive circuit 
consisted of two three-phase inverters, a size of this drive 
circuit became large. However, special devices are not used in 
this drive circuit for SRM. Moreover, the inverters used in the 
HEVs and EVs are designed exclusively for these vehicles. As 
a result, the size and weight of these inverters can be reduced. 
Therefore, it is possible to reduce the size of the drive circuit 
for SRM to the size comparable to the inverters for HEVs and 
EVs. 
The weight of the prototype EV increases by 100kg from 
the base vehicle of 1180kg. The reductions in the weight of the 
SRM, motor housing and drive circuit were not tried in this 
paper. Hence, it is possible to reduce these weights.  
IV. EXPERIMENTS 
A. Vibration characteristic 
First, vibration characteristics of the SRM and the EV 
were investigated. The vibrations of the SRM and EV were 
measured at the time when the SRM was driven on the EV. 
Fig. 9 shows the measurement points of vibrations. Three 
measurement points are selected as follows: (1) the end of 
motor housing, (2) the sidewall of motor housing, (3) the body 
in the engine compartment. These measurement points were 





Fig. 9. The measurement points of vibration. 
 
Fig. 8. The drive circuit of the SRM on the EV. 
  
Fig. 7. A typical drive circuit of the SRM. 
 
Fig. 6. The drive circuit for the prototype SRM on the EV. 
 
Fig. 5. Battery bank. 
 
Fig. 4. Prototype electric vehicle with the prototype SRM. (a)
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Figure 2.3: Prototype electric veh cle with the prototype SRM and (b) the drive circuit for
the prototype SRM on the EV [96].
than that of well-designed PM machines [7], as the SRMs developed in early years have had
either insufficient peak power output [77, 85, 86], power densities [88, 93] or efficiencies
[87] to be considered in a practical HV/HEV application. However, these works are still
worthwhile from today’s perspective, as they have validated the feasibility of employing
SRMs for use in vehicle propulsion.
SRMs have recently been the subj ct of research, as they are to be esigned and man-
ufactures to be compared ith commercial EV/HEV IPM mac in s, such as the Nissan
Leaf [20] and the Toyota Prius [21–23, 90, 91, 94, 96], etc. In particular, [90, 91] roposed
an SRM with the same stator outer diameter of 264 mm, the same axial length of 108 mm
and an almost identical torque-speed curve when compared to the Prius motor. In addition,
16
the efficiency contours are far better, thanks to the 0.1 mm thick 10JNEX900 lamination
used to compensate for SRM’s high iron losses at high speeds due to the large amplitude
of the magnetic flux variations in stator and rotor poles, whereas the thickness of the Prius
lamination is 0.35 mm [81].
The 18/12 SRM developed in [21–23, 94] also targets the Prius IPM machine with the
same outer stator diameter and axial length, but with a reduced air gap length from 0.8
mm to 0.5 mm. The two torque-speed curves nearly overlapped with equivalent efficiency
contours at the low-speed region below 2,768 rpm, but the SRM can be further boosted up
to 109 kW at 5,400 rpm, and it can maintain this peak power up to the maximum speed of
13,900 rpm. This demonstrates a significant power advantage over the Prius motor in the
high-speed range. The maximum power-to-weight ratio also increases from 3.37 kW/kg to
4.32 kW/kg excluding the rotor shaft weight, which is an apparent accomplishment when
compared to other SRM propulsion designs, which all generally fall between the 1 kW/kg
to 2.7 kW/kg range[88, 92, 93]. A performance comparison of this EV-scaled SRM with
other motor technologies is carried out and the result is presented in Table 2.3, where it can
be observed that SRMs developed at the Tokyo Institute of Technology have an equivalent
level of performance in terms of peak power, efficiency and the maximum constant speed
range when compared to most existing IPM machines found in the Toyota Prius, Nissan
Leaf, GM Chevrolet Volt and the BMW i-3. In addition, the power-to-weight ratio of this
specific SRM (4.32 kW/kg) far outperform even these IPM machines (1.1 to 2.5 kW/kg).
However, despite the fact that this ratio is affected by the SRM’s electromagnetic design, it
is more associated with how well the cooling system is designed.
The Tesla Model S induction machine (IM) has a rugged rotor copper bar structure
and excellent cooling loop design that is able to deliver 320 to 362 hp and only weights
70 lb [98] excluding all of the casing, gears and inverters, indicating a power-to-weight
ratio of 7.50 to 8.50 kW/kg, which is far better when compared to IPM machines. The




























































































































































































































































































































































































































irreversible demagnetization, which may limit the amount of excessive current, and thus
may limit the machine’s overloading capability. Since SRMs have an even better thermal
and mechanical robustness than induction machines and do not possess rare-earth magnets
in the rotor, from a theoretical point of view, the power density of propulsion SRMs still has
room to grow with improved electromagnetic and cooling designs.
The pulsed nature of the stator winding excitation of the SRM tends to result in a high-
torque ripple compared to other machines. Thus, SRMs designed in [20, 23, 77, 85–88,
90–93] generally adopt a three-phase (6/4, 12/8, 18/12, 24/16) or a four-phase (8/6) topology
to reduce the torque ripple by increasing the phase overlap through an increased number of
phases. Although not all papers have disclosed the exact torque ripple at certain operating
points, the torque ripple of SRMs is generally considered to be inferior to that of IPM
machines or induction machines. Specifically, the peak-to-peak torque ripple of the SRM in
[21, 22, 42, 94] is 34% of the average torque at the knee point, which is further intensified in
the high rotational speed region, particularly at the continuous current region [23]. However,
it is important to note that conventional automotive internal combustion engines (ICE) also
have significant torque ripple [100], and since the EV/HEV propulsion motor is generally
working at dynamic states, the problem of a large torque ripple may not be as important as
in other applications which require a smooth torque working at a fixed number of operating
points.
In addition, the torque ripple can be further compensated for advanced control techniques
discussed in earlier sections or through a torsional shaft [23]. The high-frequency radial
force on the stator poles can also result in objectionable acoustic noise and NVH [101]
due to the excitation of the stator mechanical resonant modes. This problem is even more
prominent when compared to IPM machines or induction machines and can be mitigated by
noise reduction methods introduced earlier, i.e., the current waveform manipulation, or by
installing effective noise-absorbing materials at the periphery of the SRM powertrain.
Aside from direct EV propulsion through a differential gear and shaft, another popular
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The size of the housing of Base IPMSM including 
reduction gear is that the diameter is 260 mm and axial 
length is 145 mm. Therefore, this housing can be inside 
of 12 inches wheel. The maximum torque of Base 
IPMSM is 100 N m with reduction gear ratio. From the 
above conditions of Base IPMSM, target of design 
DSAFSRM is the size which is smaller than that of Base 
IPMSM and maximum torque is 100 N m. 
B.  Design of In-wheel DSAFSRM 
The shape of DSAFSRM which designed for electric 
city commuters is shown in Fig. 7. 
 Windings in facing stator poles are placed in the same 
rotatory direction and are connected in series therefore 
the magnetic flux works in the direction through facing 
stator. The number of poles and slots is same as Base 
IPMSM (12-Poles / 18-slots). The material of stator- and 
rotor cores is nonoriented electromagnetic steel sheet 
(35A300). Each rotor pole is independent magnetically 
























Fig. 7. The shape and Specification of design AFSRM. 
 
C.  Manufacturing prototype of DSAFSRMs 
The structure of prototype DSAFSRM is shown in Fig. 
8. An stator core of the DSAFSRM is fixed to the 
housing made of aluminum (A7075) by inserting 16 
support-plates between the stator back yoke and each 
windings such as Fig. 9. Independent rotor poles are fixed 
by two support rings (outer and inner) made of stainless 
steel (SUS303) and non-magnetic bodies mode of FRP 
are inserted  in the vacant space to improve its strength. 
In addition to that, two tapered roller bearings made of 
stainless steel (SUS304) are put inner rotor ring at the 
axial direction. To detect the rotational angle, a resolver 
is put in the housing. 
Finally, a disk brake is put as the brake of the electric 
city commuter by attaching externally. Then, the view of 
applying the prototype DRAFSRM to city commuter is 
















































Fig. 10. Applying SRM to electric city commuter. 
IV.  PERFORMANCE OF THE PROTOTYPE DRAFSRM 
A.  Constructions of Test Bench of the DRAFSRM 
The test bench of AFSRM is shown in Fig. 11. The 
prototype is connected to a powder brake system which 
can attach any load via a coupling by extending the axis. 
And the system block diagram of examination is shown 
in Fig. 12. In this examination, an full bridge inverter is 
used for drive circuit on behalf of an asymmetric half 
bridge converter which is used for basic drive circuit of 
SRM. In the precious works [5]-[6], this method is used 
to examine motor characteristics and it is confirmed that 
Exciting voltage: 14.4 V
Gap length: 0.3 mm
Winding turns / pole: 99 turns
Winding space factor: 62%
Weight 14.4 kg
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Exciting voltage: 14.4 V
Gap length: 0.3 mm
Winding turns / pole: 99 turns
Winding space factor: 62%
Weight 14.4 kg
Weight with case 32.3 kg
Core material: 35A300
(b)
Figure 2.4: (a) (a) Prototype in-wheel SRM and (b) applying the SRM to an electric city
com uter [102].
application of SRMs is the in-wheel electric machine on small-sized EVs for short daily
commutes, which typically do not require machines with a large power rating due to their
low weight, ho ever this applications does demand that these achines be low-cost. A 3.2
kW axial-flux SRM is developed in [102] for electric city commuters with a larger torque-
speed envelope and a reduced size compared to the targeted 2 kW PM machine, and figures
illustrating this have been provided in Figure 2.4. In [64], a 5 kW SRM is carefully designed
and optimized through multi-objective optimization, and the later experiment reveals the
developed SRM meets all the requirements of their EVs. Other research proposes a 1.5 kW
12/26 segmented-rotor SRM (SSRM) with a compact size and high efficiency to replace the
traditional BLDC motor in in-wheel EV applications, thus providing an alternative low-cost
solution [103]. A similar 1.5 kW 12/16 SSRM is also reported in [104] for the same purpose.
Other important SRM applications in vehicles include the regenerative braking system
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[105], air compressors [106] and the integrated starter/alternator (ISA) system [107–109],
which all combine into a single electric machine that is traditionally separated into an
internal-combustion-engine (ICE) crankshaft mounted starting motor, and a battery-charging
generator.
2.6 Chapter Summary
This chapter presents a comprehensive review of the design of SRMs, including aspects
of the mathematical modeling of electromagnetic fields and the multi-objective optimization.
The mathematical modeling approaches can be classified into numerical and analytical
methods, and the performance of the various multi-objective optimization methods applied
to SRMs, including the deterministic method and the stochastic method, are systematically
introduced and compared. Finally, the state-of-the-art technologies are presented for SRM




PREVIOUS WORK ON FAULT MODES AND DEMAGNETIZATION
ASSESSMENT ON PERMANENT MAGNET SYNCHRONOUS MACHINES
Interior permanent magnet synchronous machines (IPMSMs) are widely employed by
most automotive companies in their electric vehicles, including the Toyota Prius, the BMW
i-3, the Nissan Leaf and the GM Chevrolet Bolt. Despite a successful history of employing
induction motors, Tesla has also added permanent magnets into its new Model 3 motors
[98]. The dominance of IPM machines can be mostly attributed to their high power density
and their high efficiency for most conceivable operating conditions.
However, exposure to high temperatures or the strong demagnetizing MMF originating
from the various fault conditions can demagnetize the neodymium-iron-boron(NdFeB)-type
rare-earth permanent magnets up to the point of irreversible demagnetization [110, 111].
While this risk can be pretty much avoided in most applications by applying conservative
motor designs with typical operating points driven away from the limit of irreversible
demagnetization. Unfortunately, for automotive applications that involve a relentless demand
for a high power density and the minimal magnet cost, the designs that are generally favored
are those that operate very close to the limits of irreversible demagnetization (the knee point
of its B–H curve) [112]. Therefore, the demagnetization issue is very difficult to eliminate
in practice.
This chapter will present a comprehensive literature review on the demagnetization
assessment induced by either the excessive rotor temperature or the different fault modes.
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3.1 PM Machine Fault Characteristics
3.1.1 Drive Inverter Initiated Faults
Open-circuit faults for PM machines, in which one or multiple phases of the machine
have become open-circuited, have been investigated by many researchers [113, 114]. This
fault is more commonly caused by an electrical failure in the switching device inside the
drive inverter. In addition, the short-circuit type faults in the drive inverter include the single
phase-to-ground short-circuit fault and the three-phase symmetric short-circuit fault [115,
116]. The common methods used in analyzing the aforementioned faults include deriving
new dq models for IPM machines with consideration of the fault conditions [113, 115], as
well as the associated post-fault inverter control strategies [114].
3.1.2 Electric Machine Initiated Faults
The most common machine initiated fault is the turn-to-turn short-circuit fault in the
stator windings. Theoretical results indicate that the fault current in the faulty turn will be
at least n times (n being number of turns) greater than the three-phase symmetrical short-
circuit current when the outer most single turn is shorted [117]. The internal short-circuit
fault models for IPMSMs with both series and parallel winding connections have been
developed in positive and negative sequence dq synchronous reference frames [118]. A
number of inter-turn fault detection algorithms are developed based on the current/voltage
harmonic spectrum [119] and the input impedance characteristics [120, 121].
3.2 Previous work on Demagnetization Analysis of IPMSMs
3.2.1 Demagnetization Characteristics
In spite of their rapid price increase, neodymium-iron-boron (NdFeB) magnets are still
dominant in high-performance applications due to their highest remnant flux density and
their coercive force. However, NdFeB magnets are inherently vulnerable to the risk of
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where Hcio is the intrinsic magnetic coercivity at temper-
ature To and  is the temperature coefficient of the
remnant flux density and is on order of0.0065=C. If the
temperature increase is modest, the demagnetization is
reversed once the temperature reduces. However, if the
operating temperature of the magnet increases above a
critical temperature, the demagnetization is irreversible
and some loss of magnetic strength results. The critical
temperature depends on the temperature coefficients of
the magnet and details of the magnetic load line, as
shown next.
NdFeB magnet grades are denoted with a de facto
standard use of suffixes: the suffixes refer to the maximum
operating temperature as recommended by the manufac-
turer (Table 2). These specifications must be used with
extreme care; a recommended operating temperature does
not guarantee that the material magnetization will survive
at that temperature. Whether or not the magnet
demagnetizes depends on the details of the surrounding
magnetic circuit and the load line under which the magnet
operates.
The demagnetization curves of two different types of
grade 40 NdFeB materials with typical numbers for
temperature coefficients  and  are shown in Fig. 7.
Referring to Fig. 7(a), we see NdFeB material with a
recommended maximum operating temperature of 80 C.
In order to avoid reversible demagnetization at tempe-
ratures higher than 60 C or so, one must avoid operating
the magnet past the Bknee[ with demagnetizing field
Hm G Hci. This knee is much more pronounced at higher
temperatures. Operation of the magnet at an operating
point beyond the knee of the demagnetization curve
results in irreversible reversal of the magnetization within
the material and resultant degradation in the performance
in the machine in which the magnet is used.
The demagnetization curves at different tempera-
tures for a more temperature-stable grade 40 NdFeB
UH are shown in Fig. 7(b), with a maximum recom-
mended operating temperature of 180 C. Operation of
this magnet at a temperature less than 150 C results
in reversible decrease in Br and Hc but no irreversible
demagnetization.
A comparison of specifications of these two different
subtypes of 40 MGOe is shown in Table 3. This shows
that the system designer must be aware of temperature
effects in different subgrades of NdFeB magnets.
C. Corrosion Resistance
If NdFeB magnets are uncoated, oxidation at the
surface results in surface oxidation, discoloration, and
Table 2 NdFeB Magnet Grade Suffixes
Fig. 7. B/H curves of two subgrades of 40 MGOe NdFeB at room
temperature, and up to 150 C. (a) Assumed parameters for grade N40
are Br ¼ 1:27 T, Hc ¼ 905 kA/m, Hci ¼ 955 kA/m,  ¼ 0:0012, and
 ¼ 0:0065. Note the pronounced ‘‘knee’’ in the B/H curve at
temperatures above 90C. (b) Assumed parameters for grade N40
UH are Br ¼ 1:27 T, Hc ¼ 925 kA/m, Hci ¼ 1990 kA/m,  ¼ 0:0011,
and  ¼ 0:0051.
Table 3 Comparison of Specifications of Grade N40 NdFeB With
Grade N40 UH
Thompson: Use of NdFeB Permanent Magnets in Maglev, Motors, Bearings, and Eddy Current Brakes
Vol. 97, No. 11, November 2009 | Proceedings of the IEEE 1763
Figure 3.1: Demagnetization curves of Grade 40 NdFeB up to 180 ◦C (note the pronounced
”knee" in the B/H curve at temperatures above 90 ◦C) [111].
irreversible demagnetization, which is generally due to external demagnetizing fields or
the rise in temperature [110]. Figure 3.1 demonstrates the demagnetization curves of the
Grade 40 NdFeB magnet and it can be observed that the permanent magnet will become
increasingly vulnerable to irreversible demagnetization as the remnant flux of the knee point
significantly increases with temperature. The flux would reach around 0.8 T at around 150
◦C, indicating that these permanent magnets can easily become irreversibly demagnetized
after even just carrying a tiny amount of load or running at the flux-weakening region.
Figu e 3.2 shows the normal nonlinear B-H curve of the NdFeB magnets at 150◦C
that can be used to assess the demagnetization properties of the Prius 2004 IPM machine.
The permanent magnets could experience reversible demagnetization with a moderate rise
in temperature and a stator current-induced de agnetization MMF, and the extent of the
demagnetization i tensifies while the PM machine operating point approaches the peak
motor torque-speed curve envelop. Specifically, the reversible demagnetization region on
the B-H curve, indicated by the green arrows, embodies the linear region above the knee
point, such that the magnet B-H characteristics can migrate back and forth along this line
while exposed to temperature fluctuations and stator current-induced MMF changes.
24




















Figure 3.2: Illustration of real-time demagnetization process of permanent magnets.
The irreversible loss of magnetic strength can occur very quicily due to the presence of
excessive demagnetizing MMFs at high temperatures, or it can be a naturally slow process
with aging-related degradation, changes in the material structure or composition by corrosion
or shock. In Figure3, the process for certain regions of the permanent magnets that move
towards irreversible demagnetization is described as
1) First, the flux densities of certain affected magnet elements would pass through the
knee point and move down along the original B-H curve under the influence of a
continuously large demagnetization MMF.
2) At the next instant of time when the magnet is exposed to a re-magnetizing MMF,
those magnet elements would not be able to go above the knee point again and back
to the reversible demagnetization region, but it would rather move along a recovery
line starting from its present location and it would be parallel with the original B-H
curve linear region.
3) Once exposed to a new demagnetization MMF, the magnet elements would demagne-
tize along the new recovery lines until reaching the intersection of the recovery line
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and the B-H curve. The magnetic properties can move down even further along the
B-H curve if the demagnetization MMF still lasts.
4) Processes 1) to 3) would repeat and a large group of recovery lines are expected to
form, as represented by the red lines in Figure 3.2. The operating point can continue
moving down to the 3rd quadrant, indicating certain elements of the magnets are in
fact reversely-magnetized.
In many practical cases, the demagnetization intensity depends on the combination
of the effects of the real-time temperature and the demagnetizing MMF. The increased
temperature, as long as it remains below the Curie point typically in the range of 400 to 500
◦C, will only make the magnet B-H curve “softer” and more vulnerable to demagnetization,
while the demagnetizing MMF is the external catalyst that drives the magnets to irreversible
demagnetization.
3.2.2 Previous work on Demagnetization Analysis
Several techniques have been introduced in the literature to detect the demagnetization
fault and to evaluate the demagnetization state of IPMSMs. Both semi-analytic [122] and
FEA methods [112, 123–125] have been used to study the risk of demagnetization to check
the minimum PM flux density [112, 123–125], as illustrated in Figure 3.3, a chart of the
magnet demagnetization ratio values after a three-phase and a single-phase short-circuit
fault. Other methods are also carried out including the use of hall effect sensors [126–128],
torque ripple [129], electrical fundamental wave models [130], vibrations and acoustic
noise. On the other hand, the PM magnetization state can be also revealed by monitoring
its temperature, since the remnant flux and coercivity of the rare-earth PM materials will
gradually deteriorate in response to the excessive heat. The PM temperature can be either
measured or estimated, however, measuring its temperature once the machine is assembled is
nontrivial, and existing solutions, including the infrared thermography techniques [131] with














Fig. 10   Simulation results for UCG mode fault at 10390 r/min, 40 kW with 
constant dc bus voltage. Waveforms include (top to bottom): phase currents, 
dq currents, electromagnetic torque  
IV. ROTOR DEMAGNETIZATION CHARACTERISTICS 
A. Rotor Demagnetization under Short-Circuit Faults 
Since demagnetization is a localized phenomenon in the 
magnet material, the actual threshold condition in every 
section of the magnet has to be investigated using FE analysis.  
The post-fault current waveforms from the dynamic 
simulation are applied to the machine using fixed-speed time-
stepping FE analysis to investigate the demagnetization 
behavior in detail.  The eddy currents in the core laminations 
and magnets are not considered because previous work [6] 
has demonstrated that their impact on the fault-induced 
demagnetization of the rotor magnet is minimal. 
Color contour plots of the remanence ratio throughout the 
magnets in two adjacent poles several electrical cycles after 
the fault application are shown in Fig. 11 for two short-circuit 
fault types.  The remanence ratio (expressed in %) reflects the 
decrease in remanent magnetic flux density and is defined as: 
 (1 - 
Br
 Bro
) * 100  (%) (16) 
where Bro is the pre-fault remanent flux density and Br is the 
post-fault value. 
Considering first the results for the symmetrical three-
phase fault, the remanence ratio results in Fig. 11(a) indicate 
that the magnets suffer very limited irreversible demagneti-
zation that is most apparent in the corners of the magnets 
closest to the d-axis.  The magnets in the lower layer near the 
rotor q-axis are not degraded at all by the symmetrical short-
circuit fault.  The peak remanence ratio value is identified in 
Fig. 11(a), reaching 50% in a very localized region at one of 
the outer magnet corners.  
In contrast, the asymmetrical single-phase short-circuit 
fault causes serious irreversible demagnetization in nearly all 
of the magnet segments as shown in Fig. 11(b).  Unlike the 
symmetrical short-circuit case, damage from the 
asymmetrical fault depends on the pre-fault conditions.  In 
this case, the fault is applied at the moment when the rotor is 
in a position that corresponds to the worst peak negative d-
axis current amplitude. As a result, irreversible demagnetiza-
tion begins to appear before the negative d-axis current 
approaches its first peak 4 ms after the fault is applied.  The  
(a) Three-phase, symmetrical short-circuit fault
(b) Single-phase, asymmetrical short-circuit fault 
Fig. 11: Magnet remanence ratio values after two short-circuit faults 
rotor demagnetization spreads very rapidly, causing the 
remanent flux density of most of the magnet material to drop 
below its pre-fault value as the negative d-axis current 
approaches its second peak.  The remanence ratio for most of 
the magnet material following the fault lies in the range of 20 
to 40%, but peak remanence ratio values reach 100% in very 
localized regions near the magnet corners. 
Since the current waveforms are calculated using magnet 
flux density values that are based on pre-fault magnet 
conditions, the accuracy of the current waveforms is degraded 
after demagnetization appears.  However, the fact that the 
demagnetization is very mild for the 3-phase symmetrical 
short-circuit fault case suggests that the loss of accuracy in 
the post-fault response will be modest.  While the post-fault 
accuracy degradation will be significantly higher for the 
single-phase asymmetrical fault case, the accuracy of the 
current waveforms up to the instant of rotor demagnetization 
is not compromised.  As a result, the value of this analysis for 
investigating the special demagnetization risks posed by the 
asymmetrical fault conditions is retained, but constrained. 
B. Impact of Pre-fault Operating Conditions  
As discussed in Section III, peak inverter current flows as 
q-axis current for the worst-case three-phase short-circuit 
fault.  In order to provide additional insight into the d- and q-
axis current behavior during the three-phase short circuit fault 
transient, Fig. 12 plots the current trajectory in the plane of d- 
(x-axis) and q-axis (y-axis) current.  Blue and red stars 
correspond to the pre-fault operating points for two cases of 
motoring operation at 2000 r/min.  As each fault transient 
progresses, the spiral trajectory of the dq currents reaches its 
highest transient demagnetizing MMF in the vicinity of the 
identified circular markers.  The steady-state post-fault 
operating point that corresponds to the machine's 
characteristic current value is identified as a green X.   
The trajectories in Fig. 12 show that when the initial opera-






Figure 3.3: Magnet demagnetization ratio values after two short-circuit faults [125]
are expensive and have restricted operating environments. In addition, the reduction in the
back-EMF voltage amplitude after exposure to a demagnetizing current is also utilized to
estimate the demagnetization state [132]. More recently, the permanent magnet resistance
induced by the eddy current eff c is lso applied to estimate the temperature change inside
the magnet [133] and then to infer the magnetizing state based on the demagnetization
curves similar to Figure 3.2.
The demagnetization analysis of PM machines have been carried out at various faulty
conditions, including static and dynamic eccentricities, magnet fractures [134], a sudden
short-circuiting of the d mper bars [135], a failure of the drive con rollers or the position
sensors [136], and single- [112, 125] and three-phase [123, 124] short-circuit faults. While
the issue of PM demagnetization with a stator inter-turn fault has been investigated in [137,
138], the analyzed PM motor has a concentrated winding, which is different from the main-
stream IPM machine with a more evenly distributed pattern and it is also more vulnerable to
demag tization. A test fixture design assessing permanent magnet demagnetization has
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been also established in [139], and online detection methods based on and pulsating voltage
injections are proposed in [140] and [141].
3.2.3 Previous work on Experimental Demagnetization Test
Up till now, only a very limited number of published papers are available that include
significant amounts of experimental demagnetization data, such as [139, 142]. Part of the
reason for this lack of coverage is that it is challenging to irreversibly demagnetize the
magnets made from high grades of sintered rare-earth materials in the absence of high
temperatures (>150 ◦C). In addition, none of the reported work to date has attempted to
report experimental results on how quickly the magnet will get demagnetized in the presence
of a fault, all of which have limited their generalization to many practical applications.
3.3 Chapter Summary
In this chapter, the principle and progress towards irreversible demagnetization of
permanent magnets are systematically introduced, along with the different fault modes that
may trigger the excessive temperature or demagnetization field. While previous attempts
are made to investigate the demagnetization progress of IPM machines with an external
three-phase-to-ground, and single-phase-to-ground short-circuit faults, less attention has




MULTI-OBJECTIVE DESIGN AND OPTIMIZATION OF SWITCHED
RELUCTANCE MACHINES
4.1 Overview
Despite the promising prospect of SRM applications, the double-saliency of the SRM
structure and its nonsinusoidal electromagnetic properties make the manual design of an
SRM a difficult and challenging task. In a traditional SRM design, the initial selection of
the important electromagnetic parameters, such as the flux density and MMF, are totally
based on the designer’s personal experience, and eventually the qualifying designs are found
through many iterative and heuristic processes. Moreover, this experience-based method,
aside from being tedious and inefficient, does not guarantee optimal machine performances.
This chapter thus establishes a fast and generalized multi-objective optimization design
method for the switched reluctance machines with Particle Swarm Optimization. A general-
ized SRM analytical model compatible to any feasible stator and rotor slot combinations will
be applied to determine the inductance and flux density profiles at arbitrary rotor positions,
which is also verified by the finite element analysis. In addition, this chapter seeks to
demonstrate that with appropriate design specifications and assumptions, the primary design
variables in this model can be reduced to as low as five, which significantly simplifies the
optimization process. PSO is then applied to intelligently search for the multi-objective
optimized designs for the weighted-sum or vector based cost functions. Compared to the
traditional machine design methods, the proposed scheme is able to find the optimized
solutions with a competitive accuracy and a much faster computational speed.
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4.2 Challenges with the Traditional Design Method of SRMs
In general, the conventional machine design method starts from the Essen’s equation as







where ωs is the rotor speed in rad/s, k1 is a constant of 4.44 for sinusoidal-excited AC
machines, Dis and le are the stator bore diameter and active length, Ks and Bg1 are the
electric loading and the fundamental air-gap magnetic flux density, and ηgap and φgap are
the air-gap efficiency and power factor, respectively. The machine designers generally start
from the product of D2isle and follow a heuristic process to complete the machine design.











where Lsa is the saturated inductance at the aligned position, Lu is the unaligned inductance,
and kduty is the duty cycle. Both Lsa and Lu are functions of the SRM geometric parameters,
Lsa is also subject to change with different saturation levels. In order to use this equation in
a similar way and obtain D2isle, more assumptions have to be made on L
s
a and Lu, which
further intensifies the heuristic process, and it is even more challenging to design an SRM
than AC machines.
For example, if a machine designer wishes to come up with an initial design for a 0.75
kW, 10,000 rpm 6/4 SRM, based on rules of thumb, the following parameters are picked
(1− 1
Lsa/Lu
) = 0.7, le = 0.8Dis, Bg1 = 1.5T, Ks = 25kA/m, ηgap = 0.8 , kduty = 1
According to equation (4.2), this would lead to Dis = 30.6 mm and le = 24.5 mm.
Then the rest of the SRM geometry will be calculated based on these assumptions. The
SRM’s aligned and unaligned inductance Lsa and Lu would be calculated with the ”flux tube"
method illustrated in Figure 2.1. The results would be used to be compared with the initial
assumptions, and if a large discrepancy is observed, a new set of assumptions have to be
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This completes the relevant variables and constants for the computation of reluc-
tances for flux path 1. The inductance contributed by the flux path 1 at unaligned
inductance, then, is
(2.23)
The flux φ1 is computed from the magnetic equivalent circuit in the final iteration
to satisfy Ampere’s circuital law, as discussed earlier in this section. A flow chart
of the procedure involved in the computation of inductance is shown in Figure 2.9.
For relevant equations in each block of the flow chart, refer to the derivations in this
section.
FIGURE 2.9 Flow chart for the evaluation of machine inductance.
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Assume an initial value for stator pole flux density, Bsp.
Find the stator pole flux, Φsp.
Calculate the flux in path 1 for various machine segments and area of
cross-section of the various segments encountered by flux tube 1.
Evaluate the flux densities in the various segments.
From B-H curve of the lamination material, find H for corresponding B of segments.
Compute the length of the flux path in each segment, l.
Compute mmf for each segment by taking the product of its H and -l.





Compute error mmf as ∆F=F-ΣHl and test whether it is within error citation (EC).
From the final Bsp, compute reluctances and hence inductance contributed by flux tube 1.
Likewise, compute inductance contributed by various flux tubes.
Sum the inductances contributed by all flux tubes to obtain the inductance of the winding.
Stop
Bsp = Bsp±∆Bsp
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Figure 4.1: Flowchart of the “flux tube" method for calculating the SRM inductance.
made, and the process must be restarted from the initial equation (4.2). This heuristic design
process will be repeated until there is a close level of agreement of the inductance, and until
other machine performance indices are met. In addition, the calculation of inductance using
the “flux tube" method is also performed in an iterative process for each rotor position, as
demonstrated in the flow chart in Figure 4.1, indicating many more rounds of iterations are
necessary to obtain the complete inductance profile at all rotor positions.
Moreover, this method of determining inductance falls short of generality, as the flux
tube shapes need to be manually adjusted depending on each rotor position and the specific
machine geometry in order to maintain a high level of accuracy, thus making it less feasible
for use in finding the optimal machine design. Even if this traditional SRM design process
is applied, many more iterations on the entire design process are still expected until perfor-
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Figure 4.2: An SRM geometry demonstrating all the 13 geometric design variables.
mance specifications are met. Therefore, this traditional design is an iterative process, and
it involves a number of designs evaluated by trial-and-error, which is inefficient and time
consuming.
4.3 Proposed Analytical Design Method of SRMs
Advanced computational intelligence algorithms are suitable to find an optimal design
of an SRM in a huge multi-dimensional search space. However, considering the feasibility
and computational speed issues, it is necessary to derive a set of accurate and generalized
analytical equations. In particular, these equations must be capable of determining the
electromagnetic performance of an SRM in a few seconds at most, and they must be able
to be executed many times faster than a single FEA run, which generally takes around 1-2
minutes on an ordinary computer.
4.3.1 Specifying Prime Design Variables and Designing the SRM Geometry
For the 17 variables that need to be determined, 5 variables are explicitly selected as the
prime design variables in this chapter to be optimized by stochastic optimization algorithms.
32
These are the stator bore diameter D, the machine axial stack length of the stator lamination
lstack, the rotor pole arc angle θr, the stator pole arc angle θs, and the current density J ,
while the peak current Ip and number of turns per stator pole N are selected to be fixed
values for this chapter.
However, because the wire gauges are discrete values, the winding current density is
actually not exactly equal to the specified value but close to it. The type of standard gauge
wire (AWG) could be selected with the closest diameter Dwire to the specified value.
Assuming the distance between two adjacent windings in the stator slot is minimal, then


















2πD −NsD · θs
)
(4.5)
The minimum stator pole height is approximately equal to the coil height, but the coil
sitting at the root of the pole is usually not tight-fitting, thus the pole height is slighter greater
than the coil height. Here the stator pole height hs is assigned to be hs = 1.1hc.
The stator yoke thickness Ys is calculated based on the assumption that the maximum
flux in the stator yokes are half of the flux from one stator pole, thus the back iron thickness
has to be a minimum of half the width of stator pole. Due to considerations of mechanical
robustness, Ys is set as Ys = 0.6wst, where wst is the stator tooth width and is given as






Since the switched reluctance machines used in special variable speed applications may
not fall under the frame sizes categorized by NEMA, the design details could start from the
bore diameter D and then could be determined all the way up to the outer diameter of the
33
stator lamination D0 by adding the pole heights and back iron thickness as
D0 = D + 2hs + 2Ys (4.7)
A typical estimation of the air-gap length g is







where D and lstack are in millimeters. However, considering the manufacturing constrains,
the air gap length should be typically greater than 0.3 mm, and the typical value of D and
lstack of small SRM machines are usually around 20-30 mm, making D0 smaller than the
mechanical constraint of 0.3 mm, and thus the air gap length is fixed at 0.3 mm in the rest of
this chapter.
For the rotor section, the shaft diameter Dshaft is usually a fixed value, while the rotor
back iron thickness is Yr = 0.6wst, then the rotor pole height is written as
hr =
(




In this way, all of the main geometry parameters shown in Figure 4.2 can therefore be
determined.
4.3.2 Determining SRM Inductance at Arbitrary Rotor Positions
The analytical equations applied are based on solving the partial differential equations
of the magnetic potentials of the electromagnetic field in the air gap, stator slot and the rotor
slot regions of the SRM. The flowchart in Figure 4.3 shows the complete calculation process.
The total inductance is the sum of inductances contributed by the above three regions.
L = Laẋr + Lrotor + Lstator (4.10)
where Lair, Lrotor and Lstator are the inductance contributed by the air gap, the rotor slot
and the stator slot regions, respectively.
As an example, the calculation of the inductance in the air gap region Lair is provided
below, while the rotor slot and the stator slot inductance Lrotor and Lstator can be determined
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Stator Winding, J ≠ 0J = 0
Analytical Equations
Air-gap Rotor Slot Stator Slot
Laplace Equation Poisson’s Equation
Magnetic Scalar Potential Magnetic Vector Potential A
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Figure 4.3: Flowchart of the analytical derivation of switched reluctance machines.
in a similar manner.






−mn) · (Cn cos(mnθ)) (4.11)












ϕ(Rrout, θ) = constant
(4.12)


















The variables are defined as follows: Rsin and Rsout denote the inner and outer radius of
the stator, while Rrout is the outer radius of the rotor, and an intermediate variable mn can
be expressed as πn/2θk, where θk is half the angle of the rotor slot.



























 cos (mnθ) (4.14)
Since there are no windings carrying a current in the air gap region, the magnetic field
intensity H in the non-conductive air gap region where J=0 can be expressed in 2D polar
coordinates by the magnetic scalar potential ϕ as












where ar is the unit radial vector, aθ is the unit tangential vector, and r and θ are the radial
and tangential coordinates, respectively. The magnetic field intensity H on the rotor pole
surface is obtained by substituting ϕag(r, θ) into the above equation as


















Then, the air gap flux linkage can be determined by taking the integral of the air gap






Hr (Rrout, θ) dθ
Fag
(4.17)
N is the number of turns per phase per pole, lstack is the stack length, θr is half the angle of
the rotor pole, while θp is the SRM rotational angle from the aligned position.
In addition, the equations above calculating the inductance profile are applicable to
SRMs with arbitrary number of stator and rotor poles. This generality is reflected on the
Fourier Series coefficients Fair_an associated with the boundary conditions of the magnetic
potentials in the air gap regions, and this coefficient can be represented as piece-wise
functions of the number of stator poles NS , the number of rotor poles NR, stator and rotor
pole arc angles θS and θR, as well as other SRM geometric parameters.
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4.3.3 SRM Performance Calculation
After designing the SRM geometry, the winding layout and after calculating the total
inductance, the machine performance can be calculated. This includes the average torque,
efficiency, torque ripple, weight, volume, and so on. The detailed calculation of the above
performance indices are presented below.
Torque













where Wa and Wu are the stored electromagnetic energy at the aligned and unaligned
positions, and Ns and Nr are the number of stator and rotor poles, respectively.
Here Wa = 12Lai
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However, if there are only two phases and no commutation, such as in the 4/2 switched
reluctance machines, the minimum torque would always be zero, making the definition of
the torque ripple less appealing as an optimization parameter. Thus the torque ripple would
only be considered as a machine performance index to be optimized at 6/4, 12/8 or on other
SRMs with larger stator/rotor pole combinations.
Efficiency
The efficiency of SRM is defined as
ηr =
Tasω
Tasω + Pcas + Pcu +Bω2 + etc . . .
(4.21)
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The windage and frictional losses depend on the rotational speed and shaft characteristics,
and those losses are generally determined through experiments conducted to calculate the
power loss through means of applying an outside motor pulling the SRM without excitations.
In the initial machine design process, what we should calculate in the electromagnetic
aspects are the copper loss PCu and the iron loss Piron.
In terms of calculating the multiple performance indices, the weight of an SRM is taken
to be the active weight, which is the sum of the stator core, rotor core and the winding. The
loss of the machine primarily consists of the copper loss and the iron loss. The copper loss






2NsN (wt + lstack)
Acu
(4.22)
where wt is the stator pole width, σCu and ACu are the conductivity and the total cross-
sectional area of copper windings.
The iron loss is obtained by applying the Steinmetz model [144–147], which separates
the iron loss into the hysteresis loss Phys and the eddy current loss Peddy, based on the
derivatives of the flux density. Traditionally, accurate estimations of flux densities are
particularly challenging because of their non-sinusoidal nature. In this part, however, the
flux density B at each part of the stator and rotor could be accurately and efficiently derived
with the complete inductance profile obtained earlier for a given machine geometry and
current profile. Moreover, for SRMs with stator/rotor pole numbers above 4/2, commutation
effects should be considered and the situation involving simultaneous multi-phase excitation
needs to be addressed. Thus a complete inductance matrix needs to be derived to calculate
the flux density at different rotor positions [144].























| cos θ|a · 2b−adθ
(4.24)
where a, b and k are the same material parameters used in the earlier equations.
















where σ is the conductivity, d is the thickness of a lamination, ω is the sinusoidal frequency,
Bavg is the average flux density and s is the stacking factor. In this research, the hysteresis
and eddy current loss coefficients are found by loss curve fitting through a least-square
approach. Both the hysteresis and the eddy current losses will be calculated on every part of
the stator/rotor tooth and yoke, and their sum will represent the total iron loss. After finding
all of the power losses, the efficiency is obtained by the taking the output power over the
sum of the output power plus various other losses.
Weight and Volume
The weight of the SRM is comprised of the weight of the stator core, stator teeth, stator
winding, rotor core, rotor teeth and the frame. With a ρFe = 7.8 kg/m3 estimated as the iron





D0 − (D0 − 2Ys)2
)
· Lstxk · ρFe (4.26)







· lstack · ρFe (4.27)
The total weight of the stator teeth is
Wst = Ns · θs ·Rsin · hs · lstack · ρFe (4.28)
The weight of the rotor teeth is
Wrt = Nr · θr ·Rrout · hr · lstack · ρFe (4.29)
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The weight of the stator winding is (neglecting the weight of insulation components) is
Wsw = NsρcuAclwireLc (4.30)
The weight of the machine frame is (assuming the machine frame has an additional









Lsack(1 + 10%) (4.31)
The total weight of the SRM machine is the summation of all the previously calculated
weights
Wt = Wsc +Wrc +Wst +Wrt +Wsw +Wfin (4.32)




D20lstack(1 + 10%) (4.33)
4.3.4 Validation of the Analytical Design Model with Finite Element Analysis
To evaluate the accuracy of the proposed analytical model for the SRM, a 2-D finite
element analysis of 4/2, 6/4 and 12/8 SRMs are implemented as the benchmarks. The
relative permeability of magnetic iron is µr = 4000 and a trapezoidal current profile with an
advanced turn-on for the excitation of each phase. The peak current is chosen as 2.5A.
4/2 SRM Verification
The analytical model of the SRM provides a comprehensive understanding of many
physical quantities, such as the flux linkage, inductance, torque, etc. In contrast to the FEA-
oriented machine design procedures, the analytical approach can significantly accelerate the
design and optimization of an SRM. For one general design of an 4/2 SRM, it takes about 3
to 7 minutes for the AMD FX9370 CPU to finish the transient analysis with 3 cores running
at the same time for a single task. But for this analytical method, it only takes a few seconds
to compute the inductance profile using only one core. The simplification of equations and
parallel computing can be implemented in the future to further accelerate the calculation.
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Table 4.1: Geometric Parameters of the Benchmark 50,000 rpm 4/2 SRM.
Parameters Value
Stator outer radius Rsout 26.57 mm
Stator inner radius Rsin 12.50 mm
Rotor outer radius Rrout 11.981 mm
Rotor inner radius Rrin 6.5 mm
Stator pole angle θs 60◦
Rotor pole angle θr 80◦
Stack length lstack 20 mm
No. of turns/pole N 95


















Figure 4.4: Comparison of benchmark 4/2 SRM inductance profiles obtained through
analytical equations and FEA.
The geometric parameters of the 50,000 benchmark 4/2 SRM are summarized in Table 4.1.
The comparison between the inductance profile obtained by the above analytical approach
and the benchmark finite-element results are demonstrated in Fig. 4.4, where the red dotted
curve is the inductance from FEA simulation and the blue curve is the inductance from
analytical equations. Table 4.2 shows the percentage of errors. The errors of aligned and
unaligned inductance are only 6.6% and -6.7%, respectively. The results of the computed
torque profile is presented in Fig. 4.5, which also demonstrates a good level of agreement
with FEA results.
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Table 4.2: Percentage of Errors of the Inductance Obtained From Analytical Equations and
FEA at Different Rotor Positions of the Benchmark 4/2 SRM.
Rotation Angle Analytical FEA Error
0◦ (aligned) 13.03 mH 12.22 mH 6.6%
10◦ 12.90 mH 12.11 mH 6.5%
30◦ 9.61 mH 9.26 mH 3.8%
60◦ 4.38 mH 4.30 mH 1.8%
80◦ 1.88 mH 2.05 mH -8.3%
90◦ (unaligned) 1.81 mH 1.94 mH -6.7%






























Figure 4.5: Comparison of benchmark 4/2 SRM torque profiles obtained through analytical
equations and FEA.
12/8 SRM Verification
The typical SRM excitation current profile is the current of each phase that has been
reduced to zero while the current of the proceeding phase is simultaneously turned on at
the aligned position. In this way only positive torque is generated so that the SRM is being
operated as efficiently as possible. For the two adjacent phases in the switching sequence,
the aligned position of one phase corresponds to the unaligned position of the next phase,
so there is no overlap in the current profile. The 4/2 SRM design method is based on this
non-overlapped current profile, which is usually true for high-speed applications but is not
valid for the high torque machine design.
To increase the output power and the torque density value, the conduction time of the
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Table 4.3: Geometric Parameters of the Benchmark 2,000 rpm 12/8 SRM.
Parameters Value
Stator outer radius Rsout 79 mm
Stator inner radius Rsin 39.5 mm
Rotor outer radius Rrout 39.2 mm
Rotor inner radius Rrin 21.525 mm
Stator pole angle θs 17.8◦
Rotor pole angle θr 22◦
Stack length lstack 20.5 mm
No. of turns/pole N 111
Table 4.4: Percentage of Errors of the Inductance Obtained From Analytical Equations and
FEA at Different Rotor Positions of the Benchmark 12/8 SRM.
Rotation Angle Analytical FEA Error
0◦ (aligned) 50 mH 47.56 mH 5.1%
5◦ 44.63 mH 44.42 mH 0.5%
15◦ 24.06 mH 23.15 mH 5.2%
20◦ 9.96 mH 10.64 mH 3.9%
22.5◦ (unaligned) 8.94 mH 9.05 mH -1.2%
current has to be increased, and the current profile needs to have some level of overlap
between two adjacent phases. It is found that the “advanced turning-on current profile" has
the highest average torque value, and thus it is chosen as the overlapped current profile for
the later 6/4 and 12/8 SRM design, for the purposes of maximizing the torque density.
By applying the same set of analytical equations with the parameters in Table 4.3
as the input, the inductance profile obtained by the above analytical approach and the
benchmark finite-element result in selecting M19 steel as the stator and rotor material. This
is demonstrated in Figure 4.6, where the red dotted curve is the inductance from FEA
simulation and the blue curve is the inductance from analytical equations. Table 4.4 shows
the percentage of errors. The errors of the aligned and unaligned inductance are only 7.0%
and -2.8% respectively. The results of the torque profile for the 12/8 SRM with standard
M19 steel is presented in Fig. 4.7, which also demonstrates a high level of agreement with
the FEA results. The result of the flux density of the benchmark 12/8 SRM at the aligned
and unaligned positions after being calculated by FEA is plotted in Figure 4.8. For the stator
teeth, the flux density is almost evenly distributed except for some small regions in the tooth
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Figure 4.6: Comparison of benchmark 12/8 SRM inductance profiles obtained through
analytical equations and FEA.



























12/8 SRM Torque Profile 
Analytical Calculation
FEA Simulation
Figure 4.7: Comparison of benchmark 12/8 SRM torque profiles obtained through analytical
equations and FEA.
root and tip. Hence, the flux density at the center of a stator tooth can be used to represent
the average value of the stator teeth flux density. The comparison of these values obtained
through analytical equations and FEA is shown in Fig. 4.9, and the high level of agreement
between the two curves can further ensure the accuracy of the core loss calculation, which
directly depends on the variation of flux density.
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(a) (b)
Figure 4.8: Plot of flux densities calculated by FEA of 12/8 SRM at (a) aligned position and
(b) unaligned position.

















Figure 4.9: Comparison of benchmark 12/8 SRM stator tooth flux density profiles obtained
through analytical equations and FEA.
4.3.5 Flowchart of the Proposed Switched Reluctance Machine Design Method
Figure 4.10 shows the flowchart of the proposed SRM analytical design method. These
have two advantages over the classical design process. Firstly, there are only five prime
design variables in the proposed method; D and lstack are the stator bore diameter and the
stack length, which are limited by the spatial limits; θS and θR are the angles of stator and
rotor poles, which are constrained by the physical properties; and J is the current density
in the windings, which is limited by the thermal and cooling constraints. Secondly, the
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Figure 4.10: A flowchart of the proposed SRM multi-objective analytical design method.
proposed method starts from the five prime design variables and directly finds a machine
design candidate with no iterations. This significantly saves time by eliminating the excessive
calculations needed to perform the design iterations in the traditional design process. Thanks
to the aforementioned two advantages, the proposed multi-objective design method is able
to run more efficiently than the traditional machine design method, which significantly
shortens the entire process.
After the machine geometry and winding layout have been designed through the
flowchart shown in Figure 4.10, various machine performance indices can be calculated,
including the average torque, efficiency, torque ripple, weight, volume, and so on. However,
optimizing the torque ripple analytically is a rather complicated process since it largely
depends on the current profile and its associated turn-on and turn-off angles, and the in-
ductance profile, which is the fundamental to the torque profile calculation, will be further
distorted with considerations of both the saturation and commutation effects. Therefore,
the proposed research first performs a first-stage multi-objective SRM design with a fixed
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Figure 4.11: A flowchart of the proposed SRM multi-objective analytical design method
displaying all of the analytical equations.
current profile with fixed turn-on and turn-off angles, and the optimization of torque ripple
will be explored in the next chapter and integrated into this first-stage design process with
the active current profile optimization.
An illustration of the flowchart incorporating all of the analytical equations in one
place is presented in Figure 4.11, where the total inductance is contributed by the mutual
inductance linked through the air gap, the stator and rotor slot leakage inductance, and the
stator and rotor slot fringing inductance. All of the expressions for the flux intensity H in
the air gap and the rotor slot are solved with Poisson’s equation, and the flux density B in
the stator slot region is solved with Laplace’s equation. Details of the explicit forms for the
above expressions can be found in [148].
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4.4 Multi-Objective Optimization with a Weighted-Sum Scalar Cost Function
4.4.1 Weighed-Sum and Vector Objective Function based PSO
The design objective should be firstly defined before applying any optimization algo-
rithms. In this section, the design objective is a cost function that is either a weighted-sum
or a vector representation of the various machine performance indices (PIs), such as average
torque (Tavg, in mN ·m), efficiency (Eff , in %), weight (Wt, in kilograms) and volume
(Volume, in m3).
An example of such a weighted-sum-based design objective function is shown as
objective = Wt + 5000 · V olume+ 10 · (1− Eff)− 25 · Tavg (4.34)
The coefficients before each performance index, such as 25 before −Tavg, has two
purposes. Firstly, they normalize each term in the objective function to have approximately
the same order of magnitude. Secondly, designers can adjust those coefficients to represent
how much importance each PI has in the overall performance evaluation. For example, if
the optimization of the weight and volume are more important than the average torque and
efficiency for high speed SRMs, the coefficients before (1 − Eff) and −Tavg should be
increased to indicate such emphases on the weight and volume.
4.4.2 Design Constraints
Machine designs have to meet certain design constraints from various aspects, including
spatial constraints, material constraints, manufacturing constraints and thermal constraints.
The design constraints considered in this design of a generalized SRM are listed in Table 4.5.
To include design constraints in the optimization process, the penalty function approach is
used to convert constrained optimization problems into unconstrained optimization problems
[149]. For weighted-sum based objective functions, the various design constraints are
summed up as a penalty term, also known as a soft constraint, which is added to the
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Table 4.5: List of constraints for switched reluctance machine design.
Parameters Value
Shaft Radius 1.587 mm
Maximum Stator Current Density 7 A/mm2
Airgap length 0.3 mm
Maximum Rotor Pole Angle 2π/Nr
Maximum Stator Pole Angle 2π/Ns
Minimum Stator and Rotor Pole Angle 0
objective function as
objective = Wt + 5000 · V olume+ 10 · (1− Eff)− 25 · Tavg + penalty_sum (4.35)
For weighted-sum based objective functions, the design constraints can be integrated
into the inequality and equality constraints.
Since the air-gap length has a dominant effect on the SRM performance and is usually
limited by mechanical constrains, this thesis assumes an equal air-gap of 0.3 mm throughout
the machine design and optimization process to make a fair comparison investigating the
influence of the primes design variables on the multiple performance indices. The maximum
current density is assumed to be 7 A/mm2 with natural air cooling, and this parameter can
be accurately determined with consideration of the load profile and thermal modeling of
SRMs.
4.4.3 Particle Swarm Optimization
Particle swarm optimization (PSO) is effective in solving problems with complicated
local minima and discontinuities and is thus applied in this design optimization. PSO is an
evolutionary computation technique developed in 1995 by Kennedy and Eberhart, and the
procedures can be as summarized by the following steps
1) Define the solution space. Select the parameters that need to be optimized. In this case,
the parameters are lstack, D, J , θs and θr. Define a weighted-sum-based objective
function or a vector-based objective function.
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2) Initialize with random swarm locations and velocities.
3) Create a Pareto repository, which is a set of nondominated points found by PSO. At
the initialization stage, the Pareto repository is the non-dominated solutions among
the initial particles.
4) Systematically "fly" the particles through the solution space: The following steps are
performed on each particle individually:
a) For vector based MOOPs, evaluate each particle’s vector multi-objective function
and check its Pareto optimality with the Pareto repository. Update the Pareto
repository with the non-dominated particles and discard the ones that are being
dominated. Randomly select two Pareto solutions from the Pareto repository as
the pbest and gbest.
b) Evaluate particle fitness: Compare to "global best" (gbest) and "personal best"
(pbest);
c) Update each particle’s velocity according to the relative values of pbest and
gbest by using the following equation
vn = ω · vn + c1rand0 · (pbest,n − xn) + c2rand (gbest,n − xn) (4.36)
6) Move each particle by applying the velocity for a given time step ∆t, which is usually
chosen to be one, and the position is updated to:
xn = xn + ∆t · vn (4.37)
Steps 5) and 6) are repeated until the termination criteria are met.
PSO emulates the behavior of a swarm of bees trying to locate places with the highest
density of flowers [50]. The optimal search is attained by a combination of individual and
collective knowledge. PSO is robust to the values of its running coefficients, and hence,
simply by following a few guidelines [58], tuning the running coefficients can be usually
neglected.
50
Figure 4.12: PSO particle behavior and process to convergence.
4.4.4 Optimization Results with Weighted-Sum Objective Functions
For the weighted-sum objective functions earlier, PSO is performed with a swarm of
10 particles and 50 iterations (giving 500 candidate designs) to find the optimal designs,
and the coefficients in front of each performance index is slightly adjusted to emphasize
different PIs for each machine design. Since the targeted machines to be optimized are
small-scale and high-speed SRMs with a rated speed ranging from 10,000 rpm to 50,000
rpm, the efficiency of the optimized designs will likely not be ideal due to the excessive iron
losses generated at high speeds. Figure 4.12 demonstrates the particle behavior of the PSO
algorithms with five objectives, and it can be observed that all of the objectives converged
after around 25 iterations, even though their initial values are given a wide latitude to vary.
The entire optimization process of evaluating the 500 design candidates only takes around
10 minutes, as compared to several days on FEA.
The optimal design results of a 2.5 A-excited, 50,000 rpm 4/2 SRM are shown in Table
4.6. A 32% increase on the average torque is observed on optimal design A, which focuses
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Table 4.6: Optimal 2.5A-excited, 50,000 rpm 4/2 SRM designs found by PSO.
Original Design Design A Design B
D0 (mm) 77.21 55.52 57.11
D (mm) 25.00 29.20 25,41
lstack (mm) 20.00 29.00 25.87
θs (rad) 1.39 1.31 1.44
θr (rad) 1.05 0.85 0.70
J (A/mm2) 6.32 6.02 3.77
Tavg (mN ·m) 42.80 56.50 39.20
Copperloss (W ) 2.31 4.70 2.60
Weight (kg) 0.57 0.52 0.46
V olume (m3) 10.30×10−5 7.72×10−5 7.29×10−5
Output N/A 5.59 3.83
Penalty N/A 0 0
on optimizing the average torque, and similar PSO optimizations are also executed in order
to find another optimal design B with an emphasis on weight and volume. The results
demonstrate significant improvements in terms of the desired PIs over the initial design.
Similar optimizations are also applied to the optimization of a 2.5A-excited, 10,000 rpm
6/4 SRM, and the results are displayed in Table 4.7. Optimal designs A and B focus on
optimizing the average torque, while design C prioritizes minimizing the weight and volume.
The results demonstrate design A is able to deliver a 25% increase in the average torque,
while maintaining a slightly lower weight, volume and efficiency compared to the original
benchmark design. In addition, design B is capable of producing 35% more torque with
roughly the same weight, volume and efficiency.
Design C stresses more emphasis on weight and volume, as it can generate 92% of the
average torque of the original design with only 60% of the original volume and 70% of the
original weight.
The torque waveforms of the optimized designs and the original designs of 4/2 and 6/4
SRMs are compared in Figures 4.13 and 4.14. These results have verified that the optimized
designs can be effectively obtained by the proposed multi-objective design method.
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Table 4.7: Optimal 2.5A-excited, 10,000 rpm 6/4 SRM designs found by PSO.
Original Design Design A Design B Design C
D0 (mm) 70.00 52.68 56.44 53.43
D (mm) 30.60 28.81 31.53 28.21
lstack (mm) 25.00 33.96 31.56 25.02
θs (deg) 32.00 35.87 33.14 34.54
θr (deg) 30.00 24.14 26.81 25.50
J (A/mm2) 5.32 6.09 6.16 6.10
Tavg (mN ·m) 65.57 81.71 88.37 60.24
Efficiency (%) 58.36 62.06 65.52 57.02
Weight (kg) 0.55 0.49 0.53 0.38
V olume (m3) 10.58×10−5 8.14×10−5 8.69×10−5 6.17×10−5
Output N/A 9.45 7.29 8.94
Penalty N/A 0 0 0






























Figure 4.13: Comparison of torque profiles of the optimized designs and the benchmark 4/2
SRM.
4.4.5 Post Design Verification with FEA
In order to verify the accuracy of the optimized designs generated by the analytical
model and particle swarm optimization, post design examinations on the optimized SRMs
are conducted with FEA. It can be observed from Figure 4.15 that the output torque of
the SRM designed by the proposed analytical design model closely aligns with the torque
profile generated by the finite element analysis method.
Finally, all of the three optimized 6/4 SRM designs with weighted-sum objective func-
tions are re-examined with FEA and the composition of the average torque and efficiency
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Figure 4.14: Comparison of torque profiles of the optimized designs and the benchmark 6/4
SRM.
Figure 4.15: Validation of torque profile of the optimized Design B with FEA.
are summarized in Table 4.8, in which the highest discrepancy is 9.8%.
4.4.6 Improvement on Optimization Speed
A detailed analysis on the time-saving advantages of the proposed analytical design
methods is presented below. Assume the automated FEA program will take one minute
to auto-generate the 2D machine geometries, and the excitation and boundary conditions,
as well as to assign the appropriate materials, and it will take another minute to complete
executing the program, evaluating all of the performance indices, and validating if all of the
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Table 4.8: Comparison of average torque and efficiency performance obtained from FEA
and the proposed analytical design method.
Average Torque (mN ·m) Efficiency (%)
6/4 SRM Analytical FEA error Analytical FEA error
Design A 81.7 83.7 2.4% 62.1 64.2 3.3%
Design B 88.4 93.1 5.0% 65.5 65.1 0.6%
Design C 60.2 63.9 5.8% 57.0 63.2 9.8%
constraints are met. It would normally take around a week to evaluate all the 4,000 designs.
However, by employing these analytical models in the design process, it would only take up
to one hour on an ordinary laptop. Therefore, for machine designs and optimizations that
are computationally-intensive, it is both time-saving and economically sound to generate
the optimized designs with the analytical methods in the first stage, and then these initial
designs can be further verified and fine-tuned with FEA in the later design process.
4.5 Chapter Summary
In this chapter, a multi-objective design and optimization methods for the switched
reluctance machines is presented based on rigorous analytical equations and particle swarm
optimization algorithms. The proposed method is more efficient than traditional design
methods as it can find an optimal design using no heuristic approaches or relying heavily on
rules of thumb. An analytical benchmark model of a 6/4 SRM is presented and the results
are verified by FEA simulation. PSO is performed on 4/2 and 6/4 SRMs and the optimized
designs are found with respect to multiple machine performance indices, through either
weighted-sum or vector objective functions. The optimal design of SRMs can be found
and the approximation of the Pareto front can be completed in hours on an ordinary laptop
computer, saving a significant amount of time and effort for machine designers, and the
accuracy of the optimized designs are also validated by the post-design FEA examination.
This method is also compatible with different machine design requirements that contribute
to efficiently and accurately generating a multi-objective optimized switched reluctance
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machine for targeted applications.
56
CHAPTER 5
INTEGRATED CURRENT PROFILE OPTIMIZATION OF SWITCHED
RELUCTANCE MACHINES AND PERFORMANCE EVALUATION OF
DIFFERENT OPTIMIZATION ALGORITHMS
5.1 Overview
The large torque ripple of a switched reluctance machine (SRM) caused by commutation
and its nonlinear torque-producing nature is a major disadvantage for its widespread appli-
cation. To mitigate this problem, current profiling for torque ripple minimization has been
extensively pursued, however, most current profiling attempts are performed on existing
SRM designs and thus will not guarantee a multi-objective optimized design in the entire
design space for a specific application. This chapter thus proposes an active current profile
optimization approach integrated into the initial multi-objective design and optimization
stage of SRMs.
Due to the limitations of the enumerative and deterministic optimization algorithms, a
variety of stochastic methods are widely applied in order to design and optimize an electric
machine. The various stochastic optimization algorithms, in general, deal simultaneously
with a set of possible solutions (populations), which allows them to find several members of
the Pareto optimal set in a single “run" of the algorithm, instead of having to perform a series
of separate runs as in the case of the traditional enumerate techniques. Solutions on the
Pareto Optimal Front PF ∗ represent optimal solutions in the sense that improving the value
in one dimension of the objective function vector leads to a degradation in at least one other
dimension of the objective function vector. Therefore, the quality of the estimated Pareto
Optimal Front PF ∗ will be vital to an efficient and effective design. Therefore, this chapter
also compares the performance of different optimization algorithms by evaluating their
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Pareto Fronts with a set of metrics, it then seeks to identify the most suitable optimization
algorithm in the domain of electric machine design and optimization.
5.2 Integrated Current Profile Optimization
As presented in the earlier chapters, switched reluctance machines have a high level of
reliability, are constructed in a robust manner. and are capable of good fault tolerance and
efficient variable speed operation. However, one of the major drawbacks of the SRM drive
system is the inherent large torque ripple caused by its double-salient structure. Specifically,
the torque ripple is due to the nonlinear coupling between the phase current, rotor position,
overlapping angle as well as the complete machine geometry determined in the initial design
process. During the torque cycles, the torque dips are mostly caused by current commutation,
while the rounded tops are due to saturation and the nonlinear torque-producing nature with
single-phase excitation [38].
Therefore, it is reasonable to suggest that the most comprehensive approach for mini-
mizing the torque ripple is to optimize the SRM stator/rotor pole arc angles as well as other
geometric parameters, and at the same time perform active excitation current profile opti-
mization. However, most of the existing approaches only seek to mitigate the torque ripple
during the post-design stage, once all of the SRM geometric parameters are determined,
either by performing the optimal current profiling [37–39, 74] or by applying advanced
control techniques as the torque sharing functions (TSF) [40, 41]. In this way, however,
the resultant phase current profiles and control algorithms are only optimal in terms of that
particular, predetermined SRM design itself, while the combination of this predefined SRM
geometry and its corresponding optimal current waveform or control algorithm is not neces-
sarily the real optimal design for a specific application in the entire design space in terms
of the various machine performance indices (PIs), such as the average torque, efficiency,
torque ripple, weight and volume. In other words, the traditional post-design torque ripple
minimization approaches in [37–41, 74] have not achieved their optimal possible levels from
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a the machine design perspective, and thus there is still potential to enhance various SRM
performance indices through user-defined multi-objective optimizations with an integrated
active current profiling process. Therefore, the objective of this chapter is to further improve
the torque dynamics of the switched reluctance machines right from the initial machine
design stage.
If certain multi-objective optimization algorithms (MOOA) are selected to generate
the Pareto fronts, then a large number of particles (population, or genes) are needed to
adequately explore the design space and generate enough nondominated points, as shown
in Figure 5.1. Although the finite element analysis based design of experiments (DOE)
methods [74] are becoming increasing popular in recent years, it can be time consuming to
generate the Pareto Front without setting up a high-throughput computing environment, or
through employing some advanced computationally efficient FEA methods. Therefore, the
proposed work on ultra-fast SRM analytical design models assisted with the integrated active
current would take one minute to auto-generate the 2D machine geometries, excitations,
boundary conditions and to assigning the appropriate materials, and it will take another
minute to complete the execution of the program, to evaluate all the performance indices
and to also validate if all the constraints are met. Under normal circumstances, it would
take more than three weeks to execute. However, by employing the analytical model and
the multi-objective design method proposed in this thesis, it would only take hours on
an ordinary laptop computer. Therefore, for machine designs and optimizations that are
computationally intensive, it is both time-saving and economically prudent to generate the
optimized designs with the analytical methods in the first stage, and then these initial designs












Figure 5.1: Optimization process in an entire search space.
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Figure 5.2: Single-phase inductance profile comparison of an 6/4 SRM obtained through the
analytical model and FEA for various saturation conditions.
5.3 Analytical Model of SRMs Considering Both the Saturation and Commutation
Effects
A key component in examining the effectiveness of the analytical saturation model is
the function λ(θ, i), relating flux linkage to the different current profiles and the angular
displacement. Since λ(θ, i) is equal to L(θ, i) · i(t), the first step is to derive the analytical
inductance profile L(θ, i) with a fixed single-phase current excitation, then this proposed
analytical model will be verified under multi-phase excitations considering the different
commutation effects as a result of the different current profiles. Moreover, different com-
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mutation situations brought by different turn-on and turn-off angles will further distort the
inductance profile and make it asymmetrical before and after commutation.
5.3.1 Single-Phase Inductance Profile Adjustment with Various Saturation Conditions
Based on some of the existing work on deriving the unsaturated analytical equations
of SRMs based on the partial differential equations of the magnetic potentials in the polar
coordinates, a magnetic circuit based on the SRM geometry is introduced to adjust the
unsaturated inductance profiles with various saturation conditions and this adjustment
process is briefly described as follows. Firstly, the total MMF produced by the stator
windings is calculated as 2NI , where N is the number of turns and I is the peak value of the
stator current, and then the unsaturated flux linkage λu is calculated as L(θ) · I . With prior
knowledge of the complete machine geometry, the flux density in the air-gap, stator/rotor
pole and yoke can be easily determined, which is then interpolated into the realistic B −H
curve to determine the real magnetic intensity H and permeability µ in the aforementioned
regions. After calculating the total reluctance R of the magnetic circuit, the saturated flux
linkage λs can be calculated as 2NI/R, which is compared with λu and the error term will
be multiplied by an attenuation factor and added back to λu. This process of calculating λs
and updating λu is repeated until the error term is smaller than a predefined threshold value.
With the aforementioned saturation adjustment method, it can be observed in Figure 5.2
that the inductance profiles obtained with the analytical models are very close to the FEA
benchmark, even under highly saturated conditions.
However, it should be noted that this magnetic circuit based modification is intrinsically
different from the pure magnetic circuit or the flux tube approach, which is unable to
accurately determine the inductance profile of an SRM with different combination of stator








Figure 5.3: Simulation results for the network.
5.3.2 Multi-Phase Inductance Profile Adjustment with Various Commutation Conditions
Another major obstacle for optimizing the current profile during the SRM analytical
design process is the complicated and distinct commutation scenarios that brings further
distortions to the SRM saturated inductance profile, which later affects the torque dips.
To fully illustrate this problem, the definitions of the phase current on-time turn-on and
on-time turn-off are determined with respect to the aligned rotor angle of each phase θaligned.
Assume an SRM is rotating clockwise and is currently at the aligned position of phase B,
and the term “on-time" stands for the situation as the phase B current will exactly drop to
zero at the θaligned position, and the phase C current will exactly rise from zero.
For each of the multiple phases involved in the commutation process, only three pos-
sibilities exist: (i) early action (ii) on time and (iii) delayed action. By implementing the
commutation matrix calculating the flux density in the stator/rotor tooth and in the yoke
regions described in [144], the flux density at each part of the stator and rotor can be cal-
culated before and after the commutation takes place. Figure 5.3 illustrates three different
commutation scenarios with their corresponding current profiles, as well as the comparison
of the saturated inductance profile obtained with the proposed analytical model (solid lines)
and FEA (dotted lines), and the close agreement between the two verifies the accuracy of
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Figure 5.4: The proposed two-stage SRM multi-objective design flowchart with integrated
current profile optimization.
5.4 Integrating Current Profile Optimization into the Multi-Objective Design Pro-
cess
Figure 5.4 demonstrates the flowchart of the proposed two-stage SRM analytical design
method with active current profile optimization. On the first stage, the initial machine
geometry is designed with five prime design variables, in which D and lstack are the stator
bore diameter and the stack length, which are limited by the spatial limits; θs and θr are the
angles of stator and rotor poles, which are constrained by the physical properties; and J is
the current density in the windings, which is limited by the thermal and cooling constraints.
63
Then the unsaturated, single-phase inductance profile can be determined with the ultra-fast
and accurate analytical models. On the second stage involving active current profiling,
another two prime design variables, the turn-on angle θon and turn-off angle θoff will be
also determined by the multi-objective optimization algorithms to define the complete
current profile. Then the three-phase saturated inductance profile can be adjusted per the
specific current profiles, as some examples shown in Figure 5.3, based on the previous single
phase unsaturated inductance. Only in this way can the torque profile and flux density be
accurately determined with consideration of both the multi-phase commutations as well as
the saturation effects. Finally, various performing indices can be calculated and evaluated
by the MOOA algorithms to generate the future generations and the non-dominated points
that form the Pareto front.
5.5 Multi-Objective Optimization with a Vector Cost Function
5.5.1 Vector Cost Function and Pareto Fronts
For the multi-objective optimization (MOO) formulation of the multiple performance
indices, however, the weighted-sum approach only focuses the optimal search on one point
rather than exploring the whole Pareto front, which is considered a more effective way of
finding a host of different solutions than simply varying these weights.
A different formulation of the multi-objective optimization problem (MOOP) is to define
the objective function to be a vector where each element represents a performance index.
This MOOP can be formulated as:
Find the vector ~x = [lstack, D, J, θs, θr]
T which satisfies the m inequality constraints
gi(~x) ≥ 0 i = 1, 2, . . . ,m (5.1)
and the p equality constraints
h(~x) = 0 i = 1, 2, . . . , p (5.2)
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to optimize the vector objective function
~f(~x) = [Tag(~x), E(~x),Wt(~x),Volume(~x)]
T (5.3)
When sufficient points of the objective vector functions in the entire solution space have
been computed, the non-dominated points can be regarded as Pareto optimal points, and
it is then possible to approximate the Pareto front based on those non-dominated points.
After the Pareto front is constructed, the designer can clearly identify the design trade-offs
between the multiple performance indices and then select points from the Pareto front to
meet specific design requirements. Those selected optimal designs are thus good candidates
for further detailed designs and evaluations
5.5.2 Multi-Objective Differential Evolution (MODE) Algorithm
The vector-based multi-objective optimization algorithm (MOOA) can find an approxi-
mation of the whole Pareto-set based on several objectives. The so-called Pareto-optimal
solution occurs if the improvement of one objective function simultaneously decreases at
least one of the other objective functions. A parameter vector x∗ is called Pareto optimal if
there is no other vector x exists which simultaneously satisfy both conditions as follows
fi(x) ≤ fi(x∗) for all i ∈ {1, . . . , k},
fi(x) < fi(x
∗) for at least one i ∈ {1, . . . , k} (1)
where k is the dimension of the multi-objective cost function f(x).
Differential evolution is a very popular type of evolutionary algorithm proposed by
Storn and Price [60] for optimization problems over a continuous domain, and the MODE
algorithm is an extension of the Differential Evolution algorithm, to the multi-objective
context. The DE algorithm has become increasingly popular and has been used in many
practical cases, including the design and optimization of electric machines [50, 59, 61]
mainly because it has demonstrated the ability to quickly converge and is easy to implement.
The fundamental idea of DE is to use vector differences for perturbing the vector
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population. DE shares similarities with traditional evolutionary algorithms. However it
does not use binary encoding as a simple genetic algorithm and it does not use a probability
density function to self-adapt its parameters as an Evolution Strategy. Instead, DE performs
mutations based on the distribution of the solutions in the current population. In this way,
search directions and possible step sizes depend on the location of the individuals selected
to calculate the mutation values.
The procedures of the MODE algorithm for the proposed SRM design and optimization
problem can be as summarized by the following steps:
1. Define the solution space: define the prime design variables to be optimized as the
vector x ∈ R, where n is the number of prime design variables. In this case, x is
defined as
x = [D, lstack, θs, θr, J, θon, θoff ]
T
2. Identify the multi-objective cost function f(x). For the two-dimensional multi-
objective optimization problems of SRMs in the proposed research, f(x) can be
specified as f(x) = [−Td,−Tripple]T or [−Td, 1 − eff ]T . For three-dimensional
optimization problems, f(x) = [−Td, 1 − eff,−Tripple]T , where Td is the torque
density, Tripple is the torque ripple and eff denotes efficiency.
3. Specify the population size M and the lower and upper bounds of x as xu and xl, as
well as the scaling factor and the crossover probability.
4. Initialization: calculate the initial values of the seven prime design variables for the
first generation of population as
xj,1 = rand([1, N ]) · (xu − xl) + xl
where rand([1, N ]) is a 1×N vector with all elements following the standard uniform
distribution on the open interval (0,1), j represents the jth vector among the M prime
design variable vectors. The subscript g = 1 denotes the first generation.
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5. Mutation: starting from the first generation, three vectors of machine prime design
variables x1,g, x2,g and x3,g will be randomly chosen to generate a mutant vector vi,g
by adding a scaled vector difference of x1,g and x2,g to x3,g as
vj,g = F · (x1,g − x2,g) + x3,g
in which F is the user-defined scaling factor and its value is within the open interval
of (0,1).
6. Crossover: the input vector of the machine’s prime design variables to be accessed
is a combination of elements from the mutant vector vj,g and the original vector xj,g,
with a user-defined crossover probability of Cr ∈ (0, 1) as
vj,g = F · (xr1,g − xr2,g) + xr3,g






vj,i,g if (rand (0, 1) ≤ Cr)
xj,i,g otherwise
where i demotes the ith element in the vector of design variables.
7. Selection: with the predefined multi-objective cost function f(x), the performance
indices of each machine design candidate can be evaluated and compared to generate






uj,g if f(uj,g) ≤ f(xj,g)
xj,g otherwise
Therefore, the design performance improves with each generation.
Steps 5) to 7) are repeated until the pre-specified termination criterion is satisfied, or the






Fig. 5    The evolution of the optimization process and the Pareto front 
of the SRM multi-objective design 
B. Integrated Optimization Results with Vector-Based 
Objective Functions  
To initialize the multi-objective design and optimization 
process, seven parameters are selected as independent design 
variables, as shown in Fig. 4. For reference, the benchmark 
SRM is a small-scaled, high speed motor of a 6/4 typology, 
rated for 100 W at 10,000 r/min. The SRMs to be optimized 
are assumed to be current-fed with a peak value of 3A and a 
hysteresis tracking of the command current. For ultrafast 
calculations, the machine performance indices will be 
estimated using rigorous analytical models proposed in [8], 
[9], with considerations of both the saturation and the various 
commutation effects presented in Fig. 1Error! Reference 
source not found. and Fig. 3. Other computational methods, 
such as FEA or simplified FEA, can also be employed but 
with significantly longer computational time. The 
combinations of 2-D objectives in this work involve 
maximizing the torque density while maximizing the motor 
efficiency, maximizing the torque density while minimizing 
the torque ripple, and maximizing efficiency while 
minimizing the torque ripple. 
During the design and optimization process, the airgap 
length and the number of turns in the stator windings are 
fixed. Other machine design variables, such as the winding 
AWG size and geometry, were calculated on that basis. To 
better illustrate the progress of the Pareto front with evolving 
generations, an optimization process consisting of 5,000 
design candidates were carried out with the proposed SRM 
optimization algorithm, and the result is shown in Fig. 5. The 
number of function evaluations, i.e., the sequence of the 
candidate designs, is color coded to provide an indication of 
the gradual convergence of the design space to the Pareto 
front vicinity. Fig. 5 also determines the appropriate range of 
the torque density - efficiency profile and demonstrates its 
Pareto front baseline is a strongly nonlinear function. 
All points fulfilling the conditions described in (1) are the 
Pareto points regarding all former evaluated points. 
Therefore, all these points form an approximation of the 
Pareto set of the vector optimization problem. A steady 
improvement of the Pareto front approximation is expected 
with the evolution of generations in the multi-objective 
algorithms.  It is anticipated that the multi-objective 
optimization algorithms will generate all the nondominated 
solutions on the Pareto front, which provide a tradeoff 
between the multiple performance indices that may mutually 
conflict. For example, the output torque density and weight 
represent vectors of two objectives, and maximizing one 
objective such as efficiency usually does not optimize 







Fig. 6    Comparison of the Pareto fronts with 200, 1,000 and 5,000 machine 
design candidates for (a) torque density vs. efficiency; (b) torque density vs. 
torque ripple and (c) torque ripple vs. efficiency 
For the purpose of preforming comprehensive 
comparison, MODE algorithm has been applied in the 
following combinations: 1) 100 populations (generations), 50 
Figure 5.5: The evolution of the optimization process a d the Pareto front of the SRM
multi-objective design.
5.6 Integrated Optimization Results with Vector-Based Objective Functions
To initialize the multi-objective design and ptimization proc ss, seven parameters are
selected as the independent design variables, as shown in Figure 5.4. For reference, the
benchmark SRM is a small-scaled, high speed motor with a 6/4 typology, rated for 100
W at 10,000 r/min. The SRMs to be optimized are assumed to be current-fed with a peak
value of 3A and a hysteresis tracking of the command current. For ultra-fast calculations,
the machine performance indices will be estimated using the rigorous analytical models
proposed, with considerations of both the saturation and the various commutation effects
presented in Figure 5.2 and Figure 5.3. Other computational methods, such as FEA or
simplified FEA, can also be employed, but would require more computational time. The
combinations of 2-D objectives in this work involve maximizing the torque density while
maximizing the motor efficiency, maximizing the torque density while minimizing the
torque ripple, and maximizing efficiency while minimizing the torque ripple. During the
design and optimization process, the air-gap length and the number of turns in the stator
windings are fixed. Other machine design variables, such as the winding AWG size and
geometry, were lculated on that basis. To better illustrat the progress the Pareto front
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over evolving generations, an optimization process consisting of 5,000 design candidates
was carried out with the proposed SRM optimization algorithm, and the results are shown in
Figure 5.5. The number of function evaluations, i.e., the sequence of the candidate designs,
is color coded to provide an indication of the gradual convergence of the design space to the
Pareto front vicinity. Figure 5.5 also determines the appropriate range of the torque density -
efficiency profile and demonstrates its Pareto front baseline is a strongly nonlinear function.
All of the nondominated points form an approximation of the Pareto set of the vector
optimization problem. A steady improvement of the Pareto front approximation is expected
with the evolution of the generations in the multi-objective algorithms. It is anticipated that
the multi-objective optimization algorithms will generate all of the nondominated solutions
on the Pareto front, which provide a trade-off between the multiple performance indices
that may mutually conflict. For example, the output torque density and weight represent
vectors of two objectives, and maximizing one objective such as efficiency usually does not
optimize another such as in the case with the torque ripple.
For the purpose of preforming comprehensive comparisons, the MODE algorithm has
been applied in the following combinations: 1) 100 populations (generations), 50 iterations;
2) 40 populations, 25 iterations; and 3) 10 populations, 20 iterations, which lead to a number
of 5000; 1000; and 200 design candidates, respectively. The Pareto fronts generated by
torque density vs. efficiency; torque density vs. torque ripple and torque ripple vs. efficiency
are demonstrated in Figure 6. It can be observed that with the increase of the evaluated
design candidates, the Pareto fronts tend to be explored further, which leads to better designs
each time.
Design variables with relative performance indices of selected optimized solutions found
with the two objectives of maximal torque density and minimal torque ripple are listed
in Table I. It can be observed that the optimized 6/4 SRM can reduce the torque ripple
to 44% through active current profiling with the optimized machine geometry, while the
torque ripple can be as large as 100% without introducing any commutation. It should be
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Figure 5.6: Comparison of the Pareto fronts with 200, 1,000 and 5,000 machine design
candidates for (a) torque density vs. efficiency; (b) torque density vs. torque ripple and (c)
torque ripple vs. efficiency
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noted that these torque ripple values are based on the initial trapezoidal current waveform as
demonstrated in Figure 5.3, and they can be further reduced with more advanced control
strategies, such as the torque sharing function or by introducing additional harmonics on
these trapezoidal curves. Moreover, the torque ripple minimization effect will also be
more promising on SRMs with a large number of stator and rotor poles, such as the 12/10
topology.
5.7 Performance Evaluations and Comparisons of Multi-Objective Optimization Al-
gorithms for the Analytical Design of Switched Reluctance Machines
The multi-objective optimization algorithms can be generally classified into three cat-
egories: enumerative, deterministic, and stochastic (random). Although the enumerative
schemes are perhaps the simplest multi-objective search algorithm, as it only requires some
finite, pre-defined search space, in which each possible solution is evaluated. However, it
is easily seen that this technique is very inefficient or even infeasible over a huge search
space. Deterministic algorithms attempt this by incorporating more problem domain knowl-
edge, and many of them are considered graph/tree search algorithms. However, many
electric machine multi-objective optimization problems are high-dimensional involving
multi-physics modeling, and the derivative may not exist for many analytical models due to
the discontinuity of certain design parameters, such as the stator winding gauge size and the
number of turns in a stator slot.
Therefore, because of the aforementioned problems with the enumerative and deter-
ministic optimization search algorithms, a variety of stochastic methods were developed as
alternative approaches for electric machine design and optimization problems. The various
stochastic optimization algorithms, in general, require a function assigning fitness values
to possible solutions. In addition, they deal simultaneously with a set of possible solutions
(populations), which allows them to find several members of the Pareto optimal set in a
single “run" of the algorithm, instead of having to perform a series of separate runs as in the
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case of the traditional enumerate techniques. A multi-objective optimization process’ defin-
ing characteristic is the set of multiple objectives being simultaneously optimized. Solutions
on the Pareto Optimal Front PF ∗ represent optimal solutions in the sense that improving
the value in one dimension of the objective function vector leads to a degradation in at least
one other dimension of the objective function vector. Once the Pareto front of an electric
machine optimization problem has been found, the decision maker is presented the set of
Pareto optimal solutions that have been generated, and they must choose certain points from
this set based on some non-modelled human preferences. Thus, the final multi-objective
optimization problem solution results from both the optimization and the decision-making
process.
Because of the significance of the Pareto front, most machine design problems require
efficient approaches that can at least approximate the Pareto Front within a reasonable
amount of time. However, obtaining the exact Pareto front of an arbitrary electric machine
optimization problem is usually difficult, and some algorithms cannot even guarantee
optimal solutions. Nevertheless, reasonably accurate approximations of PF ∗ are generally
acceptable within a limited computational time.
A good algorithm should be able to find the optimal solutions ocer a diverse domain and
a feature a fast convergence speed, and the quality of the algorithms are determined by some
systematic testing procedures. The quality of algorithms usually falls into two performance
categories, efficiency and effectiveness. The efficiency is a measure of the computational
effort required to obtain solutions. For example, this should include CPU time and the
number of required evaluations/iterations. Effectiveness includes robustness (measuring
how well the code recovers from improper input), convergence, accuracy, scalability and
ease of use.
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5.7.1 Metrics for Evaluation the Pareto Front
It is generally difficult to measure how well a set of prototype vectors compares to another,
for example, comparing PFtrue to PFknown. One could wish to determine how far apart
the two sets are and how well they conform in shape. Thus evaluating the effectiveness of
well-engineered multi-objective optimization algorithms require experimental assessment by
executing numerous runs, and by applying a statistical analysis on the results. Measuring this
nonlinear performance is quantified through the use of metrics. Five quality indicators listed
below are employed in this work for evaluating multi-objective optimization algorithms’
effectiveness in approximating the Pareto front sets.
1. Contribution Ratio (CR): The contribution ratio metric reports the number of vectors
in PFknown that are in a close vicinity to the real Pareto front PFtrue. If CR = 1,
the PFknown is the same as PFtrue, but when CR = 0, this indicates that none of the
points in PFknown are in PFtrue, and a higher CR is better.
2. Generational Distance (GD): this metric reports the average minimum Euclidean
distance from all of the vectors in PFknown to any vector in PFtrue. This is a type of
convergence metric and any algorithm with a smaller GD has a better convergence to
the real Pareto front PFtrue.
3. Normalized Hyperarea/Hypervolume (HA, HR): The hyperarea (hypervolume) and
hyperarea ratio metric relate to the area of the coverage of PFknown with respect to
the objective space for a two-objective MOP. This equates to the summation of all of
the rectangular area formed by the two objectives of any vector on the Pareto front
PFknown.
4. Spacing (S): the spacing numerically describes the spread of the vectors in PFknown
by measuring the distance variance of neighboring vectors. When S = 0, all of
the vectors are evenly apart. The even spacing of the vectors during the searching
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Table 5.1: List of Popular Quality Metrics Accessing the Performance of MOOA Algorithms.
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process is important for ensuring the quality and diversity of the Pareto front vectors,
since most experimental MOOAs perform certain types of fitness sharing (niching or
crowding) in an attempt to spread all the population in the current round of iteration
evenly along the known front.
5. Maximum Pareto Front Error (ME): this metric measures the largest minimum distance
between each vector in PFknown and the corresponding closest vector in PFtrue. A
resultant of 0 indicates PFknown ⊆ PFtrue, any other resultant value indicates at least
one vector of PFknown is not in PFtrue.
In summary, all of the quality indicators are listed in Table 5.1 with their respective
mathematical definitions, where |A| denotes the number of vectors x in space A, and
xi ∈ Rm where m is the number of objectives f(x) defined for any optimization problems.
5.7.2 Evaluation Results
The design and optimization process follows Figure 5.4. For the purpose of preforming
comprehensive comparison, multi-objective NSGA-II, DE and PSO optimization were
applied in the following combinations: 1) 100 populations (generations), 50 iterations; 2) 40
populations, 25 iterations; and 3) 10 populations, 20 iterations, which lead to a number of
5000; 1000; and 200 design candidates, respectively.
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Figure 5.7: The evolution of the optimization process and the Pareto front of the SRM
multi-objective design.
As shown in Figure 5.7, the union set of all the Pareto fronts generated by the 9 cases
were assumed to be the real Pareto front PFtrue, and it is compared with the Pareto front
determined by the nine cases respectively. It can be observed that with the increase of
evaluated design candidates, the Pareto fronts of the three algorithms tend to converge on
the same trajectory, and DE has a distinct advantage over the other two algorithms when
there are only 2000 design candidates evaluated. Significant discrepancies can be observed
for the cases with 200 design candidates for all three methods.
Table 5.1 comprehensively demonstrates the five metrics applied in this work to produce
a quantitative comparison of these Pareto fronts. It can be observed in Figure 5.8(a) that
NSGA-II algorithm has the highest contribution factor to the real Pareto front, with DE
coming next, while the PSO has the lowest contribution to the front. When there were
only 1,000 or 200 design candidates evaluated, all three algorithms failed to contribute to
constituting the real Pareto front, indicating that the algorithms are still evolving overtime
and keep pushing and updating their Pareto fronts.







































































































































Figure 5.8: Comparison of the quality indicators for the NSGA-II, DE, and PSO optimal
search with 5000, 1000 and 200 design candidates. (a) Contribution factor. (b) Generational
distance. (c) Maximum Pareto front error. (d) Normalized hyperarea. (e) Spacing
“distance" from the current Pareto front PFknown to the real Pareto front PFtrue, and a
smaller distance indicates the algorithm is able to better conform to the real front. To
indicate an equal attention being paid to the power density and efficiency, both of the two
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objectives are normalized to the same order of magnitude. Both Figure 5.8(b) and (c)
demonstrate DE has smaller errors or distances when compared to the other two algorithms,
and this is particularly evident for the case employing the “medium" number of 1000
candidate designs. It should also be noted that, after 1000 designs, DE has converged to the
close vicinity to the “correct" Pareto front but GA and PSO did not.
For a bi-objective problem, the hyperarea is equal to the area from the objective space
that is dominated by a certain Pareto front, and a larger hyperarea indicates a better Pareto
front. The hyperarea values reported in Figure 5.8(d) are normalized with respect to the
Pareto front from the union set. The results from Figure 5.8(d) show that, for this benchmark
problem, the performances of NSGA-II, PSO and DE are comparable if the optimization
study is based on a very small number of only 200 candidate designs. However, at such a
low number of samples, all the Pareto fronts are substantially different from the real Pareto
front PFtrue. When more candidate designs are included in the study, DE is superior.
Finally, Figure 5.8(e) represents spacing, which is how well the points on the Pareto
front are evenly spaced apart. The results indicate NSGA-II has a better spacing metric
when compared to the other two algorithms, as it has built-in niching comparison schemes.
If both of the solutions belong to the same front, then the solution which is located in the
less crowded region is preferred, thus making the points more evenly distributed along the
Pareto front.
5.8 An Efficient Multi-Objective Bayesian Algorithm for SRM Optimization
As presented in the earlier section, a number of stochastic multi-objective optimization
algorithms have been applied in order to better explore the solution space and to find a set
of non-dominated designs that approximate the Pareto front of design objectives, such as the
Non-Dominated Sorting Genetic Algorithm (NSGA-II), the multi-objective differential evo-
lutionary algorithm (MODE), and the multi-objective particle swarm optimization (MOPSO)
algorithm. Compared to the deterministic methods that require gradient calculation, the
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stochastic nature of these algorithms makes themselves “gradient free“ but will sometimes
stick at the local optimum. In addition, they also suffer from relatively low convergence
rates if the hyper-parameters are not properly tuned, as well as slow computational speeds if
there are hundreds or thousands of genes/particles involved in for each round of iteration.
Compared to the population-based stochastic optimization algorithms used in electric
machine optimization, the Bayesian optimization framework is a powerful optimization tool
that is able to take advantage of the information from the prior optimization history and
will ultimately make an optimal search more efficient. Specifically, Bayesian optimization
algorithms have been widely applied in optimization problems, especially in the field of
machine learning and computer vision where evaluations of the objective functions are costly
or the derivatives are often not accessible. Because of their similarities to electrical machine
design and optimization problems, this section seeks to apply an expected-improvement-
based Bayesian optimization approach for the automated analytical design of switched
reluctance machines, and the expected improvement is selected as the acquisition function
to balance exploration and exploitation throughout the optimization process. This section
also seeks to find out if the Bayesian optimization method would be more effective and
efficient in terms of finding nondominated design candidates in a small number of iterations,
when compared to the popular stochastic algorithms.
As a brief literature survey, Bayesian optimization based on probabilistic learning [150–
154] has emerged as a very powerful solution for multi-objective design problems in some
domains. In the power industry, it has been successfully applied in optimizing the electrical
equipment configuration problems in a power plant [155], Maximum Power Point Tracking
(MPPT) of photovoltaic power plants [156], fault diagnostics and classification of nuclear
power plant thermocouples [157], power electronics components in shipboard systems [158],
probabilistic classification and identification of plugged-in electric loads [159], altitude
optimization of airborne wind energy systems [160], as well as the design of analog circuits
[161]. Other applications employing Bayesian optimization includes the optimal design of
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Archimedes screw turbines [162] and deep neural network hardware accelerators [163].
However, the most prominent application of Bayesian optimization lies in the field
of machine learning and computer vision when training the hyper-parameters of deep
neural networks [164–168], which determines a stochastic observable classification or object
detection accuracy [165] on a particular data set such as the ImageNet. Because the Bayesian
optimization framework is very data efficient, it is particularly useful in situations where
evaluations of the objective functions are costly or the derivatives are not accessible. In these
situations, Bayesian optimization is able to take advantage of the full information provided
by the history of the optimization to make an optimal search highly efficient [168].
5.8.1 Expected-Improvement based Multi-Objective Bayesian Optimization Algorithm
This subsection will a new perspective on applying the multi-objective Bayesian op-
timization algorithm (MOBOA) on electric machine design and optimization problems
for the first time. Specifically, in a classical BOA, Gaussian Processes (GP) are trained
to model the employed objective function [169, 170], which is refined incrementally via
Bayesian posterior updating when new machine design candidates are generated. In turn,
the developed GP model of the objective function is used to determine the next round of
input vectors to evaluate. The proposed approach will be tested on a switched reluctance
machine benchmark study, and compared with the widely-employed NSGA-II algorithm.
Formulation of Bayesian Optimization
Mathematically, the optimization problem involved in finding a global maximizer (or
minimizer) of an objective function f is
x? = arg max
x∈X
f(x) (1)
where X is the design space of interest. Fundamentally, Bayesian optimization algorithm
(BOA) is a sequential model-based approach to solving problem (1). In general, the Gaussian
process is used to model possible objective functions, and this model is sequentially refined
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Algorithm 1 Bayesian Optimization Algorithm (BOA)
1: Require: the design parameter initialization x1, the concurrent training cycle n, the
total number of training cycles N.
2: Construct a BP probabilistic surrogate model.
3: for n = 1, 2, ..., N do
4: Select a new xn+1 that optimizes the acquisition function xn+1 = arg max
x
α(x;Dn).
5: Query the objective function to obtain yn+1 = f(xn).
6: Augment the data set Dn+1 = Dn, (xn+1,yn+1).
7: Update the statistical model.
8: end for
9: return best f(x) recorded during iterations
as new data (the locations xn where f has been evaluated, and the corresponding outputs
f(xn)) becomes available via Bayesian posterior updating. Equipped with this probabilistic
model, we can sequentially induce an acquisition function αn : 7→ R that leverages the
uncertainty in the posterior to guide future exploration. Intuitively, the acquisition function
evaluates the utility of candidate points for the next evaluation of f ; therefore, xn+1 is
selected by maximizing αn, where the index n indicates the current sequence of iteration.
After N queries, the algorithm makes a final recommendation xN , which represents the
BOA’s best estimate of the optimizer.
The overall Bayesian optimization approach can be summarized in Algorithm 1 and the
details of the Gaussian process model and the acquisition function will be discussed in the
following sections.
The Gaussian Process Model
The motivation of using the Gaussian Process to model objective functions is that its
model prediction and model uncertainty in the posterior have closed forms. A Gaussian
process model Y (x) is characterized by its prior mean function µ0 : X 7→ R and its
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positive-definite kernel, or covariance function k : X × X 7→ R as [170]:
µ0 :=E(Y (x)),x ∈ X
k(x,x′) := Cov(Y (x), Y (x′)), (x,x′) ∈ X 2 (2)
In particular, Y (x1:n) ∼ N(µ(x1:n), k(x1:n,x1:n)), where k(x1:n,x1:n) is the matrix of
k(xi,xj), 1 ≤ i, j ≤ n, that we write in short as Y ∼ GP (µ0, k).
The key advantage of GPs is that for any new point x ∈ X , the joint distribution of
















which provides tractable analytical expressions for marginal and conditional distributions.
In particular, conditioning the GP on this new point x results in another Gaussian process
with
µn(x) = µ0(x) + k(x)




′) = k(x,x)− k(x)T (K + σ2I)−1k(x′) (4)
where k(x) := (k(x,x1), ..., k(x,xn))T and K := (k(xi,xj))1≤i,j≤n are the vector of
covariances of Y (x) and the covariance matrix of Y (x1:n), respectively. This gives the
probabilistic prediction of this new point x.
The mean µn(x) can be viewed as the predicted value of the objective function at this
point, while the variance kn(x,x′) can be viewed as the confidence of the prediction. In
this way, this GP model is refined incrementally every time when new data sets become
available, and this model is then used to predict the objective functions of other unexplored
locations to compute the values of the acquisition functions, and ultimately determine the
next round of input vectors to evaluate.
The choice between the covariance and mean function is inevitably of utmost importance
as they dictate the properties of the corresponding GP. To illustrate the sample paths of
GPs with different combinations of mean and covariance functions, Figure. 5.9(a) presents
three waveforms. The red dashed line shows the quadratic trend with a Matérn 5/2 kernel
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Chapter 2. Basics in Bayesian mono- and multi-objective optimization
creases, the effort required to decompose the covariance matrix can become very cumbersome.
Alternative methods to generate sample paths include e.g. turning bands, spectral methods,
circulant embedding or Gibbs sampling [Jou74], [Cre93], [DR07].
Classical results about continuity and differentiability of sample paths of centered GPs
with stationary or non-stationary kernels may be found in [CL67], [RW06], [Sch09] and ref-
erences therein. Results in terms of invariance with respect to a linear operator are exposed
in [GRD13], allowing to integrate structural priors such a zero mean property, harmonicity
or symmetries. As a last examples of the efforts put in tuning and learning kernels, we refer
to [Duv14] for a language to build kernels, to [GOR10] for applications in sensor networks by
defining metrics over sets, to [CL12] for stationary GPs on hyperbolic spaces and Euclidean
spheres, and to [Esp11] for GPs indexed by graphs.
To illustrate the above discussion, Figure 2.1a) presents several samples from GPs with
various mean and covariance functions, highlighting the variety of possible prior encodings.






















Figure 2.1 – Left: three simulated sample paths of GPs with different mean and covariance
functions, quadratic trend with Matérn 5/2 kernel (red dashed line), constant trend with
exponential kernel (green solid line) and constant trend with a periodic Gaussian kernel (blue
dotted line). Right: Gaussian process prediction (red line), with 95% prediction intervals (in
blue) based on seven observations (orange dots), using a constant trend with a Matérn 5/2
kernel. The Gaussian distribution of the prediction at x = 0.7 is added in dashed, while the
true underlying function is in black.
2.2.2 Predicting with Gaussian processes
The principle of Gaussian Process modeling, also known as Kriging, is to suppose that the
considered objective function f is a sample path of a random field Y . In practice, taking a
zero or fixed mean function is not the preferred solution as it is possible to incorporate some
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Figure 5.9: (a) Three simulated sample paths of GPs with different mean and covariance
functions (red dotted–quadratic trend with a Matérn 5/2 kernel, green solid–constant trend
with an exponential kernel, blue dotted–constant trend with a periodic Gaussian kernel) and
(b) illustration of the principle of GP models predicting the objective function values and the
prediction intervals (in blue) showing probable improvement partitio ed by the data points.
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originated from the Matérn covariance function, the green solid line shows the constant
trend with an exponential kernel while the blue dotted line demonstrates the constant trend
with a periodic Gaussian kernel.
Figure 5.9(b) demonstrates a simple example of the objective function prediction process
of a GP model using a constant trend with a Matérn 5/2 kernel in the 2-D plane, the true
underlying objective function is in black, while the predicted values are plotted in red. The
blue regions are the prediction intervals showing probable improvement partitioned by seven
data points (observations) represented as orange dots. The maximum observation is at
x? = 0.7, and the Gaussian distribution of which is added as a dashed line. The shaded
area in the superimposed Gaussian above the dashed line can be used as a measure of
improvement, I(x). Figure 1 (b) also suggests the model predicts almost no possibility of
improvement at the observation points of either x < 0.4 or x > 0.8, while selecting the
orange dot around x = 0.5 as more likely to obtain the largest improvement. In addition, it
can be easily observed that the accuracy of the GP model highly depends on the number of
observation points, and the incremental refinement can be achieved as each new data point
becomes available.
For simplicity, this section employs the constant mean function and the squared expo-
nential covariance function.
Acquisition Functions with Expected-Improvement-Based Policies
In Bayesian optimization, a popular choice of acquisition function is based on the
improvement function, denoted by I(x), which can be used to measure the expected im-
provement (EI). A formal definition of an improvement function I can be written as [170]:
I(x, v, θ) := (v − τ)I(v > τ). (5)
Note that I > 0 only if there is an improvement. Since the random variable v is normally
distributed, the acquisition function based on expected-improvement can be computed
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analytically as:











when αn > 0 and vanishes otherwise. Φ is the standard normal probability cumulative
function and φ is the standard normal probability density function. Although the target
objective value (i.e., the best reachable objective value) is often unknown during the opti-
mization process, in practice τ is adaptively set to the best observed value y+ = maxi=1:nyi.,
and the next data point will be generated by maximizing the improvement enabled by this
acquisition function. Another emerging type of acquisition function is based on predictive
entropy search [171] that offers an even better level of performance when compared to the
expected-improvement based functions at many occasions, while this predictive entropy
search is still a research frontier for scientists and engineers in the field of computer science
or optimization.
Unfortunately, at this moment it is also often unclear how to handle the trade-offs between
the exploration and exploitation for BOAs in the acquisition function, as a significant amound
of exploration, and many iterations can go by without improvement. Too much exploitation
can lead to local maximization.
5.8.2 Multi-Objective Extension of Bayesian Optimization Algorithm
In this section, the basic Bayesian optimization algorithm is extended in order to deal
with the multi-objective problems by manipulating the weighted sum aggregation as the
optimization kernel, as shown in Algorithm 2. Starting with the initial samples, at each
iteration, a normalized random weight vector ω with a dimension of the number of objectives
m will be generated. By maximizing the expected improvement, a new data point can be
determined, which is then added to the training set to further maximize the objective
function via Bayesian posterior updating. Note that in general we would not have an
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Algorithm 2 Multi-Objective Bayesian Optimization Algorithm (MOBOA)
1: Require: the design parameter initialization x1, the concurrent training cycle n, the
total number of training cycles N, the dimension of objectives to be optimized m
2: for n = 1, 2, ..., N do
3: Randomly generate a normalized weight vector ω ⊆ Rm, where∑mi=1 ωi = 1.
4: Find x that optimizes the acquisition function xn+1 = arg max
x
α(x;Dn) using the
GP models, where Dn is the weighted-sum of each objective to be optimized after
normalization.
5: Evaluate the objective function to obtain the values of the objectives and constraints
at x.
6: Augment the data set Dn+1 = Dn, (xn+1,yn+1).
7: Train the GP models using the new data set and recalculate the GP hyper-parameters.
8: end for
9: return the Pareto front and the Pareto set extracted from the data set (xN,yN)
adequate exploration with a fixed weight vector ω, so they are randomly generated here for
simplicity, but there are better solutions available than simply generating random weights.
This new data point is possibly located in the vicinity of the true Pareto front. With the new
data points, the accuracy of the GP models of y can be improved as the iteration continues.
The new data points found by maximizing the EIs would be gradually converging to the
true Pareto-optimal front. As a result, a very high-quality approximation of the Pareto front
can be expected from the data set generated by the MOBOA algorithm.
5.9 Optimization Results and Comparison
For the purpose of performing a comprehensive comparison, multi-objective NSGA-II
and MOBOA optimizations are applied to evaluate 200, 1,000, and 2,000 design candidates,
respectively. Figures 4(a) through (c) demonstrate the Pareto fronts generated by the
two methods when the objective is set to maximize the torque density and efficiency
simultaneously. It can be observed that with the increase of evaluated design candidates,
the Pareto fronts generated by both approaches tend to converge on the same trajectory,
and the MOBOA has a distinct advantage. The MOBOA solutions nearly dominated all of
the solutions generated by NSGA-II. A similar dominance of MOBOA can be also found
85






































































Figure 5.10: Comparison of Pareto fronts: torque density vs. efficiency after (a) 200
evaluations; (b) 1,000 evaluations; (c) 2,500 evaluations; torque ripple.
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Figure 5.11: Comparison of Pareto fronts: torque ripple vs. efficiency after (a) 200 evalua-
tions; (b) 1,000 evaluations and (c) 2,500 evaluations.
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Figure 5.12: Cumulative set of SRM design candidates.
in Figures 4(d) to (f) when the objective is changed to minimize the torque ripple and
to maximize efficiency. Moreover, after a careful evaluation of Figure 4(a) and (b), the
Pareto front of MOBOA after 200 evaluations even dominate that of NSGA-II after 1000
evaluations, indication that MOBOA requires much fewer evaluations and less computational
time to generate solutions of similar qualities, thereby validating the efficiency of the
Bayesian optimization algorithm.
5.10 Chapter Summary
This chapter first presents an ultra-fast analytical design approach for the multi-objective
design and optimization of SRMs coupled with an active current profile optimization. In
addition, the proposed method is very time-saving and offers machine designers accurate,
handy, and convenient initial designs, which can be further verified or fine-tuned by FEA.
This chapter also compares the nonlinear Pareto front generated by three popular multi-
objective optimization algorithms. The statistical results, correlated with all data obtained
with different quality indicators, point to the superiority of the DE algorithms over NSGA-II
and PSO algorithms in terms of the convergence speed and the quality of the final Pareto
front. In addition, a new perspective on applying the multi-objective Bayesian optimization
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algorithm (MOBOA) is presented. Specifically, the Gaussian processes are trained to model
the employed objective function, which is refined incrementally via Bayesian posterior
updating each time that new machine design candidates are generated. In turn, the developed
GP model of the objective function is used to determine the next round of input vectors to
evaluate. The results show that MOBOA can achieve more accurate approximations of the
Pareto front with a small number of evaluations when compared to the NSGA-II algorithm.
Many researchers, especially in the fields of machine learning and data science, are still
in a relentless pursuit of improving the Bayesian optimization algorithm. It is our hope
that the Bayesian optimization will prove itself as an effective and efficient algorithm in the
electric machine design domain, and that the community will embrace the fascinating new
problems and applications it opens up.
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CHAPTER 6
VISUALIZATION AND DATA MINING OF MULTI-OPERATING POINT
OPTIMIZATION OF SWITCHED RELUCTANCE MACHINES
6.1 Overview
The traditional methods used for presenting and visualizing the non-dominating solutions
in multi-objective electric machine optimization problems mainly include parallel coordinate
plots, histogram plots, and scatter plots displaying the approximation of the Pareto fronts.
However, their usefulness in visualization performances decreases with the increase of
non-dominating design candidates, or with the increase in the number of objectives to be
optimized. In particular, since the aforementioned methods cannot perform clustering or
classification operations on the input data set, it is very difficult to locate or identify the
values of all of the objectives for a specific candidate, even after identifying one or two
objectives of such candidates that favorably meet certain design requirements. This is
common in a series of 2-D plots with Pareto fronts. Moreover, the objectives of different
design candidates become nearly indistinguishable in a parallel coordinate plot. As an
attempt to tackle this problem in the machine design domain, this chapter presents a case
study that utilizes the self-organizing map (SOM) to visualize the design objectives of a
high-speed switched reluctance machine. The results demonstrate that the SOM provides
useful information with its intrinsic functionalities including data clustering, component-
plane displays and data projections that are not offered by some conventional visualization
techniques. Therefore, the SOM visualization can allow for the more effective integration of
the knowledge and expertise of machine designers into specific electric machine design and
optimization problems, and it may also assist them in the final decision-making process to
choose the most appropriate designs.
90
6.2 Visualization Challenges in Electric Machine Optimization
As presented in the earlier sections, the design and optimization of electric machines
are often formulated as multi-physics and multi-objective optimization problems, in which
the most commonly used objectives are the volume or active weight of the machine, the
material cost, the maximum or average torque, the torque ripple, and the efficiency or losses
(core and copper) [50]. In general, some of these objectives are in conflict with each other,
and thus requires solving a multi-objective optimization problem (MOOP).
The most commonly used methods for MOOPs are evolutionary algorithms with a
Pareto-based fitness assignment, as presented in details in Chapter 5. Despite their success,
the difficulty of solving MOOPs increases with the number of objectives. In addition,
presenting and visualizing the solution set of a many-objective problem (with four or more
objectives) could end up becoming problematic [172–175], as the Pareto-ranking will no
longer work as a good discriminator for the candidate solutions, as most of them would
become non-dominated in a high-dimensional space [176–178]. Specifically, the number
of solutions that is required to approximate the Pareto front grows exponentially with the
number of objectives, indicating the population size or the maximum bound for generations
needs to further increase to ensure convergence. Besides, even if a reasonable number
of solutions can be found, it is difficult to present and visualize them in such a hyper-
dimensional objective space, and it is even harder for machine designers who are attempting
to select the most appropriate candidates from the solution set for a targeted application.
A pertinent literature survey reveals that the data visualization in many-objective electric
machine design is still an under-explored domain. While the scatter plots and parallel
coordinates can be logically straightforward, distinguishing between the the data points
on these plots may become difficult, when dealing with a large number of elements in a
solution set. The only traceable work employing a non-classic visualization tool in the field
of electric machine designs uses an Aggregate Tree (AT) [179], in conjunction with the
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parallel coordinates to assist in the progressive preference articulation, aiding the decision
making process of an interior permanent magnet synchronous motor design. The results
show that the “AT is able to provide insight into the electrical machine design problem (in
accordance with the common knowledge of physics) as well as guidance in the reduction of
objectives".
In this context, this section seeks to propose a methodology employing self-organizing
maps (SOM) to assist the visualization and data mining of the electric machine design
solution set, which can be used by machine designers and engineers to better understand the
relationships between the different objectives, and to help facilitate the most appropriate
selection. In this section, the visualization of the objectives with SOM is demonstrated using
a case study on a high-speed switched reluctance machine (SRM).
6.3 Visualization and Data Mining of Switched Reluctance Machine Optimization
with Self-Organizing Maps
6.3.1 Establishing the Self-Organizing Map Framework
As a brief literature survey, the basic SOM framework has already been extensively
applied as an analytical and visualization tool in exploratory data analysis [180–182]. It has
already found use in plenty of practical applications ranging from industrial process control
and finance analyses to the management of very large document collections. Successful
applications of SOM in the power industry include the detection of electric machine faults
or defects [183, 184], as well as the identification and probabilistic classification of miscel-
laneous electric loads [159]. In addition, there are also attempts to adapt or transform the
SOM framework into some SOM-type optimization algorithms [185, 186]. An extensive
research has also been performed in the area of visualization and data mining to assist or
replace the classical visualization methods [187–194], especially in regards to the Pareto
fronts [194].
The majority of SOM applications deals with variables with concrete, measurable
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attributes, on the basis of which we intend to sort and cluster the SRM design candidates
based on their quantifiable features or performance indices that provide more information
than human intuition. In addition, the basic SOM algorithm can compute extensive mappings
in a reasonable amount of time, using only personal computers.
The Structure of the SOM Framework
Usually the SOM framework is formed onto a low-dimensional (usually two-dimensional)
array, where the nodes (or neurons) are organized as a hexagonal or rectangular grid, as
shown in Figure 6.1(a). Then the SOM uses such a low-dimensional grid of neurons to cap-
ture and represent the high-dimensional input data, in this case the SRM design candidates
in this chapter. The nature of an SOM is a nonlinear projection of the input density function
onto the SOM array, whereupon the similarity relationships between all of the data items in
the input data base become explicit, which is not typical to some usual clustering methods.
Since the SOM representation shrinks the dimension of the input data, the scales of the
horizontal and vertical directions of the SOM array should approximately comply with the
extensions of the input-data distribution in the two principal dimensions, namely, those two
orthogonal directions in which the variances of the data set are the largest.
A very coarse rule-of-thumb may be that about 50 input-data items per node on average
should be sufficient, otherwise the resolution is limited by the sparsity of the data [182].
Therefore, a compromise must be made between resolution and statistical accuracy when
visualizing clusters. Typical SOM typically utilize between a few dozen to a few hundred
nodes in the classification of text and speech.
The Basic SOM Batch Training Algorithm
The nature of the SOM algorithm is a combination of the K-means clustering and the
smoothing methods, where the weights of all of the nodes m would be randomly initialized
at first, and then all of the nodes would then compete for the right to respond to the input
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Figure 6.1: SOM representations in (a) output space, (b) input space and (c) after training.
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Figure 6.2: The “surf" and “normcolor" functions to visualize input data features with an
SOM.
data. However, only one node wins at a time, and the weight of the node will be updated
based on its current neighborhood function. In Figure 6.1(b) and (c), the black dots show
the positions of the SOM nodes or neurons, while the yellow dots are the training data, and
the gray lines show the connections between the neighboring SOM nodes. Since the SOM is
generally initialized at random, the positions of the nodes in the input space are completely
disorganized. During the training process, the map organizes itself and folds to the input
training data, as shown in Figure 6.1(c).
The nature of the SOM algorithm is a combination of the K-means clustering and the
smoothing methods, where the weights of all of the nodes m would be randomly initialized
at first, and then all of the nodes would compete for the right to respond to the input data.
However, only one node wins at a time, and the weight of the node will be updated based on
its current neighborhood function. In Figure 6.1(b) and (c), the black dots show positions of
the SOM nodes or neurons, the yellow dots are the training data, and the gray lines show
connections between the neighboring SOM nodes. Since the SOM is generally initialized at
random, the positions of the nodes in the input space are completely disorganized. During
the training process, the map organizes itself and folds to the input training data, as shown
in Figure 6.1(c).
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Compared to the sequential training algorithm, which takes only one single input vector
of data at each training step and then updates, the batch training algorithm presents all of the
input data to the neuron grid at first before any updates are made, and the training speed is
significantly faster without the need to tune the time-variable learning rate parameter α(t).
The SOM batch training algorithm is defined as follows by its inventor Kohohen as
shown in Algorithm 3 [180, 181].
Algorithm 3 The Batch Training Algorithm of an SOM
1: Require: the input data set X ⊆ Rnum×n, the number of input data vectors num, the
number of optimization objectives n, an SOM with K nodes, each node assigned a
corresponding weight vector mi ⊆ Rn, the concurrent training cycle t, the total number
of training cycles T.
2: for t = 1, 2...T do
3: for q = 1, 2...num do
4: Find the best matching unit (BMU) node cq for input data vector xq such that
5: cq = arg min{‖xq −mi‖}, where ‖ · ‖ is the distance function, typically the
6: Euclidean for a 2-D SOM.
7: end for
8: for i = 1, 2...K do
9: Define the the neighborhood set Ni of nodes for the “bubble” neighborhood
10: function hci(t), where hci(t) has a value 1 in a neighborhood set Ni of or
11: otherwise 0.






With this algorithm, the correct final values of the weight vectors will develop gradually
iterative learning. After training, those input data vectors with similar values are mapped to
nodes positioned close to one another and form a cluster, whereas less similar input vectors
will be situated gradually farther away in the SOM. Every input data item shall select its
BMU or node, as well as a subset of its spatial neighbors in the SOM. Then the weights mi
of each node will be replaced by the computed means in one concurrent computing operation
over all of the nodes of the array, as shown in step 13 of the batch training algorithm. In
this case of SRM design visualization, different SRM designs with similar performance
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indices or features will be partitioned into the same cluster, and different clusters of design
candidates are expected to have quite different features.
In addition, the values of the multiple features or performance indices of the input data
are usually color-coded to offer the most compelling visual effect. Examples of two effective
built-in functions in the MATLAB SOM toolbox [12] used to simulate indexed colors to
form a specific colormap include the “surf" function for the map and the “normcolor"
function for the grid, both of which are illustrated in Figure 6.2.
U-matrix and Clustering
The Unified Distance Matrix, or the U-matrix as it is often referred to in the literature, is
introduced in [180, 181] as a common way to represent the information given by a SOM.
Rather than displaying the values of the input data features, the U-matrix illustrates the
weight vectors in a SOM by showing the distances between the adjacent pairs of nodes.
Specifically for each node, the distances between itself and its adjacent nodes are calculated
and presented with different bars of color, or possibly bars in gray scale. Small values are
represented by light colors to illustrate the closely-spaced neurons, and large values are
represented by dark colors to showcase the regions sandwiched by some pairs of neurons
and to indicate that these neurons are in fact very far apart. Thus, a group of light-colored
regions in the U-matrix plot can be roughly considered as a cluster, while the dark parts
indicate more of the boundary regions. This facilitates the clustering and classification of
the input data set in an unsupervised manner that does not require any human intervention.
It is also worthwhile to note that the map dimension of most SOMs is two-dimensional.
However, the input space dimension is generally much higher than two. As indicated in the
earlier text, the map in this case cannot perfectly reflect all of the information contained in
the dataset. Rather, it follows the two orthogonal directions in which the variances in the
data set are the largest, also known as the two principal dimensions. Despite the imperfection
of this method, it does offer the convenience of visualizing an input data set with many
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Figure 6.3: Parallel coordinate of the SRM design candidates.
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Figure 6.4: Scatter plots and histograms of the four features of the SRM design candidates.
objectives and delivering the best possible approximation within a 2-D space.
6.3.2 Visualizing Multi-Objective SRM Design Candidates with SOMs
Benchmark Many-Objective Design and Optimization of SRMs
The SRM many-objective (4 or more dimensions) optimization problem in this section
is approached by combining the optimal evolutionary search algorithms with a proposed
analytical modeling and a multi-physics and multi-objective design model, as presented in
detail in the earlier chapters and in Figure 5.4.
Specifically, there are four objectives to be visualized, namely the average torque, torque
density, efficiency and torque ripple. A many-objective optimization applying NSGA-II
algorithm is performed with 100 populations and 50 iterations, indicating a total of 5,000




















































































Figure 6.5: Visualization of SRM design candidate data clustering and distribution: (a)
labeling on an SOM and (b) U-matrix and clustering.
straightforward and widely-applied visualization techniques in electric machine optimization,
is shown with the four specific objectives with normalized values from 0 to 1 in Figure 6.3,
demonstrating the performance indices or features of the 87 SRM design candidates on the
Pareto front of the torque density and efficiency. Other traditional visualization plots, the
histograms and scatter plots, are presented in Figure 6.4 that explicitly shows the 2-D Pareto
fronts and the inner relationships between either two out of the four features. Although the
conflicting nature among the features themselves can be observed in these plots, i.e., a higher
efficiency is generally associated with a lower torque density, it’s already counter-intuitive
to pick a specific candidate right from this plot, as it is challenging to identify and locate the
position of each design candidate in each scatter subplot, not to mention in the absence of
other advanced visualization functionalities such as data clustering.
With the help of SOM, however, the data visualization techniques of which can be taken
advantage of and are of use are presented in three categories: visualization of (1) data
clusters and shape; (2) components and variables and (3) data projections. In addition, the
number of objectives can be further increased to include the material cost and copper or iron
losses, among other objectives. This is all while preserving most of the clarity and integrity
of all the features of the input set, as the SOM itself is a nonlinear mapping tool operating
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from an arbitrary hyper-dimensional space onto the 2-D space.
Visualization of Data Clusters and Shape
To better differentiate the 87 SRM design candidates selected in the earlier section, they
are labeled sequentially, from 1 to 87. After training with the SOM batch algorithm and
taking these 87 design candidates as input vectors, their specific locations on the SOM are
presented in Figure 6.5(a). Not all 87 labels are labeled, since the SOM could interpret the
features of several design candidates as close enough, and thus allocate them to the same
unit. Thus, only one label is shown to represent the rest.
The “U-matrix” that is demonstrated in Figure 6.5(b) shows the distances between
neighboring units, and thus visualizes the structure of the clusters in the map. Note that
the U-matrix visualization has many more hexagons than the component planes of Figure
6.5(a), since all of the distances between adjacent map units are shown, not only the distance
values at the map units. Large values, or the dark regions on the U-matrix plot denote a large
distance between neighboring map units, which form the cluster borders. In Figure 6.5(b),
the SRM map has four clusters, and these are labeled “A” to “D”. Note some intertwined
regions are shown between clusters B and C.
Visualization of Components and Variables
The visualization of the component plane in Figure 6.6 demonstrate what kind of values
the prototype vectors among the map units possess for different input vector components,
or the features/performance indices of the SOM design candidates. The value is indicated
through color, and the colorbar on the right indicates the range. Assisted by the SOM
clustering plot, it can be easily observed that on the borders of the clusters, the values of
the important variables can change very rapidly. Moreover, when compared to the parallel
coordinate or the scatter plot methods, valuable information can be extracted from the



























































































































































































































































































































































Figure 6.7: Visualization of SRM design candidate (a) hit histogram, (b) PCA projection
and (c) data clustering.
easily tell that cluster D components, which is represented by the SRM design candidate
number “16”, have overall higher torque densities, lower efficiencies, lower torque ripple,
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and higher average torques compared to the rest of the components at different clusters.
Since most of the four objectives appear to be conflicting from Figure 6.6, machine designers
often have to make some compromises and meet the design requirements. For example,
they can decide to look more specifically at the upper corner of cluster A that offers the
top performance in maximizing the torque density, and above-average performances in
increasing the efficiency and reducing the torque ripple, while the average torque drops to
somewhere slightly below average. By aligning the visualization of the component values in
Figure 6.6 to the visualization of the clusters in Figure 6.7, it can be concluded that designs
“34" and “7" are of interest and can be selected for the next stage of design.
However, the above examples showcasing the design candidate selection process would
be far less intuitive in a parallel coordinate plot or in a series of 2-D scatter plots displaying
the Pareto fronts, as it requires some extra effort to distinguish one design candidate from
the rest, especially in the decision making stage which involves numerous comparisons
among different candidates. This counter-intuitive location identification process has to be
exercised in a back-and-forth manner.
Visualization of Data Projections
A principle component projection can be also made for the input data and applied to the
SOM, which has the data projected onto the space spanned by its two greatest eigenvectors.
Figure 6.7(a) demonstrates the hit histogram with clustering information and the number of
hits in each unit, and the PCA projection is shown in Figure 6.7(b). It can be observed that
the PCA projection plot validates the data clustering plot of SOM, demonstrating the four
clusters are well-separated, although ’B’ and ’C’ are slightly mixed up along their borders.
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6.4 Electric Machine Optimization with Multiple Operating Points
6.4.1 Challenges with Visualizing Electric Machine Optimizations
The optimization of electric machines at multiple operating points is crucial for appli-
cations that require frequent changes on speeds and loads, such as the electric vehicles, to
strive for the machine optimal performance across the entire driving cycle. However, the
number of objectives that would need to be optimized would significantly increase with the
number of operating points considered in the optimization, thus posting a potential problem
in regards to the the visualization techniques currently in use, such as in the scatter plots of
the Pareto fronts, the parallel coordinates, and in the principal component analysis (PCA),
inhibiting their ability to provide machine designers with intuitive and informative visualiza-
tions of all of the design candidates and their ability to pick a few for further fine-tuning with
performance verification. Therefore, the following sections will propose the utilization of
t-distributed stochastic neighbor embedding (t-SNE) to visualize the optimization objectives
of various electric machine design candidates with various operating conditions, which
constitute a high-dimensional set of data that would lie on several different, but related,
low-dimensional manifolds. Finally, two case studies of switched reluctance machines are
presented to illustrate the superiority of the t-SNE when compared to traditional visualization
techniques used in electric machine optimizations.
The process of electric machine design is a complex mixture of multi-physics field
interactions and multi-objective optimizations [50]. In the recent years, there has also been
an increasing demand to optimize these machines at multiple operating points [195, 196] for
applications that require frequent changes of speeds and loads, such as an electric vehicle
with driving cycles, in which the objectives at different operating points may be in conflict
with each other and the overall dimension of objectives will increase substantially.
As demonstrated in the earlier sections of this chapter, data visualization in many-
objective electric machine design is still an under-explored domain. While the scatter plots
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and parallel coordinates can be logically straightforward and easy to follow, the data points
on these plots may become difficult, or even impossible to distinguish when dealing with
elements of large dimensions in a solution set. In addition, both of the above algorithms
do not offer the ability to cluster or to reduce the dimensions of the dataset, making it even
harder to be implemented in electric machines optimized at multiple operating points. The
few traceable work employing a non-classic visualization tool in the field of electric machine
designs uses an Aggregate Tree (AT) [179] and SOM, however, the dimension of objectives
for machine design candidates that can be properly addressed by these techniques are still
limited, and their visualization performance will still be compromised.
In this context, the following sections will propose a methodology employing t-distributed
stochastic neighbor embedding (t-SNE) to assist the visualization and data mining of the
electric machine design solution set, which can be used by machine designers and engineers
to better understand the relationships between the different objectives, and to then facilitate
them to make the most appropriate pick in a more effective way. In this section, the strength
of t-SNE when compared to traditional visualization techniques, such as PCA and Isomap,
is demonstrated using two case studies on a high-speed switched reluctance machine (SRM).
6.4.2 Formulation of Electric Machine Optimization with Multiple Operating Points
After performing an optimization process on electric machines for targeted applications,
the design candidates form a collection of N high-dimensional objects (x1,x2, . . . ,xN) ∈
RD, where D is the number of objectives to be optimized. For commonly applied stochastic
optimization algorithms, N is determined by the initial population size and the number of
iterations, which can vary from a few hundred to hundreds of thousands.
When an electric machine is only optimized for a single operating point, the number
of dimensions, D, is usually not large (usually around 3 to 8 based on the references in
[50]), as the objectives associated with electric machines are typically the average torque,
torque ripple, efficiency, torque density, machine weight, volume, quantified measures
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Fig. 2. EV propulsion motor specification for continuous and peak torque
versus speed characteristics.
More specifically, the EV propulsion motor with the proposed
torque–speed specifications is capable of operating adequately
in a high slope road of up to 12° under the specified urban
NEDC velocity profile. The maximum acceleration that can be
achieved for the investigated vehicle, considering zero road in-
cline, is equal to 2.028 m/s2. Furthermore, the least time needed
to reach velocity equal to 50 km/h is 6.8 s, while the time needed
to reach velocity equal to 100 km/h from standstill is 19.2 s, due
to the fact that, for velocity values larger than 48 km, the mo-
tor operates in constant power-FW region. These performance
rates are typical for a small city vehicle. The EV propulsion mo-
tor specifications for continuous (rated) and temporary (peak)
torque versus speed are shown in Fig. 2. From Fig. 2, it can
be seen that all operating points that can possibly occur for the
NEDC cycle fall within the specified torque–speed envelopes
of the motor. Therefore, provided that the continuous and tem-
porary overload torque–speed curves are satisfied, the whole
NEDC operating points are achievable.
B. Energy Distribution Over NEDC and Equivalent Operating
Points Extraction
The design of a traction motor, intended to operate in a wide
speed range, renders the consideration of multiple operating
points mandatory. This is dictated also by the nature of the
NEDC cycle. The obsolete machine design approach that op-
timizes only at the nominal operating point can offer minor
services toward that direction. The torque–speed characteristics
of the motor are specified from the preliminary design, based on
the specifications of the EV. However, it is practically impos-
sible to optimize based on the whole torque–speed profile and
especially when partial loads and overload conditions are con-
sidered in the problem formulation. The inclusion of the drive
cycle in the design procedure through the extraction of equiva-
lent operating points offers a trade-off between computational
cost and accuracy.
Following the assignment of the specified torque–speed curve
in continuous and temporary overload operation, according to
the NEDC torque and speed fluctuations, the motor energy dis-
tribution for each single NEDC operating point is calculated.
Based on the variation of the motor energy on the torque–speed
plane, a number of representative sub-regions are extracted and
Fig. 3. Motor energy distribution and clustering (red) over the NEDC with
torque and rotating speed.
their respective energetic centroids are selected as equivalent op-
erating points. This action enables a detailed representation of
the EV motor behavior over NEDC operation, in order to be in-
corporated in a systematized design optimization methodology.
The selected equivalent points summarize the specifications of
the entire NEDC cycle in a conveniently concise form.
The motor’s energy consumption/generation at each time step
is calculated by the appropriate integration of power, considering
the power as constant or linear function of time, as illustrated
in Fig. 1. The time step is selected quite low (dt = 0.4 s), in
order to achieve a detailed representation of energy distribution
with torque and speed. Particularly, for regions where the power
and angular speed are assumed constant the motor energy is
calculated as follows:
E (ω (tk ) = constant) = Pk · tk (1)
where k [1, 21] represents the regions of NEDC where the
speed remains constant, P is the motor power, and t is the time
interval of each region. For regions where the power is a linear
function with time, the energy in each time step, is calculated
by the integration of power and expressed by the following
equation:
E (ti + dt) =
∫ ti +dt
ti




· (ti + dt)2 −
ai
2
· (ti)2 + Eo (2)
where ai is the slope of the power linear function at the ith time
interval and Eo the initial energy at which the power starts to
vary linearly. For the corresponding angular speed ω(ti + dt)
for each time interval, the mean value is considered.
The calculated machine energy as a function of speed and
torque is shown in Fig. 3. It should be noted that principally
the machine is operating in motor mode. However, regenerative
braking is also taken into account in the energy consumption
calculation (generator mode), since the absolute value of power
is integrated at each time step. The motor drive cycle operation
is decomposed in four main torque–speed subregions, enable
achieving a convenient compromise between accurate NEDC
clustering and computational cost of the design optimization
procedure, as the FE method is utilized for the maximum pre-
cision of the simulated results. Each region is represented by
(a)
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their respective energetic centroids are selected as equivalent op-
erating points. This action enables a detailed representation of
the EV motor behavior over NEDC operation, in order to be in-
corporated in a systematized design optimization methodology.
The selected equivalent points summarize the specifications of
the entire NEDC cycle in a conveniently concise form.
The motor’s energy consumpti /generation at each time step
is calculated by the appropria integration of power, considering
th power as constant or lin ar fu ctio of time, as illustrated
in Fig. 1. The time step is selected quite low (dt = 0.4 s), in
order to achieve a detailed representation of energy distribution
with torque and speed. Particularly, for regions where the power
and angular speed are assumed constant the motor energy is
calculated as follows:
E (ω (tk ) = constant) = Pk · tk (1)
where k [1, 21] represents the regions of NEDC where the
spe d remains c nstant, P is the motor power, and t is the time
interval of each region. For regions where the power is a linear
function with time, the energy in each time step, is calculated
by the integration of power and expressed by the following
equation:
E (ti + dt) =
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where ai is the slope of the power linear function at the ith time
interval and Eo the initial energy at which the power starts to
vary linearly. For the corresponding angular speed ω(ti + dt)
for each time interval, the mean value is considered.
The calculated machine energy as a function of speed and
torque is shown in Fig. 3. It should be noted that principally
t e machine is operating in otor mode. Howev r, regenerative
brak is als taken i to account in the energy consumption
calculation (generator mode), since the absolute value of power
is integrated at each time step. The motor drive cycle operation
is decomposed in four main torque–speed subregions, enable
achieving a convenient compromise between accurate NEDC
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procedure, as the FE method is utilized for the maximum pre-
cision of the simulated results. Each region is represented by
(b)
Figure 6.8: (a) Illustration of the New European Drive Cycle (NEDC) for an electric vehicle
(red line) and ts t rque-sp ed curve; and (b) motor energy distributi n nd clustering over
th NEDC with torque nd r tating speed [196].
of the manufacturing complexity such as the stator tooth-slot shape [197], as well as
permanent mag et (PM) relevant met ics for PM machines such as he PM co , vol me,
and its demagnetization vulnerability with various faults. With a r latively small D, the
size of design ca didates N can be als well regulated, since it is still easy to construct
effective Pareto fronts when the number of objectives D is small. In this scenario, classical
visualization approaches such a the scatter plo s of P ret fronts, parall l coordinates and
PCA should s ill be able to pr vide useful insights and ntuitio s to guide the next-stage
fine-tuning and decision making process. However, for certain applications where the
electric mac ine is exp riencing frequent changes in sp ed and load, such as in electric
vehicles that follow some volatile and unpredictable driving cycles, such as thoses illustrated
in Figure 6.8(a), then this driving cycle will be visualized in differ t clusters, t e centroids
of which will serve as the representative oper ting poi ts to pti ize n el ctric machine,
as can be seen in Figure 6.8(b), which has 4 clusters. This multi-operating point based
optimization ensures an overall optimal performance across the ent re d iving cycle [195,
196]. If the number f operating point is M (typically greater than 2), D i r defined as the
number of objectives for a single operating point, then the design candidates will form a new
collection of N high-dimensional objects (x1,x2, . . . ,xN) ∈ RMD. In this case, the PCA is
less likely to generate satisfactory visualization results, not to mention the scatter plots or
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Figure 6.9: (a) Illustration of projecting the data points from the high-dimensional space to
the low-dimensional map; and (b) example of a nonlinear manifold in which the Euclidean
distance fails to reflect the actual pairwise similarities between points.
the parallel coordinates, due to the inherent limitations of the algorithms themselves, as will
be explained in the next subsection. In addition, t-SNE will be introduced to visualize these
machine design candidates optimized for multiple operating points.
6.5 Visualization of Multi-Objective Switched Reluctance Machine Optimization for
Various Operating Conditions with t-SNE
6.5.1 Establishing the t-SNE Framework Visualizing Electric Machine Candidates
Preserving Local Similarities in Visualizations
For visualizing theN high-dimensional electric machine design candidates (x1,x2, . . . ,xN) ∈
RMD, it is desirable to obtain a good level of intuition for how these design candidates are
arranged in the data space to facilitate the later decision making process, for example, how
many clusters they form, the structure of the local data manifold, etc. While the traditional
visualization methods such as parallel coordinates and scatter plots can indeed provide some
simple and nice plots, they can only effectively visualize a few dimensions at once.
Another popular method of visualizing data is to form a projection from the high-
dimensional space to a low-dimensional map, where the distances between points reflect
106
the similarities in the data. A good projection needs to properly preserve the point-wise
distances in such a way that the low-dimensional map can accurately reflect the original
high-dimensional space, as shown in Figure 6.9(a). To do this, it is generally necessary to
minimize some objective functions that measure the discrepancy between the similarities
(distances) in the original high-dimensional data and in the low-dimensional map.
One technique of this distance-based visualization uses the principal component analysis
(PCA), which attempts to find the first principal component by minimizing the linear
projection errors and while simultaneously maximizing the variance of the projected data.
However, since PCA only examines the linear Euclidean distances between points, for
some high-dimensional data that are more likely to form nonlinear manifolds, the Euclidean
distances between points would not adequately reflect their similarity, as depicted in Figure
6.9(b). The Euclidean distance (red dotted line) suggests that points A and B are similar,
whereas they are actually very far apart when considering the entire manifold (green solid
line). In addition, PCA tends to preserve the large pairwise distances over the small ones,
since the low-dimensional subspace is found with maximal variance, indicating this subspace
will tend to be aligned such as to go close to the points lying far away from the center.
Despite its simplicity and popularity, PCA in fact does not work well for visualization,
since it only preserves large pairwise distances that are not reliable. Rather, the very small
pairwise distances between points and their nearest neighbors can accurately preserve the
local similarities, even with very curved data manifolds, as can be seen in Figure 6.9(b).
There has thus been an evolution of visualization techniques during the last 20 years, as
evidenced by improved algorithms such as the Isomap [198], locally linear embedding [199],
stochastic neighbor embedding (SNE) [200], and t-SNE [201].
The Formulation of t-SNE
The t-SNE algorithm was proposed in 2008 [201] and has become one of the most
popular high-dimensional data visualization techniques over the past decade. The algorithm
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assigns each datapoint a location in a two or three-dimensional map. This technique is
a variation of Stochastic Neighbor Embedding (SNE), and is much easier to optimize,
and produces significantly better visualizations, by reducing the tendency to crowd points
together in the center of the map. t-distributed stochastic neighbor embedding is better
than existing techniques at creating a single map that reveals structure at many different
scales. This is particularly important for high-dimensional data that lie on several different,
but related, low-dimensional manifolds, such as images of objects from multiple classes
seen from multiple viewpoints. For visualizing the structure of very large data sets, t-SNE
can use random walks on neighborhood graphs to allow the implicit structure of all of
the data to influence the way in which a subset of the data is displayed. The performance
of t-SNE can be seen on a wide variety of data sets and compared with many other non-
parametric visualization techniques, including Sammon mapping, Isomap, and Locally
Linear Embedding. The visualizations produced by t-SNE are significantly better than those
produced by the other techniques on nearly all of the data sets, including MNIST dataset,
CIFAR-10 image dataset, and TIMIT speech dataset, and street view house numbers on
Google map.












−‖xk − xl‖2 /2σ2
) . (6.1)
where σ is the variance parameter of Gaussian, which is obtained via a binary search that
produces a probability distribution Pi with a fixed perplexity Perp specified by the user.
Moreover, to eliminate the “crowding problem", t-SNE employs the “student t-distribution"











1 + ‖yk − yl‖2
)−1 . (6.2)
t-SNE finds the optimal low-dimensional representations for matching pij and qij to the
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greatest extent. This is achieved by minimizing the following Kullback-Leibler divergence
measuring the difference between two probability distributions,









t-SNE calculates the optimal low-dimensional representation Y by minimizing C(Y )






(pij − qij) (yi − yj)
(
1 + ‖yi − yj‖2
)−1
. (6.4)
which can be interpreted as a simulation of an N-body system.
6.5.2 The t-SNE Algorithm
The t-SNE algorithm is defined as follows by its inventor van der Maaten as shown in
Algorithm 3 [201], which is much easier to optimize and ultimately yields significantly
more useful visualizations than those produced by the other techniques. Besides its ability to
preserve small pairwise distances while also not collapsing all points onto a single point by
introducing the t-distribution that has a long tail than those in a standard Gaussian process,
t-SNE can use random walks on neighborhood graphs of very large data sets, and allow
the implicit structure of all of the data to influence the way in which a subset of the data is
displayed.
6.5.3 Visualizing Multi-Objective SRM Design Candidates with t-SNE
Specifically, the benchmark SRM is a small-scaled, high speed machine with a 6/4
typology, rated at 100 W and 10,000 rpm, and thus the efficiency suffers when compared
to conventional SRMs because of the drastic increase in iron loss at a high speed, and the
intrinsic torque ripple is still large because of its 6/4 topology. Three operating points of
interest are selected to optimize the SRM performance:
1. Operating point A: 0.18 N·m and 2,000 rpm, with 3 A current excitation;
2. Operating point B: 0.08 N·m and 5,000 rpm, with 2 A current excitation;
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Algorithm 4 t-Distributed Stochastic Neighbor Embedding (t-SNE)
Require: the input data set χ = {x1, x2, . . . , xn}, perplexity Perp, number of iterations
T ,
learning rate η, momentum α(t).
begin
compute high-dimensional pairwise distances pij with equation (1)
sample initial solution Y(0) = {y1, y2, . . . , yn} from N (0, 10−4I)
for t = 1, 2...T do












Results: low-dimensional data representation Y(T ) = {y1, y2, . . . , yn}.
3. Operating point C: 0.02 N·m and 10,000 rpm, with 1 A current excitation.
The excitation current is regulated by the hysteresis controller. During the design and
optimization process, the air-gap length and the number of turns in the stator windings are
fixed. Other machine design variables, such as the winding AWG size and other geometric
parameters that depend on the prime design variables specified earlier, can be calculated
on that basis. For ultra-fast calculations, the machine performance indices or features
are estimated using an analytical model with automated scripts, which includes the steel
saturation and various commutation effects. Other computational methods, such as the
FEA or the simplified FEA, could be also employed, but there require a significantly longer
computational time, as it must evaluate hundreds or thousands of design candidates. A many-
objective optimization is performed with 20 populations and 50 iterations, which generated
460 design candidates by excluding those that failed to meet the design constraints.
6.5.4 Case Study 1: Visualization SRM Designs Candidates Optimized for a Single Oper-
ating Point
For this case study, the SRM is only optimized under operating point A, and five















































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6.10: Visualization of the 460 SRM design candidates optimized for a single operating
point with 5 objectives: (a) visualization by PCA; (b) visualization by Isomap; and (c)
visualization by t-SNE.
and machine volume. In this scenario, it is already challenging to visualize these five
dimensions with either a parallel coordinate plot or a scatter plot of Pareto fronts because of
the complexity and going back-and-forth to identify and locate the position of each design
candidate in these plots. However, standard data clustering methods such as PCA and
Isomap may still bring valuable insights, since the dimension size (five) is not super large.
As can be observed in Figure 6.10(a) and (b), PCA seems to be able to successfully identify
six clusters while still left out some outliers, and Isomap also seems to suggest five or six
clusters, although some clusters are placed very close together. The visualization results of
t-SNE is also presented in Figure 6.10(c), where 7 clusters are explicitly presented without
much overlap, and it also cross validated the approximate visualization performance of PCA
and Isomap with a modest objective dimension size.
6.5.5 Case Study 2: Visualization SRM Designs Candidates Optimized for Multiple Oper-
ating Points
In this case study, all of the three operating points are taken into account in the optimiza-
tion process, and the torque density, average torque, efficiency, and torque ripple for all three
points are set as objectives, giving a total of 13 objectives including the machine volume.












































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6.11: Visualization of the 460 SRM design candidates optimized for 3 operating
points with 13 objectives: (a) visualization by PCA; (b) visualization by Isomap; and (c)
visualization by t-SNE.
structure than that offered in PCA and Isomap plots. The 8 clusters are well-separated in
this low-dimensional map, and there are fairly larger distances between the clusters when
compared to PCA and Isomap, which failed to generate distinguishable clusters.
Starting from the visualization provided by t-SNE, machine designers can obtain soem
insight on how these design candidates are arranged in the data space, and the centroid of
each cluster can be picked to represent other design candidates in the same cluster. Therefore,
and therefore these picks combined can also well represent all the design candidates in the
data space. Starting from here, it is possible to proceed with the next-stage of the design
fine-tuning and prototype validation.
6.5.6 Chapter Summary
In this chapter, a case study on an SRM design optimization case study with four
objectives is visualized with the help of self-organizing maps (SOM) visualizing the data
clusters, component planes and data projections. It is demonstrated that compared with the
conventional visualization methods of parallel coordinates or a series of scatter plots with
2-D Pareto fronts, the SOM offers intuitive, simple and straightforward information that
could assist the machine designers in their decision making process in order to choose the
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most appropriate designs candidate for any targeted applications.
To further provide a solution to this multi-objective optimization of electric machines
considering multiple operating points, the t-SNE algorithm has been successfully applied
to visualize SRM design candidates optimized at multiple operating points, and these
visualizations are significantly better than those produced by other techniques such as PCA
and Isomap. By projecting the high-dimensional data onto a low-dimensional map, t-SNE
is able to provide more informative and intuitive insights to machine designers on picking




ROTOR THERMAL MONITORING OF INTERIOR PERMANENT MAGNET
MACHINES VIA HIGH FREQUENCY SIGNAL INJECTION
7.1 Overview
Permanent magnet (PM) magnetization state estimation in interior permanent magnet
synchronous machines (IPMSMs) can be important for precise torque control and health
prognostics [110, 202]. However, prolonged exposure to high temperatures while operating,
especially with various types of drive-inverter initiated or machine winding short circuit
faults [124, 125, 140, 203], can demagnetize the PM to the point of irreversible demagneti-
zation, which results in the degradation of the torque production and efficiency, and such
damage is time consuming and costly to repair.
Instead of PM temperature measurement, the PM temperature can be also estimated
with thermal models or by measuring the high-frequency (HF) PM secondary resistance
that changes with temperature, which is a byproduct of the induced magnet eddy-current
loss incurred when an alternating high-frequency magnetic field is applied to the PM [133,
204, 205]. Due to the relatively high electrical conductivity of rare-earth magnets, the
resultant eddy-current loss in a magnet can be significant. To generate the HF magnetic field
required to induce the PM resistance, the high-frequency signal injection based methods
have been widely employed [133, 204]. In particular, extensive research has been performed
on field-oriented-controlled (FOC) PM machine rotor temperature estimation with direct HF
current or voltage injection [133]. For DTC-controlled PM machines, however, alternative
injection methods need to be developed since the current/voltage signals cannot be directly
controlled in closed-loop forms [206–209].





Figure 7.1: Simple illustration of an IPMSM with “V-shaped" magnets.
monitoring scheme. It first validates the principle of superimposing the appropriate torque
signal for determining the HF resistances with the extracted HF voltage and the current
signals in the stationary reference frame. In addition, the principle of PM resistance
extraction and real-time signal processing techniques are also briefly discussed. Finally,
the accuracy of the proposed thermal monitoring scheme is verified with the experimental
results being collected while at a constant-load condition.
7.2 Principle of Rotor Magnet Temperature Estimation via High-Frequency Resis-
tance Induced by the Eddy Currents
Figure 7.1 demonstrates a sketch diagram of an IPMSM, and only one pair of magnets
in a single pole is plotted for simplicity. With high frequency signal injection, the induced





where σ is the conductivity, d is the thickness of a lamination, ω is the sinusoidal frequency,














Figure 7.2: (a) The distribution of eddy current on a permanent magnet; (b) stator flux
density waveform (possible position associated with the eddy current direction) and (c) stator
flux density and current density profile of a permanent magnet due to a non-predominant
skin effect.






For the Prius IPMSM, the width of each magnet is 51.2 mm, the resistivity ρ is
1.4× 10−6 Ωm, the permeability is µ = 1.05µ0. Based on the above equation, the skin
depth of the 5th order, 7th order and 9th order harmonics are 33.6 mm, 28.4 mm and 25.0
mm, respectively, indicating that the skin effect would be intensified by injecting higher
order harmonic signals, and thus the equivalent magnet resistance reflected to the stator side
would be more prominent. Figure 7.2 illustrates a possible direction of the eddy current
with its immediate stator flux density profile.
As discussed above, the injection of a periodic high frequency signal is a viable option
for high frequency resistance estimation a magnet. Choosing the magnitude of the high
frequency signal involves a trade-off between the signal-to-noise ratio and the induced
magnet losses, as larger magnitudes are advantageous for the practical implementation of the
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❑ Rotor temperature monitoring → Rotor resistance of PM machines?
❑ Refer to the steady-state IM circuit with HF signal injection
➢ When                 n        normal operation of PM machines, open circuit, Ir = 0
➢ When          ,                eddy currents will be mostly induced in the permanent 
magnets, which generates a magnet resistance and can be reflected to the stator 
side as
HF Signal Injection Based Rotor Thermal Monitoring
Figure 7.3: High frequency equivalent circuit of an IPMSM at steady state with an “equiva-
lent slip".
method, because of its large signal-to-noise ratio, however, it will also result in larger losses
due to the eddy current and it will also distort the normal operation of the IPMSM. Therefore,
the magnitude is generally ranges from 2% to 5% of the rated value. More importantly,
choosing the frequency of the high frequency signal involves a trade-off between the induced
power loss and the skin effect consideration.
The magnet’s resistance can be also represented in the high-frequency IPMSM equivalent
circuit, which is very similar to that of an induction machine, as demonstrated in Figure
7.3, where Rs and Lls are the stator resistance and leakage inductance, Lm is the mutual
inductance, Llmag and Rmag are the eddy-current induced permanent magnet resistance and
inductance. The slip for the high-frequency IPMSM circuit at a steady state is also defined
as n− 1/n, where n is the harmonic order of the injected high-frequency signal.
It can be easily observed that when no high-frequency signal injection exists, n = 1,
and then s = 0. The effective resistance of the magnet seen from Figure 7.3 would become
∞, which means the magnet branch of Figure 7.3 does not exist. This is in accordance
with the fact that there is no rotor resistance or rotor loss when an IPMSM is operating
at a synchronous speed. When n becomes larger, the equivalent slip becomes close to 1,
and then the high-frequency resistance can be obtained by extracting the high-frequency
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cos∠(θi − θv) (7.3)
where |Vhf | and |Ihf | are the magnitude of the high-frequency component of the injected
harmonic order, θv and θi are their respective phase angles. Both the current sensors and
the DC bus voltage sensors are commonly available in typical motor drives. Therefore, the
proposed thermal monitoring method requires no additional hardware change.
Since the calculated high-frequency resistance is a combination of the stator winding
resistance Rs and the PM resistance Rmag due to the eddy current loss, the stator resistance
Rs0 at room temperature T0 and the real-time stator temperature Ts are both required in
order to decouple the PM resistance from the stator resistance. The rotor temperature can
then be estimated as
Tr = T0 +
Rhf −Rmag −Rs0[1 + αCu(Ts − T0)]
αmag ·Rmag
(7.4)
where αCu and αmag are the copper and the stator-reflected PM temperature coefficient of
resistance, while Ts and Tr are the stator and rotor temperature.
7.3 High-Frequency Resistance Extraction in DTC-Controlled IPMSMs
As discussed above, the rotor temperature can be estimated from the resistive change in-
duced by the eddy currents, which can be calculated with the injected high-frequency voltage
(current) and the response high-frequency current (voltage), For the direct-torque-controlled
(DTC) IPM machines, alternative signal injections schemes need to be investigated, since
there are no active current or voltage control loops in the DTC algorithm.
7.3.1 Generating the Appropriate High-Frequency Rotating Flux for Signal Injection
In order to minimize the negative effects brought about by the normal operation of
IPM machines due to high-frequency signal injection, it is desirable to inject balanced
three-phase high-frequency current offsets into the IPM motor three-phase windings, which
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M cos(nθ − 2π/3)




where M is the magnitude of the injected high-frequency current, and n is the harmonic
order with respect to the fundamental frequency. Then the equivalent high-frequency current






































where the superscript s denotes the stationary reference frame, ∆isds and ∆i
s
qs are the desired
high-frequency current in the stationary reference frame.






























qs are the stator voltages and flux linkages in the rotor reference
frame, Rs is the stator resistance, ωr is the rotor speed and p is the differential operator. The
























in which Ld and Lq are the inductances for dr and qr-axis, and λpm is the flux linkage of the
























We then define the transformation matrix converting the stationary reference frame to the
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cos θ sin θ
− sin θ cos θ

 (7.10)

































ΣL+ ∆L cos(2θ) ∆L sin(2θ)
















in which ΣL = (Ld + Lq)/2 and ∆L = (Ld − Lq)/2. Then the small signal change of flux
linkage ∆λsds and ∆λ
s








ΣL+ ∆L cos(2θ) ∆L sin(2θ)









After substituting (7.6) into (7.12) and after performing some trigonometric transforma-








ΣL ·M cos(nθ) + ∆L ·M cos[(n− 2)θ]
ΣL ·M sin(nθ)−∆L ·M sin[(n− 2)θ]

 (7.13)
which yields the desired high-frequency flux linkage to be injected into the direct torque
control scheme. In addition, the trajectory of this high-frequency flux linkage is a set of
eclipses centering around the origin, and thus this mechanism is referred to as the “rotating
flux linkage" injection.
After injecting the flux linkage offset in (7.13), the high-frequency voltage and current
components will appear as the system response, which can be used to calculate the high-
frequency rotor resistance for estimating the PM temperature. This mechanism can be also
validated in the following steps. If a small signal approximation of the high frequency
voltage is used with the IPM machine framework depicted in equation (7.7) in the stationary
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where Rα = Rs +Rrhf_α and Rβ = Rs +Rrhf_β .


























ΣL ·Mcos(nθ) + ∆L ·Mcos[(n− 2)θ]



























−(n− 2)∆L ·Msin[(n− 2)θ]pθ




(n−2)th order harmonic component
The above expression contains the frequency component of both the nth and the (n−2)th
order. With appropriate signal processing techniques, both of the frequency components
should be accurately extracted from the real-time current and voltage measurements. How-
ever, since the amplitude of the nth harmonic order is larger and more distinguishable
compared to the (n− 2)th order, the nth order components should be utilized for estimating
the high-frequency rotor resistance Rr and thus the PM temperature.
Since pθ = ωr and define ωn = nωr, the above expression can be updated by only taking
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where the nth order high-frequency voltages are vsdsn and v
s

























Since the complex notation j is equivalent to the transformation matrix in (3) with
















Rd + jωnΣL 0









which is the very familiar R − L circuit equation. Therefore, injecting the small signal
change of the high frequency flux linkage in equation (7.13) into the DTC control scheme
can produce the desired high frequency voltage and current signals for calculating the
high-frequency resistance, and consequentially the PM temperature.
7.3.2 Generating the Appropriate High-Frequency Torque for Signal Injection
Since DTC has direct control on both the flux linkage and the electromagnetic torque,
which enables the mechanism of injecting high-frequency torque signals along with the
aforementioned flux linkage signals. Assume a small change ∆Tem at a high frequency (e.g.,
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the 5th order) is superimposed on the original torque signal as











qs)− (λsqs + ∆λsqs)(isds + ∆isds)] (7.19)
Subtracting it from the original Tem signal while neglecting the second-order small












qs −∆λsqsisds − λsqs∆isds) (7.20)
Finding a simplified equation for the torque offset to be superimposed is a nontrivial







[ΣL ·M cos(nθ) + ∆L ·M cos((n− 2)θ)] · isqs
−[ΣL ·M sin(nθ) + ∆L ·M sin((n− 2)θ)] · isds
+
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After performing some rigorous trigonometric derivation processes, the above equation






P{2∆Lisqs cos[(n− 2)θ] + 2∆Lisds sin[(n− 2)θ] + λpm sin[(n− 1)θ]}
(7.21)
7.3.3 Illustration of the Proposed High-Frequency Torque Injection Technique
There are several important implications of the proposed torque injection signal (7.21)
that can be summarized as follows, for the first term, since isds and i
s
qs are sine-wave current
signals at the fundamental frequency, while being multiplied by another (n − 2)th order
signal will yield a combination of a (n− 1)th and a (n− 3)th order signal. Since the last
term in (7.21) is also of (n− 1)th order, the expression in (7.21) indicates that a combination
of the (n − 1)th and (n − 3)th order varying torque command needs to be superimposed
on the original torque reference to practically inject the high-frequency current component,
while no modification for the flux control loop is required. Although the inner DTC loop
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Figure 7.4: Block diagram of the proposed high-frequency torque injection method on a
conventional DTC scheme.
for a typical IPM motor generally does not have a bandwidth that is capable of reinforcing
the high-frequency torque bias to be exactly the same as this reference torque deviation, the
actual system response can still be kept stable at a constant magnitude at the desired high
frequency, which is sufficient to trigger the high-frequency current and voltage signals.
In particular, it is interesting to observe from the equation (7.21), that for a surface-
mounted PM machine with LD = Lq and hence ∆L = 0, only a (n − 1)th order torque
offset signal is needed to trigger the desired high-frequency voltage and current signals for
high-frequency resistance extraction.
The block diagram of this injection method based on the conventional DTC scheme is
demonstrated in Figure 7.4. Similar to the earlier discussion, although the bandwidth of
the speed loop is typically too low to completely cancel out ∆Tem, the output of the speed
regulator Tem,old will still be varying sinusoidally and will be partially compensating for the
external injection ∆Tem, due to the small speed ripple. As a result, the magnitude of the
actual torque ripple in Tem,new is reduced, and the phase is shifted. However, this torque bias
is still a combination of sine waves varying at the (n− 1)th and (n− 3)th order, but with
a different magnitude and phase angle, when compared with the external injection signal.
In addition, this sine-wave torque injection does result in a small amount of extra torque
ripple. However, considering the inertia of the rotor and load, the speed ripple is almost
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Figure 7.5: Signal process techniques for extracting high-frequency current and voltage.
unnoticeable. Moreover, the injection technique must only be implemented for a short period
of time, such as for 20 seconds every 10 minutes; and the speed ripple can be further limited
by choosing a small enough ∆ids(P ). To summarize, the impact of this high-frequency
signal injection on the normal operation of the IPM motors is almost negligible.
7.4 Real-Time Signal Processing Techniques
As demonstrated in Figure 7.5(a) and (b), two second-order Butterworth bandpass filters
are designed to extract the high-frequency voltage and current signals. Assume that the
measured high-frequency voltage and current signals are uniformly sampled at a rate of
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N samples per period, the phasor extraction computations can be implemented with high
efficiency using a circular array based algorithm [210]. Computations, such as moving
averages and discrete Fourier transformations, can be implemented in this way.
As demonstrated in Figure 7.5(c), this phasor extraction algorithm starts from setting up
two circular arrays with N entries each, all with zero initial values. Then two accumulators
defined asA(k) andB(k) are also set to zero. As each data sample x(i) arrives, the following
steps are performed
1. Compute the two temporary values updating the following sums recursively at each
new available data sample
y(k) = x(i) cos(ω0Ti)
z(k) = x(i) sin(ω0Ti)
where ω0 is the base frequency, and T is the sampling period.
2. Update the two accumulators as
A(k) = A(k − 1) + y(i)− y(i−N)
B(k) = B(k − 1) + z(i)− z(i−N)
where N is the sampling rate and is equal to 2π/ω0T .
3. Overwrite the N -step-previous values y(iN) and z(iN) with the present values of


















Table 7.1: Parameters of the IPM Machine.
Parameters Value
Rated power (Prated) 1 hp
Number of poles 4
Rated voltage (Vrated) 230 V
Rated current (Irated) 2.86 A
Stator resistance Rs 2.85 Ω
d-axis inductance (Ld) 14.41 mH
q-axis inductance (Lq) 27.92 mH
Rated speed (ωrated) 1,800 rpm
Inertia (J) 0.0050 kg ·m2
© MERL
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(b)
Figure 7.6: (a) Experimental setup for the proposed rotor thermal monitoring method and
(b) displaying the measured rotor temperature with an Arduino board .
Finally, the computed voltage/current magnitude and phase angle values will then pass
through second-order low pass filters to eliminate any remaining high-frequency harmonics,
and thus thus the high-frequency resistance can be calculated.
7.5 Experimental Results
7.5.1 Experiment Setup
A programmable inverter drive is used to validate the proposed thermal monitoring
method, and the entire hardware system is illustrated in Figure 7.6(a). An Analog Device
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Figure 7.7: 2-D flux linkage diagram (a) before high-frequency rotating flux injection and
(b) after high-frequency rotating flux injection.
21369 DSP is employed in conjunction with a Xilinx Spartan-3 field-programmable gate
array (FPGA) as the motor controller. The inverter runs at 20-kHz PWM frequency. A
direct torque control scheme is implemented in the inverter drive and the proposed thermal
monitoring method is integrated in the control algorithm. The parameters of the IPM motor
is displayed in Table 7.1.
The stator temperature Ts is measured with four K-type thermocouples attached to
the stator winding, while the reference rotor temperature is measured with the Melexis
MLX90614 infrared sensor through two measuring holes drilled on the motor end cap. The
sensor is controlled with an Arduino UNO board installed with a LCD screen demonstrating
the real-time value of the measured PM temperature, as shown in Figure 7.6(b).
7.5.2 High Frequency Voltage, Current and Flux Linkage Waveforms
The 2-D flux linkage waveform of λsds against λ
s
qs is demonstrated in Figure 7.7. Before
the injection of the high-frequency signal, it can be observed in Figure 7.7(a) that the
trajectory is almost a perfect circle with its center in the origin, which indicates that the
flux linkage of the IPM machine is well-regulated and there is very little intrinsic DC offset
or high-frequency harmonics. After manually injecting the rotating high-frequency flux
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Figure 7.8: High-frequency voltage, current, phasor angle, resistance, and speed signals
with high-frequency rotating flux injection at (a) 600 rpm; (b) 900 rpm and (c) 1,200 rpm.
linkage, a noticeable distortion on the circle can be observed that clearly demonstrates the
high-frequency contents have been added onto the original circular trajectory.
The high-frequency voltage, current, phasor angle, resistance, and speed signals are
presented in with high-frequency rotating flux injection Figure 7.8 at (a) 600 rpm; (b) 900
rpm and (c) 1,200 rpm. Because of their small magnitudes, the high-frequency current
signals are magnified by 10 times to comfortably place the voltage, current and phasor
offset values in one plot. It can be observed that for a typical 15 second injection period,
the estimated resistance needs around 4 to 6 second to stabilize due to delays in the phasor
extraction algorithm and the proposed real-time signal processing method demonstrated in
Figure 7.5. In addition, the estimated resistance values are larger at higher speeds, clearly
indicating this reflected magnet resistance is largely induced by the eddy current effect on
the permanent magnets, which would become more significant at higher frequencies.
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Figure 7.9: High-frequency voltage, current, phasor angle, resistance, and speed signals
with high-frequency torque injection at (a) 600 rpm; (b) 900 rpm and (c) 1,200 rpm.





















Figure 7.10: Rotor temperature estimation performance with high-frequency rotating flux
injection.
Very similar results and resistance values are estimated with the proposed high-frequency
torque injection scheme, and are shown in Figure 7.9.
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Figure 7.11: Rotor temperature estimation performance with high-frequency torque injec-
tion.
7.5.3 Temperature Estimation at Steady State with HF Signal Injection
To validate the proposed method, the IPM machine is running continuously at 150% of
its rated current at 600 rpm, and the torque reference is injected into the DTC algorithm for
15 seconds every 10 minutes. The reference stator resistance Rs0 is first measured when the
machine is at the room temperature T0. Then the PM temperature is tracked over time using
equation (7.4). The experimental result with both the measured PM temperature and the
estimated PM temperature of the flux injection and torque injection are shown in Figure
7.10 and Figure 7.11, respectively. As can be observed, the estimated magnet temperature
tracks the temperature measurement from the infrared sensors very closely. The maximum
temperature deviation is less than 3 °C for both plots.
7.6 Conclusion
This chapter proposes a nonintrusive thermal monitoring scheme for the permanent
magnets inside the direct-torque-controlled IPM machines using high-frequency torque
injection. The proposed method requires no additional sensors or hardware except for those
already available in the IPMSM drives. Compared to the temperature measurement taken by




DEMAGNETIZATION ASSESSMENT OF PERMANENT MAGNET
SYNCHRONOUS MACHINES WITH STATOR INTER-TURN FAULTS
8.1 Overview
This chapter investigates the process of irreversible demagnetization for the 2004 Prius
interior permanent magnet (IPM) synchronous machine due to a large demagnetizing
MMF caused by an inter-turn short circuit fault. An equivalent circuit, coupled with finite
element analysis, is used to determine the inter-turn short-circuit fault current, as well as the
concomitant magnetic flux plot. In particular, the distribution of the demagnetizing MMF
throughout the conductive lamination as well as the conductive permanent magnet material
is shown, together with the transient degradation of the permanent magnet flux density
below the knee point. This transient analysis indicates that even an early-stage inter-turn
fault can ultimately trigger irreversible demagnetization on significant portions of the rotor
magnets, when operating near the limit of the capability curve. In addition, demagnetization
caused by an excessive demagnetization MMF can occur within a few electrical cycles, and
the corner of the magnet adjacent to the faulty stator winding is the most vulnerable part to
becoming irreversibly demagnetized. Furthermore, the impact of the inter-turn fault sevin
turn reveals irreversible demagnetization can happen even during a one-turn short-circuit
fault, and the irreversible demagnetization ratio is proportional to the number of faulty turns.
8.1.1 Analytical Calculation of Electromagnetic Quantities
A stator winding inter-turn fault is considered to be one of the most common machine-
initiated faults that can also cause demagnetization, since such a short circuit can also give
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(b)
Figure 8.1: (a) Prius 2004 IPM motor stator and rotor and (b) motor cross section view [28].
position. In addition, despite not being within the scope of this chapter, another side effect
is the generation of excessive heat in the faulty turns, as the contact impedance among
the shorted turns is much lower compared to that of healthy turns. The winding inter-turn
faults generally start at an incipient stage, with an insulation breakdown of one or a few
turns in one phase, which in turn leads to a large fault current that would circulate inside
the inter-turn short-circuited area, in addition to an overshoot of the phase current. This
generates severe heating that could further damage the insulation layer of adjacent healthy
turns. Under this mechanism, an inter-turn fault is able to penetrate other neighboring turns
that could end up causing more catastrophic failures, such as the line-to-line short-circuit
faults and the single-phase line-to-ground short-circuit faults.
For the various PM machine typologies employed in automotive applications, it has been
suggested in [112] that burying the magnets inside the rotor, or inside the interior PM (IPM)
rotor configuration, generally improves the demagnetization performance compared to the
surface-mounted PM rotor type. In addition, the machine configurations with distributed
windings are generally more resistant to demagnetization than the configurations with
fractional-slot concentrated windings.
The purpose of this section is to investigate the transient demagnetization characteristics
of a specific IPM machine designed for automotive applications under the excessive demag-
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netizing MMF introduced by the stator turn faults, highlighting the most demagnetization-
prone locations on the permanent magnets, as well as identifying the impact of the turn
fault severity factor, µ, and the contact resistance, Rf , on the results. The benchmark
machine is thus selected as the 50 kW Toyota Prius 2004 IPM motor [81], which is the most
demagnetization-resilient PM motor type as suggested in [112], as it features buried magnets
and distributed windings. The Prius 2004 IPM motor with its shaft and housing present are
illustrated in Figure 8.1(a) and its cross-sectional view is displayed in Figure 8.1(b).
8.2 Stator Inter-Turn Fault Modeling and Demagnetization Characteristics of Rare-
Earth Permanent Magnets
The transient demagnetization characteristics of the benchmark IPM machine will be
carefully investigated with finite element analysis. The baseline machine has 8 poles, 2 slots
per pole per phase, 9 conductors per slot arranged in a single-layered distributed winding
pattern, which indicates a total of 72 turns per phase. Each rotor pole contains a single
magnet layer that consists of two sintered NdFeB magnets arranged in a V-shape form. For
each permanent magnet under observation, the six points M to S, are given special attention
during the investigation by recording the flux density and the flux intensity values at these
points during the fault events, as identified in Figure 8.2(a).
8.2.1 IPM Stator Inter-Turn Fault Modeling
The modeling of the inter-turn fault begins from the earliest stage with only 1-turn
shorted-circuited, with the smallest severity factor µ of 1.4%, as shown in Figure 8.2(b),
where the yellow, green and blue sections represent the healthy windings of Phase A, B
and C, respectively. The small red sections on top of the yellow region represent the short-
circuited single turn that will carry a large circulating current, and its equivalent resistance
and inductance will be excluded from phase A while performing the FE analysis. Similarly,
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(e)
Figure 8.2: (a) Six typical points M to S selected on a permanent magnet for demagne-
tization analysis; (b) cross-section of 1-turn short-circuited; (c) cross-section of 3-turn
short-circuited; (d) cross-section of 6-turn short-circuited and (e) cross-section of 9-turn
short-circuited
where 3, 6, and 9 turns are short-circuited, representing a severity factor µ of 4.2%, 8.3%
and 12.5%, respectively.
8.2.2 Demagnetization Characteristics of Permanent Magnets
Figure 8.3 shows the normal nonlinear B-H curve of the NdFeB magnets at 150 ◦C that
are used to assess the demagnetization properties of the benchmark Prius 2004 IPM machine.
The permanent magnets could experience reversible demagnetization under a moderate
temperature rise and a stator current-induced demagnetization MMF, and the extent of the
demagnetization intensifies while the PM machine operating point approaches the peak of
the motor torque-speed curve envelope. Specifically, the reversible demagnetization region
on the B-H curve, indicated by green arrows, embodies the linear region above the knee
point, such that the magnet B-H characteristics can migrate back and forth along this line
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Figure 8.3: Illustration of real-time demagnetization process of permanent magnets.
while exposed to temperature fluctuations and stator current-induced MMF changes. The
irreversible loss of magnetic strength can occur very quickly due to the presence of excessive
demagnetizing MMFs at high temperatures. It can also be a naturally slow process with
aging-related degradation, with changes in the material structure or composition caused by
corrosion or shock. In Figure 3, the process for certain regions of the permanent magnets
that move towards irreversible demagnetization is described as
1. Firstly, the flux densities of certain affected magnet elements would pass through
the knee point and move down along the original B-H curve under the influence of a
continuously large demagnetization MMF.
2. At the next instant of time when the magnet is exposed to a re-magnetizing MMF,
those sections of the magnet would not be able to go above the knee point again
and back to the reversible demagnetization region, but it would rather move along a
recovery line starting from its present location and parallel to the original B-H curve
linear region.
3. Once exposed to a new demagnetization MMF, the magnet section would demagnetize
along the new recovery line until reaching the intersection of the recovery line and the
B-H curve. The magnet properties can move down even further along the B-H curve
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if the demagnetization MMF still lasts.
4. The processes 1) to 3) would repeat and a large group of recovery lines are expected
to form, as represented by the red lines in Figure 3. The operating point may continue
moving down into the 3rd quadrant, indicating certain elements of the magnets are in
fact reversely-magnetized.
In many practical cases, the demagnetization intensity depends on the combination
of the real-time temperature and the demagnetizing MMF. The increased temperature, as
long as belong it lies below the curie point typically in the range of 400 to 500◦C, will
only make the magnet B-H curve “softer” and more vulnerable to demagnetization, while
the demagnetizing MMF is the external catalyst that drives the magnets to irreversible
demagnetization. The scope of this chapter will be limited to irreversible demagnetization
caused by the demagnetizing MMF applied under an assumption of a constant operating
temperature. This is a reasonable assumption, apart from the turbulent acceleration stage,
as the temperatures at relatively stable conditions tend to change rather slowly compared
to electrical terms. The nonlinear B-H characteristics of the magnets in the second and
third quadrants, especially in the knee area, is provided as a data set to the finite element
simulation in order to facilitate the demagnetization analysis.
8.3 Transient Analysis Results of Demagnetization with A Stator Inter-Turn Fault
In many practical cases, the intensity of the demagnetization depends on the combination
of the effects of the real-time temperature changes and the demagnetizing MMF. The
increased temperature, as long as it is below the Curie point, which is typically in the range
of 400 to 500 ◦C, will only make the magnet B-H curve “softer” and more vulnerable
to demagnetization, while the demagnetizing MMF is the external catalyst that drives
the magnets to irreversible demagnetization. The scope of this section will be limited
to the irreversible demagnetization caused by the demagnetizing MMF applied under an
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Figure 8.4: Prius 2004 IPM motor efficiency map [81]
assumption of a constant operating temperature, which is an rational assumption apart from
the unstable acceleration stage, as the temperatures at relatively stable conditions tend to
change rather slowly, when compared to electrical terms. The nonlinear B-H characteristics
of the magnets in the second and third quadrant, especially in the knee area, is provided as a
data set to the finite element simulation in order to facilitate the demagnetization analysis.
In the proposed finite element analysis, the benchmark IPM motor is running at 3,000
rpm with an input RMS phase current of 106 A and an average torque of 140 N·m, as
its operating point is pushed to the vicinity of the maximum torque-speed envelope of its
intrinsic capability curve, as shown in Figure 8.4. At this point, the magnetic characteristics
of the weakest spots on the magnets are close to the knee point, but have not passed it nor
fallen down to the level of irreversible demagnetization.
8.3.1 Input and Circulating Current Response
Figure 8.5 shows the input current and the calculating current response calculated by the
FE analysis by introducing an 9-turn (12.5% severity factor) inter-turn short-circuit fault on
Phase A at 20 ms, and the contact resistance Rf is estimated to be 10% of the total resistance
of those faulty turns at the healthy condition. A moderate increase of the phase A current
by 16% is observed as the initiated inter-turn fault is still at an early stage. Figure 8.5(b)
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Figure 8.5: Current Response to the 9-turn (12.5% severity factor) inter-turn short-circuit
fault (a) three-phase current and (b) circulating current.
shows the magnitude of the circulating current is approximately 1.4 times of the healthy
phase current with a slight phase lag.
8.3.2 Progression of Irreversible Demagnetization
Figure 8.6(a) demonstrates the flux intensity vector distribution diagram of an 9-turn
(12.5% severity factor) inter-turn short-circuit fault on Phase A. It can be observed that all of
the six points selected on the magnet are exposed to an external magnetic field contributed
by the stator windings, and for some magnets the external magnetic field has the same
direction as that of the PM magnetization, which serves as the magnetizing MMF that could
maintain or recover the strength of these magnets. When the direction is experienced in the
opposite direction relative to the PM magnetization, the external magnetic field serves as
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Figure 8.6: (a) Flux intensity (H) vector distribution diagram and (b) magnetic flux density
waveforms for the six points identified inside the magnet following the introduction of an
9-turn (12.5% severity factor) inter-turn fault shown in Figure 2(e).
magnet are plotted against the rotor position in Figure 8.6(b), and it can be identified that
point N, the corner of the magnet at the faulty stator winding side, has already entered a
state of irreversible demagnetization, as its minimum flux density drops below 0.2 T.
It is important to keep in mind that the all of the magnets experience either some
form of magnetizing or demagnetizing MMF during the normal operation of IPM machines,
indicating that the magnets are being repeatedly magnetized and demagnetized in a reversible
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(d)
Figure 8.7: B-H curve with an 9-turn (12.5% severity factor) inter-turn fault of (a) point N
before the application of inter-turn fault; (b) point N after the application of inter-turn fault;
(c) point P before the application of inter-turn fault and (d) point P after the application of
inter-turn fault.
manner above the knee point, while the duration and intensity of both of the types of MMF
are determined by the motor operating point and its control algorithms. However, the
transient current overshoot during faulty conditions, among which the inter-turn fault is still
considered a very moderate one when compared to three-phase or single-phase short circuit
faults, can intensify both the magnetizing and demagnetizing MMF. This current overshoot
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can become detrimental to those locations on the magnet whose magnetic properties are
only slightly above the knee point, an example given as point N in Figure 8.7(a), as only a
moderate increase of the demagnetizing MMF would lead to the irreversible demagnetization
shown in Figure 8.7(b). However, for the center of the magnets or on those positions close
to the shaft, this mild increase of the demagnetizing MMF will only bring down the flux
density by less than 0.1 T and will ultimately result in a deeper reversible demagnetization
that can be ultimately recovered, as depicted in Figure 8.7(c) and (d).
The irreversible demagnetization progress of one PM pair is also presented to show
that when the inter-turn fault occurs, the corners of the magnet at the faulty stator winding
side are the section that is the most vulnerable to demagnetization. Figures 8.8(a) to (d)
demonstrate the contour plots of the two PMs with the maximum value set to the remnant
flux level, and it can be observed that all of the positions, except for the two top corners
on the motor shaft side, are at least reversibly demagnetized because of the large stator
current at this instantaneous operating point, and the 0.5 T to 0.75 T range is also the normal
operating range of the PMs working under this condition. To better illustrate the irreversible
demagnetization process, another set of contour plots are presented in Figures 6 (e) to (h)
where the maximum flux density of the color map is set to 0.6 T, and any regions shaded
green should be considered irreversibly demagnetized, as the knee point of this X196 NdFeB
magnet is just slightly above 0.4 T.
It can be initially observed that at 200 ms when the inter-turn fault is applied, only a tiny
portion of the PM corners at the stator winding side seem to be at the edge of irreversible
demagnetization, while the rest of the parts remain healthy. As the condition intensifies
under the continued influence of the demagnetizing MMF, the first demagnetization regions
appear at 202.75 ms, and additional neighboring regions are affected, until the machine
reaches the worst-case condition at 203.25 ms, while the minimum flux density drops below
0.2 T. The time that elapses from the triggering of the fault to the worst-case scenario highly
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Figure 8.8: Contour plots of the irreversible demagnetization progress with an 9-turn (12.5%
severity factor) inter-turn fault.
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Figure 8.9: Illustration of the inter-turn fault short-circuit current with respect to the fault
severity µ and contact resistance Rf .
cycles and will generally lie within the millisecond range.
8.3.3 Impact of the Inter-turn Fault Severity Factor and Equivalent Fault Resistance
The above figures and analyses focused primarily on the inter-turn short-circuit fault
at an operating point of 3,000 rpm and 140 Nm, with a fault severity factor µ = 12.5%,
and by an equivalent fault resistance Rf that is equal to 1/20 of the total resistance of the
shorted 9 turns. By observing Fig. 8.8, it is evident that an irreversible demagnetization has
already occurred even though the turn fault is still at an incipient stage. Therefore, from a
research point of view, it is of practical interest to investigate the impact of the inter-turn
fault severity factor µ and the equivalent resistance of the fault, Rf , on the emergence of
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Figure 8.10: Percentage of the irreversible demagnetization area over the entire magnet
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Figure 8.11: The minimum flux density of the six points M–S specified on the magnet
with respect to the number of shorted turns (fault severity µ) and contact resistance Rf : (a)
Rf = 0.05Rshort and (b) Rf = 0.1Rshort.
this irreversible demagnetization. In other words, it is of interest to determine whether there
exists some threshold values of these parameters to indicate the occurrence of a fault, or if
there is potentially no impact at all.
Keeping this in mind, therefore, the same techniques and procedures described in this
chapter are applied in order to analyze the phenomenon of irreversible demagnetization by
varying the fault severity factor µ and the equivalent fault resistance Rf . As demonstrated
in Figure 8.2, four stages of fault severity of 1-turn, 3-turn, 6-turn and 9-turn faults are taken
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into consideration, while the fault resistance Rf is set to either 1/10 or 1/20 of the total
resistance for the total number of turns being shorted, generating a sum of 8 cases.
Figure 8.9 illustrates the peak short-circuit current during an inter-turn fault with respect
to the fault severity µ and the contact resistance Rf , demonstrating an inversely-proportional
relationship between the fault current and the total number of turns that are being shorted.
Since there are a total of 72 turns per phase for this IPM motor, shorting 1 or 9 turns would
not make a huge difference to its self-impedance per phase. However, since the shorted turns
are from the same phase and also are of the same slot, the shorted-path would be exposed to
the same magnetic flux linkage and would have some current induced inside this loop, and
then the impedance of the shorted-path would be deterministic to this portion of current. It
is also revealed that the fault current can increase even further with a decrease of the contact
resistance Rf .
The percentage of the area suffering from irreversible demagnetization over the entire
surface area of the magnet is shown in Figure 8.10, and it can be observed that the de-
magnetization intensifies along with the increase of the fault severity µ and the contact
resistance Rf , with a peak demagnetization rate of around 15%. Figure 8.11 demonstrates
the minimum flux density of the six points M to S, as specified in Figure 2, against the
number of shorted turns, while the results featuring the different contact resistances are
shown in Figures 10(a) and (b), respectively. It is interesting to see the minimum values of
point N , the point that is the most vulnerable to irreversible demagnetization, is obtained
with 6 turns shorted, rather than 9 turns.
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Figure 8.12: Experimental setup for introducing the inter-turn fault to the IPM machine.
8.4 Experimental Results Assessing Demagnetization Conditions under Inter-Turn
Short-Circuit Faults
8.5 Chapter Summary
This chapter investigates the dynamic demagnetization characteristics of the Prius
2004 IPM motor with an inter-turn short-circuit fault at an incipient stage. Through the
fault analysis, the current response and the progress towards irreversible demagnetization
are all thoroughly presented, and demagnetization time falls within one or a few electric
cycles and are typically within the millisecond range. In addition, it is identified that the
corner of the magnet at the faulty stator winding side is the most vulnerable to irreversible
demagnetization. Furthermore, the impacts of the fault severity factor µ and the equivalent
contact resistance Rf are thoroughly analyzed, and they ultimately indicate the fact that
an irreversible demagnetization can occur during a single-turn short-circuit fault, and the
irreversible demagnetization ratio is proportional to the number of faulty turns.
The proposed analysis establishes an analysis framework as well as a case study on a
real EV-scaled motor, which is beneficial to the design and optimization of IPM machines.
This is especially true in regards to determining the optimal shape and placement of the
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permanent magnets for the purpose of avoiding irreversible demagnetization at the incipient
stage of the inter-turn short-circuit faults.
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CHAPTER 9
CONCLUSIONS, CONTRIBUTIONS, AND RECOMMENDED FUTURE WORK
9.1 Conclusions
This dissertation has proposed a method carrying out the analytical design and op-
timization of switched reluctance machines (SRM), as influenced by the saturation and
commutation effects, and visualized with advanced machine learning algorithms, specifically
under multiple operating points. It has also proposed a method for the thermal monitoring
of interior permanent magnet (IPM) machines, and it has concluded as demagnetization
assessment under the stator inter-turn short-circuit fault.
Chapter One has introduced the background information regarding the design and
optimization of electrical machines and stated the objective of this research.
Chapter Two presents a comprehensive review of the design of SRMs, including aspects
of the mathematical modeling of the electromagnetic field and multi-objective optimization.
The mathematical modeling approaches can be classified into numerical and analytical
methods. Performance indices of the various multi-objective optimization methods typically
applied to SRMs, including evolutionary algorithms, are systematically introduced and
compared. Finally, state-of-the-art technologies are presented for SRM designs and for
electric/hybrid electric vehicles, and then compared to existing commercial designs in the
market.
In Chapter Three, the principle and progress towards irreversible demagnetization of
permanent magnets are systematically introduced, along with different fault modes that
may trigger the excessive temperature or demagnetization field. While previous attempts
are made to investigate the demagnetization progress of IPM machines under the drive
inverter-initiated three-phase-to-ground and single-phase-to-ground short-circuit faults, less
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attention has been paid to demagnetization under the most common fault type – the inter-turn
short-circuit fault.
Chapter Four has presented multi-objective design and optimization methods for the
switched reluctance machines based on rigorous analytical equations and particle swarm
optimization algorithms. The proposed method is more efficient than the traditional design
methods as it can find an optimal design without the use of heuristic approaches. An
analytical benchmark model of a 6/4 SRM is presented and results are verified by an FEA
simulation. A PSO is performed on 4/2 and 6/4 SRMs, and the optimized design is found
with respect to multiple machine performance indices, through either weighted-sum or vector
objective functions. The optimal design of SRMs can be found and the approximation of the
Pareto front can be completed in hours on an ordinary laptop computer, saving a significant
amount of time and effort for machine designers. The accuracy of the optimized design
is then validated by the post-design FEA examination. This method is also compatible
with different machine design requirements in order to efficiently and accurately generate a
multi-objective optimized switched reluctance machine for targeted applications.
Chapter Five has proposed an ultra-fast analytical design approach for the multi-objective
design and optimization of an SRM, coupled with active current profile optimization. In
addition, the proposed method is very time-saving, and offers machine designers accurate,
handy and convenient initial designs, which can be further verified or fine-tuned by FEA.
This chapter has also compared the nonlinear Pareto front generated by three popular multi-
objective optimization algorithms. Statistical results, which correlate with all data obtained
with different quality indicators, point to the superiority of DE algorithms over NSGA-II
and PSO, in terms of the convergence speed and the quality of the final Pareto front. In
addition, a new perspective on applying the multi-objective Bayesian optimization algorithm
(MOBOA) is presented. Specifically, Gaussian processes are trained to model the employed
objective function, which is refined incrementally via Bayesian posterior updating each time
when new machine design candidates are generated. In turn, the developed GP model of
149
the objective function is used to determine the next round of input vectors to evaluate. The
results show that MOBOA can achieve better approximations of the Pareto front with a
small number of evaluations compared to the NSGA-II algorithm.
In Chapter Six, a case study on an SRM design optimization case study with four
objectives is visualized with the help of self-organizing maps (SOM) visualizing data
clusters, component planes and data projections. It is demonstrated that compared with
the conventional visualization method of parallel coordinates or scatter plots with 2-D
Pareto fronts, the SOM offers intuitive, simple and straightforward information that could
assist machine designers in their decision-making process in choosing the most appropriate
designs candidate for any targeted applications. To further simplify the many-objective
optimization of electric machines considering multiple operating points, the t-SNE algorithm
has been successfully applied to visualize SRM design candidates optimized under multiple
operating points, and these visualizations are significantly better than those produced by
other techniques such as PCA and Isomap. By projecting the high-dimensional data onto a
low-dimensional map, t-SNE is able to provide more informative and intuitive insights to
machine designers attempting to select the initial designs, to those attempting to perform a
second round of optimization and fine-tuning, or for use in the final prototype validation.
Chapter seven has proposed a novel nonintrusive thermal monitoring scheme for the
permanent magnet inside IPM machines using high-frequency flux and torque injection.
The proposed method requires no additional sensors or hardware except for those already
available in IPMSM drives. Compared to the temperature measurement taken by infrared
sensors, the maximum error of the proposed method is less than 3 °C at the steady state
condition.
Chapter Eight has investigated dynamic demagnetization characteristics of the Prius
2004 IPM motor, with an inter-turn short-circuit fault at an incipient stage. Through the
fault analysis, the current response and the progress towards irreversible demagnetization
are thoroughly presented, and demagnetization time falls within one or a few electric cycles,
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and it typically in the millisecond range. In addition, it is identified that the corner of the
magnet that is at the faulty stator winding side is the part that is the most vulnerable part
to irreversible demagnetization. Furthermore, impacts of the fault severity factor µ and
the equivalent contact resistance Rf are thoroughly analyzed, indicating an irreversible
demagnetization can occur during a single-turn short-circuit fault, and the irreversible
demagnetization ratio is proportional to the number of faulty turns.
9.2 Contributions
The main contributions of this research are summarized as follows:
1. A comprehensive literature survey of recent progresses in the multi-objective design
and optimization of switched reluctance machines has been presented. In addition,
SRMs designed for EV applications have been summarized and compared with other
machine types found in commercial EVs. Various SRMs are compared in terms of
the power density, the maximum power, and the overall efficiency retrieved from the
efficiency map.
2. A comprehensive literature survey of existing methods evaluating the demagnetization
severity of IPM machines has been presented. Various driver inverter and machine
faults that can trigger the irreversible demagnetization have been summarized, with
an emphasis on impacts of the stator inter-turn fault.
3. A novel electromagnetic analytical multi-objective design method of switched reluc-
tance machines has been developed, which needs only five prime design variables but
is able to design SRMs in fine details. The advantage over the traditional and other
existing SRM design methods is that this proposed method does not have the heuristic
selection of the design variables such as the saturation coefficient of inductance. The
computing time is almost negligible and the design cycle is significantly reduced
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compared to the traditional heuristic machine design method or the numerical method
such as FEA.
4. A new method for multi-objective designs of switched reluctance machines with active
current profile integration has been developed. The effect of turn-on and turn-off
angles on the performance of SRMs can thus be comprehensively investigated from
the quantitative comparison of results. The proposed method is fast and accurate as it
has taken both the commutation and saturation effects into account.
5. A systematic comparison of the efficiency and effectiveness of three mainstream multi-
objective optimization algorithms (MOOAs) has been performed on the SRM design
and optimization, and it has been identified that the Differential Evolution offers an
overall superior performance compared to the Particle Swarm Optimization and the
Nondominated Sorting Genetic Algorithm in terms of exploration and exploitation.
6. A novel implementation of the Self-Organizing Map has been proposed to visualize
the design and optimization of SRMs with four or more objectives considering a single
operating point. The clustering and visualization of each objective have provided
intuitive results when compared to the traditional visualization approaches, such as the
parallel coordinate and the scatter plot of the Pareto Front, thereby facilitating machine
designers with the decision-making process. In addition, a new implementation of
the t-Stochastic Neighboring Embedding has been proposed to visualize the design
and optimization of SRMs with more than ten objectives at multiple operating points.
Hundreds of design candidates can be distinctively clustered in the high-dimensional
space, when compared to the traditional Principal Component Analysis (PCA) and
Isomap. The centroid of each cluster can be selected for the later fine-tuning process.
7. An innovative application of the Bayesian optimization on the multi-objective op-
timization of electric machines has been proposed. The Bayesian optimization is
able to gather the function evaluations as data and form the posterior distribution
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over the objective function, which in turn can be used to determine the next round of
query points with the highest probability of improvement. Compared to the popular
stochastic multi-objective optimization algorithms, the result obtained by the Bayesian
optimization has proven to be more efficient and able to better approximate the Pareto
front with fewer number of iterations.
8. A sensorless rotor thermal-monitoring method has been proposed for IPM machines
with direct torque controls. The major difficulty encountered by the existing methods,
the intrusive process of installing additional sensors with wireless communication
capability, has been mitigated with the proposed method by injecting either high-
frequency flux or torque signals with drive inverters. Even with only 3% of injected
high-frequency signal, the method achieves a temperature estimation error less than 3
◦C for the steady-state condition.
9. A flexible and detailed finite-element model has been built for the IPM machines with
the stator inter-turn short-circuit fault. The model can be easily modified to simulate
the turn fault with any number of shorted turns so that better understanding of the
demagnetization behaviors during the fault transient can be obtained with regard to
the time duration and severity of the fault. Results have shown that the irreversible
demagnetization are likely to occur along the motor’s maximum capability curve, and
the corner of magnets closest to the stator windings and aligned to the d-axis is the
most vulnerable location for irreversible demagnetization.
The research work presented in this dissertation has resulted in the following publications
[148, 211–232]:
Journal Papers:
[J1] S. Zhang, S. Li, R. G. Harley, and T. G. Habetler, “Performance evaluation and
comparison of multi-objective optimization algorithms for the analytical design of
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switched reluctance machines," CES Trans. Electri. Mach. Syst., vol. 1, no. 1, pp.
58-65, Mar. 2017.
[J2] S. Li, S. Zhang, J. Dang, T. Habetler and R. G. Harley, “Analytical calculation of
the phase inductance profile of switched reluctance machines," IEEE Trans. Energy
Convers., vol. PP, no. PP, pp. PP-PP, 2019.
[J3] S. Li, S. Zhang, C. Gong, T. G. Habetler and R. G. Harley, “An enhanced analytical
calculation of the phase inductance of switched reluctance machines," IEEE Trans.
Ind. Appl., vol. 55, no. 2, pp. 1392–1407, Mar./Apr. 2019.
[J4] S. Li, S. Zhang, T. G. Habetler and R. G. Harley, “Modeling, design optimization and
applications of switched reluctance machines – A review," IEEE Trans. Ind. Appl.,
vol. 55, no. 3, pp. 2660–2681, May/June 2019.
Preprint Papers:
[P1] S. Zhang, S. Zhang, B. Wang, and T. G. Habetler, "Machine learning and deep learning
algorithms for bearing fault diagnostics – A comprehensive review," arXiv preprint
arXiv:1901.08247, 2019.
Conference Papers:
[C1] S. Li, S. Zhang, J. Dang, T. G. Habetler, and R. G. Harley, "Calculating the unsaturated
inductance of 4/2 switched reluctance motors at arbitrary rotor positions based on
partial differential equations of magnetic potentials," in Proc. North Amer. Power
Symp. (NAPS), Charlotte, NC, Oct. 2015, pp. 1-8.
[C2] S. Zhang, S. Li, J. Dang, T. G. Habetler, and R. G. Harley, "Multi-objective design
and optimization of generalized switched reluctance machines with particle swarm
intelligence," in Proc. IEEE Energy Conv. Congr. Expo. (ECCE), Milwaukee, WI,
Sept. 2016, pp. 1-7.
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[C3] S. Li, S. Zhang, T. G. Habetler, and R. G. Harley, "Fast and accurate analytical
calculation of the unsaturated phase inductance profile of 6/4 switched reluctance
machines," in Proc. IEEE Energy Conv. Congr. Expo. (ECCE), Milwaukee, WI, Sept.
2016, pp. 1-8.
[C4] S. Zhang, S. Li, R. G. Harley, and T. G. Habetler, "A multi-objective analytical
design approach of switched reluctance machines with integrated active current profile
optimization," in Proc. IEEE Int. Electr. Mach. Drives Conf. (IEMDC), Miami, FL,
2017, pp. 1-6.
[C5] S. Li, S. Zhang, T. G. Habetler, and R. G. Harley, "A survey of multiphysics modeling
and design optimization of switched reluctance machines," in Proc. IEEE Int. Electr.
Mach. Drives Conf. (IEMDC), Miami, FL, 2017, pp. 1-7.
[C6] S. Li, S. Zhang, C. Jiang, T. G. Habetler, and R. G. Harley, "A fast control-integrated
and multiphysics-based multi-objective design optimization of switched reluctance
machines," in Proc. IEEE Energy Conv. Congr. Expo. (ECCE), Cincinnati, OH, Oct.
2017, pp. 730-737.
[C7] S. Zhang, S. Li, L. He, J. A. Restrepo, and T. G. Habetler, "A high-frequency rotating
flux injection based rotor thermal monitoring scheme for direct-torque-controlled
interior permanent magnet synchronous machines," in Proc. IEEE Int. Electr. Mach.
Drives Conf. (IEMDC), Miami, FL, May. 2017, pp. 1-6.
[C8] S. Zhang, S. Li, L. He, J. A. Restrepo, and T. G. Habetler, "A high-frequency torque
injection-based rotor thermal monitoring scheme for direct-torque-controlled interior
permanent magnet synchronous machines," in Proc. IEEE Energy Conv. Congr. Expo.
(ECCE), Cincinnati, OH, Oct. 2017, pp. 3552-3558.
[C9] S. Zhang, and T. G. Habetler, "A transient model of interior permanent magnet
machines under stator winding inter-turn short circuit faults," in Proc. 43rd Annu.
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Conf. IEEE Ind. Electron. Soc. (IECON‘17), Bejing, China, Oct./Nov. 2017, pp. 1-6.
[C10] S. Zhang, and T. G. Habetler, “Transient demagnetization characteristics of permanent
magnet synchronous machines with stator inter-turn short circuit faults for automotive
applications," in Proc. IEEE Energy Conv. Congr. Expo. (ECCE), Portland, OR, Sep.
2018, pp. 1661-1667.
[C11] S. Zhang, R. G. Harley, and T. G. Habetler, “An efficient multi-objective Bayesian
optimization approach for automated analytical design of switched reluctance ma-
chines," in Proc. IEEE Energy Conv. Congr. Expo. (ECCE), Portland, OR, Sep. 2018,
pp. 4290-4295.
[C12] S. Zhang, S. Li, R. G. Harley, and T. G. Habetler, “Visualization and data mining
of multi-objective electric machine optimizations with self-organizing maps: a case
study on switched reluctance machines," in Proc. IEEE Energy Conv. Congr. Expo.
(ECCE), Portland, OR, Sep. 2018, pp. 4296-4302.
[C13] S. Zhang, S. Zhang, S. Li, and T. G. Habetler, “Visualization of multi-objective
switched reluctance machine optimization under multiple operating conditions with
t-SNE," in Proc. IEEE Energy Conv. Congr. Expo. (ECCE), Baltimore, MD, Sep.
2019.
Research activities outside the scope of this dissertation has resulted in the following
publications:
Conference Papers:
[C14] S. Zhang, A. M. Qwbaiban, J.-M. Huh, and T. G. Habetler, “Dimension and mechani-
cal structure design of low-cost heliostats in concentrated solar power plants," in Proc.
IEEE Energy Conv. Congr. Expo. (ECCE), Baltimore, MD, Sep. 2019.
[C15] S. Zhang, B. Wang, C. Lin, D. Lin, K. H. Teo, and T. G. Habetler, "Quantification
of rolling-element bearing fault severity of induction machines," in Proc. IEEE Int.
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Electr. Mach. Drives Conf. (IEMDC), San Diego, CA, May. 2019, pp. 1-6.
[C16] S. Zhang, S. Zhang, B. Wang, and T. G. Habetler, "Deep learning algorithms for
bearing fault diagnostics – A review," in Proc. IEEE Int. Symp. Diagno. Power
Electron. Drives (SDEMPED), Toulouse, France, Aug. 2019.
[C17] S. Li, S. Zhang, C. Jiang, L. He, and R. G. Harley, “An enhanced active DC-flux
injection based approach for thermal monitoring of induction machines with direct
torque control schemes," in Proc. IEEE Energy Conv. Congr. Expo. (ECCE),
Cincinnati, OH, Oct. 2017, pp. 3537–3544.
[C18] T. P. Tshimanga, S. Zhang, E. Bezabih, L. He, V. Iyer, amd R. G. Harley, “Stator
temperature estimation of open-loop controlled induction machines via active DC
voltage injection," in Proc. North Amer. Power Symp. (NAPS), Charlotte, NC, Oct.
2015, pp. 1–5.
In addition, several more journal and conference papers, based on the research presented
in this thesis, are being prepared.
9.3 Recommended Future Work
While this PhD dissertation has presented contributions to various aspects of design
optimization of switched reluctance machines and condition monitoring of demagnetization
of interior permanent magnet machines, there are several directions in which further research
could build upon the results presented in this work.
1. A cost model can be developed for switched reluctance machines and added into the
design objective. The cost of the product is always one of the major concerns for
manufacturers. Hence, the proposed method will find more applications if machine
cost is included.
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2. The majority of works on electric machine optimization employs some gradient-free,
population-based stochastic methods. Besides their simplicity, this popularity is also
attributed to the difficulty while taking derivatives of the motor’s analytical model,
since certain variables can only be discrete values or integers, such as the number of
turns in a stator slot. However, the recent progress on nonsmooth optimization, such
as the stochastic gradient descent, as well as the mixed integer nonlinear program-
ming, may have the potential to approximate the derivatives and perform machine
optimizations with deterministic methods.
3. For different applications, there might be special design considerations and require-
ments. For example, a good flux-weakening capability and a high torque burst
capability are desired for traction motors in electric vehicle applications. Such special
application-based challenges are presently solved by designer’s experience and by
trial-and-error. Since the proposed design method already designs SRMs in fine
details, these special considerations can be possibly added into the proposed design
method. Some multi-objective optimization algorithms may possibly find designs that
not only meet those additional challenges, but also have better performances (higher
efficiency, cooler, less weight, etc.) than existing designs.
4. Theoretically investigate the relationship between the induced eddy current and the
magnetic resistance, which can provide general guidelines and a solid theoretical
ground for applying this high-frequency signal injection scheme to monitor the magnet
temperature on any permanent magnet machine.
5. Research can be carried out to apply machine learning and deep learning algorithms on
the thermal monitoring and demagnetization assessment of IPM machines. The time-
series data collected may be those already measured, such as the electric current, speed,
and stator winding temperatures. These algorithms can typically learn and identify
convoluted fault features not commonly observable or interpretable by humans.
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