The nonsubsampled contourlet transform (NSCT) is a new multi-resolution transform, which can give an asymptotic representation of edges and contours in image by virtue of its characteristics of multi-direction, flexible multi-scale and shift-invariant simultaneity. For fusion between visible light image and infrared image, this paper proposed a new method based on nonsubsampled contourlet transform and the visual characteristics of region. Firstly, two original images were decomposed into different frequency sub-band coefficients by using NSCT, and then the selection of the low frequency subband coefficient and the bandpass direction subband coefficient was discussed respectively. For the choice of low frequency subband coefficient, this paper proposed a new method that chose coefficient based on the visual characteristics of region and gradient characteristics. For the choice of bandpass direction subband coefficient, this paper uses a direct method that chose the coefficient based on maximum regional uniformity obtained by the visual characteristics of region. Finally, the fused image was obtained by performing the inverse NSCT on the combined coefficients. The experimental results show that this fusion algorithm proposed in this paper achieved significant results to extract target in the infrared image and preserve edge of the target. At the same time, it also achieved good results to effectively preserve image details in the visible light image.
Introduction
Image fusion is a tool to combine multisource imagery using advanced image processing techniques. It aims at the integration of disparate and complementary data to enhance the information apparent in the images as well as to increase the reliability of the interpretation [1] . In image fusion, the fusion of infrared image and visible light image is an important area. Infrared sensor can capture infrared radiation of the target and its main goal records the target own information obtained by infrared radiation. Visible light images provide more abundant information and details of the scenes and are better visibility. Therefore, the fusion between infrared image and visible light image can integrate characteristics of target in infrared images and the information of scene in visible light image scene, and thus can get more detailed accurate information.
During the last decade, a number of fusion algorithms have been proposed, and the fusion methods based on the multiscale transform are the most typical. The commonly used the multiscale transform tools include the Laplacian pyramid and the wavelet transform. The pyramid decomposition and its improved methods [2] [3] [4] [5] fuse images on different spatial frequency bandwidth, but it isn't quite satisfied with the result for the interlayer correlation and high redundancy of the pyramid decomposition. The wavelet transform and its improved methods [6] [7] [8] [9] [10] [11] [12] [13] [14] can well preserve the high frequency information of the images and has an ability to present the local characteristics of information in both frequency and spatial domain, but it still in some extent loses some characteristics of the original images and leads to some false information as lacking shift invariance. In 2006, Cunha proposed a novel method based on multi-scale transform, the nonsubsampled contourlet transform [15] . The NSCT is not only with multi-scale, localization, and multi-direction, but also with properties of shift-invariance and the same size between each sub-band image and the original image. For fusion between visible light images and infrared image, this paper proposed a new method based on nonsubsampled contourlet transform and the gradient of uniformity. The method takes advantage of the relationship between contrast sensitivity threshold and the background in human visual system so that it can identify the target in the infrared image more accurate, and combines with the gradient of uniformity of the image to reduce the loss of the target edge information.
Non-subsampled Contourlet Transform
The tool of multiscale geometric analysis characteristic of local, directional, and multiresolution, has been broadly used in image fusion. Nowadays, wavelet transform is an efficient tool to express the one-dimensional (1-D) piecewise smooth signals, but in the case of two-dimensional (2-D) signals, it cannot efficiently present edges of a nature image. In addition, separable wavelets are deficient in capturing only limited directional information and feature of multi-dimensional signals.
To overcome the drawbacks of wavelet in dealing with higher dimension signals, M. N. Do and M. Vetterli [14] recently pioneered a new representational system named contourlet, a real representation of 2-D signal. Afterwards, A.L.da Cunha, et al. [15] proposed the NSCT evolving from contourlet transform. The NSCT not only retains the characteristics of contourlet, but also has other important properties of the shift invariance. The size of different sub-bands is identical, so it is easy to find the relationship among different sub-bands, which is beneficial for designing fusion rules. The contourlet transform and NSCT have a similar approach of decomposition and reconstruction. In NSCT, the multiscale analysis and the multidirection analysis are also separate, but both are shift-invariant. First, the nonsubsampled pyramid (NSP) is used to obtain a multiscale decomposition by using two-channel nonsubsampled 2-D filter banks. The NSP decomposition is similar to the 1-D nonsubsampled wavelet transform (NSWT) computed with the à trous algorithm. Second, the nonsubsampled directional filter bank (NDFB) is used to split band pass subbands in each scale into different directions. Figure 1 shows a multiscale and directional decomposition by using a combination of a NSP and a NDFB. However, the NSCT differs from the contourlet transform in that the NSCT eliminates the down-samplers and up-samplers. The NSCT is a fully shift-invariant, multiscale, and multidirection expansion that has a fast implementation. Consequently, introduction of NSCT into image fusion could do justice to the good character of NSCT in effectively presenting features of original images. 
The image fusion based on nonsubsampled contourlet transform
Based on the above theory, NSCT can effectively be applied to image fusion. The image fusion based on nonsubsampled contourlet transform is usually done by the following steps.
( 
(3) Inverse transforms
With the usage of the inverse NSCT, the fused image can be acquired with NSCT.
Image Fusion Algorithm Based on NSCT and the Gradient of Uniformity
In this section, the proposed fusion algorithm in this paper will be discussed in detail. We assume the fusion process is to generate a fused image F from a pair of original images denoted by A and B. Again, we assume here that the original images have already been registered perfectly. In image fusion based on NSCT, rules of fusion play a decisive role for quality of the fused image. Fusion rules will be discussed detailed for fusion between the infrared image and visible light image in this section.
Fusion rules of low-frequency subband coefficients
The primary goal of fusion between Infrared image and visible light image is to highlight the target information of the image, and low-frequency component obtained by image decomposition occupy the major energy and reflect the contour feature of the image. Therefore, the integration strategy for low-frequency subband coefficients is essential in fusion of infrared image and visible light image. In the infrared image, the target has the same characteristics of infrared radiation so that texture characteristic of the target area is characterized by generally consistent and is more uniform on the visual effect. Based on the characteristic of infrared image, for the selection of low-frequency subband coefficients we use the regional uniformity to measure the regional uniformity of the image and detect the target object area in the infrared image. At the same time, if only the method based on regional uniformity is used would be easy to lose part of edge information in the target, so the gradient of uniformity in the target is introduced to reserve edges. Finally, with operation of the threshold, the integration of low-frequency coefficients will be achieved.
Uniformity measure of the region based on visual characteristics
Vision is the result of the eye's perception for objective things. Human visual system (HVS) is used to study the theory of characteristics of human visual system, So far, humans have failed to truly understand and master the complexity of visual processing, but people have found some useful visual phenomena, such as the visual threshold, visual masking phenomenon. As we all know, for subjective visual effect MSE (Mean Squared Error) sometimes does not match with the visual system (Human Vision System). As the block variance is the MSE in fact, the block variance is not an ideal measure standard of regional uniformity [17] . According to the feature of contrast masking, the visual sensitivity can be used to measure of uniformity of an area to improve the degree of matching with the visual system. To describe the difference in image perception based on the visual characteristics, the paper [18] proposed an efficient measure method of block uniformity of the image according to the non-linear relationship between the contrast sensitivity threshold and the background brightness, the defined as follows. For size n × n block Bk of the image f (x, y), parameters of the uniformity are defined as equation (1) 2 ( , )
where m k is the mean of B k and w(m k ) is the weighting factor after considering the contrast sensitivity threshold. Equation (1) is different from the block variance in two aspects. First, considering the visual characteristics of the system, the contrast is used to measure the change of the signal visibility in the image block rather than the mean square error. Second, considering the non-linear relationship between the contrast sensitivity threshold and the background brightness, the weighted factor w(m k ) that is adjusted by block average brightness is introduced.
Rule of fusion
For the selection of the low-frequency subband coefficient, this paper proposed a new method that chose coefficient based on the visual characteristics of the region and gradient of the uniformity. The method mainly uses the threshold and the weighted average to selection the coefficient of the fused image F, such as equation (2) 
In the equation (3) and equation (4) v  is uniformity gradient operator of the image and specifically described as equation (5) shows, which D (m, n) is the image of uniformity gradient. 
3) indicate for the visible light image that if the mean value of the local area and the value of local uniformity are greater, the local area denotes the more uneven and has more background information, and thus it will contribute to the fused image greater. Equation (4) indicate for the infrared image that If the mean value of the local area has greater difference relative to the value of overall average and the value of uniformity is smaller, The possibility that the area is the target is bigger.
Experimental results and analysis
Visible light image Figure 2 (a) and infrared image Figure 2 (b) obtained in the same scene are used to evaluate the proposed fusion algorithm. For comparison purposes, the fusion is also performed using the DWT-based method and the NSCT-based method, in all of which the lowpass subband coefficients and the bandpass subband coefficients are simply merged by the averaging scheme and the absolute maximum choosing scheme respectively. Figure 2 Figure 2 shows the three methods all have achieved good results that the target is clear in the fused image and the details of scene in the image also is clear. It can be seen by comparing that Figure 2 shows that the fused image attained by proposed method is with the best visual quality. Almost all the useful information of the original images has been transferred to the fused image, and mean time, fewer artifacts are introduced during the fusion process. Evidently, many artifacts are introduced in the fused image attained by the DWT-based method, and the fused image obtained by the NSCT-based method is reduced greatly. In order to better evaluate the effect of the fused image, this paper has adopted an objective evaluation method to evaluate results objectively. As the fusion results of infrared image and visible light image haven't the standard image to be compared, so this information entropy (H), root mean square cross-entropy (RCE) and the average gradient (G) as key indicators for objective evaluation are adopted. The information entropy of the image reflects the richness of image information，and the size of entropy represents the average amount of information contained in the image. Smaller RCE means that the fused image extracted the more information from original images, and the effect of fusion is relatively better. The average gradient of the image can be sensitive to reflect the clarity in the fused image, and the spatial average gradient is greater, the fused image is clearer. Table 1 shows the objective evaluation data of the three methods. The entropy H of the fused image obtained by the method presented in this paper is maximum, which means that the fused image contains the largest amount of information and has relatively better fusion result than others. Meanwhile, the RCE of the fused image obtained by the method presented in this paper is minimum, which means that the fused image extracts more information from the original images and has relatively better fusion result. 
Conclusion
The multiscale image decomposition and reconstruction tool and the fusion rule are the two most important components of MST-based fusion algorithms. As a new image multiscale geometric analysis tool, the NSCT is more suitable for image fusion because of many advantages such as multiscale, localization, multi-direction, and shift-invariance. Therefore, a novel image fusion algorithm based on the NSCT and the gradient of uniformity is proposed in this paper. Specially, according to the characteristics of the human vision system and the perfect property of the NSCT, the selection principles for different subband coefficients are discussed in detail. One set of infrared image and visible light image has been used to evaluate the performance of the proposed fusion algorithm, and the experimental results demonstrate that we can get the better fused image by using the proposed method.
Finally, it is important to note that the proposed NSCT-based fusion algorithm outperforms the wavelet-based fusion algorithm and the simple NSCT-based fusion. However, the improved performance is at the cost of increasing computational complexity and memory during the fusion process. Of course, in some cases such as image coding and image compression, where redundancy is a major issue, the higher redundancy of the NSCT may also limit its applications.
