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Abstract
We consider a classical Hamiltonian H on R2d , invariant by a Lie group of symmetry G, whose Weyl quantization Ĥ is a
selfadjoint operator on L2(Rd). If χ is an irreducible character of G, we investigate the spectrum of its restriction Ĥχ to the
symmetry subspace L2χ (Rd) of L2(Rd) coming from the decomposition of Peter–Weyl. We give semi-classical Weyl asymptotics
for the eigenvalues counting function of Ĥχ in an interval of R, and interpret it geometrically in terms of dynamics in the reduced
space R2d/G. Besides, oscillations of the spectral density of Ĥχ are described by a Gutzwiller trace formula involving periodic
orbits of the reduced space, corresponding to quasi-periodic orbits of R2d .
© 2005 Elsevier SAS. All rights reserved.
Résumé
On considère un hamiltonien classique H sur R2d , invariant par un groupe de Lie G de symétrie, et dont le quantifié de Weyl
Ĥ est un opérateur autoadjoint sur L2(Rd). Si χ est un caractère irréductible de G, on étudie le spectre de sa restriction Ĥχ au
sous-espace de symétrie L2χ (Rd) de L2(Rd) provenant de la décomposition de Peter–Weyl. On donne une asymptotique de Weyl
semi-classique pour la fonction de comptage des valeurs propres de Ĥχ dans un intervalle R, et on interprète géométriquement
le premier terme dans l’espace réduit R2d/G. Par ailleurs, on décrit les oscillations de la densité spectrale de Ĥχ en donnant
une formule de trace à la Gutzwiller, faisant apparaître les orbites périodiques de l’espace réduit, qui correspondent à des orbites
quasi-périodiques de R2d .
© 2005 Elsevier SAS. All rights reserved.
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1. Introduction
The purpose of this work is to give semi-classical spectral asymptotics of a quantum Hamiltonian on R2d reduced
by a compact Lie group of symmetry G. We will interpret coefficients in terms of reduced classical dynamics in
R
2d/G. This paper follows a preceding study on finite groups (see [6,7]). For a more detailed introduction to the
concepts, we refer the reader to this article.
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compact manifold M for the Laplacian, or for an elliptic differential operator, as it was done for a compact Lie group
of symmetry simultaneously by Donnelly [13] and Brüning and Heintze [4] in 1978–79. They gave Weyl asymptotics
of the eigenvalues counting function of the operator for high energy, and interpreted the results in terms of the reduced
space M/G. The same study was done by Helffer and Robert in 1984–86 in Rd for an elliptic pseudo-differential
operator with a finite or compact Lie group of symmetry (see [20,21]). The semi-classical version of this work was
done by El Houakmi and Helffer in 1984–91, still for Weyl asymptotics (see [14,15]). However the computation of
the leading term was not totally achieved, which forms one of the goals of this article. Coming back to compact
manifolds, at the end of the 80s, Guillemin and Uribe showed oscillations of the spectral density of a reduced elliptic
pseudo-differential operator could be described by a trace formula involving periodic orbits of the reduced space (see
[16–18]). Another aim of this paper is to give an analogue of this result in Rd in the context of articles of Helffer
and Robert previously quoted, using a different method. This investigation is also related to the work of Borthwick,
Paul and Uribe [3] (see also Charles [9]) with Toeplitz operator on Kähler manifolds: even if their point of view
consists in quantizing directly the Hamiltonian in the reduced space, following the theory of geometric quantization
and symplectic reduction of Kostant, Souriau, Guillemin et al., they give a reduced Gutzwiller formula in this context.
We briefly recall our setting: H :R2d → R is a smooth Hamiltonian. G is a compact Lie group of invertible linear
applications of the configuration space Rd . It acts symplectically on the phase space Rd × Rd by M :G → Sp(d,R)
defined by:
M(g)(x, ξ) := (gx, tg−1ξ). (1.1)
We assume that G is a symmetry for H , i.e., H is G-invariant:
H
(
M(g)z
)= H(z), ∀g ∈G, ∀z ∈ R2d . (1.2)
The Hamiltonian system associated to H is:
z˙t = J∇H(zt ), where J =
(
0 Id
−Id 0
)
. (1.3)
It has the property that its flow Φt commutes with the symmetry M(g) for all g in G.
From the quantum point of view, under suitable assumptions (see (3.2)), the Weyl quantization of H is given by
(if u ∈ S(Rd)):
Opwh (H)u(x) = (2πh)−d
∫
Rd
∫
Rd
e
i
h
(x−y)ξH
(
x + y
2
, ξ
)
u(y)dy dξ, ∀x ∈ Rd . (1.4)
In particular, Opwh (H) is essentially selfadjoint on S(Rd) and we denote by Ĥ its selfadjoint extension with domain
D(Ĥ ). G acts on the quantum space L2(Rd) through M˜ defined for g ∈ G by:
M˜(g)(f )(x) := f (g−1x), ∀f ∈ L2(Rd), ∀x ∈ Rd . (1.5)
If χ is an irreducible character of G, we set dχ := χ(Id). Then, the symmetry subspace L2χ (Rd) associated to χ is
defined as the image of L2(Rd) by the projector:
Pχ := dχ
∫
G
χ(g)M˜(g)dg, (1.6)
where dg is the normalized Haar measure on G. Then L2(Rd) splits into a Hilbertian sum of L2χ (Rd)’s (Peter–Weyl
decomposition), and the property (1.2) implies that each L2χ (Rd) is invariant by Ĥ . The restriction Ĥχ of Ĥ to
L2χ (R
d), will be called here the reduced quantum Hamiltonian.
Our goal is to investigate the spectrum of Ĥχ in a localized interval of energy as h goes to zero. Without symmetry,
the celebrated ‘Correspondence Principle’ roughly says that semi-classical asymptotics link quantum objects defined
through Ĥ (as trace or eigenvalues counting function) with quantities of the classical Hamiltonian system (1.3) of H .
In the framework of symmetries, since specialists of classical dynamics are used to investigate (1.3) in the quotient
R2d/G, we expect that semi-classical asymptotics would link the spectrum of Ĥχ with quantities of the Hamiltonian
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Section 2 for details).
It is easy to check that Ω0 is invariant by the action of G. We denote the reduced space by:
Ωred := Ω0/G. (1.7)
Let π :Ω0 → Ωred be the canonical projection on the quotient. Thanks to (1.2), we can clearly define the reduced
classical Hamiltonian H˜ :Ωred → R by:
H˜
(
π(z)
) := H(z), ∀z ∈ Ω0. (1.8)
The topological flow Φ˜t :Ωred → Ωred is defined for all t such that the flow Φt of H exists, by:
Φ˜t
(
π(z)
) := π(Φt(z)), ∀z ∈ Ω0. (1.9)
Let U be an open set of R2d invariant by the action of G. Under suitable assumptions (mainly the fact that stabilizers
are conjugate on Ω0 ∩ U—see Definition 2.1), then Ω0 ∩ U is a smooth submanifold of R2d , (Ω0 ∩ U)/G ⊂ Ωred
inherits a structure of smooth symplectic manifold from R2d , such that the restriction of π and H˜ would be smooth,
and such that Φ˜t would be the flow of the Hamiltonian H˜ . The Riemannian structure of Ω0 also descends to the
quotient, and we get a notion of volume on Ωred. Note that, since all stabilizers are conjugate on Ω0 ∩U , all G-orbits
of points of Ω0 ∩U have the same dimension as submanifolds of R2d . A first result is the following:
Theorem 1.1. Let ε > 0, E1 <E2 in R and set U := H−1( ]E1 − ε,E2 + ε[ ). Assume that conditions of symplectic
reduction (Definition 2.1) are fulfilled on Ω0 ∩ U . Suppose that H−1([E1 − ε,E2 + ε]) is compact and that E1 and
E2 are non critical values of H˜ . Then, for small h’s, the spectrum of Ĥχ is discrete in I := [E1,E2], and, if NI,χ (h)
denotes the number of eigenvalues of Ĥχ in I (with multiplicity), then we have:
NI,χ (h) = (2πh)k0−ddχVolred
(
H˜−1(I )
)[
ρχ |H0 : 1
]+ O(hk0−d+1), (1.10)
where k0 is the common dimension of G-orbits on Ω0∩U , and Volred is the Riemannian volume on Ωred. The algebraic
quantity [ρχ |H0 : 1] is an integer described in Theorem 3.1.
This result generalizes the ones of Donnelly, and Brüning and Heintze to the case of Rd in a quantum semi-classical
context. It was already conjectured for high energies in [21], where authors gave theoretical asymptotics using BKW
methods, as in [15] for a semi-classical version.
Our second main result is devoted to the oscillations of the spectral density of states of Ĥχ in a neighbourhood of
an energy E ∈ R. We get a trace formula similar to the one of Guillemin and Uribe [18], involving a sum over periodic
orbits with energy E of the Hamiltonian system of H˜ in Ωred. We set:
Σ˜E :=
{
H˜ = E}⊂ Ωred and Lred(E) := {t ∈ R: ∃x ∈ Σ˜E : Φ˜t (x) = x}. (1.11)
We suppose that:
• There exists δE > 0 such that H−1([E − δE,E + δE]) is compact;
• f :R → R is such that its Fourier transform fˆ is smooth and compactly supported;
• ψ :R → R is smooth and compactly supported in ]E − δE,E + δE[.
Then, for small h’s, ψ(Ĥχ ) is trace class and we denote by Gχ (h) the well defined following trace:
Gχ (h) := Tr
(
ψ
(
Ĥχ
)
f
(
E − Ĥχ
h
))
. (1.12)
If t0 	= 0, let Pred(E, t0) be the set of periodic orbits in Σ˜E admitting t0 as a period.
Theorem 1.2. Set U := H−1( ]E − δE,E + δE[ ). Suppose that hypotheses of symplectic reduction are fulfilled
on Ω0 ∩ U . Moreover, suppose that periodic orbits of Σ˜E ⊂ Ωred having a period in Supp fˆ are non degenerate
(in the sense of [10]) for these periods. Suppose also that 0 /∈ Supp(fˆ ).
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whose coefficients are distributions in fˆ with support in Lred(E)∩ Supp fˆ . Moreover, the first term is given by:
Gχ (h) = ψ(E)dχ
∑
t0∈Lred(E)∩Supp fˆ
fˆ (t0)
∑
γ¯∈Pred(E,t0)
e
i
h
Sγ¯ (t0) 1
2π
∫
Λγ¯ ,t0
χ(g)d(t0, z, g)dσΛγ¯ (z, g)+ O(h), (1.13)
where Sγ¯ (t0) :=
∫ t0
0 pt (z)q˙t (z)dt (with Φt(z) = (qt (z),pt (z)) ∈ Rd × Rd ) does not depend on z such that π(z) ∈ γ¯ ,
and:
Λγ¯ ,t0 :=
{
(z, g) ∈ (Ω0 ∩ΣE)×G: M(g)Φt0(z) = z and π(z) ∈ γ¯
}⊂ R2d ×G. (1.14)
The density d(t0, z, g) does not depend on h and χ and is detailed in Theorem 4.6 using quantities describing the
classical dynamical system (1.3).
Note that, even if periodic orbits are non degenerate in the reduced space Ωred, the ones of Ω0 are generally
degenerate in R2d . Indeed, elements of G map a periodic orbit of Ω0 into another one of same period, which creates
tubes of periodic orbits with same period and does not match with a non degenerate situation.
The author expects that one can calculate the density d(t0, z, g) in terms of primitive period, Maslov index, and of
the energy restricted Poincaré map of the periodic orbit γ¯ . This seems to be a non-trivial calculus we have been able
to complete only for finite groups for the moment (see [7]). See also the work of the physicist S.C. Creagh in [12]. If
one omits the assumption of non-degeneracy, under hypothesis of ‘G-clean flow’ (see Definition 4.4), we still get an
asymptotic expansion, which depends on the connected components of the set:
CE =
{
(t, z, g) ∈ Supp(fˆ )× R2d ×G: z ∈ (Ω0 ∩ΣE), M(g)Φt (z) = z}. (1.15)
As in the article on finite groups [7], we will use the work of Combescure and Robert on coherent states instead of
a traditional WKB method. The structure of this paper is the following: In Section 2, we precise our setting to get a
nice smooth structure on the reduced space Ωred and give examples of classical and quantum reduced Hamiltonians.
Section 3 is dedicated to the so called ‘weak asymptotics’, i.e., the asymptotic expansion of Tr(f (Ĥχ )) when f (Ĥχ )
is trace class. This will help us to compute geometrically the leading term of (1.10) for Weyl asymptotics. Then we
adapt the method of [10] using coherent states, which leads us to an application of the generalised stationary phase
theorem in Section 4. We find optimal conditions (called G-clean flow conditions) to apply this theorem to our case
and give theoretical asymptotics. In Section 5, we describe the particular case where Supp(fˆ ) is located near zero,
and get Theorem 1.1. Section 6 is dedicated to the case where we suppose that periodic orbits are non degenerate in
the reduced space, and leads to Theorem 1.2.
2. Symplectic and quantum reduction
2.1. Symplectic reduction
Let H :R2d → R be a smooth Hamiltonian invariant by a compact Lie group G of dimension p as in Section 1.
The theorem of E. Noether says that, if G is not finite, then G provides the system (1.3) with integrals. In our case,
these integrals are easy to compute. If A ∈ G, the Lie algebra of G, we define M(A) as
M(A) :=
(
A 0
0 −tA
)
. (2.1)
Then, if FA :R2d → R is defined by FA(z) := 12 〈JM(A)z, z〉, then FA is a first integral of H . Indeed, one can
differentiate at t = 0 the identity:
H
(
etM(A)z
)= H(z),
to get {H,FA} = 0, where { , } denotes the Poisson bracket (JM(A) is symmetric since for g ∈ G, M(g) is symplec-
tic). Now, if A1, . . . ,Ap is a basis of G, then we define the momentum map F :R2d → Rp by F := (FA1, . . . ,FAp).
The zero level of F is:
Ω0 := F−1
({0})= ⋂ F−1A ({0}). (2.2)A∈G
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Ω0 is invariant by the action of G. Hence we can define Ωred as in (1.7), and π as the projection on this quotient.
We want to get, roughly speaking, a smooth structure on Ωred. A natural hypothesis would be to suppose that Ω0 is
a manifold and that all stabilizers are conjugate on Ω0 (see for example [22, Theorem 4.18, p. 196]). Nevertheless,
as we already said, zero is in Ω0, and its stabilizer is G itself since the action is linear. One can also make this
hypothesis only on Ω0 \ {0}. However, this would exclude the case of a cylindrical symmetry as we will see below.
A less restrictive hypothesis consists in demanding a smooth structure only on a part of Ωred, which will be enough
for our quantum application.
Definition 2.1. If U is an open set of R2d invariant by the action of G, we say that ‘hypotheses of reduction are
satisfied on U ∩Ω0’ if U ∩Ω0 	= ∅ and if following assumptions are fulfilled:
• Stabilizers of points of Ω0 ∩U are all conjugate subgroups of G;
• ∀z ∈Ω0 ∩U , dim(Ω0 ∩U)= 2d − dim(G(z)).
We then have the following theorem generalizing the case of a free action originally given by J. Marsden and
A. Weinstein (one can find a proof of this theorem in the book [23, Theorem 8.1.1, p. 202]):
Theorem 2.2 ((Symplectic reduction)). If U is an open set of R2d such that hypotheses of reduction are satisfied on
U ∩ Ω0, then U ∩ Ω0 is a smooth submanifold of R2d , and there exists a unique structure of smooth manifold on
(Ω0 ∩U)/G ⊂ Ωred such that the restriction of π to Ω0 ∩U is a smooth submersion. Moreover, there exists a unique
symplectic form wred on (Ω0 ∩U)/G such that π∗wred is the restriction of 〈J.; .〉R2d to Ω0 ∩U . Finally, the restriction
H˜ : (Ω0 ∩ U)/G → R is smooth, π maps the integral curves of (1.3) lying in Ω0 ∩ U on those of the Hamiltonian
system induced by H˜ on (Ωred,wred), and Φ˜t is the flow of H˜ .
Under hypotheses of Definition 2.1, we will denote by:
H0 ⊂ G the stabilizer of one point z0 in Ω0 ∩U, and k0 := dim
(
G(z0)
)
, (2.3)
k0 being then the common dimension of G-orbits in Ω0 ∩U . Thus we have dim((Ω0 ∩U)/G) = 2(d − k0). Note that
(Ω0 ∩U)/G inherits of a Riemannian structure from the submersion π :Ω0 ∩U → (Ω0 ∩U)/G, which in particular
gives a measure on this set. Moreover, by a dimensional argument, we have TzΩ0 = (JGz)⊥.
Remark. Most of time we will take U := H−1(I ), where H is G-invariant and I is an open interval of R. Thus,
hypotheses of reduction will not be fulfilled if 0 ∈H−1(I ). This would require an additional treatment as it was done
in [15].
Now, we give examples of classical reduction:
– Spherical symmetry: G= SO(d), p = d(d − 1)/2. It is easily seen that we have the following results:
Ω0 =
{
(x, ξ) ∈ Rd × Rd : vectors x and ξ are linearly dependent}.
Stabilizers are conjugate in Ω0 \ {0}, which is a submanifold of dimension d + 1 of R2d , and thus we have
dim(Ω0 \ {0}) = 2d − dim(G(z)) for all z in Ω0 \ {0}. Hence, for an invariant open set U in Rd × Rd such that
Ω0 ∩U 	= ∅, hypotheses of reduction are fulfilled on Ω0 ∩U if and only if 0 /∈ U .
– Cylindrical symmetry: d = 3 and G is the group of rotations of R3 around the vertical axis. It is also easy to see
that
Ω0 =
{
(x, ξ) ∈ R3 × R3: (x1, x2) and (ξ1, ξ2) are colinear
}
.
Ω0 is the disjoint union of two sets Ω1 and Ω2 with:{
Ω1 := {(0,0, x3;0,0, ξ3): x3 ∈ R, ξ3 ∈ R};
Ω2 := {(x′, x3; ξ ′, ξ3): x′ and ξ ′ are colinear in R2, and (x′, ξ ′) 	= 0}.
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dim(Ω2) = 5 = 2d −G(z) if z ∈ Ω2. Thus for an invariant open set U in R3 × R3 such that Ω0 ∩U 	= ∅, hypotheses
of reduction are fulfilled on Ω0 ∩U if and only if U ∩Ω1 = ∅.
2.2. Quantum reduction
For general background on the decomposition of Peter–Weyl, reduced Hamiltonians and interpretation of symme-
try, we refer the reader to [7,8,21], and [28,24]. We just recall that if Ĝ denotes the set of irreducible characters of G,
then G is countable (since G is compact), and with the definition of L2χ (Rd) given in Section 1, we have the Hilbertian
decomposition,
L2
(
R
d
)= ⊥⊕
χ∈Ĝ
L2χ
(
R
d
)
, (2.4)
which comes from the identity:
M˜(g)−1Opwh (H)M˜(g) = Opwh
(
H ◦M(g)), ∀g ∈G. (2.5)
Basic properties of the L2χ (Rd)’s are the same as in the case of finite groups, excepted for the spectrum inclusion⋃
χ∈Gˆ σ (Ĥχ ) ⊂ σ(Ĥ ), without equality in general (see [8, pp. 11–12]).
Then we give examples of quantum reduction: for a character χ of degree 1, we have a simple description of
L2χ (R
d) (see [21] or [7]),
L2χ
(
R
d
)= {f ∈ L2(Rd): M˜(g)f = χ(g)f }.
This is in particular the case with χ = χ0, the character of the trivial representation of G, i.e., the representation of
degree 1, constant equal to identity. If we endow Rd/G with the image measure of the Lebesgue measure on Rd
by the canonical projection π on the quotient, we note that the map u → u ◦ π identify L2χ0(Rd) with L2(Rd/G).
When the group is abelian, characters are of degree 1 (see [27]). This is the case for G = SO(2) with d = 2. One can
show that Ĝ is indexed by Z, and if Rθ is the rotation of angle θ in the anticlockwise sense, then Ĝ = (χn)n∈Z with
χn(Rθ ) := einθ , and
L2χn
(
R
2)= {f ∈ L2(R2): f˜ (r, θ) = e−inθg(r), g ∈ L2(R+, r dr)},
where f˜ is the expression of f in polar coordinates. Using the expression of the Laplacian in spherical coordinates, if
H(x, ξ) := |ξ |2 +V (x) where V (x) = V0(|x|) is radial in R2, then (with h = 1) we get that Ĥχn is unitary equivalent
to the following operator on L2(R+, r dr):
−∂2r −
1
r
∂r + n
2
r2
+ V0(r).
An example with characters of arbitrary high degrees is given by G = SO(3). Conjugation classes are given by
rotations with same angle (non-oriented). Let R˜θ denotes the rotation with angle θ around the vertical axis, then
Ĝ = (χn)n∈N with:
χn
(
R˜θ
) := n∑
k=−n
eikθ = sin((2n+ 1)θ/2)/ sin(θ/2), θ ∈ [0,2π].
Hence, dχn = 2n + 1. Moreover, we can describe the symmetry subspaces using spherical harmonics (Yn,k), with
n ∈ N and k ∈ {−n, . . . , n} (n is the quantum azimuthal number), which are the eigenfunctions of the Laplacian in
spherical coordinates (−sphYn,k = n(n+ 1)Yn,k):
L2χn
(
R
3)= {f ∈ L2(R3): f˜ (r, θ, ϕ) = g(r) n∑ λkYn,k(θ,ϕ), λk ∈ C, g ∈ L2(R+, r2 dr)},
k=−n
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where V (x) = V0(|x|) is radial in R3, then (with h = 1) we get that Ĥχn is unitary equivalent to the following operator
on L2(R+, r2 dr):
−∂2r −
2
r
∂r + n(n+ 1)
r2
+ V0(r).
3. Weak asymptotics
The following result is interesting in itself and is also a usual way to compute the first term of the asymptotic
expansion of the eigenvalues counting function of Ĥχ (Theorem 1.1).
Theorem 3.1. Let G be a compact Lie group of Gl(d,R) and H :R2d → R be a smooth Hamiltonian G-
invariant satisfying (3.2). Let E1 < E2 be such that H−1([E1 − ε,E2 + ε]) is compact (where ε > 0). If U :=
H−1( ]E1 −ε,E2 +ε[ ) is such that hypotheses of reduction are satisfied on Ω0 ∩U , if f :R → R is smooth, compactly
supported in ]E1,E2[, if χ ∈ Ĝ, then, for small h’s, f (Ĥχ ) is trace class and Tr(f (Ĥχ )) has a complete asymptotic
expansion in powers of h as h → 0+, with first term:
Tr
(
f
(
Ĥχ
))= (2πh)k0−ddχ ∫
Ωred
f
(
H˜ (x)
)
dσred(x).[ρχ |H0 : 1] + O
(
hk0−d+1
)
. (3.1)
Here dσred is the measure corresponding to the Riemannian structure on (Ω0 ∩U)/G, H˜ is given by (1.8), k0 is the
common dimension of G-orbits on Ω0 ∩U , and [ρχ |H0 : 1] is an integer. Namely, if H0 is any stabilizer of Ω0 ∩U and
ρχ is any representation with character χ , then it is the number of times that the trivial representation 1 is contained
in the decomposition into irreducible representations of ρχ restricted to H0.
Next sections are dedicated to the proof of this theorem.
3.1. First reductions
Suppose that H satisfies the following assumptions (where C,Cα > 0),⎧⎨⎩ 〈H(z)〉 C〈H(z
′)〉.〈z− z′〉m, ∀z, z′ ∈ R2d ;
|∂αz H(z)| Cα〈H(z)〉, ∀z ∈ R2d , ∀α ∈ N2d ;
H has a lower bound on R2d ,
(3.2)
where 〈z〉 := (1 + |z|2)1/2. Then, since Supp(f ) ⊂ ]E1,E2[, we can write for N0 ∈ N (see [19]):
f
(
Ĥ
)= N0∑
j=0
hjOpwh (aj )+ hN0+1 RN0+1(h), (3.3)
where Supp(aj ) ⊂ H−1( ]E1 − ε,E2 + ε[ ), a0(z) = f (H(z)), with Sup0<h1 ‖RN0+1(h)‖Tr  Ch−d . We easily get
that all aj are G-invariant. Thus, we are led to show that, if a is a smooth G-invariant function compactly supported
in U ⊂ R2d , and Aˆ := Opwh (a), then Tr(Aˆχ ) has a complete asymptotic expansion in powers of h when h → 0+, and
we have:
Tr
(
Aˆχ
)= (2πh)k0−ddχ ∫
Ωred
a˜(x)dσred(x).[ρχ |H0 : 1] + O
(
hk0−d+1
)
, (3.4)
where a˜(π(z)) := a(z). By the trace formula using coherent states (see [7,10]), we have:
Tr
(
Aˆχ
)= Tr(AˆPχ )= dχ(2πh)−d ∫ ∫
2d
χ(g)
〈
Aˆϕα, M˜(g)
−1ϕα
〉
dα dg.G R
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R2d\K
∣∣〈Aˆϕα; M˜(g)−1ϕα 〉L2(Rd )∣∣dα = O(h∞),
uniformly in g ∈ G. In view of Lemma 3.1. of [10], if N ∈ N∗, then there exists Cd,N > 0 with:∥∥∥∥∥Opwh (a)ϕα −
N∑
k=0
hk/2
∑
γ∈N2d , |γ |=k
∂γ a(α)
γ ! Ψγ,α
∥∥∥∥∥
L2(Rd )
 Cd,N .h(N+1)/2,
where Ψγ,α := Th(α)ΛhOpw1 (zγ )ψ˜0. For notations on coherent states, we refer to [10] and [7]. We can suppose that
Supp(a) ⊂ K and if χ1 is a smooth function compactly supported in R2d with χ1 = 1 on K , writing 1 = χ1 + (1−χ1),
we get:
Tr
(
Aˆχ
)= dχ(2πh)−d N∑
k=0
hk/2
∑
γ∈N2d , |γ |=k
∫
G
∫
R2d
χ(g)
∂γ a(α)
γ ! mγ (α,g)dα dg + O
(
h(N+1)/2−d
)
,
where
mγ (α,g) :=
〈Th(α)ΛhOpw1 (zγ )ψ˜0; M˜(g)−1Th(α)Λhψ˜0〉.
Thanks to the metaplectic property of M˜—see (2.5), since Th(α) = Opwh (exp( ih (px − qξ)) (if α =: (q,p)), we can
write:
M˜(g)−1Th(α) = Th
(
M
(
g−1
)
α
)
M˜(g)−1.
Let Qγ be the polynomial such that Opw1 (zγ )ψ˜0 = Qγ ψ˜0. By using formulas on coherent states of [7] or [8], we get:
mγ (α,g) = e− i2h 〈JM(g−1)α,α〉
〈
T1
(
α −M(g−1)α√
h
)
Qγ ψ˜0; M˜(g)−1ψ˜0
〉
. (3.5)
Here, we can use the same trick as in [7] which allows us to suppose that G is composed of isometries (we recall that,
since G is compact, by an averaging argument, it is conjugate to a subgroup of the orthogonal group, and one is led to
consider isometries by making a change of Hamiltonian). By a clear change of variables in the integral given by the
scalar product in (3.5), we get:
mγ (α,g) = (πh)− d2 e− i2h 〈JM(g−1)α,α〉 e i2h 〈(I−t g)p,(I−g−1)q〉 e− 12h |(I−g−1)q|2
×
∫
Rd
e−
|y|2
h e
i
h
〈i(I−g−1)q+(I−t g)p;y〉Qγ
(
y√
h
)
dy.
Note that, since Qγ has the same parity as |γ | = k, only entire powers of h will arise in the asymptotics. Then, after
making the change of variable y′ = y/√h, we write:
Qγ (x) =
∑
|μ||γ |
κμ,γ x
μ.
We set β0 := i[i(I − g−1)q + (I − tg)p] and use the calculus of the Gaussian given by Lemma 3.2 of [7] to get:
mγ (α,g) = e ihΦ(α,g)
∑
|μ||γ |
κμ,γ
∑
ημ
h−η/2
(
1
2
β0
)η
Pη(2Id),
where Pη is a polynomial independent of h, α and g, with P0(2Id)= 1, and
Φ(α,g) := 〈Bα,α〉 with B = 1J (M(g)−M(g−1))+ i (I −M(g))(I −M(g−1)). (3.6)
4 4
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Tr
(
Aˆχ
)= (2πh)−ddχ N∑
k=0
hk/2
∑
γ∈N2d , |γ |=k
∑
|μ||γ |
∑
ημ
κμ,γ
γ ! Pη(2Id)h
−|η|/2Iγ,η(h)+ O
(
hN+1/2−d
)
, (3.7)
with:
Iγ,η(h) :=
∫
G
∫
R2d
e
i
h
Φ(α,g)χ(g)∂γ a(α)F (α,g)η dα dg, (3.8)
F(α,g) := i
2
[
i
(
I − g−1)q + (I − tg)p]. (3.9)
Hence, we are led to a stationary phase problem, to find an asymptotic expansion of Iγ,η(h). Note that we will see that
F(α,g) = 0 on the critical set of the phase. Thus, the asymptotics of Iγ,η(h) will start with a shift of h|η|/2, which
will compensate the term h−|η|/2 in (3.7).
3.2. Phase analysis
We want to apply the generalised stationary phase theorem in the form of [10]. First we note that, if (z, g) ∈
R
2d × G, then Φ(z,g) = 14 |(I − M(g−1))z|2  0. In the rest of the article, we often will not make the difference
between A ∈ G and M(A) (or between g ∈ G and M(g)) in order to lighten notations.
3.2.1. The critical set
It is easily seen that
Φ(z,g) = 0 ⇐⇒ ∂zΦ(z, g) = 0 ⇐⇒ M(g)z = z.
Moreover, if A ∈ G, and g ∈ G, then
4∂gΦ(z, g)(Ag) =
〈[
J
(
Ag + g−1A)− iAg(I − g−1)+ i(I − g)g−1A]z, z〉.
If, besides, Φ(z,g) = 0, then: ∂gΦ(z, g)(Ag) = 0 ⇐⇒ 〈JM(A)z; z〉 = 0. Thus we have proved that the critical set
Γ0 := {Φ = 0} ∩ {∇Φ = 0} ∩ {U ×G}1 satisfies:
Γ0 =
{
(z, g) ∈Ω0 ×G: M(g)z = z and z ∈U
}
. (3.10)
Lemma 3.2. Γ0 is a smooth submanifold of R2d ×G of dimension dimΓ0 = 2d − 2k0 + p, where p is the dimension
of G. Moreover, if (z, g) ∈ Γ0, then
T(z,g)Γ0 =
{
(α,Ag): α ∈ TzΩ0,A ∈ G and
(
M(g)− I)α +Az = 0}. (3.11)
Proof. We will make deep use of the reduction theorem 2.2. Set:
R0 :=
{(
z,M(g)z
)
: z ∈ Ω0 ∩U, g ∈G
}
.
We note that R0 = (π ×π)−1(diag[(Ω0 ∩U)/G]). By Theorem 2.2, π ×π is a submersion on (Ω0 ∩U)2, thus R0 is
a submanifold of dimension dimR0 = 2d , and if M(g)z = z ∈ Ω0 ∩U , then we have:
T(z,z)R0 =
{
(α,β) ∈ TzΩ0 × TzΩ0: dzπ(α) = dzπ(β)
}
. (3.12)
From the fact that π is a submersion, we also deduce that ∀z ∈ (Ω0 ∩ U), kerdzπ = Gz. Moreover, one can
differentiate the identity π(M(g)x) = π(x) with respect to x ∈ Ω0 to get that, if M(g)z = z, then ∀α ∈ TzΩ0,
(M(g)− I )α ∈ Gz. Thus, by (3.12) we get:
T(z,z)R0 =
{(
α,M(g)α +Az): α ∈ TzΩ0, A ∈ G}. (3.13)
1 By the non stationary phase theorem we can restrict ourselves to (z, g) ∈ R2d ×G such that z ∈ U , since we have from (3.3): Supp(a) ⊂ U =
H−1( ]E1 − ε,E2 + ε[ ).
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ϕ0 :
{
Ω0 ×G→ R0,
(z, g) → (z,M(g)z).
We have: diag(Ω0 ∩ U) ⊂ R0, and Γ0 = ϕ−10 (diag(Ω0 ∩ U)). Let (z, g) ∈ Γ0. If α ∈ TzΩ0 and A ∈ G, then we
have:
d(z,g)ϕ0(α,Ag) =
(
α,M(g)α +Az).
From (3.13), we deduce that Im(d(z,g)ϕ0) = T(z,gz)R0. Thus ϕ0 is a submersion, which ends the proof of the
lemma. 
3.2.2. Calculus of the kernel of the Hessian of Φ
Let (z0, g0) ∈ Γ0. We define the following local chart of R2d ×G at (z0, g0):
ϕ(z, s) :=
(
z, exp
(
p∑
i=1
siAi
)
g0
)
, (3.14)
where (A1, . . . ,Ap) is a basis of G that we should choose later. We denote by:
HessΦ(z0, g0) :=
(
∂2(Φ ◦ ϕ)
∂xi∂xj
(z0,0)
)
1i,j2d+p
(3.15)
the Hessian matrix in the canonical basis of R2d × Rp of Φ ◦ ϕ. We clearly have:
Φ ′′(z0, g0)|N(z0,g0)Γ0 is non degenerate ⇐⇒ d(z0,0)ϕ
(
kerR HessΦ(z0, g0)
)⊂ T(z0,g0)Γ0,
where kerR HessΦ(z0, g0) := ker((HessΦ(z0, g0))) ∩ ker((HessΦ(z0, g0))). For computation of the matrix
HessΦ(z0, g0), we recall that
∂2
∂si ∂sj
(
e
∑p
r=1 srAr
)∣∣
s=0 =
1
2
(AiAj +AjAi). (3.16)
After computation, if we denote M(g) by g, if ‘i’ is associated to a line and ‘j ’ to a column, i, j = 1, . . . , p, we get:
HessΦ(z,g) =
( 1
2J (g − g−1)+ i2 (I − g)(I − g−1) 12 [J (I + g−1)+ i(g−1 − I )]Ajz
1
2
t[(J (I + g−1)+ i(g−1 − I ))Aiz] i2 〈Aiz,Aj z〉
)
.
To compute the kernel of the Hessian of Φ , we need to use the following formula:
∀A ∈ G, ∀B ∈ G, ∀z ∈Ω0, 〈Az,JBz〉 = 0. (3.17)
Formula (3.17) comes from the fact that Ω0 is invariant by G and is obtained, by differentiating at t = 0, the identity
FA(e
tBz) = 0. We set x := (g − I )α +Az. Then, we get:
(α, s) ∈ kerR HessΦ(z,g) ⇐⇒
⎧⎪⎪⎨⎪⎪⎩
(I + g−1)x = 0,
〈(I + g−1)JAj z;α〉 = 0 ∀j = 1, . . . , p,
(g−1 − I )x = 0,
〈Ajz;x〉 = 0 ∀j = 1, . . . , p,
(3.18)
which is equivalent to x = 0 and (I +g)α ∈ (JGz)⊥. In addition, x = 0 ⇐⇒ (g− I )α = −Az, and, in view of (3.17),
Az ⊥ JGz. Thus (3.18) ⇐⇒x = 0 and α ∈ (JGz)⊥. Therefore:
d(z,0)ϕ
[
kerR HessΦ(z,g)
]= {(α,Ag) ∈ R2d × Gg: (M(g)− I)α +Az = 0 et α ∈ (JGz)⊥}. (3.19)
According to Lemma 3.2, we have d(z,0)ϕ[kerR HessΦ(z,g)] = T(z,g)Γ0. Hence, we have shown that there is a theo-
retical asymptotic expansion of Tr(f (Ĥχ )). We have now to compute the first term and interpret it geometrically.
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Since Q0 = 1 and P0 = 1, we get from (3.7), (3.8):
Tr
(
Aˆχ
) ∼
h→0+
(2πh)−ddχ
∫
G
∫
R2dα
e
i
h
Φ(z,g)χ(g)a(z)dzdg.
By the generalized stationary phase theorem, we obtain from Lemma 3.2:
Tr
(
Aˆχ
)= (2πh)k0−ddχ ∫
Γ0
χ(g)a(z)
det1/2+
(Φ ′′(z,g)
i
∣∣N(z,g)Γ0) dσΓ0(z, g)+ O
(
hk0−d+1
)
, (3.20)
where dσΓ0 denotes the Riemannian measure on Γ0. We have to compute the determinant of this expression, and next
we will give an integration formula to get from Γ0 to Ωred.
3.3.1. Computation of the determinant of the transversal Hessian
Fix z in R2d and g in G such that M(g)z = z. We denote by Stab(z) ⊂ G the stabilizer of z. We endow the space
of d × d matrices with the Riemannian structure coming from the following scalar product:
〈〈A,B〉〉 := Tr(tAB), for all matrices A and B. (3.21)
We choose a basis A1, . . . ,Ap of G such that
A1, . . . ,Ak0 is an orthonormal basis of
(
TId Stab(z)
)⊥ for 〈〈 ; 〉〉, (3.22)
Ak0+1, . . . ,Ap is an orthonormal basis of TId Stab(z) for 〈〈 ; 〉〉. (3.23)
By definition, we have:
det
(
Φ ′′(z, g)|N(z,g)Γ0
)= det((Φ ′′(z, g)(μi,μj )))1i,j2k0,
where (μ1, . . . ,μ2k0) is an orthonormal basis of N(z,g)Γ0. We have:
det
(
Φ ′′(z, g)|N(z,g)Γ0
)= det(((〈HessΦ(z,g)(d(z,0)ϕ)−1(μi), (d(z,0)ϕ)−1(μj )〉))1i,j2k0).
Note that the differential of the chart d(z,0)ϕ is an isometry since A1, . . . ,Ap is an orthonormal basis of G. Thus, if
εi := (d(z,0)ϕ)−1(μi), then (ε1, . . . , ε2k0) is an orthonormal basis of (d(z,0)ϕ)−1(N(z,g)Γ0) =F⊥, where:
F :=
{
(α, s) ∈ R2d × Rp: (M(g)− Id)α + p∑
i=1
siAiz = 0, α ∈ TzΩ0
}
.
By definition of Φ , we note that HessΦ(z,g)(F⊥) ⊂F⊥ + iF⊥. Hence, we have:
det
(
Φ ′′(z, g)|N(z,g)Γ0
i
)
= det
(A|F⊥
i
)
,
where A|F⊥ denotes the matrix of the restriction of HessΦ(z,g) to F⊥ in any basis of F⊥. We point out the fact
that, differentiating the equality: etAz = z at t = 0, we have, for A ∈ G:
Az = 0 ⇐⇒ A ∈ TId Stab(z). (3.24)
As a corollary, we note that (A1z, . . . ,Ak0z) is a basis of Gz. The following lemma shows off a basis of F⊥:
Lemma 3.3. Let (B1z, . . . ,Bk0z) be a basis of Gz. We set in R2d × Rp , for j = 1, . . . , k0:
εj := (JBj z,0), ε′j :=
((
M
(
g−1
)− I)Bjz, 〈Aiz,Bj z〉,0) (i = 1, . . . , k0).
Then B := (ε1, . . . , εk , ε′ , . . . , ε′ ) is a basis of F⊥.0 1 k0
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this basis, a tedious but basic computation leads to:
det
(A|F⊥
i
)
= det
( 1
2 (I − g0)(I − g−10 ) 12i (I + g−10 )(g0 − I )(g−10 − I )+ 12i (I + g−10 )M tM
1
2 (I + g0) 12 (g0 − I )(g−10 − I )+ 12M tM
)
,
where M is the k0 × k0 matrix with general term 〈Biz,Aj z〉 (i, j = 1, . . . , k0), and g0 is the matrix of the restriction
of M(g) to Gz in the basis (B1z, . . . ,Bk0z). Then, by the line operation L1 ← L1 − 1i (I + g−10 )L2, we get:
det
(A|F⊥
i
)
= det[(I − g0)(I − g−10 )+M tM].
If one denotes by f :Gz → Gz the linear application defined by:
f (x) :=
k0∑
r=1
〈Arz, x〉Arz, ∀x ∈ Gz, (3.25)
then we remark that the matrix of f in the basis (B1z, . . . ,Bk0z) is equal to tMM . Therefore, we have:
det
(
Φ ′′(z, g)
i
∣∣∣∣N(z,g)Γ0
)
= det[(I −M(g))(I −M(g)−1)∣∣Gz + f ]. (3.26)
3.3.2. Integration formula on Γ0
We have to deduce an integral over Ωred from an integral over Γ0. A first step consists in passing from Γ0 to Ω0.
We will use the following integration lemma using submersions (a proof can be found in [8] or more generally in [5]):
Lemma 3.4. Let M and N be two Riemannian manifolds, and F :M → N a smooth submersion. Let ϕ be smooth
with compact support in M . Then we have:∫
M
ϕ(x)dσM(x) =
∫
N
[ ∫
Σn
ϕ(y)
dσΣn(y)
|det (dyF t(dyF ))|1/2
]
dσN(n),
where Σn := F−1({n}), and dσΣn is the Riemannian measure induced by the one of M on Σn.
Let π1 :Γ0 → Ω0 ∩ U be defined by: π1(z, g) = z. We recall that (see (3.12)) if M(g)z = z, then ∀α ∈ TzΩ0,
(M(g)− I )α ∈ Gz. From this fact, we deduce that π1 is a submersion. Thus, we can apply Lemma 3.4, noting that Γ0
is endowed with the Riemannian structure coming from the scalar product (3.21) and G with the one of dg˜ Riemannian
measure coming from the same scalar product (dg˜ = Vol(G)dg).2 If we denote Stab(z) by Hz, and if ϕ is smooth,
compactly supported in Γ0, then we have:∫
Γ0
ϕ(z, g)dσΓ0(z, g) =
1
Vol(G)
∫
Ω0
[ ∫
Hz
ϕ(z, y)
dσ˜Hz(y)
|det (d(z,y)π1. t(d(z,y)π1))|1/2
]
dσΩ0(z), (3.27)
where dσ˜Hz also denotes the Riemannian measure from (3.21) on Hz. We recall that H0 is the stabilizer of a fixed
element z0 of Ω0 ∩U . If u ∈ C∞(Hz), and if gz ∈G is such that gzH0g−1z = Hz, then it is easy to check that∫
Hz
u(h)dσHz(h) =
∫
H0
u
(
gzhg
−1
z
)
dσH0(h),
where dσHz and dσH0 are the normalized Haar measures on Hz and H0. Therefore, using the fact that Vol(Hz) =
Vol(H0) for (3.21) (remember that G is made of isometries), we have, in view of (3.27):∫
Γ0
ϕ(z, g)dσΓ0(z, g) =
∫
Ω0
Vol(H0)
Vol(G)
[ ∫
H0
ϕ
(
z, gzhg
−1
z
) dσH0(h)
|det (d
(z,gzhg
−1
z )
π1. t(d(z,gzhg−1z )π1))|1/2
]
dσΩ0(z). (3.28)
2 Vol(G) denotes the volume of G with respect to the Riemannian structure of (3.21).
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det
[
d(z,g)π1.
t(d(z,g)π1)
]−1 = det−1(f )det[(I − g)(I − g−1)∣∣Gz + f ]
where f is given by (3.25).
Proof. First we remark that, if g ∈ G, then TzΩ0 = (JGz)⊥ is invariant by M(g). Moreover, we note that, in view
of (3.17), Gz ⊂ TzΩ0. Let us denote by F0 the orthogonal of Gz in TzΩ0. We note that F0 is also invariant by M(g).
Thus, if α ∈F0, then (M(g)− I )α ∈F0. But remembering that (M(g)− I )α ∈ Gz, we get that M(g) = Id on F0.
Besides, if α ∈ TzΩ0, by definition of a transpose map, td(z,g)π1(α) is the unique element (α0,A0g) of T(z,g)Γ0
satisfying the fact that, for all (β,Ag) ∈ T(z,g)Γ0, we have:
〈β,α〉R2d = 〈β,α0〉R2d + 〈〈A,A0〉〉 = 0. (3.29)
Moreover, if α ∈ F , since M(g)α = α, we have (α,0) ∈ T(z,g)Γ0. Therefore, we have td(z,g)π1(α) = (α,0), and thus
d(z,g)π1.
td(z,g)π1 = Id on F0. Hence, we have:
det(d(z,g)π1. td(z,g)π1) = det(d(z,g)π1. td(z,g)π1|Gz).
Let us show that d(z,g)π1. td(z,g)π1|Gz = (f + (I − M(g))(I − M(g−1)))−1 ◦ f . If α ∈ Gz, if we set (α0,A0g) :=
td(z,g)π1(α), then we have to show that
f (α) = (f + (I −M(g−1))(I −M(g)))α0,
that is to say that (since (A1z, . . . ,Ak0z) is a basis of Gz), for i = 1, . . . , k0, we have:〈
Aiz,f (α − α0)
〉= 〈Aiz, (I −M(g−1))(I −M(g))α0〉. (3.30)
The l.h.s. of (3.30) is equal to∑k0j=1〈Aiz,Aj z〉〈α−α0,Aj z〉. Moreover, note that we have: (Aj z, [Aj −gAjg−1]g) ∈
T(z,g)Γ0. Thus, by (3.29), we have:
〈Ajz,α − α0〉 =
〈〈(
Aj − gAjg−1
)
,A0
〉〉
. (3.31)
Besides, 〈
Aiz,
(
I − g−1)(I − g)α0〉= 〈Aiz, (I − g−1)A0z〉= 〈Aiz, (A0 − g−1A0g)z〉.
Then, decomposing A0 − g−1A0g in the orthonormal basis (A1, . . . ,Ak0) of [TId Stab(z)]⊥, we get:
〈
Aiz,
(
I − g−1)(I − g)α0〉= k0∑
j=1
〈Aiz,Aj z〉
〈〈
A0 − g−1A0g,Aj
〉〉
.
From this last equality and (3.31), we get (3.30), which ends the proof of Lemma 3.5. 
We apply this lemma and (3.28) to ϕ(z, g) := χ(g)a(z)det−1/2(Φ ′′(z,g)i |N(z,g)Γ0), to get:∫
Γ0
χ(g)a(z)
−1/2
det
(
Φ ′′(z, g)
i
∣∣∣∣N(z,g)Γ0
)
dσΓ0(z, g) =
Vol(H0)
Vol(G)
∫
Ω0
a(z)
det1/2(f )
dσΩ0(z).
∫
H0
χ(h)dσH0(h). (3.32)
Note that, according to [27] or [28], we have:∫
H0
χ(h)dσH0(h) = [ρχ |H0 : 1]. (3.33)
Finally, we are greatly indebted to Gilles Carron for giving us the proof of the following lemma:
Lemma 3.6. det1/2(f ) = Vol(G(z))Vol(H0)Vol(G) , where Vol(G) and Vol(H0) are calculated as Riemannian volumes for
the scalar product (3.21).
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det(f )= det[((〈Aiz, εj 〉))(1i,jk0)]2. (3.34)
The idea of the proof is to use the link between G and G(z) through G/H , using the fact that there is a unique
G-invariant volume form3 on G/H (up to a constant). We denote here by e the neutral element of G (e = Id),
H := Stab(z) and H := TeH . Let π :G → G/H be the canonical projection on the quotient. Via π , G/H inherits
a Riemannian structure from G. Namely, if g is any element of G, let ψg denote the reciprocal application of the
restriction of dgπ to (kerdgπ)⊥ = (gH)⊥. Then the metric δ on G/H is defined by:
∀g ∈G, ∀u,v ∈ Tπ(g)(G/H), δπ(g)(u, v) =
〈〈
ψg(u),ψg(v)
〉〉
.
Let ω be the associated Riemannian volume form on G/H . We claim that:⎧⎨⎩
ω is G-invariant;
ω(eH)(ψ−1e (A1), . . . ,ψ−1e (Ak0)) = 1;∫
G/H
ω = VolGVolH
(3.35)
(use Lemma 3.4 and the fact that Ψe is an isometry).
Another volume form on G/H is given by Φ∗μ, where Φ :G/H → G(z) is defined by Φ(gH) = gz, for any g
in G, and μ denotes the volume form associated to the Euclidian volume on G(z). We claim that⎧⎨⎩
Φ∗μ is G-invariant;
Φ∗μ(eH)(ψ−1e (A1), . . . ,ψ−1e (Ak0)) = 1;∫
G/H
Φ∗μ = VolG(z).
(3.36)
Indeed, for g ∈ G, Φ ◦ Lg = g.Φ , and μ is G-invariant. Moreover, ψ−1e (Ai) = deπ(Ai), and since Φ ◦ π(g) = gz,
we have deHΦ ◦ deπ(Ai)= Aiz for i = 1, . . . , k0.
Now, if Ωk0(G/H)G denotes the set of all G-invariant volume forms of G/H , we note that the application α →
α(eH) from Ωk0(G/H)G to Λk0(TeH (G/H)) is an isomorphism. In particular dim(Ωk0(G/H)G) = 1, and thus we
deduce that there exists λ in R such that
Φ∗μ = λω.
By (3.35) and (3.36), we obtain that
λ = Vol(G(z))Vol(H)
Vol(G)
,
and, besides, that λ = det(εi,Aj z) = (det(f ))1/2. 
Thus, in view of (3.20):
Tr
(
Aˆχ
)= (2πh)k0−ddχ ∫
Ω0
a(z)
dσΩ0(z)
Vol(G(z))
[ρχ |H0 : 1] + O
(
hk0−d+1
)
,
where dh is the Haar measure on H0. The proof is clear if we remark that: if v ∈ C∞0 ((Ω0 ∩ U)/G), we have, using
Lemma 3.4: ∫
Ωred
v(x)dσred(x) =
∫
Ω0
v
(
π(z)
) dσΩ0(z)
Vol(G(z))
. (3.37)
3 A volume form on G/H is said to be G-invariant if we have for all g in G: L∗gα = α, where Lg :G/H → G/H is defined by Lg(g0H) =
(gg0)H for g0 ∈ G.
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We now focus on the asymptotics of the reduced spectral density (1.12) (see Introduction for notations). The case
where fˆ is supported near zero will lead to Theorem 1.1, and the case where 0 /∈ Supp fˆ to Theorem 1.2. By formula
(2.3) of [7] and linearity of the trace, we have:
Gχ (h) := dχ
∫
G
χ(g)Tr
(
ψ
(
Ĥ
)
f
(
E − Ĥ
h
)
M˜(g)
)
dg.
Note that the proof of [7], in particular Section 3 (‘Reduction of the proof by coherent states’) gives us an asymptotic
expansion at fixed g of the quantity Ig(h) := Tr(ψ(Ĥ )f (E−Ĥh )M˜(g)) for which the rest is uniform with respect to
g ∈ G, since G is compact. Namely, we made hypothesis (3.2) on H in order to have a pleasant description of term
ψ(Ĥ ) by functional calculus. Under this assumption, using the theorem of propagation of coherent states given by
Combescure and Robert in [11] and [26], we found that Ig(h) has an asymptotic expansion in powers of h with
coefficients depending on h and of the form:∫
Rt
∫
R2dz
exp
(
i
h
ϕE(t, z, g)
)
fˆ (t)ag(z)dzdt,
where ag :R2d → C is supported in H−1( ]E − δE,E + δE[ ), and ϕE = ϕ1 + iϕ2 with:{
ϕ1(t, z, g) := (E −H(z))t + 12 〈M(g)−1z, J z〉 − 12
∫ t
0 (zs −M(g−1)z)J z˙s ds,
ϕ2(t, z, g) := i4 〈(I − Ŵt )(M(g)zt − z); (M(g)zt − z)〉,
(4.1)
where zt := Φt(z), Φt being the flow of (1.3). We set Fz(t) := ∂zΦt (z) ∈ Sp(d,R) and
Fz(t) =
(
A B
C D
)
, where A,B,C,D are d × d matrices. (4.2)
Then Ŵt :=
(
Wt −iWt−iWt −Wt
)
with 12 (I + Wt) := (I − i tg−1M0g−1)−1, where we have set M0 := (C + iD)(A + iB)−1.
Moreover, we have from [7] that ‖Wt‖L(Cd ) < 1.
Therefore, Gχ (h) has an asymptotic expansion in powers of h with coefficients depending on h and of the form:
J (h) =
∫
G
∫
Rt
∫
R2dz
exp
(
i
h
ϕE(t, z, g)
)
fˆ (t)ag(z)dzdt dg, (4.3)
where ag :R2d → C is supported in H−1( ]E − δE,E + δE[ ). In particular, in view of [7], we get:
Gχ (h) ∼
h→0+
dχ
(2πh)−d
2π
∫
G
∫
Rt
∫
R2dz
χ(g)χ1(z)fˆ (t)ψ
(
H(z)
)
det−1/2+
(
A+ iB − i(C + iD)
2
)
e
i
h
ϕE(t,z,g) dt dzdg,
(4.4)
where χ1 is a smooth function compactly supported in R2d , equal to 1 on ΣE = {H = E}. Note that problems of
entire powers of h and of shifting in powers of h are solved with exactly the same method as in [7]. We have now
to apply the generalized stationary phase theorem (in the version of [10, Theorem 3.3]), to each term J (h). In this
section, we describe the minimal hypotheses to be fulfilled for applying this theorem. These will be called G-clean
flow assumptions. We then give the theoretical asymptotics in Theorem 4.6. We will compute leading terms of the
expansion in two particular cases in Sections 5 and 6. For the proof of Theorems 4.6, 5.2, 1.2, we recall that, by an
averaging argument, we can suppose that the group G is made of isometries (see [7]). We will often denote M(g) by
g, in order to simplify notations. Finally, we suppose that hypotheses of symplectic reduction are fulfilled in Ω0 ∩U ,
where U := H−1( ]E − δE,E + δE[ ).
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Let:
CE :=
{
a ∈ R × R2d ×G: (ϕE(a))= 0,∇ϕE(a)= 0}.
Proposition 4.1. The critical set is:
CE =
{
(t, z, g) ∈ R × R2d ×G: z ∈ (Ω0 ∩ΣE), M(g)Φt (z) = z
}
. (4.5)
Proof. As in [7], using that ‖Wt‖L(Cd ) < 1, we get that ϕE(t, z, g) = 0 ⇐⇒ M(g)Φt (z) = z. We first need some
formulae coming from the symmetry that will be helpful for the computation: We recall that Fz(t) = ∂z(Φt (z)). By
differentiating formula (1.2), we get:
∇H(M(g)z) = tM(g−1)∇H(z), ∀z ∈ R2d , ∀g ∈G. (4.6)
This formula implies that we have also:
Φt
(
M(g)z
)= M(g)Φt (z), ∀z ∈ R2d , ∀g ∈ G, ∀t ∈ R such that the flow exists at time t . (4.7)
Moreover we recall that, since M(g) is symplectic, we have:
JM(g) = tM(g−1)J and M(g)J = J tM(g−1). (4.8)
Finally, if t and z are such that M(g)Φt (z) = z, then we have:(
M(g)Fz(t)− I
)
J∇H(z) = 0 and (tFz(t) tM(g)− I)∇H(z) = 0. (4.9)
The second identity comes from the first one since M(g)Fz(t) is symplectic. For this first identity, one can differentiate
at s = t the equation:
Φt
(
M(g)Φs(z)
)= Φs(z).
Moreover, we recall (3.17), and claim that we have:
∀A ∈ G, ∀z ∈Ω0,
〈
Az,∇H(z)〉= 0. (4.10)
Formula (4.10) is equivalent to say that {H,FA} = 0.
• Computation of the gradient of ϕ1: if A ∈ G, then we have:⎧⎪⎨⎪⎩
∂tϕ1(t, z, g) = E −H(z)− 12 〈(zt −M(g−1)z);J z˙t 〉,
∇zϕ1(t, z, g) = 12 (M(g)+ tFz(t))J (zt −M(g−1)z),
∂gϕ1(t, z, g)(Ag) = 12 〈JAz;M(g)zt 〉.
(4.11)
• Computation of the gradient of ϕ2:⎧⎨⎩
4∂tϕ2(t, z, g) = 2〈(I − Ŵt )(zt − g−1z); z˙t 〉 − 〈∂z(Ŵt )(zt − g−1z); (zt − g−1z)〉,
4∇zϕ2(t, z, g) = 2(tFz(t)− g)(I − Ŵt )(zt − g−1z)− t[∂z(Ŵt )(zt − g−1z)](zt − g−1z),
4∂gϕ2(t, z, g)(Ag) = 2〈(I − Ŵt )g−1Az; (zt − g−1z)〉 if A ∈ G.
(4.12)
The only difficulty lies in the computation of ∇zϕ1(t, z, g): we have:
∇zϕ1(t, z, g) = −t∇H(z)+ 12
(
gJ + t(gJ ))− 1
2
t∫
0
t∂z
(
Φs(z)− g−1z
)
J z˙s ds − 12
t∫
0
t
(
J∂z(z˙s)
)(
zs − g−1z
)
ds.
We note that: ∂z(z˙s) = ∂z∂s(Φ(s, z)) = dds (Fz(s)). By an integration by parts, we obtain:
t∫
t
(
J∂z(z˙s)
)(
zs − g−1z
)
ds = −[tFz(s)J (zs − g−1z)]t0 +
t∫
tFz(s)J z˙s ds.0 0
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tFz(s)J z˙s = −tFz(s)∇H
(
Φs(z)
)= −∇(H (Φs(z)))= −∇H(z).
Therefore, we remark that (t, z, g) ∈ CE if and only if Φt(z) = M(g−1)z, H(z) = E and for all A in G, 〈JAz; z〉 = 0,
i.e., z ∈Ω0. This ends the proof of Proposition 4.1. 
4.2. Computation of the Hessian HessϕE(t, z, g)
The space of complex matrices is endowed with the scalar product (3.21). If (t0, z0, g0) ∈ CE , then we choose the
chart of R × R2d ×G at (t0, z0, g0) to be:
ϕ(t0,z0,g0) = ϕ :
{U ⊂ R × R2d × Rp → R × R2d ×G,
(t, z, s) → (t, z, exp(∑pi=1 siAi).g0), (4.13)
where (A1, . . . ,Ap) is the orthonormal basis of G defined such that
(A1, . . . ,Ak0) is the orthonormal basis of
[
TId
(
Stab(z0)
)]⊥; (4.14)
(Ak0+1, . . . ,Ap) is the orthonormal basis of TId
(
Stab(z0)
)
. (4.15)
Then we define:
HessϕE(t0, z0, g0) :=
((
∂2(ϕE ◦ ϕ)
∂xi∂xj
(t0, z0,0)
))
1i,jp
∈ M2d+p+1(C).
Proposition 4.2. Let (t, z, g) ∈ CE . Then
HessϕE(t, z, g)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
i
2 〈g(I − Ŵt )g−1J∇H ;J∇H 〉 −t∇H i2 〈J∇H ;g(I − Ŵt )g−1Ajz〉 0+ i2 t[(tF − g)(I − Ŵt )g−1J∇H ]
−∇H 12 [JgF − t(gF )J ] 12 (tF + g)Jg−1Ajz 0
+ i2 (tF − g)(I − Ŵt )g−1J∇H + i2 (tF − g)(I − Ŵt )(F − g−1) + i2 (tF − g)(I − Ŵt )g−1Ajz
i
2 〈J∇H ;g(I − Ŵt )g−1Aiz〉 12 t[(tF + g)Jg−1Aiz] i2 〈g(I − Ŵt )g−1Aiz;Ajz〉 0
+ i2 t[(tF − g)(I − Ŵt )g−1Aiz]
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where, we denoted Fz(t) by F , and ∇H(z) by ∇H , and each line index i and column index j is repeated k0 times.
Proof. Use (4.11) and (4.12) together with (4.6), (4.7) and (4.9). For ∂si ∂sj ϕE , use (3.16) to write:
∂2
∂si ∂sj
ϕ1(t, z, g) = 14
〈
z;J (AiAj +AjAi)gz
〉+ 1
4
t∫
0
〈
g−1(AiAj +AjAi)z, J z˙s
〉
ds
= 1
4
〈
(AiAj +AjAi)z, J z
〉= −1
2
〈Ajz,JAiz〉 = 0,
in view of (3.17). Besides, we have:
4∂si ∂sj ϕ2(t, z, g)
= d
dsj
∣∣∣∣
sj=0
[〈(
I − Ŵt
) d
dsi
∣∣∣∣
si=0
(
zt − g−1z
); zt − g−1z〉+ 〈(I − Ŵt)(zt − g−1z); ddsi
∣∣∣∣
si=0
(
zt − g−1z
)〉]
=
〈(
I − Ŵt
) d
dsi
∣∣∣∣
si=0
(
zt − g−1z
); d
dsj
∣∣∣∣
sj=0
(
zt − g−1z
)〉+ 〈(I − Ŵt) ddsj
∣∣∣∣
sj=0
(
zt − g−1z
); d
dsi
∣∣∣∣
si=0
(
zt − g−1z
)〉
= 2〈(I − Ŵt)g−1Aiz, g−1Ajz〉.
If one remembers (3.24), then the proof of the proposition is clear. 
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We denote here by kerR HessϕE(t, z, g) the set of (τ,α,Ag) in R × R2d × Gg such that A =∑pi=1 siAi (si ∈ R)
and (t, z, s1, . . . , sp) ∈ ker(HessϕE(t, z, g)). We recall that, if (t, z, g) ∈ CE , then
ϕ′′E(t, z, g)|N(t,z,g)CE is non degenerate ⇐⇒ kerR
(
HessϕE(t, z, g)
)⊂ T(t,z,g)CE.
Proposition 4.3. Let (t, z, g) ∈ CE . Then
kerR HessϕE(t, z, g) =
{
(τ,α,Ag) ∈ R × R2d × Gg:
α ⊥ ∇H(z), α ⊥ J (Gz), τJ∇H(z)+ (M(g)Fz(t)− Id)α +Az = 0}. (4.16)
Proof. We set Ŵt =: Ŵ1 + iŴ2, where Ŵ1 and Ŵ2 are the real and (resp.) imaginary parts of Ŵt (Ŵ1 and Ŵ2 are
symmetric matrices). We denote Fz(t) by F . Then, by Proposition 4.2, if we set x := τJ∇H(z)+ (gF − I )α +Az,
then (τ,α,Ag) ∈ kerR HessϕE(t, z, g) if and only if:
()
⎧⎪⎪⎪⎨⎪⎪⎪⎩
〈gŴ2g−1J∇H(z);x〉 = 2〈∇H(z);α〉,
〈g(I − Ŵ1)g−1J∇H(z);x〉 = 0,
(tF − g)(I − Ŵ1)g−1x = 0,
〈gŴ2g−1Aiz;x〉 + 〈JAiz; (gF + I )α〉 = 0, for i = 1, . . . , k0,
〈g(I − Ŵ1)g−1Aiz;x〉 = 0 for i = 1, . . . , k0,
(4.17)
and
−2τ∇H(z)+ [JgF − t(gF )J ]α + (tF − g)Ŵ2[(F − g−1)α +Az]
+ τ(tF − g)Ŵ2g−1J∇H(z)+ (tF + g)Jg−1Az = 0. (4.18)
We note that Ŵ2 = JŴ1, [g,J ] = 0 and that gF is a symplectic matrix. By multiplying the last equality by gFJ and
using the fact that: gFJ∇H(z) = J∇H(z), we get:
(4.18) ⇐⇒ (gF − I )(I − gŴ1g−1)x = −2x.
We set y := (I − gŴ1g−1)x. Then{
() ⇐⇒ y ∈ ker[t(gF )− I ] = Im(gF − I )⊥,
(4.18) ⇐⇒ (gF − I )y = −2x.
If (τ,α, gA) ∈ kerR HessϕE(t, z, g) then x ⊥ y, i.e.,〈(
I − gŴ1g−1
)
x;x〉= 0, i.e., |x|2 = 〈Ŵ1g−1x;g−1x〉.
Since ‖Ŵ1‖ < 1, we get x = 0. Then, using (4.17), we get α ⊥ ∇H(z) and (gF + I )α ∈ J (Gz)⊥. In view of (4.10)
and (3.17), J∇H(z) and Az are in (JGz)⊥, and x = 0, thus: (gF − I )α ∈ (JGz)⊥. Therefore, we have α ∈ (JGz)⊥.
The converse is clear. 
4.4. Asymptotics under G-clean flow conditions
We now give a simple geometrical criterium to have an asymptotic expansion of Gχ (h) if T > 0 is such that
Supp(fˆ ) ⊂ ]−T ,T [ . Let:
Ψ :=
{ ]−T ,T [ × (ΣE ∩Ω0)×G→ R2d,
(t, z, g) →M(g)Φt (z)− z.
Definition 4.4. We say that the flow is G-clean on ]−T ,T [ × (ΣE ∩Ω0) if zero is a weakly regular value of Ψ , i.e.,
• Ψ−1({0}) =: CE,T is a finite union of submanifolds of R × R2d ×G;
• ∀(t, z, g) ∈ CE,T , we have T(t,z,g)CE,T = kerd(t,z,g)Ψ .
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the generalized stationary phase theorem. Indeed, if (t, z, g) ∈ CE,T , then
kerd(t,z,g)Ψ = kerR HessϕE(t, z, g). (4.19)
The justification is the following: we first note that, if (τ,β,A) ∈ R × Tz(Ω0 ∩ΣE)× G, then
d(t,z,g)Ψ (τ,β,Ag) = τJ∇H(z)+
(
M(g)Fz(t)− IdR2d
)
β +Az.
Moreover, we have the following lemma:
Lemma 4.5. We recall that hypotheses of symplectic reduction are fulfilled on U ∩ Ω0, where U := H−1( ]E − δE,
E + δE[ ). Then following assertions are equivalent:
(1) Ω0 ∩U and ΣE are transverse submanifolds of R2d ;
(2) There is no critical point of H˜ on Σ˜E .
Therefore, by Proposition 4.3, we have (4.19).
Proof of the lemma. The negation of (1) is: ∃z ∈ (Ω0 ∩U)∩ΣE , TzΩ0 ⊂ (R∇H(z))⊥, i.e., since (JGz)⊥ = TzΩ0:
R∇H(z) ⊂ JGz that is J∇H(z) ∈ Gz. Finally, if π : Ω0 → Ωred denotes the canonical projection on the quotient,
then we have (since kerdzπ = Gz): dπ(z)H˜ = 0 if and only if J∇H(z) ∈ Gz. 
We get the following theorem:
Theorem 4.6. Let G be a compact Lie group of Gl(d,R) and H :R2d → R be a smooth G-invariant Hamiltonian
satisfying (3.2). Let E ∈ R be such that H−1([E−δE,E+δE]) is compact for some δE > 0, and that Σ˜E = {H˜ = E}
has no critical points. We suppose that hypotheses of reduction are satisfied on Ω0 ∩U , where U := H−1( ]E − δE,
E + δE[ ). Let f and ψ be real functions in S(R) with Supp(ψ)⊂ ]E − δE,E + δE[ and fˆ compactly supported in
]−T ,T [ where T > 0. Moreover, we suppose that the G-clean flow conditions are satisfied on ]−T ,T [ × (Ω0 ∩ΣE).
We denote by:
CE,T :=
{
(t, z, g) ∈ ]−T ,T [ × R2d ×G: z ∈ (Ω0 ∩ΣE), M(g)Φt (z) = z
}
,
and by [CE,T ] the set of its connected components. Then the quantity
∫ t
0 psq˙s ds ((qt ,pt ) := Φt(z)) is constant on
each element Y of [CE,T ], denoted by SY , and Gχ (h) has the following asymptotic expansion modulo O(h+∞):
Gχ (h) =
∑
Y∈[CE ]
(2πh)
1−dimY+p
2 e
i
h
SY ψ(E)
dχ
2π
( ∫
Y
fˆ (t)χ(g)d(t, z, g)dσY (t, z, g)+
∑
j1
hjaj,Y
)
,
where the aj,Y are distributions in fˆ , and the density d(t, z, g) is defined by:
d(t, z, g) := det−1/2+
(
ϕ′′E(t, z, g)|N(t,z,g)Y
i
)
det−1/2+
(
A+ iB − i(C + iD)
2
)
.
We recall that ϕ′′E(t, z, g) is given by Proposition 4.2 and that A, B , C, D are given by:
∂z
(
Φt(z)
)= Fz(t) = (A B
C D
)
.
Proof of the theorem. We can apply the stationary phase theorem to each coefficient (4.3). Then one can use (4.4)
to calculate the first term, and remark that, on CE,T , ϕE is constant with value ϕE(t, z, g) =
∫ t
0 psq˙s ds, if
(t, z, g) ∈ CE . 
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In this section, we plan to give asymptotics of Gχ (h) when Supp(fˆ )∩Lred(E) = {0}, where:
Lred(E)= Lred :=
{
t ∈ R: ∃g ∈G, ∃z ∈ Ω0 ∩ΣE : M(g)Φt (z) = z
}
. (5.1)
Note that Lred(E) is the set of periods of periodic orbits of Σ˜E . In particular, this assumption is fulfilled if fˆ is
supported close enough to zero, which will lead to Theorem 1.1.
Proposition 5.1. Suppose that Σ˜E is non critical. Then 0 is isolated in Lred(E). Moreover, if Supp(fˆ )∩Lred(E) = {0},
then CE ∩ (Supp(fˆ )× R2d ×G) = {0} ×W0, where
W0 :=
{
(z, g) ∈ (Ω0 ∩ΣE)×G: M(g)z = z
}; (5.2)
W0 is a submanifold of R2d ×G, dimW0 = 2d − 2k0 + p − 1 and if (z, g) ∈W0, then
T(z,g)W0 =
{
(α,Ag) ∈ R2d × Gg: (M(g)− I)α +Az = 0, α ⊥ ∇H(z) and α ∈ TzΩ0}. (5.3)
Proof. Σ˜E is a compact and non critical energy level. So it is a well known fact that it has a minimal strictly positive
period. If Supp(fˆ ) ∩Lred(E) = {0}, by the non stationary phase theorem, our critical set becomes CE ∩ (Supp(fˆ )×
R
2d × G) = {0} × W0. We note that W0 = Γ0 ∩ [(ΣE ∩ Ω0) ×G], where Γ0 is given by (3.10). By Lemma 3.2 (but
here with U = H−1( ]E − δE,E + δE[ )), we know that Γ0 is a submanifold of R2d × G. We have to show that
Γ0 and (ΣE ∩ Ω0) × G are transverse submanifolds of (Ω0 ∩ U) × G: in the case of the contrary, let (z, g) ∈ W0
such that TzΓ0 ⊂ (TzΣE ∩ TzΩ0) × Gg. If α ∈ TzΩ0, we have seen in Section 3 (3.13) that (M(g) − I )α ∈ Gz.
Hence, there exists A ∈ G such that (α,Ag) ∈ T(z,g)Γ0. Thus, we have TzΩ0 ⊂ TzΣE , which is in contradiction with
Lemma 4.5. 
Theorem 5.2. Let G be a compact Lie group of Gl(d,R) and H :R2d → R be a smooth G-invariant Hamil-
tonian satisfying (3.2). Let E ∈ R be such that H−1([E − δE,E + δE]) is compact for some δE > 0, and that
Σ˜E = {H˜ = E} has no critical points. We suppose that hypotheses of reduction are satisfied on Ω0 ∩ U , where
U := H−1( ]E − δE,E + δE[ ). Let f and ψ be real functions in S(R) with Supp(ψ) ⊂ ]E − δE,E + δE[ and such
that fˆ is compactly supported.
If Supp fˆ ∩Lred(E) = ∅, then Gχ (h) = O(h+∞) as h→ 0+.
If Supp fˆ ∩Lred(E)= {0}, then Gχ (h) has a complete expansion in powers of h, whose coefficients are distributions
in fˆ with support in {0}, and:
Gχ (h) = (2πh)k0−d+1fˆ (0)ψ(E) dχ2π
∫
Σ˜E
dLH˜,E[ρχ |H0 : 1] + O
(
hk0−d+2
)
, (5.4)
where dLH˜,E = dΣ˜EdH˜ is the Liouville measure associated to H˜ on Σ˜E , k0 is the common dimension of G-orbits of
Ω0 ∩U , and [ρχ |H0 : 1] is as in Theorem 3.1.
Namely, if f is smooth with compact support in (Ω0 ∩U)/G ⊂ Ωred, then the Liouville measure satisfies:∫
Σ˜E
f (x)dLH˜,E =
∫
ΣE∩Ω0
f (π(z))
Vol(G(z))
dσΣE∩Ω0(z)
‖ΠTzΩ0(∇H(z))‖R2d
, (5.5)
where dσΣE∩Ω0 is the Lebesgue measure on ΣE ∩Ω0, and ΠTzΩ0 denotes the orthogonal projector on TzΩ0 in R2d .
Remark. As a consequence of this theorem, we note that if fˆ is supported close enough to zero, then Supp fˆ ∩
Lred(E)= {0} (because of the existence of a minimal period on Σ˜E). Using a classical Tauberian argument (see [25]),
this leads to Theorem 1.1.
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the intersection of the critical set with the support of the amplitude is empty. Suppose that Supp fˆ ∩ Lred(E) = {0}.
Let (0, z, g) ∈ CE ∩(Supp(fˆ )×R2d ×G). Let (τ,α,Ag) ∈ kerR HessϕE(0, z, g), i.e., by Proposition 4.3, α ⊥ ∇H(z),
α ∈ (JGz)⊥ = TzΩ0 and
τJ∇H(z)+ (M(g)− I)α +Az = 0. (5.6)
Since M(g)z = z, we have (M(g) − I )α ∈ Gz. Thus, if τ 	= 0, then J∇H(z) ∈ Gz, which is in contradiction with
Lemma 4.5. Thus τ = 0. Therefore, in view of Proposition 5.1, we have kerR HessϕE(0, z, g) = T(0,z,g)CE , and we
can apply the stationary phase theorem.
Now, we wish to compute the leading term of the expansion of Gχ (h). We are going to use weak asymptotics given
in Theorem 3.1. Note that we could have made the calculus using the result of the stationary phase theorem, but the
computation is more technical (see [8]).
Since Gχ,h(E) := Tr(ψ(Ĥχ )f (E−Ĥχh )) is continuous with respect to variable E, and since hypotheses of The-
orem 5.2 are available for energies in a neighbourhood of E, we have a continuous function λ → a(λ) in the
neighbourhood of E such that
Gχ,h(λ) = a(λ)hk0−d+1 + O
(
hk0−d+2
)
,
with uniform rest with respect to λ near E. Let ϕ be a smooth compactly supported function in this neighbourhood.
We have: ∫
R
ϕ(λ)Gχ,h(λ)dλ = hk0−d+1
∫
R
ϕ(λ)a(λ)dλ+ O(hk0−d+2). (5.7)
Moreover, if x ∈ R, then ∫
R
ϕ(λ)f (λ−x
h
)dλ = h ∫
R
ϕ(x + th)f (t)dt . Thus:∫
R
ϕ(λ)Gχ,h(λ)dλ = h
∫
R
Tr
(
ψ
(
Ĥχ
)
ϕ
(
Ĥχ + th
))
f (t)dt. (5.8)
If x and λ are real, we have |ϕ(x + th)− ϕ(x)| ‖ϕ′‖∞|th|. Therefore∣∣Tr(ψ(Ĥχ )[ϕ(Ĥχ + th)− ϕ(Ĥχ )])∣∣ ∥∥ψ(Ĥχ )∥∥Tr∥∥ϕ(Ĥχ + th)− ϕ(Ĥχ )∥∥L(L2(Rd ))  ∥∥ψ(Ĥχ )∥∥Tr‖ϕ′‖∞|th|,
ψ being non negative, we have ‖ψ(Ĥχ )‖Tr = Tr(ψ(Ĥχ )) = O(hk0−d) in view of the weak asymptotics. Thus∫
R
Tr
(
ψ
(
Ĥχ
)[
ϕ
(
Ĥχ + th
)− ϕ(Ĥχ )])dt = O(hk0−d+1).
Using (5.8), we get: ∫
R
ϕ(λ)Gχ,h(λ)dλ = hfˆ (0)Tr
(
ψ
(
Ĥχ
)
ϕ
(
Ĥχ
))+ O(hk0−d+2).
Thus, by Theorem 3.1, we have:∫
R
ϕ(λ)Gχ,h(λ)dλ = hk0−d+1(2π)k0−ddχ fˆ (0)
∫
Ωred
(ψϕ)
(
H˜ (x)
)
dσred(x)[ρχ |H0 : 1] + O
(
hk0−d+2
)
which implies that (in view of (5.7)):∫
R
ϕ(λ)a(λ)dλ = (2π)k0−ddχ fˆ (0)
∫
Ωred
(ψϕ)
(
H˜ (x)
)
dσred(x)[ρχ |H0 : 1].
Thus, by (3.37): ∫
ϕ(λ)a(λ)dλ = (2π)k0−ddχ fˆ (0)
∫
(ψϕ)(H(z))
Vol(G(z))
dσΩ0(x)[ρχ |H0 : 1]. (5.9)R Ω0
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Ω0
f (z)dσΩ0(z) =
∫
R
∫
Ω0∩Σλ
f (z)
dσΩ0∩Σλ(z)
‖ΠTzΩ0(∇H(z))‖R2d
dλ,
where ΠTzΩ0 denotes the orthogonal projector on TzΩ0. Finally, one can apply this last formula to (5.9) to get:∫
R
ϕ(λ)a(λ)dλ = (2π)k0−ddχ fˆ (0)[ρχ |H0 : 1]
∫
R
ϕ(λ)ψ(λ)
∫
Ω0
1
Vol(G(z))
dσΩ0∩Σλ(z)
‖ΠTzΩ0(∇H(z))‖R2d
dλ,
and we get the expression of a(E). 
6. The oscillatory part
This section is dedicated to the proof of Theorem 1.2. We suppose that 0 /∈ Supp(fˆ ) and that periodic orbits of Σ˜E
having a period in Supp(fˆ ) are non degenerate, i.e., if x ∈ Σ˜E and T˜ ∈ Supp(fˆ ) satisfy Φ˜T˜ (x) = x, then 1 is not
an eigenvalue of the differential of the Poincaré map at x at time T˜ restricted to the energy level Σ˜E . If x ∈ Σ˜E , we
denote by F˜x(T˜ ) the differential of the reduced flow x → Φ˜T˜ (x) with respect to variable x ∈Ωred. The non degenerate
hypothesis is equivalent to say that, if Φ˜T˜ (x) = x, with T˜ ∈ Supp(fˆ ), then
dim ker
[(
F˜x
(
T˜
)− IdTxΩred)2] 2. (6.1)
Note that this is always the case when dim(Ωred) = 2, i.e., d = k0 + 1. In particular this happens for the spherical
symmetry G= SO(d) (see examples in Section 2).
6.1. The stationary phase problem
Since Σ˜E is compact without critical points, then by the cylinder theorem (see [1, 8.2.2]), there is a finite number
of periodic orbits in Σ˜E with period in Supp(fˆ ) and Lred ∩ Supp(fˆ ) is a finite set. If t0 ∈ Lred ∩ Supp(fˆ ), we set:
Wt0 :=
{
(z, g) ∈ (Ω0 ∩ΣE)×G: M(g)Φt0(z) = z
}
. (6.2)
By Proposition 4.1, we get that
CE ∩
(
Supp
(
fˆ
)× R2d ×G)= ⋃
t0∈Lred∩supp(fˆ )
{t0} ×Wt0 (6.3)
Proposition 6.1. We suppose that periodic orbits of Σ˜E are non degenerate on Supp(fˆ ) in the sense given above. Let
t0 ∈ Lred ∩ Supp(fˆ ). Then Wt0 is a submanifold of R2d ×G, dimWt0 = p + 1, and if (z, g) ∈Wt0 , then
T(z,g)Wt0 =
{
(α,Ag) ∈ TzΩ0 × Gg: α ∈ RJ∇H(z)+ Gz and
(
M(g)Fz(t0)− I
)
α +Az = 0}. (6.4)
Proof. Let π1 :Ω0 ∩ ΣE → Σ˜E be the restriction of π to ΣE ∩ Ω0. We claim that π1 is a submersion. Indeed, if
z ∈ Ω0 ∩ ΣE , and if u ∈ Tπ(z)Σ˜E , then, π being a submersion, there exists α ∈ TzΩ0 such that u = dzπ(α). By the
Theorem 2.2, we have:
dπ(z)H˜
(
dzπ(α)
)= ωred(π(z))(dzπ(α),XH˜ (π(z)))= 〈Jα,J∇H(z)〉,
since dzπ(J∇H(z)) = XH˜ (π(z)). Remembering that Tπ(z)Σ˜E = kerdπ(z)H˜ , we get that α ⊥ ∇H(z), and α ∈
(TzΩ0)∩ (TzΣE) = Tz(Ω0 ∩ΣE).
If z ∈ Ω0 ∩ U , if g ∈ G, differentiating with respect to z ∈ Ω0 the identity π(M(g)Φt0(z)) = Φ˜t0(π(z)), we get
that, if z = M(g)Φt0(z), then M(g)Fz(t0)TzΩ0 ⊂ TzΩ0, and we have on TzΩ0:
dzπ ◦M(g)Fz(t0) = F˜π(z)(t0) ◦ dzπ. (6.5)
Let Rt := {(z,M(g)Φt (z)): z ∈ ΣE ∩Ω0, g ∈ G}.0 0
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T(z,z)Rt0 =
{(
α,M(g)Fz(t0)α +Az
)
: α ∈ Tz(Ω0 ∩ΣE) and A ∈ G
}
.
Proof. Let At0 := {(x, Φ˜t0(x)): x ∈ Σ˜E}. At0 is a submanifold of [(Ω0 ∩ U)/G]2 and dimAt0 = dim Σ˜E = 2d −
2k0 − 1. Moreover Rt0 = (π1 × π1)−1(At0). Thus, π1 × π1 being submersion, Rt0 is a submanifold (Ω0 ∩ U)2 and
dimRt0 = 2d − 1. Besides, T(x,Φ˜t0 (x))At0 = {(u, F˜x(t0)u): u ∈ TxΣ˜E}. Thus, if z = M(g)Φt0(z), then
T(z,z)Rt0 =
{
(α,β) ∈ T(z,z)(Ω0 ∩ΣE)2: dzπ(β) = F˜π(z)(t0)dzπ(α)
}
.
In view of (6.5), the proof is clear if we remember that kerdzπ = Gz. 
We denote by Pred(E, t0) the set of periodic orbits of Σ˜E with period t0. We have:
Wt0 =
⊔
γ¯∈Pred(E,t0)
Λγ¯ ,t0, (6.6)
where
Λγ¯ ,t0 :=
{
(z, g) ∈ (Ω0 ∩ΣE)×G: z = M(g)Φt0(z) and π(z) ∈ γ¯
}
. (6.7)
Let γ¯ ∈ Pred(E, t0) and ϕ0 : (Ω0 ∩ΣE)×G →Rt0 defined by ϕ0(z, g) := (z,M(g)Φt0(z)). We have Λγ¯ = ϕ−10 (Pγ¯ ),
where Pγ¯ := {(z, z) ∈ (ΣE ∩ Ω0)2: π(z) ∈ γ¯ } ⊂ Rt0 . We have: Pγ¯ = diag(π−11 (γ¯ )), thus, π1 being a submersion,
Pγ¯ is a submanifold of Rt0 , dim(Pγ¯ ) = k0 + 1, and T(z,z)Pγ¯ = (Gz + RJ∇H(z))2, since we have dzπ(J∇H(z)) =
XH˜ (π(z)) and kerdzπ = Gz. The proof of the proposition is clear if we show that ϕ0 is a submersion at all points of
Wt0 , which is given by Lemma 6.2. 
Now we have to show that the transversal Hessian of ϕE is non degenerate on points of {t0}×Wt0 . Let (z, g) ∈Wt0 .
We have to show that kerR HessϕE(t0, z, g) = {0} × T(z,g)Wt0 . Let τ ∈ R, α ∈ Tz(Ω0 ∩ΣE), and A ∈ G such that
τJ∇H(z)+ (M(g)Fz(t0)− Id)α +Az = 0. (6.8)
Applying dzπ , we get (using (6.5)):
τXH˜
(
π(z)
)+ (F˜π(z)(t0)− Id)dzπ(α) = 0. (6.9)
Thus, dzπ(α) ∈ ker(F˜π(z)(t0) − IdΩred)2. Using by (6.1), we have a basis (u1, u2) of ker(F˜π(z)(t0) − IdΩred)2 with:
u1 = XH˜ (π(z)) et wred(π(z))(u1, u2) 	= 0 (as in the case without symmetry). Thus, there exists λ1, λ2 in R such that
dzπ(α) = λ1u1 + λ2u2. Therefore:
wred
(
π(z)
)(
dzπ(α),u1
)= dπ(z)H˜ (dzπ(α))= 〈∇H(z),α〉= 0.
Thus λ2 = 0 and dzπ(α) = λ1u1. Using (6.9), we obtain τ = 0 since there is no critical points of H˜ on Σ˜E . Besides,
since dzπ(J∇H(z)) = XH˜ (π(z)), we have α ∈ RJ∇H(z)+Gz, and, in view of (6.8) and Proposition 6.1, we get that
(0, α,Ag) ∈ T(t0,z,g)CE .
Thus, we have shown that, when periodic orbits of the reduced space are non degenerate, then we can apply the
stationary phase theorem, and get an asymptotic expansion of Gχ (h).
6.2. Computation of first terms
We apply the stationary phase formula to (4.4). The set CE ∩ (Supp(fˆ ) × R2d × G) splits into disjoint sets
{t0} × Λγ¯ ,t0 given by (6.3) and (6.6), where Λγ¯ ,t0 is given by (6.7). Λγ¯ ,t0 may not be a connected set, but one
can show that the quantity S(t0)(z) :=
∫ t0
0 p dq does not depend on z ∈ π−1(γ¯ ) (see [2]). We denote it by Sγ¯ (t0).
Then, using that dimΛγ¯ ,t0 = dimWt0 = p + 1, we get that
Gχ (h) = ψ(E)dχ
∑
t0∈Lred(E)∩Supp fˆ
fˆ (t0)
∑
γ¯∈Pred(E,t0)
e
i
h
Sγ¯ (t0)
1
2π
∫
Λ
χ(g)d(t0, z, g)dσΛγ¯ (z, g)+ O(h),
γ¯ ,t0
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d(t, z, g) := det−1/2+
(
ϕ′′E(t, z, g)|N(t,z,g)CE
i
)
det−1/2+
(
A+ iB − i(C + iD)
2
)
.
In this case, the computation of det−1/2+ (
ϕ′′E(t,z,g)|N(t,z,g)CE
i ) seems to be a non trivial calculus. We didn’t succeed in
interpreting it geometrically as in the case of the Weyl term. However, one should be able to make appear the primitive
period of γ¯ and the differential of its Poincaré map, as we did in the case of a finite group in [7].
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