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Abstract
The phase diagram of an SU(2)L× SU(2)R lattice Higgs-Yukawa model with
finite λ is constructed using mean field theory. The phase diagram bears a
superficial resemblance to that for λ = ∞, however as λ is decreased the
paramagnetic region shrinks in size. For small λ the phase transitions remain
second order, and no new first order transitions are seen.
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Recent experimental evidence of a top quark with mass ≈ 175 GeV [1] indicates that its
Yukawa coupling is of order 1, possibly making nonperturbative effects significant. Lattice
Higgs-Yukawa theories provide a way of studying non-perturbative physics of theories con-
taining interacting scalars and fermions, although the technical problems associated with
chiral fermions restricts us to vector theories.
Most of the work on Higgs-Yukawa theories has dealt with the limit in which the Higgs
field is radially frozen (λ = ∞). Such models have been studied both analytically [2–4]
and using Monte Carlo [5] for various gauge groups. Radially active (finite λ) Higgs models
without fermions have also been thoroughly examined [6,7], however relatively little work
has been done on the problem including fermions [8]. In this paper I estimate the phase
diagram of the SU(2)L×SU(2)R Higgs-Yukawa theory for the full range of λ and the Yukawa
coupling. The calculations are performed using the mean field approximation (MFA) [9],
with the fermions included in the manner used by Stephanov and Tsypin for the radially
frozen theory [3].
The action for the model in d dimensions is S = SF + SH + VH ,
SF =
1
2
∑
x,µ
(ψ¯xγµψx+µ − ψ¯x+µγµψx)
+y
∑
x
ψ¯x(PRρxΦx + PLρxΦ
†
x)ψx
=
∑
xy
ψ¯x[Kxy + y(PRρxΦx + PLρxΦ
†
x)δxy]ψy
=
∑
xy
ψ¯xMxyψy (1)
SH = −κ
∑
x,µ
1
2
tr(ρxΦ
†
xρx+µΦx+µ + ρx+µΦ
†
x+µρxΦx) (2)
VH =
∑
x
V (ρx) =
∑
x
λ(ρ2x − 1)2 + ρx. (3)
The fermion field ψx is an SU(2) doublet, PR,L =
1
2
(1 ± γd+1), and κ is the scalar hopping
parameter. The scalar field has been separated into its magnitude and angular degree of
freedom, ρx and Φx respectively, where Φx is a 2 × 2 SU(2) matrix. We will also use the
O(4) field φkx satisfying φ
k
xφ
k
x = 1. The two notations are related by Φx = φ
k
xT
k where
T k = (11, i~σ). Integrating out the fermions gives the effective action for the scalar field
2
Seff = SH + VH −NF ln detM, (4)
where NF has been introduced as the number of fermion species, each having the same
action SF . The partition function for the effective scalar theory is
Z =
∫ ∏
x
ρ3xdρx
∫ ∏
x
Dφx exp(−Seff ) (5)
where Dφx is the O(4) invariant group measure for φ
k
x.
The variational form of the MFA is employed by introducing a parameter Hk, then
adding and subtracting the trial action ρxφ
k
xH
k to obtain
exp(−F ) =
∫ ∏
x
ρ3xdρx
∫ ∏
x
Dφx exp(−Seff +
∑
x
ρxφ
k
xH
k −∑
x
ρxφ
k
xH
k). (6)
This gives the variational limit on the free energy F ,
F ≤ Fvar = 〈SH −NF ln detM〉H + 〈
∑
x
Hkφkxρx〉H − lnZH , (7)
〈A〉H = Z−1H
∫ ∏
x
dρxρ
3
x exp(−V (ρx))
∫ ∏
x
Dφx exp(
∑
x
Hkφkxρx)A, (8)
ZH =
∫ ∏
x
dρxρ
3
x exp(−V (ρx))
∫ ∏
x
Dφx exp(
∑
x
Hkφkxρx). (9)
Fvar is then minimized with respect to H
k. The integration over ρx is necessary since for
finite λ the magnitude of the scalar is no longer constrained to be 1. At small λ the shallow
scalar potential causes fluctuations about ρx = 1 which alter the results considerably.
For small Yukawa coupling the fermionic determinant is calculated by expanding in y
〈ln detM〉H = ln detKxy −
∑
n=2,4,...
1
n
yn
∑
x1...xn
K−1x1x2 ...K
−1
xnx1
〈trΦx1Φ†x2 ...Φxn−1Φ†xn〉H
≈ ln detKxy −
∑
n=2,4,...
1
n
(−2y
d
)n ∑
x1...xn
Kx1x2 ...Kxnx1〈trΦx1Φ†x2 ...Φxn−1Φ†xn〉H . (10)
The second line uses the approximation [3]
K−1xy =
−2
d
Kxy +O(1/d
2), (11)
which is justified since the MFA is itself only accurate to order 1/d. The determinant is then
represented by a sum of closed hopping diagrams connecting sites associated with alternating
3
Φ’s and Φ†’s. Previous work has approximated the fermionic determinant by including an
infinite subset of hopping diagrams [3], or expanding Eq. (10) to some finite order in y [4].
We will adopt the latter approach.
The λ = ∞ case provides a hint in choosing how far to carry out the expansion of the
fermionic determinant. Since the radially frozen theory in the MFA agrees quite well with
Monte Carlo results when the free energy is expanded to order y4, we will evaluate Eq. 10
to order y4. It is a tedious though straightforward exercise to enumerate all such hopping
diagrams in d dimensions to obtain
〈ln detM〉H ≈ ln detK + 2
d/2
d
y2tr〈ρxΦx〉H〈ρxΦx〉H −
2d/2
2d3
y4
[
tr〈ρxΦxρyΦ†yρxΦxρyΦ†y〉H
+2(2d− 1)tr〈ρxΦxρxΦx〉H〈ρxΦx〉H〈ρxΦx〉H
+2(d− 1)tr〈ρxΦx〉4H
]
(12)
where the traces are over SU(2) indices, and the indices x and y simply indicate which Φ’s
are distinct group elements.
The various quantities of the form 〈A〉H in Eq. 12 include group integrals, and integrals
over ρ. The group integrals are calculated to second order in H because that is all that is
required to find second order critical lines. We first compute the O(4) group integrals by
taking derivatives with respect to H of
∫
Dφx exp(H
nφnxρx) = 2π
2[I0(Hρx)− I2(Hρx)]
= 2π2(1 +
1
8
ρ2xH
2 +
1
192
ρ4xH
4) +O(H6) (13)
where H =
√
HkHk and In(x) is the nth order modified Bessel function. We find
∫
Dφx exp(ρxH
nφnx)φ
i
x =
π2
2
ρxH
i +O(H3), (14)∫
Dφx exp(ρxH
nφnx)φ
i
xφ
j
x =
1
12
π2ρ2xH
iHj + δij(
1
2
+
1
24
ρ2xH
2)π2 +O(H4). (15)
The corresponding SU(2) group integrals are
4
tr〈ΦxΦx〉H = −2π2 +O(H4), (16)
〈Φx〉H = 11π
2
2
Hρx +O(H
3). (17)
In Eq. 17 the gauge has been fixed to H i = Hδi0.
In addition, the slightly more complicated group integral involving four Φ’s is needed.
This is calculated as
tr
∫
DφxDφy exp(ρxH
nφnx + ρyH
nφny )ΦxΦ
†
yΦxΦ
†
y
= (δijδkl + δilδjk − δikδjl)
∫
Dφx exp(ρxH
nφnx)φ
i
xφ
k
x
∫
Dφy exp(ρyH
nφny )φ
j
yφ
l
y
= −π4(4 + 1
2
H2ρ2x +
1
2
H2ρ2y) +O(H
4). (18)
The second line relies on the fact that the trace must be separately symmetric in both i, k
and in j, l. The sum over O(4) indices is computed using Eq. 15 and by again choosing the
H i = Hδi0 gauge.
For computing the integrals over ρ it is useful to define
Pn =
∫ ∞
0
dρρn exp(−V (ρ))
=
1
2
(2λ)−
n+1
4 Γ(
n+ 1
2
)D−n+1
2
(
(1− 2λ)√
2λ
)
exp
(
1
8λ
− 1
2
− λ
2
)
(19)
where D−n+1
2
is the parabolic cylinder function. The single site partition function is then
given by
Z1 = 2π
2
∫ ∞
0
dρxρ
3
x exp(−V (ρx))[I0(ρxH)− I2(ρxH)]
= 2π2
∫ ∞
0
dρxρ
3
x exp(−V (ρx))[1 +
1
8
H2ρ2x] +O(H
4)
= 2π2(P3 +
1
8
H2P5) +O(H
4). (20)
Similarly, the integrals making up Eq. 7 are given by
〈ρxΦ〉H = 111
2
[
P5
2P3
H +O(H3)
]
, (21)
tr〈ρxΦρxΦ〉H = −P5
P3
+
P 25
8P 23
H2 +O(H4), (22)
tr〈ρxΦxρyΦ†yρxΦxρyΦ†y〉H =
(
P5
P3
)2
+H2
P3P5P7 − 3P 35
12P 33
+O(H4). (23)
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Substituting Eq.’s 21-23 into Eq.’s 12 and 7 gives Fvar.
There are four phases: 1) the ferromagnetic (FM) phase with 〈φix〉 6= 0, 2) the param-
agnetic (PM) phase with 〈φix〉 = 0, 3) the antiferromagnetic (AFM) phase with 〈ξxφix〉 6= 0
(where ξx = (−1)x1+x2+..+xd), and 4) the ferrimagnetic (FI) phase in which 〈φix〉 6= 0 and
〈ξxφix〉 6= 0. In the MFA these phases are indicated by the value of Hk which minimizes
the variational free energy. In the FM phase Hk 6= 0, while for the PM phase Hk = 0. To
see the AFM phase the action must be transformed so as to make the staggered magnetiza-
tion 〈ξxφix〉 accessible. Since the action is invariant under φx → ξxφx, ψx → exp(iπ2ξx/2)ψx,
y → iy, κ→ −κ, the action obtained by this transformation will have AFM order if Hk 6= 0.
Therefore, the MFA variational action for the AFM is given by Eq. 12 with y → iy, κ→ −κ.
The FI phase is indicated by the existence of FM and AFM order at the same point.
The strong coupling regime is reached by expanding the fermionic determinant in 1/y
rather than y. In this expansion Kxy appears rather than K
−1
xy so the 1/d approximation of
the propagator is not needed. Aside from this difference, the free energy is computed in the
same manner as the weak coupling version. Therefore the strong coupling variational free
energy is obtained making the replacement y → d/2y in Eq. 12.
The second order phase transitions are found by setting ∂
2
∂H2
Fvar|H=0 = 0, which is why
it was sufficient to compute Fvar to O(H
2). For weak coupling this gives
FM− PM : κc = P3
P5d
− 2
d/2NF
d2
y2 +
2d/2NFP5
P3d3
(
1
2d
− 1
)
y4, (24)
AFM− PM : κc = − P3
P5d
− 2
d/2NF
d2
y2 − 2
d/2NFP5
P3d3
(
1
2d
− 1
)
y4. (25)
The figures illustrate the above results. Fig. 1 shows κc as a function of λ at y = 0 for
the FM-PM transition. (At y = 0, κc for the AFM-PM transition is simply the negative
of κc for the FM-PM transition.) In agreement with previous results [6,10], κc → 1/8 as
λ→ 0, and κc → 1/4 as λ→∞. Fig. 2 shows the complete phase diagram for λ = 1, which
appears qualitatively similar to the λ =∞ case. The one difference from the λ =∞ case is
that the PM region has shrunk. Fig. 3 shows the κc’s as a function of y for several values
of λ between 0.01 and 10. As λ is decreased, the phase diagram remains qualitatively the
6
same as the λ = ∞ case, although the PM region shrinks in both the y and κ directions.
All phase transitions remain second order, and there is no evidence of new phases. Also, κc
saturates for λ = 0.01, 10, with little change in κc as λ→ 0,∞.
In addition to the MFA errors of order 1/d2, the errors in the expansion of the fermionic
determinant are of order y6. For y ≈ 1 the results should break down, although comparison
of the λ = ∞ results with those from Monte Carlo show good agreement through the
intermediate coupling region.
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FIGURES
FIG. 1. κc for the FM-PM transition at y = 0.
FIG. 2. The phase diagram for λ = 1. All phase transitions are second order.
FIG. 3. Second order κc’s for various values of λ as indicated by the labels. The λ = 0.01, 10
lines are very nearly the same as those for λ = 0,∞ respectively.
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