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NONHOMOGENEOUS SYSTEMS INVOLVING CRITICAL OR
SUBCRITICAL NONLINEARITIES
MOUSOMI BHAKTA1, SOUPTIK CHAKRABORTY1, AND PATRIZIA PUCCI2
Abstract. This paper deals with existence of a nontrivial positive solution to systems of
equations involving nontrivial nonhomogeneous terms and critical or subcritical nonlinear-
ities. Via a minimization argument we prove existence of a positive solution whose energy
is negative provided that the nonhomogeneous terms are small enough in the dual norm.
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1. Introduction
In this paper we consider the following system of equations

(−∆)su+ γu =
α
α+ β
|u|α−2u|v|β + f(x) in RN ,
(−∆)sv + γv =
β
α+ β
|v|β−2v|u|α + g(x) in RN ,
u, v > 0 in RN ,
(S)
where N > 2s, α, β > 1, α + β ≤ 2∗s, 2
∗
s := 2N/(N − 2s), f, g are nontrivial nonnegative
functionals in the dual space of H˙s(RN ) if α + β = 2∗s and of H
s(RN ) if α+ β < 2∗s, while
γ = 0 if α + β = 2∗s and γ = 1 if α + β < 2
∗
s. Here (−∆)
s denotes the fractional Laplace
operator which can be defined for the Schwartz class functions ϕ as follows
(−∆)s ϕ(x) := cN,s P.V.
ˆ
RN
ϕ(x) − ϕ(y)
|x− y|N+2s
dy, cN,s =
4sΓ(N/2 + s)
piN/2|Γ(−s)|
.
Let
H˙s(RN ) :=
{
u ∈ L2
∗
s (RN ) :
¨
R2N
|u(x) − u(y)|2
|x− y|N+2s
dxdy <∞
}
,
be the homogeneous fractional Sobolev space, endowed with the inner product 〈·, ·〉H˙s and
corresponding Gagliardo norm
‖u‖H˙s :=
(¨
R2N
|u(x)− u(y)|2
|x− y|N+2s
dxdy
)1/2
.
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WhileHs(RN ) is the standard fractional Sobolev Hilbert space with inner product 〈·, ·〉H˙s(RN )
and corresponding norm
‖u‖Hs :=
(
‖u‖22 + ‖u‖
2
H˙s
)1/2
,
where in general ‖ · ‖p is the standard norm on the Lebesgue space L
p(RN ), when p ≥ 1.
In the vectorial case, the natural solution space for (S) is the Hilbert space H˙s(RN ) ×
H˙s(RN ), equipped with the inner product〈
(u, v), (φ,ψ)
〉
H˙s×H˙s
:= 〈u, φ〉H˙s + 〈v, ψ〉H˙s ,
and the norm
‖(u, v)‖H˙s×H˙s :=
(
‖u‖2
H˙s
+ ‖v‖2
H˙s
) 1
2 ,
when α+ β = 2∗s, while is H
s(RN )×Hs(RN ) equipped with the inner product〈
(u, v), (φ,ψ)
〉
Hs×Hs
:= 〈u, φ〉H˙s + 〈v, ψ〉H˙s + 〈u, φ〉L2 + 〈v, ψ〉L2 ,
and the norm
‖(u, v)‖Hs×Hs :=
(
‖u‖2Hs + ‖v‖
2
Hs
) 1
2 ,
if α+ β < 2∗s.
When α + β = 2∗s, we say (u, v) ∈ H˙
s(RN ) × H˙s(RN ) is a solution of (S) if u, v > 0 in
R
N and 〈
(u, v), (φ,ψ)
〉
H˙s×H˙s
=
α
2∗s
ˆ
RN
|u|α−2u|v|βφdx+
β
2∗s
ˆ
RN
|v|β−2v|u|αψ dx
+
(H˙s)′
〈f, φ〉H˙s + (H˙s)′〈g, ψ〉H˙s
holds for every (φ,ψ) ∈ H˙s(RN )× H˙s(RN ), while if α+ β < 2∗s a couple (u, v) ∈ H
s(RN )×
Hs(RN ) is said to be a solution of (S) if u, v > 0 in RN and〈
(u, v), (φ,ψ)
〉
Hs×Hs
=
α
α+ β
ˆ
RN
|u|α−2u|v|βφdx+
β
α+ β
ˆ
RN
|v|β−2v|u|αψ dx
+ H−s〈f, φ〉Hs + H−s〈g, ψ〉Hs
holds for every (φ,ψ) ∈ Hs(RN )×Hs(RN ).
When the domain is a open bounded subset of RN , in a pioneering work, Tarantello [28]
proves existence of two positive solutions for the nonhomogeneous problem
−∆u = |u|2
∗−2u+ f in Ω, u = 0 on ∂Ω, 2∗ =
2N
N − 2
, (1.1)
where 0 ≤ f ∈ H−1(Ω) satisfies suitable condition. In [10, 25] the authors study existence
of sign changing solutions of (1.1). In [5], the first and third author of the current paper
treat the scalar version of (S) with the critical nonlinearity, namely the equation:{
(−∆)su = a(x)|u|2
∗
s−2u+ f(x) in RN ,
u > 0 in RN , u ∈ H˙s(RN ),
where 0 < a ∈ L∞(RN ), a(x) → 1 as |x| → ∞ and f ∈ H˙s(RN )′ and prove existence of
at least two positive solutions when ‖f‖(H˙s)′ is small enough. For the scalar version of (S),
with subcritical nonlinearities, we refer to [1, 7, 21, 29] in the local case and to [4] in the
nonlocal case. In all these papers existence of at least two positive solutions is actually
proved.
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Elliptic systems arise in biological applications (e.g. population dynamics) or physical
applications (e.g. models of a nuclear reactor) and have been drawn a lot of attention
(see [2, 11, 22, 24, 26, 27] and references therein). For systems in bounded domains with
nonhomogeneous terms we refer to [6]. In the case of vector valued solutions for Schrödinger
systems of equations in R3 with nonhomogeneous perturbation, we refer to [23], where the
authors have applied Lyapunov–Schmidt reduction scheme to construct multiple solutions.
In the nonlocal case, there are not so many papers, in which weakly coupled systems of
equations have been studied. To quote a few, we refer to [3, 9, 12, 15, 19, 20]. Actually all
these papers deal with Dirichlet systems of equations in bounded domains. For the nonlocal
systems of equations in the entire space RN , we cite [16, 17] and the references therein. To
the best of our knowledge, so far there have been no papers in the literature, where existence
of nontrivial solutions to system of equations, with fractional Laplacian and the critical or
subcritical exponents in RN , have been established in the nontrivial nonhomogeneous case.
The main result in the paper is new even in the local case s = 1 and is stated below, where
ker(f) denotes the kernel of f .
Theorem 1.1. (i) If α+β = 2∗s, and f, g are nontrivial nonnegative functionals in the dual
space H˙s(RN )′ of H˙s(RN ) such that ker(f)= ker(g), then system (S) admits a nontrivial
solution (u¯, v¯) such that u¯ > 0 and v¯ > 0, provided that 0 < max{‖f‖(H˙s)′ , ‖g‖(H˙s)′} ≤ d for
some d > 0 sufficiently small.
(ii) If α + β < 2∗s, and f, g are nontrivial nonnegative functionals in the dual space
H−s(RN ) of Hs(RN ) such that ker(f)=ker(g), then (S) admits a nontrivial solution (u¯, v¯)
such that u¯ > 0 and v¯ > 0, provided that 0 < max{‖f‖H−s , ‖g‖H−s} ≤ d for some d > 0
sufficiently small.
Furthermore, in both the cases (i) and (ii) if f ≡ g, then the solution (u¯, v¯) has the
property that u¯ 6≡ v¯, whenever α 6= β. Finally, if α = β but f 6≡ g, then u¯ 6≡ v¯.
Let us emphasize that here we introduce suitable assumptions under which system (S)
admits a positive solution, with different components, while papers devoted to systems seem
not to address this question at all. Therefore, we actually solve system (S) when it does not
reduce into a single equation.
To the best of our knowledge, the question of finding at least two nontrivial solutions to
(S) remains open in the vectorial case. In the scalar case we are able to exhibit existence of
two different solutions in the recent papers [4, 5].
2. Proof of Theorem 1.1
Before proving the main Theorem 1.1 let us present some useful notation and auxiliary
results. Define
S = inf
u∈H˙s(RN )\{0}
‖u‖2
H˙s
‖u‖22∗s
, Sα+β = inf
u∈Hs(RN )\{0}
‖u‖2
H˙s
‖u‖2α+β
,
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and
S(α,β) =


inf
(u,v)∈H˙s(RN )×H˙s(RN )\{(0,0)}
‖u‖2
H˙s
+ ‖v‖2
H˙s(ˆ
RN
|u|α|v|βdx
)2/2∗s , if α+ β = 2∗s
inf
(u,v)∈Hs(RN )×Hs(RN )\{(0,0)}
‖u‖2
H˙s
+ ‖v‖2
H˙s(ˆ
RN
|u|α|v|βdx
)2/(α+β) , if α+ β < 2∗s.
In the celebrated paper [8] Chen, Li and Ou prove that when α+β = 2∗s the Sobolev constant
Sα+β = S is achieved by w, where w is the unique positive solution (up to translations and
dilations) of
(−∆)sw = w2
∗
s−1 in RN , w ∈ H˙s(RN ).
Indeed, any positive solution of the above equation is radially symmetric, with respect to
some point x0 ∈ R
N , strictly decreasing in r = |x − x0|, of class C
∞(RN ) and so of the
explicit parametric form
w(x) = cN,s
(
λ
λ2 + |x− x0|2
)N−2s
2
,
for some λ > 0. On the other hand, when 2 < α+ β < 2∗s, Frank, Lenzmann and Silvestre
in their celebrated paper [18] prove that Sα+β is achieved by unique (up to a translation)
positive ground state solution w of
(−∆)sw + w = wα+β−1 in RN , w ∈ Hs(RN ).
Furthermore, w is radially symmetric, symmetric decreasing C∞(RN ) function which satis-
fies the following decay property in RN
C−1
1 + |x|N+2s
≤ w(x) ≤
C
1 + |x|N+2s
,
with some constant C > 0 depending on N, α+ β, s.
Lemma 2.1. There exists a positive constant C = C(α, β, s,N) such that when α+ β = 2∗s( ˆ
RN
|u|α|v|βdx
)1/2∗s
≤ C‖(u, v)‖H˙s×H˙s
for all (u, v) ∈ H˙s(RN )× H˙s(RN ), while if α+ β < 2∗s( ˆ
RN
|u|α|v|βdx
)1/(α+β)
≤ C‖(u, v)‖Hs(RN )×Hs(RN )
for all (u, v) ∈ Hs(RN )×Hs(RN ).
Proof. It easily follows from the definition of Sα+β and the inequality
|t|α|τ |β ≤ |t|α+β + |τ |α+β
for all (t, τ) ∈ R2. 
Next, we recall a result from [15] which states the relation between S(α,β) and Sα+β.
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Lemma 2.2. [15, Lemma 5.1] In all cases α > 1, β > 1, with α+ β ≤ 2∗s, it results
S(α,β) =
[(
α
β
) β
α+β
+
(
α
β
) −α
α+β
]
Sα+β.
Moreover, if w achieves Sα+β then (Bw,Cw) achieves S(α,β) for all positive constants B
and C such that B/C =
√
α/β.
Finally we prove a short useful result
Lemma 2.3. In all cases α > 1, β > 1, with α+ β ≤ 2∗s,
S(α,β) > Sα+β
holds true.
Proof. If α > β, then using Lemma 2.2,
S(α,β)
Sα+β
=
(
α
β
) β
α+β
+
(
α
β
) −α
α+β
=
(
α
β
) β
α+β α+ β
α
> 1.
Similarly, if α < β then
S(α,β)
S
=
(
α
β
) β
α+β
+
(
α
β
) −α
α+β
=
(
β
α
)− β
α+β
+
(
β
α
) α
α+β
=
(
β
α
) α
α+β
[
1 +
(
β
α
)−1 ]
=
(
β
α
) α
α+β α+ β
β
> 1.
Further, S(α,β) > 2Sα+β for α = β. 
We are finally in a position to prove the main result and we simply say that a couple
(u, v) is positive if both components are positive.
Proof of Theorem 1.1 – Part (i). Let α + β = 2∗s. We note that system (S) is variational
and the underlying functional is
If,g(u, v) :=
1
2
‖(u, v)‖2
H˙s×H˙s
−
1
2∗s
ˆ
RN
|u|α|v|β dx−
(H˙s)′
〈f, u〉H˙s − (H˙s)′〈g, v〉H˙s ,
which is well defined in H˙s(RN )× H˙s(RN ) and of class C1
(
H˙s(RN )× H˙s(RN )
)
. Moreover,
if (u, v) is a solution of (S), then (u, v) is a positive critical point of If,g and vice versa.
Let us now introduce the auxiliary functional
Jf,g(u, v) :=
1
2
‖(u, v)‖2
H˙s×H˙s
−
1
2∗s
ˆ
RN
uα+v
β
+ dx− (H˙s)′〈f, u〉H˙s − (H˙s)′〈g, v〉H˙s ,
which is well defined in H˙s(RN )×H˙s(RN ) and of class C1
(
H˙s(RN )×H˙s(RN )
)
, with second
derivative. Indeed, for all (u, v), (φ,ψ) ∈ H˙s(RN )× H˙s(RN )
J ′′f,g(u, v)
(
(φ,ψ), (φ,ψ)
)
= ‖(φ,ψ)‖2
H˙s×H˙s
−
α(α− 1)
2∗s
ˆ
RN
uα−2+ v
β
+φ
2 dx
−
β(β − 1)
2∗s
ˆ
RN
uα+v
β−2
+ ψ
2 dx−
2αβ
2∗s
ˆ
RN
uα−1+ v
β−1
+ φψ dx.
(2.1)
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Using Hölder’s and Sobolev’s inequalities, we estimate the second term on the RHS as follows
ˆ
RN
uα−2+ v
β
+φ
2dx ≤
(ˆ
RN
|φ|2
∗
sdx
) 2
2∗s
(ˆ
RN
|u|2
∗
sdx
)α−2
2∗s
(ˆ
RN
|v|2
∗
sdx
) β
2∗s
≤ S−1−
α−2
2
−β
2 ‖u‖α−2
H˙s
‖v‖β
H˙s
‖φ‖2
H˙s
≤ S−
2∗s
2 ‖(u, v)‖
2∗s−2
H˙s×H˙s
‖(φ,ψ)‖2
H˙s×H˙s
.
In the inequality we have used the fact that ‖u‖H˙s ≤ ‖(u, v)‖H˙s×H˙s and α + β = 2
∗
s.
Similarly, ˆ
RN
uα+v
β−2
+ ψ
2 dx ≤ S−
2∗s
2 ‖(u, v)‖
2∗s−2
H˙s×H˙s
‖(φ,ψ)‖2
H˙s×H˙s
.
Furthermore,
ˆ
RN
uα−1+ v
β−1
+ φψ dx ≤
(ˆ
RN
|φ|2
∗
s dx
) 1
2∗s
(ˆ
RN
|ψ|2
∗
s dx
) 1
2∗s
(ˆ
RN
|u|2
∗
s dx
)α−1
2∗s
(ˆ
RN
|v|2
∗
s dx
)β−1
2∗s
≤ S−
1
2
− 1
2
−α−1
2
−β−1
2 ‖φ‖H˙s‖ψ‖H˙s‖u‖
α−1
H˙s
‖v‖β−1
H˙s
≤
S−
2∗s
2
2
‖(φ,ψ)‖2
H˙s×H˙s
‖(u, v)‖
2∗s−2
H˙s×H˙s
.
Thus, substituting the above three estimates in (2.1), we obtain
J ′′f,g(u, v)
(
(φ,ψ), (φ,ψ)
)
≥

1− S− 2
∗
s
2
2∗s
‖(u, v)‖
2∗s−2
H˙s×H˙s
[
α(α− 1) + β(β − 1) + αβ
] ·
× ‖(φ,ψ)‖2
H˙s×H˙s
.
Therefore, J ′′f,g(u, v) is positive definite for (u, v) in the ball centered at 0 and of radius r in
H˙s(RN )× H˙s(RN ), where
r =
(
2∗s
α2 + β2 + αβ − 2∗s
) 1
2∗s−2
S
N
4s .
Hence Jf,g is strictly convex in Br. For (u, v) ∈ H˙
s(RN )×H˙s(RN ), with ‖(u, v)‖H˙s×H˙s = r,
Jf,g(u, v) =
1
2
‖(u, v‖2
H˙s×H˙s
−
1
2∗s
ˆ
RN
uα+v
β
+dx− (H˙s)′〈f, u〉H˙s − (H˙s)′〈g, v〉H˙s
≥
(
1
2
−
1
2∗s
S
−
2∗s
2
(α,β)
r2
∗
s−2
)
r2 − (‖f‖(H˙s)′‖u‖H˙s + ‖g‖(H˙s)′‖v‖H˙s)
≥
(
1
2
−
1
2∗s
S
−
2∗s
2
(α,β)r
2∗s−2
)
r2 −
(
‖f‖(H˙s)′ + ‖g‖(H˙s)′
)
r.
As r2
∗
s−2 = 2
∗
s
α2+β2+αβ−2∗s
S
2∗s
2 , we obtain
Jf,g(u, v) ≥
[
1
2
−
1
α2 + β2 + αβ − 2∗s
(
S
S(α,β)
) 2∗s
2
]
r2 − r(‖f‖(H˙s)′ + ‖g‖(H˙s)′). (2.2)
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We claim that
(α2 + β2 + αβ − 2∗s)
(
S(α,β)
S
)2∗s/2
> 2. (2.3)
By Lemma 2.3 and α+ β = 2∗s, we have
(α2+β2+αβ−2∗s)
(
S(α,β)
S
)2∗s
2
> (α2+β2+αβ−2∗s)
S(α,β)
S
=
[
2∗s(2
∗
s −1)−αβ
] (α
β
) β
2∗s 2∗s
α
.
Since 2∗s > 2, to prove (2.3) it is enough to show that
[
2∗s(2
∗
s − 1)− αβ
] (α
β
) β
2∗s 1
α
> 1.
Now,
[
2∗s(2
∗
s − 1)− αβ
](α
β
) β
2∗s 1
α
> 1⇐⇒ 2∗s(2
∗
s − 1)− αβ > β
β
2∗s α
2∗s−β
2∗s
⇐⇒ 2∗s(2
∗
s − 1) > αβ
[
1 +
1
α
β
2∗s β
2∗s−β
2∗s
]
.
Since, α, β > 1 and α+ β = 2∗s, we have
αβ
[
1 +
1
α
β
2∗s β
2∗s−β
2∗s
]
< 2αβ ≤
(α+ β)2
2
=
(2∗s)
2
2
< 2∗s(2
∗
s − 1).
Hence the claim (2.3) follows.
Now, by (2.2) and (2.3) there exists a number d > 0 such that
inf
‖(u,v)‖
H˙s×H˙s
=r
Jf,g(u, v) > 0, provided that 0 < max{‖f‖(H˙s)′ , ‖g‖(H˙s)′} ≤ d.
Furthermore, for (u, v) ∈ H˙s(RN )× H˙s(RN ), with u > 0 and v ≥ 0,
Jf,g(tu, tv)
{
< 0 for t > 0 small enough
> 0 for t < 0 small enough,
(2.4)
since f and g are nontrivial. Combining this along with the fact that Jf,g is strictly convex
in Br and
inf
‖(u,v)‖
H˙s×H˙s
= r
Jf,g(u, v) > 0 = Jf,g(0, 0),
we conclude that there exists a unique critical point (u¯, v¯) of Jf,g in Br such that
Jf,g(u¯, v¯) = inf
‖(u,v)‖
H˙s×H˙s
<r
Jf,g(u, v) < Jf,g(0, 0) = 0.
Therefore, (u¯, v¯) is a nontrivial solution of

(−∆)su =
α
2∗s
uα−1+ v
β
+ + f(x) in R
N ,
(−∆)sv =
β
2∗s
vβ−1+ u
α
+ + g(x) in R
N ,
u, v ∈ H˙s(RN ).
(2.5)
8 MOUSOMI BHAKTA, SOUPTIK CHAKRABORTY, AND PATRIZIA PUCCI
Since, f and g are nonnegative functionals, then taking (φ,ψ) = (u¯−, v¯−) as a test function
in (2.5), we obtain
−‖u¯−‖
2
H˙s
−
¨
R2N
[u¯+(y)u¯−(x) + u¯+(x)u¯−(y)]
|x− y|N+2s
dxdy − ‖v¯−‖
2
H˙s
−
¨
R2N
[v¯+(y)v¯−(x) + v¯+(x)v¯−(y)]
|x− y|N+2s
dxdy = H−s〈f, u¯−〉Hs + H−s〈g, v¯−〉Hs ≥ 0.
This in turn implies u¯− = 0 and v¯− = 0, i.e., u¯ ≥ 0 and v¯ ≥ 0. Therefore, (u¯, v¯) is nontrivial
nonnegative solution of (S).
Next we assert that (u¯, v¯) 6= (0, 0) implies u¯ 6= 0 and v¯ 6= 0. Suppose not, that is assume
for instance that u¯ 6= 0 but v¯ = 0. Then taking the test function (φ,ψ) = (u¯, 0) we get
‖u¯‖2
H˙s
=
(H˙s)′
〈f, u¯〉H˙s .
Next, choose as test function (φ,ψ) = (0, u¯), so that
(H˙s)′
〈g, u¯〉H˙s = 0.
Hence, ‖u¯‖H˙s = 0, since ker(f) = ker(g) by assumption. This contradicts the fact that
(u¯, v¯) 6= (0, 0). Similarly, we can show that if u¯ = 0 then v¯ = 0 too. Hence the assertion
follows.
Let us claim that u¯ > 0 and v¯ > 0 in RN . To prove the claim, first we note that taking
the test function (φ,ψ) = (φ, 0), where φ ∈ H˙s(RN ) with φ ≥ 0, we obtain
〈u¯, φ〉H˙s =
α
2∗s
ˆ
RN
u¯α−1v¯βφdx+
(H˙s)′
〈f, φ〉H˙s ≥ 0,
as f is a nonnegative functional and u¯, v¯ ≥ 0. This implies u¯ is a weak supersolution to
(−∆)su = 0.
Therefore, applying the maximum principle [13, Theorem 1.2 (ii)], with c ≡ 0 and p = 2
there, it follows that u¯ > 0 in RN . Similarly, taking the test function (φ,ψ) = (0, ψ), with
ψ ∈ H˙s(RN ) and ψ ≥ 0, yields v¯ > 0 in RN . This proves the claim.
The final assertion will be shown below by the method of contradiction. Therefore, let us
suppose u¯ ≡ v¯ and divide the proof in the two cases covered by the theorem.
First, we assume f ≡ g but α 6= β. Then, taking the test function (φ,ψ) = (u¯,−u¯) yields
1
2∗s
(α− β)
ˆ
RN
u¯α+βdx = 0.
This is impossible since u¯ is positive in RN .
In the remaining case, we assume α = β but f 6≡ g and ker(f) =ker(g). Then taking the
test function (φ,ψ) = (φ,−φ), where φ ∈ C∞0 (R
N ), we obtain
(H˙s)′
〈f − g, φ〉H˙s = 0.
This in turn implies f ≡ g as φ ∈ C∞0 (R
N ) is arbitrary. This contradiction completes the
proof of Part (i).
Part (ii). The proof follows along the same lines as in Part (i), therefore we just mention
only the differences. It is easy to see that the associated functional corresponding to (S) is
now
I˜f,g(u, v) :=
1
2
‖(u, v)‖2Hs×Hs −
1
α+ β
ˆ
RN
|u|α|v|β dx− H−s〈f, u〉Hs − H−s〈g, v〉Hs .
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Let us introduce the auxiliary functional as
J˜f,g(u, v) :=
1
2
‖(u, v)‖2Hs×Hs −
1
α+ β
ˆ
RN
uα+v
β
+ dx− H−s〈f, u〉Hs − H−s〈g, v〉Hs ,
which is well defined in Hs(RN )×Hs(RN ) and of class C1
(
Hs(RN )×Hs(RN )), with second
derivative. Arguing as before, we obtain for all (u, v), (φ,ψ) ∈ Hs(RN )×Hs(RN )
J˜ ′′f,g(u, v)
(
(φ,ψ), (φ,ψ)
)
= ‖(φ,ψ)‖2Hs×Hs −
α(α − 1)
α+ β
ˆ
RN
uα−2+ v
β
+φ
2dx
−
β(β − 1)
α+ β
ˆ
RN
uα+v
β−2
+ ψ
2dx−
2αβ
α+ β
ˆ
RN
uα−1+ v
β−1
+ φψdx.
≥

1− S−
α+β
2
α+β
α+ β
‖(u, v)‖α+β−2Hs×Hs
[
α(α− 1) + β(β − 1) + αβ
] ·
× ‖(φ,ψ)‖2Hs×Hs .
Therefore, J˜ ′′f,g(u, v) is positive definite for (u, v) in the ball centered at 0 and of radius r in
Hs(RN )×Hs(RN ), where
r =
(
α+ β
α2 + β2 + αβ − (α+ β)
) 1
α+β−2
S
α+β
2(α+β−2)
α+β .
Hence J˜f,g is strictly convex in Br. Furthermore, for all (u, v) ∈ H
s(RN ) ×Hs(RN ), with
‖(u, v)‖Hs×Hs = r,
J˜f,g(u, v) ≥
[
1
2
−
1
α2 + β2 + αβ − (α+ β)
(
Sα+β
S(α,β)
)α+β
2
]
r2 − r(‖f‖H−s + ‖g‖H−s). (2.6)
Since S(α,β) > Sα+β by Lemma 2.3, we have
(
α2 + β2 + αβ − (α+ β)
)(S(α,β)
Sα+β
)(α+β)/2
≥
(
α2 + β2 + αβ − (α+ β)
)S(α,β)
Sα+β
=
[
(α+ β)(α+ β − 1)− αβ
](α
β
) β
α+β α+ β
α
.
Therefore, to prove
[
α2 + β2 + αβ − (α+ β)
](S(α,β)
Sα+β
)(α+β)/2
> 2,
it is enough to show that
[
(α+ β)(α + β − 1)− αβ
] (α
β
) β
α+β 1
α
> 1,
since α+ β > 2. Actually, the above expression is equivalent to
(α+ β)(α + β − 1) > αβ
[
1 +
1
α
β
α+β β
α
α+β
]
.
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As α, β > 1, a straight forward computation yields
αβ
[
1 +
1
α
β
α+β β
α
α+β
]
< 2αβ ≤
(α+ β)2
2
< (α+ β)(α+ β − 1).
Therefore, (2.6) implies the existence of a number d > 0 such that
inf
‖(u,v)‖Hs×Hs=r
J˜f,g(u, v) > 0, provided that 0 < max{‖f‖H−s , ‖g‖H−s} ≤ d.
From here on, proceeding as in the proof of Part (i), with obvious changes, we get the
assertion. 
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