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Abstract
The aim of the article is to recover a certain type of finite parametric distri-
butions and functions using their spherical mean transform which is given on a
certain family of spheres whose centers belong to a finite set Γ. For this, we show
how the problem of reconstruction can be converted to a Prony’s type system of
equations whose regularity is guaranteed by the assumption that the points in
the set Γ are in general position. By solving the corresponding Prony’s system
we can extract the set of parameters which define the corresponding function
or distribution.
1 Introduction and Motivation
The aim of the article is to recover signals f of the form
f(x) =
m∑
k=1
akg(|x− xk|), xk ∈ Rn, ak ∈ R \ {0}, 1 ≤ k ≤ m, (1.1)
from the spherical mean transform (SMT for short) which integrates functions on
spheres with a given set of centers and corresponding radii. Here, g is a given scalar
function defined on R+ = [0,∞) and m is a given fixed positive integer. We will also
be interested in recovering signals f of the form
f =
m∑
k=1
akδxk , xk ∈ R
n, ak ∈ R \ {0}, 1 ≤ k ≤ m, (1.2)
where δxk is the shifted delta function to the point xk, i.e., δxk(x) = δ(x − xk). The
dual case, where f is a sum of delta functions supported on hyperplanes rather than
on points, will also be investigated.
Signals of the form (1.1)-(1.2) appear in many scientific fields such as in Signal
Processing and Bioimaging ([5, 6, 9, 20, 21]) and in other various mathematical fields
such as in Inverse Problems and Approximation Theory ([14, 28]).
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Reconstruction of functions from their SMT is a well-known problem that has
been investigated by many authors ([1, 4, 10, 11, 15, 16, 18, 22, 23, 25, 26, 30]).
The general problem can be described as finding a formula, or more generally an
algorithm, for the reconstruction of a general function f , defined on Rn, via its SMT.
Each sphere in Rn is determined by its center point x ∈ Rn and radius r ≥ 0
and thus the set of all spheres in Rn is n + 1 dimensional. Hence, the problem of
reconstructing f from its SMT is overdetermined since the space Rn, on which f is
defined, is n dimensional. Thus, in order to obtain a well posed problem one has to
restrict the domain of definition of the SMT. In most cases it is assumed that the
SMT is restricted to a set of the form Γ×R+, where Γ is a hypersurface in Rn. That
is, the centers of the spheres of integration are assumed to belong to a hypersurface
while no restriction is imposed on the radii.
The problem of reconstructing a function f from its SMT, restricted to such family
of sets, arises in many practical fields such as thermo and photoacoustic tomography,
radar and sonar imaging and approximation theory ([2, 7, 19, 24, 27]). In the last
few decades the reconstruction problem was solved in many cases such as where Γ
is a plane ([4, 22]), a quadratic hypersurface (ellipsoid, paraboloid or a hyperboloid)
([1, 10, 11, 15, 16, 18, 25]) or a cylinder ([16, 30]). In all of the above obtained results
there are no prior assumptions on the functions in question to be recovered other
than some smoothness and support conditions. However, since each member in our
family of functions has the form (1.1) it follows that it depends only on a finite set
of parameters. Thus, we will have to shrink the set Γ to a discrete set in order to
obtain a well posed problem.
Remark 1.1. Observe that for a discrete set Γ, the set Γ×R+ is one dimensional while
each function f of the form (1.1) depends only on a finite set of parameters (i.e., on
a set of dimension 0). However, one should observe that we cannot restrict the set of
radii to be also discrete since otherwise the ability of reconstructing the function f
will depend on the function g. Indeed, if the set of radii is also discrete then the set
of spheres on which the SMT is defined is at most countable. In this case it is not
hard to choose a function g, with sufficiently small support near the origin, such that
non of the spheres of integration will intersect the support of f . Thus, reconstruction
of f will be impossible in this case.
The reconstruction problem of signals of the form (1.1)-(1.2) from the SMT arises
in cases where one would like to recover point-wise signals with individual masses
distributed in a relatively homogenous medium and where the data is collected from
transducers scattered near the signals in question.
The main results of the article assert that if the set Γ of centers of the spheres
of integration consists of sufficiently many points in general position, then one can
reconstruct signals f of the form (1.1)-(1.2). The main idea behind these results
is that the problem of reconstruction can be converted to the problem of solving
a nonlinear Prony’s type system of equations. The assumption that the points in
the set Γ are in general position guarantees the regularity of the obtained Prony’s
systems. We will also assume that the amplitudes a1, ..., am of f are mutually distinct
so that the solutions of the obtained Prony’s systems can be used the get information
on the distances between the points in Γ and the translations x1, ..., xm. Using this
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information we can extract the points x1, ..., xm and the amplitudes a1, ..., am which
define the signals f .
Remark 1.2. Reconstructing signals of the form (1.1)-(1.2) using Prony’s systems of
equations is a known method that has been used, for example, in [3, 5, 29]. There,
the data for a signal in the form (1.1) or (1.2) was collected from a discrete set of
values of its Fourier transform which results in a set of integral moments that can be
converted to a Prony’s type system of equations. Since we are dealing with the SMT
rather than with the Fourier transform, our method should be modified accordingly.
We will start by reconstructing signals f of the form (1.2) and thus we will first
define the SMT generally for distributions (in particular, this will define the SMT
in the case where the signal f is a function of the form (1.1)). Then, we will show
that the obtained reconstruction procedure can be slightly modified for recovering
general signals f of the form (1.1). We will close our discussion by considering the
case where the amplitudes ai, , i = 1, ..., m may collide and how the main procedure
should probably be modified to include also this case, and give a numerical example
to illustrate the main results in the text. Finding a reconstruction formula in the
general case where the amplitudes may collide is left for future research.
2 Mathematical Background
Denote by Rn the standard n dimensional Euclidean space, by Sn−1 the unit sphere
in Rn and by R+ the ray [0,∞).
Denote by C(Rn) the set of continuous real functions, defined on Rn, with the
inner product
〈f, g〉Rn =
∫
Rn
f(x)g(x)dx
in case where the integral converges. In the same way we define the set C(R+) with
its inner product 〈 , 〉R+ .
For x0 ∈ Rn, θ ∈ Sn−1 and ρ > 0 define the following distributions on C(Rn):
δx0(f) = f(x0), δ(θ,ρ)(f) =
∫
〈x,θ〉=ρ
f(x)dmx
where 〈 , 〉 denotes the usual scalar product on Rn.
Definition 2.1. For a given point x ∈ Rn, the spherical mean transform (SMT for
short) at the point x is defined to be the following distribution
Rx : C (Rn)→ C
(
R+
)
Rx(f)(t) = t
n−1
∫
|θ|=1
f(x+ tθ)dθ, t ≥ 0.
For a point x ∈ Rn, if f ∈ C (Rn) and Λ ∈ C(R+) we have
〈Rxf,Λ〉R+ =
∫ ∞
0
Rx(f)(t)Λ(t)dt =
∫ ∞
0
tn−1
∫
|θ|=1
f(x+ tθ)dθΛ(t)dt
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in case where the last integral converges. Making the change of variables
y = x+ tθ, dy = tn−1dθdt,
yields
〈Rxf,Λ〉R+ =
∫
Rn
f(y)Λ(|x− y|)dy = 〈f,Λ(|x− .|)〉Rn .
Hence we define the dual SMT at x
R∗x : C
(
R+
)
→ C (Rn)
by
R∗x (Λ) (y) = Λ(|x− y|).
Hence we arrive to the following definition:
Definition 2.2. Let x ∈ Rn and T : C (Rn) → R be a given distribution, then the
spherical mean transform Rx of T is defined by
RxT : C
(
R+
)
→ R,
(RxT )(Λ) = T (R
∗
xΛ) = T (Λ(|x− .|)).
3 Main Results
Theorem 3.1. Let m be a given positive integer and let f : C(Rn) → R be a distri-
bution of the form
f =
m∑
k=1
akδxk , xi ∈ R
n, ai ∈ R \ {0}, 1 ≤ i ≤ m, (3.1)
such that xi 6= xj and ai 6= aj in case where i 6= j. Assume that the SMT of f is
given at 1
2
(n · m(m − 1) + 2n + 2) points such that there is no hyper-plane in Rn
which contains more than n of these given points. Then the points x1, ..., xm and the
amplitudes a1, ..., am can be uniquely recovered.
Theorem 3.2. Let m be a given positive integer and let f : C(Rn) → R be a distri-
bution of the form
f =
m∑
k=1
akδ(θk ,ρk), ai ∈ R \ {0}, ρi ∈ (0,∞), θi ∈ S
n−1, 1 ≤ i ≤ m,
such that ai 6= aj for i 6= j and the hyperplanes 〈x, θ1〉 = ρ1, ..., 〈x, θm〉 = ρm are all
distinct (as subsets of Rn). Assume that the SMT of f is given at n ·m(m−1)+2n+1
points such that there is no hyper-plane in Rn which contains more than n of these
given points. Then the parameters a1, ρ1, θ1, ..., am, ρm, θm can be uniquely recovered.
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Theorem 3.3. Let m be a given positive integer and g be a given function, defined
on R+, such that its radial extension belongs to the Schwartz space S (Rn). Let f :
Rn → R be a function of the form
f(x) =
m∑
k=1
akg (|x− xk|) , xi ∈ Rn, ai ∈ R \ {0}, 1 ≤ i ≤ m,
such that xi 6= xj and ai 6= aj if i 6= j. Assume that the SMT of f is given at
1
2
(n·m(m−1)+2n+2) points y such that there is no hyper-plane in Rn which contains
more than n of these given points. Then the points x1, ..., xm and the amplitudes
a1, ..., am can be uniquely recovered.
4 Proofs
Proof of Theorem 3.1: Denote by Γ the set of points on which the SMT of f is
given. Then, for every y ∈ Γ and hl ∈ C(R+), where hl(t) = tl (l ∈ N∪ {0}), we have
(Ryf)(hl) = f(R
∗
yhl) = f (hl (|y − .|))
=
m∑
k=1
akδxk (hl (|y − .|)) =
m∑
k=1
akhl (|y − xk|) =
m∑
k=1
ak|y − xk|
l.
Now, if we denote τl = (Ryf)(hl) and take l = 0, 1, ..., 2m− 1 we get the following
system of equations
1 1 ... 1
|y − x1| |y − x2| ... |y − xm|
...........
|y − x1|
2m−1 |y − x2|
2m−1 ... |y − xm|
2m−1


a1
a2
...
am
 =

τ0
τ1
...
τ2m−1
 = τ .
(4.1)
The system of equations (4.1), where λi = |y − xi| and ai for i = 1, ..., m are the
unknown variables, is of Prony’s type and there is a well known literature for the
solution of this type of equations (see [3, 5, 8, 12, 13, 17]). However, we would
like to solve this system explicitly since we want to show where the conditions that
ai 6= 0, i = 1, ..., m and that there is no hyper-plane which passes through more than
n points in Γ are used. We will follow the method that was introduced in [12].
For this, let
p(t) = c0 + c1t+ ... + cm−1t
m−1 + tm
be the unique monic polynomial whose roots (with possible multiplicities) are t =
λ1, ..., λm. Now observe that for k = 0, ..., m− 1 the polynomial t
kp(t) also vanishes
at t = λ1, ..., λm. Hence for every k = 0, ..., m− 1 the vector
vk = (0, ..., 0︸ ︷︷ ︸
k
, c0, c1, ..., cm−1, 1, 0, ..., 0︸ ︷︷ ︸
m−1−k
)
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is in the left null space of the 2m×m matrix in the left hand side of equation (4.1)
and thus it is also orthogonal to the vector τ in the right hand side. Observe that we
can write the following system of equations
vk · τ = 0, k = 0, ..., m− 1
as follows 
τ0 τ1 ... τm−1
τ1 τ2 ... τm
..........
τm−1 τm ... τ2m−2


c0
c1
...
cm−1
 = −

τm
τm+1
...
τ2m−1
 . (4.2)
Denote the matrix in the left hand side of (4.2) by U . Then, in order to solve the
system of equations (4.2) we need to guarantee that U is non degenerate. For this we
use the following factorization U = V ΛV T , where
V =

1 1 ... 1
λ1 λ2 ... λm
λ21 λ
2
2 ... λ
2
m
...........
λm−11 λ
m−1
2 ... λ
m−1
m
 ,Λ =

a1 0 ... 0
0 a2 ... 0
.....
0 0 ... am
 ,
which can be proved by direct calculations. Since, by assumption, ai 6= 0, i =
1, ..., m it follows that Λ is non degenerate. Also, since V is a Vandermonde matrix it
follows that V is degenerate if and only if there are two different indices 1 ≤ i, j ≤ m
such that λi = λj, or |y − xi| = |y − xj|. This occurs if y is in equal distances from
xi and xj . However, we claim that we can find n + 1 points y1, ..., yn+1 in the set Γ
such that for every 1 ≤ l ≤ n+ 1 the following conditions hold:
|yl − xi| 6= |yl − xj|, ∀i, j, 1 ≤ i, j ≤ m, i 6= j. (4.3)
Indeed, a point y in Γ satisfies |yl−xi| = |yl−xj | for two different indices i and j if
and only if it lies in the unique hyperplane Hi,j which divides into two equal parts and
is orthogonal to the vector xi − xj . Since, by assumption, there are at most n points
in Γ on such hyperplane, and since there are at most 1
2
m(m − 1) such hyperplanes,
it follows, since Γ contains 1
2
(n ·m(m − 1) + 2n + 2) distinct points, that there are
at least n+ 1 points in Γ which non of them lies in any of these hyperplanes. Hence,
these points satisfy condition (4.3).
In order to check whether a point y ∈ Γ satisfies condition (4.3) we just need to
check whether the matrix U (which depends on the point y) is non degenerate. As
was just explained, we can find at least n + 1 such points.
Let Γ′ = {y1, y2, ..., yn+1} be a subset of Γ such that each yi ∈ Γ
′ satisfies con-
dition (4.3). Let us take the point y1 ∈ Γ
′ and build the system of equations (4.2)
for this point. Since this system is non degenerate we can extract the coefficients
c0, c1, ..., cm−1 and find the roots of the polynomial P = P (t) with these set of coeffi-
cients, let ξ1, ..., ξm be its roots. Now, we can assume without loss of generality that
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the point xi corresponds to ξi, i.e., ξi = |y1−xi|. Indeed, since there is a permutation
σ of 1, ..., m such that |y1 − xσ(i)| = ξi, we can just rename the points x1, ..., xm and
their corresponding amplitudes a1, ..., am according to this permutation. Since this
renaming does not change the sum (3.1) which defines the distribution f , this step is
valid.
Returning to equation (4.1) with y = y1, observe that the m×m top submatrix in
the left hand side of this equation is non degenrate since |y1 − xi| = ξi and the roots
ξ1, ..., ξm are distinct. Hence, at this stage we can extract the amplitudes a1, ..., am.
Now, our aim is to use the remaining points y2, ..., yn+1 in order to extract the
points x1, ..., xm. For this, for each 2 ≤ l ≤ n+ 1 we solve equation (4.2) and extract
the coefficients of the polynomial whose roots are
{ξ1,l, ..., ξm,l} = {|yl − x1|, ..., |yl − xm|}.
However, at this point we do not know which root ξj,l corresponds to each point
xi for l ≥ 2. We can overcome this problem by inserting all the possible permutations
of the roots ξ1,l, ..., ξm,l and check which one of them solves equation (4.1) (observe
that at this point the amplitudes a1, ..., am are known). However, now the problem is
that maybe there are two different permutations of these roots which solve equation
(4.1). At this point we use the condition that ai 6= aj , i 6= j to show that this case is
impossible.
Indeed, suppose that there is a permutation of ξ1,l, ..., ξm,l which solves (4.1). By
reordering and renaming the roots ξ1,l, ..., ξm,l we can assume that this permutation is
the identity. Now suppose that there is another permutation σ from {1, ..., m} to itself,
which is different from the identity such that the permutation ξ′1 = ξσ(1),l, ..., ξ
′
m =
ξσ(m),l also solves equation (4.1). Then, subtracting these two equations we have

0 0 ... 0
ξ1,l − ξσ(1),l ξ2,l − ξσ(2),l ... ξm,l − ξσ(m),l
ξ21,l − ξ
2
σ(1),l ξ
2
2,l − ξ
2
σ(2),l ... ξ
2
m,l − ξ
2
σ(m),l
......
ξ2m−11,l − ξ
2m−1
σ(1),l ξ
2m−1
2,l − ξ
2m−1
σ(2),l ... ξ
2m−1
m,l − ξ
2m−1
σ(m),l


a1
a2
...
am
 =

0
0
...
0
 .
This in particular implies that

ξ1,l − ξσ(1),l ξ2,l − ξσ(2),l ... ξm,l − ξσ(m),l
ξ21,l − ξ
2
σ(1),l ξ
2
2,l − ξ
2
σ(2),l ... ξ
2
m,l − ξ
2
σ(m),l
......
ξm1,l − ξ
m
σ(1),l ξ
m
2,l − ξ
m
σ(2),l ... ξ
m
m,l − ξ
m
σ(m),l


a1
a2
...
am
 =

0
0
...
0
 . (4.4)
Now we can use Lemma 5.2. Indeed, from (4.3) it follows that ξi,l 6= ξj,l if i 6= j
and since σ is different from the identity it follows that all the conditions of Lemma
5.2 are satisfied. Hence, any vector in the kernel of the matrix in the left hand side
of (4.4) must have two equal components with different indices. This implies that
ai = aj for i 6= j which is a contradiction to our initial assumption.
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Hence, for each 1 ≤ i ≤ m we know the following distances:
µi,l = |yl − xi|, l = 1, ..., n+ 1.
Now since the there is no hyperplane in Rn which contains the points y1, ..., yn+1,
it is straightforward to check that from the data µi,1, ..., µi,n+1 we can uniquely recover
the point xi.
Proof of Theorem 3.2: We will follow the same ideas as in the proof of Theorem
3.1. Denote by Γ the set on which the SMT of f is given. For every y ∈ Γ and
hl ∈ C(R+), where hl(t) = e−lt
2
(l ∈ N), we have
(Ryf)(hl) = f(R
∗
yhl) = f(hl(|y − .|)) =
m∑
k=1
akδ(θk,ρk)(hl(|y − .|))
=
m∑
k=1
ak
∫
〈x,θk〉=ρk
hl(|y − x|)dmx =
m∑
k=1
ak
∫
〈x,θk〉=ρk
e−l|y−x|
2
dmx. (4.5)
For each integral in the sum in the right hand side of equation (4.5), we make the
following change of variables x = y + ATk z, dmx = dmz where Ak is an orthogonal
matrix which satisfies Akθk = en (observe that we do not know the matrix Ak, but
we can still formally make this change of variables). Hence from equation (4.5) we
have
(Ryf)(hl) =
m∑
k=1
ak
∫
zn=ρk−〈y,θk〉
e−l|z|
2
dmz
=
m∑
k=1
ake
−l(ρk−〈y,θk〉)
2
∫
Rn−1
e−l(z
2
1+...+z
2
n−1)dz1...dzn−1
=
(pi
l
)n−1
2
m∑
k=1
ake
−l|ρk−〈y,θk〉|
2
.
Now if we denote
τl =
(pi
l
)−n−1
2
(Ryf)(hl), λk = e
−|ρk−〈y,θk〉|
2
and take l = 1, ..., 2m we can arrive, exactly as in Theorem 3.1, to the following
system of equations:
τ1 τ2 ... τm
τ2 τ3 ... τm+1
..........
τm τm+1 ... τ2m−1


c0
c1
...
cm−1
 = −

τm+1
τm+2
...
τ2m
 , (4.6)
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where c0, ..., cm−1 are the coefficients of the unique monic polynomial whose roots
(with possible multiplicities) are λ1, ..., λm. Denote the matrix in the left hand side
of (4.6) by U , then we have the following factorization U = V1ΛV2, where
V1 =

λ1 λ2 ... λm
λ21 λ
2
2 ... λ
2
m
......
λm1 λ
m
2 ... λ
m
m
 , V2 =

1 λ1 ... λ
m−1
1
1 λ2 ... λ
m−1
2
......
1 λm ... λ
m−1
m
 ,Λ =

a1 0 ... 0
0 a2 ... 0
.....
0 0 ... am

which can be proved by direct calculations. Since both V1 and V2 are Vander-
monde’s type matrices and λi 6= 0, i = 1, ..., m, it follows that V1 or V2 are degenerate
if and only if there exist two indices i 6= j such that λi = λj . This occurs only if
|ρi − 〈y, θi〉| = |ρj − 〈y, θj〉|
which implies that y is at the same distance from the planes 〈x, θi〉 = ρi, 〈x, θj〉 = ρj,
x ∈ Rn. We claim that we can find 2n + 1 points y1, ..., y2n+1 in the set Γ such that
for every 1 ≤ l ≤ 2n+ 1 the following conditions hold:
|ρi − 〈yl, θi〉| 6= |ρj − 〈yl, θj〉|, ∀i, j, 1 ≤ i, j ≤ m, i 6= j. (4.7)
Indeed, a point y in Γ satisfies |ρi−〈y, θi〉| = |ρj −〈y, θj〉| for two different indices
i and j if and only if it lies on one of the hyperplanes
〈x, θi + θj〉 = ρi + ρj , 〈x, θi − θj〉 = ρi − ρj
(in case where θj = ±θi then this occurs only if y lies on the hyperplane
〈x, θi〉 =
1
2
(ρi ± ρj)). Since, by assumption, there are at most n points in Γ on any of
these hyperplanes, and since there are at most m(m−1) such hyperplanes, it follows,
since Γ contains n ·m(m− 1) + 2n+ 1 distinct points, that there are at least 2n+ 1
points in Γ which non of them lies in any of these hyperplanes. Hence, these points
satisfy condition (4.7).
In order to check whether a point y ∈ Γ satisfies condition (4.7) we just need to
check whether the matrix U (which depends on the point y) is non degenerate. As
was just explained, we can find at least 2n+ 1 such points.
Now, exactly as we did in Theorem 3.1, we extract a subset Γ′ = {y1, ..., y2n+1}
of Γ such that each point yl in Γ
′ satisfies condition (4.7). We take the point y1 and
build its corresponding polynomial whose roots are
{ξ1, ..., ξm} = {|ρ1 − 〈y1, θ1〉 |, ..., |ρm − 〈y1, θm〉 |}.
As we did in Theorem 3.1, we can assume without loss of generality that the hy-
perplane ρi − 〈y, θi〉 corresponds to the root ξi and then solve a system of equations
similar to (4.1) in order to determine the amplitudes a1, ..., am.
In order to extract the parameters ρ1, θ1, ..., ρm, θm we use the remaining points
y2, ..., y2n+1 in Γ
′. For each 2 ≤ l ≤ 2n+1 we build the monic polynomial whose roots
are
{ξ1,l, ..., ξm,l} = {|ρ1 − 〈yl, θ1〉 |, ..., |ρm − 〈yl, θm〉 |}
9
and exactly as we did in Theorem 3.1, we can find the order in which these roots
correspond to the m pairs (θ1, ρ1), ..., (θm, ρm). Hence, for every yl ∈ Γ
′, 1 ≤ l ≤ 2n+1
we know the following distances:
|ρ1 − 〈yl, θ1〉|, ..., |ρm − 〈yl, θm〉|.
Hence for every 1 ≤ i ≤ m we have the following data:
|ρi − 〈yl, θi〉|, l = 1, ..., 2n+ 1. (4.8)
Now we claim that the data given in (4.8) determines the hyperplane H : 〈x, θi〉 = ρi
uniquely. Indeed, suppose that there is another hyperplane H ′ such that every point
yl, l = 1, ..., 2n + 1 has equal distances from H and H
′. The set of points which
have equal distances from H and H ′ is the union of two hyperplanes. Hence the
points yl, l = 1, ..., 2n+1 lie in these hyperplanes and thus it follows that at least one
hyperplane contains n+ 1 of these points which is a contradiction to our assumption
on the points in the set Γ. Hence Theorem 3.2 is proved.
Proof of Theorem 3.3: Let G be the Hankel transform of g of order n
2
− 1:
G(λ) =
∫ ∞
0
g(r)jn
2
−1(λr)r
n−1dr, λ ≥ 0, (4.9)
where jν is the normalised Bessel function of order ν, jν(λ) = λ
−νJν(λ). Since the
radial extension of g is in S (Rn), it follows from Lemma 5.1 that g is continuously
differentiable and belongs to L1
(
R+, r
n−1
2
)
. Hence, the Hankel transform (4.9) can
be inverted in the following way:
g(r) =
∫ ∞
0
G(λ)jn
2
−1(λr)λ
n−1dλ, r ≥ 0.
Hence, from the definition of the function f it follows that
f(x) =
m∑
k=1
ak
∫ ∞
0
G(λ)jn
2
−1 (λ |x− xk|) λ
n−1dλ.
Thus, taking the SMT of f at a point y we have
(Ryf)(t) =
m∑
k=1
ak
∫ ∞
0
G(λ)
(
Ry
(
jn
2
−1 (λ |.− xk|)
))
(t)λn−1dλ
=
m∑
k=1
ak
∫ ∞
0
G(λ)
∫
|θ|=1
jn
2
−1 (λ |y − xk + tθ|) dθλ
n−1dλtn−1.
Using the following indentity∫
|θ|=1
jn
2
−1 (λ |x+ rθ|) dθ = (2pi)
n
2 jn
2
−1(λr)jn
2
−1(λ|x|)
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on Ryf yields
(Ryf)(t) = (2pi)
n
2
m∑
k=1
ak
∫ ∞
0
G(λ)jn
2
−1(λ|y − xk|)jn
2
−1(λt)λ
n−1dλtn−1.
Hence from the last equation we have
t1−n(Ryf)(t)
(2pi)
n
2
=
∫ ∞
0
F (λ)jn
2
−1(λt)λ
n−1dλ (4.10)
where
F (λ) =
(
m∑
k=1
akjn
2
−1(λ|y − xk|)
)
G(λ).
Now observe that the right hand side of equation (4.10) is the Hankel transform of
F . In order to use the inverse Hankel transform on (4.10) we need to make sure that
F is continuously differentiable and belongs to L1
(
R+, r
n−1
2
)
.
From the definition of F it follows that if G belongs to L1
(
R+, r
n−1
2
)
and is
continuously differentiable then the same is true for F , these facts on G are proved
in Lemma 5.1. Hence, we can take the inverse Hankel transform on equation (4.10):
1
(2pi)
n
2
∫ ∞
0
(Ryf)(t)jn
2
−1(λt)dt =
(
m∑
k=1
akjn
2
−1(λ|y − xk|)
)
G(λ). (4.11)
Dividing equation (4.11) by G(λ) and then taking the derivatives 2k times with
respect to λ at λ = 0 yields
22k−1(−1)kk!Γ
(
n
2
+ k
)
pi
n
2 (2k)!
(
1
G(λ)
∫ ∞
0
(Ryf)(t)jn
2
−1(λt)dt
)(2k)∣∣∣∣∣
λ=0
=
m∑
k=1
ak |y − xk|
2k
.
(4.12)
Now we can repeat the same procedure we used in Theorem 3.1. That is, by our
assumption, the SMT of f is given at 1
2
(n ·m(m − 1) + 2n + 2) points y such that
there is no hyper-plane in Rn which contains more than n of these given points. Hence,
replacing each of these points y in equation (4.12) and letting k = 0, 1, ..., 2m−1 yields
a system of equations from which the points x1, ..., xm and the amplitudes a1, ..., am
can be uniquely recovered.
4.1 A Remark for the Case Where the Amplitudes Collide
If the distribution f has the form (3.1) and some of its amplitudes have the same
value, then the procedure we used in Theorem 3.1, in order to extract f , does not
work anymore. The reason is that the proof of Theorem 3.1 uses only n + 1 points
which we know a priori to have different distances from each of the nodes xi, i =
1, ..., m. However, in case when the amplitudes collide we cannot determine, after
extracting the roots of the corresponding polynomial, which root corresponds to each
node xi. This lack of information is crucial since without it the distribution f cannot
be uniquely determined.
For example, for n = m = 2 let us take the following two distributions
f1 = δ(x− p1) + δ(x− p2), f2 = δ(x− q1) + δ(x− q2),
where
p1 = (0, 1), p2 = (2,−1), q1 = (0,−1), q2 = (2, 1).
Since the proof of Theorem 3.1 uses only n + 1 = 3 points y1, y2 and y3, not on the
same line, such that each point is known a priori to have different distances from each
node that we want to extract, we can assume that the SMT is given only at these
points. However, in this case the information received from the SMT can collide for
the distributions f1 and f2. Indeed, if we take
y1 = (0, 0), y2 = (2, 0), y3 = (1, 1)
then the points y1, y2 and y3 are not on the same line and each of them has different
distances from the nodes p1 and p2 of f1 and the same is true for the distribution f2.
However, since
|yi − p1| = |yi − q1|, |yi − p2| = |yi − q2|, i = 1, 2,
|y3 − p1| = |y3 − q2|, |y3 − p2| = |y3 − q1|,
the SMT receives the same information from f1 and f2 and hence they cannot be
distinguished (see the picture below).
(0, 0) (4, 0)
(2, 2)(0, 2)
(4,−2)(0,−2)
(4, 2)
The same problem also occurs in the case of hyperplanes. For example, for n =
m = 2 let us take the following two distributions
f1 = δl1 + δl2 , f2 = δk1 + δk2,
where
l1 : x− 2y = 0, l2 : 2x+ y = 0, k1 : x+ 2y = 0, k2 : 2x− y = 0.
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The proof of Theorem 3.2 uses in this case only 5 points such that no line passes
through 3 of them and such that each point is known a priori to have different
distances from the lines l1 and l2 (and the same is true for the lines k1 and k2).
However, in this case the information received from the SMT can collide for the
distributions f1 and f2. Indeed, if we take
y1 = (−1, 0), y2 = (1, 0), y3 = (0,−1), y4 = (0, 1), y5 = (1, 1),
then no line contains more than 3 of these points and each of these points is at
different distances from the lines l1 and l2 (the same is true for k1 and k2). However,
since
d(yi, l1) = d(yi, k1), d(yi, l2) = d(yi, k2), i = 1, 2, 3, 4,
d(y5, l1) = d(y5, k2), d(y5, l2) = d(y5, k1),
the SMT receives the same information from f1 and f2 and hence they cannot be
distinguished (see the picture below).
(0, 2) (4, 2)
(2, 0)
(2, 4) (4, 4) (6, 4)
(0, 6)
(6, 0)
(4, 6)
The author of this article believes that Theorems 3.1 and 3.2 remain true in the
general case where the amplitudes may collide. However, in order to find a procedure
to extract the nodes in Theorem 3.1 (or the hyperplanes in Theorem 3.2) one will
also have to use the information received from the points, on which the SMT is given,
whose distances from some of the nodes xi, 1 ≤ i ≤ m may collide.
4.2 A Numerical Example
We finish by giving a numerical example for extracting distributions of the form (3.1)
in case where n = m = 2. Suppose that
f = 3δx1 + 2δx2 ,where x1 = (−1, 0), x2 = (1, 0)
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and that the SMT of f is given at the points
y1 = (0, 0), y2 = (0, 2), y3 = (−1, 1), y4 = (1, 1), y5 = (1, 2)
(observe that no line passes through more than two of these points). Computing
the values τi, i = 0, 1, 2, 3 for the point y1 we obtain (τ0, τ1, τ2, τ3)y1 = (5, 5, 5, 5).
Similarly, for the rest of the points we have
(τ0, τ1, τ2, τ3)y2 = (5, 11.18, 25, 55.901), (τ0, τ1, τ2, τ3)y3 = (5, 7.472, 13, 25.36),
(τ0, τ1, τ2, τ3)y4 = (5, 8.708, 17, 35.541), (τ0, τ1, τ2, τ3)y5 = (5, 12.485, 32, 75.882).
Building the corresponding equations for the polynomials coefficients we obtain(
5 5
5 5
)(
c0
c1
)
= −
(
5
5
)
,
(
5 11.18
11.18 25
)(
c0
c1
)
= −
(
25
55.901
)
,(
5 7.472
7.472 13
)(
c0
c1
)
= −
(
13
25.36
)
,(
5 8.708
8.708 17
)(
c0
c1
)
= −
(
17
35.541
)
,(
5 12.485
12.485 32
)(
c0
c1
)
= −
(
32
75.882
)
.
The first two systems of equations are degenerate as expected since the points y1
and y2 have equal distances from the points x1 and x2. The other three systems have
a unique solution and thus we obtain the following three corresponding polynomials
Py3(x) = 2.234− 3.235x+ x
2,
Py4(x) = 2.234− 3.235x+ x
2,
Py5(x) = 5.656− 4.828x+ x
2,
whose roots are
ξ1,3 = 1, ξ2,3 = 2.235, ξ1,4 = 1, ξ2,4 = 2.235, ξ1,5 = 2, ξ2,5 = 2.828.
Now we can assume without loss of generality that the point x1 corresponds to
the root ξ1,3 and that x2 corresponds to ξ2,3. Hence, taking the first two equations of
the system (4.1) we obtain(
1 1
1 2.235
)(
a1
a2
)
=
(
5
7.472
)
.
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The solution of this system is a1 = 2.998, a2 = 2.001. Hence at this point the
amplitudes are (approximately) known. In order to decide how the points x1 and
x2 correspond to the roots ξ1,4 = 1, ξ2,4 = 2.235 we need to check which one of the
following systems of equations is valid(
1 1
ξ1,4 ξ2,4
)(
2.998
2.001
)
=
(
5
8.708
)
,
(
1 1
ξ2,4 ξ1,4
)(
2.998
2.001
)
=
(
5
8.708
)
.
Since only the second system of equations is valid it follows that x1 corresponds to
ξ2,4 and x2 corresponds to ξ1,4. Finally, in order to decide how the points x1 and
x2 correspond to the roots ξ1,5 = 2, ξ2,5 = 2.828 we need to check which one of the
following systems of equations is valid(
1 1
ξ1,5 ξ2,5
)(
2.998
2.001
)
=
(
5
12.485
)
,
(
1 1
ξ2,5 ξ1,5
)(
2.998
2.001
)
=
(
5
12.485
)
.
Since only the second system of equations is valid it follows that x1 corresponds to
ξ2,5 and x2 corresponds to ξ1,5.
Since x1 corresponds to ξ1,3, ξ2,4 and ξ2,5 we have the following system of equations
for x1
(x1,1 − y3,1)
2 + (x1,2 − y3,2)
2 = ξ21,3,
(x1,1 − y4,1)
2 + (x1,2 − y4,2)
2 = ξ22,4,
(x1,1 − y5,1)
2 + (x1,2 − y5,2)
2 = ξ22,5
or equivalently
x21,1 + x
2
1,2 + 2x1,1 − 2x1,2 = −1,
x21,1 + x
2
1,2 − 2x1,1 − 2x1,2 = 2.995,
x21,1 + x
2
1,2 − 2x1,1 − 4x1,2 = 2.997.
Subtracing the first row from the second and the third we obtain
−4x1,1 = 3.995,
−4x1,1 − 2x1,2 = 3.997
and the solution of the last equation is x1,1 = −0.998, x1,2 = 0.001. Thus the approx-
imate value of x1 is (−0.998, 0.001). In the same way we can approximate the point
x2.
Acknowledgments
The author would like to thank Professor Yosef Yomdin from Weizmann Institute
of Science for his useful comments and suggestions during the writing of this article.
15
5 Appendix
Lemma 5.1. Let g be a function, defined on R+, such that its radial extension belongs
to the Schwartz space S (Rn). Then g and its Hankel transform G are continuously
differentiable and belong to L1
(
R+, r
n−1
2
)
.
Proof. Denote by g0 and G0 respectively the radial extensions of g and G to Rn.
Using a spherical coordinates system in Rn, we have∫
|x|>1
g0(x)|x|
−n−1
2 dx =
∫ ∞
1
∫
Sn−1
g0(rθ)r
n−1
2 dθdr =
2pi
n
2
Γ
(
n
2
) ∫ ∞
1
g(r)r
n−1
2 dr.
Since g0 belongs to S (Rn) it follows that the integral in the left hand side converges
and hence also the integral in the right hand side. Since g is also bounded on the inter-
val [0, 1] (since g0 is bounded in the unit disk), it follows that g is in L
1
(
R+, r
n−1
2 dr
)
.
Denote by ĝ0 the Fourier transform of g, then using spherical coordinates again we
have
ĝ0(ω) =
1
(2pi)
n
2
∫
Rn
g0(x)e
−i〈ω,x〉dx =
1
(2pi)
n
2
∫ ∞
0
∫
Sn−1
g0(rθ)e
−ir〈ω,θ〉dθrn−1dr.
Denoting ω = λψ, where λ = |ω|, ψ = ω
|ω|
and using the identity∫
Sn−1
e−it〈ψ,θ〉dθ = (2pi)
n
2 jn
2
−1(t)
it follows that
ĝ0(λψ) =
∫ ∞
0
g(r)jn
2
−1(λr)r
n−1dr = G(λ).
Hence ĝ0 is the radial extension of G. Since the Fourier transform maps the Schwartz
space S (Rn) onto itself and since g0 is in S (Rn), it follows that the same is true for
the radial extension of G. Hence, from the same arguments we used for g and its
radial extension, it follows that G belongs to L1
(
R+, r
n−1
2 dr
)
.
The assertion that g is continuously differentiable follows immediately from the
fact that its radial extension if infinitely differentiable and the same is true for G.
Lemma 5.2. Let n ≥ 2 and λ1, ..., λn be n real numbers satisfying λi 6= λj, i 6= j. Let
σ : {1, 2, ..., n} → {1, 2, ..., n} be a permutation which is different from the identity.
Define the following matrix
M =

λ1 − λσ(1) λ2 − λσ(2) ... λn − λσ(n)
λ21 − λ
2
σ(1) λ
2
2 − λ
2
σ(2) ... λ
2
n − λ
2
σ(n)
.................
λn1 − λ
n
σ(1) λ
n
2 − λ
n
σ(2) ... λ
n
n − λ
n
σ(n)
 . (5.1)
Then, if v = (v1, ..., vn) ∈ Rn satisfies MvT = 0 then there are two indices i and j,
i 6= j such that vi = vj.
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Proof. The proof is by induction on n ≥ 2. Since σ is different from the identity
then for n = 2 we have σ(1) = 2 and σ(2) = 1. In this case the vector v = (1, 1)
is in the kernel of the matrix M as defined by (5.1) and indeed this vector has two
equal components with different indices. There are no other independent vectors in
the kernel of M since otherwise M = 0 which will imply that λ1 = λ2.
Now we assume the induction hypothesis for every integer m satisfying 2 ≤ m ≤
n− 1 and our aim is to prove it for the integer n where we assume that n ≥ 3.
First observe that we can assume that σ does not have any fixed points. Indeed,
suppose without loss of generality that σ(n) = n, then the matrixM has the following
form
M =

λ1 − λσ(1) λ2 − λσ(2) ... λn−1 − λσ(n−1) 0
λ21 − λ
2
σ(1) λ
2
2 − λ
2
σ(2) ... λ
2
n−1 − λ
2
σ(n−1) 0
.................
λn−11 − λ
n−1
σ(1) λ
n−1
2 − λ
n−1
σ(2) ... λ
n−1
n−1 − λ
n−1
σ(n−1) 0
λn1 − λ
n
σ(1) λ
n
2 − λ
n
σ(2) ... λ
n
n−1 − λ
n
σ(n−1) 0
 =
(
A 0
∗ 0
)
,
where A is the (n− 1)× (n− 1) top left sub matrix of M . Hence, if MvT = 0 then v
has the form v = (v0, ∗) where v0 ∈ Rn−1 is in the kernel of A. Now we can use our
induction hypothesis on the matrix A. Indeed, if σ˜ denotes the restriction of σ to the
set {1, 2, ..., n−1} then since σ(n) = n it follows that σ˜({1, ..., n−1}) = {1, ..., n−1}
and since σ is different from the identity then the same is true for σ˜. Hence, using
the induction hypothesis on the matrix A is follows that v0 has at least two equal
components with different indices and thus the same is true for v.
Now, with the assumption that σ does not have any fixed points it follows that
the set {1, 2, ..., n} has a partition into mutually disjoint sets A1, ..., Ak which satisfy
the following conditions:
(i) |Ai| ≥ 2, 1 ≤ i ≤ k.
(ii) σ (Ai) = Ai, 1 ≤ i ≤ k.
(iii) For every 1 ≤ i ≤ k and every non-empty subset B $ Ai we have σ(B) 6= B.
We will distinguish between the cases when k = 1 and k ≥ 2.
5.1 The Case k = 1:
If k = 1 we will show that the kernel of M is spanned by the vector v = (1, 1, ..., 1).
Indeed, suppose that u = (u1, ..., un) is in the kernel of M , we can assume without
loss of generality that un = 0 (since otherwise we can replace u with u − unv). We
will show that u = 0. Since u is in the kernel of M we have
Mu =

λ1 − λσ(1) ... λn−2 − λσ(n−2) λn−1 − λσ(n−1) λn − λσ(n)
λ21 − λ
2
σ(1) ... λ
2
n−2 − λ
2
σ(n−2) λ
2
n−1 − λ
2
σ(n−1) λ
2
n − λ
2
σ(n)
.................
λn1 − λ
n
σ(1) ... λ
n
n−2 − λ
n
σ(n−2) λ
n
n−1 − λ
n
σ(n−1) λ
n
n − λ
n
σ(n)


u1
...
un−2
un−1
0

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=
(
ρ1 − ρσ(1)
)
u1 + ... +
(
ρn−2 − ρσ(n−2)
)
un−2 +
(
ρn−1 − ρσ(n−1)
)
un−1 = 0 (5.2)
where
ρi =
(
λi, λ
2
i ..., λ
n
i
)T
, 1 ≤ i ≤ n. (5.3)
For the case k = 1 condition (iii) implies that σ ({1, 2, ..., n− 1}) 6= {1, 2, ..., n−1}.
Hence, we can assume without loss of generality that σ(k) 6= n − 1, 1 ≤ k ≤ n − 1.
Hence the vectors ρn−1 and ρn appear only once in the brackets of equation (5.2) and
thus from equation (5.2) we have
a1ρ1 + ... + an−2ρn−2 + un−1ρn−1 − uσ−1(n)ρn = 0 (5.4)
where a1, ..., an−2 are constants which depend on u1, ..., un−1. Now observe that if non
of the vectors ρ1, ..., ρn is equal to zero then by equation (5.3) it follows that they are
linearly independent since they form the n columns of an n×n Vandermonde matrix
and by our assumption λi 6= λj if i 6= j. If one of these vectors is equal to zero then
the other are different from zero and thus they are linearly independent since they
form a sub matrix of the Vandermonde matrix. Hence since at least one of the vectors
ρn−1 or ρn is different from zero it follows from equation (5.4) that either un−1 = 0 or
uσ−1(n) = 0.
Continuing in this way, assume that after n−k−1 steps we can prove that n−k−1
coefficients from the set {u1, ..., un−1} are equal to zero. Then from equation (5.2) we
will have(
ρi1 − ρσ(i1)
)
ui1 + ... +
(
ρik−1 − ρσ(ik−1)
)
uik−1 +
(
ρik − ρσ(ik)
)
uik = 0. (5.5)
Since σ ({i1, ..., ik}) 6= {i1, ..., ik} we can assume, without loss of generality, that
σ(ip) 6= ik, 1 ≤ p ≤ k. Also, there exists an index l, different from any of the indices
i1, ..., ik, such that l ∈ σ ({i1, ..., ik}). Hence the vectors ρik and ρl appear only once
in the brackets of equation (5.5) and thus from equation (5.5) we have
b1ρ1+...+bik−1ρik−1+uikρik+bik+1ρik+1+...+bl−1ρl−1−uσ−1(l)ρl+bl+1ρl+1+...+bnρn = 0
where bj , 1 ≤ j ≤ n, j 6= ik, j 6= σ
−1(l) are constants which depend on ui1, ..., uik .
Since at least one of the vectors ρl or ρik is different from zero we can conclude,
exactly as before, that either uik = 0 or uσ−1(l) = 0.
Hence after n− 1 steps we can conclude that u1 = 0, ..., un−1 = 0.
5.2 The Case k ≥ 2:
For the case k ≥ 2 the set {1, 2, ..., n} has a partition into disjoints subsets A1, ..., Ak
which satisfy conditions (i), (ii) and (iii). Since at most one of the vectors ρ1, ..., ρn is
equal to zero and k ≥ 2 we can assume, without loss of generality, that all the vectors
with indices in the set A1 are different from zero and again without loss of generality
we can assume that
A1 = {1, ..., m}, 2 ≤ m ≤ n− 2.
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Now assume again that u = (u1, ..., un) is in the kernel of M , we will show that there
are two different indices, i and j, such that ui = uj. From the definition of the matrix
M it follows that(
ρ1 − ρσ(1)
)
u1+...+
(
ρm − ρσ(m)
)
um+
(
ρm+1 − ρσ(m+1)
)
um+1+...+
(
ρn − ρσ(n)
)
un = 0.
The last equation can be rewritten as
(u1 − uσ−1(1))ρ1 + ...+ (um − uσ−1(m))ρm + cm+1ρm+1 + ... + cnρn = 0 (5.6)
where cm+1, ..., cn are constants which depend on um+1, ..., un. Since, by our assump-
tion, all the vectors ρ1, ..., ρm are different from zero, they form a sub matrix of the
Vandermonde matrix which implies that they are linearly independent. Hence from
equation (5.6) we have
u1 − uσ−1(1) = 0, ..., um − uσ−1(m) = 0. (5.7)
We will now show that the vector u˜ = (u1, ..., um, 0, ..., 0) is also in the kernel of M .
Indeed, from the definition of M we have to prove that(
ρ1 − ρσ(1)
)
u1 + ... +
(
ρm − ρσ(m)
)
um
= ρ1u1 + ... + ρmum − ρσ(1)u1 − ...− ρσ(m)um︸ ︷︷ ︸
(∗)
= 0.
Now by condition (ii) it follows that σ ({1, ..., m}) = {1, ..., m} and thus we also have
σ−1 ({1, ..., m}) = {1, ..., m}. Thus the set {1, ..., m} is a partition of {σ−1(1), ..., σ−1(m)}.
Using this observation on (∗) we have
ρ1u1 + ...+ ρmum − ρσ(1)u1 − ...− ρσ(m)um
= ρ1u1 + ... + ρmum − ρσ(σ−1(1))uσ−1(1) − ...− ρσ(σ−1(m))uσ−1(m)
= ρ1u1 + ... + ρmum − ρ1uσ−1(1) − ...− ρmuσ−1(m)
=
(
u1 − uσ−1(1)
)
ρ1 + ...+
(
um − uσ−1(m)
)
ρm
and the last expression is equal to zero by (5.7).
Since u˜ is in the kernel of M it follows that the vector (u1, ..., um) is in the kernel
of the top left m×m sub matrix of M . That is λ1 − λσ(1) ... λm − λσ(m).................
λm1 − λ
m
σ(1) ... λ
m
m − λ
m
σ(m)
 u1...
um
 =
 0...
0
 . (5.8)
Now we can use the induction hypothesis on equation (5.8). Indeed, since σ ({1, ..., m}) =
{1, ..., m} and λi 6= λj for 1 ≤ i, j ≤ m, i 6= j, all of the conditions for the sub matrix
in the left hand side of equation (5.8) are satisfied. Hence we conclude that there are
two different indices, i and j with 1 ≤ i, j ≤ m, such that ui = uj. This in particular
implies that the vector u has two equal components with different indices. Thus the
case k ≥ 2 is also proved.
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