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OPTIMAL CONVERGENCE OF A SECOND ORDER LOW-REGULARITY
INTEGRATOR FOR THE KDV EQUATION
YIFEI WU AND XIAOFEI ZHAO
Abstract. In this paper, we establish the optimal convergence result of a second order exponential-
type integrator from (136, Numer. Math., 2017) for solving the KdV equation under rough initial
data. The scheme is explicit and efficient to implement. By rigorous error analysis, we show that
the scheme provides the second order accuracy in Hγ for initial data in Hγ+4 for any γ ≥ 0,
where the regularity requirement is lower than the classical methods. The result is confirmed by
numerical experiments and comparisons are made with the Strang splitting scheme.
Keywords: KdV equation, rough data, low-regularity method, second order accuracy, error
estimates, exponential-type integrator
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1. Introduction
During the past few years, to solve efficiently problems with rough initial data, the so-called
low-regularity numerical integrators have been proposed for some dispersive models. Compared to
the classical numerical discretizations such as the finite difference methods or standard exponential
integrators [10] or splitting schemes [24], the low-regularity methods require less regularity of the
solution to reach their optimal convergence rates. For example, for the cubic nonlinear Schro¨dinger
equation, the first order convergence in Hr has been achieved under only Hr+1-data [17, 25], and
for the one-dimensional quadratic nonlinear Schro¨dinger equation [17, 25] or the nonlinear Dirac
equations [30], only Hr-data is needed. In this work, we are concerned with the Korteweg-de Vries
(KdV) equation, which is a classical mathematical model for the waves on shallow water surfaces,
under the rough initial data on a torus: ∂tu(t, x) + ∂3xu(t, x) =
1
2
∂x(u(t, x))
2, t > 0, x ∈ T,
u(0, x) = u0(x), x ∈ T,
(1.1)
where T = (0, 2pi), u = u(t, x) : R+×T→ R is the unknown and u0 ∈ Hs0(T) with some 0 ≤ s0 <∞
is a given initial data. For the numerical studies of the KdV equation (1.1) under smooth enough
initial data cases, we refer to [7, 14, 16, 20, 22, 23, 28, 31, 32]. However, in practice the initial data
may not be ideally smooth due to multiply reasons such as measurements or noise [9]. Analytically,
the global well-posedness of (1.1) on the torus under rough data has already been established in
[4, 18]. That is, for any u0 ∈ Hs0(T), s0 ≥ − 12 and any positive time T > 0, there exists a unique
solution of (1.1) in a certain Banach space of functions X ⊂ C([0, T ];Hs0(T)) as established in [4]
by PDE methods, and [18] extended the result to s0 ≥ −1 by the inverse scattering method. See
also [1, 5] for the theoretical studies of the generalized KdV equations.
The numerical aspects of the KdV equation (1.1) under rough data have been addressed in
[6, 9, 11, 13]. By introducing the twisted variable v := e∂
3
xtu and the Duhamel’s formula at tn = nτ
with τ > 0 the time step:
v(tn + τ, x) = v(tn, x) +
1
2
∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xv(tn + s, x)
)2
ds, (1.2)
[11] proposed an exponential-type numerical scheme by letting v(tn + s, x) ≈ v(tn, x), and then
the integration for s was found exactly and explicitly in the physical space. Comparing to classical
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first order methods, this strategy gives rise to a first order numerical scheme that allows the low
regularity requirement for solving the KdV equation (1.1):
‖u(tn, ·)− un‖H1 . τ,
up to some finite time for u ∈ H3 as was proved in [11], where un denotes the numerical solution
at tn. That is to say for solving the KdV, in order to reach the first order accuracy, the regularity
requirement of such exponential-type low-regularity integrator is the boundedness of two additional
spatial derivatives of the solution. This requirement is to some extend essential for the direct
integration methods due to the Burgers-type nonlinearity in the KdV equation [3].
To push the convergence rate of such low-regularity integrators to the second order, one natural
way is to use the idea of Picard iteration, i.e. using the first order scheme to approximate the
solution in the nonlinearity in the Duhamel’s formula (1.2) and then integrate exactly for s in the
Fourier space. Obviously by doing this, the Burgers-nonlinearity will add one more loss of derivative.
What makes it worse after the iteration is that, the quadratic nonlinearity in the KdV equation
will generate four different modes in the Fourier space, which after the time integration can not
be translated back to an explicit function in the physical space, and the scheme will then have to
deal with a heavy convolution in the Fourier space. A practical strategy as a compensation for
computational efficiency is to drop some Fourier modes before the time integration, in order to get
back to the physical space, which consequently further asks for more regularity of the solution for
obtaining the second order convergence rate. See the very recent effort on the nonlinear Schro¨dinger
equation for designing such second order low-regularity integrators in [17]. Together with the loss
from the Burgers-nonlinearity, one major concern of the Picard iteration approach is that the second
order convergence rate is achieved in Hγ-norm for solutions in as least Hγ+4 space. See a precise
construction in such approach for the KdV equation in the recent work [3].
In this work, instead of the Picard iteration, we consider the construction for a second order
low-regularity integrator (LRI) for the KdV (1.1) by simply the Taylor’s expansion in (1.2) as
v(tn + s, x) ≈ v(tn, x) + s∂tv(tn, x).
This strategy has been outlined in [11], and it leads to an explicit and efficient scheme. We are
aiming to establish the optimal convergence result of this second order LRI scheme by showing that
‖u(tn, ·)− un‖Hγ . τ2,
up to some fixed time for u ∈ Hγ+4 for any γ ≥ 0. The proof relies on a key fact that
∂2t v =
3
2
et∂
3
x∂2x
(
e−t∂
3
x∂xv
)2
+
1
3
et∂
3
x∂2x
(
e−t∂
3
xv
)3
,
and some tools from the harmonic analysis to overcome the absence of algebraic property of Hγ
when 0 ≤ γ ≤ 12 . As shown by our theoretical estimate, this simplified strategy (compared with
Picard iteration) is able to get the desired second order accuracy with only four additional bounded
spatial derivatives, which is better than what was conjectured in [11], and it matches with the best
result that one could expect from the direct Picard iteration as we have explained above and from
the recent investigation in [3]. We shall show by numerical results that the regularity requirement
for this second order LRI is sharp. Compared with other classical second order numerical methods
in the literature, for example the Strang splitting method (with exact solutions at the Burgers’ step)
[12, 13] that needs u ∈ Hγ+5 for the second order convergence rate in Hγ for γ ≥ 1, the presented
LRI saves one spatial derivative and further reduces the requirement of the regularity. Moreover,
one should note that the exact solutions at the Burgers’ step in the Strang splitting scheme require
a nonlinear solver which makes the practical scheme costly. Hence, the presented LRI is particularly
more efficient for solving the KdV (1.1) under rough data, which will be illustrated through numerical
experiments in the end.
The rest of the paper is organized as follows. In Section 2, we present the detailed scheme of LRI
from [11] and give its main convergence theorem. In Section 3, we give the proof of the convergence
result. Numerical confirmations are reported in Section 4 and conclusions are drawn in Section 5.
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2. Numerical scheme
In this section, we present the detailed numerical scheme of the second order exponential-type
integrator as outlined in [11] and give its main convergence theorem. In the following for simplicity,
we shall assume that the zero-mode/average of the initial value of the (1.1) is zero. Otherwise, we
may consider
u˜ := u
(
t, x− (̂u0)0t
)
− (̂u0)0
instead, and one can note that u˜ also obeys the same KdV equation of (1.1) with initial data
u˜0 := u0 − (̂u0)0. Here we denote (̂u0)l for l ∈ Z as the Fourier coefficients of u0.
With the twisted variable
v(t, x) := et∂
3
xu(t, x), t ≥ 0, x ∈ T, (2.1)
the KdV equation (1.1) becomes:
∂tv(t, x) =
1
2
et∂
3
x∂x
(
e−t∂
3
xv(t, x)
)2
, t ≥ 0, x ∈ T. (2.2)
For n ≥ 0 and t = tn + s, plugging v(tn + s, x) ≈ v(tn, x) + s∂tv(tn, x) into the Duhamel’s formula
(1.2), we get
v(tn+1, x) ≈v(tn, x) + 1
2
∫ τ
0
e(tn+s)∂
3
x∂x
[
e−(tn+s)∂
3
x
(
v(tn, x) + s∂tv(tn, x)
)]2
ds
≈v(tn, x) + 1
2
I1(tn, x) + I2(tn, x), (2.3)
where
I1(tn, x) :=
∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xv(tn, x)
)2
ds, (2.4a)
I2(tn, x) :=
∫ τ
0
e(tn+s)∂
3
x∂x
[
s
(
e−(tn+s)∂
3
xv(tn, x)
)(
e−(tn+s)∂
3
x∂tv(tn, x)
)]
ds. (2.4b)
By calculation in the Fourier frequency space and noting the key relation
(k1 + k2)
3 − k31 − k32 = 3(k1 + k2)k1k2,
the terms in I1 and I2 can be exactly integrated in the physical space. We refer the readers to [11]
for those detailed calculations. The zero Fourier mode of I1 or I2 is clearly zero, and for the other
modes, here we directly write down their explicitly formulas in the physical space:
I1(tn, x) =
∑
l 6=0
(̂J1)l(tn)e
ilx, I2(tn, x) =
∑
l 6=0
(̂J2)l(tn)e
ilx,
where (̂J1)l and (̂J2)l denote respectively the Fourier coefficients of functions J1 and J2
J1(tn, x) :=
1
3
etn+1∂
3
x
(
e−tn+1∂
3
x∂−1x v(tn, x)
)2
− 1
3
etn∂
3
x
(
e−tn∂
3
x∂−1x v(tn, x)
)2
,
and
J2(tn, x) :=
τ
3
etn+1∂
3
x
(
e−tn+1∂
3
x∂−1x v(tn, x)
)(
e−tn+1∂
3
x∂−1x ∂tv(tn, x)
)
− 1
9
etn+1∂
3
x∂−1x
(
e−tn+1∂
3
x∂−2x v(tn, x)
)(
e−tn+1∂
3
x∂−2x ∂tv(tn, x)
)
+
1
9
etn∂
3
x∂−1x
(
e−tn∂
3
x∂−2x v(tn, x)
)(
e−tn∂
3
x∂−2x ∂tv(tn, x)
)
.
Here the operator ∂−mx (m ∈ N) is defined for function f(x) ∈ L2(T) as
∂−mx f(x) :=
∑
l 6=0
(il)−mf̂le
ilx, x ∈ T.
Noting (2.2), we substitute
∂tv(tn, x) =
1
2
etn∂
3
x∂x
(
e−tn∂
3
xv(tn, x)
)2
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into J2(tn, x), then the approximation (2.3) forms an update from tn to tn+1 for v(t, x), and by
reverting the change of variable (2.1) we get the scheme for u(t, x).
The detailed second order low-regularity integrator (LRI) for solving the KdV equation (1.1)
then reads: denote un = un(x) ≈ u(tn, x) as the numerical solution for n ≥ 0, Inj = Inj (x) ≈
e−tn+1∂
3
xIj(tn, x) for j = 1, 2 as approximations of (2.4) and let u
0 = u0(x), then
un+1 = e−τ∂
3
xun +
1
2
In1 + I
n
2 , n = 0, 1, . . . , (2.5)
where
In1 =
∑
l 6=0
(̂Jn1 )le
ilx, In2 =
∑
l 6=0
(̂Jn2 )le
ilx,
and
Jn1 :=
1
3
(
e−τ∂
3
x∂−1x u
n
)2
− 1
3
e−τ∂
3
x
(
∂−1x u
n
)2
,
Jn2 :=
τ
6
(
e−τ∂
3
x∂−1x u
n
)(
e−τ∂
3
x(un)2 − ̂((un)2)0
)
− 1
18
∂−1x
(
e−τ∂
3
x∂−2x u
n
)(
e−τ∂
3
x∂−1x (u
n)2
)
+
1
18
e−τ∂
3
x∂−1x
(
∂−2x u
n
) (
∂−1x (u
n)2
)
.
The above LRI (2.5) is explicit and preserves the mass of the KdV equation (1.1) at the discrete
level, i.e. ∫
T
un(x)dx ≡
∫
T
u0(x)dx, n = 0, 1, . . . .
In practice, the Fourier series in the scheme are truncated to an integer N > 0 and the computa-
tional of the Fourier coefficients are obtained by the trigonometric quadrature [29]. Then the fully
discretized LRI scheme is efficient thanks to the fast Fourier transform with computational cost
O(N logN) at each time level, and it has no CFL-type conditions.
Now, we state the convergence theorem of the presented (semi-discretized) LRI method (2.5) as
the main result of the paper and the proof is given in the next section.
Theorem 2.1. Let un be the numerical solution of the KdV (1.1) obtained from the LRI scheme
(2.5) up to some fixed time T > 0. Under assumption that u0 ∈ Hγ+4(T) for some γ ≥ 0, there
exists constants τ0, C > 0 such that for any 0 < τ ≤ τ0, we have
‖u(tn, ·)− un‖Hγ ≤ Cτ2, n = 0, 1 . . . , T
τ
, (2.6)
where the constants τ0 and C depend only on T and ‖u‖L∞((0,T );Hγ+4).
We shall show later by numerical results that the estimate and the regularity assumption in the
above convergence theorem for LRI are sharp. The convergence result of LRI is indeed better than
conjectured in [11].
3. Convergence analysis
In this section, we give the rigorous proof of the main result. To do so, we shall firstly introduce
some tools from harmonic analysis in subsection 3.1, and then establish the stability result and the
local error estimate, respectively in subsection 3.4 and subsection 3.5. The final proof of Theorem
2.1 is given in subsection 3.6.
3.1. Some notations and tools. For convenience, we introduce some notations and definitions,
some of which are employed from [4]. We use A . B or B & A to denote the statement that
A ≤ CB for some absolute constant C > 0 which may vary from line to line but independent of τ
or n, and we denote A ∼ B for A . B . A. We define (dξ) to be the normalized counting measure
on Z such that ∫
a(ξ) (dξ) =
∑
ξ∈Z
a(ξ).
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The Fourier transform of a function f on T is defined by
F(f)(ξ) = f̂(ξ) = 1
2pi
∫
T
e−ixξf(x) dx,
and thus the Fourier inversion formula
f(x) =
∫
eixξf̂(ξ) (dξ).
Then the following usual properties of the Fourier transform hold:
‖f‖L2(T) =
∥∥f̂∥∥
L2((dξ))
(Plancherel);
〈f, g〉 =
∫
T
f(x)g(x) dx =
∫
f̂(ξ)ĝ(ξ) (dξ) (Parseval);
(̂fg)(ξ) =
∫
f̂(ξ − ξ1)ĝ(ξ1) (dξ1) (Convolution).
The Sobolev space Hs(T) for s ≥ 0 has the equivalent norm,∥∥f∥∥
Hs(T)
=
∥∥Jsf∥∥
L2(T)
=
∥∥∥〈ξ〉sf̂(ξ)∥∥∥
L2((dξ))
,
where we denote the operator
Js = (1 − ∂xx) s2 , and 〈·〉 = (1 + | · |2)1/2.
As a tool to overcome the absence of the algebraic property of Hs when s ≤ 12 , we will frequently
call the following Kato-Ponce inequality, where a general form was proved in [15] originally and an
important progress in the endpoint case was made in [2, 19] very recently.
Lemma 3.1. (Kato-Ponce inequality) The following inequalities hold:
(i) For any γ ≥ 0, γ1 > 12 , f, g ∈ Hγ ∩Hγ1 , then
‖Jγ(fg)‖ . ‖f‖Hγ‖g‖Hγ1 + ‖f‖Hγ1 ‖g‖Hγ .
In particular, if γ > 12 , then
‖Jγ(fg)‖ . ‖f‖Hγ‖g‖Hγ .
(ii) For any γ ≥ 0, γ1 > 12 , f ∈ Hγ+γ1 , g ∈ Hγ, then
‖Jγ(fg)‖ . ‖f‖Hγ+γ1‖g‖Hγ .
Moreover, we will need the following specific commutator estimate. Here the commutator is
defined as [A,B] = AB −BA.
Lemma 3.2. Let f, g be the Schwartz functions. If 0 ≤ γ ≤ 1, then the following inequality holds
for any γ1 >
1
2 : ∥∥[Jγ , f ]∂xg∥∥L2 ≤ C‖f‖H1+γ1‖g‖Hγ .
Furthermore, if γ > 1, then∥∥[Jγ , f ]∂xg∥∥L2 ≤ C(‖f‖Hγ+γ1‖g‖H1 + ‖f‖H1+γ1‖g‖Hγ),
or ∥∥[Jγ , f ]∂xg∥∥L2 ≤ C(‖f‖Hγ‖g‖H1+γ1 + ‖f‖H1+γ1‖g‖Hγ).
Proof. Taking the Fourier transform on [Jγ , f ]∂xg, we get
F
(
[Jγ , f ]∂xg
)
(ξ) = i
∫
ξ=ξ1+ξ2
(〈ξ〉γ − 〈ξ2〉γ)ξ2f̂(ξ1)ĝ(ξ2) (dξ1).
We assume that f̂ and ĝ are positive, otherwise one may replace them by |f̂ | and |ĝ|. We could also
assume that ξ1 6= 0 and ξ2 6= 0, otherwise the term in the above integral vanishes. Denote
Ω1 =
{
(ξ, ξ1, ξ2) : ξ = ξ1 + ξ2, |ξ2| ≤ 1
10
|ξ|
}
, Ω2 =
{
(ξ, ξ1, ξ2) : ξ = ξ1 + ξ2, |ξ2| > 1
10
|ξ|
}
.
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Then by Plancherel’s identity,∥∥[Jγ , f ]∂xg∥∥L2 ≤ ∥∥∥ ∫
Ω1
(〈ξ〉γ − 〈ξ2〉γ)ξ2f̂(ξ1)ĝ(ξ2) (dξ1)∥∥∥
L2
+
∥∥∥ ∫
Ω2
(〈ξ〉γ − 〈ξ2〉γ)ξ2f̂(ξ1)ĝ(ξ2) (dξ1)∥∥∥
L2
.
In Ω1: |ξ2| ≤ 110 |ξ|. Then, 910 |ξ| ≤ |ξ1| ≤ 1110 |ξ|. When 0 ≤ γ ≤ 1,
∣∣〈ξ〉γ − 〈ξ2〉γ∣∣|ξ2| . 〈ξ1〉|ξ2|γ .
Hence we have∣∣∣ ∫
Ω1
(〈ξ〉γ − 〈ξ2〉γ)ξ2f̂(ξ1)ĝ(ξ2) (dξ1)∣∣∣ . ∫
ξ=ξ1+ξ2
〈ξ1〉|ξ2|γ f̂(ξ1)ĝ(ξ2) (dξ1) = F
(
〈∇〉f · |∇|sg
)
(ξ).
Hence, by Plancherel’s identity and Sobolev’s inequality,∥∥∥ ∫
Ω1
(〈ξ〉γ − 〈ξ2〉γ)ξ2f̂(ξ1)ĝ(ξ2) (dξ1)∥∥∥
L2
≤
∥∥∥F(〈∇〉f · |∇|sg)(ξ)∥∥∥
L2
.
∥∥〈∇〉f · |∇|sg∥∥
L2
.
∥∥〈∇〉f∥∥
L∞
∥∥|∇|sg∥∥
L2
.
∥∥〈∇〉1+γ1f∥∥
L2
∥∥|∇|sg∥∥
L2
.
When γ > 1, we have
∣∣〈ξ〉γ − 〈ξ2〉γ∣∣|ξ2| . 〈ξ1〉γ |ξ2|. Then similarly,∥∥∥ ∫
Ω1
(〈ξ〉γ − 〈ξ2〉γ)ξ2f̂(ξ1)ĝ(ξ2) (dξ1)∥∥∥
L2
. min
{∥∥〈∇〉γ+γ1f∥∥
L2
∥∥∇g∥∥
L2
,
∥∥〈∇〉γf∥∥
L2
∥∥〈∇〉γ1∇g∥∥
L2
}
,
by L∞L2-Ho¨lder’s or L2L∞-Ho¨lder’s inequality. These give the desired result in Case 1.
In Ω2: |ξ2| > 110 |ξ|. Then
∣∣〈ξ〉γ − 〈ξ2〉γ∣∣|ξ2| . 〈ξ1〉|ξ2|γ . Hence, similar as above, we obtain∥∥∥ ∫
Ω2
(〈ξ〉γ − 〈ξ2〉γ)ξ2f̂(ξ1)ĝ(ξ2) (dξ1)∥∥∥
L2
.
∥∥〈∇〉1+γ1f∥∥
L2
∥∥|∇|sg∥∥
L2
.
This gives the desired result in Ω2, and the lemma is proved. 
Remark 3.3. In the following of the section, we shall just adopt a weaker version of the estimates
from Lemma 3.2: For any γ ≥ 0 and any γ˜ > max{γ + 12 , 32},∥∥[Jγ , f ]∂xg∥∥L2 . ‖f‖Hγ˜‖g‖Hγ , (3.1)
and for any γ > 32 , ∥∥[Jγ , f ]∂xg∥∥L2 . ‖f‖Hγ‖g‖Hγ . (3.2)
Based on the above inequalities, we can deduce some estimates as follows, which will be used to
obtain the a prior estimate of the numerical solution.
Lemma 3.4. The following inequalities hold:
(i) For any γ ≥ 0, γ1 > 12 , f ∈ Hγ , g ∈ Hγ+γ1+1, then〈
Jγ∂x(fg), J
γf
〉
. ‖f‖2Hγ‖g‖Hγ+γ1+1 .
(ii) For any γ > 32 , f ∈ Hγ, then〈
Jγ∂x
(
f2
)
, Jγf
〉
. ‖f‖3Hγ .
Proof. (i) Directly, we have〈
Jγ∂x(fg), J
γf
〉
=
〈
Jγ∂xf · g, Jγf
〉
+
〈
Jγ
(
f · ∂xg
)
, Jγf
〉
+
〈[
Jγ , g
]
∂xf, J
γf
〉
.
For the first term on the right-hand side, by using integration-by-parts, it is equal to
−1
2
∫
∂xg
∣∣Jγf ∣∣2 dx.
Therefore, we have the estimate∣∣〈Jγ∂xf · g, Jγf〉∣∣ . ∥∥g∥∥Hγ1+1∥∥f∥∥2Hγ ,
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for any γ1 >
1
2 . For the second term, by Lemma 3.1 (ii), we have∣∣〈Jγ(f · ∂xg), Jγf〉∣∣ .∥∥f · ∂xg∥∥Hγ∥∥f∥∥Hγ
.
∥∥g∥∥
Hγ+γ1+1
‖f‖2Hγ .
For the third term, by (3.1) we have∣∣〈[Jγ , g] ∂xf, Jγf〉∣∣ .∥∥[Jγ , g] ∂xf∥∥L2∥∥f∥∥Hγ . ∥∥f∥∥2Hγ∥∥g∥∥Hγ+γ1+1 .
Combining the three estimates above, we get the estimate in (i).
(ii) We use the similar argument to write〈
Jγ∂x
(
f2
)
, Jγf
〉
= 2
〈
Jγ∂xf · f, Jγf
〉
+ 2
〈[
Jγ , f
]
∂xf, J
γf
〉
,
and then for the first term on the right-hand side, we get for any γ1 >
1
2 ,∣∣〈Jγ∂xf · f, Jγf〉∣∣ . ‖f‖Hγ1+1‖f‖2Hγ .
By choosing γ1 properly, we have ‖f‖Hγ1+1 . ‖f‖Hγ . For the second term, by applying (3.2)
instead, we get ∣∣〈[Jγ , f] ∂xf, Jγf〉∣∣ . ∥∥f∥∥3Hγ ,
and hence, we obtain the estimate in (ii). 
3.2. Problem reduction. Now, we start to illustrate the proof of the convergence theorem. For
the simplicity of notations, we shall omit the space variable x in the functions, and we define
vn := etn∂
3
xun and vnt :=
1
2
etn∂
3
x∂x
(
e−tn∂
3
xvn
)2
, (3.3)
where un is the numerical solution from the LRI scheme (2.5). Noting that the scheme (2.5) is
obtained by exactly integrating (2.3), so we have
vn+1 =vn +
1
2
∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xvn
)2
ds
+
∫ τ
0
se(tn+s)∂
3
x∂x
[(
e−(tn+s)∂
3
xvn
)(
e−(tn+s)∂
3
xvnt
)]
ds. (3.4)
Since the operator et∂
3
x in the change of variable (2.1) is unitary, so to prove (2.6), it is sufficient to
prove
‖v(tn)− vn‖Hγ ≤ Cτ2, n = 0, 1, . . . , T
τ
.
To do this, we subtract (3.4) from the exact Duhamel’s formula (1.2) to get:
v(tn+1)− vn+1 =Ln +Φn (v(tn)) − Φn (vn) , (3.5)
where we define the local error term as
Ln :=1
2
∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xv(tn + s)
)2
ds− 1
2
∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xv(tn)
)2
ds
−
∫ τ
0
se(tn+s)∂
3
x∂x
[(
e−(tn+s)∂
3
xv(tn)
)(
e−(tn+s)∂
3
x∂tv(tn)
)]
ds, (3.6)
and the numerical propagator as
Φn(v) :=v +
1
2
∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xv
)2
ds
+
1
2
∫ τ
0
se(tn+s)∂
3
x∂x
[(
e−(tn+s)∂
3
xv
)(
e−s∂
3
x∂x
(
e−tn∂
3
xv
)2)]
ds. (3.7)
Hence, to obtain a Gronwall type inequality, it reduces to control Ln and Φ(v(tn))−Φ(vn), which
are regarded as the local error estimate and the stability in the following.
By directly calculations, we have the following key facts.
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Lemma 3.5. The following equalities hold:
(i) Let v be the solution of (2.2), then
∂2t v(t) =
3
2
et∂
3
x∂2x
(
e−t∂
3
x∂xv(t)
)2
+
1
3
et∂
3
x∂2x
(
e−t∂
3
xv(t)
)3
, t ≥ 0.
(ii) Let f, g ∈ L2 with f̂(0) = ĝ(0) = 0, then for any tn ≥ 0,∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf · e−(tn+s)∂3xg
)
ds
=
1
3
etn+1∂
3
x
(
e−tn+1∂
3
x∂−1x f · e−tn+1∂
3
x∂−1x g
)
− 1
3
etn∂
3
x
(
e−tn∂
3
x∂−1x f · e−tn∂
3
x∂−1x g
)
;
Moreover for k = 1, 2, . . . ,∫ τ
0
ske(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf · e−(tn+s)∂3xg
)
ds
=
τk
3
etn+1∂
3
x
(
e−tn+1∂
3
x∂−1x f · e−tn+1∂
3
x∂−1x g
)
− k
3
∫ τ
0
sk−1e(tn+s)∂
3
x
(
e−(tn+s)∂
3
x∂−1x f · e−(tn+s)∂
3
x∂−1x g
)
ds.
Proof. (i) Noting that
∂tv̂(t, ξ) =
1
2
iξ
∫
ξ=ξ1+ξ2
e−it(ξ
3−ξ31−ξ
3
2)v̂(ξ1)v̂(ξ2) (dξ1), t ≥ 0, (3.8)
and
ξ3 − ξ31 − ξ32 = 3ξξ1ξ2,
we have that for any t ≥ 0,
∂2t v̂(t, ξ) =
3
2
ξ2
∫
ξ=ξ1+ξ2
e−it(ξ
3−ξ31−ξ
3
2)ξ1ξ2v̂(ξ1)v̂(ξ2) (dξ1)
+
1
2
iξ
∫
ξ=ξ1+ξ2
e−it(ξ
3−ξ31−ξ
3
2)∂t
(
v̂(ξ1)v̂(ξ2)
)
(dξ1).
From (3.8) and symmetry, we get
∂2t v̂(t, ξ) =
3
2
ξ2
∫
ξ=ξ1+ξ2
e−it(ξ
3−ξ31−ξ
3
2)ξ1ξ2v̂(ξ1)v̂(ξ2) (dξ1)
+ iξ
∫
ξ=ξ1+ξ2+ξ3
1
2
i(ξ1 + ξ2) e
−it(ξ3−ξ31−ξ32−ξ33)v̂(ξ1)v̂(ξ2)v̂(ξ3) (dξ1)(dξ2).
By symmetry again, the second term is equal to
− 1
3
ξ
∫
ξ=ξ1+ξ2+ξ3
(ξ1 + ξ2 + ξ3) e
−it(ξ3−ξ31−ξ32−ξ33)v̂(ξ1)v̂(ξ2)v̂(ξ3) (dξ1)(dξ2)
=− 1
3
ξ2
∫
ξ=ξ1+ξ2+ξ3
e−it(ξ
3−ξ31−ξ
3
2−ξ
3
3)v̂(ξ1)v̂(ξ2)v̂(ξ3) (dξ1)(dξ2).
Hence, we obtain that
∂2t v̂(t, ξ) =
3
2
ξ2
∫
ξ=ξ1+ξ2
e−it(ξ
3−ξ31−ξ
3
2)ξ1ξ2v̂(ξ1)v̂(ξ2) (dξ1)
− 1
3
ξ2
∫
ξ=ξ1+ξ2+ξ3
e−it(ξ
3−ξ31−ξ
3
2−ξ
3
3)v̂(ξ1)v̂(ξ2)v̂(ξ3) (dξ1)(dξ2).
This proves the equality in (i) by the inverse Fourier transform.
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(ii) For k ≥ 0, by taking the Fourier transform we get for any tn ≥ 0,
F
(∫ τ
0
ske(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf · e−(tn+s)∂3xg) ds) (ξ)
=iξ
∫ τ
0
∫
ξ=ξ1+ξ2
ske−i(tn+s)(ξ
3−ξ31−ξ
3
2)f̂(ξ1)ĝ(ξ2) (dξ1)ds.
Note that for k = 0,∫ τ
0
e−i(tn+s)(ξ
3−ξ31−ξ
3
2)ds = − 1
3iξξ1ξ2
e−itn+1(ξ
3−ξ31−ξ
3
2) +
1
3iξξ1ξ2
e−itn(ξ
3−ξ31−ξ
3
2),
and for k ≥ 1, ∫ τ
0
ske−i(tn+s)(ξ
3−ξ31−ξ
3
2)ds
=− τ
k
3iξξ1ξ2
e−itn+1(ξ
3−ξ31−ξ
3
2) +
k
3iξξ1ξ2
∫ τ
0
sk−1e−i(tn+s)(ξ
3−ξ31−ξ
3
2)ds.
Then by the above formulas, we find
F
(∫ τ
0
e(tn+s)∂
3
x∂x
[
e−(tn+s)∂
3
xf · e−(tn+s)∂3xg
]
ds
)
(ξ)
=−
∫
ξ=ξ1+ξ2
1
3ξ1ξ2
e−itn+1(ξ
3−ξ31−ξ
3
2)f̂(ξ1)ĝ(ξ2) (dξ1)
+
∫
ξ=ξ1+ξ2
1
3ξ1ξ2
e−itn(ξ
3−ξ31−ξ
3
2)f̂(ξ1)ĝ(ξ2) (dξ1),
and for k ≥ 1,
F
(∫ τ
0
ske(tn+s)∂
3
x∂x
[
e−(tn+s)∂
3
xf · e−(tn+s)∂3xg
]
ds
)
(ξ)
=− τk
∫
ξ=ξ1+ξ2
1
3ξ1ξ2
e−itn+1(ξ
3−ξ31−ξ
3
2)f̂(ξ1)ĝ(ξ2) (dξ1)
+ k
∫ τ
0
∫
ξ=ξ1+ξ2
sk−1
3ξ1ξ2
e−i(tn+s)(ξ
3−ξ31−ξ
3
2)f̂(ξ1)ĝ(ξ2) (dξ1)ds,
which give the two equalities in (ii) by the inverse Fourier transform. 
Some consequences of the above formulas together with the Kato-Ponce inequality are the fol-
lowing two lemmas, which will be used for the proof of the boundedness of the numerical solution.
Lemma 3.6. Let f ∈ Hγ , g ∈ Hγ+γ1 with f̂(0) = ĝ(0) = 0 for γ ≥ 0, γ1 > 12 , then the following
inequality holds for any tn ≥ 0:∥∥∥ ∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf · e−(tn+s)∂3xg) ds∥∥∥
Hγ
.
√
τ‖f‖Hγ‖g‖Hγ+γ1 .
Moreover, if γ > 12 , then∥∥∥ ∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf · e−(tn+s)∂3xg) ds∥∥∥
Hγ
.
√
τ‖f‖Hγ‖g‖Hγ . (3.9)
Proof. From Lemma 3.5-(ii) and integration-by-parts, we get for any tn ≥ 0 and γ ≥ 0,∥∥∥ ∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf · e−(tn+s)∂3xg) ds∥∥∥2
Hγ
(3.10)
=
1
3
∫ τ
0
〈
Jγe(tn+s)∂
3
x
(
e−(tn+s)∂
3
xf · e−(tn+s)∂3xg), etn∂3x∂xJγ(e−tn∂3x∂−1x f · e−tn∂3x∂−1x g)〉 ds
− 1
3
∫ τ
0
〈
Jγe(tn+s)∂
3
x
(
e−(tn+s)∂
3
xf · e−(tn+s)∂3xg), etn+1∂3x∂xJγ(e−tn+1∂3x∂−1x f · e−tn+1∂3x∂−1x g)〉 ds.
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By Cauchy-Schwarz’s inequality,∣∣(3.10)∣∣ .∫ τ
0
∥∥∥Jγ(e−(tn+s)∂3xf · e−(tn+s)∂3xg)∥∥∥
L2
∥∥∥∂xJγ(e−tn∂3x∂−1x f · e−tn∂3x∂−1x g)∥∥∥
L2
ds
+
∫ τ
0
∥∥∥Jγ(e−(tn+s)∂3xf · e−(tn+s)∂3xg)∥∥∥
L2
∥∥∥∂xJγ(e−tn+1∂3x∂−1x f · e−tn+1∂3x∂−1x g)∥∥∥
L2
ds.
For simplicity, we shall only present the estimate of the second term on the right-hand side of the
above inequality, and the first term can be treated in the same way. By Lemma 3.1 (ii), we have for
any γ ≥ 0, ∥∥∥Jγ(e−(tn+s)∂3xf · e−(tn+s)∂3xg)∥∥∥
L2
.‖f‖Hγ‖g‖Hγ+γ1 ;
Or by Lemma 3.1 (i), when γ > 12 ,∥∥∥Jγ(e−(tn+s)∂3xf · e−(tn+s)∂3xg)∥∥∥
L2
.‖f‖Hγ‖g‖Hγ .
Similarly, we have for any γ ≥ 0, γ1 > 12 ,∥∥∥∂xJγ(e−tn+1∂3x∂−1x f · e−tn+1∂3x∂−1x g)∥∥∥
L2
. ‖f‖Hγ‖g‖Hγ+γ1 ,
and for γ > 12 , ∥∥∥∂xJγ(e−tn+1∂3x∂−1x f · e−tn+1∂3x∂−1x g)∥∥∥
L2
. ‖f‖Hγ‖g‖Hγ .
Therefore, in total we find that for γ ≥ 0, γ1 > 12 ,∣∣(3.10)∣∣ . τ‖f‖2Hγ‖g‖2Hγ+γ1 ;
Or when γ > 12 , ∣∣(3.10)∣∣ . τ‖f‖2Hγ‖g‖2Hγ .
This finishes the proof of the lemma. 
Moreover, we have
Lemma 3.7. The following estimates hold:
(i) Let f1 ∈ Hγ , f2 ∈ Hγ+γ1 and f3 ∈ Hγ+γ1 for γ ≥ 0, γ1 > 12 with f̂j(0) = 0 for j = 1, 2, 3,
then for any tn ≥ 0, t ∈ R and k ≥ 1,∥∥∥ ∫ τ
0
ske(tn+s)∂
3
x∂x
(
e−(t+s)∂
3
x∂x
(
f1f2
) · e−(tn+s)∂3xf3) ds∥∥∥
Hγ
. τk‖f1‖Hγ‖f2‖Hγ+γ1 ‖f3‖Hγ+γ1−1 .
(ii) Let fj ∈ Hγ0 for γ0 > 12 with f̂j(0) = 0 for j = 1, 2, 3, then for any tn ≥ 0, t ∈ R and k ≥ 1,∥∥∥∫ τ
0
ske(tn+s)∂
3
x∂x
(
e−(t+s)∂
3
x∂x
(
f1f2
) · e−(tn+s)∂3xf3) ds∥∥∥
Hγ0
. τk‖f1‖Hγ0 ‖f2‖Hγ0 ‖f3‖Hγ0−1 .
Proof. (i) From Lemma 3.5-(ii), we find for k ≥ 1,∫ τ
0
ske(tn+s)∂
3
x∂x
(
e−(t+s)∂
3
x∂x
(
f1f2
) · e−(tn+s)∂3xf3) ds
=
τk
3
etn+1∂
3
x
(
e−(t+τ)∂
3
x
(
f1f2
) · e−(tn+τ)∂3x∂−1x f3)
− k
3
∫ τ
0
sk−1e(tn+s)∂
3
x
(
e−(t+s)∂
3
x
(
f1f2
) · e−(tn+s)∂3x∂−1x f3) ds.
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By Ho¨lder’s inequality and Sobolev’s inequality, we have for any γ ≥ 0, γ1 > 12 ,∥∥∥ ∫ τ
0
ske(tn+s)∂
3
x∂x
(
e−(t+s)∂
3
x∂x
(
f1f2
) · e−(tn+s)∂3xf3) ds∥∥∥
Hγ
.τk
(
‖f1‖Hγ‖f2‖Hγ1 ‖∂−1x f3‖Hγ1 + ‖f1‖L2‖f2‖Hγ+γ1‖∂−1x f3‖Hγ1
+ ‖f1‖L2‖f2‖Hγ1 ‖∂−1x f3‖Hγ+γ1
)
.τk‖f1‖Hγ‖f2‖Hγ+γ1‖f3‖Hγ+γ1−1 .
(ii) By similar arguments as above but with the different Ho¨lder’s inequality, we have that for
any γ1 >
1
2 , ∥∥∥ ∫ τ
0
ske(tn+s)∂
3
x∂x
(
e−(t+s)∂
3
x∂x
(
f1f2
) · e−(tn+s)∂3xf3) ds∥∥∥
Hγ0
.τk
(
‖f1‖Hγ0 ‖f2‖Hγ1 ‖∂−1x f3‖Hγ1 + ‖f1‖Hγ1 ‖f2‖Hγ0 ‖∂−1x f3‖Hγ1
+ ‖f1‖Hγ1 ‖f2‖Hγ1 ‖∂−1x f3‖Hγ0
)
.τk‖f1‖Hγ0 ‖f2‖Hγ0 ‖f3‖Hγ0−1 ,
where we used the fact γ0 >
1
2 in the last step. 
3.3. A priori estimate. With the prepared lemmas before, we can obtain the a priori estimate
of the numerical solution vn which will be a key for the stability proof later. It is done here by
establishing a weaker convergence rate of the scheme as in [21] together with estimates from the
Kato-Ponce inequaltiy.
Lemma 3.8. (A priori estimate of vn) For any γ0 >
3
2 , if v0 ∈ Hγ0+2, then there exist constants
τ0 > 0 and C > 0, such that for any 0 < τ ≤ τ0 we have
‖vn‖Hγ0 ≤ C, n = 0, 1, . . . , T
τ
,
where τ0 and C depend only on T and ‖v‖L∞((0,T );Hγ0+2).
Proof. The proof goes in the manner of bootstrap argument by assuming that vn ∈ Hγ0 for some
0 ≤ n ≤ Tτ . Taking the difference between (3.4) and the exact Duhamel’s formula (1.2), we have
vn+1 − v(tn+1) = vn − v(tn) + L1 + L2, n = 0, . . . , T
τ
− 1,
where we denote
L1 =
1
2
∫ τ
0
e(tn+s)∂
3
x∂x
[(
e−(tn+s)∂
3
xvn
)2
−
(
e−(tn+s)∂
3
xv(tn + s)
)2]
ds,
L2 =
∫ τ
0
se(tn+s)∂
3
x∂x
[
e−(tn+s)∂
3
xvn · e−(tn+s)∂3xvnt
]
ds.
Thus, we get that∥∥vn+1 − v(tn+1)∥∥2Hγ0 ≤∥∥vn − v(tn)∥∥2Hγ0 + 2〈Jγ0(vn − v(tn)), Jγ0L1〉
+ 2
〈
Jγ0(vn − v(tn)), Jγ0L2
〉
+ 2
∥∥L1∥∥2Hγ0 + 2∥∥L2∥∥2Hγ0 . (3.11)
In the following, we shall give estimate of the right-hand side of (3.11) term by term.
Firstly, we decompose L1 into two parts as
L1 =
1
2
∫ τ
0
e(tn+s)∂
3
x∂x
[(
e−(tn+s)∂
3
xvn
)2
−
(
e−(tn+s)∂
3
xv(tn)
)2]
ds
+
1
2
∫ τ
0
e(tn+s)∂
3
x∂x
[(
e−(tn+s)∂
3
xv(tn)
)2
−
(
e−(tn+s)∂
3
xv(tn + s)
)2]
ds
=:L11 + L12. (3.12)
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Then we write〈
Jγ0(vn − v(tn)), Jγ0L1
〉
=
〈
Jγ0(vn − v(tn)), Jγ0L11
〉
+
〈
Jγ0(vn − v(tn)), Jγ0L12
〉
.
For the first part, we have
2
〈
Jγ0(vn − v(tn)), Jγ0L11
〉
=
∫ τ
0
〈
Jγ0e−(tn+s)∂
3
x(vn − v(tn)), Jγ0∂x
[(
e−(tn+s)∂
3
x (vn − v(tn))
)2]〉
ds (3.13a)
+ 2
∫ τ
0
〈
Jγ0e−(tn+s)∂
3
x(vn − v(tn)), Jγ0∂x
[
e−(tn+s)∂
3
x
(
vn − v(tn)
) · e−(tn+s)∂3xv(tn)] 〉ds. (3.13b)
For (3.13a), using Lemma 3.4-(ii), we get that for any γ0 >
3
2 ,∣∣(3.13a)∣∣ . τ∥∥vn − v(tn)∥∥3Hγ0 .
For (3.13b), using Lemma 3.4-(i) instead, we get that for any γ ≥ 0, γ1 > 12 ,∣∣(3.13b)∣∣ . τ ‖v(tn)‖Hγ+γ1+1 ‖vn − v(tn)‖2Hγ ,
and then for any γ0 >
3
2 , by properly choosing the γ, γ1 and the assumption of the lemma with
γ0 = γ + γ1 + 1, we have
‖v(tn)‖Hγ+γ1+1 . 1.
Hence, in total we obtain that∣∣〈Jγ0(vn − v(tn)), Jγ0L11〉∣∣ ≤ Cτ(∥∥vn − v(tn)∥∥2Hγ0 + ∥∥vn − v(tn)∥∥3Hγ0), (3.14)
where the constant C > 0 depends only on ‖v‖L∞((tn,tn+1);Hγ0+γ1+1).
For
〈
Jγ0(vn − v(tn)), Jγ0L12
〉
, we claim that∥∥L12∥∥Hγ0 . τ2‖v‖3L∞((tn,tn+1);Hγ0+2). (3.15)
Indeed, using Lemma 3.1 (i), we get that∥∥L12∥∥Hγ0 ≤12
∫ τ
0
∥∥∥Jγ0∂x [e−(tn+s)∂3x(v(tn)− v(tn + s)) · e−(tn+s)∂3x(v(tn) + v(tn + s))] ∥∥∥
L2
ds
.
∫ τ
0
∥∥∥Jγ0+1 [e−(tn+s)∂3x(v(tn)− v(tn + s)) · e−(tn+s)∂3x(v(tn) + v(tn + s))] ∥∥∥
L2
ds
.τ
∥∥v(tn + s)− v(tn)∥∥L∞((0,τ);Hγ0+1)‖v‖L∞((tn,tn+1);Hγ0+1).
Note that ∥∥v(tn + s)− v(tn)∥∥L∞((0,τ);Hγ0+1) =∥∥∥ ∫ s
0
∂tv(tn + t) dt
∥∥∥
L∞((0,τ);Hγ0+1)
≤τ∥∥∂tv(t)∥∥L∞((tn,tn+1);Hγ0+1).
Now we need the estimate on ∂tv(tn). From the definition (2.2), using Lemma 3.1 (i), we have that
for any γ ≥ 0,
‖∂tv(tn)‖Hγ .
∥∥(e−tn∂3xv(tn))2∥∥Hγ+1 . ∥∥v(tn)∥∥2Hγ+1 . (3.16)
Using (3.16), we have∥∥v(tn + s)− v(tn)∥∥L∞((0,τ);Hγ0+1) ≤τ‖v‖2L∞((tn,tn+1);Hγ0+2).
Hence, we obtain (3.15) and then we get∣∣〈Jγ0(vn − v(tn)), Jγ0L12〉∣∣ .τ2∥∥vn − v(tn)∥∥Hγ0 ‖v‖3L∞((tn,tn+1);Hγ0+2).
The last estimate together with (3.14) and Cauchy-Schwartz’s inequality, we establish that∣∣〈Jγ0(vn − v(tn)), Jγ0L1〉∣∣ ≤Cτ(∥∥vn − v(tn)∥∥2Hγ0 + ∥∥vn − v(tn)∥∥3Hγ0)+ Cτ2∥∥vn − v(tn)∥∥Hγ0
≤Cτ
(∥∥vn − v(tn)∥∥2Hγ0 + ∥∥vn − v(tn)∥∥3Hγ0)+ Cτ3, (3.17)
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where the constant C > 0 depends only on ‖v‖L∞((tn,tn+1);Hγ0+2).
Now we consider ‖Lj‖Hγ0 for j = 1, 2 in (3.11). For L1, from (3.12) and (3.15), we only need to
consider L11. Indeed, from (3.9), we have∥∥L11∥∥Hγ0 .√τ∥∥vn − v(tn)∥∥Hγ0∥∥vn + v(tn)∥∥Hγ0
.
√
τ
∥∥vn − v(tn)∥∥2Hγ0 +√τ∥∥v(tn)∥∥Hγ0∥∥vn − v(tn)∥∥Hγ0 .
The above estimate together with (3.15) give∥∥L1∥∥Hγ0 ≤ C√τ(∥∥vn − v(tn)∥∥Hγ0 + ∥∥vn − v(tn)∥∥2Hγ0)+ Cτ2, (3.18)
where the constant C > 0 depends only on ‖v‖L∞((tn,tn+1);Hγ0+2).
For L2, we write
L2 =
∫ τ
0
se(tn+s)∂
3
x∂x
[
e−(tn+s)∂
3
xvn · e−(tn+s)∂3xvnt
]
ds
=
∫ τ
0
se(tn+s)∂
3
x∂x
[
e−(tn+s)∂
3
xvn · e−(tn+s)∂3xvnt − e−(tn+s)∂
3
xv(tn) · e−(tn+s)∂
3
x∂tv(tn)
]
ds (3.19a)
+
∫ τ
0
se(tn+s)∂
3
x∂x
[
e−(tn+s)∂
3
xv(tn) · e−(tn+s)∂
3
x∂tv(tn)
]
ds. (3.19b)
For (3.19a), from (2.2) and (3.3), and Lemma 3.7-(ii), we get∥∥(3.19a)∥∥
Hγ0
.τ
∥∥vn − v(tn)∥∥Hγ0(∥∥vn∥∥2Hγ0 + ∥∥v(tn)∥∥2Hγ0)
.τ
∥∥vn − v(tn)∥∥3Hγ0 + τ∥∥vn − v(tn)∥∥Hγ0∥∥v(tn)∥∥2Hγ0 .
For (3.19b), by Lemma 3.1 (i), we get∥∥(3.19b)∥∥
Hγ0
.τ2
∥∥∥∂x[e−(tn+s)∂3xv(tn) · e−(tn+s)∂3x∂tv(tn)]∥∥∥
Hγ0
.τ2‖v(tn)‖Hγ0+1‖∂tv(tn)‖Hγ0+1 .
Then using (3.16), we get ∥∥(3.19b)∥∥
Hγ0
. τ2
∥∥v(tn)∥∥3Hγ0+2 .
Combining with these two estimates yields∥∥L2∥∥Hγ0 ≤ Cτ(∥∥vn − v(tn)∥∥Hγ0 + ∥∥vn − v(tn)∥∥3Hγ0)+ Cτ2, (3.20)
and thus by Ho¨lder’s and Cauchy-Schwartz’s inequalities,〈
Jγ0(vn − v(tn)), Jγ0L2
〉 ≤ Cτ(∥∥vn − v(tn)∥∥2Hγ0 + ∥∥vn − v(tn)∥∥4Hγ0)+ Cτ3, (3.21)
where the constant C > 0 depends only on ‖v‖L∞((tn,tn+1);Hγ0+2).
Now inserting the estimates (3.17), (3.18), (3.20) and (3.21) into (3.11), we obtain that∥∥vn+1 − v(tn+1)∥∥2Hγ0 ≤ ∥∥vn − v(tn)∥∥2Hγ0 + Cτ(∥∥vn − v(tn)∥∥2Hγ0 + ∥∥vn − v(tn)∥∥4Hγ0)+ Cτ3.
This implies that∥∥vn+1 − v(tn+1)∥∥Hγ0 ≤ (1 + Cτ)∥∥vn − v(tn)∥∥Hγ0 + Cτ∥∥vn − v(tn)∥∥2Hγ0 + Cτ 32 .
Noting v0 = v(0) and by Gronwall’s inequality, we obtain that∥∥vn+1 − v(tn+1)∥∥Hγ0 ≤ Cτ 32 n+1∑
j=0
(
1 + Cτ
)j ≤ Cτ 12 (1 + Cτ) Tτ ≤ Cτ 12 eCT ,
for 0 ≤ n ≤ T/τ − 1. This proves the claimed result of the lemma when 0 < τ ≤ τ0 for some τ0
depending on T and ‖v‖L∞((0,T );Hγ0+2).

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3.4. Stability. Now we give stability result of the numerical propagator Φn defined in (3.7) in the
following lemma.
Lemma 3.9. (Stability) Let γ ≥ 0 and v0 ∈ Hγ+4, then there exist some constant C, τ0 > 0, such
that for any 0 < τ ≤ τ0,∥∥Φn(v(tn))− Φn(vn)∥∥Hγ ≤ (1 + Cτ)‖v(tn)− vn‖Hγ , n = 0, 1, . . . , Tτ − 1,
where the constants C, τ0 depend only on T and ‖v‖L∞((0,T );Hγ+4).
Proof. We denote f1 = v(tn) − vn, f2 = ∂tv(tn) − vnt , g1 = v(tn) + vn, g2 = ∂tv(tn) + vnt for
0 ≤ n ≤ T/τ − 1, then
Φn
(
v(tn)
)− Φn(vn) =f1 + 1
2
∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf1 · e−(tn+s)∂
3
xg1
)
ds
+
1
2
∫ τ
0
se(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf1 · e−(tn+s)∂
3
xg2
)
ds
+
1
2
∫ τ
0
se(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf2 · e−(tn+s)∂
3
xg1
)
ds.
Hence, we have ∥∥Φ(v(tn))− Φ(vn)∥∥2Hγ
≤‖f1‖2Hγ
+
〈
Jγ
∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf1 · e−(tn+s)∂
3
xg1
)
ds, Jγf1
〉
(3.22a)
+
〈
Jγ
∫ τ
0
se(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf1 · e−(tn+s)∂
3
xg2
)
ds, Jγf1
〉
(3.22b)
+
〈
Jγ
∫ τ
0
se(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf2 · e−(tn+s)∂
3
xg1
)
ds, Jγf1
〉
(3.22c)
+
3
4
∥∥∥ ∫ τ
0
e(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf1 · e−(tn+s)∂
3
xg1
)
ds
∥∥∥2
Hγ
(3.22d)
+
3
4
∥∥∥ ∫ τ
0
se(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf1 · e−(tn+s)∂
3
xg2
)
ds
∥∥∥2
Hγ
(3.22e)
+
3
4
∥∥∥ ∫ τ
0
se(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf2 · e−(tn+s)∂
3
xg1
)
ds
∥∥∥2
Hγ
. (3.22f)
Now we estimate (3.22a)–(3.22f) term by term.
We begin with estimate of (3.22a). Applying Lemma 3.4-(i), we get for any γ ≥ 0,
|(3.22a)| . τ
∥∥f1∥∥2Hγ∥∥g1∥∥Hγ+2 .
From the a prior estimate in Lemma 3.8, we have that when 0 < τ ≤ τ0,∥∥g1∥∥Hγ+2 ≤ C, (3.23)
for some τ0, C depend on T and ‖v‖L∞((0,T );Hγ+4). Hence, we further obtain
|(3.22a)| ≤ Cτ∥∥f1∥∥2Hγ . (3.24)
Now we estimate the terms (3.22b) and (3.22e) which can be done in the same manner. To do
this, by the formula
g2 =
1
2
etn∂
3
x∂x
[(
e−tn∂
3
xv(tn)
)2
+
(
e−tn∂
3
xvn
)2]
,
and Lemma 3.7-(i), we have for γ ≥ 0, γ1 > 12 ,∥∥∥ ∫ τ
0
se(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf1 · e−(tn+s)∂
3
xg2
)
ds
∥∥∥
Hγ
. τ‖f1‖Hγ+γ1−1
(∥∥v(tn)∥∥2Hγ+γ1 + ∥∥vn∥∥2Hγ+γ1).
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From Lemma 3.8, we further get∥∥∥ ∫ τ
0
se(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf1 · e−(tn+s)∂
3
xg2
)
ds
∥∥∥
Hγ
≤ Cτ‖f1‖Hγ ,
where the constant C > 0 depends only on ‖v‖L∞((0,T );Hγ+4). By this estimate, we get
|(3.22b)| ≤ Cτ‖f1‖2Hγ , (3.25a)
|(3.22e)| ≤ Cτ2‖f1‖2Hγ . (3.25b)
Next, we treat the terms (3.22c) and (3.22f) in the same manner. Using the relationship
f2 =
1
2
etn∂
3
x∂x
(
e−tn∂
3
xf1 · e−tn∂
3
xg1
)
,
and Lemma 3.7-(i), we have for γ ≥ 0, γ1 > 12 ,∥∥∥ ∫ τ
0
se(tn+s)∂
3
x∂x
(
e−(tn+s)∂
3
xf2 · e−(tn+s)∂
3
xg1
)
ds
∥∥∥
Hγ
. τ‖f1‖Hγ‖g1‖2Hγ+γ1 .
Using this estimate and (3.23), we get
|(3.22c)| ≤ Cτ‖f1‖2Hγ , (3.26a)
|(3.22f)| ≤ Cτ2‖f1‖2Hγ . (3.26b)
Now it is left to consider (3.22d). By Lemma 3.6 and (3.23), we get for γ ≥ 0, γ1 > 12
|(3.22d)| ≤ Cτ∥∥f1∥∥2Hγ∥∥g1∥∥2Hγ+γ1 ≤ Cτ∥∥f1∥∥2Hγ . (3.27)
Combining the estimates (3.24)-(3.27), we conclude that∥∥Φn(v(tn))− Φn(vn)∥∥2Hγ ≤ ‖f1‖2Hγ + Cτ∥∥f1∥∥2Hγ ,
where C > 0 depends on T and ‖v‖L∞((0,T );Hγ+4). Since
√
1 + Cτ ∼ 1+Cτ when τ is small enough,
we finish the proof of the lemma. 
3.5. Local error. Next, we have the following optimal estimate for the local error term Ln in (3.6).
Lemma 3.10. (Local error estimate) Let Ln be defined in (3.6) and γ ≥ 0, then we have
‖Ln‖Hγ ≤ Cτ3, n = 0, 1 . . . , T
τ
− 1,
where the constant C > 0 depends only on T and ‖u‖L∞((0,T );Hγ+4).
Proof. For simplicity, we denote for n = 0, 1, . . . , Tτ − 1
wn(s) = v(tn + s)− v(tn)− s∂tv(tn), hn(s) = v(tn + s) + v(tn) + s∂tv(tn), s ≥ 0.
Then from the definition, we have
Ln =1
2
∫ τ
0
e(tn+s)∂
3
x∂x
[
e−(tn+s)∂
3
xwn(s) · e−(tn+s)∂3xhn(s)
]
ds (3.28)
+
1
2
∫ τ
0
s2e(tn+s)∂
3
x∂x
[
e−(tn+s)∂
3
x∂tv(tn)
]2
ds.
Noting that by Taylor’s expansion,
wn(s) =
∫ s
0
∫ s′
0
∂2t v(tn + t) dtds
′,
and then by the formula in Lemma 3.5-(i), we see
wn(s) =
∫ s
0
∫ s′
0
e(tn+t)∂
3
x∂2x
[
3
2
(
e−(tn+t)∂
3
x∂xv(tn + t)
)2
+
1
3
(
e−(tn+t)∂
3
xv(tn + t)
)3]
dtds′.
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Plugging the above formula into (3.28), we get Ln = Ln1 + Ln2 , where
Ln1 :=
1
2
∫ τ
0
∫ s
0
∫ s′
0
e(tn+s)∂
3
x∂x
[
e(t−s)∂
3
x∂2x
[
3
2
(
e−(tn+t)∂
3
x∂xv(tn + t)
)2
+
1
3
(
e−(tn+t)∂
3
xv(tn + t)
)3]
· e−(tn+s)∂3xhn(s)
]
dtds′ds,
Ln2 :=
1
2
∫ τ
0
s2e(tn+s)∂
3
x∂x
[
e−(tn+s)∂
3
x∂tv(tn)
]2
ds.
For Ln1 , firstly we have
‖Ln1‖Hγ .
∫ τ
0
∫ s
0
∫ s′
0
(∥∥∥e(tn+s)∂3x∂x[e(t−s)∂3x∂2x(e−(tn+t)∂3x∂xv(tn + t))2 · e−(tn+s)∂3xhn(s)]∥∥∥
Hγ
+
∥∥∥e(tn+s)∂3x∂x[e(t−s)∂3x∂2x(e−(tn+t)∂3xv(tn + t))3 · e−(tn+s)∂3xhn(s)]∥∥∥
Hγ
)
dtds′ds
.
∫ τ
0
∫ τ
0
∫ τ
0
(∥∥∥e(t−s)∂3x∂2x(e−(tn+t)∂3x∂xv(tn + t))2 · e−(tn+s)∂3xhn(s)∥∥∥
Hγ+1
+
∥∥∥e(t−s)∂3x∂2x(e−(tn+t)∂3xv(tn + t))3 · e−(tn+s)∂3xhn(s)∥∥∥
Hγ+1
)
dtds′ds.
Then by using Lemma 3.1 (i), we obtain
‖Ln1‖Hγ .
∫ τ
0
∫ τ
0
∫ τ
0
[∥∥∥∂2x(e−(tn+t)∂3x∂xv(tn + t))2∥∥∥
Hγ+1
∥∥hn(s)∥∥
Hγ+1
+
∥∥∥∂2x(e−(tn+t)∂3xv(tn + t))3∥∥∥
Hγ+1
∥∥hn(s)∥∥
Hγ+1
]
dtds′ds
.
∫ τ
0
∫ τ
0
∫ τ
0
[∥∥∥(e−(tn+t)∂3x∂xv(tn + t))2∥∥∥
Hγ+3
∥∥hn(s)∥∥
Hγ+1
+
∥∥∥(e−(tn+t)∂3xv(tn + t))3∥∥∥
Hγ+3
∥∥hn(s)∥∥
Hγ+1
]
dtds′ds.
Using Lemma 3.1 (i) again, we get that
‖Ln1‖Hγ .
∫ τ
0
∫ τ
0
∫ τ
0
[∥∥v(tn + t)∥∥2Hγ+4∥∥hn(s)∥∥Hγ+1 + ∥∥v(tn + t)∥∥3Hγ+3∥∥hn(s)∥∥Hγ+1] dtds′ds.
Hence, in sum, we get
‖Ln1‖Hγ ≤C
∫ τ
0
∫ τ
0
∫ τ
0
(∥∥v(tn + t)∥∥2Hγ+4 + ∥∥v(tn + t)∥∥3Hγ+4)∥∥hn(s)∥∥Hγ+1 dtds′ds. (3.29)
Now we control the term hn(s). From (2.2) and the Kato-Ponce inequality in Lemma 3.1, we have∥∥hn(s)∥∥
Hγ+1
.‖v(tn + s)‖Hγ+1 + ‖v(tn)‖Hγ+1 + s‖∂tv(tn)‖Hγ+1
.‖v(tn + s)‖Hγ+1 + ‖v(tn)‖Hγ+1 + s
∥∥∥(e−tn∂3xv(tn))2 ∥∥∥
Hγ+2
.‖v(tn + s)‖Hγ+1 + ‖v(tn)‖Hγ+1 + s
∥∥v(tn)∥∥2Hγ+2
.‖v‖L∞((0,T );Hγ+2) + τ‖v‖2L∞((0,T );Hγ+2). (3.30)
Inserting this estimate into (3.29), we get
‖Ln1‖Hγ ≤ Cτ3,
where C depends on ‖v‖L∞((0,T );Hγ+4).
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For Ln2 , similarly as above, we have
‖Ln2‖Hγ .
∫ τ
0
s2
∥∥∥∂x [e−(tn+s)∂3x∂tv(tn)]2 ds∥∥∥
Hγ
ds
.
∫ τ
0
s2
(∥∥∂x∂tv(tn)∥∥Hγ∥∥∂tv(tn)∥∥Hγ1 + ∥∥∂x∂tv(tn)∥∥L2∥∥∂tv(tn)∥∥Hγ+γ1) ds.
Similarly as (3.30), we obtain that
‖Ln2‖Hγ .τ3‖v‖L∞((0,T );Hγ+2).
Combining the estimates on Ln1 and Ln2 , we finish the proof of the lemma. 
3.6. Proof of Theorem 2.1. Now, combining the local error estimate and the stability results,
we give the proof of Theorem 2.1. As described in the subsection 3.2, it is sufficient to estimate
‖v(tn) − vn‖Hγ . From (3.5), Lemma 3.10 and Lemma 3.9, there exit constants C > 0 and τ0 > 0
(from Lemma 3.9), such that for 0 < τ ≤ τ0, we have
‖v(tn+1)− vn+1‖Hγ ≤ Cτ3 + (1 + Cτ)‖v(tn)− vn‖Hγ , n = 0, 1, . . . , T
τ
− 1,
where C, τ0 depend on T and ‖v‖L∞((0,T );Hγ+4). By iteration and Gronwall’s inequality, we get
‖v(tn+1)− vn+1‖Hγ ≤ τ3
n∑
j=0
(1 + Cτ)j ≤ Cτ2, n = 0, 1, . . . , T
τ
− 1,
which proves Theorem 2.1. 
4. Numerical results
In this section, we carry out numerical experiments of the presented LRI scheme (2.5) for justifying
the convergence theorem. Also, we provide the numerical investigations of convergence of the Strang
splitting scheme [12, 13] (or see the Appendix A) as comparisons.
To get an initial data with the desired regularity, we construct u0(x) by the following strategy
[26]. Choose N > 0 as an even integer and discrete the spatial domain T with grid points xj = j
2pi
N
for j = 0, . . . , N . Take a uniformly distributed random vectors rand(N, 1) ∈ [0, 1]N and denote
UN = rand(N, 1).
Then we define
u0(x) :=
|∂x,N |−θUN
‖|∂x,N |−θUN‖L∞ , x ∈ T, (4.1)
where the pseudo-differential operator |∂x,N |−θ for θ ≥ 0 reads: for Fourier modes l = −N/2, . . .,
N/2− 1, (|∂x,N |−θ)l =
{
|l|−θ if l 6= 0,
0 if l = 0.
Thus, we get u0 ∈ Hθ(T) for any θ ≥ 0. We implement the spatial discretizations of the numerical
methods within discussions by the Fourier pseudo-spectral method [29] with a large number of grid
points N = 212 in the torus domain T. We shall present the error u(x, tn) − un in the Hγ-norm
(γ = 0 or 2) at the final time tn = T = 2, where the exact solution is obtained numerically by the
LRI scheme (2.5) with τ = 10−4. Figure 1 shows the convergence results of the LRI scheme (2.5) by
using different time step τ under the initial data of different regularities. In Figure 2, we show the
corresponding convergence curves of the Strang splitting scheme (A.1) from [12, 13]. The details of
the implementations of the Strang splitting scheme is given in the Appendix A.
Based on the numerical results from Figures 1 & 2, we have the following observations:
1) The presented LRI scheme (2.5) has the second order accuracy in time under Hγ-norm with
initial data in Hγ+4 for any γ ≥ 0 (see the blue solid lines in Figure 1), while with less regularity
than Hγ+4 (see the red dash-dot lines in Figure 1), the LRI scheme shows some convergence order
reduction. This indicates that our theoretical estimate in Theorem 2.1 is optimal and the regularity
assumption is sharp.
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Figure 1. Convergence of the LRI scheme: relative error ‖u− un‖L2/‖u‖L2 (left)
and ‖u − un‖H2/‖u‖H2 (right) at tn = T = 2 under initial data of different regu-
larities.
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Figure 2. Convergence of the Strang splitting scheme: relative error ‖u −
un‖H2/‖u‖H2 at tn = T = 2 under initial data of different regularities.
2) The Strang splitting scheme (A.1) converges at the second order rate in Hγ with initial data
in Hγ+5 (see the blue solid line in Figure 2), which confirms the theoretical result proved in [13].
With less regular initial data, e.g. Hγ+4 initial data, the scheme still converges but with an unstable
order (see the red dash-dot line in Figure 2). The implicity of Strang splitting scheme makes the
computations very time-consuming.
3) The error from LRI (2.5) and the Strang splitting scheme (A.1) are rather similar (cf. the
right one in Figure 1 and Figure 2), while the LRI (2.5) is much more efficient.
5. Conclusion
In this work, we have studied numerically the KdV equation on a torus under rough initial data.
By some rigorous tools from harmonic analysis, we established the sharp convergence theorem of
an exponential-type integrator as outlined in [11]. The theoretical result shows that the presented
integrator can reach the second order accuracy in Hγ space with initial data from Hγ+4 for any
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γ ≥ 0. Compared with classical numerical methods, the presented integrator requires less regularity
of the solution for optimal convergence rate and is more efficient for solving the KdV equation under
rough initial data case.
Appendix A. Strang splitting scheme
As firstly used in [31], the Strang splitting method applies to the KdV equation (1.1) by splitting
it into a linear part:
ΦtA : ∂tu(t, x) + ∂
3
xu(t, x) = 0, t > 0, x ∈ T,
and an inviscid Burgers equation:
ΦtB : ∂tu(t, x) =
1
2
∂x(u(t, x))
2, t > 0, x ∈ T,
where ΦtA(·) and ΦtB(·) denote the propagators. Then the Strang splitting scheme reads: denote
un = un(x) ≈ u(tn, x) and for n ≥ 0,
un+1 = Φ
τ/2
A ◦ ΦτB ◦ Φτ/2A (un). (A.1)
The propagator ΦtA(u) = e
−t∂3xu is given exactly. Here to implement the Strang splittng scheme
as has been analyzed in [12, 13], we seek for the exact solution at the Burgers step (at least up to
machine precision). The solution of ΦtB(u) can be given by the characteristics method as follows.
For x0 ∈ T, let x = x(t) satisfying
x˙(t) = −u(t, x(t)), t > 0, x(0) = x0.
Along the characteristics we have ddtu(t, x(t)) = 0, and so x˙(t) = −u(0, x0) which gives
x(t)− x0 = −tu(0, x0), t ≥ 0.
Hence, with u(0, x) = u0(x) known, if we want to compute u(t, xj) at the grid point xj ∈ T, we set
x(t) = xj and so u(t, xj) = u0(x0). Then we solve the nonlinear equation xj = x0 − tu0(x0) for
the initial position x0, which can be done by for example the Newton’s iteration. Afterwards, we
interpolate u0 at x0, which can be obtained accurately by the non-uniform fast Fourier transform
(NUFFT) [8]. In our implementation, we apply the NUFFT to the accuracy δ = 10−13 and the
same for the Newton’s iteration: δ = xj − x(n)0 + tu0
(
x
(n)
0
)
. The full scheme is implicit.
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