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DYNAMICS OF RESONANCES FOR 0TH ORDER
PSEUDODIFFERENTIAL OPERATORS
JIAN WANG
Abstract. We study the dynamics of resonances of analytic perturbations of 0th
order pseudodifferential operators P (s). In particular, we prove a Fermi golden rule
for resonances of P (s) at embedded eigenvalues of P = P (0). We also study the
dynamics of eigenvalues of P (t) = P + it∆ as the eigenvalues converge to simple
eigenvalues of P . The 0th order pseudodifferential operators we consider satisfy
natural dynamical assumptions and are used as microlocal models of internal waves.
1. Introduction
In this note, we are interested in the dynamics of the resonances of 0th order pseu-
dodifferential operators. 0th order pseudodifferential operators arise naturally in the
study of fluid, in particular, the study of internal waves. We refer to [Ra73] for the early
(a) Resonances λ(s) of P (s) near 0 (b) Imλ(s)
Figure 1. Resonances of P (s) near λ0 = 0, where P (s) is of the form
(1.11) with Vm, Va given by (1.20), (1.21). In this example, 0 is an
eigenvalue of P with multiplicity 2 and eigenfunctions e±ix1/2pi. (a):
λ1,2(±) denotes resonances of P (s) with ±s > 0, −6.2 < s < 9.2. (b):
Imλ1,2(s) with small s. Dashed lines are the theoretic approximation of
Imλ1,2(s), see (1.26).
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work. Colin de Verdie`re and Saint-Raymond [CS-L20] used 0th order pseudodifferen-
tial operators with dynamical assumptions on 2 dimensional torus as microlocal model
for internal waves. Colin de Verdie`re [CdV19] generalized the results to manifolds
of higher dimensions. Dyatlov and Zworski [DyZw19b] provided alternative proofs of
the results in [CS-L20] using tools from scattering theory. Wang [Wa19] studied the
scattering matrix for these operators.
In the first part of this paper, we consider the perturbation theory for a 0th order
pseudodifferential operator P . We consider the case when P has embedded eigenvalues
λ. If P (s) is a family of 0th order operators with P = P (0), under certain conditions,
the resonances of P (s) near λ converge to λ. If λ has multiplicity m > 1, we show
the resonances of P (s) allow expansions as Puiseux series. In the case when λ is a
simple eigenvalue of P , we propose and prove a Fermi golden rule – for references of
Fermi golden rules, we refer to Simon [Si73] for n-body quantum systems; Colin de
Verdie´re [CdV83] for the generic absence of embedded eigenvalues for surfaces with
variable curvature and cusps; Phillips and Sarnak [PhSa92] for the Laplacian operator
on automorphic functions; Lee and Zworski [LeZw16] for quantum graphs; [DyZw19a,
Theorem 4.22] for a textbook style presentation of Fermi golden rule for black box
scattering.
We are also interested in embedded eigenvalues λ as limits of eigenvalues λ(t) of
P (t) = P + it∆. Galkowski and Zworski [GaZw19] defined the set of resonances of P
and showed the resonances can be approximated by the eigenvalues of P (t). In the
case when λ is simple, we compute the first derivative of λ(t) at 0.
1.1. Main results. Let Tn = Rn/(2piZ)n be the torus and P (s) ∈ Ψ0(Tn) be a family
of 0th order self-adjoint pseudodifferential operator on Tn defined by
P (s)u(z) :=
1
(2pi)n
∫
Rn
∫
Rn
ei〈z−z
′,ζ〉p(s, z, ζ)u(z′)dz′dζ. (1.1)
Here (s, z, ζ) ∈ (−s0, s0)×T ∗Tn for some s0 > 0 and p(s) ∈ S0(T ∗Tn) is called the full
symbol of P (s). In the integral (1.1) we view p as a 2pi periodic function in z over Rn
and the integral is considered in the sense of oscillatory integrals (see [Zw12, §5.3]).
We assume that
p(s) is analytic in s, (1.2)
and for each s ∈ (−s0, s0),
p(s) has an analytic continuation from T ∗Tn to C2n such that
|p(s, z, ζ)| ≤M <∞, for | Im z| ≤ a1, | Im ζ| ≤ a2〈Re ζ〉
(1.3)
with a1, a2 > 0. We also assume that
there exists F ∈ S1(T ∗Tn), C > 0 such that
Hp(s)F (z, ζ) > 0, for (z, ζ) ∈ {p(s, z, ζ) = 0} ∩ {|ζ| > C}.
(1.4)
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(a) Resonances λ(s) of P (s) near 0 (b) Imλ(s)
Figure 2. Resonances of P (s) where P (s) is of the form [GaZw19,
(B.4)] with Vm, Va given by (1.15), (1.16). In this case 0 is a simple
eigenvalue of P with eigenfunction eix1/2pi. (a): λ(±) denotes the reso-
nances of P (s) with ±s > 0, −4.5 < s < 5.5. (b): Imλ(s) with s small.
The dashed line is the theoretic approximation of Imλ(s), see (1.19).
Motivated by definitions in [HeSj86] and [Sj96], letHΛ be spaces come from [GaZw19,
(4.7)], see also §2.1. Then by [GaZw19, Lemma 7.4], there exists ζ0 > 0 such that if
Im ζ > −ζ0θ and |Re ζ| < ζ0
P (s)− ζ : HΛ → HΛ (1.5)
is a Fredholm operator, where HΛ is the space of hyperfunctions, see [GaZw19, (4.7)]
or §2. Moreover, the resolvent of P
R(s, ζ) := (P (s)− ζ)−1 : HΛ → HΛ (1.6)
is a meromorphic family of operators in ζ for ζ ∈ (−ζ0, ζ0) + i(−ζ0θ,∞). The poles of
R(s, ζ) are then called the resonances of P (s) in (−ζ0, ζ0) + i(−ζ0θ,∞).
In this paper, we consider P (s) as perturbations of P = P (0). The eigenvalues of P
can be approximated by the resonances of P (s) as s goes to 0. Moreover, we have the
following
Theorem 1. Suppose P (s) ∈ Ψ0(Tn) is a family of 0th order pseudodifferential opera-
tors satisfying (1.1), (1.2), (1.3) and (1.4). Suppose λ ∈ R is an embedded eigenvalue
of P = P (0) with multiplicity m ≥ 1. Then there exists λ`(s), 1 ≤ ` ≤ m such that
λ`(s) are resonances of P (s), λ`(0) = λ and
(1) (Fermi golden rule) If m = 1, then λ1 is analytic in (−s1, s1), 0 < s1 < s0 and
Im λ¨1 = −2 Im〈Π⊥R(λ)Π⊥P˙ u, P˙ u〉L2(Tn). (1.7)
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Here u ∈ HΛ ∩ L2(Tn) is the L2 normalized eigenfunction of P and Π⊥ is the
L2 orthogonal projection onto the orthogonal complement of the eigenspace with
eigenvalue λ;
(2) If m > 1, then λ` can be labeled so that λ`’s have Puiseux series expansions in
s. If
λ`(s) = λ+ c1ω
`s1/p + c2ω
2`s2/p + · · · , 1 ≤ ` ≤ p, (1.8)
is a Puiseux cycle with ω = e2pii/p. Then either p = 1 and cj ∈ R, j ∈ N, or
λ`(s) = λ+ cps+ · · ·+ c2Jps2J + c2Jp+1ω`s2J+1/p + · · · (1.9)
with cp, · · · , c2(J−1)p ∈ R and Im c2Jp < 0.
Remark. As one can see from the proof, in the case where λ is a simple eigenvalue,
we do not need to assume p(s) is analytic in s, we only need p(s) is smooth in s and
then in the theorem, λ1(s) is smooth in s and we still have the Fermi golden rule.
Now we state the theorem for viscosity limits.
(a) Eigenvalues λ(t) of P (t) near 0 (b) Imλ(t)
Figure 3. Eigenvalues of P (t) = P + it∆, where P is of the form
(1.11) with Vm, Va given by (1.28). In this example, P has eigenvalues
λ1 = 0, λ2 = 1 with eigenfunctions u1 =
1
2
√
2pi
(ie−ix1 + e−2ix1), u2 =
1
2
√
2pi
(i+ eix1). As computed in (1.29), λ˙1 = −5i/2, λ˙2 = −i/2.
Theorem 2. Suppose P ∈ Ψ0(Tn) is a 0th order pseudodifferential operator satisfying
(1.1), (1.3), (1.4) without dependence on s. Let P (t) = P + it∆Tn. If λ ∈ R is an
eigenvalue of P with L2 normalized eigenfunction u ∈ HΛ ∩L2(Tn). Then there exists
λ(t) ∈ C∞((0, t0);C), t0 > 0 such that λ(t) is an L2 eigenvalue of P (t), λ(t)→ λ0 as
t→ 0+ and
λ˙ = −i‖∇u‖2L2(Tn) (1.10)
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where λ˙ = λ˙(0).
1.2. Examples. As in [Ta19, Example 1], [GaZw19, (B.4)], we consider operators of
the following form on T2:
P = 〈D〉−1Dx2 + sin(x1)(I −Vm(Dx1)) + (I −Vm(Dx1)) sin(x1) + Va(Dx1) (1.11)
with Vm, Va satisfy
max {|Vm(ξ1)|, |Va(ξ1)|} ≤ Ce−c|Re ξ1|2 , | Im ξ1| < b〈Re ξ1〉. (1.12)
Let n ∈ Z2 be fixed, then
P (ein·x) =
(〈n〉−1n2 + Va(n1)) ein·x + (1−Vm(n1)) sin(x1)ein·x
+ 1−Vm(n1+1)
2i
ei(n+e1)·x − 1−Vm(n1−1)
2i
ei(n−e1)·x
=
(〈n〉−1n2 + Va(n1)) ein·x + 2−Vm(n1)−Vm(n1+1)2i ei(n+e1)·x
− 2−Vm(n1)−Vm(n1−1)
2i
ei(n−e1)·x
(1.13)
with e1 = (1, 0) ∈ Z2. Suppose Vm(s, ξ1) is an analytic perturbation of Vm and P (s)
is the perturbation of P with Vm replaced by Vm(s, ·), then we have
P˙ (ein·x) =−
(
sin(x1)V˙m(Dx1) + V˙m(Dx1) sin(x1)
)
(ein·x)
= V˙m(n1)+V˙m(n1−1)
2i
ei(n−e1)·x − V˙m(n1)+V˙m(n1+1)
2i
ei(n+e1)·x.
(1.14)
Example 1 (Simple eigenvalues). We first put
Vm(ξ1) = 2 sin
2
(
piξ1
2
)
e−(ξ1−1)
2
, Va(ξ1) = 5(ξ1 − 1)e−ξ21 . (1.15)
By (1.13), 0 is a simple eigenvalue of P with eigenfunction u(x) = eix1/2pi. We consider
the following perturbation of Vm:
Vm(s, ξ1) = Vm(ξ1) + se
−(ξ1−1)2 . (1.16)
Figure 2 shows a numerical illustration of the resonances of P (s) near the eigenvalue 0.
The numerical computation is based on the method of complex scaling, see [GaZw19,
Appendix B]. To compute λ¨ in Theorem (1), we notice that by (1.14), we have
P˙ (u) = 1+e
−1
4pii
(
1− e2ix1) . (1.17)
Now we find approximate values of an ∈ C satisfying
R(0)P˙ u =
∑
ane
in·x.
Since P˙ u is a function that is independent of x2 and the only dependence of P on x2 is
the term 〈D〉−1Dx2 , we can ignore x2 and replace x1 by x in the following computation.
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For  > 0, we now find v() =
∑
n∈Z an()e
inx ∈ L2 such that (P − i)v = P˙ u. Notice
that
(P − i)v =
∑(
2−Vm(n−1)−Vm(n)
2i
an−1 + (Va(n)− i)an − 2−Vm(n)−Vm(n+1)2i an+1
)
einx.
For fixed N > 0, we consider an = an(,N) satisfying the following equations:
an =
(
−√2+4
2
)n−N
aN , n ≥ N, an =
(
+
√
2+4
2
)n+N
a−N , n ≤ −N.
2−Vm(n−1)−Vm(n)
2i
an−1 + (Va(n)− i)an − 2−Vm(n)−Vm(n+1)2i an+1 = kn, −N ≤ n ≤ N,
kn = 0, −N ≤ n ≤ N,N 6= 0, 2, k0 = 1+e−14pii , k2 = −1+e
−1
4pii
.
Let w(,N) :=
∑
an(,N)e
inx, then w ∈ L2 and
r(,N) := (P − i)w(,N)− P˙ u
=
∑
|n|≥N+1
(
−Vm(n−1)+Vm(n)
2i
an−1 + Va(n)an +
Vm(n)+Vm(n+1)
2i
an+1
)
einx.
For n = 0, 2, we have
|an(,N)− an| ≤ |an(,N)− an()|+ |an()− an|
≤C‖(P − i)−1r(,N)‖H−1/2− + C‖(P − i)−1P˙ u−R(0)P˙ u‖H−1/2− .
Note that
(P − i)−1r(,N) = ((P + I)Π⊥ − I − i)−1 r(,N),
Since 0 is not an eigenvalues of (P + I)Π⊥− I, by the proof of [Wa19, Proposition 3.1],
we have
‖ ((P + I)Π⊥ − I − i)−1 r(,N)‖H−1/2− ≤ C‖r(,N)‖H1/2+ → 0, → 0, N →∞.
By the same proposition, see also [DyZw19b, Lemma 3.3], we also have
‖(P − i)−1P˙ u−R(0)P˙ u‖H−1/2− → 0, → 0.
Thus we find
lim
→0, N→∞
(|a0(,N)− a0|+ |a2(,N)− a2|) = 0. (1.18)
To get an approximate value of a0, a2 in our example, we put N = 3 and set  → 0
and find a0 ≈ 0.0003 + 0.0230i, a2 ≈ −0.1100 + 0.0101i. As a result we find
Im λ¨ = −2 Im〈Π⊥R(0)Π⊥P˙ u, P˙ u〉L2 = 2pi(1 + e−1) Re(a2 − a0) ≈ −0.9479.
Therefore
Imλ = 1
2
(
Im λ¨
)
s2 +O(s3) ≈ −0.4739s2 +O(s3). (1.19)
The results are shown in Figure 2.
Example 2 (Eigenvalues with multiplicities). Now we consider
Vm(ξ1) = 2 sin
2(piξ1
2
)e−(ξ
2
1−1)2 , Va(ξ1) = 6(1− ξ21)e−(ξ1−1)
2
. (1.20)
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In this case, by (1.13), λ = 0 is an eigenvalue of P with eigenfunction u1 = e
−ix/2pi,
u2 = e
ix/2pi. Let Vm(s, ξ1) be a perturbation of P as follows:
Vm(s, ξ1) = Vm(ξ1) + s
(
e−(ξ1+4/5)
2
+ 4
5
e−(ξ1−4/5)
2
)
. (1.21)
Figure 1 shows a numerical result of the resonances of P (s) near 0. As predicted in
Theorem 1, the resonances of P (s) branches into Puiseux series of cycle p = 2. In fact,
by the proof of Theorem 1 and (2.14), (4.6), (4.8), we have
F−+ = E−+ +
∞∑
k=1
(−1)kskE−P˙ (EP˙ )k−1E+ = λI2 − sA(s) (1.22)
with
A(s) =
∞∑
k=0
(−1)ksk
(〈P˙ (EP˙ )ku1, u1〉 〈P˙ (EP˙ )ku1, u2〉
〈P˙ (EP˙ )ku2, u1〉 〈P˙ (EP˙ )ku2, u2〉
)
=:
(
A11 A12
A21 A22
)
. (1.23)
Thus
det(F−+) = λ2 − (A11 + A22)sλ+ det(A)s2. (1.24)
Put det(F−+) = 0, use the fact that A(0) = 0 in this example, and we find,
λ1,2 =
A˙11+A˙22±
√
(A˙11−A˙22)2+4A˙12A˙21
2
s2 +O(s5/2), A˙ij = −〈P˙EP˙ui, uj〉. (1.25)
By (1.14), we have
P˙ (e−ix1) = V˙m(−2)+V˙m(−1)
2i
e−2ix− V˙m(−1)+V˙m(0)
2i
, P˙ (eix1) = V˙m(0)+V˙m(1)
2i
− V˙m(1)+V˙m(2)
2i
e2ix.
Now we find an, bn such that
R(0)P (e−ix) =
∑
ane
inx, R(0)P (eix) =
∑
bne
inx.
By the same analysis in Example 1, we solve
a−3 =
(
+
√
2+4
2
)
a−2, b3 =
(
−√2+4
2
)
b2, a2 = 0, b−2 = 0,
2−Vm(−3)−Vm(−2)
2i
a−3 + (Va(−2)− i)a−2 − 2−Vm(−2)−Vm(−1)2i a−1 = V˙m(−2)+V˙m(−1)2i ,
2−Vm(−1)−Vm(0)
2i
a−1 + (Va(0)− i)a0 − 2−Vm(0)−Vm(1)2i a1 = − V˙m(−1)+V˙m(0)2i ,
2−Vm(−1)−Vm(0)
2i
b−1 + (Va(0)− i)b0 − 2−Vm(0)−Vm(1)2i b1 = V˙m(0)+V˙m(1)2i ,
2−Vm(1)−Vm(2)
2i
b1 + (Va(2)− i)b2 − 2−Vm(2)−Vm(3)2i b3 = − V˙m(1)+V˙m(2)2i
and let → 0 and find approximately
a−2 ≈ 0.6147 + 0.0014i, a0 ≈ 0.4397i, b0 ≈ 0.3980i, b2 ≈ −0.0111− 0.0737i.
Now we have
A˙11 =
V˙m(−2)+V˙m(−1)
2i
a−2 − V˙m(−1)+V˙m(0)2i a0, A˙12 = V˙m(0)+V˙m(1)2i a0,
A˙21 = − V˙m(−1)+V˙m(0)2i b0, A˙22 = V˙m(0)+V˙m(1)2i b0 − V˙m(1)+V˙m(2)2i b2.
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Inserting the values of a−2, a0, b0, b2 and we find
A˙ ≈
(−0.4260− 0.3778i 0.3863
0.3863 −0.3129− 0.0055i
)
.
Therefore
Imλ1 ≈ −0.1611s2 +O(s5/2), Imλ2 ≈ −0.2222s2 +O(s5/2). (1.26)
The results are shown in Figure 1.
Example 3 (Simple eigenvalues and operators with viscosity). Let P be as in Example
1, that is, Vm, Va are given by (1.15). If we add the viscosity to P and consider
P (t) = P + it∆T2 , then
P (t)(eix1) = it∆T2(e
ix1) = −iteix1 . (1.27)
Therefore λ(t) = −it is the eigenvalue of P (t) near 0. Hence λ˙ = −i. This verifies the
formula in Theorem 2. As a less trivial example, we consider
Vm(ξ1) = (ξ1 + 3)(ξ1 − 2)(12ξ31 + 712ξ21 − 1112ξ1 − 23)e−ξ1(ξ1+3)(ξ
2
1−1)(ξ21−4),
Va(ξ1) = (−23ξ31 − ξ21 + 53ξ1 + 3)e−ξ1(ξ
2
1−1)(ξ1+2).
(1.28)
Then P has eigenvalues λ1 = 0, λ2 = 1 with eigenfunctions u1 =
1
2
√
2pi
(ie−ix1 + e−2ix1),
u2 =
1
2
√
2pi
(i+ eix1). Thus
λ˙1 = −i‖∇u1‖2L2(T2) = −5i2 , λ˙2 = −i‖∇u2‖2L2(T2) = − i2 . (1.29)
Figure 3 shows the numerical results of the eigenvalues of P (t) near 0. Figure 3(b)
justifies (1.29).
1.3. Organization of the paper. In §2, we review the construction of the space of
hyperfunctions and Grushin problem briefly. In §3, we show the analyticity of the
eigenfunctions of P . In §4, we give a proof to Theorem 1. In §5, we prove Theorem 2.
Acknowledgements. I would like to thank Maciej Zworski for suggesting this prob-
lem, for helpful advice and for his help in Matlab experiments. Partial support by the
National Science Fundation grant DMS-1952939 is also gratefully acknowledged.
2. preliminaries
2.1. Space of hyperfunctions. We first review the function spaces HΛ constructed
in [GaZw19, (4.7)].
Let T˜ ∗Tn = {(z, ζ) : z ∈ Cn/2piZn, ζ ∈ Cn}. Let σ be the complex symplectic form
over T˜ ∗Tn. We assume the function F in (1.4) satisfies
sup
|α|+|β|≤2
〈ξ〉−1+|β||∂αx∂βξ F (x, ξ)| ≤ 0, sup
α,β
〈ξ〉−1+|β||∂αx∂βξ F (x, ξ)| ≤ Cα,β (2.1)
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with 0 > 0 small enough. We put
Λ := {(x+ iFξ(x, ξ), ξ − iFx(x, ξ)) : (x, ξ) ∈ T ∗Tn} ⊂ T˜ ∗Tn, (2.2)
Then
Im(σ|Λ) ≡ 0, Re(σ|Λ) is non-degenerate. (2.3)
Let dα be the nutural volume form on Λ defined by dα = (σ|Λ)n/n!. Let
H(x, ξ) = F (x, ξ)− ξ · Fξ(x, ξ) ∈ C∞(Λ;R). (2.4)
Let TΛ be the complex deformation of the FBI transform defined in [GaZw19, §4].
We now define a function space
Iδ = {u ∈ L2(Tn) : ‖u‖Iδ <∞}, (2.5)
where
‖u‖2Iδ :=
∑
n∈Zn
|û(n)|2e4|n|δ, û(n) = 1
(2pi)n
∫
Tn
u(x)e−i〈x,n〉dx. (2.6)
Let 0 be sufficiently small such that TΛ has the mapping property as in [GaZw19,
Lemma 4.1] for 0 < δ < δ0. Then the space HΛ is defined as the closure of Iδ with
respect to the norm ‖ · ‖HΛ given by the formula
‖u‖HΛ :=
∫
Λ
|TΛu(α)|2e−2H(α)/hdα. (2.7)
2.2. Grushin problems. We briefly review Grushin problems, for a complete intro-
duction, see for instance [DyZw19a, §C.1]. See also [SjZw07] for applications of Grushin
problems.
Suppose P : X1 → X2, R− : X− → X2, R+ : X1 → X+ are bounded operators on
Banach spaces X1, X2, X−, X+. We call the equation(
P R−
R+ 0
)(
u
u−
)
=
(
v
v+
)
(2.8)
a Grushin problem. We call the Grushin problem (2.8) well-posed if it is invertible,
and in this case we write the inverse as(
u
u−
)
=
(
E E+
E− E−+
)(
v
v+
)
, (2.9)
with operators E : X2 → X1, E+ : X+ → X1, E− : X2 → X−, X+ → X−. We also
know that P is invertible if and only if E−+ is invertible. Moreover, when P and E−+
are invertible, we have
P−1 = E − E+E−1−+E−. (2.10)
We also record the following formula for the perturbed Grushin problem
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Lemma 2.1. ([DyZw19a, Lemma C.3]) Suppose the Grushin problem (2.8) is well-
posed and (2.9) is the inverse. If B : X1 → X2 is a bounded operator such that
‖EB‖X1→X1 < 1, ‖BE‖X2→X2 < 1, (2.11)
then the Grushin problem(
P +B R−
R+ 0
)
: X1 ×X− → X2 ×X+ (2.12)
is well-posed with inverse (
F F+
F− F−+
)
(2.13)
such that
F−+ = E−+ +
∞∑
`=1
(−1)`E−B(EB)`−1E+. (2.14)
3. analyticity of eigenfunctions
In this section we prove the analyticity of the eigenfunctions of P . More precisely,
Lemma 3.1. Suppose u ∈ HΛ ∩ L2(Tn) is an eigenfunction of P with eigenvalue λ.
Then u ∈ Iδ for some δ > 0.
Proof. Since u ∈ HΛ, by [GaZw19, Proposition 2.5], there exists ψ ∈ S1(T ∗Tn) such
that
ψ(x, ξ) = F (x, ξ) +O(20)S1(T ∗Tn) (3.1)
and
TΛu ∈ L2(T ∗Tn, e2ψ/hdxdξ). (3.2)
Now by [GaZw19, Proposition 2.3] and the fact that u ∈ L2, we find
WFa(u) ∩ (U × Γ) = ∅ (3.3)
as long as |ψ(x, ξ)| ≥ |ξ|/C when (x, ξ) ∈ U × Γ ⊂ T ∗Tn. Therefore
WFa(u) ⊂ {(x, ξ) : p(x, ξ) = 0, F (x, ξ) = 0}. (3.4)
Here WFa(u) is the analytic wavefront set of u, see [Sj82, Definition 6.1].
To show WFa(u) = ∅, it remains to show that the analytic singularities of u prop-
agates along the bicharacteristics, since HpF (x, ξ) > 0 when (x, ξ) ∈ {p = 0} ∩ {|ξ| >
C}. More precisely, we have the following
Claim: (x0, ξ0) ∈ MS(u) if and only if there exist t0 ∈ R such that γ : [0, t0]→ T ∗Tn,
γ(t) = etHp(x0, ξ0) exists and γ(t0) ∈ MS(u). Here MS(u) is the microlocal support of
the distribution u, see [Ma02, Definition 3.2.1].
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If the claim is true, then WFa(u) ∩ {p = 0} = ∅ by the the assumption (1.4). By
[Ma02, Theorem 4.2.2], MS(u) ⊂ {p = 0}. Hence we find WFa(u) = ∅. This implies
u ∈ Iδ for some δ > 0.
We now prove the claim.
Step 1. We start by noting that for any real-valued ϕ ∈ S0(T ∗Tn), κ > 0 we have
〈(Hpϕ)eκϕ/hTΛu, eκϕ/hTΛu〉L2(T ∗Tn) = O(κ+ h/κ)‖eκϕ/hTΛu‖2L2(T ∗Tn). (3.5)
In fact, by [Ma02, Proposition 3.3.1], we have
eκϕ/hTΛPv = Qe
κϕ/hTΛv, (3.6)
with
Q = eκϕ/h Oph(p(x− ξ∗, x∗))e−κϕ/h (3.7)
where (x∗, ξ∗) are the dual variables of (x, ξ) such that Oph(x
∗) = hDx, Oph(ξ
∗) = hDξ.
The principal symbol of Q is
σ(Q)(x, ξ, x∗, ξ∗) = q0(x, ξ, x∗, ξ∗) = p(x− ξ∗ − iκ∂ξϕ, x∗ + iκ∂xϕ). (3.8)
Therefore, by [Ma02, Theorem 3.5.1],
〈eκϕ/hTΛPv, eκϕ/hTΛv〉L2(T ∗Tn) = 〈Qeκϕ/hTΛv, eκϕ/hTΛv〉L2(T ∗Tn)
=〈(q˜(x, ξ;h) +R(h))eκϕ/hTΛv, eκϕ/hTΛv〉L2(T ∗Tn),
(3.9)
with R(h) = O(h∞)L2(T ∗Tn)→L2(T ∗Tn) and
q˜ ∼
∞∑
j=0
hj q˜j in S
0(T ∗Tn), q˜0(x, ξ) = q0(x, ξ, ξ − κ∂ξϕ(x, ξ), κ∂xϕ(x, ξ)). (3.10)
By (3.8), we have
q˜0(x, ξ) = p(x− κ∂xϕ− iκ∂ξϕ, ξ − κ∂ξϕ+ iκ∂xϕ)
= p(x, ξ) + ((∂xp∂xϕ− ∂ξp∂ξϕ)− iHpϕ)κ+O(κ2)S0(T ∗Tn).
(3.11)
Therefore
Im〈eκϕ/hTΛPv, eκϕ/hTΛv〉L2(T ∗Tn)
=〈(Im q˜)eκϕ/hTΛv, eκϕ/hTΛv〉L2(T ∗Tn) +O(h∞)‖eκϕ/hTΛv‖L2(T ∗Tn)
=− κ〈(Hpϕ)eκϕ/hTΛv, eκϕ/hTΛv〉L2(T ∗Tn) +O(h+ κ2)‖eκϕ/hTΛv‖2L2(T ∗Tn).
(3.12)
Since Pu = 0, we have (3.5).
Step 2. We now construct the function ϕ ∈ S0(T ∗Tn) to be used in the next part to
derive propagation estimates. Such functions are called “escape functions”, we refer
to [DyZw19a, Lemma E.48] for the standard construction in the case of principle type
propagation.
12 JIAN WANG
Let Σ ⊂ T ∗Tn be a hypersurface that passes γ(0) and is a cross section of the flow
etHp such that
Φ : (−2δ, t1 + δ)× Σ→ T ∗Tn, Φ(t, (y, η)) = etHp(y, η), (3.13)
is a diffeomorphism to its image V := Φ((−2δ, t1 + δ) × Σ). Since γ(t1) /∈ MS(u), we
assume
‖TΛ‖L2(W ) = O(e−α/h), W := Φ((t1 − δ, t1 + δ)× Σ1), (3.14)
with δ > 0 small enough, Σ1 an open neighborhood of γ(0), Σ1 ⊂ Σ. Let Σ′1 be an
open neighborhood of Σ1 such that Σ′1 ⊂ Σ1. Let χ ∈ C∞c (Σ, [0, 1]), ρ ∈ C∞c (R; [0, α]),
such that
χ|Σ′1 ≡ 1, χ|Σ1\Σ′1 6= 0, χ|Σ\Σ1 ≤ 1/4, (3.15)
and
supp ρ ⊂ (−2δ, t1 + δ), ρ(0) = α/2, ρ′|(−2δ,−δ) ≥ 0, ρ′|(−δ,t1−δ) ≥ β (3.16)
with β > 0. Now we put
ϕ(Φ(t, (y, η))) := χ(y, η)ρ(t), (t, (y, η)) ∈ (−2δ, t1 + δ)× Σ (3.17)
and extend ϕ by 0 outside V . Now we have ϕ ∈ S0(T ∗Tn) which satisfies
0 ≤ ϕ ≤ α, suppϕ ⊂ V, Hpϕ|Φ(t,(y,η)) = χ(y, η)ρ′(t). (3.18)
Step 3. Let V1 := Φ((−δ, t1 − δ)× Σ1), then
Hpϕ|V1 ≥ 1/C1 > 0. (3.19)
By (3.5), we find
‖eκϕ/hTΛu‖2L2(V1) ≤C1‖eκϕ/hTΛu‖2L2(T ∗Tn\V1) + CC1(κ+ h/κ)‖eκϕ/hTΛu‖2L2(T ∗Tn).
Let κ = 1/(1 + 2CC1), then for 0 < h < h0 where h0 > 0 is sufficiently small we have
‖eκϕ/hTΛu‖L2(V1) ≤ C(h0)‖eκϕ/hTΛu‖L2(T ∗Tn\V1) (3.20)
with C(h0) > 0. Now we denote
D1 := T
∗Tn \ V, D2 := W,
D3 := Φ((−δ, t1 + δ)× (Σ \ Σ1)), D4 := Φ((−2δ,−δ)× Σ).
(3.21)
Then T ∗Tn \ V1 = unionsq4j=1Dj and
ϕ|D1 = 0, ϕ|D2 ≤ α, ϕ|D3 ≤ α/4, ϕ|D4 ≤ α/2− βδ. (3.22)
Let β < α/(4δ), then we have
‖eκϕ/hTΛu‖L2(V1) ≤C
4∑
j=1
‖eκϕ/hTΛu‖L2(Dj)
=O(1 + emax{(κ−1)α/h,κϕ/(4h),κ(α/2−βδ)/h}) = O(1 + eκ(α/2−βδ)).
(3.23)
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Here we used (3.14). Now let V ′1 be an open neighborhood of γ(0) such that
V ′1 ⊂ V1, ϕ|V ′1 ≥ α/2− βδ/2. (3.24)
Then we have
‖TΛu‖L2(V ′1) = O(e−κβδ/h). (3.25)
This implies γ(0) /∈ MS(u). 
4. Proof of Theorem 1
We now give a proof to Theorem 1.
Proof of Theorem 1. Part 1. Let {u1, · · · , um} ⊂ HΛ ∩ L2(Tn) be an orthonormal
basis of the eigenspace with eigenvalue λ. We consider the Grushin problem
P(s, ζ) =
(
P (s)− ζ R−
R+ 0
)
: HΛ × Cm → HΛ × Cm, (4.1)
where R− : Cm → HΛ and R+ : HΛ → Cm are defined by
R+w = (〈w, u1〉L2(T2), · · · , 〈w, um〉L2(T2)), R−(w1−, · · · , wm− ) =
m∑
j=1
wj−uj. (4.2)
By Lemma 3.1, uj ∈ Iδ for small δ > 0. Therefore
|〈u, uj〉L2(Tn)| ≤ ‖uj‖Iδ‖u‖I−δ ≤ C‖uj‖Iδ‖u‖HΛ (4.3)
since I−δ is the dual space of Iδ relative L2 pairing on Tn and Iδ ⊂ HΛ ⊂ I−δ (see
for instance [GaZw19, §4]). This implies R± are well-defined and bounded operators.
When s = 0 and ζ is near λ, by [GaZw19, Lemma 7.9], there exist A(ζ) : HΛ → HΛ
that is analytic in ζ and
R(0, ζ) = A(ζ) +
Πλ
λ− ζ . (4.4)
Here Πλ : L
2 → L2 is the L2 orthogonal projection onto the eigenspace of λ: Πλu =∑m
j=1〈u, vj〉vj.
If we put
E (ζ) :=
(
A(ζ) E+
E− E−+
)
: HΛ × Cm → HΛ × Cm, (4.5)
where E+ : Cm → HΛ, E− : HΛ × Cm are defined by
E+(v
1
+, · · · , vm+ ) =
m∑
j=1
vj+uj, E−v = (〈v, u1〉L2(Tn), · · · , 〈v, um〉L2(Tn)), (4.6)
and E−+ = (ζ − λ)Im. One can check that E (ζ) is the inverse of P(0, ζ). By (1.2),
there exists 0 < s1 < s0 such that for s ∈ (−s1, s1),
max (‖(P (s)− P )A(ζ)‖HΛ→HΛ , ‖A(ζ)(P (s)− P )‖HΛ→HΛ) < 1. (4.7)
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Hence by [DyZw19a, Lemma C.3], for (s, ζ) ∈ (−s1, s1) × U , where U is an open
neighborhood of 0 ∈ C, P(s, ζ) has inverse
E (s, ζ) =
(
E(s, ζ) E+(s, ζ)
E−(s, ζ) E−+(s, ζ)
)
(4.8)
such that E (s, ζ) is analytic in s, ζ and E (0, ζ) = E (ζ). Since P (s)− ζ is invertible if
and only if E−+(s, ζ) is invertible, we know the resonances λj(s), 1 ≤ j ≤ m, of P (s)
near λ0 must satisfy
det(E−+(s, λj(s))) = 0, λj(0) = λ. (4.9)
Let L(s, ζ) := det(E−+(s, ζ)). Then L(s, ζ) is analytic in (s, ζ) ∈ (−s1, s1)×U , where
s1 > 0, U is a neighborhood of 0 ∈ C, and
L(0, ζ) = det(E−+(0, ζ)) = (ζ − λ)m. (4.10)
By Weierstrass preparation theorem (see for instance [Sc05, Theorem 8.2.15]), there
exist analytic functions gj, gj(λ) = 0, 0 ≤ j ≤ m − 1, and analytic function N(s, ζ),
N(s, ζ) 6= 0 near (0, λ), such that
L(s, ζ) =
(
(ζ − λ)m + gm−1(s)(ζ − λ)m−1 + · · ·+ g0(s)
)
N(s, ζ) (4.11)
Hence by [Ka80, Chapter 2, §1], λj has Puiseux series expansions. For a Puiseux cycle,
there exists p ∈ N such that
λ`(s) = λ+ c1ω
`s1/p + c2ω
2`s2/p + · · · , 1 ≤ ` ≤ p (4.12)
where ω = e2pii/p. If λ` ∈ R, then p = 1 and cj ∈ R, j ≥ 1. If λ` /∈ R, then we have
(1.9) using the fact that Imλ` ≤ 0.
Part 2. Now we consider the case when λ is a simple eigenvalue and prove the Fermi
golden rule.
Differentiate E−+(s, λ(s)) = 0 in s and we find
∂sE−+(0, λ) + ∂ζE−+(0, λ)λ˙ = 0,
∂2sE−+(0, λ) + 2∂s∂ζE−+(0, λ)λ˙+ ∂
2
ζE−+(0, λ)λ˙
2 + ∂ζE−+(0, λ)λ¨ = 0.
Differentiate P(s, ζ)E (s, ζ) = I in s and we find
∂sE−+(0, λ) = −E−P˙E+, ∂2sE−+(0, λ) = 2E−P˙EP˙E+ − E−P¨E+.
Note now that ∂2ζE−+(0, λ) = 0, ∂s∂ζE−+(0, λ) = 0, ∂ζE−+(0, λ) = 1, λ˙(0) ∈ R, hence
we have
Im λ¨ =− Im ∂2sE−+(0, λ) = −2 Im〈A(λ)P˙ u, P˙ u〉+ Im〈P¨ u, u〉 = −2 Im〈A(λ)P˙ u, P˙ u〉.
Here we used the self-adjointness of P¨ . Hence we find
Im λ¨ = −2 Im〈A(λ)P˙ u, P˙ u〉 = −2 Im〈Π⊥R(λ)Π⊥P˙ u, P˙ u〉. (4.13)
The latter equality follows from the fact that A(λ)u = 0 and A(λ)∗u = 0. 
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Remarks. 1. We can derive an alternative formula for λ¨(0) by using the operator G+0
constructed in [Wa19, Lemma 5.19]:
λ¨(0) = −4pi2
∫
S1
|G+0 (R(λ)Π⊥P˙ v0)|2dS. (4.14)
In fact, let B be defined by [Wa19, (6.2)]. By the boundary pairing formula [Wa19,
Proposition 6.5], we have
〈(R(λ)−R(λ)∗)u, v〉 = 〈R(λ)u, v〉 − 〈u,R(λ)v〉
=〈R(λ)u, (P − λ)R(λ)v〉 − 〈R(λ)u, (P − λ)R(λ)v〉
=− B(R(λ)u,R(λ)v) = (2pi)2i
∫
S1
G+0 (R(λ)u) ·G+0 (R(λ)v)dS.
(4.15)
Here we used the fact R(λ)u,R(λ)v ∈ I0(Λ+), see [DyZw19b, Lemma 4.1] or [Wa19,
Lemma 3.3]. Hence by Theorem 1, we have
λ¨(0) = −2 Im〈Π⊥R(λ)Π⊥P˙w, P˙w〉 = −1i 〈(R(λ)−R(λ)∗)Π⊥P˙w,Π⊥P˙w.〉
= −4pi2
∫
S1
|G+0 (R(λ)Π⊥P˙ v0)|2dS.
(4.16)
2. We can see from (4.14) that λ¨(0) ≤ 0 and λ¨(0) = 0 if and only if P˙ v0 = cv0 for
some c ∈ C. This implies the absence of eigenvalues for generic perturbations.
5. Proof of Theorem 2
In this section, we prove Theorem 2 by proposing a Grushin problem.
Proof of Theorem 2. As in [GaZw19, (7.13)], we put
Pq,t := P + it∆Tn − iQ, Q := SΛΠΛqΠΛTΛ (5.1)
with q ∈ C∞c (Λ; [0,∞)) satisfies conditions in [GaZw19, Lemma 7.6]. For the definition
of SΛ, ΠΛ, see [GaZw19, §4, §5]. By [GaZw19, Lemma 7.6], for any  > 0 sufficiently
small, there exists q = q() such that
Rq,t := (Pq,t − ζ)−1 : HΛ → HΛ (5.2)
exists for t ∈ [0, t0], ζ ∈ (−ζ0, ζ0) + i(−θζ0,∞). Note that
R0,t(ζ) = (I + iRq,t(ζ)Q)
−1Rq,t(ζ), (5.3)
hence the eigenvalues of P (t) in (−ζ0, ζ0) × (−θζ0,∞) are values of ζ such that I +
iRq,t(ζ)Q : HΛ → HΛ is not invertible. Since
R0,0(ζ) = A(ζ) +
u⊗ u
λ− ζ , (5.4)
16 JIAN WANG
we have
(I + iRq,0(ζ)Q)
−1 = A(ζ)(Pq,0 − ζ) + u⊗ u
λ− ζ (Pq,0 − ζ) (5.5)
We now consider the Grushin problem(
I + iRq,t(ζ)Q R−
R+ 0
)
: HΛ × C→ HΛ × C, (5.6)
where R− : C→ HΛ, R+ : HΛ → C are defined by
R+w = 〈w, u〉L2(Tn), R−w− = w−Rq,0(ζ)u.
As in the proof of Theorem 1, this Grushin problem is wellposed and has an inverse(
Eq,t(ζ) E+,q,t(ζ)
E−,q,t(ζ) E−+,q,t(ζ)
)
: HΛ × C→ HΛ × C (5.7)
with
Eq,0(ζ) = A(ζ)(Pq,0 − ζ), E−+,q,0(ζ) = ζ − λ,
E−,q,0(ζ)v = 〈(Pq,0 − ζ)v, u〉L2(Tn), E+,q,0(ζ)v+ = v+u.
Now we have
λ˙ =− E− ddt(I + iRq,t(λ)Q)E+ = 〈(Pq,0 − λ)Rq,0(λ)∆Rq,0(λ)Qu, u〉L2(Tn)
=i〈∆u, u〉L2(Tn) = −i‖∇u‖2L2(Tn).
(5.8)
This completes the proof. 
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