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Abstract. Let Y be an L-space obtained by p/q-surgery on a knot in K ⊆
S3. Ozsva´th and Szabo´ have shown that the Heegaard Floer homology of Y is
determined by the surgery coefficient and the Alexander polynomial of K. In
this paper, we prove a result in the opposite direction. We show that if Y bounds
a sharp 4-manifold and the surgery slope exceeds 4g(K) + 4, then the Alexander
polynomial of K is uniquely determined by Y and p/q. We also show that if
S3
p/q
(K) bounds a sharp 4-manifold, then S3
p′/q′ (K) bounds a sharp 4-manifold
for all p′/q′ ≥ p/q. As an application, we extend work of Ni and Zhang on
characterizing slopes of torus knots.
1. Introduction
A knot K ⊆ S3 is said to be an L-space knot if there is p/q ∈ Q such that the
3-manifold S3p/q(K) obtained by p/q-surgery on K is an L-space. It is known that
the Heegaard Floer homology of an L-space obtained in this way is determined by
the Alexander polynomial of K and the surgery slope. We show that under certain
circumstances, the Alexander polynomial is determined by the surgery coefficient
and the resulting manifold. Throughout this paper, we will always assume that the
intersection form of a sharp 4-manifold is negative-definite.
Theorem 1.1. Suppose that for some p/q > 0, there are knots K,K ′ ∈ S3 such that
S3p/q(K) = S
3
p/q(K
′) is an L-space bounding a sharp 4-manifold. If p/q ≥ 4g(K) + 4,
then
∆K(t) = ∆K′(t) and g(K) = g(K
′).
The most obvious limitation of Theorem 1.1 is the required existence of a sharp
4-manifold. It turns out that given one sharp 4-manifold bounding S3p/q(K), we can
construct one bounding S3p′/q′(K) for any p
′/q′ ≥ p/q.
Theorem 1.2. If S3p/q(K) bounds a sharp 4-manifold for some p/q > 0, then
S3p′/q′(K) bounds a sharp 4-manifold for all p
′/q′ ≥ p/q.
Owens and Strle show that if S3p/q(K) bounds a negative-definite 4-manifold X,
then S3p′/q′(K) bounds a negative-definite 4-manifold for any p
′/q′ ≥ p/q by taking
a certain negative-definite cobordism from S3p/q(K) to S
3
p′/q′(K) and gluing it to X
[14]. We prove Theorem 1.2 by showing that if X is sharp, then this construction
results in a sharp 4-manifold.
We apply these results to the problem of finding characterizing slopes of torus
knots. We say that p/q is a characterizing slope for K if S3p/q(K) = S
3
p/q(K
′) implies
that K = K ′. Using a combination of Heegaard Floer homology and geometric
techniques, Ni and Zhang were able to prove the following theorem.
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Theorem 1.3 (Ni and Zhang, [13]). For the torus knot Tr,s with r > s > 1 any
non-trivial slope p/q satisfying
p
q
≥ 30(r
2 − 1)(s2 − 1)
67
is a characterizing slope.
Their argument requires a bound on the genus of any knot K satisfying S3p/q(K) =
S3p/q(Tr,s). Since S
3
p/q(Tr,s) is an L-space bounding a sharp 4-manifold for p/q ≥
rs − 1, we can apply Theorem 1.1 to obtain the equality g(K) = g(Tr,s), whenever
p/q ≥ 4g(K)+4. This allows us to lower their quadratic bound to one which is linear
in rs.
Theorem 1.4. For the torus knot Tr,s with r > s > 1 any non-trivial slope p/q
satisfying
p
q
≥ 10.75(2g(Tr,s)− 1) = 43
4
(rs− r − s).
is a characterizing slope.
1.1. Further remarks. The bound 4g(K)+4 in Theorem 1.1 is a fairly coarse bound.
With a better understanding of how the intersection form of a sharp 4-manifold
bounding S3p/q(K) depends on K, the arguments in this paper can be extended to
give a bound which is frequently stronger. We provide further details about stronger
bound in Remark 3.9, which can be found after the proof of Theorem 1.1.
The condition that S3p/q(K) bounds a sharp 4-manifold restricts the circumstances
in which Theorem 1.1 can be applied. Since this 4-manifold serves primarily to
organise the d-invariants, it seems possible that one could prove some variant of
Theorem 1.1 without this hypothesis.
Acknowledgements. The author would like to thank his supervisor, Brendan Owens,
for his helpful guidance. He would also like to acknowledge the influential role of ideas
from Gibbons’ paper [5] in the proof of Theorem 1.2.
2. Sharp 4-manifolds
The aim of this section is to prove Theorem 1.2. Let Y be a rational homology
3-sphere, its Heegaard Floer homology is an abelian group which splits as a direct
sum over its spinc-structures:
ĤF (Y ) ∼=
⊕
s∈Spinc(Y )
ĤF (Y, s).
Associated to each summand there is a numerical invariant d(Y, t) ∈ Q, called the
d-invariant [16]. If Y is the boundary of a smooth, negative-definite 4-manifold X,
then for any s ∈ Spinc(X) which restricts to t ∈ Spinc(Y ) there is a bound on the
d-invariant:
(2.1) c1(s)
2 + b2(X) ≤ 4d(Y, t).
We say that X is sharp if for every t ∈ Spinc(Y ) there is some s ∈ Spinc(X) which re-
stricts to t and attains equality in (2.1). Throughout this paper, every sharp manifold
is assumed to be negative-definite.
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K
a0
ala1
· · ·
al−1
Figure 1. A Kirby diagram for W (K) and a surgery diagram for
Y = S3p/q(K).
2.1. A manifold bounding S3p/q(K). Let K ⊂ S3 be a knot. For fixed p/q > 0,
with a continued fraction p/q = [a0, . . . , al]
−, where
[a0, . . . , al]
− = a0 −
1
a1 −
1
. . . − 1
al
,
and the ai satisfy
ai ≥
{
1 for i = 0 or l
2 for 0 < i < l,
one can construct a 4-manifold W bounding Y = S3p/q(K) by attaching 2-handles to
D4 according to the Kirby diagram given in Figure 1. In this paper, all homology and
cohomology groups will be taken with integer coefficients. Since W is constructed
by attaching 2-handles to a 0-handle, the first homology group H1(W ) is trivial and
H2(W ) is free with a basis {h0, . . . , hl} given by the 2-handles. With respect to this
basis, the intersection form H2(W )×H2(W )→ Z is given by the matrix:
M =

a0 −1
−1 a1 −1
−1 . . . −1
−1 al
 .
We get a Q-valued pairing on H2(W ) ∼= Hom(H2(W ),Z), which is given by the
matrix M−1 with respect to the dual basis {h∗0, . . . , h∗l }. By considering the long
exact sequence of the pair (W,Y ), we obtain the short exact sequence:
0→ H2(W,Y )→ H2(W )→ H2(Y )→ 0.
Since we may identify H2(W,Y ) with H2(W ) via Poincare´ duality, and with respect
to the bases {hi} and {h∗i } the resulting map H2(W ) → H2(W ) is given by the
matrix M , we get isomorphisms
(2.2) H2(Y ) ∼= H
2(W )
PD(H2(W ))
∼= coker(M).
Since H2(W ) is torsion-free, the first Chern class defines an injective map
c1 : Spin
c(W )→ H2(W ),
where the image is the set of characteristic covectors Char(W ) ⊆ H2(W ). A charac-
teristic covector α ∈ H2(W ) is one satisfying
α · x ≡ x · x (mod 2), for all x ∈ H2(W ).
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This allows us to identify Spinc(W ) with the set
Char(W ) = {(c0, . . . , cl) ∈ Zl+1 | ci ≡ ai mod 2 for all 0 ≤ i ≤ l}.
We will use this identification throughout this section.
Using the map in (2.2), which arises from restriction, this allows us identify the
set Spinc(Y ) with elements of the quotient
Char(W )
2PD(H2(W ))
.
Given s ∈ Char(W ) we will use [s] to denote its equivalence class modulo 2PD(H2(W ))
and the corresponding spinc-structure on Y .
2.2. Representatives for Spinc(S3p/q(K)). Now we identify a set of representatives
for Spinc(S3p/q(K)) in Spin
c(W ) = Char(W ). Following Gibbons, we make the fol-
lowing definitions [5].
Definition 2.1. Given s = (c0, . . . , cl) ∈ Char(W ), we say that it contains a full tank
if there is 0 ≤ i < j ≤ l, such that ci = ai, cj = aj and ck = ak − 2 for all i < k < j.
We say that s is left-full, if there is k > 0, such that ck = ak and cj = aj − 2 for all
0 < j < k.
Observe that our definition of left-full does not impose any conditions on c0, and
that if l = 0, then Char(W ) contains no left-full elements. Let M denote the set of
elements s = (c0, . . . , cl) ∈ Char(W ) satisfying
|ci| ≤ ai, for all 0 ≤ i ≤ l
and such that neither s nor −s contain any full tanks. Let C ⊆ M denote the set of
elements s = (c0, . . . , cl) ∈M satisfying
2− ai ≤ ci ≤ ai, for all 0 ≤ i ≤ l.
The set C will turn out to form a complete set of representatives for Spinc(Y ).
Lemma 2.2. Write p/q in the form p/q = a0 − r/q, where q/r = [a1, . . . , al]−. We
have |C| = p, and for each c ≡ a0 (mod 2), we have
|{(c0, . . . , cl) ∈ C | c0 = c}| =
{
q for − a0 < c < a0
q − r c = a0
and
|{s = (c0, . . . , cl) ∈ C | c0 = c and s is left full}| =
{
r for − a0 < c < a0
0 for c = a0.
Proof. We prove this by induction on the length of the continued fraction [a0, . . . , al].
When l = 0, we have p = a0, q = 1 and r = 0. In this case,
C = {−a0 < c ≤ a0 | c ≡ a0 (mod 2)}
which clearly has the required properties. Suppose that l > 0, and let C′ denote the
set
C′ = {(c1, . . . , cl) | ci ≡ ai (mod 2),−ai < c ≤ ai contains no full tanks}.
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As q/r = [a1, . . . , al]
−, we can assume that we have |C′| = q, and for each c ≡ a1
(mod 2), we have
|{(c1, . . . , cl) ∈ C′ | c1 = c}| =
{
r for − a1 < c < a1
r − r′ c = a1
and
|{s′ = (c1, . . . , cl) ∈ C′ | c1 = c and s′ is left full}| =
{
r′ for − a1 < c < a1
0 for c = a1,
Where r/r′ = [a2, . . . , al]−. For c ≡ a0 (mod 2) in the range −a0 < c ≤ a0, take
s = (c, c1, . . . , cl). If c < a0, then s ∈ C if and only if (c1, . . . , cl) ∈ C′, and s is left-full
if and only if c1 = a1 or c1 = a1 − 2 and (c1, . . . , cl) ∈ C′ is left full. Therefore,
|{(c0, . . . , cl) ∈ C | c0 = c}| = |C′| = q
and
|{s = (c0, . . . , cl) ∈ C | c0 = c and s is left full}| = (r − r′) + r′ = r,
for c < a0. If c = a0, then s ∈ C if and only if (c1, . . . , cl) ∈ C′ and s contains no
full tanks. Equivalently, s ∈ C if and only if (c1, . . . , cl) ∈ C′ and s is not left-full. As
above, we see that there are r − r′ choices of s′ = (c1, . . . , cl) ∈ C′ with c1 = a1 and
r′ choices with c1 = a1 − 2 and s′ is left-full. This shows that
|{(c0, . . . , cl) ∈ C | c0 = a0}| = q − r
and
|{s = (c0, . . . , cl) ∈ C | c0 = a0 and s is left full}| = 0,
as required. It is then easy to see that |C| = (n− 1)q + q − r = p. 
We say that s ∈ Char(W ) is short if it satisfies ‖s‖2 ≤ ‖s′‖2 for all s′ ∈ Char(W )
with [s′] = t. Here ‖s‖2 = sM−1sT denotes the norm with respect to the pairing
given by M−1. The following lemma exhibits the short elements of Char(W ) and
shows that C is a set of short representatives for Spinc(S3p/q(K)) (cf. [5, Lemma 3.3].)
Lemma 2.3. The characteristic vector s = (c0, . . . , cl) ∈ Char(W ) is short if and
only if s ∈M. For every t ∈ Spinc(S3p/q(K)), there is s ∈ C such that [s] = t.
Proof. Take s = (c0, . . . , cl) ∈ Char(W ). In terms of the basis given by {h∗i }, the
cohomology class PD(hi) is given by the ith row of M , and we have
‖s± 2PD(hi)‖2 = ‖s‖2 ± 4PD(hi) · s + 4‖PD(hi)‖2
= ‖s‖2 ± 4ci + 4ai.
(2.3)
Thus, if s is short, then it must satisfy |ci| ≤ ai for all i, and if ci = ±ai, then
‖s ∓ 2PD(hi)‖2 = ‖s‖2. Suppose s contains a full tank, say cj = aj , ci = ai and
ck = ak − 2 for all i < k < j. If we let s′ = s − 2
∑j−1
k=i PD(hk), then by repeated
applications of (2.3), we have that
‖s‖2 = ‖s− 2PD(hi)‖2 = · · · = ‖s− 2
j−1∑
k=i
PD(hk)‖2.
But, if we write s′ = (c′0, . . . , c
′
l), then we have c
′
j = aj + 2, which shows that s
′ and,
hence also s, cannot be short. Since s is short if and only if −s is short, this shows
that s is short only if s ∈ M. In order to prove the converse, we need the following
claim.
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Claim. For every s ∈M, there is s′ ∈ C, with ‖s‖2 = ‖s′‖2 and [s] = [s′].
Proof of Claim. Given s ∈ M, we call any k such that ck = −ak a trough for s.
Observe that s ∈ C if and only if s has no troughs. Take s ∈M such that s /∈ C. We
may take k minimal such that k is a trough for s. Let j ≥ 0 be minimal such that
ci = 2−ai for all j ≤ i < k. Take s′ = s+2
∑k
i=j PD(hk). If we write s
′ = (c′0, . . . , c
′
l),
then
c′i =

ak for i = k
ci − 2 for i = k ± 1
ci otherwise,
if j = k and
c′i =

aj for i = j
ai − 2 for j < i ≤ k
ci − 2 for i = j − 1, k + 1
ci otherwise,
if j < k. By repeatedly applying (2.3), we have
‖s‖2 = ‖s + 2PD(hk)‖2 = · · · = ‖s + 2
k∑
i=j
PD(hi)‖2 = ‖s′‖2.
It is clear that [s] = [s′]. Thus if ak > 1 or j = k, then we see that any trough k′ in
s′ must satisfy k′ > k. If k = l and al = 1 with j < l, then observe that although l is
still a trough for s′, we have c′j = aj > 0. That is, we have either increased the value
of the minimal trough, or if al = 1 and cl = −1, we have either removed this trough
or increased the minimal value j such that ci = 2 − ai for all j ≤ i < l. Thus by
performing a sequence of such modifications, we eventually obtain s′′ containing no
troughs and satisfying ‖s′′‖2 = ‖s‖2 and [s] = [s′′]. Since it has no troughs, we have
s′′ ∈ C, as required. 
Since every t ∈ Spinc(S3p/q(K)) has a short representative s′, which is necessarily
in M, the above claim shows that it has a short representative s ∈ C. However
Lemma 2.2 shows |Spinc(S3p/q(K))| = |C| = p, so every element of C occurs as a short
representative for precisely one element of Spinc(S3p/q(K)). It then follows from the
above claim that every element of M must be short. 
We will define one more short set of representatives for Spinc(S3p/q(K)), which
we call F . Although the definition of F may appear unmotivated, one of Gibbons’
key ideas is that when it comes to working with d-invariants, F is a nicer set of
representatives than C (see Lemma 2.7). We obtain F from C as follows. Take
s = (c0, . . . , cl) ∈ C. If s is left-full and c0 ≥ 0, then we include s′ = s−2
∑k
i=1 PD(hi)
in F , where ck = ak and ci = ai − 2 for 1 ≤ i < k. So s′ takes the form,
s′ =
{
(c0 + 2,−a1, 2− a2, . . . , 2− ak−1, 2− ak, ck+1 + 2, ck+2, . . . , cl), if k > 1
(c0 + 2,−a1, c2 + 2, c3, . . . , cl), if k = 1.
Otherwise we include s in F . The following lemma contains the properties of F
that we will require.
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Lemma 2.4. Every element of F is short and for each t ∈ Spinc(S3p/q(K)), there is
a unique s ∈ F with [s] = t. For each c ≡ a0 (mod 2) and −a0 < c ≤ a0, we have
|{(c0, . . . , cl) ∈ F|c0 = c}| =
{
q for c /∈ {0, 1}
q − r for c ∈ {0, 1}
Proof. Since F ⊆M, every element of F is short. By construction, for every s′ ∈ F ,
we either have s′ ∈ C or there is s ∈ C with [s′] = [s]. This shows that F is a complete
set of representatives for Spinc(S3p/q(K)). If s
′ = (c′0, . . . , c
′
l) 6= s = (c0, . . . , cl), then
c′0 = c0 + 2 ≥ 2, and (c0, . . . , cl) is left full. Since Lemma 2.2 shows that there are
r such left-full tuples for each c0 < a0, when we construct F we increase the first
coordinate of r tuples in C for each a0 > c0 ≥ 0. This shows that we have the required
number for each choice of first coordinate −a0 < c0 ≤ a0. 
2.3. Calculating d-invariants. In this section, we set about calculating the d-
invariants for spinc-structures on S3p/q(K) using the sets of representatives given in
the previous section. Since the intersection form on H2(W ) is independent of the
choice of the knot K, it gives natural choices of correspondences,
Spinc(W (K))↔ Char(W (K))↔ Char(W (U))↔ Spinc(W (U)),
and hence also a choice of correspondence
(2.4) Spinc(S3p/q(K))↔ Spinc(S3p/q(U)).
Using this we can define D
p/q
K : Spin
c(S3p/q(K))→ Q by
D
p/q
K (t) = d(S
3
p/q(K), t)− d(S3p/q(U), t).
One can also establish identifications [22],
(2.5) Spinc(S3p/q(K))↔ Z/pZ↔ Spinc(S3p/q(U)),
by using relative spinc-structures on S3 \ ν˚K. Using this identification, one can
similarly define D˜
p/q
K : Z/pZ→ Q by the formula
(2.6) D˜
p/q
K (i) := d(S
3
p/q(K), i)− d(S3p/q(U), i).
The work of Ni and Wu shows that for 0 ≤ i ≤ p − 1, the values D˜p/qK (i) may be
calculated by the formula [12, Proposition 1.6],
(2.7) D˜
p/q
K (i) = −2 max{Vb iq c, Hb i−pq c},
where Vj and Hj are sequences of positive integers depending only on K, which are
non-increasing and non-decreasing respectively. Since we also have that H−i = Vi for
all i ≥ 0 [15, Proof of Theorem 3], this can be rewritten as
(2.8) D˜
p/q
K (i) = −2Vmin{b iq c,d p−iq e}.
When p/q = n is an integer, the correspondence (2.5) can be easily reconciled
with the one in (2.4). In this case W is obtained by attaching a single n-framed
2-handle to D4, and the spinc-structure c = Char(W ) = {(c) | c ≡ n (mod 2)}, is
labelled by i (mod n), when n+c ≡ 2i (mod 2n) [21]. It is clear that in this case the
correspondences in (2.4) and (2.5) are the same. Hence for c ≡ n (mod 2) satisfying
−n < c ≤ n, we have
(2.9) DnK([c]) = D˜
n
K(
n+ c
2
) = −2Vmin{n+c2 ,n−c2 } = −2Vn−|c|2 .
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Remark 2.5. It turns out that the correspondences between Spinc(S3p/q(K)) and
Spinc(S3p/q(U)) used in (2.4) and (2.5) coincide in general. However, we will not
require this fact.
Lemma 2.6. If we write p/q in the form p/q = n− r/q with q > r ≥ 0, then∑
t∈Spinc(S3
p/q
(K))
D
p/q
K (t) = 2rVbn2 c +
∑
t∈Spinc(S3n(K))
qDnK(t)
Proof. Observe that for any 0 < α/β ∈ Q, the sum∑t∈Spinc(S3
α/β
(K))D
α/β
K (t) is inde-
pendent of the choices of correspondence between Spinc(S3α/β(K)) and Spin
c(S3α/β(U)),
in the sense that we have∑
t∈Spinc(S3
α/β
(K))
D
α/β
K (t) =
∑
t∈Spinc(S3
α/β
(K))
d(S3α/β(K), t)−
∑
t∈Spinc(S3
α/β
(U))
d(S3α/β(U), t)
=
p−1∑
i=0
D˜
α/β
K (i).
This allows us to use (2.8) to compute both
∑
t∈Spinc(S3
p/q
(K))D
p/q
K (t) and
∑
t∈Spinc(S3n(K))D
n
K(t)
in terms of the Vi. It is then a straight forward computation to verify that the desired
identity holds. 
Since Ozsva´th and Szabo´ have shown that the manifold −W (U) is sharp [16], [17]
(or alternatively [20]), for any s ∈M, we have
(2.10) d(S3p/q(U), [s]) =
‖s‖2 − b2(W )
4
=
‖s‖2 − l − 1
4
.
The following lemma allows us to calculate D
p/q
K ([s]) for s ∈ C.
Lemma 2.7 (Proof of Lemma 3.10, [5]). For any s = (c0, . . . , cl) ∈ F , we have
D
p/q
K ([s]) = D
a0
K ([c0]) = −2V a0−|c0|
2
.
Consequently, for any s = (c0, . . . , cl) ∈ C, we have
D
p/q
K ([s]) =
{
Da0K ([c0 + 2]) = −2V a0−2−c0
2
if 0 ≤ c0 < a0 and s is left full,
Da0K ([c0]) = −2V a0−|c0|
2
otherwise.
Proof. Observe that W can be considered as the composition of positive-definite
cobordisms,
W1 : ∅ → S3a0(K) and W2 : S3a0(K)→ S3p/q(K),
where b2(W1) = 1, b2(W2) = l and for any s ∈ Spinc(W ), we have
c1(s)
2 = c1(s|W1)2 + c1(s|W2)2.
Thus for any s ∈M, (2.10) shows that we have
c1(s|W2)2 − l
4
= d(S3p/q(U), [s])− d(S3a0(U), [c0]).
For any s ∈ Spinc(W2), which restricts to t1 and t2 on S3a0(K) and S3p/q(K) respec-
tively, Ozsva´th and Szabo´ show that we get the bound [16]:
c1(s)
2 − l
4
≥ d(S3p/q(K), t2)− d(S3a0(K), t1).
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Thus, if we take s|W2 for some s = (c0, . . . , cl) ∈M, then we get
d(S3p/q(U), [s])− d(S3a0(U), [c0]) =
c1(s)
2 − l
4
≥ d(S3p/q(K), [s])− d(S3a0(K), [c0]).
Rearranging, this shows that we have
Da0K ([c0]) ≥ Dp/qK ([s]),
for any s ∈M. Therefore Lemma 2.4 shows that we have
(2.11)
∑
t∈Spinc(S3
p/q
(K))
D
p/q
K (t) =
∑
s∈F
D
p/q
K ([s]) ≤ 2rVb a02 c +
∑
t∈Spinc(S3a0 (K))
qDa0K (t).
However, by Lemma 2.6 we must have equality in (2.11). Since we have termwise
inequality in (2.11), this implies that we must have equality
Da0K ([c0]) = D
p/q
K ([s]),
for each s = (c0, . . . , cl) ∈ F . Using (2.9) gives the required result in terms of the Vi.
The formula for D
p/q
K ([s]) when s ∈ C follows directly from the construction of F . 
2.4. Cobordisms. Owens and Strle show that if S3p/q(K) bounds a negative-definite
manifold, then so does S3r (K) for any r > p/q by gluing a sequence of negative-
definite cobordisms to the original manifold [14]. We take the same approach to
prove Theorem 1.2.
Let p/q = [a0, . . . , al]
− and p′/q′ = [a0, . . . , al, b1, . . . , bk]−, where a1, bk ≥ 1 and
ai, bj ≥ 2 for all 1 ≤ i ≤ l and 1 ≤ j < k. Observe that we have p/q > p′/q′.
Now let W and W ′ be the 4-manifolds bounding Y = S3p/q(K) and Y
′ = S3p′/q′(K)
obtained by attaching 2-handles according to the two given continued fractions as
in Figure 1. The manifold W is naturally included as a submanifold in W ′ and
Z = W ′ \ (intW ) is a positive-definite cobordism from S3p/q(K) to S3p′/q′(K). As
in the previous section, we may take a basis for the homology groups H2(W ) and
H2(W
′) given by the 2-handles and in the same way we may identify Spinc(W ) and
Spinc(W ′) with Char(H2(W )) and Char(H2(W ′)) respectively. We can also define
subsets C ⊆ M ⊆ Char(H2(W )) and C′ ⊆M′ ⊆ Char(H2(W ′)), as in Section 2.2.
Lemma 2.8. Take s = (c0, . . . , cl) ∈ C ⊆ Char(H2(W )). If (a0, . . . , al, b1, . . . , bk) 6=
(a0, 2, · · · , 2, 1) or s 6= (0, . . . , 0), then there is some short spinc-structure s′ ∈ Spinc(W ′),
such that s′|W = s and Dp/qK (s|Y ) = Dp
′/q′
K (s|Y ′).
If (a0, . . . , al, b1, . . . , bk) = (a0, 2, · · · , 2, 1) and s = (0, . . . , 0), then there is some
short spinc-structure s′ ∈ Spinc(W ′), such that s′|W = s and Dp
′/q′
K (s|Y ′) = −2V a0−2
2
and D
p/q
K (s|Y ) = −2V a02 .
Proof. Take s = (c0, . . . , cl) ∈ C. First suppose that one of the following holds:
(i) bk > 1; or
(ii) bj > 2 for some 1 ≤ j < k.
In this case, let s′ be the spinc-structure given by.
s′ = (c0, . . . , cl, 2− b1, . . . , 2− bk).
It is clear that s′ restricts to s on W . If (i) holds, then 2 − bk < bk and hence we
have 2 − bi < bi for all 1 ≤ i ≤ k. If (ii) holds, then we have some j such that
2 − bj < bj − 2. In either case, this shows that s′ contains no full tanks and that s′
is left-full if and only if (c1, . . . , cl) is left-full. Therefore, s
′ ∈ C′ and by Lemma 2.3
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and Lemma 2.7, we have that s′ is short and that Dp/q[s] = D
p′/q′
[s′] . This proves the
lemma if either (i) or (ii) hold.
Therefore we may assume that bi = 2 for 1 ≤ i < k and bk = 1. We consider the
case where there is 0 < j ≤ l such that cj > 2− aj or aj > 2. In this case, we define
s′ = (c0, . . . , cl, 0, . . . , 0,−1).
This clearly restricts to s and by Lemma 2.3 it is short. It remains to calculate
D
p′/q′
K ([s
′]). Take 0 < t ≤ l to be maximal such that at > 2 or ct > 2 − at. Since
cj = 0 and aj = 2 for all l ≥ j > t, we can assume for convenience that t = l. For
1 ≤ i ≤ k, let h′i denote 2-handle attached with framing bi in the handle decomposition
of W ′. Consider now the spinc-structure s′′ defined by
s′′ = s′ + 2
k∑
i=1
iPD(h′i)
= (c0, . . . , cl−1, cl − 2, 0, . . . , 0, 1).
By construction, we have that [s′′] = [s′] ∈ Spinc(S3p′/q′(K)), s′′ ∈ C′ and s′′ is left-full
if and only if s is left-full. Thus by Lemma 2.7, we have
D
p/q
K ([s]) = D
p′/q′
K ([s
′′]) = Dp
′/q′
K ([s
′]).
Thus it remains only to prove the lemma when cj = 2 − aj = 0 for all 0 < j ≤ l.
In this case, we may take
s′ =
{
(c0, 0, . . . , 0,−1) if c0 > 0
(c0, 0, . . . , 0, 1) if c0 ≤ 0.
We have either s′ ∈ C′ or −s′ ∈ C′. In either case, Lemma 2.3 and Lemma 2.7, show
that it has the required properties. In particular, if c0 = 0, then a0 is necessarily
even and we have
D
p′/q′
K ([s
′]) = −2V a0−2
2
and D
p/q
K ([s]) = −2V a02 ,
as required. 
Lemma 2.9. If S32n(K) bounds a sharp 4-manifold for n ≥ 1, then Vn = Vn−1 = 0.
Proof (sketch). Let g˜ ≥ 0 be minimal such that Vg˜ = 0. Greene shows that if S3p(K)
is an L-space bounding a sharp 4-manifold [6, Theorem 1.1], then
2g(K)− 1 ≤ p−
√
3p+ 1.
In the proof of this inequality, the L-space condition is only required to show that
d(S3p(K), i)− d(S3p(U), i) ≤ 0,
for all i with equality if and only if min{p− i, i} ≥ g(K). However, since (2.8) shows
that
d(S32n(K), i)− d(S32n(U), i) ≤ 0,
for all i, with equality if and only if min{2n− i, i} ≥ g˜, the same argument shows the
bound
2g˜ − 1 ≤ 2n−√6n+ 1.
This shows
g˜ ≤ n+ 1
2
− 1
2
√
6n+ 1 < n− 1
2
,
and hence that Vn = Vn−1 = 0, as required. 
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Recall that Z = W ′ \ (intW ) is a cobordism from Y = S3p/q(K) to Y ′ = S3p′/q′(K).
Lemma 2.10. If Y ′ is the boundary of a sharp 4-manifold X ′, then the manifold
X = (−Z) ∪Y ′ X ′ is a sharp 4-manifold bounding Y .
Proof. It is clear from the construction that X is negative-definite with b2(X) =
b2(Z) + b2(X
′) and ∂X = Y . Together, Lemma 2.8 and Lemma 2.9 show that for
every t ∈ Spinc(Y ), there exists a short s′ ∈ Spinc(−Z) such that s′|Y = t and
D
p′/q′
K (t
′) = Dp/qK (t), where s
′|−Y ′ = t′. In each case, such a s′ can be obtained by
restricting the spinc-structure given in Lemma 2.8. The equality D
p′/q′
K (t
′) = Dp/qK (t)
either follows directly from Lemma 2.8 or from Lemma 2.9 which guarantees that
V a0
2
= V a0−2
2
= 0 when a0 is even. By using (2.10), we see that such a s
′ satisfies
c1(s
′)2 + b2(Z)
4
= d(S3p/q(U), t)− d(S3p′/q′(U), t′)
= (d(Y, t)−Dp/qK (t))− (d(Y ′, t′)−Dp
′/q′
K (t
′))
= d(Y, t)− d(Y ′, t′).
Since X ′ is sharp, there is r ∈ Spinc(X ′) such that r|Y ′ = t′ and
c1(r)
2 + b2(X
′)
4
= d(Y ′, t′).
The spinc-structure s ∈ Spinc(X) obtained by gluing r to s′ on −Z satisfies s|Y = t
and
c1(s)
2 + b2(X)
4
=
c1(s
′)2 + b2(Z) + c1(r)2 + b2(X ′)
4
= (d(Y, t)− d(Y ′, t′)) + d(Y ′, t′)
= d(Y, t).
This shows that X is sharp, as required. 
Proof of Theorem 1.2. Lemma 2.10 shows that if S3[a0,...,al,b1,...,bk]−(K) bounds a sharp
4-manifold, then so does S3[a0,...,al]−(K), for ai ≥ 2 for 1 ≤ i ≤ l, a0 ≥ 1, bi ≥ 2 for
1 ≤ i < k and bk ≥ 1. In particular, if S3[a0,...,al]−(K) bounds a sharp manifold, then
the identity:
[a0, . . . , al]
− = [a0, . . . , al + 1, 1]−
shows that S3[a0,...,al+1]−(K) also bounds a sharp 4-manifold. If r
′ > r, then for some
m ≥ 0, we can write their continued fractions in the forms
r = [a1, . . . , am, am+1, . . . , am+k]
−
and
r′ = [a1, . . . , am, a′m+1, . . . , a
′
m+k′ ]
−,
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where a′m+1 > am+1. From the above, we see that
r0 = r = [a1, . . . , am, am+1, . . . , am+k]
−,
r1 = [a1, . . . , am, am+1]
−,
r2 = [a1, . . . , am, am+1 + 1]
−,
...
rα = [a1, . . . , am, a
′
m+1 − 1]− = [a1, . . . , am, a′m+1, 1]−,
rα+1 = [a1, . . . , am, a
′
m+1, 2]
−,
...
rM−1 = [a1, . . . , am, a′m+1, . . . , a
′
m+k′ − 1]−,
rM = r
′ = [a1, . . . , am, a′m+1, . . . , a
′
m+k′ ]
−,
forms an increasing sequence of rational numbers, with r0 = r and rM = r
′ such that
if S3ri(K) bounds a sharp 4-manifold, then so does S
3
ri+1(K). Therefore, since S
3
r (K)
bounds a sharp 4-manifold, it follows that S3r′(K) must bound a sharp 4-manifold,
as required. 
3. The Alexander polynomial
When positive surgery on a knot in S3 bounds a sharp 4-manifold X results of
Greene, in the integer and half-integer case [6] [7] [8], and Gibbons, in the general
case [5], show that the intersection form of X takes the form of a changemaker
lattice. In this section, we state the changemaker theorem and derive the properties
of changemaker lattices required to prove Theorem 1.1.
3.1. Changemaker lattices. The changemaker condition from which changemaker
lattices get their name is the following.
Definition 3.1. We say (σ1, . . . , σt) satisfies the changemaker condition, if the fol-
lowing conditions hold,
0 ≤ σ1 ≤ 1, and σi−1 ≤ σi ≤ σ1 + · · ·+ σi−1 + 1, for 1 < i ≤ t.
We give the definition of integer and non-integer changemaker lattices separately,
although the two are clearly related.
Definition 3.2 (Integral changemaker lattice). First suppose that q = 1, so that
p/q > 0 is an integer. Let f0, . . . , ft be an orthonormal basis for Zt. Let w0 =
σ1f1 + · · · + σtft be a vector such that ‖w0‖2 = p and (σ1, . . . , σt) satisfies the
changemaker condition, then
L = 〈w0〉⊥ ⊆ Zt+1
is a p/q-changemaker lattice. Let m be minimal such that σm > 1. We define the
stable coefficients of L to be the tuple (σm, . . . , σt). If no such m exists, then we take
the stable coefficients to be the empty tuple.
Definition 3.3 (Non-integral changemaker lattice). Now suppose that q ≥ 2 so
that p/q > 0 is not an integer. This has continued fraction expansion of the form,
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p/q = [a0, a1, . . . , al]
−, where ak ≥ 2 for 1 ≤ k ≤ l and a0 = dpq e ≥ 1. Now define
m0 = 0 and mk =
k∑
i=1
ai − k for 1 ≤ k ≤ l.
Set s = ml and let f1, . . . , ft, e0, . . . , es be an orthonormal basis for the lattice Zt+s+1.
Let w0 = e0 + σ1f1 + · · · + σtft, be a vector such that (σ1, . . . , σt) satisfies the
changemaker condition and ‖w0‖2 = n. For 1 ≤ k ≤ l, define
wk = −emk−1 + emk−1+1 + · · ·+ emk .
We say that
L = 〈w0, . . . , wl〉⊥ ⊆ Zt+s+1
is a p/q-changemaker lattice. Let m be minimal such that σm > 1. We define the
stable coefficients of L to be the tuple (σm, . . . , σt). If no such m exists, then we take
the stable coefficients to be the empty tuple.
Remark 3.4. Since mk −mk−1 = ak − 1, the vectors w0, . . . , wl constructed in Defi-
nition 3.3 satisfy
wi.wj =

aj if i = j
−1 if |i− j| = 1
0 otherwise.
Now we are ready to state the changemaker theorem we will use.
Theorem 3.5 (cf. Theorem 1.2 of [5]). Suppose that for p/q = n − r/q > 0, the
manifold S3p/q(K) bounds a negative-definite, sharp 4-manifold X with intersection
form QX . Then for N = b2(X) + l+ 1, we have an embedding of −QX into ZN as a
p/q-changemaker lattice,
−QX ∼= 〈w0, . . . , wl〉⊥ ⊆ ZN
such that w0 satisfies
(3.1) 8V|i| = min
c·w0≡2i−n mod 2n
c∈Char(ZN )
‖c‖2 −N,
for all |i| ≤ n/2.
The equation (3.1) is not explicitly stated by Gibbons. However, Greene shows
that it holds in the case of integer surgeries [6, Lemma 2.5] and we will deduce it in
the general case using the results of Section 2. We also point out that Theorem 3.5
does not contain the hypotheses on the d-invariants of S3p/q(K) which were present
in Gibbons’ original statement. These are omitted since it can be shown that they
are automatically satisfied (cf. [10, Section 2]).
Proof of (3.1). Let W ′ be the positive-definite 4-manifold bounding S3p/q(K) ob-
tained by attaching 2-handles h0, . . . , hl to S
3 according to the Kirby diagram in
Figure 1. This can be decomposed as W ∪ Z, where W has boundary S3p/q(K) and
is obtained from D4 by attaching a single n-framed 2-handle along K in ∂D4 = S3
and Z a cobordism from S3n(K) to S
3
p/q(K) obtained by 2-handle attachment. The
homology group H2(W ) is generated by the class given by gluing the core of the
2-handle to a Seifert surface Σ. We will call this generator [Σ]. Let X ′ be the closed
smooth positive-definite 4-manifold X ′ = W ′ ∪ (−X) = W ∪ Z ∪ (−X). This has
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second Betti number b2(X
′) = b2(X) + l + 1 and Donaldson’s Theorem shows that
the intersection form on H2(X
′) is diagonalisable, i.e H2(X ′) ∼= Zb2(X′) [3]. Let
σ ∈ H2(W ∪Z ∪ (−X)) be the class given by the inclusion of [Σ] into H2(X ′). Since
Lemma 2.10 shows that (−Z) ∪ X is a sharp 4-manifold bounding S3n(K), Greene
shows that σ satisfies [6, Lemma 2.5]
8V|i| = min
c·σ≡2i−n mod 2n
c∈Char(Zb2(X′))
‖c‖2 − b2(X ′),
for all |i| ≤ n/2. Since the vector w0 occurring in Theorem 3.5 is precisely the image
of [Σ] with respect to some choice of orthonormal basis for H2(X
′), the above equation
gives (3.1), as desired. 
Now we prove that under certain hypotheses the changemaker structure on a lattice
is unique.
Remark 3.6. Since there are examples of lattices admitting embeddings into ZN as
changemaker lattices in more than one way, we cannot prove unconditionally that the
changemaker structure of a lattice is unique. For example, we have an isomorphism
of lattices
〈4e0 + e1 + e2 + e3 + e4 + e5〉⊥ ∼= 〈2e0 + 2e1 + 2e2 + 2e3 + 2e4 + e5〉⊥ ⊆ Z6.
This isomorphism can be seen by observing that both lattices admit a basis for which
the bilinear form is given by the matrix
5 −1
−1 2 −1
−1 2 −1
−1 2 −1
−1 2
 .
This example is a consequence of the fact that S321(T5,4) = S
3
21(T11,2) = L(21, 4).
Lemma 3.7. Let L = 〈w0, . . . , wl〉⊥ ⊆ ZN be a p/q-changmaker lattice with stable
coefficients (ρ1, . . . , ρt). If p/q ≥
∑t
i=1 ρ
2
i + 2ρt, then for any embedding φ : L→ ZN
such that
φ(L) = 〈w′0, . . . , w′l〉⊥ ⊆ ZN
is a p/q-changemaker lattice, there is an automorphism of ZN which maps w0 to w′0.
Proof. If we write p/q = n− r/q, where 0 ≤ r < q, by definition there is a choice of
orthonormal basis for ZN such that w0 takes the form
w0 =
{
ρtem+t + · · ·+ ρ1em+1 + em + · · ·+ e1 if q = 1 and
ρtem+t + · · ·+ ρ1em+1 + em + · · ·+ e1 + e0 if q > 1,
where m ≥ 2ρt ≥ 4 and ‖w0‖2 = n. It follows that L contains vectors v2, . . . , vm+t
defined by
vk =
{
−ek + ek−1 for 2 ≤ k ≤ m,
−ek + em + · · ·+ em−ρk−m+1 for m+ 1 ≤ k ≤ m+ t.
These satisfy ‖vm+k‖2 = 1 + ρk, for 1 ≤ k ≤ t, and vm+k · vm+l = min{ρl, ρk} = ρk
for 1 ≤ k < l ≤ t.
SURGERIES, SHARP 4-MANIFOLDS AND THE ALEXANDER POLYNOMIAL 15
We will consider the image of these vectors under φ. For k in the range 2 ≤ k ≤
k + l, let uk denote the vector uk = φ(vk). For j and k satisfying 2 ≤ k < j ≤ m, we
have ‖vk‖2 = ‖vj‖2 = 2 and
vk · vj =
{
−1 if j = k + 1
0 otherwise.
It is clear that we may choose orthogonal unit vectors f1, f2, f3 such that u2 =
−f2 + f1 and u3 = −f3 + f2. Since there are no vectors of norm one in L which pair
non-trivially with v2, we can deduce that f1 /∈ φ(L). This shows that there must be
k such that w′k · f1 6= 0.
There are two possibilities for u4. We can either have u4 = −f2 − f1 or there
is a unit vector f4 /∈ {f1, f2, f3} such that u4 = −f4 + f3. However, if we have
u4 = −f2 − f1, then there is no vector x ∈ ZN with x · f1 6= 0 and x · u4 = x · u2 = 0,
contradicting the existence of w′k with w
′
k · f1 6= 0. Thus u4 must take the form
u4 = −f4 + f3. Continuing in this way, it follows that there is a choice of distinct
orthogonal unit vectors f1, . . . , fm in ZN , such that uk = −fk + fk−1 for each k in
the range 2 ≤ k ≤ m.
Now we determine the form that um+1 must take. Let λ1 denote the quantity
λ1 = um+1 · f1. For 2 ≤ k ≤ m we have vk · vm+1 = 0 for k 6= m − ρ1 + 1 and
vk · vm−ρ1+1 = −1. This shows that we have
um+1 · fk =
{
λ1 for 2 ≤ k ≤ m− ρ1
λ1 + 1 for k > m− ρ1.
Thus by computing the norm of um+1, we obtain
‖um+1‖2 = ‖vm+1‖2 = ρ1 + 1 ≥ λ21(m− ρ1) + (λ1 + 1)2ρ1.
Since we are assuming that m ≥ 2ρt ≥ 2ρ1, we have either m−ρ1 > ρ1, which implies
that λ1 = 0, or we have m − ρ1 = ρ1. If m − ρ1 = ρ1 holds, then we have either
λ1 = 0 or -1.
Thus we see that um+1 may be assumed to be in the form
um+1 =
{
−fm+1 + fm + · · ·+ fm−ρ1+1 if λ1 = 0
fm+1 − fρ1 − · · · − f1 if λ1 = −1.
for some choice of unit vector fm+1 /∈ {±f1, . . . ,±fm}.
Now we perform similar analysis for um+j when 1 < j ≤ t. Let λj denote the
quantity λj = um+j · f1. For 2 ≤ k ≤ m we have vk · vm+j = 0 for k 6= m − ρj + 1
and vk · vm−ρj+1 = −1. This show that
λj · fk =
{
λj for 2 ≤ k ≤ m− ρj
λj + 1 for k > m− ρj .
By computing the norm of um+j , we obtain
‖um+j‖2 = ‖vm+j‖2 = ρj + 1 ≥ λ2j (m− ρj) + (λj + 1)2ρj .
Since we are assuming that m ≥ 2ρt ≥ 2ρj , we have either have m − ρj > ρj which
implies that λj = 0 or we have m − ρj = ρj which implies that λj = 0 or -1. Since
‖um+j‖2 = ρj + 1, we see that um+j takes the form
(3.2) um+j =
{
−fj+m + fm + · · ·+ fm−ρj+1 if λj = 0
fj+m − fρj − · · · − f1 if λj = −1.
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for some choice of unit vector fj+m /∈ {±f1, . . . ,±fm}. Using the fact that um+1 ·
um+j = vm+1 · vm+j = ρ1 for j > 1, we see that we must have λj = λ1. Furthermore,
since um+k · um+j = vm+k · vm+j = ρj for all 1 ≤ j < k ≤ t we see that the unit
vectors fm+1, . . . , fm+t must all be distinct.
As we are assuming that φ is an embedding of L into ZN as p/q-changemaker
lattice
φ(L) = 〈w′0, . . . , w′l〉⊥,
we have |w′i · f | ≤ 1 for any i ≥ 1 and any unit vector f ∈ ZN . We also have
‖w′0‖2 = n.
Let x be a vector in the orthogonal complement of φ(L). Since x must satisfy
uk · x = 0 for 2 ≤ k ≤ m+ t, and these uk take the form given in (3.2) we have
x · fk =
{
x · f1 for 1 ≤ k ≤ m and
ρk−m(x · f1) for m+ 1 ≤ k ≤ m+ t.
In particular, if x · f1 6= 0, then |x · fm+t| > 1. Thus we must have w′i · f1 = 0, for
all i ≥ 1. However as we deduced earlier in the proof, f1 /∈ φ(L), so we must have
w′0 · f1 6= 0. Thus if we compute the norm of w′0, we arrive at the inequality
‖w′0‖2 = n ≥ (w′0 · f1)2(
t∑
i=1
ρ2i +m) ≥ (w′0 · f1)2(n− 1).
This shows that w′0 · f1 = 1, and it follows that w′0 must take the form,
w′0 =
{
ρtfm+t + · · ·+ ρ1fm+1 + fm + · · ·+ f1 if q = 1,
ρtfm+t + · · ·+ ρ1fm+1 + fm + · · ·+ f1 + f0 if q > 1.
This allows us to complete the proof, since any automorphism which maps ei to fi
for 0 ≤ i ≤ m+ t maps w0 to w′0. 
3.2. L-space knots. We specialise (3.1) to the case of L-space surgeries. A knot
K is said to be an L-space knot if S3p/q(K) is an L-space for some p/q ∈ Q. The
knot Floer homology of an L-space knot is known to be determined by its Alexander
polynomial, which can be written in the form
∆K(t) = a0
g∑
i=1
ai(t
i + t−i),
where g = g(K) and the non-zero values of ai alternate in sign and assume values in
{±1} with ag = 1 [18],[19]. Given an Alexander polynomial in this form, we define
its torsion coefficients by the formula
ti(K) =
∑
j≥1
ja|i|+j .
Remark 3.8. The torsion coefficients uniquely determine the Alexander polynomial
since we have
aj+1 = tj(K)− 2tj+1(K) + tj+2(K),
for all j ≥ 0, and a0 ∈ {±1} is then determined by the alternating sign property.
When K is an L-space knot, the Vi appearing in (3.1) satisfy Vi = ti(K) for i ≥ 0
[22]. Thus if S3p/q(K) is an L-space bounding a negative-definite sharp 4-manifold X
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with intersection form QX , then Theorem 3.5 shows that −QX embeds into ZN for
p/q-changemaker lattice L, where
L = 〈w0, . . . , wl〉⊥ ⊆ ZN
and w0 satisfies
(3.3) 8ti(K) = min
c·w0≡2i−n mod 2n
c∈Char(ZN )
‖c‖2 −N,
for all |i| ≤ n/2. If we write w0 = σ1f1 + · · ·+ σtft, then Greene uses (3.3) to show
that the genus g(K) can be calculated by the formula [6, Proposition 3.1]
(3.4) g(K) =
1
2
t∑
i=1
σi(σi − 1).
This will allow us to prove Theorem 1.1.
Proof of Theorem 1.1. If Y = S3p/q(K) is an L-space bounding a sharp 4-manifold X
with intersection form QX , then the positive-definite lattice −QX embeds into ZN
as a p/q-changemaker lattice,
L = 〈w0, . . . , wl〉⊥ ⊆ ZN ,
where N = b2(X) + l + 1 and the torsion coefficients of ∆K(t) satisfy the formula
(3.5) ti(K) = min
c·w0≡n+2i mod 2n
c∈Char(ZN )
‖c‖2 −N,
for |i| ≤ n/2. If we write w0 in the form w0 = ρtet+m + · · ·+ ρ1em+1 + em + · · ·+ e1,
then (3.4) becomes
2g(K) =
t∑
i=1
ρi(ρi − 1).
Since ρi ≥ 2 for all i, we have ρ2i ≤ 2ρi(ρi − 1). Thus we have
t∑
i=1
ρ2i + 2ρt ≤ 2
t∑
i=1
ρi(ρi − 1)− ρ2t + 4ρt
= 4g(K)− (ρt − 2)2 + 4 ≤ 4g(K) + 4.
(3.6)
IfK ′ ⊂ S3 is another knot such that Y = S3p/q(K ′), then this gives another embedding
of −QX ∼= L into Zb2(X)+l+1 as a p/q-changemaker lattice
L′ = 〈w′0, . . . , w′l〉⊥,
where the torsion coefficients of ∆K′(t) satisfy the formula
(3.7) ti(K
′) = min
c·w′0≡n+2i mod 2n
c∈Char(ZN )
‖c‖2 −N.
Combining the inequality (3.6) with the assumption p/q ≥ 4g(K) + 4 allows us to
apply Lemma 3.7. This shows that there is an automorphism of ZN mapping w0 to
w′0. Since this automorphism will not alter the minimal values attained in (3.5) and
(3.7) for each i, this shows that the torsion coefficients satisfy ti(K) = ti(K
′) for all
|i| ≤ n/2. Since g(K) < n/2, this implies that ti(K ′) = ti(K) = 0 for all |i| ≥ g(K).
Thus we can conclude that ti(K
′) = ti(K) for all i. As shown in Remark 3.8, the
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torsion coefficients of K and K ′ determine their Alexander polynomials, so we have
∆K′(t) = ∆K(t) and g(K) = g(K
′), as required. 
Remark 3.9. In the proof of Theorem 1.1, the quantity 4g(K) + 4 arises as an upper
bound to B =
∑t
i=1 ρ
2
i +2ρt, where (ρ1, . . . , ρt) are the stable coefficients appearing in
the intersection form of the sharp 4-manifold X bounding S3p/q(K). In a forthcoming
paper, we will show that the tuple (ρ1, . . . , ρt) depends only on K. Given this fact, we
can replace 4g(K) + 4 in Theorem 1.1 by the quantity B. Although, the relationship
between B and the knot K is not straight forward, one can show that in many cases
B will be much smaller than 4g(K) + 4. For example, if K is the torus knot Tr,s, one
can show that B satisfies
B ≤ rs+ 2 min{r, s} − 2.
However, when K = T2,2k+1, one can show that the equality B = 4k+ 4 = 4g(K) + 4
holds. So there are some cases in which using B instead of 4g(K) + 4 in Theorem 1.1
does not offer any improvement.
4. Characterizing slopes
In this section, we prove Theorem 1.4. Our proof follows the one given by Ni and
Zhang. We obtain our improvement through the following lemma.
Lemma 4.1. For the torus knot Tr,s with r > s > 1, any knot K ⊂ S3 satisfying
S3p/q(K) = S
3
p/q(Tr,s),
for some p/q ≥ 4g(Tr,s) + 4, has genus g(K) = g(Tr,s) and Alexander polynomial
∆K(t) = ∆Tr,s(t).
Proof. Since r > s > 1 and p/q ≥ 4g(Tr,s)+4 > 2g(Tr,s)−1, it follows that S3p/q(Tr,s)
is an L-space. Since S3rs−1(Tr,s) is a lens space [11], Ozsva´th and Szabo´ show that it
bounds a sharp 4-manifold [17] [20]. Therefore, since p/q > rs−1, Theorem 1.2 shows
that S3p/q(Tr,s) also bounds a sharp 4-manifold. This allows us to apply Theorem 1.1,
which gives the desired conclusion. 
Remark 4.2. It is actually possible to exhibit a sharp manifold bounding S3p/q(Tr,s)
explicitly. Since the manifold S3p/q(Tr,s) is a Seifert-fibred space with base orbifold
S2 with at most 3 exceptional fibres [11], it bounds a plumbed 4-manifold. For
p/q ≥ rs− 1, one can find such a plumbing which is negative-definite and sharp.
Using results of Agol, Lackenby, Cao and Meyerhoof [1],[9],[2], Ni and Zhang obtain
a restriction on exceptional slopes of a hyperbolic knot.
Proposition 4.3 (Lemma 2.2 [13]). Let K ⊆ S3 be a hyperbolic knot. If
|p| ≥ 10.75(2g(K)− 1),
then S3p/q(K) is hyperbolic.
Combining this with work of Gabai, they show that it is not possible for surgery of
sufficiently large slope on a satellite knot and a torus knot to yield the same manifold.
Lemma 4.4. If K is a knot such that S3p/q(K) = S
3
p/q(Tr,s) for r > s > 1 and
p/q ≥ 10.75(2g(Tr,s)− 1), then K is not a satellite.
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Proof. If K is a satellite knot, then let R ⊂ S3 \K be an incompressible torus. This
bounds a solid torus V ⊆ S3 which contains K. Let K ′ be the core of the solid
torus V . By choosing R to be “innermost”, we may assume that K ′ is not a satellite.
This means that K ′ is either a torus knot or it is hyperbolic [23]. Since S3p/q(Tr,s)
contains no incompressible tori and is irreducible, it follows from the work of Gabai
that Vp/q(K) is again a solid torus and K is either a 1-bridge knot or a torus knot
in V [4]. In either case, this is a braid in V and we have S3p/q(K) = S
3
p/q′(K
′) where
q′ = qw2 and w > 1 is the winding number of K in V .
Since p ≥ 10.75(2g(K)− 1), Proposition 4.3 shows that K ′ cannot be hyperbolic.
Thus we may assume that K ′ is a torus knot, say K ′ = Tm,n. Since S3p/q(Tr,s) is
an L-space and p/q′ > 0 we have m,n > 1. The manifold S3p/q(Tr,s) = S
3
p/q′(Tm,n)
is Seifert fibred over S2 with exceptional fibres of order {r, s, p − qrs} = {m,n, |p −
q′mn|}. Hence we can assume m = r. By Lemma 4.1, we have ∆Tr,s(t) = ∆K(t).
However, since K is a satellite, its Alexander polynomial takes the form ∆K(t) =
∆C(t)∆K′(t
w), where C is the companion knot of K. In particular, we have g(K ′) <
g(Tr,s) and, consequently, n < s. Comparing the orders of the exceptional fibres
again, this implies that n = p− qrs. However, we have
p− rsq ≥ 9.75q(rs− r − s)− q(r + s)
≥ 9.75(max{r, s} − 2)− (2 max{r, s} − 1)
= 7.75 max{r, s} − 18.5
≥ max{r, s},
where the last inequality holds because we have max{r, s} ≥ 3. This is a contradiction
and shows that K ′ cannot be a torus knot. Thus we see that K cannot be a satellite
knot. 
Proof of Theorem 1.4. Suppose thatK is a knot in S3 with Y = S3p/q(K) = S
3
p/q(Tr,s)
for p/q ≥ 10.75(rs − r − s). Lemma 4.1 shows that g(K) = g(Tr,s) and ∆K(t) =
∆Tr,s(t). Since Y is not hyperbolic, Proposition 4.3 shows that K is not a hyperbolic
knot. Lemma 4.4 shows that K is not a satellite knot. Therefore, it follows that K
is a torus knot. Since two distinct torus knots have the same Alexander polynomial
only if they are mirrors of one another, K is either Tr,s or T−r,s. As K admits positive
L-space surgeries, it follows that K = Tr,s, as required. 
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