The geometry of impulsive pp-waves is explored via the analysis of the geodesic and geodesic deviation equation using the distributional form of the metric. The geodesic equation involves formally ill-de ned products of distributions due to the nonlinearity of the equations and the presence of the Dirac -distribution in the space time metric. Thus, strictly speaking, it cannot be treated within Schwartz's linear theory of distributions. To cope with this di culty we proceed by rst regularizing the -singularity, then solving the regularized equation within classical smooth functions and, nally, obtaining a distributional limit as solution to the original problem. Furthermore it is shown that this limit is independent of the regularization without requiring any additional condition, thereby con rming earlier results in a mathematical rigorous fashion. We also treat the Jacobi equation which, despite being linear in the deviation vector eld, involves even more delicate singular expressions, like the \square" of the Dirac -distribution. Again the same regularization procedure provides us with a perfectly well behaved smooth regularization and a regularization-independent distributional limit. Hence it is concluded that the geometry of impulsive pp-waves can be described consistently using distributions as long as careful regularization procedures are used to handle the ill-de ned products.
I. INTRODUCTION
Plane fronted gravitational waves with parallel rays (pp-waves) are spacetimes characterized by the existence of a covariantly constant null vector eld, which can be used to write the metric tensor in the form 1] (1) where u; v is a pair of null coordinates (u = t ? z, v = t + z) and x; y are transverse (Cartesian) coordinates. In this paper we shall deal especially with impulsive (in the diction of Penrose 2] ) pp-waves where the pro le function H is proportional to a -distribution, i.e., takes the form H(u; x; y) = f(x; y) (u), where we leave the (smooth) function f of the transverse coordinates arbitrary for the moment. This metric is at everywhere exept on the null hypersurface u = 0, where it has a -shaped \shock". Such spacetimes arise most prominently as ultrarelativistic limits of black hole geometries as rst derived by Aichelburg and Sexl for the Schwarzschild case 3{5]. On the other hand Penrose has given a more intrinsic description of such spacetimes by his \scissor and paste" approach 6], which essentially consists in glueing together two pieces of Minkowski spacetime along the null hypersurface u = 0 with a shift in the v-direction. A similar idea was used by Dray and t' Hooft 7] , who introduced a coordinate shift along geodesics in Minkowski space time to rederive the Aichelburg-Sexl geometry as well as Penrose's junction conditions from the eld equations. The philosophy of the present work is somehow complementary. We take the -shaped metric literally and try to explore the properties of this geometry via investigation of geodesics and the geodesic deviation, thereby following the approaches of Ferrari, Pendenza and Veneziano 8] and Balasin 9] . The main purpose of this work is to deal with the singular, i.e., distributional quantities in a mathematically rigorous fashion. A thorough analysis of the geodesic equation shows that it involves ill-de ned products of the -distribution with the step function. This di culty can be circumvented by a proper regularization procedure providing us with a perfectly well behaved smooth approximation, which has a distributional limit coinciding with the earlier results 8, 9] . However, we neither have to impose \multiplication rules" like = (1=2) , nor to use any additional requirements as the constancy of the norm of the geodesic's tangent vector across the shock. In fact, this property comes out as a result in our approach. The details of this calculation are given in section II. Further investigations show that the Jacobi equation involves ill-de ned terms of an even worse type, such as the \square" of the Dirac -distribution and the square of the step function times the -distribution. However, our regularization strategy again provides us with a smooth approximation and a well behaved distributional limit, even in this case, where it seems to be hopeless to use \ad-hoc extensions" of Schwartz's linear distribution theory such as special \multiplication rules". We give the details of the rather lengthy calculation in section III. Our distributional \solution" of the Jacobi equation ts perfectly well in the (heuristically) expected picture, showing the consistency of our approach. Finally, we make some comments and give an outlook to future work in section IV.
II. GEODESIC EQUATION
We start with an impulsive pp-wave metric of the form 
where we have denoted the partial derivatives of f by @ i f and the derivative of thedistribution by _ . Hence we get the equations u 00 = 0
where 0 denotes the derivative with respect to an a ne parameter and summation over i is understood. We use the rst equation to introduce u as a new a ne parameter (there excluding trivial geodesics parallel to the shock hypersurface) to get
where _ again denotes the derivative with respect to u and we have inserted all the dependences explicitly. Equations (5) To analyze the situation in some more detail we integrate the last two equations using the (distributional) identity f(x i (u)) (u) = f(x i (0)) (u) to get
where we have denoted the \kink"-function u (u) by u + . Note, however, that distributions can only be multiplied by C 1 -functions, whereas it's not clear a priori that the solution x i (u) will be smooth; in fact as suggested by equation (6) and as shown later in our calculations the solution will not even be di erentiable at u = 0. If we still try to go on by brute force it comes even worse: inserting (6) into the rst equation (5) we see that the term _ x i (u) (u) gives rise to the ill-de ned product : (For some further comments on this product see 10], p 21.)
To overcome the unde nedness described in detail above, we apply a careful regularization procedure. More precisely we regularize the -distribution by a (standard) molli er or model -net, i.e., a net , de ned as follows. Let be a smooth function with support contained in the interval ?1; 1] and R = 1; now put (x) = (1= ) (x= ), ( > 0). Hence system (5) takes the regularized form
Next we choose initial conditions in u = ?1 (i.e. \long before the shock"), more precisely
for all . Note that choosing initial conditions in u = 0 would mean to \start at the shock" and one cannot expect to (and indeed does) end up with a regularization independent result in this case. Due to the regularization procedure we now have to deal with the fully nonlinear character of the last equation of (7). However, as shown in appendix A the special form of the right hand side of the equation guarantees global existence of the solutions for small . These are given implicitly by
where \ " denotes convolution.
We are going to calculate the (distributional) limits of the solutions (9) as tends to zero. Since distributions supported in an acute cone form a convolution algebra (where, in particular, convolution is a separately countinuous operation) it su ces to calculate the limits of the right hand sides of (7); the distributional limits of the solutions (9) are then computed simply by integration.
We begin with the latter two equations of system (7) and choose a test function '. We have to calculate the limit of
Since (for small ) x (u) is bounded uniformly on compact sets (see Appendix A) we can use Lebesgue's dominated convergence. Hence the only term we have to compute is
For ! 0 the last integral gives zero, since in the limit the range of integration only covers a set of zero measure. Hence we get (as expected)
within distributions. Next we turn to the \critical" rst equation in (7) and again calculate the limit of the right hand side, i.e., of the expression
The limit of the rst term is easily seen to be f(x i 0 + _ x i 0 ) _ (u), and we are only left with the second term which contains the \critical products". Inserting (9) and (7) respectively, we have
The (15) and again denoting by ' a test function we get
Collecting things together we have
within distributions.
At the end of this section let us give a summary on what we have done so far. We have regularized the distributionally ill-de ned geodesic equations (5) by replacing the -distribution by a (generic) class of molli ers to obtain (7). These equations, although nonlinear, provide us with global solutions v and x i for small (as shown in appendix A), implicitly given by (9) . Using the latter formula we have shown that the smooth solutions have a regularization independent distributional limit given by
where we have used the abbreviation f(0) = f(x i 0 + _ x i 0 ).
Hence 9] . However from the point of view of our approach the (deeper) reason why here the \rule" = (1=2) used by 8] (which in fact coincides with the \determination of the point value" (0) = 1=2 used by 9]) leads to a physically reasonable result is the following: The geodesic equations involve only one singular object and hence the 's as well as the 's appearing above share the same root: namely the -shaped wave pro le. Hence, when regularizing the equations (which in fact corresponds to the physical idea of viewing the impulsive wave as an idealized sandwich wave) both factors of the ill-de ned product naturally involve the same regularization which immediately leads to the (regularization-independent) result R ! (1=2) .
We thus conclude that the geodesic equation can be treated consistently by regularization, leading to a regularization-independent distributional result. This, of course, is only possible due to the relatively mild character of the singular terms which allows for a distributional limit of the solutions to the regularized problem at all. However, we shall see in a moment that even in the considerably more complicated case of the Jacobi equation our strategy can be applied successfully.
III. JACOBI EQUATION
In this section we solve the Jacobi equation for an impulsive pp-wave. To keep formulas more transparent we restrict ourselves to the axisymmetric case. More precisely we restrict the function f of the transverse coordinates x i = (x; y) in the metric tensor (2) 
where we have suppressed the dependence on the parameter u and the variable x. Equations (21) form a system of four coupled ODE's linear in the components of the vector eld N a but nonlinear in the derivatives of the metric. From the fact that B involves the step function we see immediately that (in the second equation) we again have to deal with distributionally ill-de ned expressions, but now of even worse type than before. Indeed the term _ B is proportional to the \square" of the Dirac -distribution, and the term B 2 involves an expression \ 2 ". Note, however, that the critical terms arise from the second covariant derivative, where some of the Christo el symbols get multiplied, and not from the Riemann tensor which components are just proportional to the -distribution. To overcome these problems we apply the same regularization procedure as in the case of the geodesic equation. In particular, we use the regularized geodesic tangent vector 
For the remaining, more complicated equations of system (23) we apply the same strategy as in the preceeding section. Since the equations are linear in the components of the deviation vector eld we obtain globally de ned (smooth) solutions which, due to the initial conditions (24), are implicitly given by
Again it su ces to compute the distributional limits of the right hand sides of equation (23), since by continuity of the convolution we immediately get the limits of N v and N x .
We start with the third equation of the system (23). The main problem we have to face here is due to the fact that the unknown function N x (which, in the limit, we cannot even expect to be continuous at u = 0) appears on the right hand side. Inserting the initial conditions (24) and the solutions (25) we get
The distributional limits of the rst two terms in equation (27) 
The last term in equation (29) goes to zero, since '; f 0 ; f 00 are smooth functions and x is bounded uniformly on compact sets (see appendix A). For the same reasons the second summand in equation (29) 
Now we face the most complicated equation of system (23) which contains the distributionally ill-de ned expressions, namely
where we have inserted all the dependences explicitly. Note that in addition to the obvious troublesome fth term which involves the \square" of the -distribution ( x / !), also the fourth term contains divergent and regularization-dependent contributions, since the derivatives of f(x) and N x produce -and step functions respectively. We are going to calculate the distributional limits of the right hand side of equation (36) term by term, which can easily be done for the rst three ones using yet well known techniques. First, second and third term: 
We now come to the expressions involving the divergent and regularization-dependent factors. We outline the calculations in some detail. The term labeled C1 diverges due to the factor ?1 . However, as we shall see later, this expression combined with another one arising from the fth term of equation (36) 
As in the case of the previous term C1, this problem will be resolved later on, so that we are now left with the task of computing the limit of C3. Again using similar techniques we obtain 
