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Abstract. Let P be a random 0/1-polytope in Rd with n(d) vertices,
and denote by ϕk(P ) the k-face density of P , i.e., the quotient of the
number of k-dimensional faces of P and
(
n(d)
k+1
)
. For each k ≥ 2, we
establish the existence of a sharp threshold for the k-face density and
determine the values of the threshold numbers τk such that, for all ε > 0,
E [ϕk(P )] =
{
1− o(1) if n(d) ≤ 2(τk−ε)d for all d
o(1) if n(d) ≥ 2(τk+ε)d for all d
holds for the expected value of ϕk(P ). The threshold for k = 1 has
recently been determined in [1].
In particular, these results indicate that the high face densities often
encountered in polyhedral combinatorics (e.g., for the cut-polytopes of
complete graphs) should be considered more as a phenomenon of the
general geometry of 0/1-polytopes than as a feature of the special com-
binatorics of the underlying problems.
1 Introduction and Results
Over the last decades, investigations of various special classes of 0/1-polytopes
(convex hulls of sets of 0/1-points) have not only lead to beautiful structural
results on combinatorial optimization problems, but also to powerful algorithms.
Consequently, there has been some effort to learn more about the general class
of 0/1-polytopes (see [2]).
In the 1980’s, e.g., several results on the graphs of 0/1-polytopes have been
obtained, most notably Naddef’s proof [3] showing that they satisfy the Hirsch-
conjecture. A quite spectacular achievement in 2000 was Ba´ra´ny and Po´r’s the-
orem [4] stating that random 0/1-polytopes (within a certain range of vertex
numbers) have super-exponentially (in the dimension) many facets. Their proof
⋆ This work was done while the author was a member of the Mathematical Sciences
Research Institute at Berkeley, CA, during Oct/Nov 2003.
is based on the methods developed in the early 1990’s by Dyer, Fu¨redi, and McDi-
armid [5], in order to show that the expected volume of a random d-dimensional
0/1-polytope with n vertices drops from (almost) zero to (almost) one very
quickly with n passing the threshold 2(1−(log e)/2)d.
While Ba´ra´ny and Po´r’s result sheds some light on the highest-dimensional
faces of random 0/1-polytopes, we investigate their lower dimensional faces in
this paper. For a polytope P with n vertices and some k ∈ [dimP ] (with [a] :=
{1, 2, . . . , ⌊a⌋}), we call
ϕk(P ) :=
fk(P )(
n
k+1
)
the k-face density of P , where fk(P ) is the number of k-dimensional faces of P .
Clearly, we have 0 < ϕk(P ) ≤ 1, and ϕk(P ) = 1 holds if and only if P is
(k + 1)-neighbourly in the usual polytope theoretical sense (see, e.g., [6]).
The 1-face density ϕ1(P ) is the density of the graph of P . In this case, a
threshold result for random 0/1-polytopes has recently been obtained in [1].
However, for specific classes of 0/1-polytopes, high k-face densities have been
observed also for larger values of k. For example, the cut-polytopes of complete
graphs have 2-face density equal to one (and thus, also 1-face density equal to
one), i.e., every triple of vertices makes a triangle-face (see [7,8]). Note that the
cut-polytopes of complete graphs have 2Θ(
√
d) vertices.
Here, we obtain that there is a sharp threshold for the k-face density of
random 0/1-polytopes for all (fixed) k. The threshold values nicely extend the
results for k = 1, while the proof becomes more involved and needs a heavier
machinery (the one developed in the above mentioned paper by Dyer, Fu¨redi,
and McDiarmid). As a pay-back, the proof, however, reveals several interesting
insights into the geometry of (random) 0/1-polytopes.
1.1 Results
Let us fix some k ∈ {1, 2, . . .}, set r := k + 1, and let n : N→ N be a function
(with n(d) ∈ [2d]).
Define
Vd := {0, 1}d and Qd := [0, 1]d = conv Vd ,
and consider the following two models of random 0/1-polytopes.
For the first one, choose W uniformly at random from the n(d)-element
subsets of Vd, and define P1 := conv W . This is the model referred to in the
abstract.
For the second one, choose S1, . . . , Sr, X1, . . . , Xn(d)−r ∈ Vd independently
uniformly at random, and define
S := {S1, . . . , Sr} , X := {X1, . . . , Xn(d)−r} , P2 := conv (X ∪ S) .
The main part of the paper will be concerned with the proof of a threshold
result (Theorem 1) within the second model. If, for some ε > 0, n(d) ≤ 2( 12−ε)d
holds for all d, then S1, . . . , Sr, X1, . . . , Xn(d)−r are pairwise different with high
probability:
P
[|S ∪X | = n(d)] = 1− o(1) (1)
This will allow us to deduce from Theorem 1 the threshold result within the first
model promised in the abstract.
Throughout the paper, log(·) and ln(·) will denote the binary and the natural
logarithm, respectively. For 0 < ξ < 1, define
h(ξ) := ξ log
1
ξ
+ (1− ξ) log 1
1− ξ
(i.e., h(·) is the binary entropy function). Let us define
Hr :=
1
2r − 2
∑
i∈[r−1]
(
r
i
)
h
( i
r
)
and
τ˜r = 1− (1 − 21−r)Hr .
Note that we have H2 = 1 and 0 < Hr < 1 for r ≥ 3.
Theorem 1. Let r ∈ {3, 4, . . .} and ε > 0.
1. If n(d) ≤ 2(τ˜r−ε)d holds for all d, then we have
P [conv S is a face of P2] = 1− o(1) .
2. If n(d) ≥ 2(τ˜r+ε)d holds for all d, then we have
P [P2 ∩ aff S is a face of P2] = o(1) .
From the evolution result on the density of the graphs of random 0/1-
polytopes obtained in [1] one readily derives that the statement of Theorem 1 is
also true for r = 2 (note τ˜2 =
1
2 ).
Using Theorem 1 (for r ∈ {2, 3, . . .}), we can now prove the main result of
the paper, where for k ∈ {1, 2, . . .} we denote
τk := τ˜k+1 = 1− (1− 2−k)Hk+1 .
Theorem 2. Let k ∈ {1, 2, . . .}, ε > 0, and n : N → N be any function. For
each d ∈ N, choose an n(d)-element subset W of {0, 1}d uniformly at random,
and set P := conv W . Then
E [ϕk(P )] =
{
1− o(1) if n(d) ≤ 2(τk−ε)d for all d
o(1) if n(d) ≥ 2(τk+ε)d for all d
holds for the expected k-face density of P .
Fig. 1. The values τk for k ≥ 1 and 1−Hr (see Proposition 1) for r ≥ 2.
Proof. Let us first consider the case n(d) ≤ 2(τk−ε)d. We adopt the notation
introduced in order to describe the first random model; in particular, P1 = P =
conv W . Since r = k + 1 is constant, S (from the second random model) will
consist of k+1 affinely independent points with (very) high probability for large d
(see [9]). Thus, the first part of Theorem 1 here implies
P [conv S is a k-dimensional face of P2] = 1− o(1) .
Due to (1) (note τk ≤ 12 ), this yields
P [conv T is a k-dimensional face of P1] = 1− o(1)
for T chosen uniformly at random from the (k+1)-subsets of (the random n(d)-
set) W . But this probability obviously is a lower bound for E [ϕk(P1)], which
proves the first part of the theorem.
Now, we consider the case n(d) ≥ 2(τk+ε)d. Similarly to the first case, the
second part of Theorem 1 here implies
P
[
P2 ∩ aff S is a face of P2
∣∣ |S| = k + 1] = o(1) . (2)
Furthermore, it is easy to see that
P
[
P2 ∩ aff S is a face of P2
∣∣ |S ∪X | = n(d)]
≤ P [P2 ∩ aff S is a face of P2 ∣∣ |S| = k + 1] (3)
holds. From (2) and (3) one readily deduces
P [P1 ∩ aff T is a face of P1] = o(1)
for T again chosen uniformly at random from the (k + 1)-subsets of W . Since
the number of k-faces of a polytope is at most the number of (k + 1)-subsets of
its vertex set for which the intersections of their affine hulls and the polytope
are faces of the polytope, the latter probability is an upper bound for E [ϕk(P1)].
This proves the second part of the theorem.
1.2 Overview of the proof of Theorem 1
The structure of the proof is as follows: First, we will (in Section 2) reduce the
proof of Theorem 1 to a statement (Proposition 1) about the event that S is not
contained in a proper face of the cube, i.e., S is spanning. (A proper face of a
polytope is any face that is not the entire polytope, which is considered a face
of itself here.) This statement finally is proved in Section 5. There we need the
results of Section 3 (for treating the cases behind the threshold) and Section 4
(for the cases below the threshold).
We will use only basic facts from polytope theory (such as in the proof of
Theorem 2). Consult [6] in case of doubts – or for background information.
Throughout the paper, r ∈ {3, 4, . . .} will be a constant.
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2 Reduction to the spanning case
From now on, we stick to the second model of randomness. Thus, for some func-
tion n : N→ N, we choose the points S1, . . . , Sr, X1, . . . , Xn(d)−r ∈ Vd indepen-
dently uniformly at random, and let S := {S1, . . . , Sr}, X := {X1, . . . , Xn(d)−r},
and P := conv (X ∪ S). Denote by F (S) the smallest face of the cube Qd that
contains S. Clearly, P ∩F (S) is a face of P . Let d(S) be the dimension of F (S)
(i.e., d(S) is the number of coordinates where not all elements of S agree). If
F (S) = Qd (i.e., d(S) = d), then we call S spanning.
In Section 5, we will prove the following result (where ∂ denotes the boundary
operator).
Proposition 1. Let r ∈ {3, 4, . . .} and ε > 0.
1. If n(d) ≤ 2(1−Hr−ε)d holds for all d, then we have
P [conv S is a face of P |S is spanning] = 1− o(1) .
2. If n(d) ≥ 2(1−Hr+ε)d holds for all d, then we have
P [conv S ⊆ ∂ P |S is spanning] = o(1) .
Figure 1 illustrates the threshold values 1−Hr. The aim of the current section
is to show that Proposition 1 implies Theorem 1.
2.1 Preliminaries
Let A be the r × d matrix whose rows are S1, . . . , Sr. Clearly, d(S) equals the
number of columns of A which are neither 0 (the all-zero vector) nor 1 (the
all-one vector).
The random matrix A is distributed in the same way as an r × d matrix is
distributed whose columns are chosen independently uniformly at random from
{0, 1}r. For t ∈ {0, 1}r chosen uniformly at random, we have P [t 6∈ {0, 1}] =
1− 21−r.
The de Moivre-Laplace Theorem (see, e.g., [10, Chap. 7]) yields that, for
every δ > 0, there is a Bδ > 0 such that
P
[|d(S)− (1− 21−r)d| ≤ Bδ√d] ≥ 1− δ (4)
holds for all large enough d.
For each δ > 0, define
Jδ(d) :=
{
j ∈ [d] : |j − (1− 21−r)d| ≤ Bδ
√
d
}
.
Thus, by (4) we have
P [d(S) ∈ Jδ] ≥ 1− δ (5)
for all large enough d.
Let us denote
n(S) :=
∣∣{i ∈ [n] : Xi ∈ F (S)}∣∣ .
2.2 The case n(d) ≤ 2(τ˜r−ε)d
From elementary polytope theory one derives
conv S is a face of P ⇔ conv S is a face of P ∩ F (S) . (6)
Let δ > 0 be fixed and let jmin ∈ Jδ such that
P [conv S is a face of P | d(S) = jmin]
= min
{
P [conv S is a face of P | d(S) = j] : j ∈ Jδ(d)
}
.
Then we have ∣∣d− jmin
1− 21−r
∣∣ = o(jmin) .
We therefore obtain
E
[
n(S)
∣∣ d(S) = jmin] = 2jmin−d(n(d) − r)
≤ 2jmin−d+(τ˜r−ε)d+o(jmin)
≤ 2
1−21−r+τ˜r−1−ε
1−21−r
jmin+o(jmin) . (7)
The fraction in the exponent equals 1 − Hr − ε′ where ε′ := ε1−21−r > 0. By
Markov’s inequality, we obtain
P [n(S) ≤ 2(1−Hr−ε′/2)jmin | d(S) = jmin] = 1− o(1) . (8)
Proposition 1 implies
P [conv S is a face of P ∩ F (S) | d(S) = jmin, n(S) ≤ 2(1−Hr−ε
′/2)jmin ]
= 1− o(1) .
Together with (8), the definition of jmin, and (5), this implies
P [conv S is a face of P ∩ F (S)] = 1− o(1) ,
which, by (6), proves the first part of Theorem 1.
2.3 The case n(d) ≥ 2(τ˜r+ε)d
Again, elementary polytope theory tells us
P ∩ aff S is a face of P
⇒ P ∩ aff S = P ∩ F (S) or conv S ⊆ ∂(P ∩ F (S)) . (9)
We omit the calculations that are necessary to prove the following lemma.
Lemma 1. Let α, β, γ > 0 with α + β > 1 + βγ, n˜(d) := ⌊2αd⌋, j(d) = βd +
o(d), and let F be any j(d)-dimensional face of Qd. If X1, . . . , Xn˜(d) are chosen
independently uniformly at random from Vd, then we have
P
[∣∣{i ∈ [n˜(d)] : Xi ∈ F}∣∣ ≥ 2γj(d)] = 1− o(1) .
Now we can prove the second part of Theorem 1 (using Proposition 1). Let
δ > 0 be fixed and let jmax ∈ Jδ such that
P [conv S ⊆ ∂(P ∩ F (S)) | d(S) = jmax]
= max
{
P [conv S ⊆ ∂(P ∩ F (S)) | d(S) = j] : j ∈ Jδ(d)
}
.
With α := τ˜r + ε, β := 1 − 21−r, and γ := 1 − Hr + ε, one easily verifies
α+ β > 1+ βγ. Since jmax = (1− 21−r)d+o(d) we thus obtain from Lemma 1
P [n(S) ≥ 2(1−Hr+ε)jmax | d(S) = jmax] = 1− o(1) . (10)
The second part of Proposition 1 implies
P [conv S ⊆ ∂(P ∩ F (S)) | d(S) = jmax, n(S) ≥ 2(1−Hr+ε)jmax ] = o(1) .
Furthermore, since dim(aff S) is constant, we obviously have
P [P ∩ aff S = P ∩ F (S) | d(S) = jmax, n(S) ≥ 2(1−Hr+ε)jmax ] = o(1) .
Together with (10), the definition of jmax, and (5), the latter two equations even
hold for the corresponding unconditioned probabilities. Thus, we have
P [conv S ⊆ ∂(P ∩ F (S)) or P ∩ aff S = P ∩ F (S)] = o(1) ,
which, due to (9), proves the second part of Theorem 1.
3 Membership probabilities
Here, we derive (from Dyer, Fu¨redi, and McDiarmid’s paper [5]) suitable lower
bounds on n(d) that, for specified points of Qd, guarantee their membership in
our random 0/1-polytopes with high probability.
For any z ∈ Qd, let us define
p(z) :=
1
2d
min
{|U ∩ Vd | : U ⊂ Rd (closed affine) halfspace, z ∈ U} .
For each α > 0, denote
Qαd := {z ∈ Qd : p(z) ≥ 2−αd} .
For z = (ζ1, . . . , ζd) ∈ int Qd (the interior of Qd), define
H(z) :=
1
d
∑
j∈[d]
h(ζj) .
From Lemmas 2.1 and 4.1 of [5] one can deduce the following fact. Let us men-
tion that in particular the proof of Lemma 4.1 (needed for part (2) of Lemma 2)
is quite hard. It is the core of Dyer, Fu¨redi, and McDiarmid’s beautiful paper.
Lemma 2. Let α, ε > 0.
1. If n˜(d) ≥ 2(α+ε)d holds for all d, and X1, . . . , Xn˜(d) ∈ Vd are chosen inde-
pendently uniformly at random, then we have
P [Qαd ⊆ conv {X1, . . . , Xn˜(d)}] = 1− o(1) .
2. For large enough d,
{z ∈ int Qd : H(z) ≥ 1− α+ ε} ⊆ Qαd
holds.
The following straight consequence (choose α := 1− β + ε/2) of Lemma 2 is
the key to the proof of the second part of Proposition 1.
Corollary 1. If β > 0, n˜(d) ≥ 2(1−β+ε)d for all d, and X1, . . . , Xn˜(d) ∈ Vd are
chosen independently uniformly at random, then we have
P
[{z ∈ int Qd : H(z) ≥ β} ⊆ conv {X1, . . . , Xn˜(d)}] = 1− o(1) .
4 Shallow cuts of the cube
This section is the heart of the proof of (the first part of) Proposition 1.
For m ∈ {1, 2, . . .}, let A(m) be an r×M matrix with M := (2r − 2)m that
has as its columns m copies of each vector v ∈ {0, 1}r \ {0, 1}. This choice is
motivated by the following fact (which is, however, irrelevant in this section):
If S1, . . . , Sr are chosen independently uniformly at random from VM , then the
multiplicity m of each vector v ∈ {0, 1}r among the columns of A(m) equals
the expected number of appearances of v as a column of the matrix with rows
S1, . . . , Sr — conditioned on the event that S is spanning.
Let s1, . . . , sr ∈ {0, 1}M be the rows of A(m), and let, for 1 ≤ i ≤ r− 1, L(i)
be the set of indices of columns that have precisely i ones. We have |L(i)| = (ri)m.
Denote by σ(i) the number of ones that any of the rows has in columns indexed
by L(i) (these numbers are equal for all rows). Obviously, we have σ(i) = ir
(
r
i
)
m.
Let b := (β1, . . . , βM ) be the barycenter of the rows s1, . . . , sr. For each
j ∈ [M ] we thus have βj = i(j)r , if j ∈ L(i(j)). Consequently (with the definition
of H(·) from Section 3),
H(b) =
1
M
∑
i∈[r−1]
(
r
i
)
mh
( i
r
)
= Hr . (11)
From Section 3 (see Lemma 2) we know that no hyperplane in RM that
contains b can therefore cut off significantly less than 2HrM points from VM ,
and that there are indeed hyperplanes containing b that do also not cut off
significantly more than 2HrM cube vertices. However, for our purposes, it will
be necessary to know that there is a hyperplane containing not only b, but even
the entire set {s1, . . . , sr}, and nevertheless cutting off not significantly more
than 2HrM cube vertices.
The next result guarantees the existence of such a hyperplane, i.e., a certain
shallow cut of the cube. Its proof will also reveal the basic reason for the ap-
pearance of the entropy function h(·): It is due to the well-known fact that, for
any constant α > 0, ∑
p∈[αq]
(
q
p
)
= 2h(α)q+o(q) (12)
(see, e.g., [11, Chap. 9,Ex. 42]).
Proposition 2. There are coefficients α1, . . . , αr−1 ∈ R, such that the inequality
∑
i∈[r−1]
∑
j∈L(i)
αiξj ≤
∑
i∈[r−1]
αiσ(i) (13)
has at most 2HrM+o(M) 0/1-solutions (ξ1, . . . , ξM ) ∈ {0, 1}M . (By construction,
the 0/1-points s1, . . . , sr satisfy (13) with equality.)
Proof. Throughout the proof, we denote the components of any vectors a, l, z ∈
R
r−1 by αi, λi, and ζi, respectively.
For every a ∈ Rr−1 and l ∈ Nr−1, denote by ωa(l) the number of 0/1-solutions
to (13) with precisely λi ones in components indexed by L(i) and define
ω(l) :=
∏
i∈[r−1]
((r
i
)
m
λi
)
.
With
La :=
{
l ∈ Nr−1 :
∑
i∈[r−1]
αiλi ≤
∑
i∈[r−1]
αiσ(i)
}
we thus have
ωa(l) =
{
ω(l) if l ∈ La
0 otherwise
.
Consequently, the number of 0/1-points satisfying (13) is precisely∑
l∈La
ω(l) . (14)
If, for some i, we have λi >
(
r
i
)
m, then clearly ω(l) = 0. Thus, the number of
nonzero summands in (14) is O(mr). Below, we will exhibit a vector a ∈ Rr−1
of (constant) coefficients that satisfies, with z⋆ := (σ(1), . . . , σ(r − 1)),
ω(l) ≤ ω(z⋆) 2o(M) (15)
for all l ∈ La. This will eventually prove the proposition, since we have
ω(z⋆) =
∏
i∈[r−1]
((ri)m
σ(i)
)
=
∏
i∈[r−1]
( (ri)m
(i/r)(ri)m
)
=
∏
i∈[r−1] 2
h(i/r)(ri)m+o(m)
= 2
∑
i∈[r−1] h(i/r)(
r
i)m+o(m)
= 2HrM+o(M)
(where the third equation is due to (12), and for the the last one, see (11)).
We now approximate the function ω(·) by Sterling’s formula (see, e.g., [11,
Eq. (9.40)])
N ! = Θ
(√
N
NN
eN
)
.
For simplicity, we define Mi :=
(
r
i
)
m. Thus we obtain
ω(l) ≤ O(M r)
∏
i∈[r−1]
MMii
λλii (Mi − λi)Mi−λi
(with 00 = 1). Let us define the closed box
B := [0,M1]× [0,M2]× · · · × [0,Mr−1] ,
the map η : B → R via
η(z) :=
∏
i∈[r−1]
MMii
ζζii (Mi − ζi)Mi−ζi
,
and the halfspace
Ua :=
{
z ∈ Rr−1 :
∑
i∈[r−1]
αiζi ≤
∑
i∈[r−1]
αiσ(i)
}
.
We have
{l ∈ La : ω(l) > 0} ⊆ B ∩ Ua .
By the continuity of η on B it hence suffices to determine a ∈ Rr−1 such that
η(z⋆) ≥ η(z) holds for all z ∈ Ua ∩ int B. Note that z⋆ itself is contained in the
interior int B of the box B, where η is a differentiable function.
In fact, since ln(·) is monotonically increasing, we may equivalently investi-
gate the function η˜ : int B → R defined via
η˜(z) := ln η(z) =
∑
i∈[r−1]
Mi lnMi −
∑
i∈[r−1]
(
ζi ln ζi + (Mi − ζi) ln(Mi − ζi)
)
,
and thus find a vector a ∈ Rr−1 of coefficients with
η˜(z⋆) ≥ η˜(z) for all z ∈ Ua ∩ int B . (16)
Now we choose the vector a ∈ Rr−1 to be the gradient of η˜ at z⋆. One easily
calculates
αi = ln
Mi − σ(i)
σ(i)
.
In order to prove that, with this choice, (16) holds, let z ∈ Ua ∩ int B be
arbitrary (z 6= z⋆). Define v := z−z⋆, and consider the function η˜z⋆,z : [0, 1]→ R
defined via η˜z⋆,z(t) := η˜(z
⋆ + tv). The derivative of this function on (0, 1) is
η˜′z⋆,z(t) =
∑
i∈[r−1]
vi ln
Mi − σ(i)− tvi
σ(i) + tvi
. (17)
Consider any i ∈ [r − 1], and define ̺(t) := Mi−σ(i)−tviσ(i)+tvi . If vi ≥ 0, then ̺(t) ≤
̺(0), therefore, vi ln ̺(t) ≤ vi ln ̺(0) = αivi. If vi < 0, then ̺(t) > ̺(0), and
thus, vi ln ̺(t) < vi ln ̺(0) = αivi. Hence, in any case the i-th summand in (17)
is at most as large as αivi. Therefore, we obtain
η˜′z⋆,z(t) ≤
∑
i∈[r−1]
αivi .
Since z ∈ Ua, we have
∑
i∈[r−1] αivi ≤ 0. Thus, η˜′z⋆,z(t) ≤ 0 for all t ∈ (0, 1).
Since η˜z⋆,z is continuous on [0, 1], we hence conclude η˜(z
⋆) ≥ η˜(z).
5 The spanning case
Using the material collected in Sections 3 and 4, we will now prove Proposition 1
(and thus, as shown in Section 2) Theorem 1.
Towards this end, let S1, . . . , Sr, X1, . . . , Xn(d)−r ∈ Vd be chosen according
to the probability distribution induced by our usual distribution (choosing all
points independently uniformly at random) on the event that S := {S1, . . . , Sr}
is spanning. As before, define S := {S1, . . . , Sr}, X := {X1, . . . , Xn(d)−r}, and
P := conv (S ∪X).
Let A be the r× d matrix with rows S1, . . . , Sr. Then A is a random matrix
that has the same distribution as the r× d random matrix A′ which arises from
choosing each column independently uniformly at random from {0, 1}r \ {0, 1}.
Therefore, if we denote the columns of A by t1, . . . , td ∈ {0, 1}r, then the tj are
(independently) distributed according to the distribution
P [tj = t] =
1
2r − 2 =: π
for each t ∈ {0, 1}r \ {0, 1}.
Define
Tr := {0, 1}d \ {0, 1} ,
and denote, for every t ∈ Tr,
J(t) := {j ∈ [d] : tj = t} .
Let m ∈ N be the largest number such that m ≤ |J(t)| holds for all t ∈ Tr. For
each t, choose an arbitrary subset J˜(t) ⊆ J(t) with |J˜(t)| = m.
Denote by
∆max := max
{∣∣|J(t)| − πd∣∣ : t ∈ Tr}
the maximal deviation of any |J(t)| from its expected value πd.
From the de Moivre-Laplace Theorem (see, e.g., [10, Chap. 7]) one deduces
the following for each t ∈ Tr: For every γ′ > 0 there is a C′γ′ > 0 such that
P
[∣∣|J(t)| − πd∣∣ ≤ C′γ′√d] ≥ 1− γ′
holds for all large enough d. Since |Tr| is a constant, one can even derive the
following stronger result from this: For every γ > 0 there is a constant Cγ > 0
such that
P
[
∆max ≤ Cγ
√
d
] ≥ 1− γ (18)
holds for all large enough d.
Let us define
D˜ :=
⋃
t∈Tr
J˜(t)
and d˜ := |D˜| = m(2r − 2). In case of ∆max ≤ Cγ
√
d, we can deduce
d˜ ≥ d− o(d) . (19)
5.1 The case n(d) ≤ 2(1−Hr−ε)d
Let S˜1, . . . , S˜r be the canonical projections of S1, . . . , Sr, respectively, to the
coordinates in D˜. Then S˜1, . . . , S˜r form a matrix A(m) as defined in Section 4.
Denote, for each i ∈ [r − 1],
L˜(i) :=
⋃
t∈Tr : 1T t=i
J˜(t) .
Due to Proposition 2, there are coefficients a˜1, . . . , a˜r−1 ∈ R such that the
inequality ∑
i∈[r−1]
a˜i
∑
j∈L˜(i)
ξj ≤
∑
i∈[r−1]
a˜i
i
r
(
r
i
)
m =: a0 (20)
has at most 2Hrd˜+o(d˜) many 0/1-solutions (and S˜1, . . . , S˜r satisfy the inequality
with equality).
For each j ∈ [d] let
aj :=
{
a˜i if j ∈ L˜(i)
0 if j ∈ [d] \ D˜ ,
i.e., a1, . . . , ad are the coefficients of (20) considered as an inequality for R
d.
The inequality ∑
j∈[d]
ajξj ≤ a0 (21)
is satisfied with equality by S1, . . . , Sr.
Let us, for the moment, restrict our attention to the event ∆max ≤ Cγ
√
d.
Then (21) has at most
2Hrd˜+o(d˜)2d−d˜ = 2Hrd+o(d)
solutions (due to (19).
Define the halfspace
U :=
{
(ξ1, . . . , ξd) ∈ Rd :
∑
j∈[d]
ajξj ≤ a0
}
,
and let ∂ U be its bounding hyperplane. Thus, we have
S1, . . . , Sr ∈ ∂ U and
∣∣U ∩ Vd ∣∣ ≤ 2Hrd+o(d) . (22)
Since n(d) ≤ 2(1−Hr−ε)d, the expected number of points from X lying in U
is
2Hrd+o(d)
2d
(n(d)− r) ≤ 2−εd+o(d) .
Therefore, by Markov’s inequality,
P [X ∩ U = ∅ |∆max ≤ Cγ
√
d] = o(1) (23)
From (23) and (18) we derive
P [∂ U ∩ P = conv S,X ∩ U = ∅] = 1− o(1) ,
which proves the first part of Proposition 1.
5.2 The case n(d) ≥ 2(1−Hr+ε)d
From the remarks in the introduction, we know
P [|S| = r] = 1− o(1) . (24)
Let γ > 0 be fixed, and assume |S| = r, i.e., the points S1, . . . , Sr are pairwise
disjoint. Denote by b(S) = (β1, . . . , βd) the barycenter of S. For each t ∈ Tr and
j ∈ J˜(t), we have
βj =
1
T t
r
.
If ∆max ≤ Cγ
√
d holds, we thus have (where the last equation is due to (19))
H(b(S)) = 1d
(∑
t∈Tr mh
(
1
T t
r
)
+ o(d)
)
= 1d
(∑
i∈[r−1]m
(
r
i
)
h(i/r) + o(d)
)
= m(2
r−2)
d Hr + o(1)
= (1− o(1))Hr + o(1) .
Hence, in this case
H(b(S)) ≥ Hr − ε2
holds for large enough d. Since H is continuous, there is a neighborhood N
of b(S) such that H(x) ≥ Hr − ε holds for all x ∈ N . Due to n(d) ≥ 2(1−Hr+ε)d,
Corollary 1 implies
P
[
N ⊆ conv X
∣∣ |S| = r,∆max ≤ Cγ√d] ≥ 1− o(1) .
Together with (24) and (18), this shows
P [b(S) ∈ int P ] = 1− o(1) ,
which proves the second part of Proposition 1.
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