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Special thanks to Prof. Stojanovic, from whom I learn how to be a researcher and a positive observer. With the growth of data traffic demands, wireless network architectures that use traditional sub-6 GHz frequency bands are now reaching their capacities. Millimeter wave (mmWave) communication is a transformative paradigm given its potential to attain throughput that goes beyond several gigabits per second, with over 2-4GHz of bandwidth. However, it also incurs high levels of signal attenuation that raises challenges in connectivity with increasing distance. The relatively high pathloss can be mitigated via beamforming technique, where signal energy is directed towards a specific user or target by appropriately weighting the phases of the antenna elements. In addition, the comparatively small millimeter wavelength also allows practicability of employing massive antenna elements within a small surface area. Thus, so called 'massive' clusters of antenna elements are now possible. This thesis presents a systematic simulator design for mmWave-based network architectures, fulfilling the requirements of next generation of telecommunication (5G).
In this thesis, a beamforming enabled massive multiple input multiple output (MIMO) based physical (PHY) layer simulator design is proposed and implemented in MATLAB. It consists of IEEE 802.11ad standard compliant transceiver design, 3GPP TR 38.901 channel model, and beamforming performance evaluation platform. The simulator facilitates assessment of different beamforming algorithms, as well as Medium Access Control (MAC) layer design process. Along with the transceiver, a Modulation and Coding Scheme (MCS) selection mechanism is also proposed to guarantee timing and throughput requirements from upper layer. Packet Error Rate (PER) results of the transceiver is simulated with different Clustered Delay Line (CDL) profiles suggested by TR 38.901.
Introduction
With the growth of data traffic in cellular networks, and more demanding Quality of Service (QoS) requirements, traditional sub-6 GHz system capacities are prone to reach their maximum.
Millimeter wave communications [1] are emerging recently, with its advantages in higher bandwidth and throughput, gradually adapted in next generation of communications.
However, pathloss grows exponentially with frequency -thus omnidirectional antenna communication suffers a lot in Signal to Noise Ratio (SNR). Combining beamforming technology along with mmWave is promising [2] because the wavelength of mmWave is millimeter, and the implementation of massive Multiple Input Multiple Output (MIMO) can be limited into reasonable size -this has been experimentally verified in [3] . Large antenna arrays are capable of providing beamforming gain to achieve reasonable SNR. However, traditional beamforming which has all antenna connected with individual RF chain and dedicated baseband process is not appropriate in mmWave communication because the number of antenna in mmWave massive MIMO may reach 128 or even more -this brings the issues with cost and power efficiency. Hybrid beamformingwhich combines analog beamformer (phase shifters) and digital beamformer (individual RF chain) -has drawn more and more attention [4] . Generally speaking, to solve the power and cost constraints in massive mmWave MIMO systems, studies focuses on (i) uses phase shifters, as in [5] , [6] which multiply a simple constraint on antenna elements; (ii) antenna selection, which considers a subset of antenna array thus replaces the phase shifters by even simpler analog switches, like in [7] , and their capacities [8] .
Regarding mmWave communication band and protocol, in the frequency range around 60 GHz, multiple unlicensed bands are available globally. For example, The European Union dedicated 57 -66 GHz band to unlicensed band, and USA uses 55.05 -64 GHz band, providing massive CHAPTER 1. INTRODUCTION opportunities of achieving multi-gigabit transmission rate. However, the primary challenge with 60GHz band communication is that the pathloss is much poorer than those in the sub-6 GHz bands -the free-space pathloss at 1m for 60 GHz is 68dB whereas 47 dB at 5 GHz. The IEEE 802.11ad Ga 128 (n), followed by a single repetition of −Ga 128 (n).
• Channel Estimation Field (CEF) is used for channel estimation and the indication of modulation. The CEF composes two sequences, Gu 512 (n) and Gv 512 (n), where Gu 512 = [−Gb 128 , −Ga 128 , Gb 128 , −Ga 128 ], and Gv 512 = [−Gb 128 , Ga 128 , −Gb 128 , −Ga 128 ]. Note that Gb 128 is also a Golay sequence of length 128. For single carrier packets, the format of this channel estimation field is different from that in OFDM packet. Because of the good autocorrelation property of the Golay sequence, it enables the reconstruction of Channel Impluse Response (CIR) between the transmitter and the receiver -a summation of autocorrelations of Ga 128 and Gb 128 is the Dirac delta function -naturally formulates CIR.
• Header consists of several fields that define of the details of PLCP Protocol Data Unit (PPDU) to be transmitted later, e.g., MCS, length of PPDU etc.
• Data Field (DF) composes the payload data of the PLCP Service Data Unit (PSDU) and possible padding. The data after padding with zeros are then scrambled, encoded, and modulated as dictated by MCS, the modulation and coding scheme. The scrambler uses a polynomial S(x) = x 7 + x 4 + 1, generating a periodic sequence of length 127. The data are then encoded by a systematic Low Density Parity Check (LDPC) encoder. 
Common parameters and requirements for 802.11ad
The following section lists several parameters and requirements for transceivers,
• Receiver sensitivity, for MCS 0, the PER shall be less than 5% for a PSDU length of 256 bytes, and less than 1% for other MCSs with a PSDU length of 4096 octets, depending their corresponding input levels.
• Timing related parameters. Note that the N BLKS is the number of symbol blocks in the procedure of LDPC encoding.
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Channel Models
The following steps are required in simulation such channel, namely,
Methodology in Generating Channel Coefficients
Set environment, network layout and antenna array parameters
• Set simulation environment, e.g., rural outdoor area.
• Set the number of Access Point (AP) and Station (STA).
• Give 3D location, antenna pattern, and array orientations of the AP and STA.
• Give STA's speed and direction of motion
• Specify system center frequency and sample rate according to 802.11ad protocol, here the center frequency of 802.11ad is 60.48 GHz, and the sample rate is 1760 MSa/s 3.1.2 Set (Non) Line of Sight probability and pathloss
• Assign propagation conditions, meaning to set Line of Sight (LoS) or Non Line of Sight (NLoS) uncorrelated conditions to each AP-STA pairs, based on simulation scenario. In this simulator, we assume indoor mixed office setting, and the LoS probability is stated in Equation
3
.1,
The method of determining LoS or NLoS is by generating a uniformly distributed number in [0, 1] , if this number is less than P LoS , then we claim this pair of AP-STA is of LoS condition.
• Calculate pathloss for each AP-STA link to be modeled, by Equation 3.2, of the LoS pathloss
where ∆g LoS conforms log-normal distribution with 0 mean, 3 dB variance.
For NLoS conditions, they are stated in Equation 3.3,
where,
∆g NLoS conforms log-normal distribution with 0 mean, 8.03 dB variance. shadowing standard deviation range. From this figure we can observe that the LoS is better than NLoS cases, and the higher frequency, more attenuation.
3.1.3 Set small-scale parameters, including delay spread, angular spreads, cross polarization ratio, cluster delays, powers, arrival and departure angle A CDL profile generally describes power, delay, angles for each clusters. As tabulated in Table 3 .1, CDL-C profile describes a LoS scenario, with 23 different clusters, and their corresponding,
• Normalized Delay, scaled by delay spread, i.e.,
In this simulation, we uses 16ns as the delay spread, recommended by [10] for indoor office, normal-delay profile. • Cluster Power, described in dB (W). Note that for LoS profiles (CDL-D, CDL-E), no scaling of K-factor is applied, so the cluster power is directly from the Power Delay Profile (PDP).
• • Cross Polarization Ratio (XPR), used to describe the power ratios for each path in each cluster if certain cluster is of NLoS
Draw initial phases and generate channel coefficients
After modeling all above parameters of MultiPath Cluster (MPC), the NLoS channel of the n-th path within cluster m ∈ [1, M ], between the u-th AP antenna and the s-th STA antenna is then given by,
for LoS,
• P n is n-th path's power
• F NLoS u,n,m stands for the field term of Equation 3.7, including receive antenna patterns F rx,u,θ and F rx,u,φ , and transmit antenna patterns F tx,u,θ and F tx,u,φ , with their respects to directions of θ and φ (the base spherical vectors) given in Global Coordinate System (GCS) [10] . Φ φθ n,m ,Φ φφ n,m Φ θθ n,m Φ θφ n,m are random initial phases for each path m of each cluster n, κ n,m = 10 X/10 , X is the XPR, differs from CDL profile to profile.
• R u,n,m denotes receive location term,r rx,n,m is the spherical unit vector with arrival angles, 
3.1.5 Apply pathloss, shadowing and the channel coefficients to the input signal
To do so, design set of Finite Impulse Response (FIR) filters to filter input signal, apply pathloss and shadowing afterwards. Note that the delays are read from the profile, as scaled in Equation 3.5. 
Example Results
802.11ad Receiver Reference Design and Performance Analysis
The receiver structure mainly contains the following important components, sequentially,
DMG packet detection
The packet detector returns the offset (in time, delay per se) from the start of the input waveform to the start of detected preamble using a simple auto-correlation, namely, that is to say, given a received signal v(t), which is a delayed version of transmitted signal u(t) (note that this transmitted signal is a priori, which composes Golay sequences, in STF and CEF), along with channel (assuming static packet-wise) coefficient c and white Gaussian noise w(t), we have,
Under the Maximum Likelihood (ML) criterion and treating c = |c|e
Frequency offset estimation
It is always advantageous to separate out any frequency offset -possibly caused by relative movement or, transceiver oscillators' inaccuracy -in any communication system. In this frequency offset model we have, assuming delay synchronized,
Following the same ML logic and treating c's phase is uniformly distributed on −[π, π],
where F[·] represents Fourier Transform.
Channel Estimation and Equalization
After delay and frequency synchronization, channel estimation is used for following
Frequency Domain Equalization (FDE). Because the summation of autocorrelations of Ga 128 and
Gb 128 composes a Dirac delta function, therefore the channel impulse response is obtained easily by a simple correlation. 
Receiver state machine
A typical receiver state machine is pictured in Figure 4 
PER performance of 3GPP recommended channel
The system performance of PHY transmitter-channel-receiver structure is evaluated through PER. The PER is defined as -a packet is successfully detected and no bit error in the payload part.
In the simulation, the parameters of channel is tabulated in Table 3 .1 for CDL-C profile, and Table 3 .2 for CDL-D profile. Except from those parameters, in the 3GPP recommended channel parameter settings, the delay spread is set to be 16 ns. System wise, according to 802.11ad protocol, the sample rate is set to be 1760 M sa/s and the carrier frequency is set to be 60.48 GHz. Besides, no Doppler shift is applied, i.e., the simulation scenario is static. Note that all scenarios are simulated under 1000 packets transmission for statistical stability.
Comparing Figure 4 .3 and Figure 4 .4, it can be observed that CDL-C (NLoS) conditions are worse in performance than CDL-D (LoS) conditions. For example under 10dB SNR, the PER of MCS 12 is around 10% in CDL-D whereas 100% in CDL-C. This is because the NLoS scenario has more MPC, as indicated in Figure 3 .2, and those MPC tend to dominate (and resonate) on the receiver side. One can also observe that with SNR rising, the SNR is decreasing because less noise is introduced in system. Under the same SNR, lower MCS tends to be more robust than the higher ones, which is determined by modulation method and code rate. 
MCS selection mechanism
To ensure timing, latency and throughput requirements from upper layer, the PHY layer should have an MCS selection mechanism to adaptively switch MCS, given certain SNR. From 
Introduction to Beamforming
What is beamforming?
The first attempt to automatically localize signal sources using antenna arrays was through beamforming techniques. The idea is to steer array in one direction at a time and measure the output power. The steering locations which result in maximum power yield the Direction of Arrival (DoA)
estimations.
The array response is steered by forming a linear combination of the sensor outputs,
Given samples y(1), y(2), · · · , y(N ), the output power is measured by,
Essentially, different beamforming approaches correspond to different choices of the weighting vector w. The weight vector applied to every antenna element can be interpreted as a spatial filter, who equalize the delays (and perhaps attenuations as well) experienced by the signal on various sensors to maximally combine their respective contributions.
Bartlett's Beamformer (Conventional)
The Bartlett beamformer [11] essentially maximizes the power of the beamforming output for a given input signal at certain direction θ. Suppose a signal measured at the array output is given by,
In Equation 5.3, s(t) is transmit signal, n(t) is spatially white noise (uncorrelated between elements), and a(θ) is the steering vector for zenith angle θ (assuming azimuth angle φ is 0). The steering vector will be elaborated in Section 6.1.2.
For example, L-elements Uniform Linear Array (ULA)'s steering vector is then represented as,
where
is the sequence number of an element, d is the element spacing, often times λ/2. The problem of maximization of the power is then written as,
Then if we constrain |w| = 1, the resulting solution is then,
This conventional beamformer uses every available Degree of Freedom (DoF) to concentrate received energy along one direction.
Capon's Beamformer (MVDR)
Capon's [12] method attempts basically minimize the power contributed by noise and any signals coming from other directions than θ, while maintaining a fixed gain in the pre-specified direction θ, distortionlessly, mathematically,
where P (w) is defined in Equation 5.2. The optimum solution is then given by,
. Some authors would like to use R xx , yet the notion S also exists. This power minimization is basically sacrificing some noise suppression capability for more focused nulling in the directions where other sources present, i.e., reduces interference level to un-desired directions.
Frost's Beamformer (LCMV)
In the previous section, Capon's beamformer simply add constraint w H a(θ) = 1, what if we would like to have a set of constraints C, whose columns are linear independent, and corresponding responses G, a single column vector, i.e. mathematically,
By using Lagrangian multipliers, optimum solution by Frost [13] can be obtained by,
In the following sub-section, several typical (special case) constraints are introduced.
Distortionless Constraint
In this case, one can tell that Capon's beamformer is a subset of Frost's beamformer, or rather, Capon's beamformer's constraint w H a(θ) = 1 guarantees any signal propagate through θ angle is distortionless.
Directional Constraint
The general directional constraint is, 
Null Constraint
This type of constraint is appropriate if there is an interfering signal (jammer) coming from a known direction, that is to say, 
Radiators and collectors
The radiator and the collector are dual in phased array processing. Given a symbol vector contains U total symbols from PHY layer, say u ∈ C S×1 , the radiated signal, along with beamforming weight w ∈ C M ×1 assigned individually for all M elements, is given by,
(·) H represents Hermitian operation.
Steering Vectors
Regarding the steering vector, it is defined as,
where T is defined in Equation 6.3. x, y, z ∈ R 1×M denotes the location row vectors (in meters) for all M antenna elements and λ defines the wavelength of antenna operating center frequency.
Note that α is the elevation angle of desired steering direction, α = 90 • − θ, θ is the zenith angle. They are related to Local Coordinate System (LCS).
Array Response
To calculate the given array's response at certain angle (LCS), defined in α and φ. As illustrated in Figure 5 .1, the array response operation essentially tries to read from the response plot.
Simulator architecture
In the beamforming enabled simulator, given a potential AP-STA pair candidateSet with total N users, their corresponding beamforming weights w, steering vector v. This simulator then generate an output -finalSet -indicating for individual pair, the packet go through (T rue) or not. As a comparison, Figure 6 .5 and 6.6 show the results of PER under heuristics beamformer, which is a genetic algorithm optimized hybrid beamforming mechanism, whose objective function is stated in Equation 6.5. As observed before, more antenna tends to have less PER, and more users, the system is prone to error. Note that F * RF , F * BB is the analog phase shifter weight and digital baseband precoder, respectively, W = F BB F RF .r u is the actual throughput for user u, and r u is the desired throughput.
N RF is the number of RF chains (which is typically smaller than number of antenna in hybrid beamforming system).
Chapter 7 Conclusion
With the growth of data traffic in cellular networks, and more demanding requirements, traditional sub 6GHz system capacities are prone to reach their maximum. Millimeter wave commu- Simulation results of the proposed integrated simulator demonstrate its potential of aiding quantification of different beamforming techniques performance through PER, a critical PHY layer metric. Generally speaking, the simulator shows that the more antenna a system poses, the better PER performance; whereas more user, poorer PER.
Regarding its contribution, this beamforming-communication simulator also enables the development of MAC layer on top of PHY, by examining the validity of state machines, under highly directional radio link which differentiate mmWave with traditional sub-6 GHz communication protocol design -Carrier Sensing (CA) and Clear Channel Assessment (CCA) may no longer needed or need to be revolutionized.
