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Chrysophyte cysts are recognized as powerful proxies of cold-season temperatures. In this paper we use
the relationship between chrysophyte assemblages and the number of days below 4 C (DB4 C) in the
epilimnion of a lake in northern Poland to develop a transfer function and to reconstruct winter severity
in Poland for the last millennium. DB4 C is a climate variable related to the length of the winter.
Multivariate ordination techniques were used to study the distribution of chrysophytes from sediment
traps of 37 low-land lakes distributed along a variety of environmental and climatic gradients in northern
Poland. Of all the environmental variables measured, stepwise variable selection and individual
Redundancy analyses (RDA) identified DB4 C as the most important variable for chrysophytes,
explaining a portion of variance independent of variables related to water chemistry (conductivity,
chlorides, K, sulfates), which were also important. A quantitative transfer function was created to esti-
mate DB4 C from sedimentary assemblages using partial least square regression (PLS). The two-
component model (PLS-2) had a coefficient of determination of R2cross ¼ 0.58, with root mean squared
error of prediction (RMSEP, based on leave-one-out) of 3.41 days. The resulting transfer function was
applied to an annually-varved sediment core from Lake _Zabinskie, providing a new sub-decadal quan-
titative reconstruction of DB4 C with high chronological accuracy for the period AD 1000e2010. During
Medieval Times (AD 1180e1440) winters were generally shorter (warmer) except for a decade with very
long and severe winters around AD 1260e1270 (following the AD 1258 volcanic eruption). The 16th and
17th centuries and the beginning of the 19th century experienced very long severe winters. Comparison
with other European cold-season reconstructions and atmospheric indices for this region indicates that
large parts of the winter variability (reconstructed DB4 C) is due to the interplay between the oscilla-
tions of the zonal flow controlled by the North Atlantic Oscillation (NAO) and the influence of continental
anticyclonic systems (Siberian High, East Atlantic/Western Russia pattern). Differences with other Eu-
ropean records are attributed to geographic climatological differences between Poland and Western
Europe (Low Countries, Alps). Striking correspondence between the combined volcanic and solar forcing
and the DB4 C reconstruction prior to the 20th century suggests that winter climate in Poland responds
mostly to natural forced variability (volcanic and solar) and the influence of unforced variability is low.
© 2015 Elsevier Ltd. All rights reserved.iversity of Bern, Erlachstrasse
Hernandez-Almeida).1. Introduction
Comprehensive reconstructions of continental to global-scale
temperature variability during the past millennia have demon-
strated the value of paleoclimate proxy data and provided insight
into natural forced and unforced variability, and anthropogenic
disturbances (PAGES 2k Consortium, 2013). This information is a
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2006).
Although the number of suitable proxy data sets has increased
in recent times, some important challenges remain. Winter season
reconstructions using paleolimnological records are scarce, as only
few proxies, such as diatoms and chrysophytes, are sensitive to cold
conditions in the lake via the amount or duration of ice-cover (e.g.
Kamenik and Schmidt, 2005; Rühland et al., 2015;Weckstr€om et al.,
2014). Even for Europe, where the data base is arguably very good,
most of the proxy series used for millennial-long regional climate
reconstructions record predominantly the summer season (e.g.
PAGES 2k Consortium, 2013 and references therein; Trachsel et al.,
2010). However, at least for Europe it is very well known that the
structure of summer temperature variability differed very much
from the winter season (de Jong et al., 2013b; Luterbacher et al.,
2004) implying that the picture about past climate variability as
concluded from the summer season is incomplete.
Moreover, the proxy sites are often not evenly distributed in
space. Using pseudo-proxies and climate model data Pauling et al.
(2003) and Küttel et al. (2007) have shown for Europe that the
location of predictor sites matters: while most of the proxy sites are
located inWestern Europe, sites in Central Europe, the Baltic and SE
Scandinavia are missing; but information from these areas would
be very helpful.
In this article we present a quantitative reconstruction of cold
season climate from varved lake sediments in NE Poland for the
past 1000 years. Information about winter temperature from this
area is very important because of the very strong relationship be-
tween Polish and European temperatures both at the interannual
and interdecadal time scales (Luterbacher et al., 2010). Moreover,
winter climate in NE Poland is affected by major atmospheric cir-
culation patterns and modes in the north Atlantic European
domain, especially the North Atlantic Oscillation (NAO) and the East
Atlantic/Western Russia (EA/WRUS) pattern (Luterbacher et al.,
2010, 2004). This is clearly evidenced in snow cover duration
(Falarz, 2007), lake ice-cover (Marszelewski and Skowron, 2006;
Wrzesinski et al., 2013), documentary and early instrumental data
(Luterbacher et al., 2010; Przybylak et al., 2005, 2003) for the late
19th and 20th century.
Poland is also interesting because of its wealth of long high-
quality instrumental records back to AD 1780. For periods prior to
instrumental observations, there exist a few successful attempts at
reconstructing air temperature by means of documentary sources,
chronicles and meteorological observations (Przybylak et al., 2005,
2010; Sadowski, 1991), or quantitative reconstructions of air tem-
perature based on historical sources with high resolution (daily).
Such data are available for shorter discrete periods of several
dozens of years (e.g. Bokwa et al., 2001; Limanowka, 2000;
Michalczewski, 1981; Przybylak and Marciniak, 2010; Przybylak
et al., 2014). The state of knowledge of Polish climate before the
16th century is generally modest and the existing reconstructions
are uncertain (Przybylak, 2011; Przybylak et al., 2010). Natural
paleoclimate records with high (interannual to subdecadal) reso-
lution that reach further back than AD 1550 are extremely scarce,
and only based on tree-rings widths (Koprowski et al., 2012;
Przybylak et al., 2005; Szychowska-Krąpiec, 2010). A synthesis of
the longest tree-ring based climate reconstructions for Poland is
presented by Zielski et al. (2010). Most surprisingly, studies using
varved lake sediments are missing despite their demonstrated
potential for quantitative seasonal paleoclimate studies (Amann
et al., 2014; Bonk et al., 2015; Larocque-Tobler et al., 2015). Recent
work has also highlighted the potential of raised bogs as paleo-
environmental and paleoclimate archives in Poland (De
Vleeschouwer et al., 2009; Gałka et al., 2014; Lamentowicz et al.,
2015, 2009).Chrysophytes (Chrysophyceae and Synurophyceae group) are
excellent candidates to provide information about winter climate.
These golden brown freshwater algae have demonstrated skills in
paleolimnological reconstructions due to their sensitivity to
different environmental and climatic factors, and their abundance
and good preservation in lake sediments (Smol, 1995). Although
water chemistry is known to be one of the major factors controlling
chrysophyte distribution (e.g. Cumming et al., 1992; Cumming
et al., 1993; Dixit et al., 1989; Duff et al., 1997; Hernandez-
Almeida et al., 2014; Pla and Anderson, 2005; Pla et al., 2003;
Zeeb and Smol, 1995), other studies have shown that temperature
is also an influential factor. Cronberg (1973, 1980) reported blooms
of chrysophytes beneath winter ice in Scandinavian lakes and
observed some species only producing cysts after a specific tem-
perature threshold was crossed. This suggests that some cysts
forms may be useful paleoecological indicators of winter
temperatures.
Quantitative methods relating chrysophyte assemblages and
air/water temperature during winter have been developed on high-
altitude sites in the Alps, the Pyrenees and the Andes (de Jong and
Kamenik, 2011; de Jong et al., 2013b; de Jong et al., submitted for
publication; Kamenik and Schmidt, 2005; Pla and Catalan, 2005).
In the Alps, chrysophyte inference models for high altitude lakes
have so far been developed for relatively small geographic regions.
Kamenik and Schmidt (2005) developed a chrysophyte-based
temperature transfer function in the Austrian Alps. Results in
their paper showed high correlations between cold-season tem-
peratures (OctobereMay) and chrysophyte assemblages in modern
samples of 29 high altitude lakes. The resulting cold-season tem-
perature transfer function based on chrysophytes was later applied
to varved sediments from Lake Silvaplana in the Swiss Alps by de
Jong et al. (2013a; 2013b). Reconstructions show similar results
when compared with other historical records from the Alps.
Moreover the authors found high similarities to NAO and ‘Siberian
high pressure’ indices for the last millennium. A similar approach
was used by Pla and Catalan (2005) in high-altitude lakes from the
Pyrenees. In that study, modern chrysophyte assemblages were
highly correlated to air temperature anomalies along an altitudinal
gradient among the studied lakes. Using a similar methodology as
proposed in the present study, de Jong et al. (submitted for
publication) developed a chrysophyte-based inference model to
reconstruct the number of consecutive days with temperatures
below 4 C (length of winter) from a training set of lakes from the
south-central Andes which were sampled along an altitude
gradient substituting variations in austral winter temperature.
Although chrysophytes have been tested in high-altitude areas,
the potential of these organisms as proxies of cold-season tem-
peratures has been rarely explored in low-altitude regions. Brown
et al. (1997) developed a temperature-based model using chryso-
phytes from 49 low-altitude lakes from northwestern Canada.
Although the inference model was weak (R2cross ¼ 0.23), results
indicated that chysopyhtes may be used as supplement to other
paleotemperature reconstructions. In the absence of temperature
gradients with elevation (e.g. training sets in mountains), sampling
along very large geographic areas is required in order to cover a
significant thermal gradient in space (latitude or longitude). Poland
is a good candidate to implement this kind of training set design
because it is relatively flat (only 1% of the Polish area is above
1000 m), has a high portion of land covered by many lakes (Janczak
et al., 1996) and there is a significant longitudinal thermal gradient
(Lorenc, 2005). Moreover, many of the lakes have varved sediments
that allow for a precise chronology of paleoclimate reconstructions
(Tylmann et al., 2013).
In this paper we develop and apply a quantitative chrysophyte
cyst-based inference model of ‘number of consecutive days below
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to cold-season temperatures and winter length and is, thus an in-
dicator of winter severity. A training set from 37 lakes in north-
eastern Poland was developed to explore the potential of chryso-
phyte cysts as a proxy for cold-season conditions in this region. The
resulting transfer functionwas then applied to a lake sediment core
to provide a paleoclimate reconstruction. We selected Lake
_Zabinskie for the reconstruction because it is included in the
training set, has continuously varved sediments that provide an
excellent age control and has sufficiently thick varves for high-
resolution sampling (Bonk et al., 2015; Tylmann et al., 2013). The
reconstruction covers the period AD 1000e2010. Our goal is to
provide a winter severity record at sub-decadal resolution (5-year)
for Poland. Comparisons with other temperature-sensitive winter
season records are made to study teleconnections with atmo-
spheric circulation patterns and natural forcing factors over Central
Europe.
2. Study area, material and methods
2.1. Training set data collection
The 50 training set lakes (Fig.1A) were chosen amongmore than
2900 low-land lakes of northern Poland (Janczak et al., 1996),
covering a broad range of morphological, physical, and chemical
parameters (Hernandez-Almeida et al., 2014). Sediment traps
equipped with thermistors were deployed in the selected lakes.
Field surveys were conducted during October 2011 and November
2012. After one year of exposure, only 37 sediment traps and
thermistors were found. The distribution of these lakes is along a
longitudinal gradient that is related to an EeWwinter temperature
gradient of ~4 C during the year of exposure between October 2011
and November 2012 (Fig. 1A). The spatial extension of the study
area is large (52310- 54190 N,14370- 22530E), coveringmore than
700 km from thewesternmost to the easternmost lake. Training set
lakes are generally small (<20 ha), below 260 m.a.s.l., between 6
and 44m deep and slightly alkaline (pH ranging from 6.5 to 9), with
moderate agricultural activity and/or forestry in the catchments.
Additional limnological and geographic characteristics are sum-
marised in Table 1.
Sediment traps consisted of PVC-liners with a length of 80 cm
and a diameter of 9 cm, 2 tubes per trap (Bloesch and Burns, 1980),
with the openings of the traps approximately 1.5 m above the lake
bottom. Collection of environmental data in each lake was made
every three months. Water chemistry (conductivity, oxygen, pH)
and turbidity were measured at 2 m water depth. Water samples
were collected at 1 m water depth from each training set lake.
Water chemistry analyses were performed at the University of
Gdansk for major ion concentration analysis (Ca2þ, Mg2þ, Naþ, Kþ,
sulfates, fluorides, chlorides) as well for total P and N. Analyses
were performed using ion chromatography (ICS 1100, Dionex, USA)
equipped with an IonPack AS22 column for anions and an IonPack
CS16 column for cations, and colorimetric method and a Spec-
troquant NOVA 400 spectrophotometer (Merck), respectively.
Monthly air temperatures for the studied lakes were obtained from
the Institute of Meteorology and Water Management-National
Research Institute of Poland. Water temperature in the epilim-
nion (2-m depth) was recorded by HOBO U22-001 thermistors at
15-min intervals during sediment trap exposure until trap recovery
in November 2012.
It is difficult to determine freeze and ice break-up dates with
thermistors due to the complexity of the freezing and thawing
process (Gabathuler, 1999; Kamenik and Schmidt, 2005). Ice-cover
formation on a specific lake does not only depend on the air tem-
perature decrease, but also on lake size, morphology, inflow to thelake and chemical properties of the water. Moreover, a thick ice-
cover insulates the lake from further cooling during exceptionally
cold periods. For these reasons we have chosen as a target climate
variable the ‘number of consecutive days below 4 C’ (DB4 C). This
is a more objective parameter to determine a period of cold con-
ditions in the lake (i.e. length of the winter) and serves as an in-
dicator of winter severity. Fresh water reaches its maximum
density at 4 C and further cooling reduces convective overturning.
DB4 Cwas calculated from individual thermistor logs for each lake.
In the year of observation (2011/2012), temperatures in the upper
water column exhibited a strong linear correlation with winter air
temperature (DeceFeb) (R ¼ 0.71). This is attributed to the rela-
tively short ice-cover duration during the year of the training set
experiment: epilimnetic waters were not insulated from air tem-
peratures. In years with very long ice-cover and very cold winters,
the water temperature in the epilimnion is often uncoupled from
air temperature due to the insulating effect of thick ice (Livingstone
and Lotter, 1998).2.2. Reconstruction site
Lake _Zabinskie (5407054.500 N; 2159001.100 E; 120 m a. s. l) oc-
cupies a glacially eroded depression formed during the Vistulatian
glaciation, surrounded by a low-land, hilly-moraine landscape
typical of the Masurian Lakeland, northeastern Poland (Szumanski,
2000). It is a relatively small lake (41.6 ha) with the maximum
depth in the central part of the lake (44.4 m, Fig. 1B). A major
outflow is located in the south-western part, connecting Lake
_Zabinskie with much larger Lake Gołdopiwo. Two smaller inflows
enter the lake from its southern side and a larger inflow in the
northeast comes from Lake Purwin. Lake _Zabinskie is eutrophic,
hardwater, dimictic (mixes in early spring and fall) and anoxic
during most of the year. Precipitation and temperature are higher
during the summer months (up to 90 mm and 17 C, respectively)
and lower during winter. According to in-situ observations made
during the field surveys, the lakewas ice-covered frommid-January
2012 to March 2012.
The climate in the Masurian Lakeland is characterized by strong
continentality with cold winters and warm summers. The mean
annual air temperature (measured between AD 1971 and 2005) is
6.5 C with the coldest temperatures occurring in January and the
warmest temperatures in July and August. The mean annual pre-
cipitation ranges from 550 to 600 mm (Lorenc, 2005). The region is
covered by snow for 1.5e3 months in winter.
The village of _Zabinka, established in AD 1713, is located 0.5 km
from the southern shore of the lake and had about 250 inhabitants
in the 19th century and 200 in AD 1939. Between AD 1910 and
1920, a restaurant and a recreation place (campsite and beach)
were built on the northern shore of Lake _Zabinskie. These in-
frastructures were used for military purposes during the Second
World War, and recovered for recreation activities during the mid-
1950s. New infrastructures were built in the early 1970s and during
1980s due to the increase of activities related to tourism.2.3. Sediment core and chronology
Overlapping sediment cores were collected from the deepest
part of Lake _Zabinskie (42.6 m) using a 90-mm diameter UWITEC
gravity and a piston corer. The cores were then split lengthwise,
cleaned and macroscopically correlated using distinct laminae. A
composite sediment profile of 348.3 cm was obtained in this way.
After initial description and photographic documentation, half-core
A was used for the chronology and half-core B was sampled at
annual resolution (varve-by-varve) for destructive analyses.
Fig. 1. Study area and geographical settings. A) Spatial distribution of winter temperatures (DeceFeb) during the year of sediment trap exposure (Oct. 2011eNov. 2012). Dots show
the locations of the lakes where sediments traps were deployed. Black dots show the lakes were thermistors were recovered. These lakes are included in this study. The yellow star
indicates the location of Lake _Zabinskie, used in the reconstruction. B) Catchment topography of the Lake _Zabinskie area and bathymetry. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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from every varve.
The regular succession of two types of laminae along the sedi-
ment core is interpreted to reflect seasonal variations in the sedi-
mentation environment (Zolitschka, 2007): the spring/summer
light layer is mainly composed of autochthonous calcite and di-
atoms; the dark fall/winter layers consist mainly of decomposed
organic matter and clay minerals. The laminae couplets are inter-
preted as biochemical varves (Tylmann et al., 2013). Although the
varve structure was recognized to be more complex and included
multiple calcite layers within a one-year-deposition, it has aremarkable potential for a reliable varve chronology and for mul-
tiproxy paleoenvironmental reconstructions (Bonk et al., 2015).
The calendar-year chronology was established by performing
microscopic analyses of thin sections and varve counting. The
preparation for thin section analysis followed the procedure of
Lotter and Lemcke (1999) with sediment blocks placed in liquid
nitrogen, freeze-dried and subsequently impregnated with Aral-
dite©2020 epoxy resin. After that, thin sections were prepared and
inspected under a petrographic microscope. Varves were counted
manually repeated times by three different persons using the
CooRecorder software. Based on three independent counts the
uncertainty of the varve chronology was estimated according to the
Table 1
Summary statistics of geographical and environmental variables of the 37 Polish
lakes included in this study.
Variable Min Max Mean
Latitude (dec) 52.5 54.3 53.1
Longitude (dec) 14.6 22.9 18.6
Altitude (m.a.s.l.) 48.6 204.5 114.1
Area (ha) 9.8 731.0 71.4
Depth (m) 6.2 43.6 17.1
Days below 4 C 83.0 116.0 101.6
pH 7.7 8.2 7.9
DOC (mg L1) 8.6 11.9 9.9
Conductivity (mS cm1) 53.5 770.8 366.1
Turbidity (NTU) 1.7 23.0 4.9
Naþ (mg L1) 1) 1.7 23.9 7.3
Kþ (mg L1) 0.5 16.2 4.0
Mg2þ (mg L1) 0.9 24.6 9.1
Ca2þ (mg L1) 6.0 101.7 56.2
HCO3 (mg L1) 0.3 4.3 2.6
SO42 (mg L1) 4.0 136.0 29.1
Fluorides (mg L1) 0.1 0.2 0.1
Cl (mg L1) 2.4 74.2 15.7
Total N (mg L1) 0.3 4.4 1.3
Total P (mg L1) 0.0 0.3 0.1
DJF (C) 1.5 3.6 2.6
MAM (C) 8.2 11.5 10.0
JJA (C) 19.1 21.4 20.4
SO (C) 13.3 15.8 14.5
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were added to the chronology without increasing the uncertainty;
(2) varves missed in one counting were added to the chronology
and the uncertainty was also increased by 1 year in the ‘minus
direction’ (toward younger ages); (3) varves missed in two count-
ings were not added to the chronology but the uncertainty in the
‘plus direction’ (toward older ages) was increased by 1 year.
2.4. Sample preparation and cyst analyses
Sediment trap and sediment core samples (0.2 g wet sediment)
were treated with H2O2 and HCl for chrysophyte cysts analyses,
following the standard diatom procedure (Battarbee et al., 2001).
Samples were then washed with distilled water and filtered with
Milipore nylon-filters (63 mm) to remove large particles. Chryso-
phyte cysts were analysed using a scanning electron microscope
(Carl-Zeiss EVO40). For the training set samples, a minimum of 300
modern cysts were counted per sample. For the downcore fossil
cyst assemblages, 80 chrysophytes per sample were counted for
samples between AD 2010 and 1898, and 50 cysts per sample until
AD 1000. The final reconstruction was based on 5-yr running
means. Identification of cysts followed Duff et al. (1995), Wilkinson
et al. (2002) (labelled as PEARL -Paleoecological Environmental
Assessment and Research Laboratory-), and Huber et al. (2009)
(labelled as L). The unpublished new cysts were assigned a new
number using the code ‘ZAB’ for the fossil and modern samples of
Lake _Zabinskie, and the code ‘TSP’ (Training Set Poland) for the
modern samples.
2.5. Statistical analyses
Multivariate statistical analyses were used to identify major
environmental gradients and to explore relationships between
chrysophyte cysts and environmental variables. Prior to statistical
analyses, environmental variables were explored for normal dis-
tribution. Water chemistry variables (except pH) were log trans-
formed. For the climate related variables, only DB4 C and the
seasonal temperatures showed normal distribution and were not
transformed. Chrysophyte data were expressed as relativeabundances. All species present in at least 2 training set lakes with
abundance >1% were retained in the numerical analyses. Chryso-
phyte abundances were square-root transformed in order to sta-
bilise variances.
Principal components analysis (PCA) was used to detect the
major gradients in the environmental data (ter Braak, 1987). Sig-
nificance of the axis was tested by the broken stick model (Jackson,
1993). Detrended correspondence analysis (DCA) (Hill and Gauch,
1980) was used to estimate the compositional gradient lengths
along the first DCA axes, and the use of unimodal or linear nu-
merical techniques for modelling the relationship between the
chrysophyte cysts and environmental variables (Birks, 1995; ter
Braak, 1987). Multivariate ordination techniques were used to
examine the relationship between the taxa and the environmental
data, and to identify redundant environmental variables and sam-
ples with unusual species composition. Because the species data
was very heterogeneous, we used Hellinger's transformation
(Legendre and Gallagher, 2001). Weighted correlations and vari-
ance inflation factors (VIF) were used to identify the variables
which were intercorrelated. On this basis some variables were
deleted from subsequent analyses. The choice of the best subset of
predictors was tested using Akaike's information criterion (using
the function ordistep in the VEGAN package) with significant vari-
ables (p < 0.05), which explain the greater proportion of variation
in the chrysophyte cyst community. Individual RDAwas performed
to identify how much independent variation of the chrysophyte
data was explained by the remaining variables. Ordinations were
performed using R (R Development Core Team, 2009) with the add-
on packages VEGAN (Oksanen et al., 2006).
2.6. Transfer functions
To establish transfer functions, the following models were
tested:Weighted averaging (WA) classical and inverse deshrinking,
weighted averaging e partial least squares (WA-PLS), partial least
squares (PLS), and a modern analogue technique (MAT) as imple-
mented in the computer program C2 (Juggins, 2003). The minimal
adequate inference model was identified as having the highest
coefficient of determination (R2), lowest mean and maximum bias
and root mean square error of prediction (RMSEP), all based on
leave one out cross-validation (Birks, 1995). The number of com-
ponents in PLS andWA-PLS was chosen in function of the reduction
of the RMSEP. To be considered ‘useful’, a component should give a
reduction in prediction error of 5% or more of the RMSEP for the
simplest one-component model (Birks, 1998). Outliers were iden-
tified as samples having an absolute residual (observed e pre-
dicted) higher than the SD of the environmental variable of interest
and a low influence on the model indicated by Cook's D. The
chrysophyte transfer function was generated by the software C2
(Juggins, 2003).
Analogue quality was used to diagnose the quality of the
reconstruction by evaluating how well the calibration set of mod-
ern samples provided analogues for the fossil core samples (Birks
et al., 1990). The taxonomic distance between each fossil sample
and the calibration set was calculated using a squared chord dis-
tance (SCD) as a dissimilarity measure (Overpeck et al., 1985). Fossil
samples with dissimilarity larger than the 10th percentile lacked
good modern analogues (Birks et al., 1990).
3. Results
3.1. Calibration data set and ordination
The PCA of the environmental data determined two major gra-
dients related to the two first axis, both being significant according
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water chemistry (major ions, nutrients and conductivity), and PCA
2 (eigenvalue 0.11) is related to climate variables (seasonal air
temperatures and DB4 C) and longitude (Fig. 2A). Water chemistry
variables are strongly correlated in the lakes of the training set. In
the same way, climate related variables are also correlated among
each other. The strongest correlation is found between longitude,
winter temperatures (DeceFeb) and DB4 C, reflecting the rela-
tionship with regional air temperature. This is also an ecological
gradient (EeW) across northern Poland (Fig. 1A).
Of the 129 taxa encountered in the 37-lake training set, 63
fulfilled the criteria to be included in the numerical analyses. The
gradient length of the first axes was 1.7 standard deviation (SD)
units, indicating that numerical methods based on a linear
response model are most appropriate (Birks, 1995). RDA was per-
formed on the biological and environmental dataset (Fig. 2B). The
PCA (Fig. 2A) and high VIFs (>20) revealed that there is strong
collinearity among several of the environmental variables. Of all the
environmental variables considered (Table 1), the ordistep proce-
dure selected only six variables for entrance into the final model.
(conductivity, K, chlorides, sulfates, DB4 C and longitude), which
explained the variation in the chrysophyte data (28%) almost as
well as the complete set of all environmental variables included in
the ordination analyses.
A series of partial RDAs run with one explanatory variable at a
time indicates that DB4 C and conductivity are the strongest var-
iables and capture 4.5% and 6%, respectively. This low explained
variance is typical of noisy, heterogeneous datasets which contain
many zero values (Jones and Juggins, 1995). As the data set covers a
long geographical transect, some species show scattered occur-
rences, limited to a few sites, or centred at a particular region of the
training set. Similar results with low explained variance (<3%), but
yet ecologically informative, were also reported in diatom data sets,
for reconstructing salinity in Australia (Saunders, 2011). Variance
partitioning demonstrates that relationships between chryso-
phytes and DB4 C are independent of variables related to water
chemistry (conductivity, chlorides, K, sulfates). The ratios between
the first (constrained) and the second (unconstrained) eigenvalue
(l1/l2) are calculated to assess which variables could be used for a
transfer function development (Birks, 1995). Although DB4 C l1/l2Fig. 2. Multivariate analyses. A) PCA of the environmental data. Grey dots correspond to the
dots, species as white dots.is the highest of all variables (0.71) and the one of climate interest,
values lower than 1 indicate that the training set is affected by other
variables that have an influence on the chrysophyte cyst compo-
sition but were not measured.
3.2. Transfer function
The final regression and calibration model was a Partial Least
Square model (PLS) (ter Braak and Juggins, 1993), because linear
methods are more appropriate for short ecological gradients. A
transfer functionwas developed for DB4 C, because this variable is
correlated with longitude and hence with DeceFeb air temperature
(Fig. 2A) which is of great paleoclimatic interest. DB4 C explains a
significant amount of variation in the cyst assemblages (4.5%), even
when effects of other important variables (conductivity, pH or
nutrients) were removed. The Linear PLSmodel with 2 components
provided the minimal adequate model with highest R2 (cross-
validated) and lowest mean and maximum bias.
The two-component PLS model (R2cross ¼ 0.58; RMSEP ¼ 3.41
DB4 C) (Fig. 3A) was significantly improved compared with the
one-component model in terms of RMSEP (5.8% change of DB4 C).
Six lakes (TRZ, BRO, SUR, LEK, SZOS, SZE) were identified as outliers
because they had absolute residuals (observed e predicted DB4 C)
higher than the SD of 7.6 days, and low Cook's D. The residuals
(Fig. 3B) show a slight trend with observed DB4 C, indicating an
overestimation at sites with low DB4 C and an underestimation at
sites with high DB4 C.
3.3. Ordination of fossil cyst assemblages
An ordination was carried out on the entire cyst assemblage
dataset (Fig. 4). A total of 85 chrysophyte cysts types with
maximum abundance >2% and a presence at least in 2 samples
were identified in the 920 sediment core samples corresponding to
1010 years. Preservation was good and no clear signs of corroded
cysts were observed. To obtain the gradient length of the dataset, a
DCA was performed, which resulted in a gradient length of 1.5 SD.
Therefore, a PCA was applied because it assumes a linear response
of the species to the environmental variable of interest. The ei-
genvalues of the two PCA axes accounted for 19.5% of the variancesites. B) RDA of the dataset with all environmental variables. Sites are displayed as grey
Fig. 3. Relationship between observed and predicted DB4 C. A) Observed versus estimated DB4 C, and B) observed versus residuals based on PLS-2 regression.
Fig. 4. Chrysophyte cyst stratigraphy. Plot showing the 21 most abundant species in the sediments of Lake _Zabinskie, the similarity index between the training set and fossil
assemblages, and the downcore reconstruction of DB4 C (black line 5-yr. filter).
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scores is highly similar to the reconstructed values of DB4 C, while
the scores of PCA 1 are different but resemble the pattern of dry
bulk density with low variability until the abrupt shift between AD
1800e1850.
3.4. Downcore reconstruction of DB4 C
Using the PLS-2 model, the chrysophyte-DB4 C transfer func-
tion was applied to the fossil chrysophyte assemblages in thesediments of Lake _Zabinskie (Figs. 4 and 5). The sediment depths
were converted into calendar ages according to the varve chro-
nology shown in Fig. 5. Reconstructed DB4 C (5-year running
mean) fluctuated between 94 and 106 days. The reconstruction
indicated highest DB4 C (>104) at the beginning of the record (AD
1000e1070). After this date, there is a decreasing trend toward
lower values of DB4 C until AD 1245 (94 DB4 C). Subsequently a
rapid increase toward high DB4 C values (severe winters) is
observed for a short period. Afterwards, reconstructed values re-
turn to lower DB4 C values until a minimum of 94 DB4 C is
Fig. 5. Age-depth model, downcore fossil ordination and dry bulk density. Varve chronology for the period AD 1000e2010. A) Chrysophyte based-DB4 C reconstruction (grey line,
5-yr filter; black line 21-yr. filter). Scores of the two main axis of the ordination (PCA) of the fossil dataset: B) PCA 2 scores (red line, 5 year filter; black line 21 yr. filter); C) PCA 1
scores (green line, 5-yrfilter; black line 21-yr. filter). D) Dry bulk density (g/cm3). (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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DB4 C. The period from AD 1180e1440 coincides with the warm
phase of the Medieval Climate Anomaly (MCA). Higher values of
reconstructed DB4 C (long winters) are recorded until AD 1730. A
decrease in DB4 C values is observed between AD 1750 and 1850
(ranging 94-97 DB4 C) interrupted by a short colder period around
AD 1800e1820. After AD 1850, values of DB4 C increase until a
maximum of 106 DB4 C around AD 1945. From then onwards there
is a steady decreasing trend of DB4 C values (shorter winters).
The range of DB4 C values in the calibration dataset covers the
range of the reconstruction (Fig. 4), ensuring that no linear
extrapolationwas required for the reconstruction period. Results of
dissimilarity analyses are illustrated in Fig. 4. In general, there are
larger dissimilarities (in squared chord distance) between
sediment-core chrysophyte assemblages and the Polish calibration
dataset during periods with lower DB4 C values. Analogue
matching analysis indicated that the upper part of the core (second
half of 20th century) had a better analogue with the modern cali-
bration samples than downcore (Fig. 4). However, despite this weak
analogy, reconstructed DB4 C values show a significant negative
correlation (R ¼ 0.35, p < 0.05) to cold-season JanuaryeMarch
temperatures during the period where instrumental observations
are available.
4. Discussion
4.1. Proxy interpretation and model performance
The final chrysophyte-based transfer function was based on the
proxy DB4 C derived from the thermistor data. Many empirical
studies have shown water temperatures to be strongly related to
ambient air temperature in absence of ice-cover (Livingstone andLotter, 1998; Shuter et al., 1983). DB4 C was chosen because it
showed the highest l1/l2 ratio and explains a higher proportion of
variance independently than other variables included in the
training set; and it is of climate interest. Modern data show that
there is no strong correlation between DB4 C and water chemistry
(Fig. 2A) and a proportion of the variance of the modern chryso-
phyte cyst assemblage is explained by DB4 C independently of the
other most important variable (conductivity) (Fig. 2B). Pla and
Catalan (2005) and Kamenik and Schmidt (2005) found a similar
orthogonal positioning of the cold-season related variables (alti-
tude and spring mixing) with respect to variables related to water
chemistry, suggesting that a portion of the variation in their cyst
assemblages was independent from the chemical composition of
the lake waters.
A l1/l2 lower than 1 may indicate that there is another sec-
ondary gradient, or combination of them, slightly larger than the
first constrained axes that reflects variation in the chrysophyte
assemblages that is unrelated to the DB4 C. Adding more lakes to
expand the DB4 C gradient of our data set would help to overcome
these problems. The trend in the residual structure of the PLS-2
model indicates overestimation at sites with low DB4 C values
and underestimation at sites with high DB4 C values. In conse-
quence, the predictive ability of the transfer function is greater for
sites with medium values of DB4 C than for sites falling at the
extremes of the environmental gradient. This ‘edge effect’, how-
ever, is inherent to PLS and its unimodal counterpart WA-PLS, both
of which utilize an inverse deshrinking regression (Birks, 1995; ter
Braak and Juggins, 1993).
The number of consecutive days with lowwater temperatures is
an ecologically important variable for chrysophytes, because cyst-
production is linked to low-temperature environments (Adam
and Mahood, 1981) or takes place even under the ice (Cronberg,
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chrysophyte cysts as typical of cold waters. The number of DB4 C
affects the cyst assemblages, the timing and magnitude of cyst
production during an entire year and shifts the percentage of cold
and warm water species. The relationship with winter water tem-
peratures agrees with other chrysophyte-based studies that found
similar relationships between different variables related to cold-
season temperatures and chrysophyte assemblages (de Jong and
Kamenik, 2011; de Jong et al., 2013a; Kamenik and Schmidt,
2005; Pla and Catalan, 2005).
4.2. Relationship between DB4 C and cold-season temperatures
Studies converting non-climate variables (cyst assemblages) to
climate variables imply that the relationships between both have
remained constant through time. Correlation between the
chrysophyte-based DB4 C reconstruction and the homogenized air
temperature series for Lake _Zabinskie (Larocque-Tobler et al., 2015)
is highest for JanuaryeMarch temperatures (3-years filter;
R ¼ 0.35, p > 0.05). Although a better correlation would be ex-
pected, this is explained because of distorting effects of ice-cover. In
such periods, the ice-cover insulates the bulk of the water body
from further cooling, and water temperatures are uncoupled from
air temperatures (Livingstone, 1993). As the relationship between
DB4 C and air temperatures is not linear but distorted by the
presence of ice-cover, and to avoid accumulation of errors during
the conversion to winter temperatures, we focus on the perfor-
mance of chrysophyte cysts as proxies of changes in DB4 C. As we
have shown in the modern training set data and instrumental data
during the 20th century, DB4 C has a strong relationship with
winter length.
4.3. Quality of the reconstruction
Transfer functions have been recently under the focus of the
scientific community, urging proper validation and assessment of
the reliability of the models applied (e.g. Juggins, 2013; Telford
et al., 2004; Telford and Birks, 2011). One of the tests proposed is
based on the similarity between the ordination axes that summa-
rize the maximum variance in the dataset, and the reconstructions
(Juggins, 2013).
An ordination was carried out on the entire cyst assemblage
dataset (Fig. 5). The two first axes explain 11% and 8.5%, both are
significant. This is typical of noisy data sets with a large number of
taxa and many zero values to have a relatively low percentage of
variance explained (Bennion, 1994). Comparison between scores of
PCA axes with the reconstruction helps to evaluate how repre-
sentative the reconstruction is compared to the major ecological
changes of the fossil assemblage as shown in the ordination.
Moreover, if anthropogenic effects are first factored out, the effects
of natural variability are likely to be more clearly detected.
Reconstructed DB4 C and PCA1 are very different. PCA1 shows a
very abrupt change at AD 1800 (Fig. 5C). This shift in the scores
might reflect an anthropogenic change. Similarity between PCA1
scores and dry bulk density of the sediments denotes that
chrysophyte ecological shifts downcore may be driven by envi-
ronment changes in the lake. The shift around AD 1790 is correlated
with a large increase in the dry bulk density of the sediments,
reflecting that a large amount of fine material was deposited in the
Lake _Zabinskie and may have potentially altered the chrysophyte-
environmental variable relationship (Fig. 5D). According to the
percentage pollen data from Lake _Zabinskie, abrupt forest decline
and increase in ruderal and grassland taxa is observed after AD
1800, which is interpreted to be related to human impact on
vegetation and forest clearance in the area (Wacnik, pers. comm.2014). We argue that PCA1 scores reflect the extent to which the
fossil cyst community of Lake _Zabinskie responded to anthropo-
genic stressors, and therefore, ecological changes of the fossil
chrysophyte assemblage shown in PCA1 are not related to climate
factors. In contrast, downcore variability of scores of PCA2 do not
show this abrupt shift at AD 1800, and they are highly correlated to
the downcore reconstruction of DB4 C, indicating that this variable
was important as well for the fossil assemblage, and is not related
to anthropogenic changes (Fig. 5AeB).
4.4. Regional comparison of temperature variability
Although cold-season records are scarce in this region, we have
compared our reconstruction with other records that are related to
winter climate in the Baltic and across Europe (Fig. 6). Since our
reconstruction is based on 5-yr running means, the main strength
of the cold season temperature time-series from Lake _Zabinskie
(Fig. 6F) is in the decadal to multi-centennial spectral range.
Detailed comparison of our cold-season climate record from NE
Poland with the other existing chrysophyte cyst-inferred cold
season temperature reconstruction from the Eastern Swiss Alps
(Lake Silvaplana; de Jong et al., 2013a, 2013b, Fig. 6E) is hampered
by data gaps in the latter. Despite their locations in different
geographic regions of Europe, both reconstructions show some
common features: the very cold period following AD 1460, the
prominent warming around AD 1740e1780, and the cooling phase
in the early and mid-20th century followed by a warming trend
from 1950 onwards. Although a bit earlier, the pronounced winter
warming in the 18th century was also recorded in the multiproxy
reconstruction by Luterbacher et al. (2004) who used mostly early
instrumental data, documentary records, and a few ice core and
tree ring datasets from Greenland and Siberia, respectively
(Fig. 6D). A similar pattern on decadal and multi-decadal scales is
also observed between our DB4 C reconstruction and documen-
tary data from the Low Countries (van Engelen et al., 2001) (Fig. 6C)
and the decadal winter climate series from instrumental and
documentary sources from Central Poland (Przybylak, 2011;
Przybylak et al., 2005, Fig. 6A). A consistent pattern between the
Low Countries and the western Baltic in winter is reasonable
because both areas are controlled by the NAO determining the
severity of winters (Schmelzer and Holfort, 2011). Also the Baltic ice
winter severity index values derived from documentary sources
(Hagen and Feistel, 2005; Koslowski and Glaser, 1999; Schmelzer
and Holfort, 2011) shows the mid-18th century warmth brack-
eted by severe winters around AD 1700 and 1800 (Fig. 6B). The
Baltic ice winter severity index also shows the exceptionally cool
period of the 1940s.
Although similarities with other winter-season climate records
across Europe are evident, differences exist at some intervals.
Following AD 1258, an abrupt cooling for 5e7 years is observed in
our DB4 C reconstruction. This is not seen in the Low Countries
temperature record (van Engelen et al., 2001). But this short cold
period has been found in the winter temperature reconstruction
from Lake Silvaplana whereby data gaps in the Silvaplana record
are interpreted as very cold spells (de Jong et al., 2013b).
Interesting are the differences in the 16th century, i.e. at the
beginning of the Sp€orer Minimum: while the Baltic ice winter
severity index (Fig. 6B), the indices for the Low Countries (Fig. 6C)
and other documentary winter climate records from Western
Europe show a sequence of very severe winters in the 1430s fol-
lowed by moderately cool winters after AD 1450 (Lamb, 2002),
records from Poland show a different pattern: our DB4 C record
fromNE Poland, winter climate indices for Poland (Przybylak, 2011;
Przybylak et al., 2005) and JanuaryeApril air temperature for cen-
tral Poland reconstructed from tree-ring widths of Scots pine
Fig. 6. A) Polish Winter Thermal Index (Przybylak et al., 2005) for the period AD 1780e1999 (yellow line) and Winter Thermal Index for AD 1400e1800 (orange line) (Przybylak,
2011). B) Baltic ice winter severity index (Koslowski and Glaser, 1999; Schmelzer and Holfort, 2011). C) Winter (DeceFeb) temperature in the Netherlands (van Engelen et al., 2001).
D) DeceFeb Temperature multiproxy reconstructions for Europe (Luterbacher et al., 2004). E) Chrysophyte based OcteMay temperature reconstruction from Lake Silvaplana (de
Jong et al., 2013b). F) Chrysophyte based-DB4 C reconstruction (grey line, 5-yr filter; black line 21-yr. filter). G) Reconstruction of Siberian High air pressure (Meeker and
Mayewski, 2002). H) Reconstruction of the NAO (Trouet et al., 2009). (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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in the 1430s. These were followed by strong cooling in the 1440s
and peak cold around AD 1460. Cold conditions persisted
throughout the rest of the 16th century. On the other hand, the very
cold conditions in the second half of the 15th century did not occur
in SE Poland (Szychowska-Krąpiec, 2010). This regional discrepancy
during the beginning of the Sp€orer Minimum and the 15th century
is reproduced in independent data sets and seems thus to be real. In
Poland, the Maunder Minimum (AD 1645e1715) (Eddy, 1976) does
not strike as the very cold phase reported in other European records
(Glaser and Riemann, 2009; Luterbacher et al., 2004). Instead, abrief cooling phase can be appreciated between AD 1689e1699,
that matches with a 11 years cool phase described in the Tatra
Mountains, Poland (Niedzwiedz, 2010).
While the major features of Polish winter climate seem to be
reproducible and spatially consistent, major uncertainties and in-
consistencies remain in the details. This is partly attributable to
reconstruction uncertainties but also, likely to a large degree,
attributable to the diversity of the proxies used for comparison
here. Our DB4 C reconstruction is sensitive to the length of the
winter while other reconstructions are more sensitive to low
temperatures, which is not the same in terms of climate. Therefore,
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records should be expected.
4.5. Factors controlling winter severity
The agreement between short and long winters in Poland
(DB4 C) with other European cold-season temperature records
suggests a common large-scale atmospheric circulation mecha-
nism. A first candidate is the North Atlantic Oscillation NAO which
represents one of the most prominent modes of inter-monthly to
inter-decadal variability in the Northern Hemisphere and is known
to affect winter climate in Europe north of the Alps (e.g. Hurrell,
1995). Przybylak et al. (2005, 2003) correlated phases of postitive
NAO with strong zonal circulation (westerly flow) and increased
winter air temperatures over central Europe and Poland. According
to Luterbacher et al. (2010) the NAO index accounts for more than
50% of the winter temperature variations in Poland.
Fig. 6F and H shows the comparison between the NAO recon-
struction by Trouet et al. (2009) and the winter severity (DB4 C) in
NE Poland for the past millennium. Trouet et al. (2009) concluded
persistently positive winter NAO conditions during the MCA (AD
1000e1450) and a strong shift around AD 1450 towards a regime
with high variability and negative values during the Little Ice Age
(LIA). Based on this comparison and on the current relative
importance of NAO as a factor controlling winter temperatures in
Central Europe, we propose that the shorter winters in Poland prior
to AD 1450were related to the predominance of enhancedwesterly
airflow (typical for positive NAO) over NW Europe during winter.
A rapid and strong drop from positive to very negative NAO
values took place at AD 1450 (Trouet et al., 2009), which is also
mirrorred in our DB4 C reconstruction (Fig. 6F). This shift in the
NAO index has been interpreted as enhanced influence of easterly
anomalies during the LIA (Trouet et al., 2009, 2012). During this
period, other large-scale circulation phenomena such as the Sibe-
rian High (reconstructed by Meeker and Mayewski, 2002) might
have gained more importance in the study area. Although the Si-
berian High has been observed to extert a large influence on air
temperatures especially in Asia (Gong and Ho, 2002) and the Pacific
(D'Arrigo et al., 2005), also eastern parts of Europe are under the
influence of this anticyclonic field (Katsoulis et al., 1998). de Jong
et al. (2013b), for example, found evidence of strong influence of
the Siberian High on central Alpine winter temperatures during the
LIA, implying that the influence of the Siberian winter anticyclone
extended over Central Europe as far as the eastern Swiss Alps.
The very strong cooling (long winters) in the second half of the
15th century and persistently severe winter conditions in Poland
until ca AD 1700 coincided with high pressure conditions of the
Siberian High (Fig. 6G, Meeker and Mayewski, 2002) and transport
of cold continental air to eastern Poland. Also in the 18th and 19th
centuries the DB4 C and Siberian High index are remarkably
similar. Shorter winters between AD 1740e1790 and around AD
1850 match with minima of the air pressure in the Siberian High
index suggesting again a stronger influence of Westerly flow.
The period with very long winters in the 1940s is the most
remarkable feature of the 20th century winter climate in Poland. In
fact, the decade of the 1940s shows the longest winters (highest
DB4 C) for the past 900 years. This period corresponds to a NAO
negative phase and weak polar vortex as the result of a long-lasting
El Ni~no event, which is thought to have led to cold conditions in
Northern and Central Europe (Br€onnimann et al., 2004; Fischer
et al., 2008). According to this scenario, it is not unlikely that the
very long reconstructed DB4 C (long winters) in Poland were
related to negative NAO conditions (Dickson et al., 2000) combined
with prolonged blocking over Central and Eastern Europe with
southward penetration of cold arctic air. Cold conditions in the1940s were also recorded by the Ice Winter Severity and Winter
Thermal indices for Poland (Fig. 6AeB). Moreover, northeastern
Poland experienced a lot of snow between 1940 and 1950 (Falarz,
2004, 2007) which may have further delayed ice break-up (high
number of DB4 C) in Lake _Zabinskie.
4.6. Influence of volcanic and solar forcing on winter climate in
Poland
The question about the causes of the rapid decadal-scale cooling
events in Europe during the last Millennium and during the LIA in
particular have been discussed controversially (Hegerl et al., 2011
and references therein). While anthropogenic influences can be
excluded before the 20th century, variability in Total Solar Irradi-
ance (TSI), volcanic aerosols (both external forcings; Crowley, 2000,
Fig. 7CeD) or unforced internal (atmosphere-ocean) variability
remain potential candidates to influence seasonal European tem-
peratures and climate. Fig. 7 shows that the severity of winters in
NE Poland (DB4 C) in the pre-industrial period (prior to the 20th
century) is largely correlated to the combined solar and volcanic
radiative forcing (data from Crowley, 2000) while this relationship
is inverted in the 20th century.
TSI is generally about 0.1 Wm1 higher during the Medieval
Climate Anomaly compared with the LIA and four multi-decadal
periods of minimum solar activity are observed: the Wolf (AD
1280e1350), Sp€orer (AD 1420e1540), Maunder (AD 1645e1715)
and Dalton Minima (AD 1795e1830) (Eddy and Oeschger, 1993).
However, since solar minima coincided with strong negative vol-
canic forcing in the past millennium, it is difficult to discriminate
the influence of both effects on regional surface temperatures. The
reconstructed DB4 C does show severe winters during the Dalton
Minimum but the other solar minima do not stand out as cold
periods, while this is rather the case for the temperature indices
from the Low Countries (Fig. 6C). The high DB4 C values (severe
winters) at AD 1450e1470 might be partly related to the Sp€orer
Minimum (in addition to a response to volcanic forcing after AD
1450). The severe winters between AD 1795e1820might reflect the
Dalton Minimum, combined with the effect of the large volcanic
eruptions at AD 1809 and 1815e1816 (D'Arrigo et al., 2009). Fig. 7A
shows a systematic offset in thematch between the combined SþV
forcings and the severity of winters (DB4 C) between the MCA and
the LIA. It seems that the 0.1 Wm1 higher TSI during the MCA has
not resulted in significantly shorter winters, suggesting that the
influence of TSI on winter lengths in NE Poland during the past
millennium is minimal. This is in line with recent findings for the
northern Hemisphere by Schurer et al. (2014).
In the Northern Hemisphere, extratropical volcanic eruptions
lead often to positive NAO, and winter warming in the European
sector is likely, but rather a probabilistic than a deterministic
feature (Fischer et al., 2007; Shindell et al., 2004). Nevertheless,
European winters are cold during periods with cumulative strong
negative volcanic forcing (Hegerl et al., 2011; Shindell et al., 2003)
like, for instance after the very large eruption AD 1257e58, which
was followed by ones in 1269, 1278 and 1286 (Schneider et al.,
2009). The AD 1258 eruption is thought to be one of the world's
largest volcanic eruption of the past millennium (Lavigne et al.,
2013).
Clearest evidence of volcanic effects on the length of winter
conditions in Poland is found in the context of the volcanic eruption
at AD 1258, when TSI values were high but volcanic forcing strong.
At this time, among the longest reconstructed DB4 C values are
recorded between AD 1259e1263. Very cold winters struck Europe
between AD 1259 and 1262 (Stothers, 2000). Remarkably, all the
(sub) decadal scale periods with severe winters (DB4 C) in NE
Poland coincided with periods of cumulative strong volcanic
Fig. 7. DB4 C variations (this study) in response to forcings. A) combined solar and volcanic forcing (green, 11 years smoothed) (Crowley, 2000), compared to the chrysophyte
based-DB4 C reconstruction (grey line, 5-yr filter; black line 21-yr. filter), B) volcanic forcing (blue), C) Total Solar Irradiance (orange), and D) GHG (red). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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around AD 1600, throughout the 17th century and the first two
decades of the 19th centuries and, taking varve counting un-
certainties into account possibly also the events following AD 1060
and AD 1170. Overall, our findings for Poland agree with the
conclusion by Hegerl et al. (2011) that winter climate in Europe
prior to the 20th century is significantly influenced by external
forcing, whereby cumulative negative volcanic forcing seems to be
the pacemaker for very severe winters and the influence of TSI in
the multidecadal and lower frequency band is minimal. Our find-
ings from Poland do not support the conclusions by Bengtsson et al.
(2006) who postulated that “climate variability in Europe for the
‘pre-industrial’ period 1500e1900 is fundamentally a consequence
of internal fluctuations of the climate system”. Interestingly, the
relationship between external forcing andwinter severity in Poland
breaks down in the 20th century. We consider two possible ex-
planations: (i) the influence of unforced variability has increased
which was, for instance the case in the severe winters of the 1940s
following the argument of Br€onnimann et al. (2004), or (ii) the new
combination of forcings including the anthropogenic GHG forcing
in the 20th century leads to a new set of dynamic responses of the
winter-time atmospheric circulation in this part of the world.
5. Conclusion
Our analyses of sediment trap chrysophyte assemblages from
lakes across a climatic and ecological gradient in Northern Polandindicates that chrysophyte cysts can provide useful and reliable
quantitative estimates of past changes in cold-season climate and
lengths (severity) of winters. Ordination analyses demonstrated
that relationships between chrysophyte assemblages and DB4 C
are statistically significant and independent of morphological (area,
depth) and chemical (conductivity, major ions, nutrients) condi-
tions in the lake. This Polish chrysophyte cyst training set has
enabled the development of a robust transfer function for recon-
structing a cold-season climate-sensitive variable, i.e. the number
of consecutive days with water temperatures below 4 C (DB4 C).
The application of the transfer function to an annually varved
sediment core from Lake _Zabinskie (NE Poland, Masurian lake land)
yielded a reconstruction of DB4 C for the past 1000 years at a
resolution of 5 years. Comparison of the ordination axes of the fossil
cyst data, dry bulk density and the reconstruction indicated that
land-use changes were important in the lake, especially between in
the early 19th century, but that the reconstruction of DB4 C is
independent of these anthropogenic changes.
The cold-season related DB4 C reconstruction from Lake
_Zabinskie shows pronounced decadal and multidecadal variability
with a clear shift from warmer MCA to colder LIA conditions at AD
1430e1460. Changing winter climate conditions in Poland were
likely controlled by shifts in the European atmospheric zonal flow
(from westerly to easterly), controlled by the NAO, and a higher
influence of continental anticyclonic systems from the Siberian
High during the LIA. Comparison with other European cold-season
sensitive reconstructions shows a good agreement, especially
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cooling around AD 1800e1820. On the other hand, also some dis-
crepancies are observed. These might be attributed to real regional
differences between the climates in Poland and other areas in
Central and Western Europe, to differences in what the various
proxies indicate (length of the winter, maximum cold, maybe
different phonological periods of winter), or uncertainties in the
different proxy reconstructions themselves.
Striking correspondences between the DB4 C reconstruction
fromNE Poland and the combined solar and volcanic forcing during
the past Millennium suggest that winter climate in NE Poland is
strongly influenced by natural forced variability. Persistent strong
volcanic forcing, particularly a series of strong events seems to
produce very long winters at sub-decadal to decadal scales. The
influence of TSI in the multidecadal and lower frequency band
seems to be minimal. We do not find support for the idea that
climate variability in Poland during the ‘pre-industrial’ period was
fundamentally a consequence of internal atmosphere-ocean
variability.
During the 20th century the situation is reverse and winter
severity (DB4 C) is negatively correlated with the combined solar
and volcanic forcing, suggesting that the combination of forcing
factors in the 20th century leads to a different response of winter
climate in NE Poland to (natural and anthropogenic) forcing factors,
or unforced variability (e.g. ENSO and its influence on extratropical
climate) plays a stronger role as it is suggested for the 1940s.Acknowledgements
We thank the CLIMPOL project members for their active and
fruitful discussions, in particular Alicja Bonk for her help in the field
and sampling, and Agnieszka Wacnik for her valuable comments.
Thanks also to Krystyna Saunders and Rixt de Jong for their support
and comments on this manuscript. S. Hagnauer, M. Schmidt and N.
Greber are thanked for laboratory and SEM assistance. Special
thanks are also due to Dr. John Smol and an anonymous reviewer
for their very helpful suggestions. This research was supported by a
grant from Switzerland through Swiss Contribution to the enlarged
European Union (CLIMPOL PSPB-086/2010).References
Adam, D.P., Mahood, A.D., 1981. Chrysophyte cysts as potential environmental in-
dicators. Geol. Soc. Am. Bull. 92, 839e844.
Amann, B., Lobsiger, S., Fischer, D., Tylmann, W., Bonk, A., Filipiak, J., Grosjean, M.,
2014. Spring temperature variability and eutrophication history inferred from
sedimentary pigments in the varved sediments of Lake _Zabinskie, north-eastern
Poland, AD 1907e2008. Glob. Planet. Change 123 (Part A), 86e96.
Battarbee, R.W., Jones, V.J., Flower, R.J., Cameron, N.G., Bennion, H., Carvalho, L.,
Juggins, S., 2001. Diatoms. In: Smol, J., Birks, H.J., Last, W., Bradley, R.,
Alverson, K. (Eds.), Tracking Environmental Change Using Lake Sediments.
Springer, Netherlands, pp. 155e202.
Bengtsson, L., Hodges, K., Roeckner, E., Brokopf, R., 2006. On the natural variability
of the pre-industrial European climate. Clim. Dyn. 27, 743e760.
Bennion, H., 1994. A diatom-phosphorus transfer function for shallow, eutrophic
ponds in southeast England. In: Mortensen, E., Jeppesen, E., Søndergaard, M.,
Nielsen, L.K. (Eds.), Nutrient Dynamics and Biological Structure in Shallow
Freshwater and Brackish Lakes. Springer, Netherlands, pp. 391e410.
Birks, H., 1995. Quantitative palaeoenvironmental reconstructions. Statistical
modelling of quaternary science data. Tech. Guide 5, 161e254.
Birks, H.J.B., 1998. Numerical tools in palaeolimnologyeProgress, potentialities, and
problems. J. Paleolimnol. 20, 307e332.
Birks, H.J.B., Line, J.M., Juggins, S., Stevenson, A.C., Braak, C.J.F.T., 1990. Diatoms and
pH Reconstruction. Philos. Trans. R. Soc. Lond. B Biol. Sci. 327, 263e278.
Bloesch, J., Burns, N., 1980. A critical review of sedimentation trap technique.
Schweiz. Z. Hydrol. 42, 15e55.
Bokwa, A., Limanowka, D., Wibig, J., 2001. Pre-instrumental weather observations in
Poland in the 16th and 17th centuries. In: Jones, P.D., Ogilvie, A.E.J., Davies, T.D.,
Briffa, K.R. (Eds.), History and Climate. Springer, US, pp. 9e27.
Bonk, A., Tylmann, W., Amann, B., Enters, D., Grosjean, M., 2015. Modern limnology,
sediment accumulation and varve formation processes in Lake _Zabinskie,northeastern Poland: comprehensive process studies as a key to understand the
sediment record. J. Limnol. 74 (2), 358e370.
Br€onnimann, S., Luterbacher, J., Staehelin, J., Svendby, T.M., Hansen, G., Svenoe, T.,
2004. Extreme climate of the global troposphere and stratosphere in 1940e42
related to El Nino. Nature 431, 971e974.
Brown, K.M., Zeeb, B.A., Smol, J.P., Pienitz, R., 1997. Taxonomic and ecological
characterization of chrysophyte stomatocysts from northwestern Canada. Can.
J. Bot. 75, 842e863.
Cronberg, G., 1973. Development of cysts in Mallomonas eoa examined by scanning
electron microscopy. Hydrobiologia 43, 29e38.
Cronberg, G., 1980. Cyst development in different species of Mallomonas (Chrys-
ophyceae) studied by scanning electron microscopy. Arch. für Hydrobiol. 56,
421e434.
Crowley, T.J., 2000. Causes of climate change over the past 1000 years. Science 289,
270e277.
Cumming, B.F., Smol, J.P., Birks, H.J.B., 1992. Scaled chrysophytes (Chrysophyceae
and Synurophyceae) from Adirondack drainage lakes and their relationship to
environmental variables. J. Phycol. 28, 162e178.
Cumming, B.F., Wilson, S.E., Smol, J.P., 1993. Paleolimnological potential of chryso-
phyte cysts and scales and of sponge spicules as indicators of lake salinity. Int. J.
Salt Lake Res. 2, 87e92.
D'Arrigo, R., Jacoby, G., Wilson, R., Panagiotopoulos, F., 2005. A reconstructed Si-
berian High index since A.D. 1599 from Eurasian and North American tree rings.
Geophys. Res. Lett. 32, L05705.
D'Arrigo, R., Wilson, R., Tudhope, A., 2009. The impact of volcanic forcing on tropical
temperatures during the past four centuries. Nat. Geosci. 2, 51e56.
de Jong, R., Kamenik, C., 2011. Validation of a chrysophyte stomatocyst-based cold-
season climate reconstruction from high-Alpine Lake Silvaplana, Switzerland.
J. Quat. Sci. 26, 268e275.
de Jong, R., Kamenik, C., Westover, K., Grosjean, M., 2013a. A chrysophyte
stomatocyst-based reconstruction of cold-season air temperature from Alpine
Lake Silvaplana (AD 1500e2003); methods and concepts for quantitative in-
ferences. J. Paleolimnol. 50, 519e533.
de Jong, R., Kamenik, C., Grosjean, M., 2013b. Cold-season temperatures in the
European Alps during the past millennium: variability, seasonality and recent
trends. Quat. Sci. Rev. 82, 1e12.
de Jong, R., Schneider, T., Hernandez-Almeida, I., Grosjean, M., 2015. Recent tem-
perature trends in the south Central Andes reconstructed from sedimentary
chrysophyte stomatocysts in Laguna Escondida (1742 m a.s.l., 3828 S, Chile).
Glob. Planet. Change (submitted for publication).
De Vleeschouwer, F., Piotrowska, N., Sikorski, J.a., Pawlyta, J., Cheburkin, A., Le
Roux, G., Lamentowicz, M., Fagel, N., Mauquoy, D., 2009. Multiproxy evidence of
‘Little Ice Age’ palaeoenvironmental changes in a peat bog from northern
Poland. Holocene 19, 625e637.
Dickson, R.R., Osborn, T.J., Hurrell, J.W., Meincke, J., Blindheim, J., Adlandsvik, B.,
Vinje, T., Alekseev, G., Maslowski, W., 2000. The Arctic ocean response to the
North Atlantic oscillation. J. Clim. 13, 2671e2696.
Dixit, S.S., Dixit, A.S., Evans, R.D., 1989. Paleolimnological evidence for trace-metal
sensitivity in scaled chrysophytes. Environ. Sci. Technol. 23, 110e115.
Duff, K.E., Smol, J.P., 1991. Morphological descriptions and stratigraphic distribu-
tions of the chrysophycean stomatocysts from a recently acidified lake (Adi-
rondack Park, NY). J. Paleolimnol. 5, 73e113.
Duff, K.E., Zeeb, B.A., Smol, J.P., 1995. Atlas of Chrysophycean Cysts, vol. 2. Kluwer
Academic Publishers, Dordecht-Boston-London.
Duff, K.E., Zeeb, B.A., Smol, J.P., 1997. Chrysophyte cyst biogeographical and
ecological distributions: a synthesis. J. Biogeogr. 24, 791e812.
Eddy, J.A., 1976. The maunder minimum. Science 192, 1189e1202.
Eddy, J.A., Oeschger, H., 1993. Global Changes in the Perspective of the Past. John
Wiley & Son Limited.
Falarz, M., 2004. Variability and trends in the duration and depth of snow cover in
Poland in the 20th century. Int. J. Climatol. 24, 1713e1727.
Falarz, M., 2007. Snow cover variability in Poland in relation to the macro- and
mesoscale atmospheric circulation in the twentieth century. Int. J. Climatol. 27,
2069e2081.
Fischer, E., Luterbacher, J., Zorita, E., Tett, S., Casty, C., Wanner, H., 2007. European
climate response to tropical volcanic eruptions over the last half millennium.
Geophys. Res. Lett. 34.
Fischer, A.M., Shindell, D.T., Winter, B., Bourqui, M.S., Faluvegi, G., Rozanov, E.,
Schraner, M., Br€onnimann, S., 2008. Stratospheric Winter Climate Response to
ENSO in Three Chemistry-climate Models. Geophys. Res. Lett. 35, L13819.
Gabathuler, M., 1999. Physical Ecosystem Determinants in High Mountain Lakes.
Swiss Federal Institute of Technology.
Gałka, M., Miotk-Szpiganowicz, G., Marczewska, M., Barabach, J., van der
Knaap, W.O., Lamentowicz, M., 2014. Palaeoenvironmental changes in Central
Europe (NE Poland) during the last 6200years reconstructed from a high-
resolution multi-proxy peat archive. Holocene.
Glaser, R., Riemann, D., 2009. A thousand-year record of temperature variations for
Germany and Central Europe based on documentary data. J. Quat. Sci. 24,
437e449.
Gong, D.-Y., Ho, C.-H., 2002. The Siberian high and climate change over middle to
high latitude Asia. Theor. Appl. Climatol. 72, 1e9.
Hagen, E., Feistel, R., 2005. Climatic turning points and regime shifts in the Baltic
Sea region: the Baltic winter index (WIBIX) 1659e2002. Boreal Environ. Res. 10,
211e224.
I. Hernandez-Almeida et al. / Quaternary Science Reviews 122 (2015) 74e88 87Hegerl, G.C., Crowley, T.J., Hyde, W.T., Frame, D.J., 2006. Climate sensitivity con-
strained by temperature reconstructions over the past seven centuries. Nature
440, 1029e1032.
Hegerl, G., Luterbacher, J., Gonzalez-Rouco, F., Tett, S.F.B., Crowley, T., Xoplaki, E.,
2011. Influence of human and natural forcing on European seasonal tempera-
tures. Nat. Geosci. 4, 99e103.
Hernandez-Almeida, I., Grosjean, M., Tylmann, W., Bonk, A., 2014. Chrysophyte cyst-
inferred variability of warm season lake water chemistry and climate in
northern Poland: training set and downcore reconstruction. J. Paleolimnol.
1e16.
Hill, M.O., Gauch Jr., H.G., 1980. Detrended correspondence analysis: an improved
ordination technique. Vegetatio 42, 47e58.
Huber, K., Kamenik, C., Weckstr, m, K., Schmidt, R., 2009. Taxonomy, stratigraphy,
and palaeoecology of chrysophyte cysts from a Late Glacial sediment core
section of Langsee, Austria. Nova Hedwig. 89, 245e261.
Hurrell, J.W., 1995. Decadal trends in the North Atlantic Oscillation: regional tem-
peratures and precipitation. Science 269, 676e679.
Jackson, D.A., 1993. Stopping rules in principal components analysis: a comparison
of heuristical and statistical approaches. Ecology 2204e2214.
Janczak, J., Brodzinska, B., Kowalik, A., Sziwa, R., 1996. Atlas of the Lakes of Poland,
vol. 1e3. Bogucki Wydawnictwo Naukowe, Poznan.
Jones, V.J., Juggins, S., 1995. The construction of a diatom-based chlorophyll a
transfer function and its application at three lakes on Signy Island (maritime
Antarctic) subject to differing degrees of nutrient enrichment. Freshw. Biol. 34
(3), 433e445.
Juggins, S., 2003. C2 Data Analysis. University of Newcastle, England.
Juggins, S., 2013. Quantitative reconstructions in palaeolimnology: new paradigm or
sick science? Quat. Sci. Rev. 64, 20e32.
Kamenik, C., Schmidt, R., 2005. Chrysophyte resting stages: a tool for reconstructing
winter/spring climate from Alpine lake sediments. Boreas 34, 477e489.
Katsoulis, B., Makrogiannis, T., Goutsidou, Y., 1998. Monthly anticyclonicity in south-
ern Europe and the Mediterranean region. Theor. Appl. Climatol. 59, 51e59.
Koprowski, M., Przybylak, R., Zielski, A., Pospieszynska, A., 2012. Tree rings of Scots
pine (Pinus sylvestris L.) as a source of information about past climate in
northern Poland. Int. J. Biometeorol. 56, 1e10.
Koslowski, G., Glaser, R., 1999. Variations in reconstructed ice winter severity in the
Western Baltic from 1501 to 1995, and their implications for the North Atlantic
Oscillation. Clim. Change 41, 175e191.
Küttel, M., Luterbacher, J., Zorita, E., Xoplaki, E., Riedwyl, N., Wanner, H., 2007.
Testing a European winter surface temperature reconstruction in a surrogate
climate. Geophys. Res. Lett. 34.
Lamb, H.H., 2002. Climate, History and the Modern World. Routledge, London.
Lamentowicz, M., Milecka, K., GaŁKa, M., Cedro, A., Pawlyta, J., Piotrowska, N.,
Lamentowicz, Ł., Van Der Knaap, W.O., 2009. Climate and human induced hy-
drological change since AD 800 in an ombrotrophic mire in Pomerania (N
Poland) tracked by testate amoebae, macro-fossils, pollen and tree rings of pine.
Boreas 38, 214e229.
Lamentowicz, M., Gałka, M., Lamentowicz, Ł., Obremska, M., Kühl, N., Lücke, A.,
Jassey, V.E.J., 2015. Reconstructing climate change and ombrotrophic bog
development during the last 4000 years in northern Poland using biotic
proxies, stable isotopes and trait-based approach. Palaeogeogr. Palaeoclim.
Palaeoecol. 418, 261e277.
Larocque-Tobler, I., Filipiak, J., Tylmann, W., Bonk, A., Grosjean, M., 2015. Compar-
ison between chironomid-inferred mean-August temperature from varved Lake
_Zabinskie (Poland) and instrumental data since 1896 AD. Quat. Sci. Rev. 111,
35e50.
Lavigne, F., Degeai, J.-P., Komorowski, J.-C., Guillet, S., Robert, V., Lahitte, P.,
Oppenheimer, C., Stoffel, M., Vidal, C.M., Surono Pratomo, I., Wassmer, P.,
Hajdas, I., Hadmoko, D.S., de Belizal, E., 2013. Source of the great A.D. 1257
mystery eruption unveiled, Samalas volcano, Rinjani Volcanic Complex,
Indonesia. Proc. Nat. Acad. Sci. 110, 16742e16747.
Legendre, P., Gallagher, E., 2001. Ecologically meaningful transformations for ordi-
nation of species data. Oecologia 129, 271e280.
Limanowka, D., 2000. The transformation of thermal descriptive characteristic in
Cracow from 16th century into the quantitative evaluation. Prac. Geogr. 107,
113e117.
Livingstone, D.M., 1993. Temporal structure in the deep-water temperature of four
swiss lakes: a short-term climatic change indicator? Proc.-Int. Assoc. Theor.
Appl. Limnol. 25, 75e75.
Livingstone, D.M., Lotter, A.F., 1998. The relationship between air and water tem-
peratures in lakes of the Swiss Plateau: a case study with pal\ sgmaelig;
olimnological implications. J. Paleolimnol. 19, 181e198.
Lorenc, H., 2005. Atlas Klimatu Polski (Climatic Atlas of Poland). Instytut Meteor-
ologii i Gospodarki Wodnej, Warszawa.
Lotter, A.F., Lemcke, G., 1999. Methods for preparing and counting biochemical
varves. Boreas 28, 243e252.
Luterbacher, J.R., Dietrich, D., Xoplaki, E., Grosjean, M., Wanner, H., 2004. European
seasonal and annual temperature variability, trends, and extremes since 1500.
Science 303, 1499e1503.
Luterbacher, J., Xoplaki, E., Küttel, M., Zorita, E., Gonzalez-Rouco, J.F., Jones, P.D.,
St€ossel, M., Wanner, H., Wibig, J., Przybylak, R., 2010. Climate change in Poland
in the past centuries and its relationship to European climate: evidence from
reconstructions and coupled climate models. In: Przybylak, R.,J.,M.,R.,B.,
Kejna, M. (Eds.), The Polish Climate in the European Context: an Historical
Overview. Springer, pp. 3e39.Marszelewski, W., Skowron, R., 2006. Ice cover as an indicator of winter air tem-
perature changes: case study of the Polish Lowland lakes. Hydrol. Sci. J. 51,
336e349.
Meeker, L.D., Mayewski, P.A., 2002. A 1400-year high-resolution record of atmo-
spheric circulation over the North Atlantic and Asia. Holocene 12, 257e266.
Michalczewski, J., 1981. Quantitative evaluation of air temperature from ancient
qualitative records. Przegl. Geofiz. 4, 271e273.
Niedzwiedz, T., 2010. Summer temperatures in the Tatra mountains during the
maunder minimum (1645e1715). In: Przybylak, R.,J.,M.,R.,B., Kejna, M. (Eds.),
The Polish Climate in the European Context: an Historical Overview. Springer,
Netherlands, pp. 397e406.
Oksanen, J., Kindt, R., Legendre, P., O'Hara, B., Stevens, H., 2006. Vegan: Community
Ecology Package. hhttp.cran.r-project.org/i.
Overpeck, J.T., Webb Iii, T., Prentice, I.C., 1985. Quantitative interpretation of fossil
pollen spectra: dissimilarity coefficients and the method of modern analogs.
Quat. Res. 23, 87e108.
PAGES 2k Consortium, 2013. Continental-scale temperature variability during the
past two millennia. Nat. Geosci. 6, 339e346.
Pauling, A., Luterbacher, J., Wanner, H., 2003. Evaluation of proxies for European and
North Atlantic temperature field reconstructions. Geophys. Res. Lett. 30.
Pla, S., Anderson, N.J., 2005. Environmental factors correlated with chrysophyte cyst
assemblages in low arctic lakes of southwest Greenland. J. Phycol. 41, 957e974.
Pla, S., Catalan, J., 2005. Chrysophyte cysts from lake sediments reveal the sub-
millennial winter/spring climate variability in the northwestern Mediterranean
region throughout the Holocene. Clim. Dyn. 24, 263e278.
Pla, S., Camarero, L., Catalan, J., 2003. Chrysophyte cyst relationships to water
chemistry in Pyrenean lakes (NE Spain) and their potential for environmental
reconstruction. J. Paleolimnol. 30, 21e34.
Przybylak, R., 2011. Changes in Poland's climate over the last millennium. Czas.
Geogr. 82, 23e48.
Przybylak, R., Marciniak, K., 2010. Climate changes in the Central and North-Eastern
parts of the polish-Lithuanian commonwealth from 1656 to 1685. In:
Przybylak, R., Majorowicz, J., Brazdil, R., Kejna, M. (Eds.), The Polish Climate in
the European Context: an Historical Overview. Springer, pp. 423e443.
Przybylak, R., Wojcik, G., Marciniak, K., 2003. Influence of the North Atlantic
oscillation and Arctic oscillation on thermal conditions in the cold season in
Poland from the 16th to the 20th centuries. Przegl. Geofiz. 48, 61e74 (in Polish).
Przybylak, R., Majorowicz, J., Wojcik, G., Zielski, A., Chora̧ _zyczewski, W.,
Marciniak, K., Nowosad, W., Olinski, P., Syta, K., 2005. Temperature changes in
Poland from the 16th to the 20th centuries. Int. J. Climatol. 25, 773e791.
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