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Re´sume´. Etant donne´ un syste`me commande´ globalement asymptotiquement
commandable a` l’origine, nous de´duisons d’un the´ore`me d’existence de
fonction Lyapunov semiconcave, la construction d’un retour d’e´tat globa-
lement asymptotiquement stabilisant au sens des solutions Euler. Celui-
ci se trouve eˆtre assez re´gulier dans le cas des syste`mes affines en la
commande.
Stabilization of globally asymptotically controllable systems
Abstract. Given a globally asymptotically controllable system, we derive from
an existence theorem of a semiconcave control-Lyapunov function, the
construction of a globally asymptotically stable feedback in the Euler
sense. The feedback is rather regular in the case of control systems affine
in the control.
Abridged English Version
In this paper, we study systems of the general form
x˙(t) = f(x(t), u(t))(1)
where the state x(t) takes values in a Euclidian space Rn, the control u(t) takes values in a given
compact set U , and f is locally Lipschitz in (x, u). A special element “0” is distinguished in U , and
the state x = 0 of IRn is an equilibrium point, i.e., f(0, 0) = 0. A trajectory will be an absolutely
continuous function x(·) : [a, b] → IRn associated to a control u(·) : [a, b] → IRn for which (1) is
verified almost everywhere in [a, b]. We now introduce our definitions and state the main results.
Definition 1 The system (1) is Globally Asymptotically Controllable (abbreviated GAC) if the
two following conditions are satisfied.
Attractivity: For each ξ ∈ IRn there is a control u : [0,∞[→ U that drives ξ asymptotically
to 0.
Lyapunov Stability: For each " > 0, there is a δ > 0 such that for each ξ ∈ IRn with
‖ξ‖ ≤ δ there is a control u : [0,∞[→ U that drives ξ asymptotically to 0 and such that the
corresponding trajectory x(·) satisfies ‖x(t‖ ≤ " for all t ≥ 0.
1
A basic tool for the study of the globally asymptotically controllable systems is the control-
Lyapunov function. In general a smooth Lyapunov function fails to exists, the obstruction being
the Brockett condition [4]. This fact leads to the consideration of nonsmooth control-Lyapunov
functions where the decrease condition is stated in terms of proximal subgradients.
Definition 2 A control-Lyapunov function (CLF) for the system (1) is a continuous, positive
definite and proper function V : IRn → IR such that there exists a continuous positive definite
W : IRn → IR with the property that:
∀x ∈ IRn \ {0}, ∀ζ ∈ ∂PV (x),min
u∈U
〈ζ, f(x, u)〉 ≤ −W (x).(2)
Here ∂PV (x) refers to the proximal subdifferential of V at x (which may be empty); see [8].
Theorem 1 If the system (1) is GAC, then there exists a control-Lyapunov function semiconcave
on IRn \ {0}.
This fact extends the well-known result of Sontag [12] and brings an affirmative answer to a
conjecture (existence of a locally Lipschitz CLF) that has been attributed to Sontag and Suss-
mann. Furthermore, the semiconcavity is new, and provides a useful tool for the construction of
discontinuous feedbacks which will stabilize the system in the Euler sense. Assume given a feed-
back u : IRn → U , a partition pi = {0 = t0 < t1 < · · · } of [0,∞[, and an x0 ∈ IR
n. For each
i, i = 0, 1, 2, · · · , recursively solve
x˙ = f(x(t)), u(xi)), t ∈ [ti, ti+1]
using as initial value x(ti), the endpoint of the solution of the preceding interval (and starting with
x(0) = x0). The pi-trajectory of x˙ = f(x, u(x)) starting from x0 is the function x(·) so obtained. An
Euler solution of x˙ = f(x, u(x)), x(0) = x0 is a uniform limit of pi-trajectories of the same system
with diam(pi) → 0.
Theorem 2 Assume that the system (1) is GAC, then there exists a feedback u : IRn → U for
which the system x˙ = f(x, u(x)) is globally asymptotically stabilisable in the Euler sense.
While this theorem is known [5] [6], we are able to give a simplified proof by invoking the
semiconcavity in Theorem 1.
Theorem 3 If moreover, the system is affine in the control, then the feedback can be chosen to be
continuous in an open dense set. In this case, the system x˙ = f(x, u(x)) is globally asymptotically
stabilisable in the Carathe´odory sense.
1 Introduction
Donnons nous un syste`me commande´ de la forme ge´ne´rale
x˙(t) = f(x(t), u(t)),(1)
ou` l’e´tat x vit dans IRn, la commande u dans un espace me´trique compact U et ou` l’application
f de IRn × U dans IRn est localement Lipschitzienne en (x, u). Nous supposerons de plus que le
point origine se distingue de tous les autres; il est point d’e´quilibre pour le syste`me, c’est a` dire
f(0, 0) = 0 pour une certaine commande “0” appartenant a` U . Une trajectoire de ce syste`me est
un arc absolument continu x(·) : [a, b] → IRn associe´ a` une commande u(·) : [a, b] → U pour
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laquelle x(·) est solution de (1) presque partout. L’objet de cet article est d’e´tudier les syste`mes
pour lesquels chaque e´tat de IRn peut eˆtre conduit asymptotiquement a` l’origine, et ce de manie`re
uniforme. Donnons une de´finition plus pre´cise de cette proprie´te´.
De´finition 1 Le syste`me est dit Globalement Asymptotiquement Commandable a` l’origine (note´
GAC) si les deux conditions suivantes sont re´alise´es.
Attractivite´: Pour tout ξ ∈ IRn, il existe une commande u : [0,∞[→ U qui me`ne asympto-
tiquement la trajectoire solution de (1) a` l’origine.
Stabilite´ Lyapunov: Pour tout " > 0, il existe δ > 0 tel que si ξ ∈ IRn est tel que ‖ξ‖ ≤ δ,
alors il existe une commande u : [0,∞[→ U qui me`ne la trajectoire x(·) solution de (1) a`
l’origine et telle que ∀t ≥ 0, ‖x(t‖ ≤ ".
Il est naturel de se demander si on peut associer a` un tel syste`me un retour d’e´tat u(·) : IRn → U
qui rendrait l’e´quation diffe´rentielle x˙ = f(x, u(x)) globalement asymptotiquement stable. Cette
note pre´sente quelques re´sultats concernant cette question; elle reste dans l’approche de´ja` utilise´e
dans [5] et [6].
2 Fonction Lyapunov de commande
La construction d’un retour d’e´tat stabilisant passe tre`s souvent par l’utilisation d’une fonc-
tion Lyapunov de commande. Ce concept ge´ne´ralise celui introduit par Lyapunov dans le cas des
e´quations diffe´rentielles ordinaires.
De´finition 2 Une fonction Lyapunov de commande (FLC) associe´e au syste`me (1) est une fonc-
tion V : IRn → IR, continue, de´finie positive (i.e. V (0) = 0 et V > 0 sur IRn \ {0}) et propre pour
laquelle il existe une fonction W : IRn → IR, continue de´finie positive qui ve´rifie:
∀x ∈ IRn \ {0}, ∀ζ ∈ ∂PV (x),min
u∈U
〈ζ, f(x, u)〉 ≤ −W (x).(2)
Le ∂PV (x) de la de´finition signifie sous-diffe´rentiel (ou sous-gradient) proximal de V en x, i.e.
l’ensemble des ζ ∈ IRn tels qu’il existe δ, σ > 0 pour lesquels
V (y)− V (x) + σ‖y − x‖2 ≥ 〈ζ, y − x〉 ∀y ∈ x + δB;(3)
il s’agit d’un ensemble convexe, e´ventuellement vide. Il permet, lorsque V est localement lipschit-
zienne, de de´finir le gradient ge´ne´ralise´ de Clarke ∂CV (x) de la manie`re suivante:
∂CV (x) := conv∂LV (x) avec ∂LV (x) := {lim ζi; ζi ∈ ∂PV (xi), xi → x}.
Ces objets s’adaptent assez bien aux re`gles du calcul diffe´rentiel; nous renvoyons le lecteur a` [8] pour
de plus amples de´tails. Il faut signaler que ∂PV (x), ∂LV (x) (sous-diffe´rentiel limite) et ∂CV (x)
co¨ıncident avec {∇V (x)} dans le cas d’une fonction V lisse (au moins C2). Cependant, l’obtention
d’une fonction Lyapunov lisse n’est pas envisageable dans le cas de syste`mes commande´s GAC
quelconques. L’obstacle a` cette re´gularite´ est constitue´ par la condition de Brockett [4], ne´cessaire
a` l’existence d’une FLC lisse ou de manie`re e´quivalente, a` l’existence d’un retour d’e´tat stabilisant
assez re´gulier (i.e. continu hors de l’origine ou de type Filippov ou Krasovskii); on peut aller voir
[7] et [3] pour une discussion sur ce sujet. De nombreux syste`mes GAC, comme le nonholonomic
integrator [5] par exemple, ne ve´rifient pas cette condition et ne posse`dent par conse´quent ni FLC
lisse, ni retour d’e´tat stabilisant suffisamment re´gulier. La de´finition ci-dessus permet de combler
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cette lacune et de de´finir un objet fournissant une ge´ne´ralisation naturelle de la fonction Lyapunov
de commande au cas non lisse. En outre, le the´ore`me suivant assure l’existence d’une fonction
Lyapunov de commande dans le cas d’un syste`me commande´ GAC quelconque.
The´ore`me 1 Supposons le syste`me (1) GAC, alors il existe une fonction Lyapunov de commande
semi-concave sur IRn \ {0}.
Ce the´ore`me apporte la re´ponse a` une conjecture attribue´e a` Sontag et Sussmann; la preuve en
est donne´e dans [11]. Par ailleurs, la semi-concavite´ nous rapproche d’une re´gularite´ lisse; en effet,
une fonction semiconcave peut eˆtre vue localement comme la somme d’une fonction lisse et d’une
fonction concave. Ceci implique en particulier le lemme suivant (on note ∂PV (x) := −∂P (−V )(x)
le surdiffe´rentiel proximal de V en x).
Lemme 1 Soit V une application semi-concave sur un ouvert Ω ⊂ IRn. Alors pour tout x ∈ Ω,
∂PV (x) = ∂CV (x);
de plus, le σ de l’ine´galite´ (3) peut eˆtre pris uniforme sur les compacts de Ω.
3 Retours d’e´tat stabilisants
Dans la mesure ou` des retours d’e´tats stabilisants suffisamment re´guliers n’existent ge´ne´rale-
ment pas, il nous faut donner un sens aux solutions de l’e´quation diffe´rentielle x˙ = f(x, u(x))
lorsque la fonction x .−→ f(x, u(x)) n’est pas continue; nous introduisons pour cela une variante
de la notion de solution Euler, bien connue en jeux diffe´rentiel [10]. Notre approche diffe`re de celle
de Sussmann [13] qui avait le premier remarque´ que les retours d’e´tat re´guliers ne suffisent pas
a` stabiliser tous les syste`mes GAC, et donc avait propose´ une alternative discontinue dans le cas
de syste`mes analytiques. Signalons aussi qu’une autre approche (voir [9]) comple`tement diffe´rente
existe; elle permet de construire des retours d’e´tats stabilisant lisses, mais ils sont en contre-partie
de´pendants du temps.
Soit donc une boucle ferme´e u : IRn .−→ U non ne´cessairement continue et un e´tat x0 ∈ IR
n.
Conside´rons le proble`me de Cauchy
x˙(t) = f(x(t), u(x(t)), x(0) = x0,(4)
sur l’intervalle [0,∞[. Donnons-nous une partition pi = {a = t0 < t1 < t2 < · · · } de [0,∞[; on note
son diame`tre diam(pi) := max |ti+1 − ti|. Nous conside´rons dans un premier temps le proble`me de
Cauchy x˙ = f(x, u(x0)), x(t0) = x0 sur l’intervalle [t0, t1]. Celui-ci posse`de une solution unique
x(t) sur [t0, t1] (nous supposons ici que l’existence d’une solution sur tout l’intervalle est ve´rifie´e,
ce qui sera le cas par la suite); nous notons par ailleurs x1 := x(t1). Puis on re´ite`re cette ope´ration
en conside´rant le proble`me de Cauchy x˙ = f(x, u(x1)), x(t1) = x1 sur [t1, t2]. On de´finit ainsi par
ite´rations successives un arc appele´ pi-trajectoire de (4) sur [0,∞[.
De´finition 3 Nous appellerons solution Euler de (4) tout arc x limite uniforme de pii-trajectoires
de (4) associe´es a` des partitions pii pour lesquelles diam(pii) →i→∞ 0.
Notons qu’une pi-trajectoire peut, dans le cas ou` elle exploserait en temps fini, ne pas eˆtre
de´finie sur [0,∞[. Cependant, toutes les solutions Euler issus de nos retours d’e´tat stabilisants se-
ront de´finies globalement. Par ailleurs, nous dirons que le syste`me x˙ = f(x, u(x)) est globalement
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asymptotiquement stabilisable (GAS) au sens des solutions Euler (resp. des solutions Carathe´o-
dory) si il ve´rifie les deux conditions d’attractivite´ et de stabilite´ Lyapunov adapte´es aux solutions
Euler (resp. aux solutions Carathe´odory).
The´ore`me 2 Supposons le syste`me (1) GAC, alors, il existe un retour d’e´tat u : IRn → U qui
rend le systeme x˙ = f(x, u(x)) GAS au sens des solutions Euler.
Ce the´ore`me est de´montre´ dans [5] et [6]. Ici, l’utilisation d’une fonction Lyapunov semi-concave
simplifie conside´rablement la preuve.
Esquisse de la preuve.- D’apre`s le the´ore`me 1 et par de´finition du sous-diffe´rentiel limite, il existe
une fonction Lyapunov de commande V semi-concave sur Rn \ {0} (elle est par de´finition continue
sur IRn) telle que:
∀x ∈ IRn \ {0}, ∀ζ ∈ ∂LV (x),min
u∈U
〈ζ, f(x, u)〉 ≤ −W (x) < 0.
Ainsi, pour tout x ∈ IRn \ {0}, choisissons arbitrairement ζ ∈ ∂LV (x) puis posons u(x) := u ou` u
re´alise le minimum dans l’ine´galite´ ci-dessus (le choix de u n’est pas force´ment unique non plus).
Nous de´finissons de cette manie`re une application u : IRn → U (on pose bien-suˆr u(0) = 0) qui n’a
aucune raison d’eˆtre continue, ni meˆme mesurable.
Maintenant, soit pi une partition de [0,∞[ et x(·) une pi-trajectoire de (4) sur [0, b] (ou` x0 ∈ IR
n).
Par le lemme 1, il existe σ tel que pour tout x dans un voisinage de la trajectoire x(·), ∀ζ ∈ ∂LV (x),
V (y)− V (x) ≤ 〈ζ, f(x, u(x))〉 + σ‖y − x‖2, ∀y ∈ V(x).
Ainsi, en appliquant cette ine´galite´ aux xi de la pi-trajectoire, on trouve
V (xn)− V (x0) ≤ −
n−1∑
i=0
(ti+1 − ti)W (xi) + O(diam(pi)).
Ainsi pour toute solution Euler x(·) sur [0, b], on obtient par passage a` la limite:
V (x(t)) − V (x0) ≤ −
∫ t
0
W (x(s))ds, ∀t ∈ [0, b].
Cette dernie`re ine´galite´ de´montre que les solutions Euler de (4) restent dans le compact {x : V (x) ≤
V (x0)}; elles seront donc par conse´quent de´finies sur [0,∞[. Les deux proprie´te´s d’attractivite´ et
de Lyapunov stabilite´ proviennent quant a` elles du fait que pour toute solution Euler x(·) de (4),
on a
∫ +∞
0
W (x(s))ds <∞. !
Lorsque le syste`me conside´re´ est affine en la commande, c’est a` dire lorsqu’il s’e´crit x˙ = f(x, u) =
f0(x) +
∑p
i=1 uifi(x) (ou` la commande u = (u1, · · · , up) e´volue dans un compact de IR
p), nous
avons la possibilite´ de construire un retour d’e´tat beaucoup plus re´gulier; il est stabilisant pour
les solutions Carathe´odory. Nous retrouvons en quelque sorte un re´sultat tre`s re´cent de Ancona
et Bressan [2] qui de´montrent qu’en fait tout syste`me GAC posse`de un retour d’e´tat (lisse par
morceaux) stabilisant au sens des solutions Carathe´odory. Leur de´monstration reste ne´anmoins
totalement diffe´rente, elle ne repose pas sur l’existence d’une fonction Lyapunov non-lisse.
The´ore`me 3 Si le systeˆme est affine en la commande et GAC, alors le retour d’e´tat stabilisant
peut eˆtre choisi continu sur un ouvert dense et dans ce cas, le syste`me x˙ = f(x, u(x)) est GAS au
sens des solutions Carathe´odory.
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Ide´e de la preuve.- Comme pre´ce´demment, le the´ore`me 1 donne l’existence d’une fonction
Lyapunov de commande V semi-concave sur Rn \ {0} telle que:
∀x ∈ IRn \ {0}, ∀ζ ∈ ∂LV (x),min
u∈U
〈ζ, f(x, u)〉 ≤ −W (x) < 0.
Nous pouvons alors conside´rer l’ensemble suivant:
D :=
{
x ∈ IRn \ {0} tel que ∃u ∈ U, ∀ζ ∈ ∂CV (x), 〈ζ, f(x, u)〉 < −
W (x)
2
}
.
La fonction multivoque x .→ ∂CV (x) e´tant semi-continue supe´rieurement, il est clair que D est un
ensemble ouvert. Par ailleurs, par un the´ore`me de densite´ [8], le sous-diffe´rentiel proximal de V est
non vide sur un ensemble dense. Par conse´quent, comme V est semi-concave, ∂PV (x) et {∇V (x)}
co¨ıncident sur ce meˆme ensemble dense; cette proprie´te´ fournit la densite´ de D. Maintenant, par le
the´ore`me de se´lection de Michael, comme le syste`me est affine en la commande, on peut construire
une se´lection continue u : D → U telle que pour tout x ∈ D, ∀ζ ∈ ∂CV (x), 〈ζ, f(x, u(x))〉 ≤
−W (x)/2. On peut alors e´tendre par densite´, u a` tout IRn de manie`re a` ce que (x, u(x)) reste
dans adh(Graph(u)) et u(0) = 0. Cette construction reste dans le cadre de celle propose´e dans le
the´ore`me pre´ce´dent, ainsi le syste`me (4) est GAS pour les solutions Euler. Bien que x .→ f(x, u(x))
ne soit pas continue, des solutions Carathe´odory vont exister; les solutions Euler en font partie. En
fait, par un re´sultat sur l’ensemble des singularite´s des fonctions semi-concaves [1], on montre que
les solutions Euler sont aussi des solutions au sens de Carathe´odory, c’est a` dire qu’elles ve´rifient
x˙(t) = f(x(t), u(x(t)) presque partout. Pour finir, par une utilisation classique d’un the´ore`me des
accroissements finis non lisse, on de´montre qu’en fait, le syste`me (4) est GAS au sens des solutions
Carathe´odory. !
Remarque 1 Il faut par ailleurs noter que les retours d’e´tats construits dans les deux the´ore`mes
sont robustes pour certaines perturbations correspondant a` des partitions presque uniforme [5].
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