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Gapless regime in the charge density wave phase of the finite dimensional
Falicov-Kimball model
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Institute of Physics, Albert-Ludwig University of Freiburg,
Hermann-Herder-Strasse 3, 791 04 Freiburg, Germany
The ground-state density of states of the half-filled Falicov-Kimball model contains a charge-
density-wave gap. At finite temperature, this gap is not immediately closed, but is rather filled in
by subgap states. For a specific combination of parameters, this leads to a stable phase where the
system is in an ordered charge-density-wave phase, but there is high density of states at the Fermi
level. We show that this property can be, in finite dimensions, traced to a crossing of sharp states
resulting from the single particle excitations of the localized subsystem. The analysis of the inverse
participation ratio points to a strong localization in the discussed regime. However, the pronounced
subgap density of states can still lead to a notable increase of charge transport through a finite size
system. We show this by focusing on the transmission in heterostructures where a Falicov-Kimball
system is sandwiched between two metallic leads.
I. INTRODUCTION
The Falicov-Kimball model (FKM)1 is one of the
simplest models for the description of correlated elec-
trons on a lattice. Over time, it has become a stan-
dard tool for the investigation of various phenomena
including crystallization2–4, metal-insulator and valence
transitions5–16, inhomogeneous charge and spin orderings
17–26, nonlocal correlations27–30, ferroelectricity31–35,
mixtures of heavy and light cold atoms in optical
lattices36–39, transport through layered systems40–45 or
different nonequilibrium phenomena46–55.
Its biggest advantage over the paradigmatic Hubbard
model56 lies in the fact that it is accessible by exact
methods. It is exactly solvable in the limit of infinite
dimensions (infinite coordination number) by means of
dynamical mean field theory (DMFT)57–60 and it can be
addressed by an exact, sign-problem-free Monte Carlo
(MC) method24,61–63 in finite dimensions. Both meth-
ods take advantage of the fact that the FKM combines
quantum and classical degrees of freedom.
Despite the simplicity and accessibility of this model,
its research continues to offer new and often surprising re-
sults. This is true even for its simplest spin-less version at
the particle-hole symmetric point. For example, nonequi-
librium DMFT and cluster approximation method stud-
ies showed that its quantum subsystem does not ther-
malize after an interaction quench48,50,55; simple gener-
alizations of the FKM can be used to study the inter-
play of topology and interactions at finite temperatures64
or fractionalization of particles into charge and spin
objects65; it was used to derive universal features of the
critical metal-insulator transition that are transferable
to other Hubbard-like models13,66, utilized in studies of
different quasiparticles67,68; and, as discussed below, the
phase diagram of the model is still in question as well.
The Hamiltonian of the spinless FKM at half filling
reads
HFK = −t
∑
〈l,l′〉
(
d†ldl′ + d
†
l′
dl
)
+U
∑
l
(
f †l fl −
1
2
)(
d†ldl −
1
2
)
(1)
where the first term describes nearest-neighbor hopping
of spinless electrons on a lattice. The second term rep-
resents a Coulomb-like local interaction between the lo-
calized f particle and itinerant d electron on the same
lattice site. The terms with factor − 12 secure the half-
filling conditions Nf + Nd = L/2 for chemical potential
µ = 0. Here Nf(d) is the total number of f (d) particles
and L is the total number of lattice points.
The phase diagram of this model in finite as well as in-
finite dimensions contains three main phases (see Fig. 1):
an ordered charge density wave (CDW) phase (OP) that
exists at low temperatures57,58,62,69,70, a gapless disor-
dered phase for weak interaction U and high tempera-
tures (DPw), and a gapped disordered phase for strong
interaction U and high temperatures (DPs)60,71.
However, this is not a complete picture. A recent study
of the model on a two-dimensional (D = 2) lattice72
showed that in the thermodynamic limit DPw exhibits
Anderson localization which destabilizes the metallic-like
phase reported in older works focused on relatively small
lattice sizes61,62. Therefore, all three phases are insulat-
ing in the thermodynamics limit. Nevertheless, for any
finite system size, there is a crossover from an Ander-
son localized insulating phase at intermediate U through
a weakly localized regime, with the above mentioned
metallic-like character, to a Fermi gas at U = 0. In addi-
tion, a series of papers proved that in infinite dimensions
(D → ∞) there is a stable ordered CDW phase without
a gap at the Fermi level73–77.
The gapless CDW phase in the infinite dimensional
FKM is related to the existence of narrow bands in the
density of states (DOS) that are formed inside the CDW
gap at finite temperatures. These subgap bands come
in pairs placed symmetrically around the center of the
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Figure 1. Simplified phase diagram of the spinless FKM on
a square 2D lattice with ordered CDW phase (OP) and dis-
ordered phases in weak (DPw) and strong (DPs) interaction
regimes. The insets illustrate typical d-electron DOS in the
respective phases.
gap and merge for a finite range of interaction strengths
U and temperatures. The resulting merged single sub-
gap band is centered around the Fermi level and, con-
sequently, there is no gap at the Fermi level. Lemański
argued that this merging is related to the inversion of the
subgap bands belonging to two sublattices of a bipartite
lattice at critical interaction Uc76. Here a sublattice A
constitutes such lattice points that all their nearest neigh-
bors belong to the sublattice B and vice versa (they are
alternating). The DOS calculated for each sublattice sep-
arately contains both subgap bands placed symmetrically
around the Fermi energy. However, they differ in width
and height. This property is related to the CDW ordering
because the average f -electron occupancy differs for the
sublattices as was discussed in various studies73–75. What
is interesting is that at some critical Uc the qualitatively
different subgap bands belonging to different sublattices
flip positions.
The open question is if there is an analog of such a
band crossing in finite dimensions as well. The subgap
states, respective bands, had already been discussed in
both D = 2 and D = 322,61,62. However, a systematic
study focused on the region around Uc is missing. The
present paper has the aim to fill this gap. We show that
there is indeed a clear crossing of distinct subgap states
in finite dimensions. Moreover, we reveal the underlying
mechanism of the crossing by focusing on the single par-
ticle excitations from the CDW ground state. We show
that these excitations significantly influence the density
of states up to surprisingly high temperatures approach-
ing Tc of the order-disorder transition. We also demon-
strate that, despite the presence of strong localization,
the crossing can support charge transmission through a
finite-sized system in the gapped regime. This is done
by addressing a heterostructure where the finite system
modeled by the FKM is sandwiched between two metal-
lic leads. We mostly focus on the D = 2 case, but D = 1
and D = 3 are addressed as well.
The rest of the paper is organized as follows. In Sec. II
we outline the methodology for addressing the thermo-
dynamic properties of the FKM and introduce the model
of the heterostructure as well as the method for studying
charge transport in it. The main results are presented in
Sec. III, where we first analyze the origin and properties
of the sharp features of the subgap DOS in Sec. III A
and then show in Sec. III B how these affect the charge
transport through finite FKM coupled to metallic leads.
Section IV concludes with a summary. In the Appendices
we show some analytical results on the existence of the
gap and the positions of sharp subgap states.
II. METHODS
A. Thermodynamic properties
The f particles in the FKM represent classical degrees
of freedom. This can be seen from the fact that the
f -particle occupation numbers f †l fl commute with the
entire Hamiltonian in Eq. (1). This allows us to replace
any operator f †l fl by its eigenvalues wl = 0 or wl = 1
and write a partial Hamiltonian for a particular classical
configuration w. After neglecting the constant energy
shift −U/4, the Hamiltonian in Eq. (1) reads for a chosen
configuration w
Hw =
∑
l,l′
hl l′d
†
ldl′ −
U
2
Nf =
∑
α
εαd˜
†
αd˜α −
U
2
Nf . (2)
Thereby, εj are the eigenvalues of the matrix with ele-
ments hl l′ = Uwlδl l′ − tδ〈l,l′〉, where δ〈l,l′〉 = 1 when the
lattice positions represented by vectors l and l′ are the
nearest neighbors and zero otherwise. The ground-state
configuration for any bipartite lattice at the particle-
hole symmetric point is the checkerboard ordering of f
particles2,71. The corresponding configuration w can be
written as wl = (1 + eipil)/2 for any hypercubic lattice.
It is easy to show (see Appendix A) that such an effec-
tive potential opens a gap of the width U in the band
structure which is centered around the Fermi energy.
An advantage of the Falicov-Kimball model is that the
mean values of any d-electron operator Oˆ can be written
in the form〈
Oˆ
〉
= Trw
〈
Oˆ
〉
d
≡ 1
Z
∑
w
e−βF (w)
〈
Oˆ
〉
d
, (3)
where
F (w) = − 1
β
∑
α
ln
[
1 + e−βεα
]− U
2
Nf , (4)
with Z =
∑
w e
−βF (w) being the partition function (we
assume µ = 0). Here 〈.〉d is the trace over the d-electron
subsystem for fixed w61. As this is a single-particle prob-
lem, the trace can be calculated effectively using exact
numerical diagonalization. The sum over configurations
3w can then be calculated using a Metropolis algorithm
based Monte Carlo method24,61–63,78.
The quantities that we are mostly interested in are the
normalized DOS defined as
DOS(ε) =
1
L
Trw
∑
α
δ (ε− εα) (5)
where Trw ≡ 1Z
∑
w e
−βF (w) and averaged inverse partic-
ipation ratio (IPR)
IPR(ε) = Trw
∑
iDOSi(ε, w)
2
DOS(ε, w)2
, (6)
where DOSi(ε, w) =
∑
α δ (ε− εα)UiαU†αi/L is the local
DOS and the matrix U consists of the eigenvectors be-
longing to eigenvalues εα of the matrix h from Eq. (2)
calculated for a particular configuration w and arranged
in columns. The matrix U can be evaluated numerically
for a finite system and it can be chosen to be real.
The finite size scaling of the IPR can be used for
studying localization of the itinerant electrons in the
system79–81. The IPR scales as 1/L for a completely itin-
erant system states and converges to a finite value with
increasing L for strongly localized states. In the case of
perfect spacial localization to a single lattice point, the
IPR converges to one. Note, that because of the finite
size of our lattices, we use a Gaussian broadening of the
δ-functions, δ (ε− εα) ≈ exp[−(ε − εα)2/(2b2)]/(b
√
2π).
In most of presented cases, we set the broadening con-
stant to b = 0.002t. This small value is a compromise
between the effort to suppress the influence of the arti-
ficial broadening on our results (especially IPR) and the
preservation of the stability of the calculations of the IPR
for a broad range of temperatures and lattice sizes. We
discuss the influence of the Gaussian broadening on our
results in detail below.
B. Heterostructure
Besides studying an isolated FKM, we also address a
heterostructureHh = HFK+
∑
l=L,RH
l
lead+H
l
hyb, where
a two dimensional FK system is sandwiched between two
metallic leads as illustrated in Fig. 2. The central sys-
tem HFK is finite in x but in principle infinite in the
y direction (modeled by periodic boundary conditions).
The leads and hybridization terms read
H llead = −tl
∑
〈m,n〉
(
c†l,mcl,n + cl,nc
†
l,m
)
+ ǫl
∑
n
c†l,ncl,n,
H lhyb = −γl
∑
〈i,n〉
(
c†l,ndi + d
†
i cl,n
)
, (7)
where tl is the hopping for lead l = L,R , ǫ represents
an energy shift of the lead, and γl is hopping parameter
between the system and the lead l.
We have two main motivations for addressing this more
complex setup. First, the broadening of the system states
ttL γL tRγRμL
μR
x
yV
2B
Figure 2. Schematic picture of the heterostructure. The black
part represents the two-dimensional FKM system with near-
est neighbor hopping t. The red parts are noninteracting leads
with hopping tL,R and the hybridization interaction with hop-
ping γL,R is indicated in blue. The leads are characterized by
elliptic surface DOSs. The voltage drop V is introduced by
mutual shift of ǫL,R where the condition µL,R = ǫL,R is used
to keep the bands half filled at any applied voltage.
is in the case of the heterostructure provided naturally by
the coupling γl to the semi-infinite leads, which allows to
test the results obtained for isolated system potentially
influenced by an artificial broadening of the δ functions.
Second, we want to reveal how the existence of the finite
DOS in the CDW gap influences the transport properties
of the model.
The properties of the heterostructure can be effec-
tively addressed by a combination of a sign-problem free
Monte-Carlo with the nonequilibrium Green’s function
technique approach45. We assume in our analysis that
the central FK system was in the distant past decoupled
from the leads and that both system and leads had been
in thermal equilibrium. The occupation numbers of the
f electrons are integrals of motion, therefore, their distri-
bution can be calculated for the isolated system as it will
not change after coupling to the leads. Here, in contrast
to the previous subsection, we assume open boundary
conditions of the central system at the system-lead in-
terface. Test calculations show, that if system is large
enough (Lx > 10) the influence of the boundary condi-
tions on the f -electron distribution is negligible. We fur-
ther assume, that the semi-infinite leads are unaffected
by the system and are modeled by parallel chains cou-
pled to the central system as shown Fig. 2. Therefore,
the leads can be characterized by their surface density of
states
ρl (ε) =
2
πB2
√
B2 − (ε− ǫl)2,
with band half-width B = 2tl centered around the band
energy shift ǫl from Eqs. (7). This allow us to write an
exact formal solution for the Green’s function of the het-
erostructure for a particular configuration w (for details,
see Refs.45,82):
G
r,a (ε) = gr,a (ε) + gr,a (ε)Σr,a (ε)Gr,a (ε) , (8)
G
< (ε) = Gr (ε)Σ< (ε)Ga (ε) . (9)
4Here, Gr (a) is the retarded (advanced) Green’s function
of the coupled system, G< is the lesser Green’s func-
tion of the coupled system, and gr (a) (ε) is the retarded
(advance) Green’s function of the bare system with com-
ponents:
gr,aαβ (ε) =
δαβ
ε− εα ± i0 . (10)
The total tunneling self-energiesΣr,a,< = Σr,a,<L +Σ
r,a,<
R
have the components
Σr,al,αβ(ε) = Λl,αβ(ε)±
i
2
Γl,αβ(ε),
Σ<l,αβ(ε) = iΓl,αβ(ε) fl(ε− µl),
Γl,αβ(ε) = 2πγ
2U{sl}αβ ρl(ε), (11)
Λl,αβ(ε) =

2γ2
B2 U
{sl}
αβ (ε− ǫl) for |ε− ǫl| < B
2γ2
B2 U
{sl}
αβ
[
(ε− ǫl)∓
√
(ε− ǫl)2 −B2
]
for (ε− ǫl) ≷ ±B
U{sl}αβ =
∑
i ∈ {sl}
U†βiUiα,
where {sL,R} are the sets of system lattice positions at
the left and right interfaces, fl(ε) is the Fermi function,
and µl=L,R is the chemical potential of the leads.
The transmission function, which contains the most de-
tailed information on charge transport, has for a specific
w a compact form83,
Θw (ε) = Trd [ΓL (ε)G
r (ε)ΓR (ε)G
a (ε)] , (12)
where the trace goes over the d-electron subsystem. Its
total mean value is obtained by a trace over the f -
electron subsystem which is done by the MC method.
Similarly, the local density of states of a coupled system
(heterostructure) for a specific w can be calculated as
LDOShi(ε,w) =
i
2πL
∑
α,β
UiαU†βiGrαβ (ε) (13)
−
∑
α,β
U†αiUiβGaαβ (ε) ,
and it allows us to define an averaged generalized inverse
participation ratio (gIPR)
gIPR(E) = Trw
∑
i LDOSh
2
i
(ε,w)
DOSh2(ε, w)
, (14)
where DOSh(ε, w) = Trdi [Gr (ε)−Ga (ε)] /2πL.
In the following, we set µL = ǫL and µR = ǫR, which
corresponds to half-filled lead bands and we introduce a
finite voltage drop as V = µL − µR with antisymmetric
condition µL = −µR. In equilibrium, we set µL = µR =
0 and assume that the electrostatic potential (set to zero)
of the central system is uninfluenced by the leads. This
fixes the half-filling condition for the central system. We
focus on equivalent leads γ = γL = γR with a broad band
half-width B = 10t.
III. RESULTS
A. Subgap density of states
The typical subgap bands, calculated for D = 2
at temperatures in the vicinity of the CDW phase
transition61,62,72, resemble the exact DMFT results cal-
culated for infinite dimensions73–76. However, in finite
dimensions the subgap bands reduce with the decreasing
temperature into sharp features pinned mostly to few
distinct energies. This is illustrated in Fig. 3, where we
show the subgap (|ε| < U/2) low-temperature DOS cal-
culated for L = 24 × 24, three values of U , and various
temperatures below Tc.
The character of the subgap DOS changes with U . For
U = 1t, there are two pronounced maxima placed sym-
metrically at ε ∼ ±0.25U ; for U = 2.5t, a sharp max-
imum is centered around ε = 0 and is accompanied by
two sharp features of approximately a third of its height,
which are placed at ε ∼ ±0.15U ; for U = 4t, four sharp
local maxima of comparable heights exist at ε ∼ ±0.13U
and ε ∼ ±0.21U . Considering their positions, the sub-
gap maxima have the same qualitative dependence on U
that was described for the subgap bands forD →∞73–76.
Namely, the maxima approach each other with increasing
U until they merge at some critical Uc and then, above
it, draw apart.
The position of these most pronounced distinct local
maxima does not depend on the temperature and, in con-
trast to other states, their weight is not completely neg-
ligible even for a very low temperatures.
Because the d-electron DOS is dictated by the distribu-
tion of f particles, one can expect that the origin of these
distinct maxima must be in some states reflecting the low
energy disruptions of the ground-state checkerboard or-
dering. To analyze this conjecture we focus on three typ-
ical single f -electron excitations from the checkerboard
ordering illustrated in the top panels of Fig. 4. They
represent an addition of one f electron to the otherwise
perfect checkerboard ordering; a removal of one f elec-
tron and, finally, a displacement of a single f electron
to the nearest unoccupied lattice point. The actual spa-
cial position of these three defects does not play a role,
as we are assuming periodic boundary conditions. Note
that because f electrons can be also interpreted as ions,
the studied defects can be seen as an equivalent of typi-
cal lattice defects such as vacancies (Schottky defects) or
interstitial defects (Frenkel defects).
Because the above disruptions of the checkerboard pat-
tern play a role of classical single impurities, they lead
to sharp bound states inside of the CDW gap84. We plot
the normalized position of these states (i.e., their calcu-
lated eigenenergies) in Fig. 4 as a function of U in all
three realistic dimensions (for details and analytical re-
sults, see Appendix B). The positions of the the main
peaks in the finite temperature subgap DOS plotted in
Fig. 3 coincide with the eigenenergies at the same U and
D = 2 shown in Fig. 4(b) (they are also signaled by the
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Figure 3. Details of the subgap density of states (|ε| < U/2)
for three values of of U and various values of temperature.
All data have been calculated on a two-dimensional square
lattice with size L = 24×24 and periodic boundary conditions.
The sharp states, calculated for particular configurations w
in the sampling process, have been broadened by a Gaussian
broadening (see text) with b = 0.002t. The arrows signal the
positions of the bound states belonging to single f -electron
excitations discussed in the text. Their color coding is the
same as in Fig. 4(b). The inset in panel (b) is the detail of
the DOS close to the Fermi level calculated for L = 24 × 24,
30× 30 and b = 0.002t at T = 0.095t.
arrows in Fig. 3). The highest peaks in Fig. 3 reflect an
addition or removal of an f electron and the second in
order reflect a single f -electron displacement. Therefore
we can conclude that these simple f -electron excitations
are the main underlaying mechanism for the stable finite-
temperature subgap anomalies.
The results show that displacing an f electron leads to
two subgap bound states placed symmetrically around
ε = 0. Adding or removing an f electron leads to a
single subgap state. These are related by εadd = −εrem
and cross each other at critical Uc which depends on the
dimension. For the one-dimensional case we get Uc =
4/
√
3, for D = 2 it is Uc ∼= 2.5, and D = 3 leads to Uc ∼=
3.18t (see Appendix B)85. This means that similarly to
the infinite dimensional case76, the main subgap features
exchange roles at Uc.
Another qualitative change that takes place at Uc can
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Figure 4. a-c) Position of the subgap states for disrupted
checkerboard ordering of f electrons in different dimensions.
Three single f -electron excitations are considered. Namely,
adding one additional f electron to an unoccupied lattice
point (add), removing one f electron (rem) and displacing one
electron from its position to a nearest neighboring unoccupied
point (dis) as illustrated for D = 2 case in the top three pan-
els. The results have been obtained using the analytical and
semi-analytical formulas from Appendix B and represent ther-
modynamic limit solutions (L→∞). d-e) Difference between
the minimal energy of the disrupted and perfect checkerboard
ordering of f electrons. The energy differences for add and
rem cases are identical. The dotted line represents the energy
of the system where the half-filling Nf +Nd = L is enforced.
Solid red line breaks this condition below Uc by one particle
Nf +Nd = L± 1.
be seen from the difference between the minimal energy
of our disrupted configurations (Ee) and the real ground-
state energy of the checkerboard ordering (Eg) plotted in
Fig. 4(d). There is a kink in the Ee−Eg dependence on U
(solid red line) exactly at Uc for and added as well as re-
moved f electron. This is because below Uc the minimal
energy requirement always sets Nd = L/2, which leads to
Nd +Nf = L + 1 for a configuration with an additional
f electron and Nd+Nf = L− 1 for a removed one. This
may seem strange, considering that µ = 0 should ensure
the half-filling, but it is a straightforward consequence of
the finite lattice size. The number of eigenenergies εα
equals L. These are, for a perfect checkerboard pattern,
divided equally into two bands (Appendix A). For a dis-
rupted configuration, the subgap state εadd is pulled out
from the lower band. Consequently, as it is energetically
advantageous to occupy this state if εadd < 0, which is
the case below Uc, this leads to Nd = L/2. Above Uc,
we have εadd > 0, which leaves the state unoccupied and
therefore Nd = L/2 − 1. The opposite is true for εrem.
Therefore, the half-filling for any single of these excita-
tions is restored only above Uc and we need a combination
of them to fulfill this requirement below Uc. The energy
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Figure 5. (a) Density of states at the Fermi level as a func-
tion of U for a square lattice L = 20 × 20. The inset shows
details of the peak at Uc = 2.5t where the bound states from
Fig. 4(b) cross each other. (b) Finite size scaling of the DOS
at the Fermi level for various temperatures calculated with
broadening b = 0.002t. (c) Dependence of the DOS at the
Fermi level on the used artificial broadening.
profile for forced condition Nf + Nd = L is plotted in
Figs. 4(d,e) using a dotted line. Note that the situation
for D = 1 is somewhat more complicated as here the
displacement of a single f particle can have a lower en-
ergy than adding or removing a localized particle at both
weak and strong interaction limits [see Fig. 4(e)].
The above discussed single f -electron excitations have
a profound effect on the DOS even at surprisingly high
temperatures. This is already illustrated by the sharp
subgap features in the finite temperature DOS plotted in
Fig. 3. Nevertheless, we are especially interested in the
ordered phase with high DOS at the Fermi level analo-
gous to the one observed in infinite dimensions75. There-
fore, we show in Fig. 5(a) the dependence of DOS(ε = 0)
on U at various temperatures. The highest temperature
T = 1t represents the disordered phase, T = 0.12t is just
above the critical temperature for U = 2.5t and the rest
is below it. Figure 5(a) is a direct D = 2 analog of the
infinite dimensional case shown in Fig. 7 of the work by
Lemański and Ziegler75. Although both cases share some
qualitative characteristics, like the increase of the DOS
around Uc for small temperatures, there is one distinct
difference. The increase of the DOS around Uc is not
only much sharper, but for T . Tc it also leads to val-
ues of DOS which are higher than the high temperature
limit where the gap is completely closed. This is again
illustrated in Fig. 6(a), where we show the temperature
dependence of the DOS(ε = 0) for D = 2. The posi-
tion of the maximum of DOS (Tm ∼ 0.095t) is clearly
below the critical temperature (Tc ∼ 0.12t). Moreover,
the DOS profile is stable with respect to the lattice size
as it is illustrated in Fig. 6(a), Fig. 5(b), and in the inset
of Fig. 3(b), where we show the detail of the DOS around
the Fermi level.
The above-discussed DOS were calculated with an
artificial Gaussian broadening of the δ-functions with
b = 0.002t. The effect of the Gaussian broadening on
the DOS(ε = 0) is completely negligible in the disor-
dered phase as illustrated in Fig. 5(c) by the red circles.
The situation in the ordered CDW phase is more com-
plicated, especially for critical Uc and low temperatures.
Figure 5(c) shows that the DOS(ε = 0) calculated at
T = 0.095t (black circles) increases with the decreasing
broadening. Also in Fig. 6(a), one can see by follow-
ing the dashed line, which represents the DOS(ε = 0)
calculated for L = 20 × 20 and broader broadening of
b = 0.004t, that bigger artificial broadening leads to a
decrease of the calculated DOS(ε = 0) maximum.
The reason is twofold. For the D = 2, the band around
ε = 0 has a fine structure, as is shown in the inset of
Fig. 3(b), and has a clear maximum at ε = 0. A wide
artificial broadening smooths this structures, which sig-
nificantly lowers the DOS at the Fermi level. From our
data it is not clear if this fine structure will disappear in
the thermodynamic limit. It seems not to be the case,
as the detail of the DOS shown in the inset of Fig. 3(b)
depends only weakly on the lattice size, but a study on
much bigger lattices is required to confirm this.
Even more important is that despite the broadening
into a band provided by multi-particle excitations, the
states at the Fermi level stay very sharp even for large
lattices, as is shown in the inset of Fig. 6(b). This ef-
fect becomes even more crucial with decreasing temper-
ature as here the configurations with just one f particle
added or removed from a perfect checkerboard ordering
can have a very high weight. This is shown in Fig. 6(b),
where we plotted the total MC weight of these config-
uration w ∼ (e−βF (wadd) + e−βF (wrem)) /Z as a function
of temperature for various lattice sizes (solid lines) and
compare it with the analogous weight for checkerboard
ordering (dashed line). There is a clear maximum at
which the combined weight of the above excited states is
almost one-third of the total one. This can explain the
extremely sharp subgap states for low temperatures in
the finite system shown in Fig. 386.
The enhanced DOS at the Fermi level caused by the
crossing of the sharp maxima might raise a question if the
phase has still an insulating character. However, know-
ing that the prevailing mechanism behind this effect is
the impurity like single-particle excitation of the local-
ized subsystem, one can expect a strong localization of
the d electrons. We show by studying the scaling of the
averaged IPR(ε = 0) depicted in Fig. 7(a) that this is
really the case. For localized states, the IPR should sat-
urate with increasing lattice size to a finite value. Note
that IPR→ 1 would point to a complete localization of
the d electrons to a single lattice point. Therefore, the
saturation of IPR to ∼ 0.16 for T = 0.095t shown in
Fig. 7(a) (red circles) still points to a strong localization.
On the other hand, the slow decline of the IPR for T = 1t
(blue circles) points to a weak localization as expected in
this regime for a finite size system45,72.
As shown in Fig. 7(b), the IPR is, in contrast to
the DOS results discussed above, relatively stable for a
broad range of broadening parameter b (note the logarith-
mic scale) even below the critical temperature. There-
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Figure 6. (a) Density of states at the Fermi level as a func-
tion of temperature for D = 2 at U = 2.5t calculated with
broadening parameter b = 0.002t (solid lines) for various lat-
tice sizes and with b = 0.004t for L = 24 × 24 (dashed line).
The vertical black dotted line signals the critical temperature
of the order-disorder phase transition. (b) Dependence of the
statistical weight of the configurations with perfect CDW or-
dering (green dashed line calculated for L = 20 × 20) and
configurations with a single f particle added or removed from
CDW.
fore, the conclusions of strong localization of the crossed
states is not affected by the artificial broadening of the
δ-functions.
To further support these findings, we provide an al-
ternative test of the above conclusions in the next sub-
section. Instead of artificial broadening, we consider a
heterostructure where the system is coupled to two semi-
infinite metallic leads. These provide a different kind
of broadening of the system states. It can be argued
that this broadening is more natural, but it is also un-
even, because the broadening of the LDOS decreases with
increasing distance from the system-leads interface41,45.
In addition, this setup allows us to study the transport
thought a finite system.
B. Transport properties of a heterostructure
We have shown recently45 that the typical phases of the
FKM have different influence on the transport properties
of a heterostructure. However, that study did not focus
on the particular case where the system is in CDW phase
but has a large density of states at the Fermi level as is
the case in Fig. 6(a). Here we study the effect of the finite
DOS in this regime on the transport properties for a finite
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Figure 7. (a) System size scaling of the averaged inverse par-
ticipation ratio for U = 2.5t at T = 0.095t (red circles) and
T = 1t (blue circles) and system size scaling of the generalized
averaged inverse participation ratio for the same parameters
and γ = 2t (black and green squares). (b) Dependence of the
inverse participation on the artificial broadening of the delta
functions. The IPR for T = 0.5t is multiplied by factor of 10.
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Figure 8. Averaged DOS of the coupled system calculated
for U = 2.5t, L = 20 × 20 and three values of γ. The posi-
tion of the maximum T ∼ 0.095t coincides with the position
of the maxima in Fig. 6(a). The inset represents the finite
size scaling of DOS at T = 0.095t (maximum) and 1t (high
temperature).
dimensional central system. Because of that, we first
have to readdress the problem of DOS and localization
for the heterostructure.
In contrast to the isolated FKM studied in the pre-
vious section, in the heterostructure the broadening of
the system states results naturally from the coupling to
the semi-infinite leads. In Fig. 8, we show the averaged
DOSh(ε = 0) for L = 20× 20 and three values of γ. The
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and central system size L = 20× 20. The gIPR for T = 1t is
multiplied by factor of 10 for the sake of clarity.
DOSh(ε = 0) above the critical temperature, signaled by
vertical dotted line, is identical to the one in Fig. 6(a)
and does not depend on the lattice size as can be seen
in the inset of Fig. 8 (blue line). The positions of the
maxima are in compliance as well (T ∼ 0.095t) and the
maximum of DOSh(ε = 0) is well above its value in the
disordered phase. In addition, the DOSh(ε = 0) shown
in Fig. 8 depends only weakly on the chosen values of
γ’s. This supports the conclusion that the crossing of
the major subgap bands at critical U can lead to a DOS
at the Fermi level, which exceeds its values in the gapless
disordered phase. On the other hand, the DOSh(ε = 0)
calculated for T = 0.095t depends much stronger on the
lattice size (red circles in the inset of Fig. 8) than the
equivalent DOS calculated for isolated FKM. This, as
well as the increasing error bars, is a direct consequence
of the fact that the broadening coming from the leads is
not homogeneous in the central system as its effect on
the LDOSh decreases with the distance from the system-
leads interfaces45. Consequently, the broadening in the
central part of the system coming from the leads might
vanish fast with the increased lattice size.
The qualitative differences between the natural and ar-
tificial broadening allow us to perform an alternative in-
vestigation of the localization based on the gIPR defined
in Eq. (14). A direct comparison of the finite size scaling
of the gIPR calculated for γ = 2t with the IPR is shown
Fig. 7(a). The gIPR for T = 0.095t (black squares) has
the same profile as IPR and it convergences to a similar
finite value, which confirms strong localization even for
the coupled system. Similarly, the scaling of the gIPR
in the disordered phase represented by T = 1t (green
squares) points to a weakly localized central system at
best (see also Ref.45). The comparison with the IPR also
reveals that the coupling to the leads can suppress the
localization in the finite system in this regime.
We analyze the effect of coupling to the leads on the
localization in the finite system (L = 20×20) in more de-
tail in Fig. 9. Both gIPR curves calculated at T = 0.095t
and T = 1t are saturated at low values of the coupling γ.
The saturated values are in good agreement with the ones
calculated for the isolated system [Fig. 7(b)]. This can
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Figure 10. (a) Dependence of the equilibrium transmission
function on temperature calculated at Fermi level for a het-
erostructure with U = 2.5t and the system size L = 20 × 20
coupled to two semi-infinite noninteracting leads with semi-
elliptical surface density of states and band half-width B =
20t. The position of the humps signalled by an arrow coin-
cides with the maxima in Fig. 6. The inset is an example of
the full transmission function for γ = 1t and T = 0.095t. The
subgap region is multiplied by 100 for the sake of visibility.
(b) Nonequilibrium transmission function for ε = 0 as a func-
tion of voltage drop rescaled by U = 2.5t. (c) Dependence
of the equilibrium transmission function at the Fermi level
multiplied by the linear size of the system on the total lattice
size. The values for T = 0.095t were scaled by factor 10.
also be interpreted as evidence that the coupling to the
leads provides a good independent method for studying
the problem of the localization.
However, as we increase γ (note the logarithmic scale
in Fig. 9) the gIPR significantly decreases for γ ? 0.3t at
T = 1t and γ ? 1t for T = 0.095t. This effect is stronger
in the disordered phase, where at strong coupling the
already small gIPR drops to half its weak coupling value.
Nevertheless, the localization is weakened in the ordered
phase as well. It is therefore worth it to examine how the
coupling to the leads affects the transport properties in
a finite system.
We focus on the transmission function as this provides
9the most detail information on the charge transport. Fig-
ure 10(a) shows the transmission function at ε = 0 as a
function of temperature for U = 2.5t, central system size
L = 20×20 and for three values of system lead hopping γ.
We focus on the equilibrium situation (V = 0) because a
voltage that is smaller than the CDW gap (V < U/2) has
only a small effect on the transmission function at ε = 0.
This is shown in Fig. 10(b) for U = 2.5t and T = 0.095t,
where voltage values are spread on a logarithmic scale.
The transmission function in Fig. 10(a) is negligible for
low temperatures, but a clear “hump” for γ = 2t and local
maximum for γ < 2t (signaled by an arrow) are present
close to the temperature where the DOS of the central
system has its maximum [see Fig. 8]. The transmission
function at Fermi level is still several magnitudes smaller
than its values outside the CDW gap, as seen in the inset
of Fig. 10(a), and it is negligible for any energy within
the gap with the exception of the close vicinity of ε = 0.
Nevertheless, its clear increase close to T ∼ 0.1t shows
that, despite the relatively strong localization, the cross-
ing of the subgap states can influence the charge trans-
port through a finite system. Interestingly, it actually
enables a finite charge transmission otherwise blocked by
the CDW gap. Still, the transmission function signif-
icantly increases above the critical temperature of the
order-disorder transition and, despite much lower DOS
in this phase, the transmission function can be several
times higher than at T ∼ 0.1t.
This clearly reflects the difference of the localization
in the ordered and disordered phases already shown in
Fig. 7(a). This effect can also be seen in the system size
scaling of the transmission functions plotted in Fig. 10(c).
To highlight the difference, we scaled the transmission
function by the linear size of the system. The weak
localization in the disordered phase (T = 1t), further
lowered by the coupling to the leads, results in a sit-
uation where the scaled transmission function increases
with L. On the other hand, the scaled transmission for
T = 0.095t , which even for small system lattices is ap-
proximately ten times smaller than for T = 1t, rapidly
decreases with growing lattice size. The strong localiza-
tion in this regime clearly overrules even the increasing
DOSh(ε = 0) shown in the inset of Fig. 8.
We can therefore conclude that the high density of
states in the CDW phase observed in the vicinity of Uc
can lead to a notable increase of charge transport through
a finite system, but this effect rapidly vanishes with in-
creasing system size. The reason is the relatively strong
localization of the states at the Fermi level.
IV. CONCLUSIONS
We have studied in realistic dimensions the structure
of the subgap states of the FKM in the ordered CDW
phase. We have shown that, similar to exact results in
infinite dimensions, there are pronounced maxima in the
subgap DOS placed symmetrically around the Fermi level
which merge around some critical value of U and ex-
change their positions above it. The position of these
maxima does not depend on the temperature, because
they mainly reflect the underlying sharp states resulting
from single-particle excitations of the localized f -electron
subsystem. The most pronounced of these states belong
to an addition and removal of a single f electron from a
perfect checkerboard ordering.
The crossing of the most pronounced subgap maxima
leads to a rise of the DOS at the Fermi level which can
exceed even the DOS in the disordered gapless phase.
However, the states in this regime are strongly localized.
We have confirmed this by studying DOS and IPR for two
different setups. First, we addressed an isolated FKM,
where we used an artificial broadening of the states. Sec-
ond, we studied a heterostructure, where the states had
been broadened by coupling the system to simple semi-
infinite leads. Although the coupling to the leads can
lower the localization in the disordered phase, both stud-
ies have lead to the same qualitative conclusions.
In the case of the heterostructure, we have also shown
that the significant increase of the DOS at critical U can
boost the charge transport trough a small finite system
in the ordered phase. It increases the charge transmis-
sion which is otherwise suppressed in the whole range of
energies within the CDW gap. Here, the strength of the
coupling to the leads plays an important role. Never-
theless, with increasing lattice size this effect is quickly
suppressed by the strong localization.
ACKNOWLEDGMENTS
The authors acknowledge support by the state of
Baden-Württemberg through bwHPC and the German
Research Foundation (DFG) through Grant No. INST
40/467-1 FUGG. J. O. acknowledges support from Georg
H. Endress Foundation. We thank Romuald Lemański
and James K. Freericks for introducing us to the prob-
lem of the crossing of the subgap states in FKM and
Tomáš Novotný for very helpful discussions.
APPENDIX A: CDW GAP
Here we present the ground-state solution of the spin-
less FKM on a hypercubic lattice. We show that the
checkerboard ordering of the f electrons opens a gap in
the DOS and derive general formulas for eigenvalues and
eigenvectors.
The Hamiltonian Eq. (1) for the CDW ordering of f
electrons in hyper cubic lattice reads
HCDWFK = −t
∑
l,δ
(
d†l dl+δ + h.c.
)
+
U
2
∑
l
eipild†ldl ,(15)
where δ indices’s the relevant nearest neighbors (e.g.,
10
1ix + 0iy + 0iz). Fourier transformation, given by
d†k =
1√
L
∑
l
eik·ld†l , (16)
leads to
HCDWFK =
∑
k
ǫkd
†
kdk +
U
2
∑
k
d†kdk+pi, (17)
where
ǫk = −2t
D∑
i=1
cos (ki) .
By replacing of the summation by integration and care-
ful reshaping of the Brillouin zone, the Hamiltonian in
Eq. (17) can be written in a matrix form
HCDWFK =
D∏
i=2
πˆ
−π
dki
2π
pi
2ˆ
−pi
2
dk1
2π
(18)
(
d†k d
†
k+pi
)(
ǫk
U
2
U
2 ǫk+pi
)(
dk
dk+pi
)
.
Therefore, the states are divided into two bands sepa-
rated by CDW gap with width U
ε±k = ±
√
ǫ2k +
(
U
2
)2
.
The related eigenvectors stored as a columns in matrix
Qk read
Qk =

ǫk+ε
+
k√
(U2 )
2
+(ǫk+ε+k )
2
,
ǫk+ε
−
k√
(U2 )
2
+(ǫk+ε−k )
2
U/2√
(U2 )
2
+(ǫk+ε+k )
2
, U/2√
(U2 )
2
+(ǫk+ε−k )
2
 . (19)
APPENDIX B: SUBGAP STATES
In this Appendix, some analytical results for the posi-
tions of the subgap states resulting from single f -electron
excitations are derived.
Let us excite the groundstate Hamiltonian in Eq. (17)
by adding or removing a single f -electron on position m
Hex = −Ueipimd†mdm.
Our aim here is to find the position of the sharp states
in the spectra resulting from this single impurity. The
Hamiltonian (15) can be formally diagonalized by unitary
transformation,
d˜†α =
∑
l
ψαld
†
l ,
d˜α =
∑
l
dlψ
†
lα,
after which the total system Hamiltonian including Hex
reads
H =
∑
α
εαd˜
†
αd˜α − Ueipim
∑
α,β
ψαmψ
†
mβ d˜
†
αd˜β .
We define the Green’s function,
Gα,β(τ) = −iΘ(τ)
〈[
d˜α(τ), d˜
†
β(0)
]
+
〉
and use the equation of motion technique to get(
i
d
dτ
− εα
)
Gα,β(τ) = δα,βδ(τ)
−Ueipim
∑
α′
ψαmψ
†
mα′Gα′,β(τ).
After the transformation into energy domain this reads
(ε− εα + i0)Gα,β(ε) = δα,β−Ueipim
∑
α′
ψαmψ
†
mα′Gα′,β(ε),
or written in matrix form(
E+ Ueiπmψm
)
G(ε) = 1,
where E is diagonal matrix with elements Eα,α = ε −
εα + i0. We are primarily interested in the position
of the bound states inside the CDW gap which can
be calculated from the zeros of the determinant of the
inverse Green’s function. Because E is diagonal and
ψmαα′ = ψαmψ
†
mα′ we can use Sylvester’s determinant
theorem [det (X + cr) = det(X)(1 + rX−1c)]:
det
(
G
−1(ε)
)
=
(
1 + Ueipim
∑
α
ψ†mαψαm
ε− εα + i0
)
×
∏
α
(ε− εα + i0) . (20)
The position of the sharp states in the CDW gap can
therefore be obtained by solving
1 + eipimU
∑
α
ψ†mαψαm
ε− εα = 0. (21)
We evaluate this equation by using the transformation
from Eq. (16) together with the decomposition M =
QΛQ−1, where M is the inner matrix from Eq. (18) and
elements of the diagonal matrix Λ are ε+k and ε
−
k . The
product in Eq. (21) then reads
ψ†mαψαm =
1
L
∑
p=±
(
1 + Ue−ipim
εpk + ǫk(
U
2
)2
+ (εpk + ǫk)
2
)
,
and the sum over index α changes to
∑
α
→
D∏
i=2
πˆ
−π
dki
2π
pi
2ˆ
−pi
2
dk1
2π
≡
∑
K
.
11
Using the new notation, Eq. (21) can be rewritten to a
simple form
1 = eipim
U
L
∑
K
Ue−ipim + 2ε
ε2k − ε2
. (22)
In D = 1 this equation can be easily evaluated and reads
2
(
U + 2εeiπm
)
U√
U2 − 4ε2√16t2 + U2 − 4ε2 = 1.
Therefore, the solution for U as a function of the energy
of bound states is
U = 4
√
±1− 2ε˜
(±3− 2ε˜) (1± 2ε˜)2 ,
where ε˜ = ε/U . At the crossing of the states, we have
ε = 0 and therefore the critical interaction in D = 1 is
Uc = 4/
√
3.
The evaluation of Eq. (22) in D = 2 leads to
1 =
U2(1 ± 2ε˜)
πu
√
u
16 + u
K
(
16
16 + u
)
,
where u = U2(0.25− ε˜2) and K(x) is the elliptic integral
of the first kind. The critical interaction in D = 2 is
Uc
.
= 2.5t (with rounding at the third decimal place).
The D = 3 case can be evaluated numerically and has
the critical interaction Uc ∼= 3.18t.
The displacement of the f electron to a neighboring
position can be seen as adding and removing an f elec-
tron at adjoining positions and can be represented by an
additional term,
Hex = −Ueipim(d†mdm − d†m+1indm+1in),
where in choses the direction of the f -electron shift. This
leads to a more complicated formula for the determinant
det
(
G
−1(ε)
)
=
∏
α
(ε− εα + i0)
[(
1 + Ueipim
∑
α
ψ†mαψαm
ε− εα + i0
)(
1− Ueipim
∑
α
ψ†m+1in,αψαm+1in
ε− εα + i0
)
+
(
Ueipim
∑
α
ψ†m+1n,αψαm
ε− εα + i0
)(
Ueipim
∑
α
ψ†m,αψαm+1in
ε− εα + i0
)]
.
The sums in this formula can be evaluated analogously to the previous case, but their evaluation leads to much more
complicated expressions, which we therefore omit here.
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