We study the fixed-support Wasserstein barycenter problem (FS-WBP), which consists in computing the Wasserstein barycenter of m discrete probability measures supported on a finite metric space of size n. We show first that the constraint matrix arising from the linear programming (LP) representation of the FS-WBP is totally unimodular when m ≥ 3 and n = 2, but not totally unimodular when m ≥ 3 and n ≥ 3. This result answers an open problem, since it shows that the FS-WBP is not a minimum-cost flow problem and therefore cannot be solved efficiently using linear programming. Building on this negative result, we propose and analyze a simple and efficient variant of the iterative Bregman projection (IBP) algorithm, currently the most widely adopted algorithm to solve the FS-WBP. The algorithm is an accelerated IBP algorithm which achieves the complexity bound of O(mn 7/3 /ε). This bound is better than that obtained for the standard IBP algorithm-O(mn 2 /ε 2 )-in terms of ε, and that of accelerated primal-dual gradient algorithm-O(mn 5/2 /ε)-in terms of n. Empirical studies on simulated datasets demonstrate that the acceleration promised by the theory is real in practice.
Introduction
During the past decade, the Wasserstein barycenter problem (Agueh & Carlier, 2011) (WBP) has served as a formal foundation for numerous applications ranging from economics (Carlier & Ekeland, 2010; Chiappori et al., 2010) Preprint. Under review of International Conference on Machine Learning, 2020. Copyright 2020 by the author(s). and physics (Buttazzo et al., 2012; Cotar et al., 2013; Trouvé & Younes, 2005) to statistics (Munch et al., 2015; Ho et al., 2017; Srivastava et al., 2018) , image and shape analysis (Rabin et al., 2011; Bonneel et al., 2015; and machine learning (Cuturi & Doucet, 2014) . In all of these applications, a key challenge is to understand the computational hardness of the Wasserstein barycenter problem and to design efficient algorithms to solve it (Peyré & Cuturi, 2019) .
In particular, much effort has gone into developing efficient algorithms to solve the WBP in the case of m ≥ 2 discrete probability measures (Rabin et al., 2011; Cuturi & Doucet, 2014; Carlier et al., 2015; Bonneel et al., 2015; Benamou et al., 2015; Anderes et al., 2016; Staib et al., 2017; Ye et al., 2017; Borgwardt & Patterson, 2018; Puccetti et al., 2018; Claici et al., 2018; Uribe et al., 2018; Dvurechenskii et al., 2018; Yang et al., 2018; Le et al., 2019; Kroshnin et al., 2019; Ge et al., 2019; Borgwardt & Patterson, 2019) . The earliest work on this topic was (Rabin et al., 2011) , who proposed an algorithm to compute Wasserstein barycenters based on an approximation of the Wasserstein distance, the sliced-Wasserstein distance. Later, in a seminal paper, (Cuturi & Doucet, 2014) proposed to smooth the WBP using an entropic regularizer, leading to simple gradient-descent schemes that were later improved and simplified to yield generalized Sinkhorn-type projections under the name of the iterative Bregman projection (IBP) algorithm (Benamou et al., 2015; Kroshnin et al., 2019) . Several further improvements have been proposed since then, including first-order gradient algorithms (Staib et al., 2017; Uribe et al., 2018) , semidual approaches , an accelerated primal-dual gradient (APDAGD) algorithm (Dvurechenskii et al., 2018; Kroshnin et al., 2019) , stochastic gradient algorithms (Claici et al., 2018) , alternating direction method of multipliers (ADMM) methods (Ye et al., 2017; Yang et al., 2018) , and specialized interior-point algorithms (Ge et al., 2019) . Concerning the structural and computational hardness of the Wasserstein barycenter problem with free support, (Anderes et al., 2016) proved that when considering the barycenter of m empirical measures, their barycenter is also an empirical measure with a support on at most the total number of points contained in all of the measures minus m − 1, and that when m = 2 and the measures are constrained to share the same support, solving it is equivalent to a network flow on a directed graph. In a related vein, (Borgwardt & Patterson, 2019) proved that finding a barycenter of sparse support is NP-hard even when we only have m = 3 probability measures. However, their analysis does not work for the case of fixed-support Wasserstein barycenter, namely when the sought barycenter is constrained to have its support on the union of the supports of the m probability measures. Recently, (Kroshnin et al., 2019) have provided complexity bounds of IBP and decentralized primal-dual accelerated gradient algorithms for computing the fixed-support Wasserstein barycenter. However, a complete picture of computational hardness and efficient algorithmic designs for that problem is still lacking.
In this paper, we revisit the fixed-support Wasserstein barycenter problem between m discrete probability measures, focusing on the case in which the m measures and the barycenter are supported on the same finite set of points. We consider here both structural and computational aspects of the problem. Our contributions are three-fold and can be summarized as follows:
1. By representing the fixed-support Wasserstein barycenter problem as a linear programming problem, we demonstrate that the constraint matrix associated with this linear programming problem is totally unimodular after removing redundant rows when m ≥ 3 and n = 2 but not totally unimodular when m ≥ 3 and n ≥ 3. This result addresses a fundamental open problem on whether the fixed-support Wasserstein barycenter problem is equivalent to a minimum-cost flow problem. Our result indicates that when m ≥ 3 and n ≥ 3, the fixed-support Wasserstein barycenter and the minimum-cost flow are not equivalent.
2. We propose an acceleration of iterative Bregman projection algorithm, which we refer to as accelerated iterative Bregman projection (AIBP), for approximating the fixed-support Wasserstein barycenter. We prove that this algorithm achieves a complexity bound of O(mn 7/3 /ε) where ε stands for the tolerance. This improves over the complexity of O(mn 2 /ε 2 ), which is achieved by standard IBP algorithm (Benamou et al., 2015) in terms of 1/ε and the complexity of O(mn 5/2 /ε), which is obtained by accelerated primal-dual gradient algorithm (Kroshnin et al., 2019) in terms of n. Experiments on synthetic datasets demonstrate the efficiency of our proposed algorithms over IBP algorithm.
Organization. The remainder of the paper is organized as follows. In Section 2, we provide the basic setup for the entropic regularized Wasserstein barycenter problem and its dual problem. In Section 3, we present computational hardness results for the Wasserstein barycenter problem. In Sections 4, we propose and analyze the accelerated IBP algorithm. Simulation studies of this algorithm with synthetic and data are presented in Section 5. Finally, we conclude the paper in Section 6. Proofs of most technical results and a comprehensive survey of related work are provided in the appendices.
Notation. We let [n] be the set {1, 2, . . . , n} and R n + be the set of all vectors in R n with nonnegative components. 1 n and 0 n are the n-vectors of ones and zeros. ∆ n stands for the probability simplex: ∆ n = {u ∈ R n + : 1 ⊤ n u = 1}. For a set S, we write |S| for its cardinality. For a differentiable function f , we denote ∇f and ∇ λ f for the full gradient of f and its gradient with respect to a variable λ. For a vector x ∈ R n and 1 ≤ p ≤ ∞, we write x p for its ℓ p -norm. For a matrix X = (X ij ) ∈ R n×n , we write vec (X) ∈ R n 2 as its vector representation, det(X) as its determinant, X ∞ = max 1≤i,j≤n |X ij | and X 1 = 1≤i,j≤n |X ij |. We also define r(X) = X1 and l(X) = X ⊤ 1. Let X, Y ∈ R n×n be two matrices, their Frobenius and Kronecker inner product are denoted by X, Y := 1≤i,j≤n X ij Y ij and X ⊗ Y ∈ R n 2 ×n 2 respectively. I(·) stands for an indicator function. Lastly, given the dimension n and accuracy ε, the notation a = O (b(n, ε)) stands for the upper bound a ≤ C · b(n, ε) where C > 0 is independent of n and ε. The notation a = O(b(n, ε)) indicates the previous inequality where C depends only the logarithmic factors of n and ε.
Background on Fixed-Support Wasserstein Barycenter
In this section, we describe the basic setup of the fixedsupport Wasserstein barycenter problem, starting with the standard linear programming (LP) formulation of the problem. Then we proceed to the entropic-regularized Wasserstein barycenter problem and provide the formal specification of an approximate barycenter. Finally, we derive the dual entropic-regularized Wasserstein barycenter problem and present several properties that are useful for our subsequent analysis.
Linear programming formulation
Given a measure space Ω and p ≥ 1, we let P p (Ω) be the set of Borel probability measures on Ω with finite p-th moment. The Wasserstein distance of order p ≥ 1 (Villani, 2008) between µ, ν ∈ P p (Ω) is defined as
is a metric on Ω and Π(µ, ν) is the set of couplings (or equivalently joint distributions) between µ and ν. For given m ≥ 2 and a vector (ω 1 , ω 2 , . . . , ω m ) of weights in ∆ m , the Wasserstein barycenter (Agueh & Carlier, 2011) of m probability measures (µ k ) m k=1 with corresponding weights (ω k ) m k=1 is a solution of the following functional minimization problem
Because our goal will be to provide computational schemes to solve the WBP approximately, we make the following definition of an ε-approximate solution.
where µ * is an optimal solution to the problem (1).
In the paper, we focus on finding an ε-approximate barycenter for a set of discrete probability measures with finite supports. There are two main settings:
(i) free-support Wasserstein barycenter, namely, when we optimize both the weights and supports of the barycenter in the objective function (1);
(ii) fixed-support Wasserstein barycenter, namely, when the supports of the barycenter are obtained directly from those underlying the probability measures {µ k } m k=1 and we only optimize the weights of the barycenter in the objective function (1).
The free-support WBP problem is notoriously difficult to solve. In principle it can either be solved using a solution to the multimarginal-OT (MOT) problem, as described in detail by (Agueh & Carlier, 2011) , or approximated using alternative optimization techniques. Assuming each of the m measures is supported on n distinct points, the WBP problem can be solved exactly by solving first a MOT, to then compute (n − 1)m + 1 barycenters of points in Ω according to d (these barycenters are exactly the support of the barycentric measure). Solving a MOT is however equivalent to solving an LP with n m variables and (n − 1)m + 1 constraints. The other route, alternating optimization, requires setting an initial guess for the barycenter, a discrete measure supported on k weighted points (where k is predefined). One can then proceed by updating the locations of µ (or even adding new ones) to decrease the objective function (1), before changing their weights. When Ω = R d , d is the Euclidean distance and p = 2, then the WBP is closely related to the clustering problem, and is even equivalent to k-means when m = 1 (Cuturi & Doucet, 2014) . Although solving the free-support WBP using MOT results in a convex (yet intractable) problem, the alternating mimimization approach is not, in very much the same way that the k-means problem is not, and results in the minimization of a piecewise quadratic function.
The fixed-support WBP is comparatively easier to solve, and as such as played a role in several real-world applications. For instance, in imaging sciences, pixels and voxels are supported on a predefined, finite grid. In these applications, the barycenter and the µ k measures all share the same support.
In view of this, throughout the remainder of the paper, we let (µ k ) m k=1 be discrete probability measures with the same collection of n support points {x i } n i=1 . In addition, their weights are {u k } m k=1 , where each u k lies in the probability simplex ∆ n . The fixed-support Wasserstein barycenter between {µ k } m k=1 has the following form (Cuturi & Doucet, 2014; Benamou et al., 2015; Peyré & Cuturi, 2019) :
We can rewrite the objective function (2) without u ∈ ∆ n as follows:
share the same support, {µ k } m k=1 are fully specified by their weights {u k } m k=1 . To this end, we refer each u k = (u kj ) to a given probability vector in ∆ n . We see from Eq. (2) that the fixed-support Wasserstein barycenter problem is a structured linear program with 2mn equality constraints and mn 2 + n variables. This inspires a line of works on developing specialized algorithms for solving the Wasserstein barycenter problem in the form of Eq. (2); e.g., by using specialized interior-point algorithm (Ge et al., 2019) or the alternating direction method of multipliers (ADMM) (Yang et al., 2018) . Despite recent progress, the understanding of the structure of the fixedsupport WBP has remained limited. In particular, while the classical optimal transport problem (Villani, 2003; 2008) is known to be a minimum-cost flow problem and thus computationally tractable, it remains unknown whether the fixed-support Wasserstein barycenter problem is equivalent to a network flow problem even in the simplest setting when m = 2.
Entropic regularized Wasserstein barycenter
Using Cuturi's entropic approach to the classical OT problem (Cuturi, 2013) , we define a regularized version of the fixed-support Wasserstein barycenter problem (2), where an entropic penalty is added to the Wasserstein barycenter objective. The resulting formulation is as follows:
where η > 0 is the regularization parameter, and H(X) denotes the entropic regularization term:
We refer to problem (4) as entropic regularized Wasserstein barycenter. Analogous to the formulation (3), the entropic regularized Wasserstein barycenter can also be recast into the following problem that does not contain the decision variable u:
When η is large, the resulting optimal value of problem (4) may yield a poor approximation of the original fixedsupport Wasserstein barycenter cost. In order to guarantee a good approximation of that cost, we scale the regularization parameter η as a function of the desired accuracy of the approximation. In particular, we consider the following definition which is analogous to Definition 2.1.
Definition 2.2. The probability vector u ∈ ∆ n is called an ε-approximate barycenter if there exists the tuple ( X 1 , . . . , X m ) ∈ R n×n + × · · · × R n×n + such that ( u, X 1 , . . . , X m ) is a feasible solution for problem (2) and
where (u * , X * 1 , . . . , X * m ) ∈ R n + × R n×n + × · · · × R n×n + is an optimal solution of problem (2).
With these formulations and definitions in hand, we aim at developing efficient algorithms for approximating the fixed-support Wasserstein barycenter problem where the running time required to obtain an ε-approximate barycenter achieves better dependence on m, n and 1/ε than those of the state-of-the-art provably efficient entropic algorithms in the literature (Kroshnin et al., 2019) .
Dual entropic regularized Wasserstein barycenter
Using convex duality (Rockafellar, 1970) , (Cuturi & Doucet, 2014) and (Kroshnin et al., 2019) derived a dual form of problem (4). Different from the usual two-marginal or multi-marginal OT case (Cuturi & Peyré, 2018; Lin et al., 2019a) , the dual entropic regularized Wasserstein barycenter problem is a constrained optimization problem with the constraint set P :
Formally, the problem takes the form:
We refer to problem (6) as the dual entropic regularized Wasserstein barycenter problem; see Appendix B.1 for the full derivation. We now derive several properties of the dual entropic regularized Wasserstein barycenter problem (6).
In particular, we first derive an upper bound for the ℓ ∞norm of an optimal solution of that problem.
Lemma 2.1. For the dual entropic regularized Wasserstein barycenter problem (6), there exists an optimal solution (λ * , τ * ) such that each column has the following ℓ ∞ -norm bound:
for all k ∈ [m], where R λ , R τ > 0 are defined as
As a corollary, we present the upper bound for the ℓ 2 -norm of the optimal solution of problem (6).
Corollary 2.2. For the dual entropic regularized Wasserstein barycenter problem (6), there exists an optimal solution (λ * , τ * ) such that for all k ∈ [m],
Lemma 2.3. The objective function ϕ has block-Lipschitz gradient with respect to ℓ 2 -norm and the Lipschitz constant for the k-th block gradient is 4ηω k . Formally, we have the following inequality for all k ∈ [m],
As a consequence of Lemma 2.3, we obtain that
Proofs are relegated to the Appendices B.2 and B.3.
Computational Hardness
In this section, we analyze the computational hardness of the fixed-support Wasserstein barycenter problem (3). In particular, we first present some well-known characterization theorems in combinatorial optimization and graph theory and then show that problem (3) is a minimum-cost flow problem when m = 2 and n ≥ 2 but is not when m ≥ 3 and n ≥ 3. We refer the interested readers to Appendix C for the detailed proof.
Combinatorial techniques
We present some classical results in combinatorial optimization and graph theory. The first result is Ghouila-Houri's celebrated characterization theorem (Ghouila-Houri, 1962).
Definition 3.1. A totally unimodular (TU) matrix is one for which every square submatrix has determinant −1, 0 or 1.
The second result (Theorem 1 in Chapter 15 of (Berge, 2001) ) shows that the incidence matrices of directed graphs and 2-colorable undirected graphs are totally unimodular.
A is totally unimodular if each column contains at most two nonzero entries and all rows are partitioned into two sets I 1 and I 2 such that: If two nonzero entries of a column have the same sign, they are in different sets. If these two entries have different signs, they are in the same set. Finally, we provide a simple characterization of the constraint matrix arising in a minimum-cost flow problem.
Definition 3.2. The minimum-cost flow problem finds the cheapest possible way of sending a certain amount of flow through a flow network. Formally, u, v) , with most minimum-cost flow algorithms supporting edges with negative costs. The cost of sending this flow along an edge
The problem requires an amount of flow d to be sent from source s to sink t. The definition of the problem is to minimize the total cost of the flow over all edges.
Proposition 3.3. The constraint matrix arising in a minimum-cost flow problem is totally unimodular and its rows are categorized into a single set using Proposition 3.2.
Main result
We now present our main results on the computational hardness of the fixed-support Wasserstein barycenter problem (3). First, we show that the fixed-support Wasserstein barycenter problem is a minimum-cost flow problem when m = 2 and n ≥ 2. This result has been briefly discussed in page 400 of (Anderes et al., 2016) in a general setting and we provide the details for the sake of completeness. In particular, we rewrite problem (3) with m = 2 and n ≥ 2 as follows,
Problem (9) is a minimum-cost flow problem; see Figure 1 for the graph when (m, n) = (2, 4). More specifically, when m = 2, problem (9) is a transportation problem with n warehouses, n transshipment centers and n retail outlets. Each u 1i is the amount of supply provided by ith warehouse and each u 2j is the amount of demand requested by jth retail outlet. (X 1 ) ij is the flow sent from ith warehouse to jth transshipment center and (X 2 ) ij is the flow sent from ith transshipment center to jth retail outlet. (C 1 ) ij and (C 2 ) ij refer to the unit cost of corresponding flow. To this end, the Wasserstein barycenter u ∈ R n is a flow vector with u i being the flow through ith transshipment center.
Proceed to the setting m ≥ 3, we provide an explicit form of problem (3) and its constraint matrix. In particular, Eq.
(3) can be reformulated as
and where E = I n ⊗ 1 ⊤ n ∈ R n×n 2 and G = 1 ⊤ n ⊗ I n ∈ R n×n 2 . Each column of the constraint matrix arising in problem (10) has either two or three nonzero entries in {−1, 0, 1}. In the following result, we first study the structure of the constraint matrix when m ≥ 3 and n = 2.
Theorem 3.4. The constraint matrix arising in problem (10) is equivalent to a totally unimodular matrix when m ≥ 3 and n = 2.
We first provide an illustrative counterexample for showing that problem (10) is not a minimum-cost flow problem when m = 3 and n = 3.
Example 3.1. When m = 3 and n = 3, the constraint matrix is
Setting the set I = {1, 4, 7, 10, 11, 13, 15} and letting e 1 , e 2 and e 3 be the first, second and third standard basis row vectors in R n , the resulting matrix with the rows in I is
Instead of considering all columns of R, it suffices to show that no partition of I guarantees for any j ∈ {1, 2, 11, 12, 13, 19, 21} that
We write the submatrix of R with these columns as
and perform the following steps:
1. We claim that rows 1, 2, 4, 5 and 7 are in the same set I 1 . Indeed, columns 1 and 2 imply that rows 1, 4 and 5 are in the same set. Column 3 and 4 imply that rows 2, 5 and 7 are in the same set. Putting these pieces together yields the desired claim.
2. We consider the set that the row 6 belongs to and claim a contradiction. Indeed, row 6 can not be in I 1 since column 5 implies that rows 4 and 6 are not in the same set. However, row 6 must be in I 1 since columns 6 and 7 imply that rows 3, 6 and 7 are in the same set. Putting these pieces together yields the desired contradiction.
Using Propositions 3.1 and 3.3, we conclude that A is not totally unimodular and problem (10) is not a minimum-cost flow problem when m = 3 and n = 3.
Finally, we prove that problem (10) is not a minimum-cost flow problem when m ≥ 3 and n ≥ 3. The basic idea is to extend the construction in Example 3.1 to the general case; see Appendix C.
Theorem 3.5. Problem (10) is not a minimum-cost flow problem when m ≥ 3 and n ≥ 3.
To this end, the fixed-support Wasserstein barycenter is not equivalent to a minimum-cost flow problem when m ≥ 3 and n ≥ 3. In other words, one can not utilize welldeveloped network flow algorithms. Therefore, it is important to develop new computationally efficient methods for solving problem (3).
Accelerated Iterative Bregman Projection
In this section, we propose and analyze an accelerated iterative Bregman projection (IBP) algorithm. We prove that our algorithm achieves a complexity bound of O mn 7/3 /ε . This improves over the complexity bound of O(mn 2 /ε 2 ) achieved by the standard IBP algorithm (Benamou et al., 2015) in terms of 1/ε, and the O(mn 5/2 /ε) bound achieved by accelerated primal-dual gradient algorithm (Kroshnin et al., 2019) in terms of n.
Algorithmic scheme
The accelerated iterative Bregman projection (IBP) algorithm is presented in Algorithm 1. It serves as a subroutine in Algorithm 2 for solving the fixed-support Wasserstein barycenter problem (2). In Algorithm 1, the n × n matrix B k (λ k , τ k ) is the dual variable defined in Eq. (16) and ϕ(λ, τ ) in Step 4 is the dual objective function of entropic regularized Wasserstein barycenter in Eq. (6). To the best of our knowledge, our algorithm is the first direct acceleration of the dual IBP algorithm (Benamou et al., 2015; Kroshnin et al., 2019) , which serves as the current stateof-the-art approach for solving the Wasserstein barycenter problem.
The scheme presented in Algorithm 1 can be interpreted as a generalization of the Randkhorn algorithm in the classical OT setting (Lin et al., 2019c) . In particular, the acceler-
Step 1:
. Sample a Bernoulli random variable with the mean parameter 1/2, i.e.,
Step 3:
Step 4: Compute λt τ t according to
Step 5a:
Step 5b: Compute τ t =τ t + m k=1 ω k log(l t k ) − log(l t ) and λ t =λ t .
Step 6a:
Step 6b: Computeλ t+1
ation achieved by the Randkhorn algorithm mostly depends on the refined characterization of per-iteration progress of dual coordinate descent. In the classical OT setting, this is relatively simple since the dual form of the entropic regularized OT problem is unconstrained and symmetric. However, the dual entropic regularized Wasserstein barycenter problem (6) is constrained and asymmetric, which makes the acceleration more challenging to develop.
Analyzing Algorithm 1 relies on the function ρ : R n + × R n + → R + , which is given by ρ(a, b) := 1 ⊤ n (b − a) + n i=1 a i log(b i /a i ). Note that ρ(a, b) can be interpreted as the sum of 1 ⊤ n (b − a) and the Kullback-Leibler divergence between a and b. We also use the following quantity to Algorithm 2 Finding Wasserstein barycenter by the AIBP algorithm
Step 1: Letr k ∈ ∆ n for all k ∈ [m] be (ũ 1 , . . . ,ũ m ) = (1 − ε ′ /4)(u 1 , . . . , u m ) + (ε ′ /4n)(1 n , . . . , 1 n ).
Step 2: Compute
Step 3: Compute u = m k=1 ω k X ⊤ k 1 n Output: u.
measure the residue at each iteration:
where the outer expectation is taken with respect to Bernoulli random variables in Algorithm 1.
With this notation in mind, we provide a step-by-step explanation for the accelerated IBP algorithm in Algorithm 1. First, Step 1-3 and Step 7 are standard schemes used in accelerated coordinate gradient (Nesterov, 2012; Lu & Xiao, 2015; Lin et al., 2015; Fercoq & Richtárik, 2015; Lu et al., 2018) and (λ,τ ), (λ,τ ) and ( λ, τ ) are Nesterov's estimate sequence. These steps guarantee that the objective value ϕ(λ t ,τ t ) converges to the optimal objective value ϕ(λ * , τ * ) with an accelerated rate 1/t 2 . However, the residue defined by E t in Eq. (12) does not depend on the objective gap but the per-iteration progress achieved by exact coordinate minimization (Kroshnin et al., 2019) . In this case,
Step 4-6 are performed to guarantee that {ϕ(λ t ,τ t )} t≥0 is monotonically decreasing and j≥t E j is upper bounded by the objective gap.
Step 5-6 also guarantees that l(B k (λ t k , τ t k ))'s are the same for all k ∈ [m]. This implies that E t is well-defined by serving as a feasibility violation of (B 1 (λ t 1 , τ t 1 ), B 2 (λ t 2 , τ t 2 ), . . . , B m (λ t m , τ t m )) for problems (3) and (5). Note that Step 4-6 make our algorithm intrinsically differ from the line of existing coordinate gradient-type algorithms mentioned earlier.
Main result
We first present an upper bound for the iteration numbers required by Algorithm 1 in the following lemma.
Lemma 4.1. Let {(λ t , τ t )} t≥0 be the iterates generated by Algorithm 1. The number of iterations required to reach the stopping criterion E t ≤ ε ′ satisfies
where R λ , R τ > 0 are defined in Lemma 2.1.
Equipped with the result of Lemma 4.1, we are ready to present the complexity bound of Algorithm 2 for approximating the Wasserstein barycenter problem (2).
Theorem 4.2. The accelerated iterative Bregman projection algorithm for approximating the Wasserstein barycenter problem (Algorithm 2) returns an ε-approximate barycenter u ∈ R n within
The complexity of the accelerated iterative Bregman projection algorithm in Theorem 4.2 improves over the complexity of O(mn 2 /ε 2 ), which is achieved by standard IBP algorithm (Benamou et al., 2015) in terms of 1/ε and the complexity of O(mn 5/2 /ε), which is obtained by accelerated primal-dual gradient algorithm (Kroshnin et al., 2019) in terms of n.
Experiments
In this section, we compare the iteration and time performance of the IBP and AIBP algorithm for the problem of computing the barycenter of a set of 15 samples supported on 10 three-dimensional Gaussian distributions. The weight of each sample is simulated by a uniform distribution on (0, 1) and is then normalized. Since our target is to verify if the acceleration is real, we only include the IBP algorithm (Benamou et al., 2015) as the baseline approach and use the Matlab package 1 with default setting; i.e., the tolerance ǫ = 10 −3 . For the IBP and AIBP algorithms, η is chosen in four different cases and we check stopping criterion every 10 iterations. For a fair comparison, all the experimental results are from 10 independent trials.
From Table 1 , the AIBP algorithm consistently outperforms the IBP algorithm in terms of both iteration and time. Moreover, we compare the IBP and AIBP algorithms using the optimality gap versus the iteration count. Figure 2 shows that the AIBP algorithm consistently finds a better barycenter with lower objective value as η varies and achieves the faster convergence rate than the IBP algorithm. 
Conclusions
In this paper, we study the computational hardness for solving the fixed-support Wasserstein barycenter problem (FS-WBP) and prove that the FS-WBP is not a minimum-cost flow problem when m ≥ 3 and n ≥ 3. We further propose a novel accelerated iterative Bregman projection (AIBP) algorithm with better complexity bound of O(mn 7/3 /ε) than the iterative Bregman projection algorithm in terms of ε and accelerated primal-dual gradient algorithm in terms of n.
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A. Related Work
The Wasserstein barycenter problem has strong connection with the classical optimal transport (OT) problem in that they both rely on the Wasserstein distance. Compared to the classical OT problem which computes the Wasserstein distance between two probability measures, the Wasserstein barycenter problem is harder in that it requires to minimize sums of the Wasserstein distance, and typically considers m (not two) probability measures. In that sense, its closest relative is the multimarginal optimal transport problem (Gangbo & Swiech, 1998) , which also compares m measures. A comprehensive treatment of optimal transport and its applications is beyond the scope of our work. We refer the interested reader to (Villani, 2008; Peyré & Cuturi, 2019) for an introduction. Since (Cuturi, 2013) showed that the Sinkhorn algorithm provides an efficient algorithm to approximate OT, numerous efforts have been devoted to analyzing the computational complexity bound in classical OT setting Genevay et al., 2016; Altschuler et al., 2017; Dvurechensky et al., 2018; Blanchet et al., 2018; Lin et al., 2019b; Lahn et al., 2019; Quanrud, 2019; Jambulapati et al., 2019; Lin et al., 2019c) . The best-known theoretical complexity bound is O(n 2 /ε) (Blanchet et al., 2018; Quanrud, 2019; Lahn et al., 2019; Jambulapati et al., 2019) , and Sinkhorn and Greenkhorn algorithms (Altschuler et al., 2017; Dvurechensky et al., 2018; Lin et al., 2019b; c) serve as the baseline approach in practice due to its ease-of-implementation. Recently, (Lin et al., 2019a) have provided the complexity of approximating the multimarginal OT problem-a generalization of the classical OT problem.
Furthermore, the computational hardness of the Wasserstein barycenter problem is related to a line of works on the totally unimodular matrices and minimum-cost flow problem. The first study of totally unimodular matrices was due to (Hoffman & Kruskal, 1956) , who proved that an integral matrix A is totally unimodular if and only if the extreme points of {x : Ax ≤ b, x ≥ 0} are integral for all integral b; see also (Veinott Jr & Dantzig, 1968 ) for a much simpler proof. One representative example of totally unimodular matrices is an integral matrix which satisfies certain different characterization conditions (Hoffman & Kruskal, 1956; Ghouila-Houri, 1962; Camion, 1965; Commoner, 1973; Berge, 1973; Tamir, 1976; Berge, 2001) . We refer the interested reader to the monographs by (Schrijver, 2003; Lawler, 2001; Grötschel et al., 2012; Wolsey & Nemhauser, 2014) ; see also (Daitch & Spielman, 2008; Lee & Sidford, 2014; Kovács, 2015) for recent progress.
B. Proofs in Section 2
In this section, we provide the derivation of dual entropic regularized OT problem (6) and present the proofs of Lemmas 2.1 and 2.3.
B.1. Derivation of Dual Entropic Regularized OT Problem
To derive the dual problem with variables α = (α 1 , . . . , α m ) with α k ∈ R n and β = (β 1 , . . . , β m−1 ) with β k ∈ R n for k ∈ [m], we define the Lagrangian function of problem (4) as follows:
Taking the derivative with respect to (X k ) ij yields
Setting these equations to zero shows that the optimal solutionX k =X k (α, β) for all k ∈ [m] of the Lagrangian function has the following form:
with the convention that β 0 ≡ β m ≡ 0. Plugging Eq. (15) into Eq. (14) yields the following function:
In order to streamline our subsequent presentation, we perform a change of variables, λ k = (ηω k ) −1 α k and τ k = (ηω k ) −1 (β k−1 − β k ) (noting that m k=1 ω k τ k = 0 n ), and rewrite the function ϕ as follows:
To further simplify the notation, we define matrix B k (λ k , τ k ) ∈ R n×n such that
for all i, j ∈ [n] and k ∈ [m]. Putting these pieces together yields the convex optimization problem with the constraint set P := {τ = (τ 1 , . . . , τ m ) ∈ R nm : m k=1 ω k τ k = 0 n } as follows,
This completes the derivation.
B.2. Proof of Lemma 2.1
First, we claim that it holds for any optimal solution (λ * , τ * ) to problem (6),
Indeed, (λ * , τ * ) must satisfy the following KKT condition,
Using the definition of B k (·, ·), we obtain (17) and τ * k = log(z * ) − log(e −C/η diag(e λ * k )1 n ). This together with the second equation in Eq. (19) and m k=1 ω k = 1 yields (18). Next we prove the second inequality in Eq. (7). Indeed, given that t ∈ [m], we first show that there exists an optimal solution (λ t , τ t ) such that max
Letting ( λ, τ ) be an optimal solution of problem (6), then the claim holds if τ satisfies Eq. (20). Otherwise, we define m − 1 shift terms given by
and let (λ t , τ t ) with
Using this construction, we have λ t ki + τ t kj = λ ki + τ kj for all i, j ∈ [n] and all k ∈ [m]. This implies that
Putting these pieces together yields ϕ(λ t , τ t ) = ϕ( λ, τ ). In addition, by the definition of (λ t , τ t ) and m − 1 shift terms, τ t satisfies Eq. (20). Therefore, we conclude that (λ t , τ t ) is an optimal solution that satisfies Eq. (20). Then we recall that Lemma 4 of (Kroshnin et al., 2019) implies that
where [·] j refers to the jth coordinate. Therefore, we have
Combining Eq. (20) and Eq. (21) yields that
Since m k=1 ω k τ * k = 0 n , we have
In what follows, we proceed to the key part. In particular, we define the iterate as follows,
Since ϕ is convex and (ω 1 , ω 2 , . . . , ω m ) ∈ ∆ m , we have ϕ(λ * , τ * ) ≤ m t=1 ω t ϕ(λ t , τ t ) and m k=1 ω k τ * k = 0 n . In addition, (λ t , τ t ) are optimal solutions for all t ∈ [m]. Therefore, (λ * , τ * ) is an optimal solution and
Finally, we prove the first inequality in Eq. (7). Indeed, Eq. (17) implies that
Therefore, we have
which implies the first inequality in Eq. (7).
B.3. Proof of Lemma 2.3
Let λ = (λ 1 , . . . , λ m ) and τ = (τ 1 , . . . , τ m ), we compute the gradient ( ∂ϕ ∂λ , ∂ϕ ∂τ ) as
Using the argument in Page 6 of (Dvurechensky et al., 2018) or Page 5 of (Lin et al., 2019b) , we have
This implies that
This implies that the objective function ϕ has block-Lipschitz gradient with respect to ℓ 2 -norm and the Lipschitz constant for the k-th block gradient is 4ηω k .
C. Proofs in Section 3
In this section, we provide the proofs of Proposition 3.3,
The LP formulation of the minimum-cost flow problem is
where x ∈ R |E| with x j being the flow through arc j, b ∈ R |V | with b i being external supply at node i and 1 ⊤ b = 0, c j is unit cost of flow through arc j, l j and u j are lower and upper bounds on flow through arc j and A ∈ R |V |×|E| is the arc-node incidence matrix with entries
Since each arc has two endpoints, the constraint matrix A is a {−1, 0, 1}-valued matrix in which each column contains two nonzero entries 1 and −1. Using Proposition 3.2, we obtain that A is totally unimodular and the rows of A are categorized into a single set.
C.2. Proof of Theorem 3.4
When n = 2, the constraint matrix A has E = I 2 ⊗ 1 ⊤ 2 and G = 1 ⊤ 2 ⊗ I 2 . The matrix A ∈ R (4m−2)×4m is a {−1, 0, 1}valued matrix with several redundant rows and each column has at most three nonzero entries in {−1, 0, 1}. Now we simplify the matrix A by removing a specific set of redundant rows. In particular, we observe that i∈{1,2,3,4,2m+1,2m+2} a ij = 0, ∀j ∈ [4m], which implies that the (2m + 2)th row is redundant. Similarly, we have i∈{3,4,5,6,2m+3,2m+4} a ij = 0, ∀j ∈ [4m], which implies that the (2m + 3)th row is redundant. Using this argument, we remove m − 1 rows from the last 2m − 2 rows. The resulting matrixĀ ∈ R (3m−1)×4m has very nice structure such that each column has only two nonzero entries 1 and −1; see the following matrix when m is odd:
where e 1 and e 2 are respectively the first and second standard basis (row) vectors in R 2 . Furthermore, the rows ofĀ are categorized into a single set so that the criterion in Proposition 3.2 holds true (the dashed line in the formulation ofĀ serves as a partition of this single set into two sets). Using Proposition 3.2, we conclude thatĀ is totally unimodular.
C.3. Proof of Theorem 3.5
We use the proof by contradiction. In particular, assume that problem (10) is a minimum-cost flow problem when m ≥ 3 and n ≥ 3, Proposition 3.3 implies that the constraint matrix A is totally unimodular. Since A is a {−1, 0, 1}-valued matrix, Proposition 3.1 further implies that for each set I ⊆ [2mn − n] there is a partition I 1 ,
In what follows, for any given m ≥ 3 and n ≥ 3, we construct a set of rows I such that no partition of I guarantees that Eq. (23) holds true. For the ease of presentation, we rewrite the matrix A ∈ R (2mn−n)×mn 2 as follows,
Setting the set I = {1, n + 1, 2n + 1, 3n + 1, 3n + 2, 4n + 1, 4n + 3} and letting e 1 , e 2 and e 3 be the first, second and third standard basis row vectors in R n , the resulting matrix with the rows in I is
Instead of considering all columns of R, it suffices to show that no partition of I guarantees
for all j ∈ {1, 2, n 2 + 2, n 2 + 3, n 2 + n + 1, 2n 2 + 1, 2n 2 + 3}. We write the submatrix of R with these columns as
Applying the same argument used in Example 3.1, we obtain from Propositions 3.1 and 3.3 that A is not totally unimodular when m ≥ 3 and n ≥ 3, which is a contradiction. As a consequence, the conclusion of the theorem follows.
D. Key Technical Lemmas in Section 4
We present three technical lemmas which are important to the convergence analysis of Algorithm 1. The first lemma, which has been proven in (Tseng, 2008) , provides the inductive formula and the upper bound for θ t ; see the detailed proof in Appendix E.1.
Lemma D.1. Let {θ t } t≥0 be the iterates generated by Algorithm 1. Then, 0 < θ t ≤ 2 t+2 and 1/θ 2
The second lemma shows that all the iterates generated by Algorithm 1 are feasible to problem (6) for all t ≥ 1; see the detailed proof in Appendix E.2. In what follows, we derive a key descent inequality for Algorithm 1; see the detailed proof in Appendix E.3.
Lemma D.3. Let {(λ t ,τ t )} t≥0 be the iterates generated by Algorithm 1 and let (λ * , τ * ) be an optimal solution of problem (6) specified in Lemma 2.1. Conditioned on (λ t k ,τ t k ), the following inequality holds true:
Now we are ready to present an upper bound for the objective gap in expectation at the iterates {(λ t ,τ t )} t≥0 .
Theorem D.4. Let {(λ t ,τ t )} t≥0 be the iterates generated by Algorithm 1 and let (λ * , τ * ) be an optimal solution of problem (6) specified in Lemma 2.1. Then {(λ t ,τ t )} t≥0 is feasible and the following inequality holds true:
E. Proofs in Section 4
In this section, we provide the proofs of Lemmas D.1, D.2 and D.3.
E.1. Proof of Lemma D.1
By the definition of θ t , we have
which implies the desired inductive formula and θ t > 0 for all t ≥ 0. Then we proceed to prove that 0 < θ t ≤ 2 t+2 for all t ≥ 0 using an induction argument. Indeed, the claim holds when t = 0 as we have θ 0 = 1. Assume that the hypothesis holds for t ≤ t 0 , i.e., θ t0 ≤ 2 t0+2 , we have
This completes the proof of the lemma.
E.2. Proof of Lemma D.2
We first check the conclusion of Lemma D.2 when t = 0. Indeed, m k=1 ω kτ 0 k = m k=1 ω kτ 0 k = 0 n . By the definition,τ 0 is a convex combination ofτ 0 andτ 0 and τ 0 is a linear combination ofτ 0 ,τ 1 andτ 0 . So 
Intuitively, (s t λ , s t τ ) is obtained by performing a full update using the information at (λ t ,τ t ) and (λ t ,τ t ). Using Eq. (8) with (λ, τ ) = ( λ t+1 , τ t+1 ) and (λ ′ , τ ′ ) = (λ t ,τ t ), we have
Considering the update formula of (λ t+1 ,τ t+1 ) and ξ t ∼ Bernoulli(1/2), we have
By some simple calculations, we find that ϕ(λ t ,τ t ) = (1 − θ t )ϕ(λ t ,τ t ) + θ t ϕ(λ t ,τ t ),
Putting these pieces together yields that
We first estimate the term II. Indeed, it follows from the definition of (λ t ,τ t ) that
Using this equality and the convexity of ϕ, we have
Then we proceed to estimate the term I. Indeed, the update formula for (s t λ , s t τ ) in Eq. (25) implies that
≥ 0 for all (λ, τ ) ∈ R mn × P.
Letting (λ, τ ) = (λ * , τ * ) and rearranging the resulting inequality yields that
In addition, a direct computation with the update formula of (λ t+1 ,τ t+1 ) and the definition of (s t λ , s t τ ) implies that
Using the convexity of ϕ again, we have λ * −λ t τ * −τ t ⊤ ∇ϕ(λ t ,τ t ) ≤ ϕ(λ * , τ * ) − ϕ(λ t ,τ t ).
Define δ t = E[ϕ(λ t ,τ t ) − ϕ(λ * , τ * )], we apply expectation to the inequality (29) and unroll the recurrence
Using Lemma D.1 again with θ 0 = 1 andλ 0 =τ 0 = 0 mn , we have This together with 0 < θ t ≤ 2 t+2 yields the desired inequality.
E.5. Proof of Lemma 4.1
We first claim that
Indeed, by the definition of ϕ, we have
Sinceτ t+1 = τ t andλ t+1 k = λ t k + log(u k ) − log(r t k ) for all k ∈ [m], we have B k (λ t k , τ t k ) 1 = 1 ⊤ n r(B k (λ t k , τ t k )) = 1 ⊤ n r t k , B k (λ t+1 ,τ t+1 ) 1 = 1 ⊤ n u k .
Putting these pieces together with the update forλ t+1 yields that ϕ(λ t , τ t ) − ϕ(λ t+1 ,τ t+1 ) = m k=1 ω k ρ u k , r(B k (λ t k , τ t k ) .
Since (λ t , τ t ) is obtained by an exact coordinate update from (λ t ,τ t ), we have ϕ(λ t ,τ t ) ≥ ϕ(λ t , τ t ). By the definition of (λ t ,τ t ), we have ϕ(λ t ,τ t ) ≥ ϕ(λ t ,τ t ). This together with Eq. (31) yields the desired inequality (30). Furthermore, we obtain by using the Pinsker inequality (Cover & Thomas, 2012 ) that ρ(u k , r t k ) ≥ 1 2 r(B k (λ t k , τ t k )) − u k
