We study the homogenization problem of semilinear reflected partial We prove an existence and uniqueness result for generalized backward doubly stochastic differential equations driven by Lévy processes with non-Lipschitz assumptions.
Introduction
Nonlinear backward stochastic differential equations (BSDEs in short) have been introduced by Pardoux and Peng [10] . The original motivation for the study of this kind of equations was to provide probabilistic interpretation for solutions of both parabolic and elliptic semi linear partial differential equations (see Pardoux and Peng [11] , Peng [14] ). Thanks to its link with the finance [3] , the stochastic control and stochastic game theory (see [6] and references therein), the theory of BSDEs quickly tooks a real enthusiasm since 1990. Moreover, in order to give a probabilistic representation for a class of quasilinear stochastic partial differential equations (SPDEs in short), Pardoux and Peng [12] considered a new kind of BSDEs, called backward doubly stochastic differential equations (BDSDEs in short). There exist two different direction of stochastic integral driven respectively by two independent Brownian motion. The first integral is the well-know backward Itô integral and the second, the forward one. Following it, Bally and Matoussi [1] gave the probabilistic representation of the weak solutions to parabolic semilinear SPDEs in Sobolev spaces by means of BDSDEs. Furthermore, Boufoussi et al. [2] recommended a class of generalized BDSDEs (GBDSDEs in short) which involved an other integral with respect to an adapted continuous increasing process and gave the probabilistic representation for stochastic viscosity solutions of semi-linear SPDEs with a Neumann boundary condition. Recently, Ren et al. [5] showed the existence and uniqueness of solutions to GBDSDEs driven by Teugels martingales associated with Lévy process and gave probabilistic interpretation for solutions to a class of stochastic partial differential integral equations (SPDIEs in short) with a nonlinear Neumann boundary condition. These results are obtained with strong conditions on the coefficients, those are Lipschitz conditions and monotony ones. Recently, N'zi and Owo [9] proved an existence and uniqueness result of solutions for BDSDEs with non-Lipschitz conditions.
Inspired by this work, the aim of this paper is to extend the study of GBDSDEs driven by Lévy processes introduced by in Ren et al. [5] . We prove an existence and uniqueness result in the non-Lipschitz case.
The rest of the paper is organized as follows. In section 2, we introduce some preliminaries and notations. Section 3 is devoted to the proof of the existence and uniqueness of the solutions to GBDSDEs driven by Lévy processes with non-Lipschitz coefficients.
Preliminaries and notations
Let (Ω, F , P) be a complete probability space on which are defined all the processes considered and T be a fixed final time. Let {B t ; 0 ≤ t ≤ T } be a standard Brownian motion, with values in R and {L t ; 0 ≤ t ≤ T } be a R-valued Lévy process independent of {B t ; 0 ≤ t ≤ T } corresponding to a standard Lévy measure ν such that
Let N denote the class of P-null sets of F . For each t ∈ [0, T ], we define
where for any process
} is an increasing filtration and {F B t,T ,t ∈ [0, T ]} is a decreasing filtration, and the collection {F t ,t ∈ [0, T ]} is neither increasing nor decreasing so that it does not constitute a filtration.
Let ℓ 2 denote the set of real valued sequences x = (
We will denote by M 2 (0, T, ℓ 2 ) the set of (class of dP ⊗ dt a.e. equal) ℓ 2 -valued process which satisfy
Similarly, S 2 (0, T ) stands for the set of real valued random processes which satisfy:
In the sequel, let {A t ; 0 ≤ t ≤ T } be a continuous and increasing real valued process such that A t is F t -measurable, for any t ∈ [0, T ] and A 0 = 0. Let A 2 (0, T ) denote the set of (class of dP ⊗ dA t a.e. equal) real valued measurable random
We will denote by
which satisfy condition (ii) as above and such that
E (0, T ) endowed with the norm . E is a Banach space.
Let denote by (H (i) ) i≥1 the Teugels Martingale associated with the Lévy process {L t ; 0 ≤ t ≤ T }. More precisely
where
Nualart and Schoutens have proved in [8] that the coefficients c i,k correspond to the orthonormalization of the polynomials 1, x, x 2 , · · · with respect to the measure
The martingale (H (i) ) i≥1 can be chosen to be pairwise strongly orthonormal martingale. That is for all i, j, 
Definition 2.2. A pair (Y, Z)
:
Here the integral with respect to {B t } is the classical backward Itô integral (see Kunita [7] ) and the integral with respect to {(H
} is a standard forward Itô-type semi martingale integral (see Gong [4] ).
First, let us recall the extension of the well-known Itô formula on which depend strongly our results. Its proof follows the same program as Lemma 2.5 in [2] or Lemma 1.3 in [12] . Lemma 2.3. Let α, β and γ in S 2 (0, T ), η ∈ A 2 (0, T ) and ζ ∈ M 2 (0, T, ℓ 2 ) such that
Note that
for all i ≥ 1 and 
Next, let us recall the existence and uniqueness result on GBDSDE(ξ, f , g, h, A) in the Lipschitz and monotony context. This work is due to Ren et al. [5] . They use the following assumptions:
for some β 1 ∈ R, K > 0, 0 < α < 1 and β 2 < 0, three F t -adapted processes { f t , g t , h t : , z) , g(., y, z) and h(., y) are progressively measurable,
z), g(t, y, z), h(t, y)) is continuous for all z, (ω,t).
(A3) | f (t, y, z) − f (t, y ′ , z) | 2 + | h(t, y) − h(t, y ′ ) | 2 ≤ K | y − y ′ | 2 .
Lemma 2.4 (Ren et al. [5]). Under the assumptions (A1), (A2) and (A3), the GBDSDE(ξ, f , g, h, A) has a unique solution

Existence and uniqueness result in non-Lipschtz case
In order to attain the solution of GBDSDE (ξ, f , g, h, A), we stand the following assumptions. The coefficients f , g : Ω×[0, T ]×R×ℓ 2 → R, h : Ω×[0, T ]×R → R and the terminal value ξ satisfy:
(H1) f (., y, z), g(., y, z) and h(., y) are progressively measurable such that
(H2) For some K > 0 and three F t -adapted processes { f t , g t , h t : 0 ≤ t ≤ T } with values in
(H3) For some β < 0 and for all y 1 , y 2 ∈ R and t ∈ [0, T ],
where C > 0 and 0 < α < 1 are two constants and ρ : [0, T ] × R + → R + satisfies:
) is a concave and non-decreasing function such that ρ(t, 0) = 0.
(ii) for fixed u,
Under above assumptions, we now construct an approximate sequence using a Picard-type iteration with the help of Lemma 2.4. Let Y 0
defined recursively by
Indeed, for each n ≥ 1 and fixed Y n−1 in S 2 (0, T ), BDSDE (3.1) satisfies assumptions (A1), (A2) and (A3). So, by Lemma 2.4, the BDSDE (3.1) has a unique solution
Our purpose is to prove that the sequence (Y n , Z n ) n≥0 converges in E 2 (0, T ) to the unique solution of BDSDEs (2.1). We begin with some preliminary results. 
Proof. In view of Itô's formula, we have
In view of (H3), and Young's inequality 2ab ≤ 1 θ a 2 + θb 2 , for any θ > 0, we have
Choosing θ = 1−α C > 0, it follows from Gronwall's inequality and Jensen's inequality that 
By virtue of (H3), (H4) and Young's inequality 2ab
Therefore,
Now, in view of Gronwall's inequality, we derive
and
By virtue of (H4),
Now, we complete the proof as in N'zi and Owo [9] .
With the help of the above Lemmas, we can now prove existence and uniqueness which is our main result. N'zi and Owo proved in [9] that (φ n (t)) n≥0 is non-increasing and converges uniformly to 0 for all t ∈ [T 1 , T ].
In view of Lemmas 3.1 and 3.2, we conclude as in [9] that for all t ∈ [T 1 , T ], n, m ≥ 1, 
