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Abstract
Mean Field Games theory allows to find Nash Equilibria for games with a lar-
ge number of players by analyzing the asymptotic behaviour when N tends to
infinity. In the limit, equations simplify and the cost functions can be viewed
as functions of an action of a generic player and a probability measure instead
of viewed as a function of N actions of the players. In this work we will present
this theory and we will show how to solve optimal control problems that we find
when we take the limit of the N player games. We will also develop 2 examples
of Mean Field Games.
Resum
La teoria de Jocs de Camp Mitjà permet trobar Equilibris de Nash per a jocs amb
un nombre finit N molt gran de jugadors mitjançant l’anàlisi del comportament
asimptòtic quan N tendeix a infinit. En el límit, les equacions es simplifiquen i
les funcions de cost passen de dependre de N accions de jugadors a comportar-
se com una funció que depèn de l’acció d’un jugador genèric i d’una mesura de
probabilitat. En aquest treball presentarem aquesta teoria i com resoldre proble-
mes de control òptim que se’ns presenten quan fem tendir els jocs de N jugadors
al límit. També desenvoluparem 2 exemples de Jocs de Camp Mitjà.
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1 Introducció
La teoria de Jocs de Camp Mitjà (Mean Field Games) és una branca creixent de la
teoria de jocs que estudia la presa de decisions estratègiques en poblacions molt
grans de petits agents que interaccionen. Va ser introduïda per Jean Michel Lasry
i Pierre-Louis Lions en [18] i [19]. Aquets articles comprenen mètodes i tècniques
per estudiar jocs diferencials amb una població molt gran de jugadors racionals.
Aquests jugadors tenen preferències no només pel seu estat, sinó també de la
distribució dels altres jugadors de la població.
Aquesta idea va ser primer utilitzada en física, per a modelar sistemes de
moltes partícules. El terme camp mitjà està inspirat en la teoria de camp mitjà
que considera el comportament de sistemes d’un nombre molt gran de partícu-
les amb un impacte negligible al sistema. La diferència principal és que aquí ens
trobarem amb agents racionals que intereccionaran de manera estratègica: cada
agent realitzarà una acció depenent del que fagin els altres per a poder minimit-
zar el seu funcional de cost.
A temps continu, un joc de camp mitjà està generalment compost per l’equa-
ció de Hamilton-Jacobi-Bellman que descriu el problema de control òptim d’un
jugador i l’equació de Fokker-Planck que descriu la dinàmica de la distribució
agregada dels agents.
L’anàlisi de jocs de N jugadors involucra la minimització de N funcions de
cost. Quan N és un nombre finit molt gran aquesta simultànea minimització de
les funcions de cost suposa un repte, tant a nivell teòric com a nivell numèric.
Per tant, buscarem simplificacions fent tendir la N a infinit, proporcionant una
forma d’anàlisi asimptòtica del model. En altres paraules, el racional dels jocs de
camp mitjà serà considerar el comportament asimptòtic quan N tendeixi a infinit
de jocs que involucren un gran nombre de jugadors. Es considera que l’objectiu
d’aquesta simultànea minimització s’assolirà quan el sistema de N jugadors es
troba en un Equilibri de Nash, concepte que definirem més endavant. Es pot veu-
re que solucions de jocs de camp mitjà poden proporcionar Equilibris de Nash
per jocs amb un nombre finit de jugadors.
Per tant, el problema que volem resoldre és trobar Equilibris de Nash per a
jocs amb un nombre finit molt gran de jugadors, mitjançant la solució de jocs de
camp mitjà. Per assolir aquest objectiu, es proposa el següent plà de treball:
- En el capítol 2, considerarem un problema d’un jugador a través de siste-
mes de control. Vindrà determinat per una equació diferencial ordinària.
Aquest jugador escollirà la seva trajectòria en un intèrval de temps, inten-
tant minimitzar un cost. Serà un problema clàssic de control òptim. Plan-
tejarem el mètode de programació dinàmica per trobar aquest control, que
consistirà en resoldre una equació en derivades parcials no lineal. Aquest
capítol ens servirà d’introducció al següent pas, ja que en la majoria de
casos, un millor model per a certs fenòmens serà una equació diferencial
estocástica.
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- En el capítol 3, ampliarem el problema anterior afegint un soroll blanc a
la trajectòria, permetent la possibilitat d’afectes aleatoris. Resultarà doncs
en un problema de control òptim estocàstic i donarem també el mètode de
programació dinàmica per a trobar el control òptim. La diferència amb el
capítol 2 serà que el problema vindrà determinat per una equació diferen-
cial estocàstica i calcularem el valor esperat de la funció de cost.
- En el capítol 4, plantejarem problemes de 2 jugadors per a explicar la noció
d’Equilibri de Nash i donarem exemples senzills en el que s’enten molt bé
el concepte. El primer serà un joc d’un període i el segon, en tindrà dos.
Així podrem observar la diferència que pot haver-hi en l’Equilibri de Nash
quan tens informació de les estratègies que realitzen els altres jugadors.
- En el capítol 5, presentarem la teoria de jocs de camp mitjà en la que busca-
rem simplificacions fent tendir la N cap a infinit. Veurem que les funcions
de cost acabaran depenent d’un jugador genèric i de la distribució empírica
dels altres jugadors, i així, convertirem el problema amb un problema de 1
jugador que el podrem resoldre amb la programació dinàmica presentada
en els capítols 2 i 3.
- En el capítol 6, presentarem 2 exemples per veure com es plantejen els pro-
blemes de camp mitjà. En el primer estudiarem el temps d’arribada d’una
reunió que començarà al obtenir-se el quòrum prèviament fixat. En el segon
estudiarem un model molt important en la enginyeria finançera moderna,
ja que s’utilitza com a entrada a molts motors d’execució òptims en els mer-
cats electrònics d’alta freqüència. El primer exemple el resoldrem amb un
teorema de punt fix. El segon es complica més i estudiarem com es plante-
ja el problema amb la teoria presentada al capítol 5, però no donarem una
solució al problema.
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2 Control òptim determinista
Un sistema dinàmic és aquell en el que l’estat evoluciona amb el temps. Estu-
diarem els sistemes de control sobre l’interval [t0, T], que estan representats per
l’equació diferencial
ẋ(t) = a(x(t), u(t)), t0 6 t 6 T, (2.1)
amb el valor inicial x(t0) = x0 ∈ Rn.
La funció u(·) és l’anomenada control. La funció a és la dinamica del sistema
de control (2.1). Expresarem la idea de control com el procés mitjançant el cual
influencïem un sistema dinàmic per a aconseguir un objectiu prèviament fixat.
L’objectiu serà trobar un control òptim per a la minimització d’una funció de
cost mitjançant la programació dinàmica, un mètode que explicarem al llarg del
capítol. Aquesta secció conté resultats de [4], [8] i [9].
2.1 Plantejament del problema
Sigui U ⊆ Rm un conjunt compacte. Suposem que la funció a : Rn ×U −→ Rn
és continua i Lipschitz respecte x ∈ Rn.
Definició 2.1. La família de controls admisibles és
U = L([t0, T], U),
l’espai de totes les funcions definides en el intèrval [t0, T], mesurables segons Lebesgue, i
tal que el seu rang estigui contingut en U, anomenat el conjunt de valors del control.
Donat un valor inicial x(t0) = x0 i un control u(·) ∈ U , les condicions dona-
des garantitzaran l’existència i unicitat de la solució x(·) del sistema (2.1). L’a-
nomenarem estat del sistema del control en el instant t. Observem que x(·) =
x(·, u(·), x0), és a dir l’estat del sistema varia segons l’elecció del control. Alesho-
res x(·) és solució de l’equació
x(t) = x0 +
∫ t
t0
a(x(s), u(s))ds, t ∈ [t0, T].
L’objectiu serà trobar el control adequat pel sistema. Necessitarem introduïr al-
guns criteris per poder comparar-los.
2.1.1 Control òptim
Definició 2.2. Siguin g : R × Rn × U → R i h : R × Rn → R dues funcions




g(s, x(s), u(s))ds + h(T, x(T)) (2.2)
on x(·) és la solució de (2.1) associada al control u(·) amb valor inicial x(t0) = x0. La
funció g s’anomena cost variable i la funció h cost terminal.
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El problema de control òptim serà trobar el control u(·) ∈ U que minimitza el
funcional (2.2). Aleshores, donat un instant inicial t0 i un valor inicial x(t0) = x0,





g(s, x(s), u(s))ds + h(T, x(T))
}
,
i en determinar, en cas que existeixi, el control optim u∗(·) que compleixi aquest
valor mínim. La trajectòria x∗(·) s’anomena trajectoria òptima. Es complirà:
Ju(·)(t0, x0) > Ju
∗(·)(t0, x0), ∀u(·) ∈ U ,
d
dt
x∗(t) = a(x∗(t), u∗(t)) a.e., x∗(t0) = x0.
Definició 2.3. Considerant el temps inicial i la condició inicial com a variables, podem
definir una funció v : [t0, T]×Rn −→ R anomenada funció valor, de la següent forma:
v(s, x) = inf
u(·)∈U
Ju(·)(s, x).
on (s, x) és la condició inicial.
Notem que es té la condició terminal v(T, x) = h(T, x(T)).
2.2 Programació dinàmica
El mètode de programació dinàmica ens dóna una forma d’obtenir controls òp-
tims utilitzant la funció valor. Donarem un principi bàsic que haurà de complir
com a condició d’optimilitat. A més, la funció valor, sota certes condicions, haurà
de complir una equació en derivades parcials. Aquest mètode redueix el proble-
ma de control òptim, que és un problema de minimització en l’espai de dimensió
infinita U , a resoldre una equació no lineal en derivades parcials de primer ordre.
Considerarem el temps inicial i el valor inicial com a variables, estudiant així
una família més gran de sistemes dinàmics:{
ẋ(t) = a(x(t), u(t)), s 6 t 6 T,
x(s) = x




g(t, x(t), u(t))dt + h(T, x(T)),
2.2.1 Principi de programació dinàmica
Lema 2.4. Per a qualsevol condició inicial (s, x) i donat r ∈ [s, T], es compleix








Demostració. Per a demostrar el Lema 2.4, donem i demostrem una propietat de
la funció v.
Lema 2.5. Per a cada condició inicial (s,x), cada control admisible u(·) ∈ U i cada




g(s, x(s), u(s))ds + v(r, x(r)). (2.4)
Demostració. Per a cada δ > 0, triem un control admisible u1(·) ∈ U tal que∫ T
r
g(s, x1(s), u1(s))ds + h(T, x1(T)) 6 v(r, x(r)) + δ
Aquí x1(t) és l’estat a temps t que correspon al control u1(t) amb condició ini-
cial (r, x(r)). A un control com u1(t) se l’anomena δ-òptim. Definim un control
admisible ũ(·) ∈ U com:
ũ(t) =
{
u(t), t 6 r
u1(t), t > r.
Sigui x̃(t) l’estat corresponent a ũ(t) amb condició inicial (s, x). Tenim que
















g(t, x(t), u(t))dt + v(r, x(r)) + δ.




g(t, x(t), u(t))dt + v(r, x(r)).

La prova del Lema 2.5 mostra que la part dreta de la desigualtat (2.4) no és
una funció decreixent de r. Si u(·) és òptim, llavors aquesta funció és constant.
De fet, si per a una δ > 0 positiva triem un control admisible δ-òptim u(·) ∈ U ,
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llavors per a qualsevol r ∈ [s, T] tenim:








g(t, x(t), u(t))dt +
∫ T
r








g(t, x(t), u(t))dt + v(r, x(r)).
Com que δ és arbitrari, hem probat (2.3). L’identitat (2.3) se’n diu el principi de
programació dinàmica. 
2.2.2 Equació de Hamilton-Jacobi-Bellman
Ara derivarem a una equació en derivades parcials no lineals. Per aconseguir-ho,
estudiarem la versió infinitesimal del principi de programació dinàmica.
Teorema 2.6. Suposem que v(s, x) ∈ C1. Llavors v soluciona l’equació diferencial no
lineal següent:
vt(s, x) + min
b∈U
{Dxv(s, x) · a(x, b) + g(t, x, b)} = 0, (2.5)
amb condició terminal
v(T, x) = h(x) x ∈ Rn.
Demostració. Triem, per els temps s 6 t 6 r, un control constant u(t) ≡ b, on




g(t, x(t), b)dt + v(s + h, x(s + h)).
Si passem restant el terme de l’esquerra i dividim per h, ens queda







g(t, x(t), b)dt > 0.
Volem veure que, quan prenem h→ 0, resulta:
vt(s, x) + Dxv(s, x) · ẋ(t) + g(x, b) > 0.







g(x(t), b)dt = g(x(s), b).
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Llavors, per la definició de derivada, obtenim que:
vt(s, x) + Dxv(s, x) · ẋ(t) + g(x, b) > 0.
Com que x(·) és solució del sistema dinàmic per el control constant b, substituïnt
ẋ(·) per a(x(·), b) s’obté
vt(s, x) + a(x, b) · Dxv(s, x) + g(x, b) > 0,
i és vàlid per qualsevol b ∈ U, per tant
vt(s, x) + min
b∈U
{Dxv(s, x) · ẋ(t) + g(x, b)} > 0. (2.6)
Finalment, veiem que la desigualtat és una igualtat. Suposem que coneixem el
control òptim u∗(·) i conseqüentment l’estat òptim x∗.





g(t, x∗(t), u∗(t))dt + v(s + h, x∗(s + h)).
Si passem restant el terme de l’esquerra i dividim per h,







g(t, x∗(t), u∗(t))dt = 0,
i fent h→ 0,
vt(s, x) + Dxv(s, x) · ẋ∗(t) + g(s, x∗(s), u∗(s)) = 0,
Sabem també que x*(t) compleix la EDO:{
ẋ∗(t) = a(x∗(t), u∗(t))
x∗(s) = x.
Definint b∗ ∈ U com b∗ = u∗(t),
vt(s, x) + DxV(s, x) · a(x, b∗) + g(t, x∗(t), b∗) = 0.
I així queda demostrat el teorema. 
2.2.3 Disseny de control òptim
Veurem com utilitzar el mètode de programació dinàmica per dissenyar controls
òptims:
1. Solucionar l’equació de Hamilton-Jacobi-Bellman per a obtenir la funció de
valor v.
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2. Un cop obtingut v, per cada punt x ∈ Rn i s 6 t 6 T, definim u(x, t) =
b ∈ U on b és el paràmetre en el que s’assoleix el mínim en la equació per a
(x, t). És a dir, escollim u(x, t) tal que:
vt(s, x) + Dxv(s, x) · a(x, u(x, t)) + g(t, x, u(x, t)) = 0.
Resolem el següent sistema, assumint que u(x, t) és suficientment regular:{
ẋ∗(t) = a(x∗(t), u(x∗(t)) (s 6 t 6 T)
x(s) = x.
Finalment, definim el control òptim com
u∗(t) := u(x∗(t), t). (2.7)
En resum, si l’estat del sistema a temps t és x, utilitzem el control que pren el
valor b ∈ U en t i tal que s’assumeix el mínim de l’equació Hamilton-Jacobi-
Bellman. A continuació probem que aquest mètode ens construeix un control
òptim:






g(t, x∗(t), u∗(t))dt + h(T, x∗(T)),















v(s, x)dt + h(T, x∗(T))
= −v(T, x) + v(s, x) + h(T, x∗(T))
= −h(T, x∗(T) + v(s, x) + h(T, x∗(T))





∗(·)(s, x) = inf
u(·)∈U
Ju(·)(s, x)
i u∗(·) és òptim. 
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3 Control òptim estocàstic
Hem vist en el capítol anterior com trobar controls òptims quan teniem siste-
mes de control deterministes. Ara inclourem la possibilitat d’afectes aleatoris en
els sistemes. Donarem unes definicions necessàries per introduïr el problema i
desenvoluparem un nou concepte d’integral incluïnt processos estocàstics que
ens servirà per desenvolupar l’equació de HJB que, com en el capítol anterior,
ens servirà per trobar la funció valor. En el nostre cas ens interessarà minimitzar
una funció de cost mitjançant la recerca del control òptim aplicant la metadolo-
gia de programació dinàmica que explicarem al llarg del capítol. Aquest capítol
conté resultats de [12], [17], [13], [10], [5], [14], [16], [20] i [11].
3.1 Definicions prèvies
Definició 3.1. Sigui Ω 6= ∅. Una col·lecció de subconjunts F ∈ Ω és una σ-àlgebra
si:
• Ω ∈ F .
• Si Q ∈ F aleshores Qc ∈ F .
• Si Q1, Q2, ... ∈ F aleshores
⋃∞
n=1 Qn ∈ F .
Si (Ω,F ) és un espai mesurable i G ⊂ F és una σ-àlgebra en Ω, aleshores a G
se li diu una sub-àlgebra de F .
Definició 3.2. Sigui (Ω,F ) un espai mesurable i P una mesura de probabilitat sobre
(Ω,F ). A la terna (Ω,F ,P) se li diu espai de probabilitat.
Definició 3.3. Un procés estocàstic és una col·lecció o família de variables aleatòries
X(t) definides en el mateix espai de probabilitat (Ω,F ,P).
Definició 3.4. Sigui T un intèrval finit. Es diu que un espai de probabilitat (Ω,F ,P) és
filtrat si existeix una successió de sub-àlgebres {Fn}n∈T de F tal que Fn ⊂ Fn+1 ∀n ∈
T.
A {Fn}n∈T se li dirà la filtració de l’espai de probabilitat.
Observació 3.5. Sigui X = {X(t)}t∈T un procés estocàstic. Aleshores FXt =
σ(Xs : s ∈ 0, t) és una filtració generada per el procés estocàstic X.
Definició 3.6. Es diu que un procés estocàstic {X(n)}n∈T és adaptat a una filtració
{Fn}n∈T si X(n) és Fn-mesurable ∀n ∈ T.
Entendrem que un procés estocàstic és adaptat si el conjunt de possibles esde-
veniments fins a un instant donat només depèn dels esdeveniments passats i el
procés no pot anticipar el futur.
A continuació, definirem un tipus de processos estocàstics que formaran part
de les equacions diferencials estocàstiques que estudiarem.
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Definició 3.7. Un procés estocàstic {W(t) : t 6 0} amb valors a R és un moviment
Brownià unidimensional si:
(i) W(0) = 0.
(ii) La funció t→W(t) és continua en t amb probabilitat 1.
(iii) El procés W(t) té increments estacionaris i independents. És a dir, donats els
temps t0, t1, ..., tm ∈ T amb t0 < t1 < ... < tm es té que les variables aleatòries:
W(t1)−W(t0), W(t2)−W(t1), ..., W(tm)−W(tm−1)
són independents.
(iv) Els increments W(t + s)−W(t) tenen distribució normal amb µ = 0 i σ2 = s.
És a dir:
W(t + s)−W(t) ∼ N (0, s)
Un moviment Brownià d-dimensional és un vector de processos estocàstics
W = (W(t)(1), W(t)(2), ..., W(t)(d))
tal que les seves components són movimients Brownians unidimensionals i in-
dependents.
Teorema 3.8. El moviment Brownià és casi segurament no diferenciable. A més, casi









= −∞ o ambdós.
Per a la demostració del teorema, utilitzarem els següents lemes:
Lema 3.9. Suposem que {W(t) : t > 0} és un moviment Brownià i sigui a > 0.
Aleshores el procés {X(t) : t > 0} definit per X(t) = 1aW(a2t) és un moviment
Brownià.
La demostració es pot veure en [14].
Lema 3.10. (Borel-Cantelli) Sigui En : n ∈N una successió d’esdeveniments tal que
∑n P {En} < ∞. Aleshores,
P{lim sup En} = 0.
La demostració es pot veure en [14].







Com que el moviment Brownià està acotat per una certa constant M en [0, 2],






Volem mostrar que aquest esdeveniment té probabilitat 0 per a qualsevol M.
Fixem M. Si t0 ∈ [(k− 1/2n, k/2n] per n > 2, la desigualtat triangular ens dóna
que per a tot 1 6 j 6 2n − k
|W((k + j)/2n)−W((k + j− 1)/2n)|
6 |W((k + j)/2n)−W(t0)|+ |W(t0)−W((k + j− 1)/2n)|
6 M(2j + 1)/2n.
Definim els esdeveniments
Ωn,k := {|W((k + j)/2n)−W((k + j− 1)/2n)| 6 M(2j + 1)/2n per j = 1, 2, 3}.
Aleshores, per la propietat de que el moviment Brownià té increments indepen-





















6 2n(7M2−n/2)3 = (7M)32−n/2
que es pot sumar sobre n. Per tant, per el lema de Borel-Cantelli,
P
{














Com hem vist, tot i que el moviment Brownià sigui continu, no és diferencia-
ble. L’aleatorietat del moviment Brownià fa que no es comporti com hauria per
ser integrat amb el mètode tradicional. Per això, utilitzarem el càlcul estocàstic.
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3.2 Plantejament del problema
Com en el capítol anterior, l’objectiu d’aquesta secció serà trobar un control ade-
quat per a un sistema donat que, en aquest cas, estarà modelitzat per una equació
diferencial estocàstica. Una equació diferencial estocàstica és una equació dife-
rencial que inclou la possibilitat d’afectes aleatoris:{
dX(t) = A(X(t))dt + B(X(t))ξ(t)dt, t ∈ [s, T]
X(s) = x
(3.1)
on B : Rn → Rn×m i ξ(t) és un soroll blanc m dimensional que causa fluctuacions
aleatòries. T és el temps terminal. La solució de (3.1) és un procés estocàstic.
Una equació integral estocàstica és la forma integral de (3.1):







on W és un moviment Brownià multidimensional tal que dW = ξ(t)dt.
Observem que la primera integral a la dreta de la igualtat és una integral de
Riemann, mentre que la segona no ho és, ja que els integrands i integradors són
processos estocàstics. Per tant, haurem d’introduïr un nou concepte d’integral i
com utilitzar-la per a trobar el control adecuat. Ho farem en la següent secció.
3.3 Integral de Itô
Sigui W un moviment Brownià i X(t) un procés estocàstic adaptat a la filtració












Es pot veure la demostració en [20].
Un cop definida la integral de Itô, es té un nou càlcul. En particular, la regla de
la cadena conté termes adicionals en comparació amb la regla de la cadena usual.
Això provocarà canvis en la equació de Hamilton-Jacobi-Bellman. Per tant, hem
d’estudiar aquets canvis. Primer de tot, presentarem la fòrmula de Itô en una
dimensió, i explicarem la idea de com s’arriba a la mateixa. Presentarem també
la fòrmula de Itô multidimensional.
Lema 3.11. Sigui r : R −→ R una funció C2. Siguin a(t), b(t) dues funcions aleatòries
en el temps. Sigui W(t) un moviment Brownià unidimensional. Sigui X(t) un procés
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estocàstic definit per la següent equació diferencial estocàstica:{
dX(t) = a(t)dt + b(t)dW(t)
X(0) = x0.
(3.2)













Anomanem a (3.3) la regla de la cadena de Itô en una dimensió.
Ara donarem una idea de com arribar a derivar aquesta fòrmula. Utilitzarem
la regla dW2(t) = dt. Es pot veure en [11] la justificació d’aquesta regla. Volem
calcular r(X(t) +∆X(t)). Escriurem at, bt i Wt en comptes de a(t), b(t) i W(t) per
simplicitat. Pensarem dt i dWt com a petites quantitats, ∆t i ∆Wt.
Pel teorema de Taylor,
r(X(t) + ∆X(t))









2 + 2atbt∆t∆Wt + b2t ∆W
2
t ) + o([dt + dW]
2)
On hem substituït dX(t) utilitzant l’equació (3.2).
Ara, si considerem neglegibles els termes més petits que o(∆t), deixem que
(∆t, ∆Wt)→ (dt, dWt) i utilitzant dW2(t) = dt, obtenim la fòrmula de Itô:




Observació 3.12. Podem trobar l’expressió de r en forma d’integral:











Ara presentarem un resultat anàleg a la regla de la Cadena d’Itô vista a (3.3)
en el cas de vàries variables. Serà la que utilitzarem, juntament amb el principi
de programació dinàmica, per a derivar a l’equació de Hamilton-Jacobi-Bellman
en la programació dinàmica.
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Definició 3.13. Sigui A un vector n-dimensional de processos adaptats, B una matriu
n x m de processos integrables, i W un moviment Brownià m-dimensional. Aleshores
al procés







dX = A(t)dt + B(t)W (3.4)
l’anomanem procés de Itô n-dimensional.
Teorema 3.14. Sigui X(t) un procés de Itô n-dimensional, definit per 3.4. Sigui R(t, x) :
[0, T]×Rn → R C1 en t i C2 en x amb ∂tR, DR i D2R contínues.
Aleshores:
R(t, X(t)) = R(0, X(0) +
∫ t
0








B∗(s)DR(s, X(s)) · dW(s)
Demostració. La demostració es pot veure en [12]. 
3.4 Programació Dinàmica
D’una manera similar al cas determinista, ens interessarà trobar funcions de con-
trol que minimitzin la funció de cost en el cas de processos estocàstics. Estudia-
rem el principi de programació dinàmica i la seva demostració i derivarem infor-
malment a l’equació estocàstica de Hamilton-Jacobi-Bellman que, com en el cas
determinista, haurà de ser satisfeta per la funció valor. Considerem el següent
sistema estocàstic controlat:{
dX(t) = A(t, X(t), u(t))dt + B(t, X(t), u(t))dW, t ∈ [s, T]
X(s) = x.
(3.5)
Definició 3.15. Siguin g : [s, T] × Rn × U → R i h : Rn → R dues funcions
conegudes, definim el funcional de cost com:
Ju(·)(s, x) = E
{∫ T
s
g(t, X(t), u(t))dt + h(X(T))
}
. (3.6)
A g li direm el cost variable i a h el cost terminal. Noteu que en aquest cas, al
tractar-se d’un procés estocàstic busquem de minimitzar, no la integral, sinó la
seva esperança.
Definició 3.16. Definim l’espai de controls admisibles com
U [s, T] = {u(·) mesurables en[s, T] i {Ft}t>0 − adaptats}.
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La restricció de controls admisibles implica que a qualsevol instant de temps,
el jugador té coneixament d’una certa informació (depenent del camp {Ft}t>0)
del que ha passat fins a aquest moment, pero no és capaç de predir que passarà
més tard. En conseqüència, per a cada t, els jugadors no poden realitzar les seves
accions u(t) fins que no s’arriba al temps t.
El problema que voldrem resoldre és minimitzar (3.6) en U [s, T].
Donada una condició inicial (s, t) ∈ [0, T]×Rn, la funció valor en el cas esto-
càstic estarà definida com{
V(s, x) = in fu(·)∈U [s,T] Ju(·)(s, x)
V(T, x) = h(x(T)).
(3.7)
Com en el cas determinista, enunciarem el principi de programació dinàmica i
desenvoluparem l’equació de Hamilton-Jacobi-Bellman per a arribar a una equa-
ció diferencial en derivades parcials per a trobar la funció que compleixi (3.7). A
més, enunciarem i demostrarem el teorema de verificació.
3.4.1 Equació de Hamilton-Jacobi-Bellman
Com que utilitzarem la fòrmula de Itò multidimensional i el principi de progra-
mació dinàmica per a derivar a l’equació de Hamilton-Jacobi-Bellman, treballa-
rem primer el principi de programació dinàmica i el demostrarem.
Lema 3.17. Donada una condició inicial (s, x) ∈ [0, T] ×Rn. Sigui V(s,x) la funció
valor i donat r ∈ [s, T], es compleix:





g(t, X(t), u(t))dt + V(r, X(r))
]
. (3.8)
Demostració. Sigui h > 0. Dividirem l’intèrval de temps en 2 parts, el primer
subintèrval serà [s, s + h] i el segon (s + h, T]. Assumim que existeix un control
òptim u∗(t, x). Definim el control û(s, x) de la següent manera:
û(s, x) =
{
u(t, x), (t, x) ∈ [s, s + h]×Rn
u∗(t, x), (t, x) ∈ (s + h, T]×Rn.
on u(t, x) és un control arbitrari. Utilitzarem 2 estratègies del càlcul del cost total
esperat, i les compararem:
• La primera estratègia serà considerar el control òptim en tot l’intèrval [s, T].
Per tant, obtindrem que Ju
∗(·)(s, x) = V(s, x).
• En la segona estratègia considerarem el control û(t, x) sobre l’intèrval [s, T].
Anem a calcular la funció de cost esperada per la segona estratègia:
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• En l’intèrval [s + h, T], observem que a temps t + h, estarem en el estat
X(t + h). Com que per definició, utilitzarem el control òptim, la funció de
cost esperada serà V(t + h, x(t + h)).
Aleshores, obtindrem que la funció de cost esperada en la segona estratègia, con-




g(t, X(t), u(t))dt + V(s + h, X(s + h))
]
.
Comparant les estratègies, com que la primera estratègia utilitza el control òptim,
tenim que:
V(s, x) 6 E
[∫ s+h
s
g(t, X(t), u(t))dt + V(s + h, X(s + h))
]
.
Aleshores, aplicant el mateix procediment que en la demostració de programació
dinàmica determinista, triant un control u(t, x) δ-òptim, veiem que
δ + V(s, x) > Ju(·)(s, x) > E
∫ s+h
s
g(t, X(t), u(t))dt + V(s + h, X(s + h)).
Com que δ és arbitrari, queda demostrat. 
Ara derivarem informalment a l’equació de Hamilton-Jacobi-Bellman:
Fixem t ∈ [s, T). Triem s = t, r = t + h per a un h > 0 petit. Obtenim que per
la fòrmula de Itô i per (3.8)
























g(t, x, u) + ∂tV(s, x)
+ DV(s, x) · A(t, x, u)1
2




Per facilitar la notació, introduïm el Hamiltonià: per a p ∈ Rn i M ∈ Rn×n,
H(t, x, p, M) := sup
u∈U
[






Aleshores l’equació de Hamilton-Jacobi es pot escriure com:{
−∂tV(s, x) + H(t, x, DV(s, x), D2V(s, x)) = 0 en(s, T)×Rn,
V(T, x) = h(x) en Rn
(3.10)
La condició terminal ve determinada per la definició de V en s = T.
Teorema 3.18. Sigui u∗(t, x) ∈ U el punt màxim en la definició de H quan
p = DV(s, x) i M = D2V(s, x), és a dir:
H(t, x, DV(s, x), D2V(s, x)) = −g(t, x, u∗(t, x))
− DV(s, x) · A(t, x, u∗(t, x))
− 1
2
tr(BB∗(t, x, u∗(t, x))D2V(s, x)). (3.11)
Aleshores:
V(s, x) = Ju
∗(·)(s, x).
El teorema ens diu que u∗ és el control òptim a escollir a temps t per l’estat X.
Demostració. Sigui X∗ la solució de
X∗(t) = x +
∫ t
s
A(r, X∗(r), u∗(r, X∗(r))dr +
∫ t
s
B(r, X∗(r), u∗(r, X∗(r))dW.
Per simplicitat escriurem u∗t := u
∗(t, X∗(t)). Per la fòrmula de Itô, tenim que















B∗(t, X∗(t), u∗(t))DV(s, x) · dW(t).
Si calculem la esperança, per u∗ (3.11) i per l’equació de Hamilton-Jacobi-Bellman,
17
obtenim que












Finalment, si reordenem, ens queda:
V(s, x) = E
[ ∫ T
s
g(t, X∗(t), u∗(t))dt + h(X∗(T))
]
que mostra l’optimalitat de u∗. 
Per tant hem deduit principis anàlegs als del cas determinista per tal de mi-
nimitzar funcions de cost en el cas estocàstic. En el capítol 5 veurem que per
trobar Equilibris de Nash plantejarem un problema de 2 passos. El primer pas es
solucionarà utilitzant la teoria sobre control òptim determinista i control òptim
estocàstic presentada en els capítols 2 i 3.
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4 Jocs de 2 jugadors
En aquest capítol donarem una primera intuïció de què és l’equilibri de Nash.
Donarem una definició formal per a N jugadors més endavant. Introduïrem tam-
bé la noció de funció millor resposta. Aquest capítol conté resultats de [15].
Considerem un joc de 2 jugadors. La funció millor resposta per el jugador 1
és l’estratègia que ha de dur a terme, donada l’estratègia del jugador 2, amb el fi
de maximitzar una utilitat o minimitzar un cost.
Un equilibri de Nash és una situació en la que cada jugador ha realitzat una
estratègia i no tenen incentius de canviar-la. És a dir, si un dels jugadors canvia
l’estratègia i l’altre no, el seu cost serà superior o la seva utilitat inferior. Pot
existir més d’un equilibiri de Nash.
4.1 Exemples
Presentarem dos exemples de jocs de 2 jugadors on es coneix tota la informació.
En el primer d’ells, els dos agents escolliran simultàneament la seva estratègia,
mentre que en el segon, un dels agents escollirà primer i el segon reaccionarà,
realitzant la millor respota, a l’estratègia escollida pel primer.
Equilibri de Cournot Considerem una indústria amb dos firmes competint en
quantitats. Per simplicitat, considerem que tenen els mateixos costos marginals,
c > 0 i no tenen costs fixes. La seva funció de demanda ve donada per l’equació
p(Q) = a− bQ on a > 0, b > 0, Q = qi + qj és la quantitat produïda per les dos
firmes i p és el preu de mercat. Les estratègies que hauran d’escollir les firmes
seran el nivell de producció per tal de maximitzar el seu benefici.
El benefici de la firma i ve donat per l’equació
πi = p(Q) · qi − cqi.
Per tant, si notem per qj el nivell de producció de la firma rival, el problema en
que es troba la firma i és
max
qi
(a− bqi − bqj)qi − cqi.
La condició de primer ordre serà doncs
a− 2bqi − bqj − c = 0







Observació 4.1. Veiem que la funció millor resposta de la firma i depèn de la
quantitat produïda per la firma j.
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Observació 4.2. Quan la firma j no produeix cap unitat, la firma i produirà a−c2b ,
que és l’equilibri de monopoli. A mesura que la firma j comença a produir, la
producció de la firma i disminueix, fins arribar al punt en que la firma j produeix
a−c
b i llavors la firma i deixa de produir.
Ara anem a trobar la funció millor resposta de la firma j. Com que és un joc
simètric, ja que les dos firmes escolleixen l’estratègia simultàneament, la funció







Ara que ja tenim la funció millor resposta de les dos empreses, podem trobar
l’equilibri de Nash. L’equilibri de Nash serà el punt en el que es troben les dos
funcions millor resposta, ja que cap de les dos firmes tindrà incentius de produir
una quantitat diferent perquè llavors obtindra menys beneficis. Hem de resoldre
per tant el següent sistema: {
qi(qj) = a−c2b −
1
2 qj
qj(qi) = a−c2b −
1
2 qi







que maximitzaràn el benefici de cada firma.
Equilibri de Stackelberg Considerem una indústria igual que en l’equilibri de
Cournot. En aquest cas però, tindrem una firma i líder i una firma j seguidora.
El joc té dos períodes. En el primer període, la firma líder escolleix el seu nivell
de producció qi. Aquesta decisió ja no es pot canviar en el segon període. En el
segon, la firma seguidora escolleix el seu nivell de producció qj després d’obser-
var què fa la firma líder. La demanda del mercat és igual que en l’equilibri de
Cournot, p(Q) = a− bQ. Considerem que tenen els mateixos costos marginals
c > 0, i tampoc tenen costos fixes.
Per trobar l’equilibri, començarem trobant la funció millor resposta de la firma
seguidora. Ha de solucionar la següent funció de benefici:
maxqj πj = P(Q) · qj − c · qj
La condició de primer ordre serà
a− b · qi − 2 · b · qj − c = 0








Ara busquem la funció millor resposta de la firma 1, un cop sabem que la firma j
produirà qj(qi) = a−c2b −
q1
2 . La firma i vol solucionar:
maxqi p(Q) · qi − c · qi =
(
















Per tant la condició de primer ordre serà:
a + c
2
− bqi − c = 0.





La producció en equilibri de la firma j serà substituïr la producció en equilibri de





Observació 4.3. Com podem observar, el fet de que la firma líder escolleixi en
el primer període i la seguidora en el segon, fa que l’equilibri de Nash variï. La
firma i produirà més que la firma j i per tant obtindrà més beneficis.
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5 Jocs de N jugadors
En aquesta secció, considerarem jocs amb N jugadors, on N serà un nombre molt
gran. Cada jugador i tindrà la seva funció de cost Ji que voldrà minimitzar. L’a-
nàlisis d’aquest jocs involucra la minimització simultànea de N funcions J1, ..., JN
que tindran com a argument les accions realitzades pels N jugadors. Aquestes
accions les notarem per (α1, ..., αN). S’anomenen jocs de camp mitjà aquells que
consideren el comportament quan N → ∞ de jocs amb un nombre molt gran de
jugadors. Aquesta secció conté resultats de [2] i [1].
5.1 Equilibri de Nash
Considerarem que l’objectiu de la simultànea minimització serà assolir l’Equili-
bri de Nash en el sistema.
Sigui A un espai mètric compacte. Per simplicitat suposarem que tots els ju-
gadors poden realitzar accions en el mateix espai A.
Definició 5.1. Un punt (ᾱ1, ..., ᾱN) ∈ AN és un Equilibri de Nash si per a tot i =
{1, ..., N},
Ji(ᾱ1, ..., ᾱi, ..., ᾱN) 6 Ji(ᾱ1, ..., ᾱi−1, α, ᾱi+1, ..., ᾱN) ∀α ∈ A.
La noció d’Equilibri de Nash es pot entendre com a punt fix de la funció millor
resposta B : AN → AN definida per:
B(α1, ..., αN) = (β1, ..., βN) si ∀i ∈ {1, ..., N},
βi = arg min
α
Ji(α1, ..., αi−1, α, αi+1, ..., αN).
5.2 Límit dels jocs
Aquesta simultànea minimització és molt complicada tant a nivell teòric com a
nivell numèric quan N és un nombre finit. En aquesta secció, treballarem amb
els jocs fent tenir la N → ∞ i buscant simplificacions en les equacions. Es pot
veure en [3] que les solucions dels jocs de camp mitjà donen Equilibris de Nash
aproximats en jocs amb un nombre finit de jugadors.
Haurem de restringir la nostre atenció sobre jocs amb unes propietats especí-
fiques, ja que aquestes simplificacions quan N → ∞ no es poden esperar amb
tota generalitat. Assumirem que:
• Cada funció de cost Ji és una funció simètrica de les N − 1 variables αj per
j 6= i. La suposició de simetria implica que:
Ji(α1, ..., αN) = Ji(ασ(1), ..., ασ(i−1), αi, ασ(i+1), ..., ασ(N)).
Per a tota permutació σ en {1, ..., N − 1}.
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• La influència de cada jugador en el sistema va disminuïnt a mesura que N
és més gran.
Abans de passar al límit, introduïrem una notació per les distribucions empíri-
ques.








on usem la notació δαi per denotar l’unitat de massa en el punt αi ∈ A.
Observació 5.3. La distribució empírica µ̄NX pertany a P(A).
Assumire’m que l’espai P(A) està equipat amb la topologia de la convergèn-
cia dèbil, és a dir, una successió de mesures de probabilitat (µk)k>1 en P(A)






quan k→ ∞ i per a tota funció contínua f en A.
L’espai P(A) és un espai mètric compacte i denotarem per ρ la distància com-
patible amb aquesta topologia.
Lema 5.4. Per a cada N ∈ N, sigui uN : AN → R una funció simètrica de les N
variables. Assumi’m que aquesta funció compleix:
1. supN>1 supX∈AN |uN(X)| < ∞;
2. Existeix una constant c > 0 tal que per a tot N > 1 i X, Y ∈ AN, tenim:
|uN(X)− uN(Y)| 6 cρ(µ̄NX , µ̄NY ).






|uNk(X)−U(µ̄NX )| = 0.
Per a la demostració del lema 5.4, utilitzarem el teorema d’Arzelà-Ascoli:
Definició 5.5. Es diu que tot conjunt S és relativament compacte en un espai topològic
Q si tota successió d’elements de S té una subsuccessió que convergeix en Q.
Definició 5.6. Un subconjunt H de C(K, Q) és equicontinu en el punt z0 ∈ K si per
cada ε > 0 existeix δ > 0 (que depèn de ε y z0) tal que, per a tota f ∈ H,
dQ( f (z), f (z0)) < ε si dK(z, z0) < δ
H es equicontinu si ho és en tot punt de K.
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Corol·lari 5.7. Si totes les funcions de H són Lipschitz contínues amb una mateixa
consant c, llavors H és equicontinua.
Observació 5.8. Aquesta propietat és la que veurem que es compleix en la de-
mostració del lema 5.4 i que permetrà aplicar el Teorema d’Arzelà-Ascoli.
Teorema 5.9 (Arzelà-Ascoli). Sigui K un espai mètric compacte i Q un espai mètric
complet. Un subconjunt H de C(K,Q) és relativament compacte en C(K,Q) si i només si:
1. H és equicontinu
2. Per a tot z ∈ K, el conjunt H(z) = { f (z)| f ∈ K} és relativament compacte en X.
La demostració es pot veure en [6].
Observació 5.10. Notem que si Q = R, la condició 2 equival a demanar que per
a cada q ∈ Q, el conjunt H(q) sigui acotat.





uN(X) + cρ(µ̄NX , µ)
]
, µ ∈ P(A). (5.2)
Aquestes funcions són acotades uniformament ja que, com hem vist en la condi-
ció 1 del lema 5.4, les funcions (uN)N>1 són acotades uniformament i, a més, la
funció P(A)2 3 (µ, ν) 7→ ρ(µ, ν) és acotada ja que P(A) és compacte. Les fun-
cions (UN)N>1 extenen les funcions originals (uN)N>1 a P(A) en el sentit que
uN(Y) = UN(µ̄NY ) per a Y ∈ AN i N > 1. Per veure-ho, triem X = Y i veiem que
en l’ínfim de l’equació (5.2) obtenim UN(µ̄NY ) 6 u
N(Y). Es compleix la igualtat
ja que sinó, existiria un X ∈ AN tal que uN(X) + cρ(µ̄NX , µ̄NY ) < uN(Y) que con-
tradiria la condició 2 del lema 5.4. A més, aquestes extensions són contínues i
c-Lipschitz en P(A) en el sentit que:
|UN(µ)−UN(ν)| 6 cρ(µ, ν)
per a tot µ, ν ∈ P(A). Per provar-ho, siguin X ∈ AN i Y ∈ AN tal que UN(µ) =
uN(X) + cρ(µ̄NX , µ)) i U
N(ν) = uN(Y) + cρ(µ̄NY , ν)). L’ínfim de la definició (5.2)
s’aconsegueix ja que An és compacte i, per a cada µ ∈ P(A), la funció AN 3
X 7→ uN(X) + cρ(µ̄NX , µ)) és contínua. Aleshores tenim que:
UN(µ)−UN(ν) 6 uN(Y) + cρ(µ̄NY , µ)− uN(Y)− cρ(µ̄NY , ν)
= c
[
ρ(µ̄NY , µ)− ρ(µ̄NY , ν)
]
6 cρ(µ, ν).
Similarment, provem que UN(ν)−UN(µ) 6 cρ(µ, ν) utilitzant que X és l’ínfim
que defineix UN(ν). Això completa la prova de la continuïtat c-Lipschitz.
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Com que P(A) és un espai mètric compacte, el teorema d’Arzelà-Ascoli ens
dóna l’existència d’una subsuccessió (Nk)k>1 per la cual UNk convergeix unifor-









que ve donat, com ja hem vist abans, pel fet que uNk(X) = UNk(µ̄NkX ) i que con-
clou la demostració. 
Observació 5.11. També es pot veure un cas més general, utilitzant un mòdul de
continuïtat en la condició 2 del lema anterior, com es pot veure en [1].
El que acabem de veure és que funcions simètriques que depenen feblement
dels seus arguments seran convenientment aproximades(llevat d’alguna subsuc-
cessió) per funcions de mesures evaluades a la distribució empírica dels argu-
ments originals.
D’ara en endavant, utilitzarem la notació α−i per denotar els N − 1 punts αj
amb j 6= i i j ∈ {1, ..., N}.
A més, identificarem (α, α−i) amb (α1, ..., αi−1, α, αi+1, ..., αN), és a dir, canviarem
en la posició i el punt αi per α.
Denotarem les funcions de cost per (JN,i)i=1,...,N per emfatitzar que depenen
de N variables.
Per a seguir amb les simplificacions en el límit, assumire’m que les funcions
de cost compleixen les següents propietats:
Per a cada N > 1, existeix una funció JN : AN → R tal que:
• Per a tot N > 1 i (α1, ..., αN) ∈ AN,
JN,i(α1, ..., αN) = JN(αi, α−i).
• supN>1 sup(α1,...,αN)∈AN |J
N(α1, ..., αN)| < ∞.
• Existeix una constant finita c > 0 tal que per a tot N > 1 i tot (α1, ..., αN),
(β1, ..., βN) ∈ AN,
|JN(α1, ..., αN)− JN(β1, ..., βN)| 6 c
[






on dA és la distància en A i ρ és la distància en P(A).
Observació 5.12. La primera suposició es pot entendre com que tots els jugadors
tenen la mateixa funció de cost.







N − 1 ∑16j 6=i6N
δαj .
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Clarament J(N) és c-Lipschitz en α. Per el lema 5.4, és c-Lipschitz en µ respecte
ρ. Com que supN>1 sup(α1,...,αN)∈AN |JN(α1, ..., αN)| < ∞, la successió (J(N))N61 és
acotada uniformament. Repetint la prova del lema 5.4, deduïm que existeix una
funció contínua J : A×P(A)→ R i una subsuccessió (Nk)k>1 tal que (J(Nk))k>1






∣∣∣JNk(α1, ..., αNk)− J(α1, µ̄Nk−1α−1 )∣∣∣ = 0.
Per acabar la formulació de jocs de camp mitjà com a límit de jocs amb un nombre
finit de jugadors, demostrarem la següent proposició.
Proposició 5.14. Assumi’m que per a cada enter N > 1, X̂N = (α̂1, ..., α̂N) és un
equilibri de Nash per el joc definit per les funcions de cost JN,1, ..., JN,N. Escriurem X̂N
per emfatitzar que depèn de N variables. Assumi’m que la mètrica ρ satisfà, per a tot















per a una constant c > 0. Aleshores existeix una subsuccessió (Nk)k>1 i una funció
contínua J : A× P(A) → R tal que la successió (µ̄Nk
α̂Nk
)k>1 convergeix a una mesura






∣∣∣JNk(α1, ..., αNk)− J(α1, µ̄Nk−1α−1 )∣∣∣ = 0, (5.5)
i ∫
A





Observació 5.15. La propietat (5.6) és equivalent a dir que el suport de µ̂ està
contingut en el conjunt dels mínims de la funció J(α, µ̂).
En efecte, si el Sup(µ̂) ⊂ arg minα∈A J(α, µ̂), aleshores clarament µ̂ satisfà (5.6).
Inversament, si es satisfà (5.6), aleshores triant µ = δα′ mostra que∫
A J(α, µ̂)dµ̂(α) 6 J(α
′, µ̂) per a qualsevol α′ ∈ A. Per tant,
∫
A J(α, µ̂)dµ̂(α) 6
minα′∈A J(α′, µ̂), i això implica que µ̂ està dins del suport de arg minα∈A J(α, µ̂).
Observació 5.16. L’acotament (5.4) es pot veure fàcilment per mètriques consis-
tents amb la convergència dèbil de mesures.
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Demostració. Com que A és compacte, podem trobar una subsuccessió (Nk)k>1
tal que (µ̄Nk
α̂Nk
)k>1 convergeix cap a una mesura de probabilitat µ̂. A més, pel lema
5.4 podem assumir que es compleix (5.5).
Per la definició d’Equilibiri de Nash, tenim que:




































per a tot µ ∈ P(A) i α ∈ A. Com que les funcions (J(N))N>1 són uniformament
Lipschitz i contínues, podem trobar una constant c′, independent de N, tal que:







on X̂ = (α̂1, ..., α̂N).











Triant N = Nk i utilitzant el fet que la successió (J(Nk))k>1 convergeix uniforma-
ment cap a J, deduïm que existeix una successió de reals positius (εk)k>1 conver-













Fent tendir k → ∞ i utilitzant el fet que J és Lipschitz i contínua en A× P(A),
obtenim: ∫
A





que completa la prova. 
Observació 5.17. Per a la següent secció utilitzarem una forma especial de la
Proposició 5.14. Començant la funció de cost en el límit J : A × P(A) → R,
reconstruïrem les funcions de cost Ji per a i ∈ {1, ..., N} imposant:
JN,i(α1, ..., αN) = J(αi, µ̄N−1α−i ).
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5.3 Estratègia dels jocs de camp mitjà
Per resoldre el problema d’equilibri d’un joc de N jugadors quan N → ∞, con-
siderarem un jugador genèric que minimitzarà la seva funció objectiu donades
les estratègies dels altres jugadors. Simularem la construcció de la funció mi-
llor resposta fixant una distribució de probabilitat µ(com a representant de les
estratègies escollides dels demés jugadors, que es suposa que en són molts) i




En aquest context, l’últim pas per a buscar l’equilibri, és a dir, l’argument del
punt fix, equival a assegurar-se que el suport de la mesura µ està inclòs en el
conjunt de minimitzadors.
Trobar un equilibri de Nash es pot reformular doncs en els següents dos pas-
sos:
• Fixar una distribució de probabilitat µ ∈ P(A) i resoldre el problema de
minimització infα∈A J(α, µ);
• Resoldre el pas del punt fix trobant una mesura µ̂ satisfent la condició (5.6).
El primer pas el resoldrem mitjançant la programació dinàmica estudiada en els
capítols 1 i 2, trobant així controls òptims.
El problema dels dos passos que acabem de veure és el que anomanem pro-
blema de jocs de camp mitjà.
L’objectiu de l’anàlisi del problema és trobar la distribució d’equilibri µ̂ per a
la població.
5.4 Unicitat
La unicitat no és certa en general. La principal condició que ha de complir és la
propietat de monotonicitat identificada per Lasry i Lions.
Teorema 5.18. Assumim que F satisfà∫
A
[J(α, µ1)− J(α, µ2)] d(µ1 − µ2)(α) > 0 ∀µ1 6= µ2.
Aleshores hi ha com a molt una mesura satisfent (5.6).





























J(α, µ2)dµ1(α) 6 0.
Com que la integral és lineal, podem reescriure-ho com∫
J(α, µ1)d[µ1 − µ2](α) +
∫
J(α, µ2)d[µ2 − µ1](α) 6 0.
Com que
∫
J(α, µ2)d[µ2− µ1](α) = −
∫
J(α, µ2)d[µ1− µ2](α), finalment ens que-
da ∫
A
[J(α, µ1)− J(α, µ2)] d(µ1 − µ2)(α) 6 0,
i arribem a una contradicció a no ser que µ1 = µ2. 
Per tant, en aquest capítol 5, hem vist que per el lema 5.4, quan la funció de
cost JN,i del jugador i és una funció de αi i d’una funció simètrica dels altres αj
amb j 6= i i la dependència de JN,i sobre cada jugador αj és menor, aleshores la
funció JN,i pot ser vista com una funció de αi i de la distribució empírica dels
demés αj. En altres paraules, en el límit quan N → ∞ dels jocs amb un gran
nombre de jugadors, les funcions de cost JN,i poden ser vistes com funcions de αi
i una mesura de probabilitat. A més, un cop feta aquesta simplificació quan N →
∞, hem estudiat una estratègia per resoldre aquesta minimització, composada
per 2 passos. El primer pas que, com hem vist, és un problema de control òptim,
que podrà ser resolt amb la teoria donada als capítols 2 i 3, i un problema de punt




En aquest capítol estudiarem dos exemples de jocs de camp mitjà. En el primer
exemple, només ens interessarà l’instant que els jugadors escolleixen per arribar
a una reunió. Es resoldrà utilitzant un teorema de punt fix. El segon és un pro-
blema de gran importància en la enginyeria finançera moderna ja que s’utilitza
com a entrada a molts motors d’execució òptims en els mercats electrònics d’alta
freqüència. Ens interessa el model ja que presenta un exemple de joc diferencial
estocàstic en el que els jugadors interaccionen mitjançant la distribució empírica
dels seus controls. S’anomenen jocs de camp mitjà extesos. Aquesta secció conté
resultats de [2] i [7].
6.1 Quan comença una reunió?
Una reunió està prevista que començi a temps t0, conegut per tothom. Cada par-
ticipant de la reunió i ∈ {1, ..., N} intenta arribar a la reunió a temps ti. Aquest
instant ti és un nombre totalment controlat per el jugador i. Tot i el desitg d’ar-
ribar a ti, degut a certes incerteses, l’individu i arriba a la reunió a temps Xi.
Aquestes incerteses poden ser de tràfic o problemes amb el transport públic, en-
tre d’altres. El temps Xi és una realització d’una variàble aleatòria Gaussiana de
mitjana ti i variància σ2i > 0, que també és aleatòria. Aleshores, el control del
individu i és el temps ti. El notarem per αi per a seguir amb la notació del capítol
5.
Les variàbles aleatories Xi poden no tenir les mateixes variàncies ja que els
jugadors no tenen perquè venir del mateix lloc, ja que uns poden viure més
lluny del punt de la reunió que d’altres. Així, assumirem que per i ∈ {1, ...N},
Xi = αi + σiεi per a una seqüència (εi)16i6N de variàbles aleatories indepen-
dents i idènticament distribuïdes N(0, 1), i una altre seqüència (σi)16i6N de va-
riables aleatòries independents i idènticament distribuïdes i a més, independent
de (εi)16i6N. Utilitzem la notació ν per a la distribució de (σi)16i6N; ν és una
mesura de probabilitat en [0, ∞] tal que el seu suport no conté el 0.
Si la reunió està prevista per començar a temps t0 realment comença a temps t,
i si cada individu arriba a temps Xi controlat de manera com hem explicat abans,
la funció de cost prevista per cada participant i esta definida per:
Ji(α1, ..., αN) = E[a(Xi − t0)+ + b(Xi − t)+ + c(t− Xi)+], (6.1)
per a tres constants positives a, b i c. Utilitzem la notació x+ per denotar la part
positiva max(0,x) d’un nombre real x ∈ R. Els tres termes de la funció de cost
del individu i tenen el següent significat:
• el primer terme a(Xi − t0)+ representa el cost de reputació per arribar tard
a la reunió;
• el terme b(Xi − t)+ quantifica la inconveniència de perdre’s el principi de
la reunió;
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• c(t−Xi)+ representa el cost del temps perdut per arribar d’hora a la reunió
i haver d’esperar.
Assumim que el temps en que comença la reunió es decideix algorítmicament
computant una funció acordada de la distribució empírica µ̄NX dels temps d’arri-
bada X = (X1, ..., XN). En altres paraules, assumim que t = τ(µ̄NX ) per a alguna
funció τ : P(R+) −→ R. Podem pensar en el cas de que τ(µ) és el 100p-percent
de µ, per a un nombre p ∈ [0, 1]. En altres paraules, la reunió comença quan el
100p-percent dels individus ja han arribat a la reunió. Aquesta és una forma de
quòrum. Fixem-nos que el fet de que el temps t sigui una funció de la distribució
empírica t = τ(µ̄NX ) és la font de les interaccions entre els individus que neces-
siten tenir en compte les decisions dels altres per a poder decidir la seva pròpia
decisió per minimitzar (6.1).
Com era d’esperar, la recerca de l’Equilibri de Nash comença amb el càlcul de
la funció millor resposta de cada jugador donada les decisions dels altres juga-
dors. És a dir, per a cada individu i ∈ {1, ..., N} necessitem assumir que els altres




E[a(Xi − t0)+ + b(Xi − t)+ + c(t− Xi)+], (6.2)
amb t = t(X1, ..., XN) = τ(µ̄NX ).
El problema (6.2) no és fàcil de solucionar, ja que el càlcul de la funció millor
resposta ve seguida per el càlcul dels seus punts fixos per a poder identificar
l’equilibri de Nash. Per tant, en comptes de buscar l’equilibri exacte per el joc
d’un nombre finit de jugadors, ens conformem amb una solució aproximada i
intentem solucionar el problema fent tendir el nombre de jugadors cap a infinit.
El fonament de la estratègia dels jocs de camp mitjà explicada abans estava par-
cialment basada en la convergència de les distribucions empíriques cap a una
mesura de probabilitat µ. Ara bé, a causa de l’aleatorietat dels temps d’arribada i
de la hipòtesi d’independència, la intuïció darrere de l’estratègia es reforça quan
N és relativament gran, ja que fent ús de la llei dels grans nombres, les distri-
bucions empíriques µ̄NX haurien de convergir cap a una mesura de probabilitat
determinística µ. A més, la sensibilitat de µ̄NX respecte a les perturbacions de αi
d’un sol individu no haurien de afectar el limit, i sembla raonable considerar el
problema d’optimització alternatiu obtingut reemplaçant t = τ(µ̄NX ) en (6.2) per
t = τ(µ). En altres paraules, assumim que el temps d’arribada dels individus
tenen una distribució estadística µ, i calculem per a un individu genèric la millor
resposta a aquesta distribució. Atès que triem una regla determinada per la fun-
ció predeterminada τ de la distribució dels temps d’arribada, de fet, calculem la
millor resposta α̂ a t = τ(µ). El pas del punt fix necessari per determinar l’equili-
bri de Nash, podria ser imitat buscant un valor d’inici t que conduiria a la millor
resposta α̂ = t.
Proposició 6.1. Sigui t ∈ [t0, ∞) i X = α + σε on σ ∼ ν i ε ∼ N(0,1) són varia-
bles aleatòries independents. Llavors, per a qualsevol conjunt de constants estrictament
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positives a, b, i c, existeix un únic minimitzador α̂:
α̂ = arg inf
α
E[a(X− t0)+ + b(X− t)+ + c(t− X)+],
el cual pot ser identificat com la única solució α de l’equació implícita:
aF(α− t0) + (b + c)F(α− t) = c, (6.3)
on F denota la funció de distribució de la variable aleatòria Z = σε.
Demostració. Donem-nos compte que F(z) =
∫
φ(z/s)ν(ds) i que F és una funció
contínua estrictament positiva i estrictament creixent complint limz↘−∞ F(z) =
0, limz↗∞ F(z) = 1, i 1 − F(z) = F(−z). D’aquí en endavant, φ denota la
funció de distribució acumulativa de la distribució gaussiana estàndard N(0,1).
El fet que el suport topològic de ν no conté el 0 implica que F és diferenciable i
que la seva derivada està uniformament acotada sobre R.
La quantitat per minimitzar és:
E[a(Xi − t0)+ + b(Xi − t)+ + c(t− Xi)+]
= E[a(Xi − t0)+ + (b + c)(Xi − t)+ + c(t− X)]
= aE[(α− t0 + Z)+] + (b + c)E[(α− t + Z)+]− c(α− t),
i així, prenent la derivada respecte α obtenim la condició de primer ordre d’opti-
mització:
aP[α− t0 + Z > 0] + (b + c)P[α− t + Z > 0] = c, (6.4)
que és exactament (6.3). Donades les propietats de F, aquesta equació té una
única solució α̂. 
Teorema 6.2. Assumim que la funció τ : P(R+) −→ R satisfà les següents tres propi-
etats:
1. ∀µ ∈ P(R+), τ(µ) > t0, la reunió mai comença abans de t0;
2. Monotonicitat: si µ, µ′ ∈ P(R+) i si µ([0, α]) 6 µ′([0, α]) per a tot α > 0,
llavors τ(µ) > τ(µ′);
3. Sub-additivitat: si µ ∈ P(R+), aleshores per a tot α > 0, τ(µ(· − α)) 6 τ(µ) +
α;
Si les constants a, b i c són estrictament positives, existeix un únic punt fix per la funció
α 7→ α̂ definit en la proposició anterior com t = τ(F(· − α)). Identifiquem a la funció
de distribució acumulada F(· − α) amb la distribució de la variable aleatòria α + σε.
Demostració. Estem buscant un punt fix per la funció α 7→ G(α) = α̂ definida per:
α 7→ F(· − α) 7→ t = τ (F(· − α)) 7→ α̂ = α̂(t),
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l’últim pas sent donat per la solució de la equació (6.3). Assumint que x < y, la
monotonicitat en τ ens dóna que:
τ(F(· − x)) 6 τ(F(· − y)),
i la suposició de sub-additivitat implica que:
τ(F(· − y))− τ(F(· − x)) 6 y− x.
Utilitzant la forma especial de (6.3), el teorema de la funció implícita implica que




(b + c)F′(α̂(t)− t)
aF′(α̂(t)− t0) + (b + c)F′(α̂(t)− t)
que esta acotat superiorment per una constant estrictament més petita que 1 ja
que F′ és no negativa. Això implica que G és una contracció estricte, i que admet
un únic punt fix. 
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6.2 Un model d’impacte de preus
Analitzem la interacció entre N comerciants. Cada comerciant i controla el seu
inventari Xit, és a dir, el nombre d’accions que té a temps t per la seva taxa de




idW it , t ∈ [0, T],
on W i = (W it)t>0 són moviments brownians 1-dimensionals independents. Les
funcions σi es suposen constants per simplicitat, i totes iguals al mateix nombre
positiu σ > 0 per raons de simetria. Tots els agents comercien el mateix estoc amb
un preu mitjà a temps t denotat per St. La quantitat d’efectiu que el comerciant i
té a temps t es denota per Kit. Evoluciona acord amb:
dKit = −[αitSt + c(αit)]dt,
on la funció α 7→ c(α) és convexa i no negativa complint c(0) = 0. La funció c
representa el cost per comerciar a rati α.









t , t ∈ [0, T],
pels canvis del preu mitjà al llarg del temps. Assumim que α 7→ h(α) és una
funció determinística que tots els comerciants coneixen, que σ0 > 0 és una cons-
tant i que W0 = (W0t )t>0 és un moviment brownià independent de la família
(W i)16i6N. Ja que el canvi del preu mitjà és la integral de la funció h respecte
la mesura empírica µ̂Nαt dels controls α
i
t, veiem que en aquest model, cada parti-
cipant interacciona amb la distribució empírica dels controls dels demés partici-
pants. Denotarem aquesta integral per 〈h, µ̂Nαt〉.
La funció h sovint s’anomena funció instantànea d’impacte de mercat. Ja que
d’una compra s’espera que augmenti el preu de l’estoc i una venda tendirà a
disminuir-lo, la funció h hauria de satisfer h(α)α > 0.
6.2.1 El problema d’optimització del comerciant
La riquesa Vit del comerciant i es defineix com la suma del efectiu que té i el valor




























Assumim que els comerciants estan subjectes a una restricció de liquidació en
execució modelada per una funció cX de les accions que poseeixen, i a una res-
tricció de liquidació terminal a venciment T representada per una funció escalar
g. Si com de costum denotem per Ji el cost esperat del comerciant i com una
funció dels controls de tots els comerciants, llavors tenim:








Per (6.5), podem escriure la funció de cost esperat del comerciant i com:
Ji(α1, · · ·, αN) = E[
∫ T
0







on com abans, utiltizem la notació µ̄Nαt per la distribució empírica dels N com-
ponents de αt, que és una mesura de probabilitat a l’espai A on els controls hi
prenen valor. Aquí, la la funció de cost de funcionament f està definida per:
f (t, x, θ, α) = c(α) + cX(x)− x〈h, θ〉, (6.8)
per a 0 6 t 6 T, x ∈ Rd, θ ∈ P(A), i α ∈ A. Aquest model és un exemple
perfecte d’un joc estocàstic de N jugadors amb interacció entre ells mitjançant la
distribució empírica dels seus controls. No podrem resoldre el problema del joc
finit. Ens acostarem a la seva solució mitjançant l’anàlisi de la teoria de jocs de
camp mitjà basada en la intuïció (i dels resultats provats abans) del límit N −→ ∞
d’un gran nombre de jugadors.
Observació 6.3. És important emfatitzar el paper crucial que juga la suposició de
que els comerciants són neutrals al risc ja que opten per minimitzar l’expectativa
del seu cost. De fet, els termes de variació quadràtica desaparèixen en el càlcul
del cost esperat, i així, el soroll comú W0 i el preu mitjà S desaparèixen de la
expressió del cost esperat individual. El joc seria molt més difícil de solucionar
si no fos així.
Ja que el soroll comú ha desaparegut del model, si restringim les taxes de co-
merç a funcions dels inventaris, o en el cas dels models en que els comerciants no
poden observar les accions dels altres jugadors, si assumim que són adaptats a
filtracions generades per W i i són independents del soroll comú, la independèn-
cia dels xocs aleatòris dW it suggereix que en el límit quan N −→ ∞, la mesura
empírica µ̄Nαt convergeix a una mesura determinística θt sempre i quan les taxes
siguin suficientment simètriques. Aquesta mesura determinística θt, en equili-
biri, hauria de ser la distribució de les taxes de comerç òptimes d’un jugador
genèric. Hem canviat la notació de µt a θt per emfatitzar que les interaccions
entre els jugadors són ara mitjançant les distribucions empíriques dels controls,
d’aquí tenim una mesura de probabilitat en P(A) en comptes d’una mesura de
probabilitat en P(Rd). Conseqüentment, l’enfocament del joc de camp mitjà en
aquest joc és fixar un flux determinístic θ = (θt)t>0 de mesures en el espai de
controls i solucionar el problema de control òptim següent:{
infα E[
∫ T
0 f (t, Xt, θt, αt)dt + g(XT)]
dXt = αtdt + σdWt, t ∈ [0, T],
(6.9)
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per a un moviment brownià W donat i després, intentar trobar un flux de mesu-
res θ = (θt)t>0 tal que θt = L(α̂t) on α̂ = (α̂t)06t6T és un control òptim per el
problema (6.9). L(α̂t) denota la llei dels controls α̂t.
Per a trobar el control òptim de (6.9) s’utiltizarà la teoria explicada en el Capí-
tol 3 sobre el control òptim estocàstic derivant a l’equació de Hamilton-Jacobi-
Bellman. El segon pas, el de punt fix, és més complicat ja que aplica el principi
del Màxim de Pontygrain, que se’ns escapa dels coneixaments d’aquest treball.
Es pot veure en [3] com ho ho soluciona. Per això diem que desenvoluparem
aquest segon exemple però, en canvi, no el resoldrem.
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