We consider quantum walks with position dependent coin on 1D lattice Z. The dispersive estimate U t Pcu0 l ∞ (1 + |t|) −1/3 u0 l 1 is shown under l 1,1 perturbation for the generic case and l 1,2 perturbation for the exceptional case, where Pc is the projection to the continuous spectrum. This is an analogue result for Schrödinger operators and discrete Schrödinger operators ([10, 11, 22, 42, 58]). The proof relies on the direct scattering theory via Jost solutions, which are obtained by the formalism of Gesztesy and Zinchenko [20] using the relation between CMV matrices and quantum walks.
Introduction and main results
In this paper, we study space-time discrete unitary dynamics called quantum walks (QWs). QWs are quantum analog of classical random walks [1, 14, 24, 39] . In particular, QWs on a lattice Z are unitary evolution dynamics on l 2 (Z; C 2 ) generated by unitary operators with the form
where S is called the shift operator andĈ is called the coin operator. Here,
with v 2 C 2 := |v 1 | 2 + |v 2 | 2 for v = t (v 1 v 2 ) ∈ C 2 and operators S andĈ are defined by
where (T ± u) (x) = u(x ∓ 1) and C : Z → U (2) := {C : 2 × 2 unitary operator}. Since S andĈ are both unitary operators on l 2 (Z; C 2 ), U = SĈ is also an unitary operator. The dynamics of QWs with initial state u 0 ∈ l 2 (Z; C 2 ) is then given by u(t) = U t u 0 , t ∈ Z.
(1.2)
QWs are now attracting diverse interest due to its connections to various regimes of mathematics and physics such as quantum search algorithms [2, 9, 43] and topological insulators [3, 8, 13, 16, 23, 30, 31, 32] . Moreover, QWs have been realized experimentally by optical lattice [26] , photons [44, 45] and ion trappping [59] (see [38] for more reference).
We are interested in the long time behavior of QWs with coins C(x) that converge to some constant coin C 0 as |x| → ∞. There are many ways understanding the dynamics of QWs such as seeking a weak limit theorem [12, 17, 33, 36, 48] , considering the asymptotic velocity [18, 57] , and studying the spectral stability (or scattering theory) [4, 46, 47] . In this paper, we will consider the dispersive estimate of QWs, which is the l ∞ -l 1 decay estimate:
where P c is the projection to the continuous spectrum (see (1.7) below), t := 1 + |t| and means for ≤ C with some positive constant C. Dispersive estimate (1. 3) provides quantitative information of the continuous component P c u(t) of the state. Note that we cannot obtain dispersive estimate only from the absolute continuity of the continuous spectrum, which is an qualitative information. In this sense, dispersive estimate gives us deeper understanding of the dynamics of QWs. However, this is not the only significance of dispersive estimate. In the field of nonlinear dispersive partial differential equations, dispersive estimates are important because they provide the Strichartz estimates [28] which are the fundamental estimates for the study of the well-posedness and asymptotic behavior of the solutions. Moreover, dispersive estimate plays a crucial role for the study of asymptotic stability of solitons [25, 52] . For discrete dispersive equations (the space is discrete but the time is continuous) such as discrete Schrödinger equations (also called continuous time QWs), dispersive estimate was studied by [10, 11, 42, 53] , with direct application to the stability of solitons [5, 10, 29, 40] . Recently, Nonlinear QWs, which are QWs with the coin operator depending on the state (see [35] ), have been proposed by several authors [19, 34, 41] . Since soliton phenomena are observed numerically [34, 37, 41] , it seems to be important to prepare dispersive estimate for QWs, which should play a crucial role for the study of asymptotic stability of solitons of nonlinear QWs.
For QWs with constant coin C(x) ≡ C 0 , estimate (1.3) was shown by Sunada-Tate [56] (see also [35] ). In [35] , it was applied to nonlinear QWs with weak nonlinearity to show the scattering of the solutions. In this paper, we consider QWs with the coin of the form Here, B C (1) := {z ∈ C | |z| < 1}. For a Banach space X (usually C or C 2 ), we set and l p (Z; X) := l p,0 (Z; X). When X is clear form the context, we write l p,σ instead of l p,σ (Z; X). We first prove the basic spectral property for l 1 perturbation. It is well known that σ ess (U ) = {e iλ | | cos λ| ≤ ρ 0 := 1 − |α 0 | 2 }, where σ ess (U ) is the essential spectrum of U . Thus, the essential spectrum consist from two component σ ± := σ ess (U ) ∩ {± Re z > 0}. (1.6) Further, σ ± are symmetric with respect to the real axis. Proposition 1.1. Let U be the generator of QWs defined by (1.1) with C satisfying (1.4). Further, let 0 < |α(x)| < 1 for all x ∈ Z, 0 < |α 0 | < 1 and α(·) − α 0 ∈ l 1 . Then, we have the following:
(i) U has no singular continuous spectrum.
(ii) There exists no embedded eigenvalues. That is, for all λ such that | cos λ| < ρ 0 = 1 − |α 0 | 2 , w = e iλ is not an eigenvalue. Moreover, if we assume α(·) − α 0 ∈ l 1,1 , for λ satisfying | cos λ| = ρ 0 , w = e iλ is not an eigenvalue .
(iii) If w is an eigenvalue of U , then dim ker(U − w) = 1.
Remark 1.2. The absence of singular continuous spectral has been proved in a slightly stronger condition [4] . The absence of embedded eigenvalue seems to be a new result.
We introduce the notation of resonance.
, that is w is in the edge of the σ ess (U ). If there exists a bounded solution of (U − w)u = 0, we say w is a resonance. For the case all four edge of the σ ess (U ) are not resonance, then we say it is the generic case. The other cases are called the exceptional case.
An alternative definition of resonance will be given in Lemma 5.7. Under stronger assumption, we have further information of the spectrum. Proposition 1.4. Let U be the generator of QWs defined by (1.1) with C satisfying (1.4). Further, let 0 < |α(x)| < 1 for all x ∈ Z and 0 < |α 0 | < 1 and α(·) − α 0 ∈ l 1,1 for generic case and α(·) − α 0 ∈ l 1,2 for exceptional case. Then, U has at most finite discrete spectrum.
If the discrete spectrum is finite set, then we have
where σ d (U ) is the set of discrete spectrum. By using this gap, we can define the Riesz projection to the continuous spectrum (which is the essential spectrum because of the absence of embedded eigenvalue Proposition 1.1 (ii)) by
where Γ ± = {γ ± (t) | t ∈ T} is an smooth closed curve encircling σ ± in anti-clockwise direction with
It is known that P c is the projection to the spectral component which is encircle by the curves (for this case σ ess ), for details see Part I, Chapter I of [21] . By preparing the projection P c , we are now in the position to state our main result. We now explain the strategy of the proof of Theorem 1.5. Since the problem is 1 dimensional, it is natural to try to express the integral kernel of the generator U t P c by Jost solutions. Indeed, for Schrödinger equations [58, 22] and discrete Schrödinger equations [42, 10, 11] dispersive estimate are obtained by such method. However, we will encounter several difficulties that did not appear in the Schrödinger or discrete Schrödinger case. The first difficulty is that we cannot use the Hamiltonian of QWs (which is the self-adjoint operator satisfying e iH = U ). Suppose thatĈ =Ĉ 0Ĉ1 , where
0Ĉ is the perturbation. Through Fourier transform, it is possible to obtain H 0 satisfying U 0 := SĈ 0 = e iH0 . Further expressinĝ C 1 = e iV , we obtain U = e iH e iV . However, since H 0 andV will not commute, we will have to use Baker-Campbell-Hausdorff formula which will formally give an extremely complicated expression of H. From its complexity, it seems to be difficult to get any information of H (even the convergence of such expression) from such formula. To overcome this difficulty, we simply abandon the attempt to obtain the Hamiltonian and work with the generator U itself. Therefore, our first aim will become to obtain the integral kernel of (U − w) −1 (and not (H − λ) −1 ). In particular, we need to obtain the Jost solutions of (U − w)ϕ ± = 0, which are solutions with specific behavior at x → ±∞ (see section 4). At this point, we meet two questions.
• How to solve (U − w)ϕ ± with some boundary condition at x → ±∞?
• If we have the solutions of (U − w)ϕ = 0, how do we use to express the integral kernel by these solutions?
The first question may look easy, but it is quite nontrivial because it is difficult to solve U ϕ = wϕ as an initial value problem (say starting at x = 0) due to the bi-directional character of the shift operator. That is, to determine u(1), you need not only u(0) but also u(2). The above questions are solved by using the direct relation between QWs and CMV matrices, which was discovered by [6] .
We now explain what is CMV matrices and the relation between CMV matrices and QWs. CMV matrices are doubly infinite five diagonal matrices which were introduced by Cantero, Moral and Velázquez [7] for the study of orthogonal polynomials on unit circle, see [49, 50, 51] . In particular, for {α x } x∈Z (Verblunsky parameter), the CMV matrix C = C({α x }) is given by
The relation between QWs and CMV matrices can be shown directly. We follow the explanation of Fillman and Ong [15] . Set
where δ x (y) = δ xy (Kronecker delta). By the definition of U , we have
. Now, ordering the basis {ϕ x } x∈Z of l 2 (Z; C 2 ) as
the matrix representation of U becomes
and more explicitly
Therefore, comparing (1.8) and (1.10), we see that CMV matrices withα 2x = 0 corresponds to the QWs with the coin operator C(x) given by (1.4) with the relation α(x) =α 2x−1 .
Remark 1.6. The specific choice of the coin operator (1.4) is due to this relation of QWs and CMV matrices. It is possible to consider more general coin operator by considering the "phased" CMV matrices instead of the CMV matrices given in (1.8) (see [15] ). However, we will restrict our attention to the usual CMV matrices for simplicity.
As a conclusion, QWs with the coin C(x) given by (1.4) and CMV matrix with Verblunsky parameter {α x } satisfyingα 2x = 0 and α(x) =α 2x−1 will have a same matrix representation
In particular, we have 12) and all other components are 0. The relation between QWs and CMV matrices give us an access to use several nice formulae of the theory of CMV matrices to solve our questions raised before. First, it is well known that there is an factorization of C = LM (see Lemma 2.3), which enables us to change the equation (C − w)ϕ to an initial/final value problem (see Lemma 2.4). Next, the representation of the integral kernel by Jost solution is known by [20] (see Proposition 2.10). In the following, since we rely heavily on the CMV expression of QWs given by (1.11) , in the following, we will always use the base {ϕ x } given in (1.9) and identity C and U .
The final difficulty which we will encounter is the complexity of the dispersion relation (relation between the frequency ξ and the energy w = e iλ of plane wave solution of (U 0 − w)e iξx = 0, see section 3) of QWs, which is given by cos λ = ρ 0 cos ξ. Since we will need to define λ(ξ) for complex valued ξ, we will have to define the meaning of cos −1 carefully. We note that this was not a problem for Schrödinger equation and discrete Schrödinger equation because the dispersion relations in these cases are λ = ξ 2 and λ = 2 − 2 cos ξ respectively, which can be extended to the entire complex plain with no difficulty. Indeed, it is not possible to analytically extend λ(ξ) on C. Thus, we only define it near the real axis. This will be done in section 3.
After solving the above difficulties, the proof will be parallel to the results of Schrödinger equation and discrete Schrödinger equations. In particular, we express the kernel of U t P c as
We will have min ξ∈T (λ ′′ (ξ), λ ′′′ (ξ)) 1 and ψ(·, x, y) A is uniformly bounded, where A is the space of Wiener algebra (see (4.21) ). Then the conclusion will follow from van der Corput lemma by Egorova, Kapylova and Teschl (Lemma 5.1 of [11] ) which claims
This paper is organized as follows. In section 2, following [20] , we recall several basic facts for the CMV matrices and give the formula for the kernel of the resolvent. Proposition 1.1 (iii) will be an byproduct of the fact that we can change (U − w)ϕ = 0 to an initial data problem of ordinarily difference equation (see Proposition 2.9). In section 3, we study the CMV matrices with α(x) ≡ α 0 . In section 4, we show the existence and give some estimates for Jost solutions. In section 5, we develop a stationary scattering theory and prove Proposition 1.1 (i) and (ii) and Proposition 1.4. In section 6 we prove Theorem 1.5.
Gesztesy and Zinchenko's formalism for CMV matrices
For α ∈ B C (1) = {z ∈ C | |z| < 1}, we define
Remark 2.1. We have det Θ(α) = −1 and Θ(α)
We define unitary operators
Here, Θ(0) acts on l 2 ({2x, 2x + 1}) and Θ(α(x)) acts on l
Proof. We use Einstein summation convention.
It is easy to see that the other are 0.
and ϕ = {ϕ(x)} x∈Z .
By abuse of notation, we set (Cϕ) (
. Then, by
where
Then, the following are equivalent.
(
Proof. Assume Cu = e iλ u. Then, we have Mu = e iλ L −1 u = e iλ Lu. Thus, because (Lu)(2x) = u(2x + 1) and (Lu)(2x + 1) = u(2x), we have
Thus, rearranging (2.5) and (2.6), we obtain
We also obtain (2.5) and (2.6) from (2.7). Thus we have (ii) ⇒ (i) too.
We will call T λ (x) the transmission matrix.
Remark 2.5. Notice that det T λ (x) = 1. Further, let σ 1 = 0 1 1 0 . Then, we have the following symmetry property:
By (2.8) with Lemma 2.4, we see that if Cu = e iλ u, then Cũ = e iλũ , where
That is,φ corresponding toũ is given by σ 1 ϕ. We next introduce the Wronskian.
Lemma 2.4 is important because it tells that the solutions of (C
Definition 2.6. Let u 1 , u 2 be solutions of Cu n = e iλ u n (n = 1, 2). Then, we define
where ϕ n (x) = u n (2x) u n (2x + 1)
. We also write
Proof. We have
Since det T λ (x) = 1, we have the conclusion.
From Lemma 2.7, we can show the following. Proof. If ϕ 1 , ϕ 2 are two eigenvectors of C associated to w = e iλ , then since ϕ 1 → 0 and ϕ 2 → 0 as x → ∞, they are linearly dependent by Lemma 2.8. Now, let u 1 , u 2 satisfy Cu n = e iλ u n and assume W λ (u 1 , u 2 ) = 0. The kernel of (C − e iλ ) −1 is given by the following Proposition. This is a special case of Lemma 3.1 of [20] .
where 1 ≤y (x) = 1 if x ≤ y and 0 if x > y. 1 <y , 1 >y and 1 ≥y are defined similarly.
Proof. It suffices to prove
By (2.3), we have
Further, setting
because of (C − e iλ )ϕ n = 0 (n = 1, 2). For x = y − 1, we have
Here, we are using the fact that if
Finally,
Now, by Lemma 2.4, we have ρ(y + 1)u 1 (2y + 2) = e iλ u 1 (2y) − α(y + 1)u 1 (2y + 1).
Thus,
Similarly, since
which implies
Similarly, we have
and
Therefore, we have the conclusion.
The unperturbed case
We consider e iz and cos z as an function on C p = C/2πZ instead of C. Notice that −z,z are well-defined in C p . Let T := {z ∈ C p | Im z = 0} and T + := {z ∈ C p | Im z > 0}.
In this section, we study the case α(x) ≡ α 0 ∈ B C (0, 1) \ {0} and set C 0 to be the CMV matrix with α(x) ≡ α 0 in (1.11), (1.12). Then, the transmission matrix is
Since det T 0,λ = 1, the two eigenvalues of T 0,λ can be expressed as e ±iξ(λ) . In particular, by trT 0,λ = ρ
0 cos λ, we obtain the relation
Conversely, if (ξ, λ) satisfy (3.1), e ±iξ are eigenvalues of T 0,λ . Further, we set the closed interval I n ⊂ T (n = 1, 2) by
and set I 0 = I 1 ∪ I 2 .
Proposition 3.1. For given λ ∈ C p \ I 0 , there exists a unique ξ = ξ(λ) ∈ T + which satisfies (3.1). Further, the map ξ :
For the proof we use the following properties of the function cos. For the convenience of readers, we give the proof in the appendix of this paper (Section A). Even though the map λ → ξ(λ) seems to be more natural than the inverse map ξ → λ(ξ) (which is not defined at this moment), we need it for the dispersive theory. 
Notice that since cos(−ξ) = cos ξ, we have
Remark 3.4. Notice |ρ 0 Re cos ξ| = |ρ 0 cosh(Im ξ) cos ξ| < 1, for ξ ∈ T δ0 . Therefore, we have ρ 0 cos T δ0 ⊂ {z ∈ C | | Re z| < 1} and (3.6) give well defined holomorphic functions.
By (3.5) we have
. Thus, the two arcs {e iλ±(ξ) | ξ ∈ T} correspond to σ ess (C) and inparticular, the spectrum of σ(C 0 ). Further, if δ > 0, {ξ ∈ T | λ ± (ξ + iδ)} will encircle I 3 2 ± 1 2 .
In the following, we will consider only λ − which corresponds to the spectrum of C in the upper half plain. We simply denote λ − (ξ) by λ(ξ).
Let ξ ∈ T δ where δ > 0 sufficiently small so that
Remark 3.6. If ξ ∈ T, we have A ± (ξ) ≥ |α 0 | 2 so there exists such δ > 0.
We set
On can easily show that ϕ ± (ξ) are eigenvectors of T 0,λ(ξ) associated to the eigenvalues e ±iξ . Further, we have:
Proof. The factor A ± (ξ) −1 is multiplied to normalize ϕ ± (ξ) at ξ ∈ T. Notice that if we multiply
will be normalize in ξ ∈ T δ but will not be holomorphic any more.
The second claim can be seen from (3.7) and the explicit form of ϕ ± (ξ) given in (3.10).
From the symmetry (2.8), we have the following identity.
Lemma 3.8. There exists γ ∈ C ω (T; C) s.t. |γ(ξ)| = 1 and
Proof. Taking the complex conjugation and multiplying σ 1 to T λ(ξ) ϕ ± (ξ) = e ±iξ ϕ ± (ξ), we have
Recall that for ξ ∈ T, λ(ξ) ∈ R and ϕ ± (ξ) C 2 = 1. Thus, by (2.8), there exists γ ±,ξ s.t. |γ ±,ξ | = 1 and γ ±,ξ σ 1 ϕ ± (ξ) = ϕ ± (−ξ). The remaining task is to show γ +,ξ = γ −,ξ . However, this is easily deduced from
The analyticity is a direct consequence of (3.11).
Let
We see that, e ±iξx ϕ ± (ξ) satisfies e ±iξx ϕ ± (ξ) = T λ(ξ) e ±iξ(x−1) ϕ ± (ξ). Therefore, by Lemma 2.4, we have C 0 − e iλ(ξ) e ±iξx ϕ ± (ξ) = 0. Since we need later, we explicitly give P ξ and P −1 ξ for ξ ∈ T.
13)
In the following, we use the notations:
where K 0,λ is the (integral) kernel of (C 0 − e iλ ) −1 .
Lemma 3.9. Let ξ ∈ T δ . Then we have
Proof. The formula (3.15) is direct consequence of Proposition 2.10.
Remark 3.10. We have
In particular, W −1 0,ξ sin ξ ∈ C ω (T; R).
Proof. By (3.15), for fixed x, y ∈ Z, x −σ R 0 (λ(ξ))(x, y) y −σ is continuous with respect to ξ and
where the implicit constant is independent of x, y. Therefore, by Lebesgue dominated convergence theorem we have the conclusion.
Proposition 3.11 is the limiting absorption principle, for the unperturbed case. Let P + to be the spectral projection to the upper arc of σ(C 0 ) and f analytic in the neighborhood of σ(C 0 ) ∩ {z ∈ C | Im z > 0}. Then, we have
where Γ ε := {e iλ(ξ) | ξ ∈ T + iε} encircles σ(C 0 ) ∩ {z ∈ C | Im z > 0} in a clockwise direction. For the functional calculus, see Part I, Chapter I of [21] .
By change of variables we have
whereΓ ε := {λ(ξ) | ξ ∈ T + iε}. Therefore, taking the limit ε ↓ 0, the kernel of f (C 0 )P + becomes
The following dispersive estimate is a direct consequence of van der Corput lemma (see section 8.1 of [55] ). This is also proved in [56] and [35] in the context of QWs. Proposition 3.12. We have
Proof. First, recall that we have λ(ξ) = arccos (ρ 0 cos ξ) and
and min(|λ ′′ (ξ)|, |λ ′′′ (ξ)|) 1 (see [35] ). Substituting f (s) = s t into (3.17), we have
Now, by (3.16), g x,y (ξ) is analytic w.r.t. ξ (and in particular C 1 ) and uniformly (in x, y) bounded in C 1 . Therefore, dividing the integral in the region where |λ ′′ (ξ)| 1 and |λ ′′′ (ξ)| 1 and applying the van der Corput lemma, we have the conclusion.
Jost solutions
In this section we seek for solutions of
where ϕ ± (ξ) are given in (3.10) . To obtain such solutions, we set φ ± (x, ξ) = e ±iξx m ± (x, ξ). By Lemma 2.4, it suffices to solve
which can be rewritten as
where A ξ,± = e ∓iξ T 0,λ(ξ) and V ξ,± (x − 1) = e ∓iξ T λ(ξ) (x) − T 0,λ(ξ) . Notice that A ξ,± have eigenvalues 1 and e ∓2iξ .
Lemma 4.1. Let ξ ∈ T δ0,≥0 := {z ∈ C/2πZ | 0 ≤ Im z < δ 0 }. Then, for ∓x ≥ 0, we have
Here, the implicit constant is independent of ξ ∈ T δ0,≥0 .
Proof. First, if ξ = 0, π, we can diagonalize A ξ,± as in (3.12) with P ξ given by (3.13). Thus,
The factor | sin ξ| −1 comes from P ξ , see (3.14).
Next, we setP ξ := (ϕ + (ξ)φ(ξ)), whereφ(ξ) = A + (ξ)
Recall ϕ + (ξ) is defined in (3.10) and A + (ξ) is defined in (3.9). Indeed,
where the last identity follows from (3.1) (or (3.6)). Therefore, we havẽ we have
Recall that A + (ξ) = 0 for ξ ∈ T.
In particular, the implicit constant is independent of ξ ∈ T δ0,≥0 .
Proof. By the definition of V ξ,± , we have
Notice that | Im ξ| is bounded for ξ ∈ T δ0,≥0 . Therefore, we have the conclusion.
We use the discrete Duhamel formula. That is, u(t) = Au(t − 1) + f (t − 1) is equivalent to 
Notice that (4.11) is equivalent to (4.2). Setting x 1 = x, x 2 → −∞ and adding ϕ − (ξ) to both sides, we have (4.10). To obtain (4.9), we multiply A
to (4.11) and set x 2 = x, x 1 → ∞ and finally add ϕ + (ξ) to both sides. 
where the implicit constant is independent of ξ ∈ T δ0,≥0 .
Proof. We will only prove the Proposition for m + . First, we assume α(·) − α 0 ∈ l 1 . Then, from Lemma 4.2 we have V ξ,+ ∈ l 1 . Now, take x ±,ξ ∈ N so that we have
We show Φ ξ,+ is a contraction mapping in
Further, by Lemmas 4.1 and (4.14), we have
Thus, we see that Φ ξ,+ is a contraction mapping in B 1 . Next, we extend m + (x, ξ) defined for
whereC(s) is a increasing function of s. By (4.11), for x < −x −,ξ we have
By Lemma 4.1 and (4.18), we have
By (4.14), we have we have
. Therefore, we have for any
Therefore, combined with (4.18), we have (4.12). We next assume α(·) − α 0 ∈ l 1,1 . Then we have V ξ,+ ∈ l 1,1 . Take x ± > 0 (independent of ξ) so that ±x≥x± |x| V ξ,+ (x) C 2 →C 2 ≪ 1. Then, we can show Φ ξ,+ is a contraction mapping in
Next, we extend m + (x, ξ) to x = −x − by (4.2). Then, by (4.18) we have sup x≥x− m + (·, ξ) l ∞ ≤ C where C is independent of ξ because x ± are now independent of ξ and T λ(ξ) (x) −1 C 2 →C 2 is uniformly bounded. For x ≤ −x − we have (4.19) with x −,ξ replaced by x − . Thus, dividing by x , we have
Therefore, we obtain the conclusion.
We now introduce the Wiener algebra A. For u ∈ L 1 (T), we set 21) and
Then, for 0 ≤ δ < δ 0 and ∓x ≥ 0, we have
where we have set A 0 := A.
Proof. The proof follows immediately from (4.8) for A ·,± . Also we can bound V ·,± A σ−1 by the same manner as Lemma 4.2.
Proof. The proof of (4.23) is similar to the proof of (4.13) of Proposition 4.4. Indeed, we only have to replace the bound given in Lemmas 4.1 and 4.2 by the bound (4.22) given by Lemma 4.5. The second claim follows from the continuity of ϕ(· + iδ), A ·+iδ,± and V ·+iδ,± (x) in A σ−1 .
Scattering theory
By the Jost solutions, we can perform the scattering theory for CMV matrices. We start from considering the zero of
Recall that by Lemma 2.7, W ξ is independent of x.
Proof. For ξ ∈ T\{0, π}, recall that we have λ(−ξ) = λ(ξ). Thus, φ ± (·, −ξ) satisfies (C −e iλ(ξ) )φ = 0 so we have
Since W 0,ξ = 0 for ξ ∈ T \ {0, π}, we have W ξ = 0 and t(ξ) :=
Definition 5.2. We call
the transmission and reflection coefficients respectively.
Proof. First, since ξ ∈ T \ {0, π} we have λ(ξ) ∈ R. By the symmetry (2.8) we see that
. Further by Lemma 3.8, we have
Therefore, we have
Now, by (5.2), (5.3) and (5.6), we have
The nonexistence of embedded eigenvalues can be proved by the existence of Jost solutions. We set E to be the edge of the intervals I 1 , I 2 given in (3.2).
Proof. We only consider λ ∈ I 1 . By the definition of I 1 and λ(ξ) = λ + (ξ), we have I 1 = {λ(ξ) | ξ ∈ T and I 1 ∩ E = {λ(ξ) | ξ = 0, π}. Set ξ be such that λ(ξ) = λ. In both cases, by Proposition 4.4, there exists φ + (x, ξ) which is a solution of (C − e iλ )φ = 0 bounded in x ≥ 0. Now, suppose there exists a solution of (C − e iλ )φ = 0 s.t. φ(x) → 0 as x → ∞. Then, by Lemma 2.7, det(φ + (x, ξ) φ(x)) do not depend on x. Taking x → ∞, we have det(φ + (x, ξ) φ(x)) → 0 as x → ∞. Therefore, det(φ + (x, ξ) φ(x)) = 0 which means φ = cφ + (·, ξ). However, if c = 0, then φ(x) → 0 as x → ∞ so we have φ = 0. By Proposition 2.10, we have the expression of the kernel.
Lemma 5.5. Let ξ ∈ T δ0,≥0 \ {0, π}. Then we have
and continuous in T δ0,≥0 \ {0, π}.
Proof. We only prove the continuity. Notice that for ξ ∈ T \ {0, π}, m ± (·, ξ) are bounded from Proposition 4.4. Therefore, since we have the pointwise limit and a uniform bound for the L 2 x,y norm, the continuity follows from Lebegue dominated convergence theorem.
Remark 5.6. Limiting absorption principle implies the nonexistence of singular continuous spectrum (Proposition 1.1 (i)).
For λ ∈ E, we say λ is a resonance iff there exists a bounded solution of (C − e iλ )φ = 0 (Definition 1.3). The following lemma gives an necessary and sufficient condition for the existence of resonance. For the proof, we follow [10] .
Proof. If W ξ = 0. Then φ + (·, ξ) and φ − (·, ξ) are linearly dependent. By Proposition 4.4, φ ± (·, ξ) is bounded in ±x ≥ 0. Thus, we see that φ + (·, ξ) is bounded. Suppose that there exists nontrivial bounded solution φ of (C − e iλ(ξ) )φ = 0. For contradiction, we assume W ξ = 0. Then, we can express φ = c + φ + + c − φ − by some constants c ± . If c + = 0, we can take φ = φ − , which means φ ± are both bounded in Z ≥0 . If c + = 0, φ and φ − will be linear independent solutions bounded in Z ≤0 . Without loss of generality, we can assume there exists two linear independent solutions φ j (j = 1, 2) bounded in Z ≥0 . Further, we can assume φ j l ∞ (Z ≥0 ) = 1. Now, we set K by Proposition 2.10 with ϕ j replaced by φ j . For x 0 > 0 (chosen later) and given
Here, we have extended ψ to Z ≥x0−1 by setting ψ(x 0 − 1) = 0 (notice that because of (2.3) for x = x 0 , we need ψ(x 0 − 1) in the r.h.s. of (5.8)). Now, by (2.3) and assumption α(·) − α 0 ∈ l 1,1 , there exists v ∈ l 1,1 s.t.
Since, sup x,y≥x0 K(x, y) C 2 →C 2 < ∞, there exists x 0 sufficiently large (independent of φ) s.t.
Therefore, we have a fixed point of Φ φ . For φ ∈ l ∞ (Z ≥x0 ), we denote the fixed point of Φ φ by ψ(φ). Then, ψ is a linear mapping and moreover because
we have
and in particular, it is an injection. Now, if we restrict ψ to the 2 dimensional space which is spanned by φ j (j = 1, 2), we have
where we have used (C − e iλ(ξ) )φ(x) = 0 and the fact that K is the kernel of (C − e iλ(ξ) ) in the second equality. Therefore, ψ maps the solutions of (C − e iλ(ξ) )u = 0 to the solutions of (C 0 − e iλ(ξ) )u = 0 (in the region x > x 0 ). Further, ψ is an injection so (C 0 − e iλ(ξ) )u = 0 has to have 2 dimensional solutions in l ∞ (Z x≥x0 ). However, since it is 1 dimensional, we have a contradiction.
Proposition 5.8. Let α(·) − α 0 ∈ l 1,1 for the generic case and α(·) − α 0 ∈ l 1,2 for the nongeneric case. Then, we have t, r ± ∈ A.
Proof. We divide the proof for the cases W 0 W π = 0 and W 0 W π = 0. The first case is simple. Indeed, by Proposition 4.6, we have W ξ ∈ A. Further, from Lemma 5.1 and the assumption W 0 W π = 0, we have W ξ = 0 for all ξ ∈ T. Therefore, we have W −1 ξ ∈ A (for the properties of Wiener algebra, see [27] ). By (5.5), we have the conclusion in this case.
We now consider the nongeneric case and assume W 0 = 0. By Fourier expansion with respect to the ξ variable, we have
By Proposition 4.6 we have {φ ± (x, n)} n∈Z ∈ l 1,1 . subtracting φ ± (x, 0) we have
Now set
where Ψ ± (x, ·) ∈ A. Now, since W 0 = 0, we have
Now, suppose thatΨ(0) = 0. Then, since Thus, let χ,χ,χ ∈ C ∞ (T) s.t. suppχ ⊂ (−π/4, π/4), suppχ ⊂ (−π/2, π/2),χ(ξ) = 1 inξ ∈ (−π/4, π/4) and suppχ ⊂ T \ (−π/4, π/4). We choose˜χ so thatχ(ξ)Ψ(ξ) +χ(ξ) = 0 for all ξ ∈ T. Then, we have (χ(·)Ψ(·) +χ(·)) −1 ∈ A and
We can do similar argument around ξ = π if W π = 0. Therefore, we have t ∈ A. Similarly, we have r ± ∈ A.
By the regularity of Jost solutions, we can show the finiteness of eigenvalues.
Proof of Proposition 1.4. Since discrete spectrum can only accumulate at the edge of the essential spectrum, it suffices to show this does not happen. Thus, it suffices to show W iδ = 0 and W π+iδ = 0 for 0 < δ < δ 0 for sufficiently small δ 0 (we also have to consider the edge of σ − but it will be the same).
To show W iδ = 0 for the generic case, it is enough to show W · is continuous in T δ0,≥0 for some δ 0 because W 0 W π = 0 in this case. However, the continuity follows from the definition of W ξ , Proposition 4.6 and the fact that A ֒→ L ∞ (T). For the exceptional case, without loss of generality, it suffices to show W ξ is not zero near ξ = 0. By (5.9) and (5.11), we see W ξ = 0 near 0.
Proof of Theorem 1.5
Before the proof of Theorem 1.5, we introduce the van der Corput lemma by Egorova, Kopylova and Teschl [11] . We are now in the position to prove the main theorem of this paper.
Proof of Theorem 1.5. First, as (3.17) by Lemma 5.5, we have We have Without loss of generality, we can assume x ≥ y. Then we have A Proof of Lemma 3.2
We prove Lemma 3.2.
Proof of Lemma 3.2.
We first show cos : T + → C \ [−1, 1] is a biholomorphism. We track the orbit C δ = {cos(s + iδ) | s ∈ R} for δ > 0. Since cos(s + iδ) = cosh δ cos s − i sinh δ sin s, (A. 1) we see that this orbit is an ellipset which circles around [−1, 1] in clockwise direction (when the pameter s is increasing). It is easy to see that cos is a surjection from T + to C \ [−1, 1]. To show that it is an injection, we first claim that for 0 < δ 1 < δ 2 , two orbits C δ1 , C δ2 do not intersect. Suppose cos(s 1 + iδ 1 ) = cos(s 2 + iδ 2 ) for 0 < δ 1 < δ 2 . Then, However, r.h.s. is always larger than 1, which is absurd. Finally, ∂ s cos(s + iδ) = 0 for all s, so we have the claim, since cos is holomorphic, it becomes automatically biholomorphic if it is an injection. We next consider the extension of cos −1 through the cut (−1, 1). Notice that cos maps T +,δ := {z ∈ T + | 0 < Im z < δ} into D δ , where D δ is the open set with the boundary consisting from [−1, 1] and C δ . Therefore, if ξ n → ξ ∈ (−1, 1), for arbitrary δ > 0 we have ξ n ∈ D δ for sufficiently large n and therefore cos −1 ξ n ∈ T +,δ . This implies Im cos −1 ξ n → 0 as n → ∞. Now, assume ξ n → ξ ∈ (−1, 1) and Im ξ n > 0. Set cos −1 ξ n = s n + iδ n . Then, we have δ n → 0. Since Im ξ n > 0, by (A.1), we see −π < s n < 0. By (A.1), we have | Re ξ n − ξ| = | cosh δ n cos s n − ξ|.
Thus, | cos s n − ξ| → 0 as n → ∞ and we have s n → −arccosξ. Therefore we see that cos −1 can be continuously extended to (−1, 1) from above and it becomes R valued in (−1, 1) . By a similar manner we can also continuously extend cos −1 from below. Thus, we can extend cos 
