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1.0 Introduction 
Thunderstorm downbursts are now well known to the wind engineering community and their 
importance for structural design in regions like Eastern Australia has been well documented 
(Holmes, 2002). Despite this fact, relatively little is known about the near surface wind structure of 
these events, particularly the severe events of importance to the wind engineering community. 
Full-scale measurement programs such as NIMROD (Fujita, 1985), JAWS (Fujita, 1985), TOE 
(Gast & Schroeder, 2003), and the Thunderstorm Wind Project in Singapore (Choi, 2004) give an 
account of some aspects of these events. The physical characteristics of downbursts however, i.e. 
small spatial and temporal scales, make them extremely difficult to monitor (if one has the 
resources to do so). To this end several researchers have turned to experimentation, either 
numerical or physical to try to further understand the damaging winds that downbursts often 
produce.  
The bulk of thunderstorm downbursts numerical modelling has previously come from the 
meteorological community whose aim was to reduce the risk these wind events posed to aircraft 
during take-off and landing. The most prominent of these works was by Proctor (1988, 1989) who 
developed an axisymmetric microphysical model driven by the melting of an input profile of water 
in its various forms. Models by Mitchell & Hovermale (1977), Teske & Lewellen (1977), Orf et al. 
(1996, 1999), and Otsuka (2006) are also examples of atmospheric models developed to further 
downburst knowledge. The two papers, Orf et al. (1996, 1999) used a cold source within a dry 
three dimensional domain to drive a downdraft which produced an impinging downdraft flow. The 
cooling source was derived from a three dimensional microphysical cloud model by Straka & 
Anderson (1993). The flow fields created when two downdrafts interacted, as well as the flow field 
created due to varying speeds of source translation were studied. This type of numerical model is 
appealing from a wind engineering perspective as it does not require the computational expense of 
modelling the microphysics involved when moisture is introduced into the simulations, as done by 
Proctor, while still creating an impinging flow field driven by density gradients as is the driving 
force in nature. In the research described herein we implement a model using the same basic 
principal as Orf et al. (1996, 1999) whereby a prescribed cold source is used in a dry numerical 
domain to drive a downdraft. 
This paper presents a numerical downburst model for simulating downburst outflows in the near 
surface region of importance to civil structures. The model downburst created is driven by a 
cooling function, which, along with the model equations are described in Section 2. The model has 
been implemented on both two and three dimensional grids, with the former used when a simple 
stationary downburst was to be modelled and the latter used so that storm translation effects could 
be investigated. For model validation, qualitative comparisons are made with previous work, while 
a quantitative comparison is made with the velocity time history recorded during the Andrews Air 
Force Base (AAFB) microburst (Fujita, 1985). Results for initial studies into the effect of 
topographic features are also presented. 
2.0 The Model 
2.1 Governing equations 
A dry, non-hydrostatic, sub-cloud model has been developed for this study. Model equations are 
given in Eqs 1 to 4 with the continuity equation (Eq.1) being used in the anelastic form, thus 
neglecting compressibility. The model neglects the effect of temperature variation on density, 
except in the buoyancy term, thus implementing the Boussinesq approximations. The model was 
developed in ANSYS CFX 11, with the addition of a potential temperature (θ) transport equation 
(Eq. 3), source terms to the momentum (Eq. 2), and turbulence closure equations for buoyancy. 
Due to the relatively small scale, and the non-specific location of simulations all Coriolis forces 
have been neglected. 
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In Eqs 1 to 4, the subscript, h, has been used to represent the reference atmospheric state based on 
an atmosphere in hydrostatic equilibrium (after Montavon, 1998a). An initial temperature profile is 
supplied which yields, through the ideal gas law, and the definition of θ, profiles for both ρh and 
θh. For all simulations presented in this paper an initial condition of constant θh (adiabatic lapse 
rate) is used. Eq.4 is used to couple Eq.2 and Eq.3 and is derived in Montavon (1998b), again 
based on a Boussinesq type assumption and low Mach number. The equations shown above differ 
in two main ways to standard atmospheric models; 1) they are solved in the flux form, i.e. the 
density term remains in the equations, and 2) in typical atmospheric models the θ (energy), 
continuity and equation of state are used to derive a single non-dimensional pressure equation, 
which replaces the continuity equation and equation of state. Both these differences are 
unavoidable due to the nature of the CFX code; however, each formulation starts from the same set 
of governing equations therefore using the present form should give the same results.  
2.2 Cooling source 
The term Q(x,y,z,t) given in Eq.3 is the cold source used to drive the downdraft. The cold source 
used here is similar to that used in Orf et al. (1996, 1999), Eq.5.  
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Here g(t) is the temporal variation in cold source intensity that ramps to a maximum after 2 
minutes then remains constant. A more intense cold source has been used here than in Orf et al. 
(1996, 1999), (-0.1 K/s instead of -0.03 K/s) so that a stronger downdraft, representative of an 
extreme wind event, would be produced. R is a normalised distance from the centre of the cooling 
source which was set at 2 km above ground level (Orf et al., 1999).  
2.3 Turbulence closure 
The non-steady RANS equations are closed with the Scale Adaptive Simulation (SAS) closure 
scheme of Menter & Egerov (2005). The implementation of the SAS closure scheme is 
advantageous over simply solving the unsteady Reynolds averaged equations with a closure 
scheme designed for steady flow as it switches between the unsteady SST model (Menter, 1994) in 
the near wall region to an LES-like model in the free shear region, if the mesh is fine enough. This 
model, in theory, should give similar results to an LES simulation but without the extremely large 
grid refinement required in the boundary layer that is required for a well modelled LES simulation. 
Previous in-house tests of the SAS model for impinging jet simulation have shown that results 
compare well, in a mean sense, with experimentation, Fig.1. At this stage no additional closure 
schemes have been modelled. 
2.4 Domain discretization 
ANSYS CFX 11 is a vertex-based coupled finite volume solver for the continuity, momentum, and 
energy equations. The numerical scheme uses a co-located pressure based method based on a 
modified Rhie-Chow algorithm to avoid decoupling. The resulting equations are solved using an 
algebraic multi-grid method. Spatial calculations use a 2
nd
 order bounded differencing scheme for 
the convective terms where possible, while a second order backwards Euler scheme is used for the 
transient terms. 
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Fig.1: Velocity time history at z/D~0.02, x/D~1, impulsively started stationary impinging jet 
simulations with the SAS closure scheme. 
The model has been solved on both 2D (axisymmetric) and 3D domains with dimensions of 6 km 
× 4 km, and 9 km × 4 km × 4 km, respectively. The 3D domain uses a symmetry plane through the 
centre of the downdraft. Grid spacing for the 2D cases are isotropic above 250 m with a steady 
increase (vertically) to the isotropic size from a near wall grid spacing of 1 m. A variety of grid 
spacing have been tested, results of which are given in Section 3.2. The 3D grid is constructed in a 
similar fashion to the 2D, however the grid spacing far away from the downdraft itself is non-
isotropic and substantially larger than the region near impingement. In this paper, 3D results are 
based on an isotropic grid spacing of 50 m above 250 m in the near flow region. Although it will 
be shown that this spacing is inadequate for a grid independent solution, the computational savings 
made by using this larger grid were considered more important at this initial stage. Future work in 
3D will use smaller grid dimensions. Tests were conducted to determine a suitable time step and 
the value of 0.5 seconds suggested by Orf et al. (1996) was found to be suitable. 
3.0 Results 
3.1 Flow field 
The simulated stationary downburst is compared with a similar simulation by Orf (1997), Fig.2, 
for validation; both (a) and (b) display results for grid spacing of similar size (~50 m). The same 
large scale features are present in both simulations with a vortex ring leading the diverging 
outflow, followed by a thin wall jet flow, all originating from a downdraft driven by a density 
gradient. Minor differences do appear between the two figures, but due to differing model 
simplifications, closure schemes, surface roughness, and discretization methods; this is not 
completely unexpected. On average however the replication is considered acceptable. 
 
 
 
(a) (b) 
Fig.2: Potential temperature (θ) contour and velocity vector plots for an isolated downburst. 
Contour lines indicate a change in θ of -1/3 K on both figures: (a) Orf (1997), (b) current. 
The radial velocity development for the simulated downburst (same grid as above) is shown in 
Fig.3 for a series of time intervals at an elevation of 5 m. The abscissa in Fig.3 indicates the 
distance from the centre of the cooling source (x), normalised by the approximate downdraft 
diameter (D~1200 m), while the vertical axis is the horizontal velocity (U) normalised by the peak 
downdraft velocity (|Wmin|=38 m/s). A velocity peak at the leading edge of the flow can clearly be 
seen to move radially away from the impingement point while gradually decreasing in magnitude. 
This peak, as has been shown experimentally (Alahyari & Longmire, 1995), is spatially located 
beneath the vortex of the divergent ring vortex. After a specific point in time, in this case t=400s, 
the vortex intensity reduces to a point where it is no longer associated with the maximum velocity 
of the event. After this point the maximum velocity is located in the region 0.5<x/D<1.0 and is 
associated with the steady flow impingement of the downdraft. Similar temporal velocity trends 
close to ground level were shown by both Proctor (1989) and Otsuka (2006) with micro-physically 
driven models. The peak velocity that occurred for this simulation was approximately 55 m/s at a 
radial position of approximately 1500 m (x/D~1.25) leading to a U/|Wmin| ratio of ~1.45 (a slightly 
larger value is calculated for finer grids – refer Section 3.2), which is of the order reported of full-
scale measurements (Hjelmfelt, 1988) and numerical simulations (Proctor, 1989).  
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Fig.3: Horizontal velocity measured at 5 m AGL after the cooling source is initiated. 
3.2 Grid refinement 
Proctor (1988), after a detailed grid refinement study, suggests that a grid spacing of 20 m is 
required to resolve some of the major features of the outflow, particularly the velocity field. This, 
as is explained by (Proctor, 1988), is not unexpected because the simulation is in essence 
averaging values over a grid element, and when gradients are large compared with the element 
size, changes in the averaging length will be significant.  
As Proctor (1988) showed such a peak velocity dependence on the grid spacing, and the fact that 
this study uses a much finer grid scale near the surface, a further grid refinement analysis was 
performed. As discussed in Section 2.4 the 2D grid used for this analysis was split into two 
gridding regions, the near ground region, 0<z/D<0.21 (0 m<z<250 m), and the upper isotropic 
region, 0.21<z/D<3.33 (250 m<z<4000 m). The near ground region was meshed with a gradually 
increasing vertical (z) dimension (beginning with 1 m), and constant horizontal dimension, equal 
to the upper isotropic grid. Varying the size of isotropic grid inherently increased the number of 
grid elements in the lower region. The grid sizes tested were 50 m, 35 m, 20 m and 10 m. All other 
simulation parameters remained the same for each test. Test results showed a distinct increase in 
peak horizontal velocity for decreasing grid size, with the 10 m grid giving a peak velocity almost 
20% larger than the 50 m grid. An increase of 4% from the 35 m grid to the 20 m grid was 
observed, which is in line with the results of Proctor (1988) that showed an increase of 6% from a 
40 m grid to a 20 m grid. When the 20 m grid was halved to 10 m, a further 8% increase in 
velocity was observed (bringing the peak value of U/|Wmin| calculated to ~1.6). Despite this 
knowledge, the increased (perceived) accuracy came with a tripling of computational time which 
unfortunately was not feasible for this early work and the 20 m grid was implemented. Simulations 
with the 10 m grid (or smaller) will however be carried out at later date. 
3.3 Influence of topography 
Previously, the influence of topography on the velocity profile during simulated downburst flow 
has been studied by Selvam & Holmes (1992), Letchford & Illidge (1999) and Wood et al. (2001) 
with an impinging jet, and Otsuka (2006) numerically. In all cases it has been found that the peak 
speed-up over a crest during these events is significantly less than that observed during ABL flow. 
The first three of these authors all dealt with a steady flow impinging jet, while Otsuka (2006) 
looked at the speed up under the leading vortex. Here, the speed-up under the vortex will again be 
studied, but for two different types of topography, a hill and an escarpment, and for two different 
upwind slopes, Φ=0.2 (shallow slope) and Φ=0.5 (steep slope). A single topographic height of 
H/D=0.04 (H=50 m) has been used for all features. These simulations were again axisymmetric 
and the crest of each topographic feature was positioned at x/D=1.25 (x=1500 m). 
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Fig.4: Peak velocity (3 second average) at 5 m AGL due to 
vortex translation over topographic features. 
Fig.5: Topographic multipliers above 
the crest of each feature with the 
design requirement in Standards 
Australia (2002). 
Fig.4 shows the peak, 3 second averaged velocity calculated as the simulated downburst front 
diverged radially. Each peak was taken from a 3 second moving average time history at a series of 
radial points x/D = 0.04 (x=50 m) apart, at an elevation of z/D = 0.004 (z=5 m) above the local 
ground level. The radial velocities are plotted for all four topographic features and also for the flat 
surface baseline case. A distinct peak occurs for all topographic features above the crest with the 
largest peak occurring for the shallow hill and the smallest peak, which is in fact below the 
baseline case, for the steep hill. As the downburst front moves radially towards the topography the 
peak velocities remain the same as the baseline case until approximately 100 m before the rise in 
elevation begins, at which point the peak velocity drops until it reaches a trough at the beginning 
of the feature. This drop in velocity is due to the sudden change in geometry and most likely would 
not be as severe (if at all present) if a smooth transition to the topographic feature was used. Peak 
values then rise to a maximum value over the crest, then in all but the shallow escarpment case, 
produce significantly lower peaks after the crest. An extremely large drop in peak values is seen 
for the steep hill case as the topography drives the vortex up into the air and thus the lower levels 
shown in Fig.4 are in a developing wake region.  
Peak velocities occur over topographic features in ABL flow because the flow depth is so large the 
flow near the surface is essentially confined, thus the only way for flow to move over topography 
is for the streamlines to compress, thus generating a speed-up effect. In the downburst case 
however, a relatively thin flow exist which is unconfined (at least in this ambient environment 
case) from above and thus is able to alter its course without the levels of compression, and 
therefore velocity speed-up, that exist in an ABL flow. For a comparison with speed-up values 
observed for ABL flow, the topographic multipliers for several heights above the crest have been 
plotted along with those from Standards Australia (2002) in Fig. 5. It is evident that the downburst 
speed-up factors are less than those for ABL flow over the same topographical feature. It can in 
fact be seen that above an elevation of approximately 1H the peaks that occur are less than in the 
flat baseline case. 
3.4 3D Simulation 
The model has also been implemented on a 3D grid, and an attempt to simulate the time history 
recorded during the Andrews Air Force Base (AAFB) microburst has been made. Only the gross 
features of the AAFB microburst, as could be ascertained from Fujita, (1985) (i.e. D~1200 m, 
storm translation (Us)~10.5 m/s, open terrain), have been simulated. The cooling function (in all 
aspects) and lapse rate remain as they were for the 2D simulations since no detailed information 
was available. Due to such simplifications only the gross features of the time history were 
expected to be reproduced. Fig. 6 shows the comparison between the numerical simulation and the 
full-scale measurements, both taken at approximately 5 m AGL.  
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Fig.6: Comparison between numerical model and the AFFB microburst time history (Fujita, 1985). 
Between the front and back side peaks a reasonable replication of flow characteristics is observed, 
however the numerical back side peak appears to occur too soon. The region between these two 
peaks (in a temporal sense) is almost solely based on the storm translational speed (Us) and the 
downdraft diameter (D); this therefore suggests that our combination of these two characteristics is 
incorrect. The magnitude of both the front and back side peaks also appear to be too low when 
comparing the full-scale record (in a mean sense), this however could be remedied by using a more 
intense cooling source. What is however abundantly clear, is that the rise in wind speed to the front 
side peak occurs much quicker numerically than the full-scale event. An attempt to remedy this 
will be made in the future by testing the outflow dependence on both spatial and temporal cooling 
function parameters. It should however also be noted that the full-scale event would not have 
occurred under the ideal circumstances of the numerical model, therefore further atmospheric 
information on the AAFB event, i.e. temperature profile and melting level, would assist. 
Fig.7 shows the velocity, potential temperature, and U component velocity profile, along the 
downdraft centre line, for the points in time that the front and the back side peaks occur in Fig.6. 
The measurement location is shown in Fig.7 (a) and (c) and is stationary with time (i.e. like an 
anemometer tower). 
It can be seen from Fig.7 (a) that the translating cooling source cools the ambient air and drives it 
towards the ground. The downdraft in this case no longer impinges the surface at 90° but instead 
the impingement angle is a combination of the vertical forcing due to the density gradient and the 
existing horizontal velocity component. Similar behaviour was shown numerically in Orf & 
Anderson (1999) and at full-scale in Hjelmfelt (1988). In Fig.7 (a) a vortex can be seen to form on 
the back side of the downdraft, but the front side, while showing signs of circulation, does not 
form a distinct vortex. The ambient wind environment appears to aid the vortex development on 
the back side of the downdraft, but hinders development on the front side. The normalised velocity 
profile for the peak winds of this event are shown in Fig.7 (b), the peak winds occur below 
z/D=0.02 (z=20 m) then gradually decrease in magnitude with elevation. At this point in time, 
since there is no defined vortex, no flow reversal is present. This behaviour is also shown by Orf et 
al. (1999) and Hjelmfelt (1988). 
Fig.7 (c) shows the flow field as the downdraft has translated past the measurement position and 
the back side peak occurs (refer Fig.6). The velocity profile for the lower 240 m is shown in Fig.7 
(d). At this point in time the back side vortex has, in a Lagrangian coordinate sense, moved well 
away from the downdraft, however from the perspective of a stationary structure, the vortex has 
barely moved. It appears that the back side vortex will diverge until it can no longer overcome the 
ambient flow at which point it stalls. Fig.7 (c) clearly shows that the back side peak, as shown in 
Fig.6, is based on the steady flowing downdraft, and is not associated with the vortex. It should be 
made clear however that the back side peak is not in fact the peak event velocity that occurs at the 
back side of the downdraft. This event peak occurs near the time of vortex impingement as with 
the front side (Fig.7 (a)), but, at least in this case, is only 60% of the front side peak magnitude. 
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(a) Velocity vector and θ contour for front side peak. (b) Front side peak U profile. 
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(c) Velocity vector and θ contour for back side peak. (d) Back side peak U profile. 
Fig.7: Velocity and potential temperature flow field snapshots, and associated U velocity profiles 
for the lower 240 m; front side (a,b), back side (c,d). 
4.0 Conclusions 
A relatively simple atmospheric downburst model has been developed for simulation of the near 
ground wind field during severe events. To avoid the computational cost of solving the full 
Us = 10.5m/s 
back front 
Measurement 
point 
Measurement 
point 
microphysical situation, the model uses a cooling function to parameterize the downdraft forcing. 
The model has been shown to produce similar results to some more complex atmospheric 
simulations and also to radar observations of full-scale events. Time dependent simulations have 
been carried out for downburst flow over a range of topographic features and an attempt has been 
made to simulate a wind field similar to that which caused the severe AAFB microburst. While 
tests with this model are only in preliminary stages results thus far appear promising. 
5.0 References 
Alahyari, A., & Longmire, E.K., 2005, Dynamics of experimentally simulated microbursts. AIAA 
Journal, 33, 11, 2128-2136 
Choi, E.C.C., 2000, Field measurements and experimental study of wind speed profile during 
thunderstorms, 92, 3-4, 275-290. 
Hjelmfelt, M. R., 1988, Structure and life cycle of microburst outflows observed in Colorado, 
Journal of Applied Meteorology, 27, 900-927. 
Holmes, J.D., 2002, A re-analysis of recorded extreme wind speeds in Region A wind speeds. 
Australian Journal of Structural Engineering, 4, 1. 
Fujita, T.T., 1985, The Downburst – Microburst and Macroburst, The University of Chicago. 
Gast, K.D., & Schroeder J.L., 2003 Supercell rear flank downbraft as sampled in the 2002 
thunderstorm outflow experiment 11
th
 ICWE, Lubbock, Texas pp.2233-2240. 
Letchford, C.W., & Illidge, G., 1999, Turbulence and topographic effects in simulated 
thunderstorm downdrafts by wind tunnel jet, proc. 10
th
 ICWE, Copenhagen 
Menter, F.R., 1994, Two equation eddy viscosity model for engineering application. AIAA 
Journal, 32, 8, 1598-1605 
Menter, F.R., & Egorov, Y, 2005, A scale adaptive simulation model using two-equation models. 
43rd AIAA Aerospace Sciences Meeting and Exhibit. 
Mitchell, K.E., & Hovermale, J.B., 1977, A numerical investigation of the severe thunderstorm 
gust front. Monthly Weather Review, 105, 657-675. 
Montavon, C., 1998a, Validation of a non-hydrostatic numerical model to simulate stratified wind 
flow over complex topography. Journal of Wind Engineering and Industrial Aerodynamics, 74-76, 
273-282 
Montavon, C., 1998b, Simulation of atmospheric flows over complex terrain for wind power 
potential assessment. PhD Dissertation, Lausanne University, EPFL, 363 pages. 
Orf, L.G., Anderson, J.R., & Straka, J.M., 1996, A three dimensional numerical analysis of 
colliding microburst outflow dynamics. Journal of the Atmospheric Sciences, 53, 17, 2490-2511. 
Orf, L.G., 1997, Dynamics of microburst outflow, PhD dissertation, University of Wisconsin-
Madison, 118 pages. 
Orf, L.G., & Anderson, J.R., 1999, A numerical study of travelling microbursts. Monthly Weather 
Review, 127, 1244-1258. 
Otsuka, K., 2006, Effects of topography on the surface wind of an isolated wet microburst. 4
th
 
International Symposium on Computational Wind Engineering, Yokohama, Japan. 
Proctor, F. H., 1988, Numerical simulations of an isolated microburst. Part 1: Dynamics and 
structure. Journal of the Atmospheric Sciences, 45, 21 3137-3160. 
Proctor, F. H., 1989, Numerical Simulations of an Isolated Microburst. Part II: Sensitivity 
Experiments. Journal of the Atmospheric Sciences, 46, 14, 2143-2165. 
Standards Australia, 2002, Structural design actions Part 2: Wind actions, AS/NZS1170.2. 
Selvam, R.P., & Holmes, J.D., 1992, Numerical simulation of thunderstorm downdrafts, Journal of 
Wind Engineering and Industrial Aerodynamics, 44, 2817-2825 
Straka, J.M., & Anderson, J.R., 1993, Numerical simulations of microburst producing storms: 
Some results from storms observed during COHMEX. Journal of the Atmospheric Sciences, 50, 
10, 1329-1348. 
Teske, M.E., & Lewellen, W.S., 1977, Turbulent transport model of a thunderstorm gust front. 
Proceedings of the 10
th
 Conference on Severe Local Storms, Oct 18-21, Omaha, NE. 
Wood, G.S., Kwok, K.C.S., & Motteram, N.A., Fletcher, D.F., 2001, Physical and numerical 
modelling of thunderstorm downbursts. Journal of Wind Engineering and Industrial 
Aerodynamics, 89, 6, 535-552. 
