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1 Introduction
The first coherent Doppler lidars were based on
the C02 laser [1, 2, 3, 4]. More recently, solid
state Doppler lidars have been successfully op-
erated [5, 6, 7]. Coherent Doppler lidar is un-
der consideration for measurements of the global
wind field from space [[3, 8, 9]]. A coherent
Doppler lidar operating at wavelength A can es-
timate the radial component of the velocity v --
._f/2 as a function of range for every transmitted
pulse by estimating the Doppler frequency shift
f. The Probability Density Function (PDF) pro-
vides a complete statistical description of an es-
timator. For the better velocity estimators, the
PDF is characterized by a fraction b of uniformly
distributed bad estimates or random outliers and
a distribution of good estimates centered on the
true mean velocity. Frehlich and Yadlowsky[10]
investigated the performance of mean-frequency
estimators by modeling the distribution of good
estimates as a Gaussian PDF with standard de-
viation g. Approximately universal curves of
performance of velocity estimates (and mean-
frequency estimates) are produced by plotting
the standard deviation g normalized by the sig-
nal spectral width in velocity space wv = Aw/2
versus the parameter (I) -- SNR. M for fixed
.Q = wMTs where w is the signal spectral width,
Ts is the sampling interval of the complex data,
SNR is the Signal-to-Noise Ratio. and M is the
number of complex data points per observation.
is fixed for fixed range resolution and fixed
transmitted pulse length, the typical comparison
case for lidar performance. For shot-noise domi-
nated operation, the parameter • = riHN ,, where
7JH is the heterodyne efficiency (rlu _ 0.4 in the
far field. The far field condition is usually valid
for space-based platforms.) and N, is the aver-
age number of photo-electrons per estimate, q_ is
the average number of coherent photo-electrons
per estimate. The parameter ft is proportional
to the number of independent samples of the sig-
nal per range gate, sometimes called the %peckle
count".
Anderson [11] proposed the Minimum Vari-
ance (MV) or CAPON spectral estimator for
space-based measurements of winds. Assuming
and ft are known, we evaluate the perfor-
mance of the CAPON estimator where the auto-
regressive coefficients up to order p are deter-
mined from the biased covariance estimates and
the Yule-Walker solution [10, 12, 13]. The op-
timal order p and the optimal sampling interval
for estimating the maximum of the spectral esti-
mate S(f) for the CAPON estimator are deter-
mined by minimizing the standard deviation of
the good estimates. Various parameter regimes
will be considered.
2 Typical Parameter Regimes
A variety of parameter regimes relevant to space-
based measurements are evaluated in this paper.
The basic space-based parameters were deter-
mined by the following criteria;
1)A velocity search space vs of 50 rn/s was se-
lected. The sampling interval T_ for complex
data is given by T_ = ,k/(2vs). The sampling
interval for 2 and 10 #m lidar is 20 and 100 ns
respectively.
2)For numerical weather prediction, current
models use a 1 km height resolution. This im-
plies a 1.5 km range cell (line of sight) for typical
satellite scanning geometries. The range resolu-
tion is Ap+Ar where Ap is the distance the pulse
moves per velocity estimate, i.e., Ap = MT_c/2
where c [m/s] is the speed of light. Ar [m] is
the full width half max (FWHM) spatial extent
of the pulse, i.e. Ar = Atc/2 where At Is] is
the FWHM temporal extent of the pulse. A Ap
of 1500m was selected. Since M = 2Ap/(Tsc),
M = 500 and 100 for 2 and 10 pm lidars re-
spectively. For a large Ap the spectral width
w of the returned signal is usually dominated
by wind turbulence. The lidar signal is approx-
imated as a Gaussian with a spectral width in
velocity space w,, of 1 m/s and since w = 2wv/A,
w is 1 and 0.2 MHz for a 2 and 10 pm lidar re-
spectively, ft = wMTs where _t is proportional
to the speckle count. _ = 10.0 and 2.0 for a 2
and 10 t_rn lidar respectively.
Examples of parameter regimes for a 2pro and
10#m LAWS type lidar are shown in Table 1.
2 20 1.0
2 20 1.0
2 20 1.0
10 100 0.2
10 100 0.2
10 100 0.2
1536 512 10.2
768 256 5.1
384 128 2.5
1920 128 2.5
960 64 1.3
480 32 0.6
Table 1. Parameter regime for a typical 2#m
and 10#m LAWS type lidar. A is in #m. Ts is in
ns. w is in MHz. Ap is in m.
Typical lidar parameters for boundary layer
measurements are also of interest. The basic pa-
rameters for the typical boundary layer lidar are
based on the following;
1)50 m/s was selected for the velocity search
space. 2 and 10/_rn was selected for lidar wave-
length A. The sampling time Ts for complex data 2
2
for a 2 and 10 #m lidar is 20 and 100 ns respec- 2
tively. 2
2)The boundary layer is typically 1000 m in
depth. To characterize activity within the layer, 2
2
measurements are usually taken at least every 2
100 m. A range cell length Ap of 48m was se-
lected and M = --2_,c or M = 16.
2
2
For a small Ap the spectral width w of the 2
returned signal is determined by the transmit- 2
t(;d pulse (pulse dominated) and not wind tur- 2
bulence. For a 2 #m example, the FWHM 2
pulse width At is 0.3 ps. The spectral width 2
w (pulse dominated) is w = v/-_2/2/rAt or 2
w = 0.1873/At and f_ = wMTs or l] = 0.2. 10
For very large spectral width w, the velocity 10
search space becomes comparible with w. In this 10
regime the PDF's do not have a uniform layer 10
of outliers and the two parameter model is not 10
valid. The upper bound oil f_ is when the 16a 10
spectral width of the signal approachs the full
velocity search space. For example, for M =
16, 16w < 1/Ts, or wTs <_ 1/16_ therefore f_ =
wMT_ < M/16, or f_ _< 1.
Examples of typical parameter regimes for the
2#m and 10#m boundary layer lidar are shown
ill Table 2.
For a LAWS system, observation of thick
clouds is of interest. Thick clouds generate a sig-
nal sinfilar to a hard target return and the signal
spectral width is determined by the transmitted
pulse.
The basic parameter set for thick cloud obser-
vation using a LAWS type system is determined
as follows;
1)Sampling interval is selected based on a veloc-
ity search space of 50 rn/s and the lidar wave-
length A. The sampling interval 7'8 for 2 and 10
/_rn lidar is 20 and 100 ns respectively.
2)The observation time MTs is determined as a
fraction of the FWHM of the transmitted pulse
At. MTs = kAt; where k is a user defined con-
stant, which is related to _t by _ = k_/_c
or fl=.1873 k. At determines M.
_At
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
100
100
100
100
100
100
16 0.2
16 0.3
16 0.5
16 1.0
32 0.2
32 0.3
32 0.5
32 1.0
32 2.0
32 3.0
64 0.3
64 0.5
64 1.0
64 2.0
64 3.0
10 0.2
10 0.3
16 0.2
16 0.3
16 0.5
16 1.0
Table 2. Parameter regime for a typical 2#m
and 10#m boundary layer lidar. _ is in m. T, is
in ns. At is in/_s. Ap is in m.
This regime is similar to the high SNR small
range gate scenario for boundary layer measure-
ments. The parameter sets for the thick cloud
target with various transmitted pulse widths:
for 2#m (T._=2Ons) and 10pro (Ts=lOOns) ar_
shown in Table 3.
Tables 1 through 3 give the general regimes of
0.30 48
0.20 48
0.12 48
0.06 48
0.60 96
0.40 96
0.24 96
0.12 96
0.06 96
0.04 96
0.80 192
0.48 192
0.24 192
0.12 192
0.08 192
0.94 150
0.62 150
1.50 240
1.00 240
0.60 240
0.30 240
interest. The parameter sets evaluated in this
paper are shown in Table 4.
At
0.20
0.13
0.32
0.20
(}.11
0.64
0.40
(}.24
O.8O
{).47
O.95
2 prn 10 #m
k M _ At k M gt
1.0 10 0.2 1.00 1.0 10 0.2
1.6 10 0.3 0.63 1.6 l0 0.3
1.0 16 0.2 1.60 1.0 16 0.2
1.6 16 0.3 1.00 1.6 16 0.3
2.7 16 0.5 0.59 2.7 16 0.5
_1.0 32 0.2 3.20 1.0 32 0.2
1.6 32 0.3 2.00 1.6 32 0.3
2.7 32 0.5 1.18 2.7 32 0.5
1.6 64 0.3 2.37 2.7 64 0.5
2.7 64 0.5
2.7 128 0.5
Table 3. Parameter regime for typical 2#m and
10/m_, LAWS type lidar observing a thick cloud.
At is in p._.
M o2 05 10 2.0 3.0 7.0 100
l l(J x
16 X
32 X
64
128
512
Table 4. Parameter regimes evaluated in this
l)al)er.
0.3
X
X X X
X X X X X
X X X X X
X X X X X X
X X
3 Velocity Estimator Perfor-
mance
Sinmlations of complex coherent Doppler lidar
data were l)roduced by the method described
in Frehlich and Yadlowsky[10]. This produces
data with a specified auto-covariance function
which is chosen as a Gaussian function defined
by the parameters ¢P, [_, and M [see Eq. (22) of
Ref.[10]]. This is a good approximation for 2#m
coherent lidars[14].
For the CAPON estimator, performance is a
function of both estimator order and oversam-
piing. Oversampling refers to saint)ling the sl)ec-
tral fimction at smaller intervals to improw,, es-
timator accuracy. In velocity space, the sam-
pling interval Av = v_/(M os) where os is the
oversampling, os = 1 means that the spectral
function is sampled with 2_4 data points. The
maximum value of the spectral estimate and the
two closest neighbors are fit to a parabola. The
velocity that produces the peak of the parabola
is selected as the estimate. The value of x that
maximizes f(z) for mfiformly sampled Xk is
f(x2) - f(xo)
Xpeak = Xl + 2(2f(xl) -- f(Xo) -- f(x2))
where x0 is the index of the spectral function to
the left of the peak, Xl is the index of the spec-
tral function at the peak, and x2 is the index of
the spectral function to the right of the peak.
Generally, performance is less sensitive to
oversampling than estimator order. Examples of
oversampling and order sensitivity for M = 32
and f_ = 0.5 are shown in Fig. 1. Performance is
normalized by the minimum standard deviation
of the good estimates for each regime gm,n.
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Figure 1. Estimator i)erformance as a function
of oversampling os and order p for M=32 an(l
ft=0.5. Curves are offset by 0.10. The la error
bars are less than the symbol size.
The technique for determining the optimal es-
timator parameters (p, o._') for given basic pa-
rameters(M. fL _) is to first determine opti-
mal oversampling os with an approximate opti-
mal order, then determine optimal order p us-
ing the oversampling result os. Parameters that
give the best performance within the statistical
limitations of the simulation are considered the
optimal parameters.
For large M with large 12, estimator accuracy
does not improve with oversampling (os = 1 pro-
duces the best performance). For the M = 512
fl = 7.0 and 10.0 cases order sensitivity is com-
puted but oversampling sensitivity is not com-
puted.
The results of each parameter set include: per-
formance as a function of oversampling and or-
der, single realizations of the CAPON spectral
estimates, and PDF's for the velocity estimators
for a subset of cases using optimal estimator pa-
rameters.
4 Potential Uses
The standard deviation of the good estimates
g and the fraction b of uniformly distributed
bad estimates can be used to generate simu-
lated velocity data for a given parameter regime.
To generate velocity data, velocity values are
drawn from one of two random number gener-
ators. The good estimates are represented by a
Gaussian random variable with standard devia-
tion g, while the bad estimates are represented
by a uniform random variable over the velocity
search space vs. Selection of a good or bad es-
timate is based on the parameter b, the fraction
of uniformly distributed bad estimates.
For a LAWS type mission, the final data prod-
uct will be generated from multiple shots in a
resolution cell with a specified scanning configu-
ration e.g. a conical scan[9] . The desired data
product is the average wind vector over the res-
olution cell in 3D. The PDF of any multishot
velocity algorithm can be derived from the sin-
gle shot PDF's using a Monte Carlo analysis.
5 Computational Effort
Computational effort for complex data is shown
in Table 5. Flops are complex floating point
operations[15].
I Multiplications (flops)
Autocorrelation (2M - p)(1 + p)/2
AR coefficients
Yule Walker p2 + p
CMV coefficients p(p + 1)/2
FFT M osLog2(M os)/2
Total(Approx) (M + p)(1 + p)
+M os Log2(M os)/2
Additions (flops)
Autocorrelation (2M - p)(1 + p)/2 + M
AR coefficients
Yule Walker p2 + p
CMV coefficients p(p + 1)/2
FFT M osLog2(M os)
Total(Approx) (M + p)(1 + p) + M
+M os Log2(M os)
Table 5. Computational effort based on estima-
tor order p, oversampling os, and the number of
data points in the range cell M. flops are com-
plex floating point operations.
For a typical 2pro LAWS regime (M = 512,
-- 10.0), the maximum optimal order p is
about 12 and optimal oversampling o_ is 1. Thus
the dominant terms for computational effort are
(2M - p)(1 + p)/2 + MLog2(M)/2 for complex
multiplications and (2M - p)(1 + p)/2 + M +
MLog2(M ) for complex additions.
Computational effort (total of complex mul-
tiplications and additions) for a typical LAWS
regime (M=512, _t=7.0) versus estimator per-
formance is shown in Fig. 2. The solid lines rep-
resent the total computational effort whereas the
dashed lines are the computational effort for the
FFT portion of the estimation routine. For this
case, computational effort is not dominated by
the FFT portion of the estimation routine.
Since computational effort for the CAPON es-
timator depends oil order p, a reduced order re-
duced performance (reduced from optimal) esti-
mator may be of interest for regimes that require
high optimal estimator order p. A reduced order
estimator tends to increase the standard devia-
tion of the good estimates g.
1.50 i l , I
e _=-10
1.40 o ¢=50
_ • _=-1000
1.30 •
j T1.20 #
1.10 6
o
1.00 o
0.90 i I i I I I i
1-10" 2"10" 3"10"
Computational Effort (Flops)
Figure 2. Estimator performance vs. compu-
tational effort for M=512 and _=7.0. Points
on curve refer to performance for different filter
order. Solid curves are the total complex oper-
ations in flops. Dashed curves are the complex
operations (flops for the FFT portion of the es-
timation routine.
Order reduction is considered for cases where g
increases no more than 5% and 10%. Perfor-
mance results due to relaxed estimator order are
included.
6 Results M--10
For this set, performance of the estimator will be
evaluated for the 12=0.2 and 12=0.3 cases. For
larger 12, the signal spectral width becomes com-
parable to the velocity search space.
As oversampling os increases, performance ap-
proaches a constant. Optimal oversampling is
the minimum oversampling where the perfor-
mance does not degrade more than the statistical
variations in the estimates for g. For _=0.2 and
0.3. optimal oversampling os is 3. For the low
(I) cases, oversampling can improve the standard
deviation of the good estimates g for this pa-
rameter regime by up to 20%. Performance vs.
oversampling os for 1_=0.2 and 0.3 are shown in
Fig. 3 and Fig. 4.
There is a tendency for performance to in-
crease with order p to the optimal performance.
then gradually decrease. In addition, optimal or-
der decreases with increasing (I). Estimator order
sensitivity for _=0.2 and 0.3 are shown in Fig. 5
and Fig. 6.
Single realizations of the spectral estimates
can provide insight into the optimal performance
of an estimator. There is a tendency for the
width of the signal spectral peak to increase for
increased (I). Intuitively one might think that
a wider spectrum will produce a larger estima-
tion error g. Results from simulations show that
at large (I) the wider spectral function has less
error and requires less oversampling for optimal
performance. Single realizations of the spectral
estimates for _--0.2 and 0.3 are shown in Fig. 7
and Fig. 8. The tick marks represent a sam-
pling of the spectral estimate with os = 1. The
realizations demonstrate that the oversampling
resolves the peak.
The PDF of the estimators are characterized
by a clump of good estimates and uniformly dis-
tributed bad estimates. The PDF's were mod-
eled by both a single Gaussian component (___)
and a double Gaussian component (--) for the
good estimates. The vertical lines indicate the
boundary region for estimating the standard de-
viation of the good estimates g without assuming
a model for the PDF. The parameters of the PDF
were estimated using a maximum likelihood algo-
rithm on the histograms (ML-PDF)[16]. These
parameters were used to define a region around
the mean velocity that permits an estimate of g
without assuming a model for the PDF.
The bias of the good estimates Av and the la
error bars are also calculated. For most cases the
bias is less than 1/1000 of the standard deviation
of the good estimates g and is not statistically
different than the error bars. This means there
is statistically no significant bias for the good es-
timates. The PDF's for i_=0.2 and 0.3 are shown
in Fig. 9 and Fig. 10. Cases of (I) = 1, 10, 50,
and 1000 are reasonable fits with little bias.
A summary of the performance for the M=IO
and _=0.2 and 0.3 is shown in Fig. 11. A sum-
mary of the optimal order and oversampling is
shown in Fig. 12.
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Figure 3. Performance vs. oversampling os for
M=10 and f_=0.2. Curves are offset by 0.02. la
error bars are less than the symbol size.
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Figure 8. Single realizations of the CAPON
spe(:tral estimates for M=IO and _=0.3 for
(I)= 1,10,50,1000 with optimal estimator parame-
ters as a fimction of frequency index k.
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for (I)= 1,10,50,1000.
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1.6 tor order p with M=10 and fl=0.2 and 0.3 for no
1.4 greater than 5% and 10% degradation (increase}
1.2 in the standard deviation g of the good estimates
1.0 are shown in Fig. 13.
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Figure 11. Performance of the CAPON estima-
tor with M=IO and _=0.2 and 0.3 using optimal
estimator parameters, la error bars are less than
the symbol size. Best fit model is (-).
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Optimal parameters with M=10
and _=0.2 and 0.3.
Reducing the order (from optimal) results in
an increase in the standard deviation g of the
good estimate. The minimum required estima-
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Figure 13. Minimum estimator order p with
M--10 and _]=0.2 and 0.3 for no greater than
5% and 10% increase in the standard deviation
g of the good estimates.
f_ %D
0.2 0.00
0.3 0.00
0.2 0.05
0.3 0.05
0.2 0.10
O.3 0.10
f_ %D
0.2 0.00
0.3 0.00
0.2 O.05
0.3 0.05
O.2 0.10
0.3 0.10
Table 6.
b0 e ? X
7.9381 .9796 1.8497 .7584
9.5469 .9885 2.2648 .6478
7.8439 .9846 1.8447 .7584
9.0815 .9974 2.2010 .6478
7.8968 .9850 1.8650 .7584
9.9245 .9827 2.3456 .6478
go e _ p
199.81 .6870 2.3680 .7554
77.824 .8576 1.5935 .6344
199.81 .6870 2.3680 .7554
77.824 .8576 1.5935 .6344
199.81 .6870 2.3680 .7554
77.824 .8576 1.5935 .6344
Model Fit Parameters for M=10,
9=0.2 and 0.3. Performance for the optimal and
no more than 5% and 10% increase in the stan-
dard deviation g of the good estimates.
The performancecurvesare fitted to empir-
ical models[10]. The parametersb and g/Wv
are modeled as 5(4) = [1 + ( _/b0)a] -_ and
g/w,,(¢) = X[1 + (¢/g0)C] -6 +/_ respectively.
The parameters for optimal (% D=0) and de-
graded (% D=0.05 and % D=0.10) performance
are listed in Table 6. Model fits are shown as the
solid lines for every performance curve.
7 Results M----16
16
For this set, performance of the estimator will be
evaluated for the f_=0.2, 0.3, 0.5, 1.0 cases.
Performance vs. oversampling os is shown in
Appendix A, Fig. A1 - A4. Performance vs. or- 1
der p is shown in Appendix A, Fig. A5 - A8.
0
Single realizations of the spectral estimates are
shown in Appendix A, Fig. A9 - A12. The PDF's
are shown in Appendix A, Fig. A13 - A16.
A summary of the performance for the M=16
and f_=0.2,0.3,0.5, and 1.0 is shown in Fig. 14.
A summary of the optimal order and oversam-
piing is shown in Fig. 15. 12
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Figure 14. Performance of the CAPON esti-
mator with M=16 and f_=0.2, 0.3, 0.5, and 1.0
using optimal estimator parameters, la error
bars are less than the symbol size.
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Figure 15. Optimal parameters with M=16
and f_=0.2, 0.3, 0.5, and 1.0.
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Figure 16. Minimum estimator order p with
M--16 and f_=0.2, 0.3, 0.5. and 1.0 for no greater
than 5% and 10% increase in the standard devi-
ation g of the good estimates.
9
The minimum required estimator order p with
M=16 and 12=0.2,0.3, 0.5 and 1.0 for no greater
than 5% and 10% degradation (increase) in the
standard deviation g of the good estimates are
shown in Fig. 16.
The model parameters for optimal (% D=0)
and degraded (% D=0.05 and % D=0.10) per-
formance are listed in Table 7. Model fits are
shown as the solid lines in Fig. 14.
f_ %D b0 a "_
0.2 0.00 8.2488 1.0338 1.7358
0.3 0.00 9.0784 1.0654 2.0114
0.5 0.00 10.759 1.0935 2.5561
1.0 0.00 15.860 1.1228 4.0381
0.2 0.05 7.7098 1.0484 1.6617
0.3 0.05 8.9319 1.0710 2.0077
0.5 0.05 11.164 1.0862 2.6444
1.0 0.05 23.727 1.0766 5.5904
0.2 0.10 7.6513 1.0457 1.6538
0.3 0.10 9.3928 1.0575 2.0820
0.5 0.10 10.879 1.0885 2.6020
1.0 0.10 24.253 1.0735 5.6868
fl %D go e (f p
0.2 0.00 67.5253 .7032 1.2938 .7337
0.3 0.00 59.6000 .8039 1.3699 .6164
0.5 0.00 35.7440 .8889 1.3207 .5004
1.0 0.00 25.8000 1.1844 1.2049 .3832
0.2 0.05 67.5253 .7032 1.2938 .7337
0.3 0.05 59.6000 .8039 1.3699 .6164
0.5 0.05 35.7440 .8889 1.3207 .5004
1.0 0.05 25.8000 1.1844 1.2049 .3832
0.2 0.10 67.5253 .7032 1.2938 .7337
0.3 0.10 59.6000 .8039 1.3699 .6164
0.5 0.10 35.7440 .8889 1.3207 .5004
1.0 0.10 25.8000 1.1844 1.2049 .3832
Table 7. Model Fit Parameters for M=16,
_=0.2, 0.3, 0.5 and 1.0. Performance for the op-
timal (%D=0.0) and no more than 5% and 10%
increase in the standard deviation g of the good
estimates.
Performance vs. oversampling os is shown in
Appendix B, Fig. B1 - B5. Performance vs. or-
der p is shown in Appendix B, Fig. B6 - B10.
Single realizations of the spectral estimates are
shown in Appendix B, Fig. Bll - B15. The
PDF's are shown in Appendix B, Fig. B16 - B20.
A summary of the performance for the M=32
and fl=0.2, 0.3, 0.5, 1.0, 2.0, and 3.0 is shown
in Fig. 17. A summary of the optimal order and
oversampling is shown in Fig. 18.
X
.7490
.6659
.6362
.6143
.7490
.6659
.6362
.6143
.7490
.6659
.6362
.6143
8 Results M----32
For this set, performance of the estimator will be
evaluated for the f_=0.2, 0.3, 0.5, 1.0, 2.0, and
3.0 cases.
10
10 0 101 10 2 10 3
Figure 17. Performance of the CAPON esti-
mator with M=32 and 12=0.2, 0.3, 0.5, 1.0, 2.0,
and 3.0 using optimal estimator parameters, la
error bars are smaller than the symbol size.
The minimum required estimator order p with
M=32 and _=0.2 , 0.3, 0.5, 1.0, 2.0, and 3.0 for
no greater than 5% and 10% degradation (in-
crease) in the standard deviation g of the good
estimates are shown in Fig. 19.
The model parameters for optimal (% D=0)
and degraded (% D=0.05 and % D=0.10) per-
formance are listed in Table 8. Model fits are
the solid lines shown in Fig. 17.
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Figure 18. Optimal parameters with M=32
and _=0.2, 0.3, 0.5, 1.0, 2.0, and 3.0. For 12 > 1,
o._=l. For _ = 0.2 and 0.5, os=2.
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Figure 19. Minimum estimator order p with
M=32 and t_=0.2, 0.3, 0.5, 1.0, 2.0 and 3.0 for
no greater than 5% and 10% increase in the stan-
dard deviation g of the good estimates.
%D
0.2 3.00
0.3 3.00
0.5 3.00
1.0 :).00
2.0 3.00
3.0 3.00
0.2 3.05
0.3 3.05
0.5 3.05
1.0 0.05
2.0 0.05
3.0 0.05
0.2 0.10
0.3 0.10
0.5 0.10
1.0 0.10
2.0 0.10
3.O 0.10
%D
0.2 0.00
0.3 0.00
0.5 0.00
1.0 0.00
2.0 0.00
3.0 0.00
0.2 0.05
0.3 0.05
0.5 0.05
1.0 0.05
2.0 0.05
3.0 0.05
0.2 ).10
0.3 0.10
0.5 0.10
1.0 0.10
2.0 }.10
3.0 O.10
Table 8.
bo a 7
8.5182
9.2911
11.488
17.461
53.837
106.39
8.3578
8.9662
11.832
18.075
44.794
127.13
8.2038
9.0809
11:940
18.239
44.427
127.18
1.0979
1.1373
1.1614
1.1849
1.1454
1.1311
1.1038
1.1434
1.1541
1.1784
1.1657
1.1245
1.1109
1.1380
1.1494
1.1746
1.1664
1.1245
1.5455
1.7642
2.3403
3.8698
12.015
24.643
1.5246
1.7283
2.4022
4.O029
10.196
29.445
1.5136
1.7453
2.4213
4.0351
10.121
29.4586
go e
.4027
.6048
.7727
1.0551
1.3774
1.6891
.4027
.6048
.7727
1.0551
1.3774
1.6891
.4027
.6048
.7727
1.0551
1.3774
1.6891
14890.4
84.4809
33.8113
18.544
14.1141
18.6496
14890.4
84.4809
33.8113
18.544
14.1141
18.6496
14890.4
84.4809
33.8113
18.544
14.1141
18.6496
9.3678
1.7585
1.3989
1.0714
.8169
.7894
9.3678
1.7585
1.3989
1.0714
.8169
.7894
9.3678
1.7585
1.3989
1.(1714
.8169
.7894
X
.8411
.7203
.6790
.6920
.7178
.6506
.8411
.7203
.6790
.6920
.7178
.6506
.8411
.7203
.6790
.6920
.7178
.6506
P
.7309
.6077
.4927
.3664
.2729
.2385
.7309
.6077
.4927
.3664
.2729
.2385
.7309
.6077
.4927
.3664
.2729
.2385
Model Fit Parameters for M=32,
t_=0.2, 0.3, 0.5, 1.0, 2.0, and 3.0. Performance
for the optimal (%D=0.0) and no more than 5%
and 10% increase in the standard deviation 9 of
the good estimates.
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9 Results M--64
For this set, performance of the estimator will
be evaluated for the f_=0.3, 0.5, 1.0, 2.0, and 3.0
cases.
Performance vs. oversampling os is shown in
Appendix C, Fig. C1 - C5. Performance vs. or-
der p is shown in Appendix C, Fig. C6 - C10.
Single realizations of the spectral estimates are
shown in Appendix C, Fig. Cll - C15. The
PDF's are shown in Appendix C, Fig. C1'6 - C20.
A summary of the performance for the M=64
and 12=0.3, 0.5, 1.0, 2.0, and 3.0 is shown in
Fig. 20. A summary of the optimal order and
oversampling is shown in Fig. 21.
The minimum required estimator order p with
M=64 and _=0.3 , 0.5, 1.0, 2.0, and 3.0 for no
greater than 5% and 10% degradation (increase)
in the standard deviation g of the good estimates
are shown in Fig. 22.
0.0
10 o 10 + 10 2 10 3
(1)
Figure 20. Performance of the CAPON esti-
mator with M--64 and f/=0.3, 0.5, 1.0, 2.0, and
3.0 using optimal estimator parameters. 1or error
bars are smaller than the symbol size.
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Figure 21. Optimal parameters with M=64
and 12=0.3, 0.5, 1.0, 2.0, and 3.0. For fl _> 1,
os=l. For 12=0.3 and 0.5, os=2.
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Figure 22. Minimum estimator order p with
M=64 and 12=0.3, 0.5, 1.0, 2.0 and 3.0 for no
greater than 5% and 10% increase in the stan-
dard deviation g of the good estimates.
Tile model parameters for optimal (% D=0) and
degraded (% D=0.05 and % D=0.10) perfor-
12
mance are listed in Table 9. Model fits are the
solid lines shown in Fig. 20.
12 %D b0 a 7
0.3 D.00 10.2501 1.2046 1.6675
0.5 9.00 11.5370 1.2611 2.0474
1.0 [}.00 16.9486 1.2893 3.3184
2.0 [}.00 40.5676 1.2496 8.5421
3.0 [}.00 146.179 1.2057 34.370
0.3 3.05 9.6026 1.2183 1.5856
0.5 [}.05 11.5969 1.2543 2.0654
1.0 [}.05 17.3629 1.2801 3.3904
2.0 9.05 41.8824 1.2443 8.8181
3.0 3.05 124.096 1.2052 28.291
0.3 3.10 9.3103 1.2252 1.5481
0.5 3.10 11.8990 1.2413 2.1025
1.0 3.10 17.0985 1.2775 3.3235
2.0 ).10 46.1708 1.2318 9.6375
3.0 3.10 531.599 1.1839 145.576
%D g0 e (f
0.3 3.00 143.728 .5585 2.1787
0.5 3.00 40.6733 .6417 1.6238
1.0 3.00 11.8538 1.1825 .7792
2.0 3.00 12.3691 1.3978 .7169
3.0 3.00 11.9501 1.7884 .5551
0.3 3.05 143.728 .5585 2.1787
0.5 3.05 40.6733 .6417 1.6238
1.0 3.05 11.8538 1.1825 .7792
2.0 0.05 12.3691 1.3978 .7169
3.0 0.05 11.9501 1.7884 .5551
0.3 0.10 143.728 .5585 2.1787
0.5 0.10 40.6733 .6417 1.6238
1.0 0.10 11.8538 1.1825 .7792
2.0 0.10 12.3691 1.3978 .7169
3.0 0.10 11.9501 1.7884 .5551
Table 9. Model Fit Parameters for
X
.6839
.7069
.6997
.7208
.7258
.6839
.7069
.6997
.7208
.7258
.6839
.7069
.6997
.7208
.7258
#
.6095
.4871
.3593
.2625
.2183
.6095
.4871
.3593
.2625
.2183
.6095
.4871
.3593
.2625
.2183
M=64,
[}=0.3. 0.5.1.0, 2.0. and 3.0. Performance for the
optimal (no more than 5% and 10% increase in
the standard deviation g of the good estimates.
10 Results M--128
For this set, performance of the estimator will
be evaluated for the fl=0.5, 1.0, 2.0, 3.0, and 7.0
cases.
Performance vs. oversampling os is shown in
Appendix D, Fig. D1 - D5. Performance vs. or-
13
der p is shown in Appendix D, Fig. D6 - D10.
Single realizations of the spectral estimates are
shown in Appendix D, Fig. Dll - D15. The
PDF's are shown in Appendix D, Fig. D16 - D20.
A summary of the performance for the M= 128
and 12=0.3, 0.5, 1.0, 2.0, and 3.0 is shown in
Fig. 23. A summary of the optimal order and
oversampling is shown in Fig. 24.
The minimum required estimator order p with
M=128 and 1_=0.3 , 0.5, 1.0, 2.0, and 3.0 for no
greater than 5% and 10% degradation (increase)
in the standard deviation g of the good estimates
are shown in Fig. 25.
The model parameters for optimal (% D=0)
and degraded (7o D=0.05 and _o D=0.10) per-
formance are listed in Table 10. Model fits are
the solid lines shown in Fig. 23.
0.0
10o 101 102 103
0
Figure 23. Performance of the CAPON esti-
mator with M=128 and 1_=0.5, 1.0, 2.0, 3.0, and
7.0 using optimal estimator parameters, la error
bars are smaller than the symbol size.
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Figure 24. Optimal parameters with M=128
and f_=0.5, 1.0, 2.0, 3.0, and 7.0. For 12 > 1,
os=l. For _=0.5, os=2.
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Figure 25. Minimum estimator order p with
M=128 and _]=0.5, 1.0, 2.0, 3.0 and 7.0 for no
greater than 5% and 10 % increase in the stan-
dard deviation g of the good estimates.
fl %D
0.5 3.00
1.0 9.00
2.0 9.00
3.0 9.00
7.0 D.O0
0.5 9.05
1.0 9.05
2.0 9.05
3.0 ).05
7.0 9.05
0.5 ).10
1.0 9.10
2.0 9.10
3.0 }.10
7.0 }.10
fl %D
0.5 9.00
1.0 0.00
2.0 0.00
3.0 020
7.0 0.00
0.5 0.05
1.0 O.O5
2.0 0.05
3.0 0.05
7.0 0.05
0.5 0.10
1.0 0.10
2.0 0.10
3.O 0.10
7.0 0.10
Table 10.
_=0.5, 1.0,
bo a 7
12.0831
16.4936
34.3710
67.3247
886.873
11.8024
16.3219
37.2563
54.9006
1039.27
11.5259
17.0047
39.6903
53.1581
1026.83
1.3615
1.4240
1.3789
1.3519
1.2707
1.3638
1.4124
1.3622
1.3507
1.2678
1.3682
1.3956
1.3543
1.3455
1.2704
1.8761
2.8733
6.6881
14.6471
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349.622
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2.9235
7.7813
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348.030
go e
.6417
1.2783
1.4301
1.6436
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.6417
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13.2728
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.6542
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.5521
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X
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.7308
.7593
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#
.4927
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.2598
.2142
.1449
.4927
.3590
.2598
.2142
.1449
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.3590
.2598
.2142
.1449
Model Fit Parameters for M=128,
2.0, 3.0, and 7.0. Performance for
the optimal (%D=0.0) and no more than 5% and
10% increase in the standard deviation g of the
good estimates.
II Results M--512
For this set, performance of the estimator will be
evaluated for the f_=7.0 and 10.0 cases.
Performance vs. order p is shown in Appendix
E, Fig. E1 - E2. Single realizations of the spec-
tral estimates are shown in Appendix E, Fig. E3
- E4. The PDF's are shown in Appendix E,4
Fig. E5 - E6.
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Figure 26. Performance of the CAPON esti-
mator with ,_//=512 and _t=7.0 and 10.0 using
optimal estimator parameters, la error bars are
smaller than the symbol size.
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Figure 28. Minimum estimator order p with
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Figure 27. Optimal parameters with M=512
and _=7.(} and 10.(}. For _ _> 7, os=l.
the good estimates g.
_ %D
7.0 3.00
10.0 3.00
7.0 3.05
10.0 :}.05
7.0 3.10
10.0 3.10
f_ %D
7.0 3.00
10.0 3.00
7.0 3.05
10.0 ).05
7.0 ).10
10.0 D.10
Table
bo (_ "y
885.17
1188.4
918.63
1350.2
870.84
1000.8
1.5233
1.5060
1.4978
1.4970
1.4904
1.4840
526.17
687.78
502.95
812.28
447.34
492.19
90 _
2.0414
2.3502
2.0414
2.3502
2.0414
2.3502
12.9353
14.7845
12.9353
14.7845
12.9353
14.7845
.4662
.4090
.4662
.4090
.4662
.4090
X
.8025
.7857
.8025
.7857
.8025
.7857
.1428
.1206
.1428
.1206
.1428
.1206
11. Model Fit Parameters for M=512,
_=7.0 and 10.0. Pertbrman(:e fox" the optimal
(%D=0.0) and no more than 5% and 10% in-
crease in the standard deviation g of the good
estimates.
A summary of the performance for the M=512
and [_=7.0 and 10.0 is shown in Fig. 26. A sum
mary of the ot)timal order and oversampling i_
shown in Fig. 27.
The minimum required estimator order p with
15
M--512 and f_=7.0 and 10.0 for no greater than
5% and 10% degradation (increase) in the stan-
dard deviation g of the good estimates are shown
in Fig. 28.
The model parameters for optimal (% D=0)
and degraded (% D=0.05 and % D=0.10) per-
formance are listed in Table 11. Model fits are
the solid lines shown in Fig. 26.
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Figure B2. Performance vs. oversampling os
for M=32 and f_=0.3. Curves are offset by 0.05.
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Figure BT. Performance vs. order p for M=32
and _=0.2. Curves are offset by 0.05. la error
bars are less than the symbol size.
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Figure B8. Performance vs. order p for M=32
and f_=0.3. Curves are offset by 0.05. la error
bars are less than the symbol size.
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I I I
/
,.__._.__,.---------
.___._.----.
J o 4)=_11 OSJ=l
o 4)=2 os=l
• 4)--3 os:l
• 4)=4 os:l
• 4)=5 os=l
• 4)=10 os=l
• (1)=-20 os=l
• 4>=-50 os=l
o d)=-lO0 os=l
o 4)=-200 os=l
• _=-1000 os=l
_=-1
I I I J I
2 3 4 5 6 7
P
Performance vs. order p for
and 1_=0.5. Curves are offset by 0.05. la error M=32 and _=2.0. Curves are offset by 0.10.
bars are less than the symbol size. la error bars are less than the symbol size.
130
1.65
1.60
1.55
1.50
1.45
1.40
•_ 1.35
_ 1.3o
1.25
1.20
1.15
1.10
1.05
1.00
0.954 I
. , I ' I , 'o _)=_11 ' OSl=l '
o 4)=2 os=l
* 4)=-3 os=l
4)=4 os=l4)=5 os=l
• 4)=-10 os=l
i 4)=-20 os=l4)=-50 os=l
4)=-100 os=l
a 4)=-200 os=l
• 4)=1000 os=l
I J I I I t I t I I I t
2 4 6 8 10 12
P
Figure B10.
14
1.70. I ]
1.65
1.00
1.55
1.50
1.45
1.40
-| 1.35
_1.30
1.25
1.20
1.15
1.10
1.05
1.00
I
0.95_ 1
Performance vs. order p for Figure B12.
I o dJ=-I dS=l
a 4)=-2 05=1
• 4)=-3 os=l
• 4)=-4 os=l
• _=-5 os=l
• 4)=10 os=l
• 4)=-20 o5=1
• 4)=-50 os=l
o 4)=-100 os=l
[] _=-200 os=l
• 4)=-1000 o5=1J
I I I I
2 3 4 5
P
Performance vs. order p for
M=32 and _1=1.0. Curves are offset by 0.05. M=32 and _=3.0. Curves are offset by 0.10.
la error bars are less than the symbol size. la error bars are less than the symbol size.
23
1.2
1.0
._ 0.8
0.6
.._ o.4
m O.2
0.0
, I , i , r , I , I , I , I , 1.2
v 0-41
(/) 0.2 I
I i J I I * I I i I I , I , _ 0.0' • , i , I A I i I i I i I i I i 7
1.o ,,=,o t ;..,o:A  ,=1o p=,o
0.6 = ="o., o::
o.2 _" o.2
" , I , I , I , I , I i I ' I , J 0.0 I" , i . I i I , I i I i I i I i -I
-I
_.0 _-50 h p=fl I _-"°.SL- os=2 / \ rr,=0.4872 -_o.0 _ L A t
o.o , , , , , , , , , , , , , , , -, o.21-,, ,--_, I, i ,-_, i, i ,--I
_i°Io.o.O-o... .. _
0.0 , I , I i I , I , I , I .... I , I , I , I i I , I I O'OL", I , I , I i I i i i I , I , I , I , I i I , [ i I i J i | i
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
frequency index k
Figure B13. Single realizations of the CAPON
spectral estimates for M=32 and 12=0.2 for
= 1,10,50,1000 with optimal estimator parame-
ters as a function of frequency index k.
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spectral estimates for M=32 and _=0.3 for
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ters as a function of frequency index k.
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Figure B15. Single realizations of the CAPON
spectral estimates for M=32 and f_=().5 for
= 1,10,50,1000 with optimal estimator parame-
ters as a function of frequency index k.
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Figure B16. Single realizations of the CAPON
spectral estimates for M=32 and _=i.0 fon
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ters as a function of frequency index k.
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Figure B18. Single realizations of the CAPON Figure B20. PDF of the Velocity Estimates
spectral estimates for M=32 and _=3.0 for using the CAPON estimator with M=32 and
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ters as a function of frequency index k.
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Appendix C, M=64
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Figure C1. Performance vs. oversampling os
for M=64 and f_=0.3. Curves are offset by 0.05.
la error bars are smaller than the symbol size.
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Figure C2. Performance vs. oversampling os
for M=64 and _2=0.5. Curves are offset by 0.05.
la error bars are smaller than the symbol size.
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50
1.70
1.55
1.50i
1.551
1.60
1.55
1.50
1.45
1.40
1.35
_1.30
1.25
a ¢---2 0S:2
• _--3 05:2
• d)=-4 0S:2
• (1_=-5 0S:2
• (1)=-10 0S:2
• 4)=-20 os=2
• (1>=-50 0S:2
o d)=-lO0 os:2
a 4>=-200 os=2
• (1>=-1000 os=2
1.25
1.20
1.15
1.10
1.05
1.00
0.950
4)=-1
10 20 30 40 50
P
Figure C7. Performance vs. order p for M--64
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Figure C8. Performance vs. order p for M=64
and f_=l.0. Curves are offset by 0.05. la error
bars are less than the symbol size.
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Figure C9. Performance vs. order p for M=64
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Figure C10. Performance vs. order p for
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Figure Cll. Single realizations of the CAPON
spectral estimates for M=64 and ft=0.3 for
• = 1,10,50,1000 with optimal estimator parame-
ters as a function of frequency index k.
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Figure C12. Single realizations of the CAPON
spectral estimates for M=64 and _=0.5 foe
eP--1,10,50,1000 with optimal estimator parame-
ters as a function of frequency index k.
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Figure C13. Single realizations of the CAPON
spectral estimates for M=64 and D=I.0 for
(I)= 1,10,50,1000 with optimal estimator parame-
ters as a function of frequency index k.
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Figure C14. Single realizations of the CAPON
spectral estimates for M=64 and _=2.0 for
(P= 1,10,50,1000 with optimal estimator parame-
ters as a function of frequency index k.
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Figure C15. Single realizations of the CAPON
spectral estimates for M=64 and 1_=3.0 for
(I)=1,10,50,1000 with optimal estimator parame-
ters as a function of frequency index k.
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Appendix D, M----128
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for M=128 and 12=1.0. Curves are offset by 0.05.
(lcr error bars).
1.48|
1.441
1.401
1.361
1.32 I
1.28 I
| 1.241
1.201
1.161
1.121
1.081
1.041
1.001
i
!
0.96(
_ ' _ o _¢=1 ' p=_2
[] ¢=2 p=10
* 4)=-3 p=10
o 4)=-4 p=10
= = = -- • (IP--5 p=10
• ¢=10 I)=9
" ¢=20 p=8
• ¢=50 p=6
o d_-lO0 p=4
[] _'-2 O0 1:)=4
= = = = " ¢=1000 p=2
"P "P "Y" 1"
I I T _'6"
T T T T
.L J. J. J.
T T T T
J- I J. .I.
I I I I
I I I I
III I
i i i I
1 2 3 4
O$
¢=-1
I I I
5 6 7
Figure D4. Performance vs. oversampling os
for M=128 and f/=3.0. Curves are offset by 0.05.
(la error bars).
32
1.48
1.44
1.40
1.36
1.32
1.28
1.24
1.20
1.16
1.12
1.08
1.04 I1.00
0.96_
' ' ' ' o'¢=_1 w p=_2
o 4)=2 p=lO
A ¢--3 p=lO
+ 4)---4 p=lO
-- --- = = • ¢=-5 p=lO
• @=10 p=l
• ¢--20 p=8
• 4)--50 p=6
o ¢=-100 p=4
" 4)=200 p=4
• 4)=1000 I)=2
I I I
1 2 3 4 5 6 7 8
08
1.6_
1.60
1.55
1.50
1,45
1.40
1.35
_1.30
1.25
1.20
1.15
Figure D5. Performance vs. oversampling os
for M=128 and fl=7.0. Curves are offset by 0.05.
la error bars are less than the symbol size.
1.7{ ' ' ' _ ' ' 'o 4;=-1 ' ClS=2'
a 4):2 os:2
• 4)--3 os:2
+ 4)=4 os:2
_ • _:-5 os:2• ¢=-10 =
_ • (I)=-20 os:2
_n_ ' ¢=-50 OS=2
-qW o 4)=-100 os=2
% a ¢--200 OS:2
• ¢=-1000 os=2
1.101.05
1.00 4):-I
0.950 , I , I J I , I J I l20 40 60 80 100 120
P
Figure D6. Performance vs. order p for
M=128 and fl=0.5, Curves are offset by 0.10.
la error bars are less than the symbol size.
1.70
1,65
1.60
1.55
1.50
1.45
1.40
-_ 1.35
_1.30
a ¢=-2 os:l
• _--3 os:l
o (_--4 os:l
• _=-5 os:l
• ¢=-10 os:l
• ¢--20 os:l
• 0--50 os:l
o 4)=-100 os=l
a 0--200 OS:I
• (_-1000 os:l
1.25
1.20
1.15
1.10
1.05
1.00
0"950 10 20 30 40
P
Performance vs.Figure DT.
M=128 and fl=l.0. Curves are offset by 0.10.
la error bars are less than the symbol size.
2.40 .... '''''''''''' '_ _-1''' _s_l ' '
¢=-1
50 60 70
order p for
2.30
2.20
2.10
2.00
1.90
1.80
| 1.70
_1.60
1.50
1.40
1.30
1.20
1.10
1.00
0.90 28
a ¢=2 os=l
• _=-3 os=l
* (I>-4 os=l
• ¢=-10 os=l
• 4)=-20 os:l
• ¢=-50 os:l
o ¢:-100 os=l
" 0--200 os:l
• 4)=-1000 os:l
4 8 12 16 20 24
P
Figure D8. Performance vs. order p for
M=128 and _=2.0. Curves are offset by 0.10.
la error bars are less than the symbol size.
33
2.40
2.30
2.20
2.10
2.00
1.90
1.80
•_. 1.70
O_
"_ 1.so
1.50
1.40
1.30
1.20
1.10
1.00
0.90
Figure D9. Performance vs. order p for Figure Dll. Single realizations of the CAPON
M=128 and _=3.0. Curves are offset by 0.10. spectral estimates for M=128 and _=0.5 for
la error bars are less than the symbol size. (I)=1,10,50,1000 with optimal estimator parame-
2.40
2.30
2.20
2.10
2.00
1.90
1.80
•_ 1.70
1.50
1.40
1.30
1.20
1.10
1.00
0.90
' ' ' ' ' o _=1 ' oe=_
a @=2 os=l
A @=3 os=l
0 4)=-4 oe=l
• @=-5 os=l
• @=10 os=l
• @=20 os=l
* @=50 os=l
o @=100 os=l
a @=200 os=l
A @=1000 os=l
i I i I i I i I
2 4 6 8
P
Figure D10. Performance vs. order p for
ters as a function of frequency index k.
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Appendix E, M--512
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Figure El. Performance vs. order p for M=512
and _=7.0. Curves are offset by 0.05. (la error
bars).
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Figure E2. Performance vs. orderp for M=512
and _=10.0. Curves are offset by 0.05. (la error
bars).
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Figure E3. Single realizations of the CAPON
spectral estimates for M--512 and _--7.0 for
(I)=2,10,50,1000 with optimal estimator parame-
ters as a function of frequency index k.
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