1. A model has been proposed of picrotoxin-induced hippocampal in vitro afterdischarges; it depends critically upon a-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid (AMPA) and N-methyl-D-aspartate (NMDA) receptors in the recurrent excitatory connections between pyramidal neurones, and upon the ability of pyramidal neurones to generate bursts at about 10 Hz when their dendrites are sufficiently depolarized.
INTRODUCTION
A fundamental question in epilepsy research concerns the relation between an interictal event (synchronized neuronal firing that is restricted in both time and space) and an ictal event (synchronized firing that is extensive in both time and space). We may consider two possibilities: (1) an interictal-ictal transition occurs when the same abnormalities permitting the interictal event become more severe (allowing temporal extension in a local population), and more widespread (allowing spatial extension); or (2) tissue that is abnormal in a way permitting interictal events is also abnormal in a way that permits non-synaptic epileptogenesis (Haas & Jefferys, 1984; Taylor & Dudek, 1984) , or that permits re-entrant behaviour around long neuronal loops (Pare, de Curtis & Llinas, 1992) . We shall restrict this paper to a special case of the first of these possibilities.
The disinhibited CA3 region of the hippocampal slice offers one experimental tool for analysis of the interictal-ictal transition. At least some extension in time (upwards of 0 5 s) can occur in 1000-neurone minislices (Miles, Wong & Traub, 1984) , wherein an initial synchronized neuronal burst is followed by an after-discharge, a series of repeating synchronized bursts. Extension in space occurs, in that the initial burst and the later (secondary) bursts propagate across the CA3 region, both at about 0-13 m s-1 in transverse slices (Knowles, Traub & Strowbridge, 1987) , significantly more slowly than CA3 axon conduction velocity, about 0-5 m s- (Andersen, Silfvenius, Sundberg, Sveen & Wigstrom, 1978;  Grinvald, Manker & Segal, 1982; Knowles et al. 1987; Miles, Traub & Wong, 1988) .
In analysing the spatial pattern of an after-discharge, we may build on two 268 PROPAGATION OF AFTER-DISCHARGES previous results. First is the spatial pattern of the propagating initial burst in the longitudinal CA3 slice of the guinea-pig (Miles et al. 1988) . In this preparation it was shown that a compound intracellular EPSP diminished with distance from a fixed extracellular stimulating electrode, over a distance of several millimetres. This suggested that, on average, recurrent excitatory axons were spatially restricted. A model of the longitudinal slice was constructed in which the probability of excitatory connection between pyramidal neurones declined with the distance between the neurones. This model reproduced the propagating synchronized burst with velocity significantly slower than axon conduction velocity. Basically, the (statistically) localized connections created the need for a continuous synaptic integration process in order for synchronized activity to spread; hence, propagation could not possibly proceed as fast as axonal conduction. Nearby neurones fired with onset times tightly coupled to each other as well as to the local average activity, in agreement with experimental results. The model in the 1988 paper used only fast, voltageindependent excitatory synaptic receptors, corresponding to AMPA receptors. In addition, single neurones were simulated with a multi-compartment model with passive dendrites, so that dendritic calcium spikes and bursts could not be generated. For these reasons, the model of Miles et al. (1988) could not generate after-discharges.
The second result on which we may build concerns the mechanism of afterdischarge generation in a disinhibited local population of neurones. We have argued (Traub, Miles & Jefferys, 1993 ) that the after-discharge arises as follows: (1) intrinsic bursting spreads from cell to cell in a chain reaction, mediated in large part by AMPA receptors, and able to proceed when inhibition is sufficiently reduced; (2) NMDAmediated dendritic currents then elicit, in each pyramidal neurone, a series of calcium spikes, each calcium spike evoking a somatic burst; (3) phasic AMPAmediated neuronal output from the somatic bursts helps to maintain synchrony of the secondary bursts throughout the population.
In the present study, we ask whether the observed spatio-temporal patterns of after-discharges can be reproduced with a model combining the essential features of the two above-described building blocks: a large number of neurones (in the thousands), with spatially localized connectivity, together with NMDA receptors and single neurones able to generate dendritic bursts. We shall argue that, although the propagation of initial burst and secondary bursts sometimes proceeds at similar velocity, the detailed mechanisms of this propagation are different for the two components of the overall event. For this reason, manipulations of the experimental preparation can affect in a different manner the propagation of the initial burst and the propagation of later bursts.
METHODS

Experimental methods
For experiments on surround inhibition, longitudinal CA3 slices were prepared from the hippocampus of 200-300 g guinea-pigs killed by cervical dislocation, as described previously (Miles et al. 1988) . The slices were 400 /tm thick and 8-10 mm long. They were maintained at 37°C in a recording chamber on a nylon mesh, exposed to a warmed, moistened atmosphere of 5 % C02 and 95% 02. The bathing solution contained (mM): NaCl, 124; KCl, [4] [5] For experiments on propagating after-discharges, guinea-pigs (300 g, female, Harlen-OLAC, Bicester, UK) were killed by cervical dislocation. The brain was removed and immersed in ice-cold artificial cerebrospinal fluid (ACSF). The brain was bisected and the hippocampus dissected out using an ice-cold surface. The hippocampus was straightened and glued on its ventral/medial surface to the stage of a Vibroslice (Campden Instruments, Loughborough, UK). Two 400 ,um slices were taken between 0-8 and 1-6 mm from the lower surface; the slices were 15-17 mm long. The slices were maintained at 36°C in a recording chamber in ACSF containing (mM): NaCl, 135; NaHCO3, 16; KCl, 4; NaH2PO4, 1-25; CaCl2, 2; MgCl2, 1; D-glucose, 10; and equilibrated with a gas mixture (95 % 02, 5% C02). In all experiments, 40 #m bicuculline methiodide (BMI; Sigma, Poole, UK) was applied in the bath. In some experiments 50 UM D,L-2-amino-5-phosphonovaleric acid (AP-5, Sigma) was also introduced into the bath. Field potential recordings were made with an array of eight 75 #um Teflon-coated silver wires glued to a Perspex support. The wires were bent with watchmaker forceps under the stereomicroscope to match as closely as possible the shape of the CA3 cell body layer in each slice. The electrodes were connected to an eight-channel headstage of a modified D-160 amplifier and filter unit (Digitimer, Welwyn, UK) which was set to a 1 s time constant and 3 kHz low-pass filter. The conditioned signals were digitized using a 1401-plus laboratory interface and the SIGAVG acquisition and analysis package running under MS-DOS (Cambridge Electronic Design, UK).
Simulation methods
We constructed a model with 8000 pyramidal neurones and 800 inhibitory neurones, intended to represent the basic features of both the longitudinal CA3 slice (estimated 20000 pyramidal neurones) and the CA3 region of the transverse slice (estimated 5000 pyramidal neurones). This seemed plausible, as there is physiological evidence for localization of recurrent connections in both preparations (Miles et al. 1988; Christian & Dudek, 1988) . The computer program was adapted from the one used in Traub et al. (1993) , with these major modifications: a large increase in the number of neurones, so as to incorporate spatial structure; locally random (rather than globally random) synaptic connectivity; fewer 'active' compartments per nineteen-compartment model neurone, so as to speed up the computation. Additional minor modifications are described below.
General networkstructure
The 8000 pyramidal neurones were arranged into a 20 x 400 cell array ( Fig. 1) , with a superimposed 2 x 400 array for the 800 inhibitory neurones (not shown). With a nominal soma diameter of 20,um, the array is 8 mm along its long axis; this scaling is used for presentation of conduction velocities. Conduction times along the short axis are ignored. Connection densities were as follows: (1) each pyramidal neurone receives synaptic input from precisely twenty pyramidal neurones and forty inhibitory neurones; (2) each inhibitory neurone receives input from precisely forty pyramidal neurones. The output from each inhibitory neurone was distributed randomly and uniformly in a band extending 300,um in either direction, with possible truncation for interneurones near an array edge. This connectivity was motivated by anatomical study of axon distribution patterns in biocytin-injected stratum pyramidale interneurones, although 300 ,m is a more restrictive limit than is seen in all of the interneurones (A. Gulyas & R. Miles, unpublished data). The outputs (to other pyramidal neurones and to interneurones) of a pyramidal neurone were distributed randomly, but not uniformly (Fig. 1) ; rather, the probability of connection declined with distance (Miles et al. 1988; Christian & Dudek, 1988) . We used a discrete approximation to an exponential density, in order to allow the wiring algorithm to generate the same number of inputs per cell. Thus, let Ae be the space constant, in cell diameters, of the probability distribution (in this study, Ae = 50 cells =1P0 mm, unless stated otherwise). The wiring algorithm calculates the width of a region in which the closest 25 % of the contacts would be expected, based on an exponential distribution; it then constructs contacts randomly and uniformly in this region. Next, it finds the regions in which the next 25 % nearest contacts would be expected (allowing automatically for edge effects), and again constructs a uniform distribution. This is repeated for the next 25 % of contacts. For the last (most distant) 25 % of contacts, the distribution is truncated; otherwise, there are too many distant synapses. Furthermore, some degree of truncation occurs in real neurones: anatomically, it has been observed in horseradish peroxidase-injected rat CA3 neurones in vivo that the maximal extent of the axonal tree is somewhat over 4 mm fromthe cell body (Tamamaki, PROPAGATION OF AFTER-DISCHARGES Watanabe & Nojyo, 1984) ; physiologically, in the guinea-pig longitudinal slice, it has been observed that EPSPs can only be recorded from 3 to 5 mm away from an extracellular stimulus (Miles et al. 1988 Fig. 1 . Structure of model of the CA3 region of the guinea-pig hippocampal slice. We used a 20 x 400 array of pyramidal neurones, and a superimposed 2 x 400 array (not shown) of inhibitory neurones. The probability density for pyramidal cell contacts (onto other pyramidal cells or onto inhibitory neurones) declines with distance from the presynaptic neurone, as indicated schematically by the curves above the array. To simplify construction of the synaptic network, we used a truncated discrete approximation to this smooth exponential distribution. Inhibitory contacts from each interneurone were distributed uniformly within a 20 x 30 cell region; the bar below the array shows the 'longitudinal' extent of this region. For purposes of analysis, the array is divided into ten 800-cell blocks. In subsequent figures, spatio-temporal patterns are displayed as a series of ten activity curves, one for each block.
One-half of the inhibitory neurones (400 cells, in a 1 x 400 cell array superimposed on the 20 x 400 pyramidal cell array) generate rapid-onset and rapidly decaying ('GABAA') IPSPs in postsynaptic neurones, while the other half generate slow-onset and slowly decaying ('GABAB') IPSPs (Traub, Miles & Buzsaki, 1992) .
Model of single pyramidal cell
The nineteen-compartment model that we used was the same as described in Traub et al. (1993) , with these two modifications: (1) we dropped the transient K+ current (the A-current); (2) active conductances (specifically, 9Na, high-voltage-activated and non-inactivating gca, delayed rectifier YK(DR)I C-type voltage-and calcium-gated gK(c), and gK(AHP)) were confined to the soma and to the proximal six compartments of the ten-compartment apical dendrite. In these compartments, the conductance densities (e.g. 9Na) were exactly as before. This modification allowed a speed-up of the computation without altering the basic behaviour of the neurone: low-frequency bursting in response to small somatic depolarization, bursts intermixed with single and doublet action potentials for larger somatic depolarizations, and repetitive single action potentials only for still larger somatic depolarizations; and repetitive dendritic bursts in response to depolarization of the apical dendrite (Traub, Wong, Miles & Michelson, 1991; Traub et al. 1993) . As before, in network simulations, a small (0-1 nA) hyperpolarizing current was applied to each pyramidal neurone to suppress spontaneous firing.
Model of inhibitory neurone
The same model was used as in Traub et al. (1993) .
Synaptic interactions Again, as in Traub et al. (1993) , the model included AMPA, NMDA, GABAA and GABAB synaptic interactions, with unitary conductance scaled respectively by the parameters CAMPA, CNMDA, c and cB In most simulations, however, GABAA and GABAB synapses were blocked as in Traub et al. (1993) . Blocking GABAB synapses in simulations was technically advantageous, because it obviated simulation of the interneurones and thus reduced computer time. In control simulations with GABAA blocked, it was noted that GABAB inputs reduced the number of secondary bursts (as in Traub et al. 1993) , and slowed somewhat the propagation velocity of the remaining secondary bursts.
Pyramidal neurones and inhibitory neurones are excited by inputs activating both AMPA and NMDA receptors (McBain & Dingledine, 1992; Jefferys & Traub, 1992; Sah, Hestrin & Nicoll, 1990; Stern, Edwards & Sakmann, 1992) in the recurrent connections. The formalism for synaptic interactions was the same as in the previous study, with these exceptions: (1) CAMPA, CNMDA, CA and CB could vary with the location of the postsynaptic neurone (along the long axis of the array), in order to simulate the effects of synaptic blockers applied locally, or the effect of inhomogeneities in array structure; (2) AMPA and NMDA receptors are co-localized in both apical and basilar dendrites of pyramidal neurones (and the soma of inhibitory neurones). The unitary AMPA conductance is the same in one apical compartment (0-6 space constants from the soma) as in a basilar compartment (also 0-6 space constants from the soma), and similarly for the unitary NMDA conductance. The model, however, will also generate propagating after-discharges when AMPA and NMDA inputs are restricted to the apical dendrites of the pyramidal neurones (not shown); (3) Smax, the saturation parameter for the total NMDA conductance, is 125 in all of the present simulations; (4) the NMDA conductance is, as before, given by
where CNMDA is a conductance scaling parameter (usually 0 7 nS), and S(t) gives the time-dependent part of the conductance that is determined by the timing of presynaptic neuronal firing. For a single presynaptic action potential, S(t) rises linearly over 5 ms and decays with a time constant of 150 ms. The contributions from multiple presynaptic action potentials are added together, provided always that S(t) < Smax. What is now different is the function g (equal to a number between 0 and 1), defining the voltage and Mg2+ dependence of NMDA channel gating. In the previous study (Traub et al. 1993 ), we used a formula (eqn (5) (Jahr & Stevens, 1990) , in order to allow the same computer program to simulate epileptiform activity induced by low-Mg2+ solutions. In using this equation, we assumed a resting membrane potential of -60 mV. The two formulations (eqns (4a) and (5) of Jahr & Stevens, 1990) are almost indistinguishable, in terms of population simulations, when Mg2+ concentration is 1 mm.
The slow time course of GABAB inhibition (decay time constant = 100ms) also mandated a saturation for this conductance. The units were such that when CB= 10-5 the total GABAB conductance that could develop was 10 nS.
Axon conduction delays These were simulated, for pyramidal neurones only, exactly as in Traub et al. (1992) , p. 657. Specifically, we used an axon conduction velocity of 0 5 m s-1, with distances calculated from cell separation along the long axis of the array, and nominal cell diameter of 20,um.
Synaptic noise
In some simulations, there were spontaneous recurrent inputs producing EPSPs via both AMPA and NMDA receptors (McBain & Dingledine, 1992) . These EPSPs occurred independently in different cells, with Poisson statistics for inter-EPSP timing and a mean inter-EPSP interval of 25ms. The amplitude of random EPSPs was constant and equal to the amplitude of EPSPs generated by presynaptic action potentials.
Control simulations
One test of the model is to apply a 'shock' to cells at one end of the array, in the presence of both types of synaptic inhibition. We applied a 3 ms current pulse (at 3 nA, enough to generate a single action potential) to the 500 pyramidal neurones at one end of the array (positions 1-25 along the long axis), the same stimulus used in most figures of this paper. We setCB = 10-5 (compare Fig. 9 of Traub et al. 1993) . WhenCA, the GABAA-scaling parameter, was large enough (5 nS for Mg2+ concentration 2 mm, 8 nS for 1 mM), this stimulus produced a local response consisting of an EPSP (or action potential) followed by fast and slow IPSPs (not shown). Cells several millimetres away (with rare exceptions) generated a minimal hyperpolarizing response. These results agree with 272 at PENN STATE UNIV on April 16, 2008 jp.physoc.org Downloaded from PROPAGATION OF AFTER-DISCHARGES experiment (e.g. Fig. 1 of Miles et al. 1988) . The observed pattern of response reflects the ability of pyramidal neurone axon collaterals, acting over distances of several millimetres, to recruit quickly and effectively the firing of interneurones (Miles, 1990) , together with the dense local arborization of inhibitory axons (Finch, Nowlin & Babb, 1983) .
Analysis of simulations
For the analysis of propagation, we divided the array into ten 800-cell 'blocks' (Fig. 1) 
RESULTS
The inhibitory surround
The response to a local shock is one way to test the synaptic organization of the CA3 model (see Methods). A second means is with the inhibitory surround, the pattern of cellular potentials in neurones in and around a local region of GABAA blockade (Dichter & Spencer, 1969) . Figure 2 shows responses evoked by fibre stimulation in a pyramidal cell recorded in a region where picrotoxin had been applied and another pyramidal cell recorded at a distance of 2-3 mm. In the region where inhibition was suppressed, a brief after-discharge was elicited. In the distant cell the same stimulus initiated a compound IPSP with admixed briefer depolarizing potentials which were probably EPSPs. In the simulation, GABAA 'receptors' were blocked in the central 2500 neurones of the 8000 cell array, while elsewhere CA = 5-0 nS, and CB = 10-5 (maximum GABAB conductance = 10 nS) throughout. The stimulus was a brief shock to 500 cells in the disinhibited region. As in the experiment, pyramidal cells in the region where GABAA receptors were blocked produce after-discharge potentials (above), while pyramidal cells at a distance -3-2 mm in Fig. 2 -produce large, compound IPSPs with admixed EPSPs (below). This result provides additional evidence that the model synaptic organization, particularly the scaling of connection probability with distance, is reasonable. The simulation differs from the experiment in two interesting details. First, the onset of the hyperpolarizing potential in the experiment is more abrupt than in the simulation. We guessed that this might be related to the truncation of distant excitatory synapses (to other pyramidal neurones and to inhibitory cells) in our wiring algorithm. Indeed, when the maximum extent of excitatory connections was increased from 138 to 175 cell diameters (2-76 to 3-5 mm, increasing the average spread -as opposed to maximum spread -by about 10%) the IPSP onset became much steeper. Similarly, with the original wiring algorithm, cells 2-4 mm away (rather than 3-2 mm) from the centre of the 'focus' also exhibited an abrupt IPSP onset (not shown). A second difference in the simulation is that the experimental hyperpolarization reaches an abrupt maximum and then declines, while in the simulation the hyperpolarization is more sustained. In the simulation, interneurones Picrotoxin (100 #uM) was applied from a pipette near one end of the slice, from which the after-discharge (top trace) was recorded. The complex inhibitory potential, in which EPSPs appear to be mixed (lower trace), was recorded from a cell 2-3 mm along the slice from the 'focus'. Note the fading with time of the hyperpolarization in this cell, an effect not occurring in the model. In the simulation, CA = 0 in the shaded region in the array (inset below), CA = 5 0 nS elsewhere. Uniformly, CB = 10-5, CAMPA = 1-0 nS, CNMDA = 0 7 nS.
The event was evoked by a current pulse to 500 cells in the disinhibited region. Upper trace is from a pyramidal neurone in the disinhibited region, lower trace from a pyramidal neurone 3-2 mm away.
both within and around the 'focus' fire at high rates (over 300 spikes per second) during the after-discharge, as is likely to occur experimentally (Domann, Uhlig, Dorn & Witte, 1991) . Nevertheless, the model does not include mechanisms, possibly operating in the slice, whereby GABA-mediated inhibition might decline with time, including desensitization of GABAA receptors (Numann & Wong, 1984) , presynaptic GABAB receptors (Davies, Davies & Collingridge, 1990) , extracellular K+ accumulation (Thompson & Giihwiler, 1989) , or reduced GABAA responsiveness possibly consequent to Ca2`entry into postsynaptic neurones (Pitler & Alger, 1992) .
Propagating initial and secondary bursts Figure 3 illustrates the response of the population model to a brief stimulus to 500 cells in Block 1, when both GABAA and GABAB were blocked uniformly, and CAMPA and CNMDA were also uniform. After-discharges arise throughout the system, with clear phase lags -for the initial burst and for secondary bursts -as the signals pass through successive blocks. Individual cells from different sites (for example sites 1 and 2 in Fig. 3 ) display potentials, and synaptic inputs, similar to those described in our PROPAGATION OF AFTER-DISCHARGES model of after-discharges in a local network (Traub et al. 1993 ): a long initial burst, followed by a series of briefer bursts, each of the latter corresponding to a dendritic Ca2+ spike (not shown). In addition, the AMPA-mediated synaptic input follows the approximate time course of the somatic membrane potential, while the NMDA- mediated input reaches a saturating value and stays there. In this simulation, the initial burst propagated at 0-15 m s-1, secondary burst 'A' at 010 m s-1 and secondary burst 'B' at 011 m s-1. The somewhat slower propagation of the secondary bursts was a consistent feature of our simulations. Possible reasons for this behaviour are considered in the Discussion. The propagation pattern was similar whether or not excitatory synaptic noise was present, although there might be slight differences in conduction velocity (about 10 %). If the opposite end of the array was stimulated, both initial burst and secondary bursts propagated in the reverse direction, confirming that the array connectivity was symmetrical.
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When Ae, the 'space constant' for the rate of fall-off with distance of excitatory connection probability, was varied, propagation velocities also varied. In Fig. 3 Fig. 4 . Effect of unitary NMDA conductance on spatiotemporal pattern of simulated after-discharges. As CNMDA is reduced, the number of after-discharges diminishes, as reported previously (Traub et al. 1993) . At certain values of CNMDA (06 nS, 03 nS), late secondary bursts occur that do not propagate the entire length of the array, as reported in experiments by Knowles et al. (1987) . Blocking NMDA conductance also slows propagation of the initial burst.
propagated at 0-41 m s-1, close to an axon conduction velocity of 0-5 m s-'.
Increasing CAMPA increased conduction velocity and decreasing CAMPA reduced the velocity, also tending to equalize conduction velocities of initial and later bursts. Thus, when CAMPA was 0 5 nS, instead of the 1-0 nS of Fig. 3 (and synaptic noise was absent), the initial burst velocity was 010 m s-', and for later bursts the velocity was 0 9 m s-1, a difference of 10% (compared with the 29-36 % differences in Fig. 3 ).
Reducing CAMPA also shortened the duration of the initial burst, as observed previously (Traub et al. 1993 ).
Effect of NMDA conductance on propagation pattern
The effects of varying the unitary conductance of NMDA synapses, CNMDA, are shown in Fig. 4 . The variation of CNMDA was done uniformly, so that in each simulation CNMDA had the same value everywhere in the array. Several features are apparent. First, as is true experimentally and in a local-network model, reducing NMDA conductance reduces the number of secondary bursts (Lee & Hablitz, 1990; Traub et al. 1993) . Second, at certain values of cNMDA (e.g. 0-6 and 0 3 nS), the later secondary bursts do not propagate along the entire length of the array. A similar phenomenon was observed in some transverse hippocampal slices bathed in picrotoxin (Knowles et al. 1987 ). Finally, propagation velocity slows as CNMDA is reduced. For example, the initial burst propagates at 0 14 m s-I when CNMDA = 0-6 nS, and at 0 09 m s-I when CNMDA = 0 nS. Over the range of CNMDA from 0 0 to 1-0 nS, the initial propagation velocity varied by an average of 0-065 m s-1 nS-1.
We tested experimentally the prediction that NMDA receptors influence the conduction velocity of the initial burst. We used an array of eight silver wire PROPAGATION OF AFTER-DISCHARGES 277 electrodes placed on the CA3 cell body layer of a guinea-pig longitudinal hippocampal slice which had been incubated in 40 gM bicuculline methiodide to block GABAAmediated inhibition. In this case the initial burst propagated at 0-21 m s-1 (Fig. 5A) . The secondary bursts were blocked progressively as 50 /M AP-5 washed in (Fig.   A 5B-D), as described previously (Traub et al. 1993 ). In addition, the propagation velocity of the initial burst slowed to 0 10 m s-1, in agreement with the model prediction. All the illustrated after-discharges were evoked by a weak stimulus to the temporal end of the CA3 cell body layer. Spontaneous after-discharges also started at the temporal end and propagated at 0-19 m s-(0 194 + 0-0006, mean of 10, +S.E.M.). The initial bursts of spontaneous discharges also slowed with the addition of 50 JtM AP-5, to 0-091 + 0-002 or 0-069 + 0-004 m s-1; we quote two speeds because of a change of initiation site to the middle of the cell body layer, with differences in propagation velocity towards the temporal and septal ends, respectively. The shift in the initiation site is consistent with a role of NMDA receptors in the triggering and development of epileptic events in disinhibited slices.
Under certain conditions, secondary bursts can propagate in a different spatial pattern to the initial burst Experimentally, it has sometimes been observed that the direction of propagation of secondary bursts is opposite to the direction for the initial burst. We cite three examples from the literature. Jones & Lambert (1990) recorded after-discharges in rat entorhinal cortex. In their study, dual intracellular recordings in cells x and y indicated that initial bursts could occur in x before y, with secondary bursts occurring in y before x. Knowles et al. (1987) stimulated the hilar end of CA3 in the disinhibited transverse guinea-pig slice. In this case, the initial burst propagated from the stimulus towards CAI, but secondary bursts originated in CA2 and propagated in the reverse direction. Miles et al. (1984) The primary burst propagated uniformly from the'temporal end of the slice, where it was evoked. The first secondary burst seen at sites a and b failed to propagate far, the next appears to start at both ends of the slice and meet in the middle, and the last propagates uniformly from the septal towards the temporal end. The periods marked by grey bars in A are shown on an expanded time scale in C.
between initial and secondary bursts for spontaneous after-discharges in disinhibited transverse guinea-pig slices; in that study, one field electrode was placed in CA2 and one in CA3b. There are, apparently, two cases to consider: (1) there may be no global, orderly pattern for the secondary bursts; or (2) there may be a preferred, orderly direction of propagation for the secondary bursts, independent of the stimulus site triggering the initial burst. We have observed both cases in longitudinal slices, and both cases can be replicated when CNMDA, CAMPA or certain other parameters are not spatially uniform. Figure 6 is an experimental demonstration, using eight extracellular electrodes in the disinhibited longitudinal guinea-pig hippocampal slice, of a simple, wavelike propagation of the initial burst contrasting with a more complex spatial pattern for the secondary bursts. The initial burst of this stimulated after-discharge propagated PROPAGATION OF AFTER-DISCHARGES 'orthograde' from electrode a, which was close to the stimulus site at the temporal end of the slice, to electrode h at 0-20 + 002 m s-5. In contrast, the first secondary burst had a region of orthograde (a to c) and of retrograde (h to e) propagation, with the signals in electrodes d and e almost superimposable. The second secondary burst B 800 cells 100 ms Fig. 7 . Secondary bursts in simulated after-discharges can propagate in different directions, when NMDA conductance is non-uniform (CNMDA = 0 75 nS at the ends of the array, 0-6 nS in the middle, linear extrapolation in between). This phenomenon sometimes occurs experimentally ( Fig. 6 ; Miles et al. 1984) . In a simulation where CNMDA ranged randomly between 0-6 and 07 nS, propagation of the secondary bursts was in the same direction as for the initial burst (not shown). Other parameters: CAMPA = 10 nS, CA = 0,
propagated in completely retrograde fashion. Spontaneous after-discharges also started at the temporal end of this slice, their primary bursts propagating at the same velocity as for stimulated events, and their secondary bursts resembling those of stimulated after-discharges in their complex spatial patterns; there was, however, some preference for retrograde (septal -*temporal) propagation. Some other slices differed in having secondary bursts that most often propagated in the same direction as the primary burst (e.g. Fig. 5 , where both travelled from the temporal to the septal pole). In general, secondary bursts were more complex than the initial burst in having (1) propagation velocities that could vary from 004 m s-' (i.e. slower than the initial burst, as in the simulations) up to 0-27 m s-' in a single slice; (2) propagation distances that could vary from less than 10 mm (e.g. the first secondary burst in channels a and b of Fig. 6A ) up to the full 7-8 mm length of the cell body layer (compare the simulations of Fig. 4) ; and (3) initiation sites that could fluctuate from event to event (e.g. Fig. 6C ).
We have found in simulations that non-uniform spatial distributions for either CNMDA or CAMPA affect the spatial pattern of secondary bursts to a far greater extent than for the initial burst, for example by causing regions to occur with retrograde conduction. Figure 7 illustrates this. In the simulation of Fig. 7 , the array structure (including the underlying network topology) was identical to the simulation of Fig. 3 ; the difference was that CNMDA was made to vary with the position of the R. D. TRA UB, J. G. R. JEFFER YS AND R. MILES postsynaptic neurone along the long axis of the array. This was done in piecewise linear fashion: cNMDA was 0 75 nS at each end of the array, 0-6 nS in the centre, and linearly extrapolated in between. Note that this spatial distribution of CNMDA is symmetric about the centre of the array. In addition, we suppressed all synaptic noise, in order to insure that irregularities in propagation pattern were not the result of random disturbances. The result is a spatio-temporal after-discharge pattern that captures many of the features of the experiment shown in Fig. 6 . In Fig. 7 , the simulated initial bursts propagate straightforwardly (as in Fig. 3 ) with an average velocity of 0-12 m s-1. Nevertheless, later bursts propagate in the reverse direction over part of the array (from A to B), while the last burst occurs virtually synchronously over another region (from C to D). Secondary bursts also are seen to propagate 'orthograde' over short distances.
The complex propagation patterns of Fig. 7 result from spatial non-uniformity of CNMDA rather than non-uniformity per se. To show this, we varied CNMDA over the same range as in Fig. 7 , but in a way that was random and uncorrelated between different cells, In such a simulation, the local average CNMDA will be constant. The result is that the propagation of initial burst and secondary bursts are the same as in Fig. 3 , with equivalent phase relations for initial and later bursts (not shown).
In some slices there is a preferred direction of propagation of the secondary bursts, independent of the stimulus site Figure 8 illustrates an experiment performed in the longitudinal slice bathed in 40 /M bicuculline methiodide. Stimulation of the temporal end evokes an afterdischarge in which the initial burst (0-211 + 0-002 m s-1) and the secondary bursts propagate in the same direction. In contrast, stimulation of the septal end evokes an after-discharge in which the initial burst (0-242 + 0-008 m s-1, significantly faster; Student's t = 4 55, P < 0 002) and the secondary bursts propagate in opposite directions, a result qualitatively similar to the observations of Knowles et al. (1987) example shown in Fig. 9 , CAMPA was uniform at 1P0 nS, while CNMDA ranged from 05 nS at one end of the array to 0'7 nS at the other. Each pyramidal neurone received twenty excitatory inputs. The initial burst propagated in each case away from the stimulus (0-12 m s-1 when the 'small CNMDA' end was stimulated, 0-19 m swhen the 'large CNMDA' end was stimulated). The secondary bursts, however, propagated in either case from the 'large CNMDA' end to the 'small CNMDA' end. A similar result (not shown) was observed when CNMDA was uniform and there was a linear gradient of CAMPA. Depending on parameters, there might be more secondary bursts for stimulation at one end compared with the other.
Gradients in CAMPA or CNMDA are not the only mechanisms that could provide a preferred direction for secondary bursts. A gradient in recurrent connection density (from 12 to 20 inputs per pyramidal cell) produced results similar to Fig. 8 (not shown), as did a gradient in the density of AHP conductance on the pyramidal neurones (from 075 to 1-25 times its usual value, not shown) and a gradient of GABAB conductance (CB = 0 to 10-5, or maximum conductance from 0 to 10 nS, not shown). In all these simulations, secondary bursts were preferentially initiated at the array end with highest 'excitation' (excitatory synaptic conductance or connectivity) or the lowest membrane shunt (least AHP conductance, least GABAB conductance). That is, simulated secondary bursts appeared to originate in the array region where the frequency of secondary bursts would be highest, were the parameters of that region to be uniform. Further experiments are required to distinguish between these possibilities in the slice.
AMPA receptors are required for the spatial organization of the after-discharge
In our previous study of after-discharges in a small network (Traub et al. 1993, Fig.  8 ), it was predicted that AMPA receptors contributed to the maintenance of secondary burst synchrony. The simulation involved the initiation of an after-discharge and then abruptly blocking AMPA receptors after the initial burst. We performed a similar simulation (Fig. 10) in the 8000-cell array with spatially restricted synaptic connectivity (Ae = 50 cells). An after-discharge was initiated by the usual shock to 500 cells in Block 1, while both GABAA and GABAB synapses were blocked. At the time indicated by the arrowhead (250 ms into the simulation), CAMPA was set abruptly to 0. As expected, the global organization of the secondary bursts is disrupted (compare, for example, Fig. 10 with Fig. 3) . Nevertheless, secondary bursts can still be easily recognized in the Bi signals. One reason for this is that the secondary burst intervals have increased to about 150 ms or more, and with the time constant for NMDA channel closure in our simulations equal to 150 ms, the total NMDA conductance falls well below its saturating value between secondary bursts; NMDA synaptic inputs, therefore, can contribute to local synchronization, jut as they can in some disinhibited slices (Lee & Hablitz, 1989) or in hippocampal slices bathed in 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX) and low-Mg2+ solutions (Jefferys & Traub, 1992) .
Blocking a central region affects differently the propagation of initial and secondary bursts The effects of blockade of a central region of the disinhibited longitudinal slice have been studied previously (Miles et al. 1988 ) with experiments and simulations. The result of such blockade is that the propagating initial burst continues to propagate distal to the blocked region, but only after a pause; this pause is longer than the delay that would have occurred without blockade of the central region. Simulations were consistent with the idea that the extra delay resulted from the fact that cells PROPAGATION OF AFTER-DISCHARGES distal to the block were excited by fewer presynaptic neurones than they normally would have been, a result of the spatial localization of the recurrent synapses (assuming that the region of block of firing is about the same size or larger than the average spread of recurrent axons). With reduced synaptic drive, the distal neurones |~~~~~~~~B = |~~~800 cells 100 ms Fig. 1 i. Cells in a central region (shaded area in array diagram) were prevented from firing (by clamping membrane potentials at resting potential). This causes, in the region distal to the block, a 20 ms pause (trace C) in the peak of the initial burst, compared with the time-to-peak expected from propagation in the proximal region (the straight line is a least-squares fit to the initial maxima in blocks 1, 2 and 3, propagation velocity = 0-14 m s-1). In contrast, wave-like propagation of the secondary bursts is not evident. Note the late secondary burst in the distal region that is absent in the proximal region. The amplitudes of curves A and B are reduced compared with other curves because half the neurones in the respective blocks were prevented from firing. Parameters were as for Fig. 3 , apart from clamped cell potentials.
were therefore recruited to fire slowly. We have used the present model to try to predict the effects of such central blockade on the propagation of secondary bursts (Fig. 11) . The central 2400 cells of the 8000-cell array were blocked by clamping the potential in all compartments at the resting potential. GABAA and GABAB synapses were blocked throughout, Ae was 50 cells (less than the 120-cell length of the blocked region), and 500 cells in Block 1 received a brief shock. As in the earlier study, the initial burst is delayed in the region distal to the area in which firing was prevented, the straight line representing the extrapolated propagation from the initial bursts in Blocks 1, 2 and 3 (average velocity 0-14 m s-1); the delay in the distal region is 20 ms. Note, however, that once again a disturbance of the basic array structure affects the secondary bursts in a different way to the initial burst: smoothly and uniformly propagating secondary bursts are no longer recognizable. Indeed, a secondary burst and also non-locally (due to the spread of synaptic connections), might generate complex behaviours. Such behaviours could well be sensitive to perturbations and inhomogeneities in the system. It is this mental framework that may prove most useful for the further experimental study of after-discharges in space and time, and for the development of a mathematical theory.
