Abstract. The Markov Random Field (MRF) probabilistic framework is classically introduced for a robust segmentation of Magnetic Resonance Imaging (MRI) brain scans. Most MRF approaches handle tissues segmentation via global model estimation. Structure segmentation is then carried out as a separate task. We propose in this paper to consider MRF segmentation of tissues and structures as two local and cooperative procedures immersed in a multiagent framework. Tissue segmentation is performed by partitionning the volume in subvolumes where agents estimate local MRF models in cooperation with their neighbours to ensure consistency of local models. These models better reflect local intensity distributions. Structure segmentation is performed via dynamically localized agents that integrate anatomical spatial constraints provided by an a priori fuzzy description of brain anatomy. Structure segmentation is not reduced to a postprocessing step: rather, structure agents cooperate with tissue agents to render models gradually more accurate. We report several experiments that illustrate the working of our multiagent framework. The evaluation was performed using both phantoms and real 3T brain scans and showed a robustness to nonuniformity and noise together with a low computational time. This MRF agent based approach appears as a very promising new tool for complex image segmentation.
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Introdction
MRI Brain Scan Segmentation is a challenging task and has been widely addressed in the last 15 years. Difficulties arise from various sources including the size of the data, the high level of noise with strong field images (3T or higher), the intensity nonuniformity or the low contrast between tissues. The Markov Random Field (MRF) probabilistic framework is classically used to introduce spatial dependencies between voxels, providing a labeling regularization and a robust to noise segmentation [1] , [2] . In addition to noise, the intensity nonuniformity is a critical issue. Most approaches estimate global tissue intensity models through the entire volume and require the estimation of an explicit "bias field" model to account for the intensity nonuniformity [3] , [4] . These models are based on underlying assumptions that are not always valid and requires additional computational burden for their estimation. Local segmentation approaches are attractive alternatives [5] , [6] , [7] . The principle is to locally compute the tissue intensity models in various volume partitions. These models fit better to local image properties. In particular local segmentation intrinsically handles the intensity nonuniformity without any bias field modelization. Existing approaches either use local estimation as a preprocessing step to estimate a bias field model [5] , or use redundant information to ensure consistency and smoothnesss between local estimated models [7] , greedily increasing computation. We consider that these approaches do not fully take advantage of locality. We propose to embed a local MRF segmentation approach into a distributed and cooperative framework based on the multiagent (MA) paradigm. This paradigm provides convenient mechanisms of cooperation and coordination, allowing to ensure consistency of local models in an elegant way. In addition, we achieve segmentation of tissues and structures in a unified and cooperative way. We show how to design a MRF agent-based segmentation approach and report some experiments on MRI brain scans that exhibit the properties of the system. These efforts extend a first tentative of agent based region growing tissue segmentation [6] to a unified MRF tissue and structure segmentation. This paper is organized as follows. We present in Section 2 how MRF processes are turned into cooperating agent entities. Section 3 reports evaluation results and presents several experiments to exhibit some interesting properties of such a local approach. Section 4 is devoted to the discussion and the conclusion.
MRF Agent Based Segmentation

MRF Framework
We consider a finite set of N voxels V = {1, ...N } on a regular three-dimensional (3-D) grid. Our aim is to assign each voxel i to one of K classes considering the observed greylevel intensity y i at voxel i. Both observed intensities and unknown classes are considered to be random fields denoted respectively by Y = {Y 1 , ..., Y N } and Z = {Z 1 , ..., Z N }. Each random variable Z i takes its value in {e 1 , ..., e K } where e k is a K-dimensional binary vector corresponding to class k. Only the k th component of this vector is non zero and is set to 1. In a traditionnal Markov model based segmentation framework, it is assumed that the conditional field Z given Y = y is a Markov random field, ie.
where H (z |y, Φ ) is an energy function depending on some parameters Φ = (Φ y , Φ z ) and given by:
This energy is a combination of two terms: the first term in (1) is a regularization term that accounts for spatial dependencies between voxels. Denoting by N (i) the neighbors of voxel i, we will consider a Potts model with external field:
The second summation above tends to favor neighbors that are in the same class when parameter β is positive. This β parameter accounts for the strengh of spatial interaction. Other parameters are the v i´s that are K-dimensional vectors defining the so-called external field. In this case Φ z = {v 1 , ..., v N , β}. The v i 's can be related to a priori weights accounting for the relative importance of the K classes at site i. The introduction of these extra parameters in the standard Potts model enables us to integrate a priori knowledge on classes. The second term in (1) is a data-driven term based on intensities. For MRI we generally consider a Gaussian probability density function for the observed intensity y i when the tissue class is z i . It follows that p (
Segmentation is then performed according to the Maximum A Posteriori principle (MAP) by maximizing over z the probability p (z |y, Φ ). This requires the evaluation of an intractable normalizing constant W y,Φ and the estimation of the unknown parameters Φ. A standard approach is to use the ICM algorithm that alternates between parameter estimation and segmentation but results in biased estimates. EM-based algorithms and variants proposed by [8] can be rather considered. They are based on Mean-field like approximations which make the MRF models case tractable. In all these approaches, MRF estimation is performed globally through the entire volume.
Local Approach of Tissue Segmentation
We agentify the global MRF process by distributing in the volume several local MRF processes in a MA paradigm. We consider a decentralized and memory shared MA framework based on the classical Agent/Group/Behaviour conceptual model. At the system starting point, a global tissue agent A T G is responsible for partitioning the volume into C nonoverlapping territories {T T c , c = 1...C} and instantiating one situated tissue agent A T c per territory. We consider K = 3 tissue classes: CSF (Cephalo-Spinal Fluid), GM (Grey Matter) and W M (White Matter). The hidden tissue classes t i 's take their values in {e 1 , e 2 , e 3 } respectively for classes {e CSF , e GM , e W M }. The tissue agent A T c segments its territory with the MRF model defined by the energy (see Equations (1) and (2)):
where the parameters Φ c = Φ 
Cooperative Approach of Tissue and Structure Segmentation
Automatic structures segmentation can not rely only on radiometry information because intensity distributions of grey nucleus are largely overlapping. A priori knowledge should be introduced. Classical approaches rely on an a priori known atlas describing anatomical structures. Atlas warping methods are however time consuming and limited due to inter-subject variability. A recent different way to introduce a priori anatomical knowledge is to describe brain anatomy with generic fuzzy spatial relations [9] , [10] . We generally consider three kind of spatial relations: distance, symmetry and orientation relations. They are expressed as 3D fuzzy maps to take into account the general nature of the provided knowledge. We describe each subcortical structure by a set of generic fuzzy spatial relations provided by a brain anatomist. Fusion operators between fuzzy sets then permits to combine the knowledge provided by each spatial relation and provides a Fuzzy Localization Map (FLM) of the structure in the volume. We define one structure agent A S l per structure and currently consider L = 9 subcortical structures: the ventricular System, the two Frontal Horns, the two Caudate Nucleus, the two Thalamus, and the two Putamens. Each structure agent segments its territory with a MRF model of K = 2 classes referred as structure and background. The FLM f l of structure l is used in two ways: first it dynamically provides the structure territory T S l containing the structure l by a simple thresholding. Second we propose to integrate it as an a priori anatomical knowledge in the MRF framework. Denoting by s = {s i , i ∈ T S l } the hidden classes, the energy function of the MRF model of A S l is given by:
with Ψ l = Ψ l s , Ψ l y and s i ∈ {e 1 , e 2 } = {e B , e S } for a voxel of the background or a voxel belonging to structure l. The external field denoted by {α i , i ∈ T S l }, where α l i is a 2-dimensional vector, allows to incorporate the a priori knowledge contained in the FLM. We denote by f l i the value of f l at voxel i and propose to introduce the prior fuzzy knowledge of the FLM as relative prior weights for each voxel i, by setting:
where γ adjusts the influence of the external field. When f l i ≈ 0, the voxel i is unlikely to belong to the structure. If γ was null, the segmentation would be performed only from the intensity models. Else, according to (5) of structure agents using A S l as a reference in a spatial relation. These groups allow to detail cooperation and coordination mechanisms between agents. Updating structure models via tissue models: each structure being composed of a single tissue T l ∈ {e CSF , e GM , e W M }, we do not estimate intensity model Ψ l y of class structure and class background. We rather compute them from tissue intensity models of G T →S A S l estimated by tissue agents, by setting:
so that improvements in tissue intensity models estimation will be dynamically taken into account by structure agents.
Feedback of Structure Segmentation on Tissue Segmentation: conversely, results from structure agents are integrated in the tissue segmentation model via the external field λ c of tissue agents. We express it as the disjunctive fusion of a posteriori probabilities p s y, Ψ l coming from structures of G S→T A T c . It follows that structure segmentation is not reduced to a second step but is combined with tissue segmentation to improve its performance. Update Fuzzy Maps: when the segmentation of structure l is updated the structure models of G S→S A S l take it into account by re-computing their spatial relations with respect to l, making the knowledge gradually more accurate.
Evaluation
The evaluation was performed using both phantoms and real 3T brain scans. We first evaluated the tissue segmentation performances provided by tissue agents only. We quantitatively compared our approach to two well known ap- proaches, FSL [2] and SPM5 [4] , with the Jaccard similarity 4 on the BrainWeb
5
[11] database (see Figure 2 ). It shows comparable results and particularly more robustness to noise than SPM5, whereas the computational time was approximately 4min with our approach and respectively 8min and 14min with FSL and SPM5 on a 4Ghz Pentium, 1Go RAM. The Figure 3 shows visual evaluation on a very high bias field brain scan 6 . SPM5, which uses an a priori atlas, failed in the segmentation while FSL did not estimate a correct bias field. Our local approach clearly appears to be more robust to very high intensity inhomogeneities. Figure  4 shows results of cooperative tissue and structure segmentation. In addition to these competitive performances, our platform allows us to demonstrate some interesting properties of this local approach. Figure 5 shows that large territory 4 The Jaccard similarity between two sets is defined by the size of their intersection divided by the size of their union. A value of 1.0 represents a complete agreement. 5 BrainWeb provides MR volumes whose the segmentation is known (semi-manually segmented by experts) and to which different values of noise and nonuniformity can be added. 6 This image was acquired with a surface coil which provides a high sensitivity in a small region (here the occipital lobe) and is useful for functional imaging. sizes result in poor performance. Smaller territory sizes allow to better model local intensity distributions, but need to be large enough to correctly estimate models. In practice we use territory size of 20x20x20 voxels. Figure 6 illustrates the activity of a tissue agent immersed in the system. It allows to understand the behaviour of an agent that would have poor estimated models without cooperation mechanisms.
Discussion and Conclusion
We propose an original MRF agent based approach for MRI brain scan segmentation. Markovian segmentation is an efficient probabilistic framework which introduces a local regularization via spatial dependancies between voxels. It makes it robust to local pertubations such as data noise. In addition, accurate segmentation of MRI brain scan must take into account the intensity nonuniformity. These global perturbations require to spatially adapt models over the volume. Instead of estimating a spatial bias field model or using non-tractable non-stationnary MRFs, we propose an original agent based approach: we inte- grate the local level of regularization via Markov models and the global level via distributed and cooperative agents which estimate local models. Coordination mechanisms are introduced (1) to ensure the spreading of knowledge between neighbouring agents and (2) to prevent agents from starting with poor knowledge. The main advantage over other existing local approaches [5] , [6] , [7] is that using this appropriate framework we are able to make full use of local estimation. In addition, it allows to integrate a priori information in an elegant way. Indeed, we can consider two levels of knowledge as regards MRI brain scans: the tissue knowledge at a local level and the brain structure knowledge at a global level. In general these two levels are processed independantly [9] , [10] . We rather consider that they are linked and must be used in a common setting. We show how to introduce a priori anatomical knowledge expressed by fuzzy spatial relations in the MRF framework to segment several subcortical structures. We also show how to combine the MRF models of tissues and structures. Models are mutually constrained in their convergence, making both models gradually more accurate and providing optimal results for both levels. We thus show how the Markovian approach can be extended by introducing mechanisms (1) to handle multiple levels of regularizations (multi-scale regularization) and (2) to consider conjointly multiple level of heterogeneous knowledge (multi-scale knowledge processing). Our implementation provides interesting visualization tools which allow us to track specific agents and explore local knowledge such as local segmentation errors or local intensity models. The evaluation shows competitive results compared to other algorithms with lower computational time. Indeed, local easy-to-segment territories converge quickly, allowing the system to focus on other areas. In addition, it appears to be robust to the intensity nonuniformity without any bias field assumption and estimation. Note that we currently consider a regular cubic partitioning for tissue segmentation but should in future work evaluate the contribution of more particular partitionning, like adaptive or spherical partitionings. The locality may allow to integrate brain extraction as an additional level of knowledge in our processing. We also plan to extend our model to new structures to study specific pathologies. Finally, MRF agent based computing appears as an interesting and modular tool for complex image segmentation.
