We explore the capacity of neural networks to detect a symmetry with complex local and non-local patterns : the gauge symmetry Z2. This symmetry is present in physical problems from topological transitions to QCD, and controls the computational hardness of instances of spin-glasses. Here, we show how to design a neural network, and a dataset, able to learn this symmetry and to find compressed latent representations of the gauge orbits. Our method pays special attention to systemwrapping loops, the so-called Polyakov loops, known to be particularly relevant for computational complexity.
The physics community is now greatly excited by the possibilities offered by machine learning tools, which have reached superhuman performance in tasks of significant complexity (think, for instance, of Go playing [1] ). Indeed, deep (convolutional) neural networks (DNN or DCNN) [2, 3] , initially developed for classification and pattern recognition tasks, have been applied to the identification of phases of matter [4] [5] [6] [7] [8] [9] [10] , including structural glasses [11] [12] [13] and topological states [14] , or even to seemingly for-humans-only tasks, such as finding realspace renormalisation group transformations [15] (this is just a somewhat arbitrary selection of, literally, hundreds of applications to physics).
In this context, gauge symmetries pose a major challenge due to the absence of any local order parameter [16] , which explains why only preliminary studies have been conducted [5, 6] (this paper adds to this list). It is natural to study gauge symmetries using DCNN because thanks to the convolutional layer, the translational symmetry has been successfuly exploited in image recognition: if a previously learned imaged is moved, less advanced algorithms fail to recognize it. Now DNN encodes the translational symmetry at a local level using a specific architecture (the convolutional layers), and therefore the obvious next step for Physicists is to consider more general symmetries for practical purpose.
The specific question we had in mind was whether or not DNN could be used to predict the computational complexity of a particular instance of an optimization problem. Spin glasses represent the perfect playground to test this idea, because finding the ground state of a simple Hamiltonian such as:
J xy σ x σ y , (σ x = ±1 for all sites x) , (1) is an NP-complete problem as soon as the underlying interaction-graph is non-planar [17, 18] (we shall consider statistically independent couplings J xy = ±1 with 50% probability). The classification problem is motivated because the computational difficulty of solving different problem instances of Eq. (1) spreads over several orders of magnitude [19] [20] [21] [22] [23] [24] , even for such a modest number of spins as N ∼ 500 [25] . It is still unknown which features of the coupling matrix J xy cause this tremendous disparity of computational cost, in spite the obvious practical relevance of the question (see [21] for some attempts to answer it). DNNs would be an obvious choice to address the computational-cost classification problem, were it not for the gauge symmetry of Hamiltonian (1) (the x = ±1 are arbitrary) [26] J xy = J xy x y , andσ x = x σ x .
All problem instances related by this transformation belong to the same gauge orbit. Now, the difficulty for solving problems from the same gauge orbit is identical. Hence, our dreamed DNN should first be able of telling us with certainty whether or not two problem instances belong to the same gauge orbit. Yet, we have checked that DNN, specifically ResNet [27] , completely fails at this task, no matter the size of the training set.
Here we solve by means of a machine-learning algorithm the problem of gauge-orbit identification as formulated for spin glasses on the square lattice. The same algorithm works in the cubic lattice as well, although we are limited to systems of smaller linear size due to the memory and computational costs. Let us stress that a careless posing of the problem could make it (wrongly) seem trivial. The problem is naturally addressed in terms of Wilson loops, in our case, the product of the couplings along a closed loop in the lattice, which is gauge invariant, see e.g. Ref. [28] . Attention immediately falls on the shortest Wilson loop, named the plaquette (see e.g. [5] or Fig. 1-left) . However, in Ref. [23] it is shown that two problem instances sharing the value of every plaque-tte, but differing on the so-called Polyakov loops (Wilson loops wrapping the system thanks to the periodic boundary conditions), may have vastly different computational complexity. Of course, there are more complex loops than Polyakov's, but we shall limit ourselves here to the simplest example. In fact, we have improved over Ref. [5] by teaching our machine to consider both local and non-local Wilson loops when studying a Z 2 gauge symmetry.
Let us highlight two other aspects of this problem that machine-learning practitioners may find attractive: (i) training set of (essentially) arbitrary size can be easily generated and (ii) an algorithm of polynomial complexity provides an exact answer to the question of whether two problem instances belong to the same gauge orbit.
In the rest of the paper, we will present two different approaches to solve this classification problem using DNN. In the first part of the paper, we will show how to build a machine able to tell us if two samples are in the same gauge orbit. And in the second part, we will show how one can build an autoencoder, a DNN capable of finding a latent representation of a gauge orbit, and to fix approximately the gauge. The latent representation of the autoencoder can be used for classifying samples as in the first case, but it is much stronger, it actually allows us to cluster the samples by orbits. All the simulations were possible thanks to the Keras-tensorflow and scikitlearn libraries [29, 30] . Before going to the two methods, we explain how the data are prepared for the training procedure.
The fact of working with square lattices allows us to treat the coupling matrices as images and apply directly all the machinery developed for them. The construction of the images is done as follows: (i) we map our set of couplings to a new 2D euclidean lattice. This can be done in different ways, our choice was to double the initial size of the lattice, so that spins (not used for our images) would be located at once every two lattice spaces, so that the couplings J xy = ±1 (black/white in Fig. 1 -left) in between them can be represented in the intermediate lattice sites. The rest of the sites not occupied by couplings are fixed to zero (grey in the Figure) . This transformation will be named hereafter "chess transformation". One could have avoided the introduction of all the useless grey pixels by just combining two square lattices of linear size L, but while we did not observe a particular advantage in the learning process when using this mapping, this choice complicated the interpretation of the results and the optimization of the machine, so we decided to keep the chess transformation. The periodic boundary conditions will be introduced in the final images given to the DNN, just by adding an extra row and column at the boundaries of the images with the information of its neighbors. For the sake of clarity, we do not include these extensions in the Figures shown.
We can now use this chess representation to illustrate the effect of a gauge transform, see Fig. 1 -right. It is almost impossible to distinguish the second sample (which is a gauge transform of the first ordered sample) from a purely random sample by human eye. As mentioned above, the correct way to do it is to fix the gauge [31] , that is, to use a map f G : J O k →Ĵ O k from any sample J of the gauge orbit O k to a single representation of it,Ĵ . Thus, two samples will be in the same orbit, if and only if
In practice, we construct this mapping by selecting the ≡ { x } values in Eq. (2) in a way that one can transform all the couplings along all the lines on the horizontal direction and on the first vertical line to 1 (black in the Figure) . We call this particular gauge the comb-gauge. One can see that one has the freedom to do so along all these lines but for the last coupling at the end of each line due to the periodic boundary conditions. We include the code of this transformation in the Supplemental Material (SM).
Construction of the data set-A naive approach to detect the gauge symmetry (that was used in Ref. [5] ) would consist in first constructing a (balanced) dataset of pairs of systems: a group which correspond to gauge symmetrical systems and a group with two random J s. However one can already anticipate the problem that will arise from such a choice. The large majority of the times, and this is what the DNN will learn, the two samples will be so different that one could easily classify correctly these pairs just by checking the value of a very reduced number of plaquettes of the system. But this is not restrictive enough to check the gauge symmetry, it would completely miss situations in which just some few couplings have been changed, e.g. R q=0.05 (J ) in Fig. 2 , or more drastically, it would be blind to extensive transformation that leaves all the plaquettes unaltered, like the L(J ) in Fig. 2 . This example shows us that we need to be very careful when constructing the dataset if we want
The first row represents a sample J and the possible transformations used to build our dataset. The second row corresponds to the sign of all the plaquettes in the system (i.e. product of the Jij along the plaquette) and the sign of all the Polyakov loops (i.e. product of the Jij along the horizontal and vertical lines). We highlight the pixels that change in red. For a given system J , a random gauge transform changes most of the couplings but no plaquette or line, while changing some few links of a sample (see Rq=0.05 where 5% of the couplings were flipped), has strong effects both in the plaquettes and the lines. The last column shows that, flipping a full vertical line of couplings does not break any plaquette, and it can only be detected in the lines.
the machine to really distinguish between orbits. In order to avoid these effects, the dataset is built such that it is not enough to look at one plaquette in particular, or, one (or few) plaquette(s) randomly. In order to do that, we systematically generate pairs of samples constituted by a random sample J and the identical sample where we have flipped a random proportion q of the J xy . As we will see later, it will be particularly difficult for the DNN to classify correctly cases were only a very small number of links were flipped. For this reason, we create two different sets of data with randomly modified couplings R q (J ), using either a variable degree of changes q ∈ [1/4L 2 , 0.25] or very similar samples, that is, changing only from 1 to 5 links. Finally, we also need to give examples of couples that do not belong to the same orbit, but where all the plaquettes are conserved, but instead large loops are not. This is the case, in particular, whenever a non connected line of couplings in the system is flipped (see L(J ) in Fig. 2 ). These kinds of transformations , missed in previous works [5] , play an important role when assessing the computational hardness [23] . In general, our data-set is composed of N s couples of samples being half in the same orbit and half of different orbits. The non-gauge dataset is built using all the three transformations discussed above with equal weight.
Construction of the DNN-Our first goal is to understand if it possible to construct a DNN that is able to distinguish between two samples that are from the same gauge orbit or not. First, we discuss the settings. The machine we want to build should take as input a couple of samples J s, and as output the probability that the two samples are on the same gauge orbit or not. The geometry of the euclidean lattice of our model let us naturally make use of the convolutional neural networks (CNN) [32] [33] [34] that allows to deal with the translational symmetry. Then, we can use combinations of CNNs to catch the gauge symmetry. In particular, we should combine CNNs that scans both the plaquettes, see orange square in Fig. 3 -top, and the Polyakov loops, that will be scanned by means of horizontal and vertical 1 × L slabs, see yellow and red rectangles in Fig. 3-top. The first CNN will allow us to find quickly small defects in the gauge symmetry (which are the most common), while the second would detect non local ones. In particular, we will put in parallel the three CNNs. These CNN serve as feature detectors before a fully-connected layer that performs the classification. We illustrate on Fig. 3 -top how the architecture is designed in general (the number of layers and the size of the dense layer can vary depending of the considered system size), additional details and programs can be found in the SM.
Results-For this system, we manage to obtain almost 100% of accuracy on linear sizes of L = 5, 10. The first interesting conclusion is that it is effectively possible to learn to distinguish between pairs of samples coming from the same gauge orbit or not. We can see on General accuracy performance for the classification task of the samples in our dataset (both for the training set and for the test set). The data were averaged over 5 independent learning runs and datasets. An interesting property of the task here is that we do need a very large amount of samples in order to be able to generalize properly. In particular, it needed 10 times more samples to be able to classify the samples coming from the system of size L = 10, compared to the L = 5.
trained, rapidly converges toward 100% of correct classification, whereas on test samples (which are not seen during the training), it is necessary to use a very high amount of samples in the training in order to be able to reach such a performance. We looked at the behavior of the network specifically on samples with a given fraction of flipped couplings and on the accuracy obtained only on the samples where a whole line has been broken in order to understand how the total accuracy depends on the structure of the dataset, see Fig. 5 . On the first case, we observe that in order to classify correctly the couple (J , J ) where only n l links have been flipped, the number of observed samples increases dramatically as n l becomes smaller. On the second case, we see that it is clearly much harder for the network to handle the lines and therefore, the accuracy starts increasing only when taking a very high number of samples, which effectively dominates the overall accuracy shown in Fig. 4 .
Learning to fix the gauge-We now wish to understand if a DNN can "discover" the gauge symmetry, that is, to learn to fix the gauge. For this purpose, we will make use of an auto-encoder (AE) [35, 36] . AE are a type of neural network (NN) where, an input x is encoded by a function f E into a latent representation, which is generally smaller than the input size. After that, a decoder maps the latent representation into a reconstructed vector x = f D (f E (x)). One then trains the weights of the encoder and the decoder to minimize a loss function (for instance the L 2 norm between x and x ). At variance with the traditional approach, we will not ask our AE to reconstruct the input but to fix the gauge, that is to reconstruct a uniqueĴ for all the samples in the same gauge orbit. One could either use a random representative of each orbit or to use our gauge fixing procedure (the comb gauge) described above. The main advantage of the latter, is that the number of variables that change over the dataset is reduced and therefore it is easier for the NN. We will use essentially the same architecture of our previous task (that is the three CNNs of Fig. 3 without the classification layer) for the encoder. The decoder takes the output of the encoder, and pipes it to an upsampling layer, followed by our three feature detector CNNs and by a last CNN from which we take the output (more details can be found in the SM). Our dataset is composed by N s samples, each one belonging to N O N s different orbits. The output of each J is the comb gauge of the orbit (like in Fig. 1-right) .
We present results for this task on L = 5, 6 and 8 systems averaged over 1000 test samples (that are not in the training set) in Table I . We check the accuracy of the method by comparing how different the approximate gauge-fixed output is in terms of the portion of the number of changed links with respect to the total one, p, (i) between two samples of the same gauge orbit, (ii) two systems at random, (iii) between two samples where the second has a portion q of links flipped and (iv) between two samples where the second has a broken line. As shown in the Table I , samples from the same orbit are the only with extremely similar outputs. We can also 6 . On the left, a scatter plot of the latent representations of two samples from the same orbit (in blue) and two samples from different orbits (in orange, green and red). The green dots correspond to a sample differing by a whole line, and the red ones by q = 0.1 couplings changed. On the right (in arbitrary units), illustration of the latent encoding for many orbit gauges for the L = 5 system. Each color/blob corresponds to samples coming from the same gauge orbit. The black dot is the latent representation of the comp gauge of the orbit. We clearly see that each orbit form a cluster that is well separated from the rest. check whether the latent representation (of test samples and orbits) can cluster together samples from orbits together in the same orbit. On Fig. 6 -left, we compare the latent representation of samples from the same gauge orbit or not and, on the right side, we use the t-sne tool [37] to visualize in two-dimension the latent representation. Our machine clearly succeeds in finding a good latent representation for the orbit: we see that the latent representation is very close for two samples from the same orbit, whereas even a slight change of a few plaquettes, or of one line makes a noticeable difference.
We have shown a successful machine learning approach to detect gauge symmetries. This problems is a particular challenge for neural networks because no single local or global order parameter is available. In fact, we see that naive standard approaches using pre-trained deep neural networks fail to tell us if two samples are or not a gauge transformation one from the other, even if we can generate arbitrary large training sets. Our results underline the necessity of being very careful with the dataset used for the learning phase if we want the NN to learn the full symmetry and that one needs to force the machine to look on the same footing local and global loops. We show that our NN are able to learn the gauge symmetry and even to fix the gauge and cluster samples in orbits, however at the cost of very large training datasets as compared to the system sizes. Now that we have NNs able to see gauge symmetries and find a latent representation for the orbits, we will approach our original motivation, using these machines to understand what makes certain samples computationally far more costly than others.
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