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ABSTRACT 
 
Full Name : Maimoon Atif 
Thesis Title : Optimization and thermal performance analysis of supercritical carbon 
dioxide Brayton cycles driven by solar thermal power tower systems 
Major Field : Mechanical Engineering (Thermo-Fluids) 
Date of Degree : October 2014 
In this study, thermodynamic analysis of a solar thermal power tower integrated with 
supercritical CO2 cycles is presented. A mathematical model was developed to achieve 
the objectives of the present study. The first part of the model deals with generating a 
preliminary heliostat field in a conventional radial staggered configuration. The heliostat 
field is then tested for its optical performance. There are five parameters which constitute 
the optical performance of a solar tower, namely the cosine factor, the atmospheric 
attenuation factor, the shadowing and blocking factor, the intercept factor and the mirror 
reflectivity. The generated field is then optimized against the above mentioned 
parameters by changing the heliostat positions to attain the maximum possible annual 
optical performance using differential evolution, which is an evolutionary algorithm. The 
optimized heliostat field has an insolation weighted annually averaged efficiency of 
0.5634. Using the results of the optimization, comparison of net power outputs and 
thermal efficiencies of different Brayton cycles was performed. The Brayton cycles 
analyzed were simple Brayton cycle, regenerative Brayton cycle, recompression Brayton 
cycle, pre-compression Brayton cycle, and split expansion Brayton cycle. The results 
indicate that the highest thermal efficiency is achieved using recompression Brayton 
cycle on June noontime. The regenerative Brayton cycle, although simpler in 
configuration also shows comparable performance. Furthermore, the recompression 
Brayton cycles was selected to be integrated with solar tower through two tank molten 
salt thermal storage; as it achieves the highest efficiency. Three cases were studied in 
which the thermal storage was operational for different ranges of time. Firstly, when it 
was operational only for daylight hours, secondly when it was operational from sunrise 
till the end of the day, and lastly when it was operational for the whole day. For the case 
when the net power output is uniform for the whole day, 17 MW is produced in March, 
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22 MW in June, and 10 MW in December. Similar observations were made for the other 
cases. This analysis was carried out for Dhahran, Saudi Arabia.  
In addition, a complete thermodynamic analysis of a solar thermal tower system when 
integrated with a sCO2 recompression Brayton cycle was performed for six different 
locations in Saudi Arabia considering the local solar irradiation intensity for each 
location. The selected cities were Tabouk (North), Madinah (West), Dhahran (East), 
Riyadh (Central), Bishah (South), and Najran (South). The findings revealed that the 
highest annual average heat collected was for Madinah, 938,400 kWh/day, and the 
second highest was for Tabouk, 933,100 kWh/day. Consequently, the least amount of 
annual average fuel hybridization required was 5.82% for Madinah and 6.34% for 
Tabouk during daytime hours. 
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 ملخص الرسالة
 
 
 ميمون عاطف :الاسم الكامل
 
 الطاقة برجمدمجة مع  الكربونثاني أكسيد الأمثل لدورات برايتون فوق الحرجة باستخدام  الأداءتحليل  :عنوان الرسالة
 الشمسية الحرارية         
 
 )علوم حرارية(الهنسة لاميكانيكية : التخصص
 
 2014اكتوبر  :تاريخ الدرجة العلمية
 
وقد تم . فوق الحرجة ثاني أكسيد الكربون دورات معمركزة ال الشمسية الطاقة الحرارية برجأداء  تحليل تم في هذه الدراسة
 على شكل الأولي المرايا حقل توليدنموذج تعامل مع من ال الجزء الأول .هذه الدراسة أهداف لتحقيق نموذج رياضي تطوير
التي  معامل هناك خمسة. الرياضي لتقييم الأداء البصري لحقل المرايانتائج النموذج  تم اختبار ثم .التكوين متداخل شعاعيا
عامل  ، وفي الغلاف الجوي التوهين، وعامل جيب التمام عاملوهي  لحقل المرايا مع البرج الشمسي الأداء البصري تشكل
الأداء  ممكن من أقصى قدراد تم استخدام هذه المعامل لإيج ثم .المرآةنعكاسية عامل إعتراض والإوعامل  العرقلةوالتظليل 
بلغ المتوسط السنوي الأمثل للكفاءة . تطورية خوارزميةتعتبر ، التي التفاضلي تطورطريقة ال  باستخدام السنوي البصري
الحرارية الكفاءة و الصافية الطاقة مخرجات مقارنة بينتم إجراء  .التحسين باستخدام نتائج 2.56.1البصرية للنظام الشمسي 
ه تجددمال برايتونودورة  التقليدية برايتون دورةالدورات التي تم اخيارها هي  .الي تعمل بثاني اكسيد الكربون برايتوندورات ل
 حرارية أعلى كفاءةحقق تالدورة التي  أن إلىاشارة النتائج و. الانقسام توسيعودورة  ضغطقبل  ودورة  إعادة الضغط و دورة
كان أقل بقليل من دورة إعادة  ةتجددمالبرايتون  دورةأداء  .يونيو حزيرانبشهر  ظهيرةال فيوكانت   إعادة الضغط دورةهي 
حيث تم اختيارها واضافة خزان . ثم بعد ذلك تمت دراسة تفصيلية باستخدام دورة إعادة الضغط بسب اداءها العالي. الظغط
 التخزين الحراري كان فيها ثلاث حالات تمت دراسة. للحرارة المكتسبة من البرج الشمسي و من ثم تحليل هذا النظام متكاملا
من شروق  التشغيل عندما كان وثانياساعات النهار، فقط لالنظام يعمل  كان عندما أولا .من الزمننطاقات مختلفة التشغيلي ل
 عندما يكون حالةبالنسبة لل. ساعة 24لمدة  ليوم كامل التشغيل عندما كان، وأخيرا في منتصف الليل نهاية اليوم حتى الشمس
في  ميغاواط 10و  في شهر يونيو، ميغاواط 44 في شهر مارس، ميغاواط 10 تم إنتاج، ليوم كامل موحد انتاج الطاقة صافي
 iivxx
 
 .لمملكة العربية السعوديةبا لظهرانلمدينة ا التحليل هذا أجري. خر الأحالات لل مماثلة أبديت ملاحظات. ديسمبر كانون الاول
مواقع  ستةل إعادة الضغطدورة  مع عند دمجه لطاقة الشمسية الحراريةا برج نظامتم إجراء تحليل الأداء ل ذلكوبالإضافة إلى 
 )شمال( تبوك مختارةالمدن ال وكانت. دينةلكل م الإشعاع الشمسيشدة وإعتبار تغّير  في المملكة العربية السعودية مختلفة
في هذه الحالة تم استخدام ). جنوب(نجران و )جنوب( بيشةو )وسط( ضالرياو )شرق( والظهران) غرب( المدينة المنورةو
اداء النضام الوقود الإحفوري عند ضعف التركيز الأشعاعي للأشعة الشمسية ولايوجد خزانات للحرارة المتولدة وتم تحليل 
 1124.0 بمقدار لمدينة المنورةكان ل التي تم جمعها السنوية حرارةلل متوسط أن أعلى وكشفت النتائج. خلال ساعات النهار
 أقل قدر من كان، ونتيجة لذلك .يوم/  كيلو واط ساعة 110..0بمقدار تبوكل ثاني أعلى معدل، وكان يوم/  كيلو واط ساعة
 .تبوكل٪ 2..5 و لمدينة المنورةل٪ 44.6 وقود اللازملل المتوسط السنوي التهجين
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1 CHAPTER 1 
INTRODUCTION 
The world is facing an ever increase in its energy demands and the conventional fossil 
fuel resources are being consumed at an alarming rate. This predicament needs to be 
addressed and more sustainable and reliable energy resources are required which will 
compensate for the uncertainty in the supply of conventional fuels. Renewable energy 
sources such as solar, biomass, geothermal, wind, and hydro, can be good alternatives to 
the conventional fuel sources. These sustainable energy sources are available in sufficient 
quantities and have minimal impact on the environment.  
Solar energy is one such alternative and there are two ways in which this energy can be 
harnessed to generate electrical power through photovoltaic, and solar thermal or 
concentrated solar power (CSP). Photovoltaic technology provides a direct method to 
convert solar radiation into electricity. This implies that the photovoltaics can only be 
employed during the daylight hours because storing electrical energy is not an efficient 
process. On the other hand, in a solar thermal system, a device which collects the solar 
energy (solar collector) is used to run a thermodynamic engine (heat engine) which runs a 
generator to produce electricity. There are different working fluids which are used to run 
the thermodynamic cycle like oil, water, air, helium, and carbon dioxide. Alternatively, 
storing heat is far easier and efficient as compared to storing electricity. The heat which is 
stored during the daylight hours can be utilized in the night by converting it into 
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electricity. Because of this capability, concentrated solar power is emerging as a potential 
technology among other sustainable technologies [1–12].  
1.1 Concentrating solar power (CSP) technologies 
In a concentrating solar power (CSP) technology, the solar radiations are reflected and 
concentrated using reflectors (mirrors) to heat up a fluid in order to operate a 
thermodynamic cycle and to obtain power just as in a conventional power plant. 
Unlike nuclear reactors or conventional fossil fuel power plants, CSP augments clean 
solar radiations with the help of concentrators/reflectors to provide the required heat for 
the power production. CSP also offers an advantage over the photovoltaics with its ability 
to be equipped with thermal storage system in order to generate power on a cloudy day or 
even after the sunset. Moreover, it enables the production of dispatchable electricity, 
facilitating the grid integration and hence increasing the economic viability [2]. 
1.2 Current technologies for CSP power production plants 
CSP plants can be broken down into two groups, based on  
Line-focusing systems are those that concentrate the sun rays along a focal line and these 
include parabolic trough and linear Fresnel plants and have single-axis tracking systems.  
Point-focusing systems are those solar collectors that concentrate the sun rays on a single 
focal point and these include solar dish systems and solar tower power plants and include 
two-axis tracking systems to concentrate the solar radiation onto the receiver.   
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Table 1.1 The four CSP technologies [1] 
                                                                     
Focus type 
Receiver type 
Line focus Point focus 
Fixed 
Fixed receivers are stationary 
devices that remain 
independent of the plant’s 
focusing device. This eases the 
transport of collected heat to 
the power block. 
Linear Fresnel Reflectors Towers (CRS) 
Mobile 
Mobile receivers move 
together with the focusing 
device. In both line focus and 
point focus designs, mobile 
receivers collect more energy. 
Parabolic Troughs Parabolic Dishes 
1.2.1 Linear Fresnel reflectors  
Linear Fresnel reflectors (LFRs) utilize a series of slightly curved or long flat reflectors 
or mirrors which are placed at an angle such that it focuses the sun’s incident radiations 
on either side of a fixed receiver, which is located several meters above the primary 
mirror field. In order to ensure that the sun rays are always focused on the fixed receiver, 
each mirrors line is equipped with an automatic tracking system, rotating on a single axis 
and optimized individually according to their position. The receiver consists of a long, 
selectively-coated absorber tube.  
Unlike Parabolic Trough collectors (PTCs), LFRs inability to focus the sunlight sharply 
on the focal line causes astigmatism. This problem can be solved by refocusing the rays 
missing the tube with the help of a mirror above the tube or a secondary reflector. 
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Another solution is to introduce several parallel tubes forming a multi-tube receiver such 
that it is wide enough to capture most of the focused sunlight without a secondary 
reflector [2]. 
1.2.2 Parabolic trough 
The parabolic trough collectors (PTC) comprises of three basic components: a solar 
concentrator, a central receiver tube and a support structure. The parabolic-shaped 
reflecting surface/material concentrates the incoming solar radiations onto a central 
receiver tube which is situated at the focal line of the collector. The width of these 
parabolic apertures is around 5-6m and the total length of the array of mirrors can be 
100m or longer. The whole system is generally equipped with a single axis tracking 
mechanism such that both solar collectors and heat receiver are oriented towards the sun. 
The central receiver is generally a metallic tube which is placed inside an evacuated glass 
envelope to prevent heat loses. The absorber tube, usually a stainless tube, is coated with 
a spectrally selective coating that absorbs the solar (short wave) irradiation well, but 
emits very little infrared (long wave) radiation. Therefore, most of the radiation absorbed 
is converted into heat energy. 
Heat transfer fluid (HTF) absorbs heat from the central tube walls and transfer it to the 
thermal power cycle or to the heat storage system. Synthetic oils are generally used as a 
HTF, which are stable up to 400 
o
C. Some new studies have shown that the use of molten 
salt at 540 
o
C for heat transfer as well as for thermal storage system can considerably 
improve the thermal storage performance. 
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Around 220 MW of installed CSP capacity in 2010 utilized parabolic trough technology 
and accounted for virtually all of the installed CSP capacity today. Therefore, parabolic 
trough technology is the most popular and mature of the CSP technologies [1]. 
1.2.3 Solar dish  
Solar dish or parabolic dish collector (PDC) comprises of mirrors arranged in the shape 
of a dish and concentrates the solar radiations at the focal point above the center of the 
dish. Generally, an engine/generator, like Stirling engine or micro-turbine, is attached at 
the focus of the dish. Therefore, the need of a HTF is eliminated with this design.  
PDC offers the highest solar-to-electric conversion performance of any CSP system. 
Some of the advantages of PDC are that these eliminate the need of cooling water and 
have compact size. On the contrary, PDC systems have low compatibility with thermal 
storage and hybridization. This makes PDC a very good competitor of PV modules, 
especially concentrating photovoltaics (CPV). Very large dishes also have provisions for 
thermal storage and fuel back up as add-ons. Promoters claim that mass production will 
allow dishes to compete with larger solar thermal systems. 
Major disadvantage of PDC is its size limitation which is typically tens of kW or smaller. 
This necessitates a large number of dishes to be co-located and connected to create a 
large scale plant. Alternatively, the other CSP technologies have much higher capacities 
starting as low as 1 MW [1]. 
1.2.4 Solar tower 
Solar tower or central receiver technology comprises of a field of mirrors on the ground 
which directs the solar radiation on a receiver mounted high on a central tower. The 
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receiver converts the solar radiation into heat and drives a thermodynamic cycle, which is 
usually a Rankine cycle or a Brayton cycle, to generate power. Each individual mirror in 
the field is called a heliostat and it is equipped with a two axis tracking system. As 
compared to parabolic trough and LFR, solar towers can achieve higher temperature as 
more sunlight can be concentrated on a single receiver and loss of heat can be minimized. 
Currently, water/steam, air, or molten salt is used as a working fluid in the heat 
exchanger. Normal working temperature is around 600 
o
C with current molten salt design 
but it may vary from 250 
o
C to as high as 1000 
o
C, depending on the working fluid used 
and design of the receiver. Currently, the capacity of the solar tower power plants is in 
the range of 10 MW to 50 MW. However, with the increase in annual power demand, the 
solar field size is required to be increased, which leads to a greater distance between the 
outer mirrors in the field and the receiver. Longer distance brings with it problems like 
optical losses due to attenuation or absorption, unavoidable angular mirror deviation due 
to imperfections in the mirrors, and slight errors in mirror tracking. 
Synthetic oil or molten salt is used as HTF and thermal energy storage medium. 
Operating temperature for synthetic oil is 390 
o
C which, in turn, limits the efficiency of 
the thermodynamic cycle. The use of molten salt as HTF can significantly increase the 
operating temperature to around 650 
o
C, enough to allow higher efficiency supercritical 
cycles (steam or carbon dioxide); however, at the cost of higher initial investment. 
Some of the advantages of solar towers that make these a very promising CSP technology 
are: 
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- Higher operating temperature increases efficiency of the thermodynamic cycle as 
well as reduces water consumption for cooling the condenser; 
- Thermal energy storage for schedulable power generation is also enhanced by 
higher operating temperature; and 
- Higher temperature also makes room for greater temperature differentials in the 
storage system which ultimately reduces the storage cost. 
Hence, solar towers provide an opportunity to increase the capacity factor by using 
thermal storage system and to maximize the power generated by allowing flexible 
generation strategy along with higher efficiency levels. With these advantages, solar 
tower can be a tough competitor to parabolic trough in the future market with gained 
operating experience and reduced cost [2].  
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Table 1.2 Specifications of the four main CSP technologies [12] 
Collector 
type 
Description 
Relative 
thermodynamic 
efficiency 
Concentration 
ratio (sun) 
Operating 
temp 
Range       
( C) 
Relative 
cost 
Technology 
maturity 
PTC 
- Parabolic sheet of 
reflective material 
(aluminum, acrylic) 
- Linear receiver 
(metal pipe with 
heat transfer fluid) 
Low 15–45 50–400 Low 
Very 
mature 
LFR 
-  Linear Fresnel 
mirror array focused 
on tower or high-
mounted pipe as 
receiver 
Low 10–40 50–300 
Very 
low 
Mature 
CRS 
-  Large heliostat 
field with tall tower 
in its center 
-  Can be used for 
continuous thermal 
storage 
High 150–1500 
300–
2000 
High 
Most 
recent 
PDC 
-  Large reflective 
parabolic dish with 
Stirling engine 
receiver at focal 
point 
- Heat engine 
produces electricity 
directly from 
reflected thermal 
energy (in this case, 
thermal storage 
cannot be achieved 
by the system) 
High 100–1000 
150–
1500 
Very 
high 
Recent 
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1.3 Comparison of CSP technologies 
In Table 1.1 and Table 1.2, a comparison of the major features of the four main types of 
CSP technologies — Fresnel reflectors and Parabolic trough, Parabolic dish and Solar 
tower — are reviewed. Apart from technical and economic aspects, all of these CSP 
technologies differ significantly in terms of maturity, reliability, and operational 
experience in utility scale conditions.  
Although, parabolic trough is the most widely commercially used CSP technology, 
improvement in performance and cost reduction are still needed. Most of PTC systems do 
not have thermal energy storage system and therefore these can only operate in daylight 
hours. PTC or solar tower when integrated with thermal energy storage can meet the 
requirements of utility-scale, schedulable power plant. 
Solar towers operating at high temperatures using molten salt or other alternatives as 
HTF and storage medium offers higher efficiency, cost reduction, and expanded energy 
storage opportunities and hence, these are the most promising CSP technology for the 
future. 
In addition to solar towers, there is an increasing interest in sCO2 Brayton cycles due to 
the high thermodynamic efficiencies which can reach as high as 50% at high 
concentration ratios. 
The levelized cost of electricity (LCOE) of solar tower, unlike that of PTC system, tends 
to decrease as the capacity factor increases. Solar towers can offer more opportunities for 
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local manufacturing than PTC system, creating more job opportunities and local 
economic development [2]. 
1.4 Thermal storage 
Thermal energy storage technologies operate with a goal of storing energy for later use as 
a heating or cooling capacity. Thermal storage technologies are well suited for an array of 
applications including seasonal storage on the supply-side and demand management 
services.  
Some thermal energy storage technologies have already realized significant levels of 
deployment in electricity and heat networks. Furthermore, some end-use technologies 
that have already been deployed to meet other societal requirements include thermal 
energy storage capabilities. 
The well known and most researched form of thermal energy storage for high 
temperature applications is molten salts. This material is used to increase the 
dispatchability of power from CSP facilities by storing several hours of thermal energy 
for use in electricity generation. Heat storage by phase change materials, thermochemical 
energy storage and waste heat utilization methods offer many potential opportunities. 
However these technologies will need to overcome containment vessel design and 
material stability challenges at very high temperatures before they can achieve 
widespread deployment [13].   
The concept of thermal storage for CSP plants is such that surplus heat is directed to a 
storage substance (for example molten salts). This excess stored heat is released into the 
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thermodynamic cycle after the sunset, and the plant continues to operate depending upon 
the storage capacity.  
All CSP plants have the ability to store excess thermal energy and therefore have the 
mitigate capacity that allows the electricity production to smoothen considerably and 
purge the short-term variations occurring due to cloudy days or any other reason.  
The required solar field size is relatively larger to incorporate storage i.e. the plant has a 
higher solar multiple to make certain that there is adequate electricity production. As a 
consequence, at peak hours, the solar collectors will generate more heat than the turbine 
is designed for.  
In the absence of storage, the operators would need to defocus some of the unneeded 
solar collectors. Storage allows for extended production after the sun has set and avoids 
losing this energy. 
The CSP plants having large storage capacities may be able to generate power day and 
night, hence making it possible for CSP plants to compete with traditional fossil fuel 
power plants that release high levels of carbon dioxide. 
Currently the industry’s focus is to reduce the thermal storage costs and to significantly 
increase the temperature to improve overall efficiency of CSP plants. Enhanced thermal 
energy storage would help expand production and capacity. The concept of storage 
makes solar only power plants possible, although hybrid plants have their own 
advantages [1,14].  
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1.5 Motivation and significance 
The world is facing a challenging time to fulfill its energy requirements with depletion of 
the fossil fuel resources. In these hard times, research is being carried out to effectively 
utilize sustainable energy resources to fulfill the increase in the energy demands.  
Of all the CSP technologies solar tower in the near future is expected to become the 
technology of choice. This is mainly due to the anticipated performance improvement 
and cost reductions associated with technology innovations of the three main subsystems, 
i.e. the heliostat, the receiver, and the integrated thermodynamic cycle within the near 
future.  Compared with other CSP options, the solar tower or the central receiver system 
(CRS) could not only provide cheaper electricity than  parabolic trough and solar dish 
systems but also superior performance [15]. Other advantages include higher 
temperatures and thus higher efficiency of the integrated thermodynamic cycle and it has 
the flexibility to be easily integrated in fossil fuel plants for hybrid operation. As already 
mentioned it has the potential for generating electricity with high annual capacity factors 
through the use of thermal storage. 
The supercritical power cycles take advantage of real gas behaving in order to achieve 
high thermal efficiency. In supercritical CO2 (sCO2)cycle, main improvement of the cycle 
efficiency comes from the compressor work reduction due to the change in properties 
when it is compressed near the critical point and due to low critical temperature. 
Therefore, it is possible to include water at ambient temperatures as a coolant for such 
cycles [16]. sCO2 when incorporated as a heat transfer fluid (HTF) can attain 
thermodynamic efficiencies above 50% at concentration ratios and temperatures 
13 
 
achievable by concentrating solar power tower [17].  Due to the high operating pressures, 
small sized components can be incorporated. Moreover, as compared to steam and 
organic based Rankine cycles, sCO2 can achieve high efficiency over wide temperature 
ranges of heat sources with compact components resulting in lower operating and capital 
costs. sCO2 technology can displace steam for bottom cycling on gas turbines by 
providing higher output power with lower operation & maintenance costs and lower 
installment costs which can reduce levelized cost of electricity by up to 10 to 20 percent. 
In addition, the associated greenhouse emissions are reduced by an improvement in the 
overall energy production efficiency [18].  
As can be observed the concentrated solar power production using solar tower is the most 
promising concentrated solar power technology. Therefore, this technology has been 
selected. On the other hand, only limited number of studies has been performed on sCO2 
cycles. However, among these studies, no study considered complete thermodynamic 
modeling of sCO2 cycles when integrated with a solar tower. In this study, solar tower 
power system and its feasibility for electrical power production was studied in details. 
The reference location for this study is Dhahran, Saudi Arabia. A comparative analysis 
was carried out for different sCO2 closed loop Brayton cycles. In addition, a complete 
thermodynamic analysis of a solar thermal tower system when integrated with a sCO2 
recompression Brayton cycle was performed for different locations in Saudi Arabia 
considering the local solar irradiation intensity for each location. 
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1.6 Objectives of the current study 
The overall objective of this study is to perform thermal analysis of solar thermal power 
tower systems when integrated with supercritical CO2 Brayton cycles. The specific 
objectives are:  
1. Development of a mathematical code to deploy a conventional radial staggered 
heliostat field layout. 
2. Development of a mathematical code for the effective optimization of the 
heliostat field. 
3. Assessment of the heliostat field layout size for a selected power production range 
under different operating conditions considering solar irradiation intensity for 
Dhahran, Saudi Arabia. 
4. Thermodynamic modeling of the solar thermal power tower systems when 
integrated with different supercritical CO2 Brayton cycles for Dhahran, Saudi 
Arabia. 
5. Comparative performance analysis of solar power tower driven sCO2 
recompression Brayton cycle with an auxiliary heater installed for different 
locations of Saudi Arabia. 
6. Thermodynamic modeling of two tank thermal storage when integrated with 
supercritical CO2 Brayton cycles driven by solar thermal power tower systems for 
Dhahran, Saudi Arabia. 
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2 CHAPTER 2 
LITERATURE REVIEW 
In this chapter, a detailed literature review is presented to identify the gap in the 
literature. The details of the literature review are organized as follows. It starts with the 
review of the studies on the solar thermal power tower (solar central receiver) systems 
and the heliostat field layout (HFL). Then, the review is presented on thermodynamic 
cycles using supercritical carbon dioxide as the working fluid. Lastly, the review of the 
studies focusing on solar thermal storage systems is presented and discussed. 
2.1 Central receiver and heliostat field layout 
Recently, several studies had been conducted to examine different performance 
parameters of the solar central receiver system. Solar central receiver systems (solar 
towers) are characterized by high temperatures operation using high temperature heat 
transfer fluid, usually molten salt or synthetic oil. Furthermore, they can incorporate 
storage medium due to the potential of higher efficiency, cost reduction, and prolonged 
energy storage opportunities. These operating features are based on their high capacity 
factor achievable, lower energy storage costs, greater efficiency of the integrated 
thermodynamic cycle, and their firm output capability [2,15,17]. 
Chiesi et al. [19] proposed parallel algorithms for the design and analysis of a heliostat 
field layout systems. Their work focused on studying mirror imperfections and non 
planar geometries using multiple graphical processing units (GPUs) to have an accurate 
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and fast simulation environment. Processing times that usually take hours was reduced to 
a matter of minutes using this approach. 
Garcia et al. [20] performed a detailed review study on the codes for the calculation of 
solar flux concentration. The codes were divided into two main categories: those codes 
which are used for optimization and the codes which are designed for the calculation of 
the optical performance parameters. Another similar review was performed by Romero 
and Steinfield [21] on concentrating solar thermal power and solar thermochemical fuels. 
It was concluded in their study that the implementation of CSP systems is rapidly 
increasing. Furthermore, the next generation of technologies allows surprising 1000 C 
and thus enables higher efficiencies. 
Renzi et al. [22] performed analysis on the performance of a non-imaging focusing 
heliostat for a small solar concentration plant. A prototype plant consisting of 90 two axis 
tracking heliostats was simulated using a ray tracing technique. These simulations also 
took into account tracking errors conforming to the real conditions. It was concluded 
from the study that flat mirror heliostat can perform well in terms of optical efficiency. 
A study was conducted by Ali [23] on the factors which affect the heliostat field design in 
a central receiver plant. It was concluded that the shadowing length is about twice the 
length of the size of the mirror (heliostat) and the optimal distance from the tower up to 
which the heliostats can be placed is about 1.25 times the height of the tower.  
A cell wise approach was proposed for optimizing  a solar tower system by Lipps and 
Vant-hull [24–26]. In the approach described by them, the whole heliostat field was 
divided into cells and a layout of the heliostat was generated based on the optimization of 
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these cells by determining an optimum value for the figure of merit. This figure of merit 
is defined as the ratio of the cost of the thermal system to the annual thermal energy 
collected. Lastly, the conversion from the optimum spacing from the cells to the 
individual heliostats was mainly based on the shadowing and blocking, and the insolation 
data [26]. 
A mathematical graphical method for generating a no-blocking radial staggered heliostat 
field layout was presented by Siala and Elayeb[27]. The field was divided into groups or 
zones to increase the density and it was reported that the proposed field layout is simple 
as compared to cell-wise method. 
The German Aerospace Center developed a code for optimizing  a heliostat field based 
on annual performance which is called HFLCAL[28,29]. This code computes the energy 
spot sent to a heliostat by describing the reflected image of each heliostat as a circular 
normal distribution. Thus, the intercept of each heliostat in the field can be calculated 
which is described by an analytical function. This code starts the optimization with a set 
of supposed heliostat positions and then the performance of these heliostats is calculated.  
Pitz-Paal et al. [30] performed optimization of the heliostat field for solar tower systems 
by coupling genetic algorithm and the Nelder-Mead algorithm for maximum annual solar 
to chemical conversion energy efficiency for solar fuels production. It was concluded that 
the chemical process selected has high impact on the basic design parameters and the 
performance.  
An improved configuration considered  a biomimetic pattern for the heliostat field layout 
based on annual performance using discretization of the heliostat surface into cells was 
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suggested by Noone et al. [31]. It was concluded that these patterns have better annual 
efficiency and cover less land area; thus, levelized cost of electricity is reduced. The 
discretization approach was used to calculate the shadowing and blocking factor and the 
intercept factor. For this purpose, the heliostat surface was divided into cells ranging from 
9 to 100 for validation. This approach implies that in a full optimization process, which 
includes thousands of heliostats, it can be time consuming especially if the interception is 
calculated locally for each cell.  
Optimization of the same heliostat field layout  that was suggested by Noone et al. [31] 
was also studied by Besarati and Goswami [32]. Instead of using a discretization 
approach for the calculation of shadowing and blocking factor and the intercept factor, 
different approaches were used and implemented. For the calculation of shadowing and 
blocking factor, the method described by Sassi[33] was implemented. On the other hand, 
for the calculation of the intercept factor, the HFLCAL model [28,29] was used.  
A new code and method called HFLD (Heliostat Field Layout Design) was developed by 
Wei et al. [34] from the Chinese Academy of Science. In their method, optimization of 
the heliostat field was based on an efficiency factor and the receiver geometrical aperture. 
They had applied this method to the PS10 power plant; and as a result, they had proposed 
a new layout for the PS10 plant. Same authors, in a different study [35], further 
implemented a new module for the analysis of aspherical toroidal heliostat field. 
However, their code calculates the intercept factor using Monte Carlo ray tracing method. 
Consequently, the accuracy will depend upon the number of rays traced, which will result 
in a high computation time. 
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Huang and Xu [36] developed an analytical model using ray tracing method for 
determining the annual solar energy collected by a heliostat field. A quick algorithm 
using some simplified assumptions was proposed for the estimation of the collected 
annual energy. Nonetheless, the accuracy will depend upon the simplified assumptions 
and the number of rays traced.  
Sanchez and Romero [37] worked on the software tool SCT-HGM which generates 
heliostat field layouts on yearly basis. Their code calculates the shadowing and blocking 
factor and the intercept factor using the Monte Carlo ray tracing method resulting in a 
high computation time. Furthermore, as the calculation of the shadowing and blocking 
factor is burdensome, some interpolations were made based on regular distributions. 
Huang et al. [38]  proposed several methods for fast and accurate calculations of 
shadowing and blocking by projecting the heliostats using the actual focus ray. These 
methods were compared and two models were recommended to calculate shadowing and 
blocking: one is from the actual projections of heliostats single vertex and the other one is 
from the projections of four vertices (called the quadrilateral method). Same authors, in a 
different study [39], also developed an analytical model for the calculation of the 
intercept factor of a heliostat over a flat receiver. Their model was validated using a ray 
tracing program and experimental data. The model can also be applied to calculate the 
performance of a flat, sphere, and combined facet in a circle or rectangle. 
Collado [40] addressed the difficulty of generating a preliminary surrounding layout of a 
heliostat field. Thousands of heliostat co-ordinates were generated using only two 
parameters which are the additional security distance and the simplified blocking factor. 
A code named Campo was developed by Collado and Guallar [41] which performs 
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accurate calculations of the shadowing and blocking factor and allows for the 
optimization of the preliminary layout of the heliostat field in which thousands of 
heliostats co-ordinates are considered for the optimization process. In a different study, 
optimized heliostat field layouts were reviewed by means of this code, Campo[42], using 
the literature data on Gemasolar (a CSP plant). Using the scarce data on Gemasolar, the 
Campo code was validated on annual energy bases and the optimization was executed by 
applying radial increments in all the zones of the heliostats manually and finally 
eliminating the heliostats from the third zone that were below a certain efficiency. 
CRS4-2(Research software for central receiver solar system simulations) was developed 
by Leonardi and Aguanno [43] to calculate the optical performance of the heliostat field 
of diverse geometrical parameters. Their code divides each heliostat surface into cells 
same as done by Noone et al. [31] and projects the centers of these cells following the sun 
and the receiver for the calculation of shadowing and blocking, respectively. 
Nevertheless, the intercept factor was not considered in their study.  
Energy analysis of a solar tower power plant without an energy storage was performed by 
Benammar et al. [44]. In their study, the solar tower was coupled with a steam Rankine 
cycle and the whole system was divided into four main subsystems, namely the heliostat 
field subsystem, the cavity receiver subsystem, the steam generation subsystem, and the 
power cycle subsystem. However, the heliostat field efficiency was taken as a constant 
value for the sake of analysis in their study, which did not provide the real performance 
of the system. 
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Thermodynamic and thermoeconomic analysis and optimization was performed on a 
combined cycle power plant integrated with solar central receiver system by Kribus et al. 
[45] and Spelling et al. [46]. It was concluded that solar thermal combined cycle power 
plants are both thermodynamically and economically promising, and their levelized 
energy costs are competitive with those for other kinds of solar thermal power plants. 
While Kribus et al. [45] also did a feasibility study of a hybrid (solar and fossil) tower 
combined cycle power plant with the solar tower reflecting the light onto a compound 
parabolic collector (CPC). New developments were incorporated like solar tower optics, 
solar to gas turbine interface and high performance air receivers.  
Xu et al. [47] performed detailed energy and exergy analyses on a solar central receiver 
system using molten salt as a heat transfer fluid to determine the effect of the design 
parameters like DNI (direct normal irradiance), the concentration ratio, and the type of 
power cycle on the energy and exergy performance. It was found that the overall exergy 
and energy efficiencies of the plant can be increased to some extent by integrating 
advanced power cycles including supercritical Rankine cycles and reheat Rankine cycles. 
In a study by Reddy et al. [48], evaluation of a solar tower power plant was performed 
using exergy analysis. The solar tower was integrated with a Rankine cycles for their 
study. It was concluded that the solar heliostat field receiver assembly had the highest 
exergetic losses followed by the boiler.  
In an another study, first and second law analysis of a solar tower driven thermodynamic 
cycle for triple effect refrigeration was carried out by Agrawal et al.[49]. It was found 
that maximum irreversibility occurs in the central receiver and the second largest 
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irreversibility occurs in the heliostat field. Furthermore, it was concluded that first law 
analysis is inadequate and second law analysis is more meaningful.  
Assessment of solar steam reforming of methane was performed by Sheu and Mitsos [50] 
when a combined cycle was integrated with solar tower through a reformer. The 
operation of this hybrid solar fossil fuel plant was optimized to yield the highest annual 
work output. It was concluded that the tower reformer integration method is a promising 
integration method because it yields higher efficiency. 
In a study by Yao et al.[51], a power plant was modeled using TRNSYS and integrated 
with HFLD [34,35] developed by the Chinese academy of Science for the demonstration 
of 1 MW CRS plant in Dahan, China. The basic flow calculation in the solar central 
receiver system and their integration to a plant were described. 
Yu et al. [52] performed optimization of solar flux distribution inside a cavity receiver 
based on multi focal points of heliostat field. The target was to make the flux density 
uniform while keeping the spillage losses to a minimum. This was achieved by defining a 
multi aim point strategy on the receiver by distributing the heliostat field in different 
groups. The study was carried out for a 1MWe “DAHAN” solar tower power plant 
located in China.  
Avila-Marin et al. [53] performed a parametric study of medium to large sized solar 
central receiver plants. The analysis was divided into four parts namely; size and location 
analysis, technology analysis, storage analysis, and component’s cost analysis. It was 
concluded that a molten salt nitrate system results in a lower LCOE (levelized cost of 
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electricity) as compared to a direct steam generation system. It was further concluded that 
the solar field has a potential for larger reduction in LCOE. 
Peng et al. [54] conducted a study on off-design thermodynamic performance of a solar 
assisted coal fired power plant located in China. The study was conducted under different 
turbine loads based on hourly intervals. Nonetheless, parabolic troughs aligned on a 
north-south horizontal axis were used for this purpose. It was suggested to change the 
direction tracking axis for different seasons for improving the annual performance of the 
system. 
2.2 Supercritical CO2 thermodynamic cycles 
High temperature supercritical CO2 (sCO2) Brayton cycles are emerging technologies 
due to the high thermodynamic efficiency, which can reach as high as 50%. Such 
efficient cycles can be attained through high solar irradiation concentration ratios and 
temperatures using concentrating solar power tower. [17] 
Yann Le Moullec [55] performed a study on a coal fired power plant with a supercritical 
CO2 power (Brayton) cycle and a post combustion CO2 capture mechanism. The study 
was intended to explore the potential of this concept. A techno-economic evaluation of 
the designed power plant was performed as well. The results indicated that the reduction 
in the levelized cost of electricity (LCOE) was 15%, and the reduction of cost of avoided 
CO2 was 45%, without transport and storage, as compared to a reference supercritical 
coal fired power plant equipped with a standard carbon capture process. 
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Yamaguchi and his Research Group [56–61] studied, in details the characteristics of solar 
powered supercritical CO2 Rankine system experimentally for a low temperature heat 
source. An evacuated tube solar collector was used for carrying out this study.  A number 
of parameters were studied, which include, the heat transfer characteristics, optimal 
arrangement of solar collector, effect of mass flow rate, pressure ratios, temperatures and 
solar heat input. Moreover, it was reported that sCO2 Rankine cycles display good 
potential for combined heat and power generation.  
Researchers at Sandia National Laboratories [62] investigated the application of Brayton 
cycles with sCO2 as a working fluid. They had tested a variety of heat sources, including 
solar, fossil, nuclear, and geothermal energy. Additionally, they focused towards 
improving the cycle efficiency and extending the applicability of the sCO2 power 
generation systems by developing, testing, and upgrading the sCO2 components. 
The transient effect of the solar heat input on a supercritical CO2 split flow recompression 
Brayton cycle was studied by Iverson et al. [63]. They had studied the behavior of the 
turbomachinery of the Brayton cycle in response to a fluctuating solar heat source. In 
particular, the thermal input was cut by 50% and 100% for short durations to check the 
effect of these variations on power conditions. It was observed that the thermal mass in 
the system effectively enables the Brayton cycle to continue to run for short periods until 
the thermal input can recover. A comparison of short and long-term thermal storage 
options was also presented in which the thermal storage can alleviate the thermal 
fluctuations.  
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In different studies,  parabolic trough concentrators with supercritical CO2 as a heat 
transfer fluid for Brayton cycles were examined, [64–67].  Singh et al. [64,65] developed 
a control oriented model for the sCO2 dynamic behavior. They highlighted the need of 
utilizing sCO2 charge manipulations during summer and winter to sustain fully 
supercritical operation of the cycle. Furthermore, an extremum-seeking controller was 
proposed by Singh et al. [66] to maximize the power output of a direct heated 
supercritical CO2 closed loop Brayton cycle as the solar heat input and the ambient 
temperature fluctuate. This was achieved by manipulating CO2 mass inventory in a closed 
loop Brayton cycle and it was concluded that this control method compares favorably to 
the operation while retuning is not required between summer and winter seasons. 
Chapman and Arias [67] examined using sCO2 in a thermocline storage system and stated 
that the sCO2 thermal storage was not practical due to the high cost of pressure vessels. 
Furthermore, it was concluded that the use of sCO2 has benefits over the steam cycles in 
terms of smaller and simpler turbomachinery when integrated with parabolic trough 
concentrators. 
A closed loop sCO2 recompression Brayton cycle was analyzed by C. S.Turchi [68]. 
From the analysis, it was concluded that using sCO2 as a working fluid has the potential 
of higher thermal efficiency as compared to other cycles, such as the helium Brayton 
cycle, the supercritical steam cycle, and the superheated steam cycle. It was further 
reported that the uncertainties associated with the use of such technology is the lack of 
experience with closed loop Brayton cycles and the high pressure required. Ma and 
Truchi [69] recommended a small solar tower design for simplicity in the power block. 
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Comparative analysis was carried out between a supercritical, transcritical, and 
subcritical CO2 operating in a closed loop regenerative Brayton cycle by Garg et al. [70]. 
It was concluded that the supercritical CO2 is the most promising among the three. 
Chacartegui et al. [71] studied supercritical and transcritical CO2 for solar thermal power 
plants. Three cycles were taken into account: a regenerative closed loop CO2 Brayton 
cycle, a partial cooling closed loop CO2 Brayton cycle, and a combined cycle comprising 
of a topping CO2 Brayton cycle and a bottoming Rankine cycle using an organic fluid. 
From the preliminary results, it was concluded that CO2 Brayton cycles have the potential 
to compete in terms of efficiency and cost with the conventional cycles. Different 
parameters were taken into account to examine the comparative performance of the two 
Brayton cycles, and it was concluded that the partial cooling Bratyon cycle exhibits 
higher thermal efficiency as compared to the simple regenerative Brayton cycle.  
2.3 Thermal energy storage 
Using thermal energy storage increases the annual capacity factor and improves the 
dispatchability of power from a CSP plant.  The selection of an appropriate heat transfer 
fluid (HTF) is important for designing a cost-effective thermal storage system and to 
improve the cycle efficiency of the power plant [72]. 
Liu et al. [72] performed a comparison of different gaseous and liquid heat transfer fluids 
(HTFs) to determine their suitability for use in a high temperature thermal storage unit 
with flat slabs of phase change materials. This comparison was based on their heat 
transfer characteristics between the flat plates and the net power produced. For the 
capacity rate considered, liquid sodium was identified as the best HTF because it delivers 
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the highest electrical energy to the grid, achieving 99.4% relative to the ideal case. 
Alternatively, solar salt achieved a value of 93.6%, while the gaseous fluids of 
atmospheric air, air at 10 bar, sCO2 at 100 bar and steam at 10 bar achieved a value 
between 87.9% and 91.3% of the ideal delivered electricity. Gaseous fluids have the 
advantage of being able to be used as the working fluid in the power block. This study 
shows that gaseous fluids are comparable to liquid HTFs in PCM storage facilities. 
Gil et al. [73] reviewed and classified different high temperature thermal energy storage 
concepts. It was concluded from their review that cost effective and efficient storage 
system allows a better dispatchability of the solar power plant and a higher capacity 
factor.  Storage systems were classified into latent heat storage, sensible heat storage, and 
chemical heat storage. The systems are further classified into active systems where forced 
convection heat transfer takes place either directly with the storage media or indirectly if 
the storage media and heat transfer fluid are of different substances; and passive where 
the storage medium itself is not forced to circulate. Mostly employed systems are two 
tank active systems, both indirect and indirect, where molten salt is used as the storage 
media and in case of indirect systems normally oil is used for heat transfer. The passive 
systems including the phase change material (PCM) and solid media sensible heat storage 
are being investigated by different research groups. Among the liquid sensible heat 
storage, the molten salts which are commonly in use are the binary salt (60% NaNO3 and 
40% KNO3) and a salt known as HitecXL (48% Ca(NO3)2, 7% NaNO3, and 45% 
KNO3). Further investigations are being performed to develop new salt mixtures to 
overcome the problem of high freezing points. Several materials are being analyzed and 
investigated, as it brings nearly constant temperature and higher storage density. For 
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concentrated solar power, the chemical heat storage is promising, but it is even less 
developed than the latent heat technology. Investigations have also been performed upon 
the corrosion effects of molten salts in steel and stainless steel tanks. Impurities contained 
in the molten salts prepared from the constituents of alkali nitrates have little effect in 
corrosion of carbon and stainless steels.  
A comparative review of different high temperature thermal energy storage systems (case 
studies) was performed by Medrano et al.[74]. It was inferred that among the different 
heat transfer fluids in the solar field which include mineral oils, molten salt, ammonia and 
steam; recent plants (most of them being in Spain) are using steam because it allows for 
higher temperature operation and the configuration is relatively simple. For the storage 
systems, lately high temperature concrete or castable ceramics are being investigated as 
cost effective alternative to molten salt [73,74]. In recent tower solar thermal power plant 
technologies (in Spain), a comparative case study was carried out using steam as a heat 
transfer fluid and a combination of steam and ceramic as a thermal storage.   
Kuravi et al. [75] performed a detailed review of thermal energy storage system design 
methodologies suited for CSP plants. The study discussed the thermal energy storage 
system designs presented in the literature along with thermal and exergy efficiency 
analyses of various thermal energy storage systems. Though all basic types of thermal 
storage media that are the sensible, latent and thermo-chemical have the potential to make 
solar power plants practical, more research is still needed to improve the thermo-
economics of these systems. Nano-based technologies and advanced manufacturing 
techniques are being employed for this purpose.  
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A detailed review of solar collectors (concentrating and non-concentrating) and thermal 
energy storage systems for solar thermal applications was performed by Tian et al. [76] . 
A comparison was presented between different materials and different categories for high 
temperature thermal storage systems. The ideal materials considered for high temperature 
thermal storage would be molten salts with excellent properties. To overcome the poor 
heat transfer in these applications heat transfer enhancement by graphite composites and 
metal foams was recommended.  
A transient heat loss model of two tank molten salt thermal energy storage was developed 
by Zaversky et al. in Modelica[77]. A fully transient storage tank model was developed 
and simulated over three sets of six reference days. The model was successfully validated 
against real application in molten salt thermal energy storage tanks. It was concluded that 
this can be a suitable tool for CSP performance simulations. 
Yang and Garimella [78] performed thermal analysis of solar thermal energy storage in a 
molten salt thermo-cline. Molten salt HITEC was considered for illustration with 
quartzite rocks as a filler. Volume-averaged mass and momentum equations were 
employed, with the Brinkman Forchheimer extension to the Darcy law used to model the 
porous-medium resistance and the governing equations were solved using a finite volume 
approach. Thermal characteristics and discharge efficiency of the tank were investigated 
and guidelines were developed for designing solar thermo cline systems. The discharge 
efficiency was found to be improved at larger tank heights and small Reynolds numbers. 
Cyclic operation of molten-salt thermal energy storage in thermoclines for solar power 
plants was also studied by Yang and Garimella [79] . Guidelines were developed for 
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designing the dimensions and the salt flow rates for the thermo cline systems of different 
power capacities. The cycle efficiency was found to be improved at larger length ratios, 
smaller Reynolds numbers, and larger tank heights. The filler particle diameter and the 
tank volume were found to strongly influence the cycle efficiency. 
Rovira et al. [80] devised two systems for CSP  plants to improve the overall plant 
performance by reducing the losses coming from the respective sources. Firstly, double 
thermal energy storage was formulated with different functionalities for each storage.  It 
was intended to keep the plant working at nominal capacity during post sunset hours. 
Secondly, the solar field was subdivided into specialized sectors; the purpose was to 
divide the thermal requirement through an intermediate heat exchanger for each sector.  
An increase of 1.7% of annual electricity generation was observed for the double thermal 
energy storage case and 3.9% for the solar collector field case as compared to a reference 
solar thermal power plant. 
A dynamic simulation was presented by Powell and Edgar [81] for a two tank direct 
thermal energy storage used in (parabolic trough) concentrated solar power. The tests 
were performed on a sunny day, an intermittent cloudy day, and a cloudy day. It was 
concluded that for thermal energy storage of eight hours, the supplementary fuel 
requirement can be reduced by 43% and it can increase the solar share of the power plant 
by 47% for a thermal output of 1MW on a sunny day.  A little improvement was noticed 
during cloudy days; however, the main benefit of adding storage is the ability to maintain 
a constant power output.  
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Heller and Gauche [82] developed a mathematical model of a thermocline based rock bed 
thermal storage suitable for air cooled solar central receiver systems. The study focused 
on the storage as the center of in and outgoing thermal energy and the derived storage 
model had one spatial dimension which was justified by the high tube-to-particle 
diameter ratio. The calculated LCOE was in agreement with other studies on combined 
thermal power cycle driven by concentrated solar power plants. 
It was thoroughly investigated by Wagner and Rubin [83] about the economic 
implications of thermal energy storage for concentrated solar thermal power. An 
engineering economic model was developed that directly compared the cost, profit, and 
the performance of a 110 MW parabolic trough concentrated solar power plant operating 
with thermal energy storage system, natural gas fired backup system, and with no backup 
system. It was concluded that the molten salt thermal energy storage of a concentrated 
solar power plant with hourly solar radiation increased the annual capacity factor from 
around 30% with no backup to with up to 55% with 12 hour of storage when the solar 
field area is selected to provide the lowest levelized cost of electricity. Using thermal 
energy storage as compared to natural gas fired heater increased capital costs but 
decreased annual operating and maintenance costs. If higher capacity factors i.e. greater 
than 50% were to be encouraged that are based more on sustainable energy, additional 
incentives might be required to make thermal energy storage more attractive as compared 
to natural gas backup.  
32 
 
2.4 Summary 
A detailed literature review on the solar central receiver system (solar tower), heliostat 
field layout, supercritical CO2 thermodynamic cycles, and thermal energy storage was 
performed. From the literature review, it can be observed that only few studies have been 
conducted on supercritical CO2 Brayton cycles when integrated with solar thermal power 
tower systems. However, those studies have not considered modeling of the solar power 
tower and used the results of the modeling to assess the performance of the sCO2 Brayton 
cycles. They rather assumed a heat source that has similar heat outputs as the solar power 
tower. Therefore, this research is original. The current study demonstrates the relation 
between the heat produced from the solar power tower system and power produced using 
sCO2 Brayton cycles with different thermal storage options. 
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3 CHAPTER 3 
MATHEMATICAL MODELING  
A mathematical model was developed to achieve the objectives of the present study. The 
first part of the mathematical model deals with generating a preliminary heliostat field in 
a radial staggered configuration. The generated heliostat field is then tested for its optical 
performance, and there are five parameters which constitute the optical performance of 
the heliostat field layout namely the cosine efficiency, the atmospheric attenuation factor, 
the shadowing and blocking factor, the intercept factor and the actual mirror reflectivity. 
The generated heliostat field is then optimized on annual basis using an evolutionary 
algorithm called the differential evolution (HFLODE). While the other part deals with the 
integration of the sCO2 thermal cycles with the receiver. Five different cycles were 
modeled, i.e. the simple Brayton cycle, regenerative Brayton cycle, recompression 
Brayton cycle, precompression Brayton cycle and split expansion Brayton cycle and a 
comparative analysis between these cycles was performed when integrated with a solar 
tower system. Furthermore, analysis of sCO2 recompression cycle integrated with solar 
tower through two tank molten salt storage was also performed for Dhahran, Saudi 
Arabia. In addition, a complete thermodynamic analysis of a solar thermal tower system 
when integrated with a sCO2 recompression Brayton cycle was performed for six 
different locations in Saudi Arabia considering the local solar irradiation intensity for 
each location. The selected cities were Tabouk (North), Madinah (West), Dhahran (East), 
Riyadh (Central), Bishah (South), and Najran (South). 
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3.1 Generating a preliminary heliostat field  
A preliminary heliostat field was generated in a radial staggered configuration using the 
method outlined in [40,41]. This method addresses the problem of generating and 
managing thousands of heliostats in an efficient manner. In this section, the method to 
calculate the characteristic diameter, radial spacing, azimuthal spacing, number of rows, 
number of heliostats, and the land area covered by the heliostat field are presented.  
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Figure 3.1 Fundamental definitions of the heliostat field 
3.1.1 The characteristic diameter  
The characteristic diameter (Figure 3.1) is the distance between the center of the adjacent 
heliostats and it is defined by  
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21DH wr LH    (1) 
  21DM wr ds LH     (2) 
This equation can also be written as  
 DM DH dsep    (3) 
and it is also equal to 
 clearDM LW h    (4) 
where 
 dsep ds LH    (5) 
The above equation, 3, was modified as follows for optimization by introducing the 
factor x1 
 1DM DH dsep x     (6) 
where DM is the characteristic diameter, DH is the heliostat diagonal and dsep is any 
additional security distance between the heliostats, which is equal to ds LH ; wr is the 
ratio of the width to the height of the heliostat, LH is the height of the heliostat, LW is the 
width of the heliostat, and hclear is the horizontal clearance. Here, x1  is one of the 
optimizing parameters. By varying the value of this paramter, we can control the 
azimuthal spacing between the adjacent heliostats. 
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Figure 3.2 Vertical and horizaontal clearanaces 
3.1.2 The radial spacing 
The minimum radial distance (Figure 3.1 and Figure 3.2) between the heliostat rows is 
equal to the height of an equilateral triangle and is defined as 
 min cos30R DM h     (7) 
where 
 
2 2
1 1 ( / 4)h R R DM     (8) 
However, due to large values of R1 in relation to DM, h has been neglected[41]. Hence, 
we have 
 min cos30R DM     (9) 
and from this the vertical clearance can be defined as 
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 minclearv R LH     (10) 
The above equation, (9) for minimum radial distance is modified for optimization as   
 
2, cos30i iR x DM     (11) 
where x2,i is the second optimizing parameter and i denotes the zone of heliostats and 
vclear is the vertical clearance between heliostats. Using the parameter x2,i  the radial 
spacing between the rows of the heliostats can be controlled and in turn the optical 
performance of the heliostats.  
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Figure 3.3 Fundamental definitions of the central receiver 
 
38 
 
3.1.3 The azimuthal spacing 
The azimuthal increment is the angular distance between adjacent heliostats of the first 
ring in each zone is given as 
 
1
1 1
1
2sin ( ) /
2
DMz DM R
R
      (12) 
where R1 is the radius of the first ring in the first zone and a zone is a group of rings 
which have constant azimuthal spacing.  
Due to the radial staggered configuration, as we progress in the rows, the azimuthal 
spacing between adjacent heliostats increases. When the azimuthal spacing becomes 
large enough so that an additional heliostat can be placed in this spacing, a need for 
redefining the azimuthal increment arises and thus a new zone is formed. Similarly, for 
the other zones we can define the azimuthal increment as 
 2 1 2 2 1
1
/ 2 / 2 2DMz z DM R R R
z
 

         
  (13) 
and 
 3 1 3 3 1
1
/ 4 / 4 4DMz z DM R R R
z
 

         
  (14) 
2z  and 3z  are the azimuthal spacings for the second zone and the third zone, 
respectively. 
3.1.4 Number of rows 
Number of rows for each zone is defined as 
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 2 1 11
min min
( )
( )
R R R
Nrows round
R R

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 
  (15) 
where the quotient is rounded off because it is an integer value. 
Similarly, 
 3 2 12
min min
( ) 2
( )
R R R
Nrows round
R R

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 
  (16) 
and  
 4 3 13
min min
( ) 4
( )
R R R
Nrows round
R R

 
 
  (17) 
Nrows1, Nrows2, and Nrows3 refer to number of rows of first, second, and third zone, 
respectively. Note that in the above equations, the minimum radial distance given by 
equation (9) was used to calculate the number of rows.  
3.1.5 Number of heliostats 
There are two types of conventional heliostat field layouts, the polar (or northern for the 
northern hemisphere) and the surround heliostat field. The mathematical equations for 
calculating the number of heliostats for both types of fields are given below. 
3.1.5.1 Polar or Northern Field  
Number of heliostats per row is defined as 
For odd rows 
 max
/ 2
2 ( ) 1ii
i
z
Nhel round
z
 


  

  (18) 
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For even rows 
 max2 ( ) 1i
i
Nhel round
z


  

  (19) 
where 
max   is the  maximum angular distance from north axis to the last heliostat in 
radians. 
3.1.5.2 Surround Field  
Number of heliostats in each row for the first zone is defined as  
 1 11 1
1
22
2
R Nhel DM
Nhel R
z DM

 
   

  (20) 
where Nhel1 are the number of heliostats per row in the first zone. 
Similarly, for the second zone and the third zone,  
 2 12
2
2 42 R RNhel
z DM DM
 

  

  (21) 
 3 13
3
2 82 R RNhel
z DM DM
 

  

  (22) 
where Nhel2 and Nhel3 are number of heliostats in each row in the second and the third 
zone, respectively.  
It can be observed from the above equations that R1 is function of Nhel1 and DM. By 
varying the azimuthal spacing during the optimization process, the factor DM will change 
and in turn will control the radius R1, i.e. the radius of the first ring of the heliostats from 
the tower.  
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3.1.6 Radius of the first ring of the zones 
The radius of the first ring of different zones can then be calculated as  
 
1 1 1 2, 1 min 2, 1 minmax((2 ),( ( 1) ))i i i i i iR R R Nrows x R x R            (23) 
where i denotes the zone number and this equation is valid from zone 2 and onwards. By 
incorporating this equation, the distance between the last and the first row at the zone 
boundary is also optimized. Note that by using the command “max”, the code chooses the 
maximum value, either controlled by the azimuthal spacing or the radial spacing or both 
of these simultaneously so that the heliostats do not cross each other’s territories at the 
zone boundaries.  
3.1.7 Land area covered by the heliostat field 
The land area covered by the heliostat field radially outwards from the center of the tower 
towards the last row of the last zone can be calculated as 
 2( 0.5 )l lastA R DM    (24) 
where Al is the land area covered by the heliostat field and Rlast is the radius of the last 
row of the last zone of the heliostat field. 
3.2 Solar positioning model 
In order to calculate the instantaneous optical efficiency of the heliostat field, it is 
necessary to include a solar positioning model which can be defined as [84] 
 
23.45 284
sin(2 )
180 365
dn 

   (25) 
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 1cos (tan tan )sunrise sunset    
      (26) 
 1sin (cos cos cos sin sin )s s     
    (27) 
 
1 sin sin sinsgn( ) cos
cos cos
s
s s
s
  
 
 
    (28) 
where    is the solar declination angle, 
s  is the hour angle, nd is the day of the year,   
is the latitude angle, 
s  is the solar altitude, and s  is solar azimuth angle. Note that all 
angles are in radians. 
3.3 Optical efficiency of the heliostat field 
The total optical efficiency as defined by [41,85] is  
 ( , , ) cos ( , , ) ( , ) ( , , ) ( , , )opt at sb itcx y t x y t f x y f x y t f x y t     (29) 
where   is the reflectivity of the heliostats, cos  is the incidence cosine between the 
incident sun ray and the normal to the heliostat surface,  fsb is the shadowing and blocking 
factor, fitc is the intercept factor accounting for the fraction of the reflected rays 
intercepted by the receiver, and fat  is the atmospheric attenuation efficiency. x, y, and t 
represent the two co-ordinates (Figure 3.1 and Figure 3.3) and time, respectively. 
3.3.1 Cosine factor 
The cosine factor is calculated using the law of specular reflection. The dot product of 
unitary sun vector (pointing towards the sun) and the unit normal vector to the heliostat 
surface gives us the cosine efficiency, which is defined as 
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 cos sun nd d     (30) 
It can also be calculated from the dot product of unitary vector pointing towards the 
receiver and the unit normal vector to the heliostat surface, as given below 
 cos rec nd d     (31) 
where the unit normal vector of the heliostat surface can be calculated as : 
 
| |
rec s
n
rec s
d d
d
d d



  (32) 
recd  and sd  represent the unit vector pointing towards the receiver and the sun 
respectively. 
3.3.2 Atmospheric attenuation factor 
The atmospheric attenuation efficiency calculates the beam losses of the reflected ray 
from the heliostat to the receiver and is given by [29,86] 
8 20.99321 0.0001176 1.97 10at rec recf S S
                         if  1000recS m   (33) 
exp( 0.0001106 )at recf S                                                      if  1000recS m   (34) 
where Srec is the slant distance from the heliostat to the receiver.  
3.3.3 Shadowing and blocking factor 
The shadowing and blocking factor is defined as the fraction of the area of the heliostat 
that is free of shadowing and blocking. This factor was calculated using the procedure 
outlined in [33,41,87,88]. In this method, the projections of the edge points of the 
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affecting heliostats are used on the problem heliostat. Due to the radial staggered 
configuration, the blocking heliostats are clearly defined, two in the next inner row, 
(named as shoulder blocking) and one in the inner second row directly in the front 
(named as nose blocking) [41]. As for shadowing, the shadowing heliostats are not 
clearly defined due to a continuous change in position of the sun with time. Accordingly, 
a total of nine surrounding heliostats were used in the modeling for projection onto the 
affecting heliostats. Moreover, the blocking heliostats were also checked for shadowing; 
in which fifteen projections were examined to calculate the shadowing and blocking 
factor. In the current study, the accuracy of the calculated shadowing and blocking factor 
is enhanced because we have selected fifteen projections. For simplification, the 
heliostats were taken as parallel planes. This approach implies that it is only necessary to 
project the center points of the affecting heliostats [41]. 
 
Figure 3.4 Projection following ( )rect d   for parallel planes [87] 
Based on rules of geometry, the projection of one heliostat onto other (Figure 3.4) while 
considering them as parallel planes can be calculated using the following equations[87] 
 2 1 n(O O ) ( ) ( )n recd d t n d d          (35) 
 
2 1(O O ) n
rec n
d
d d

 
 

  (36) 
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 1 2 1( ) P O recX O d       (37) 
Then the projection can be converted to a local coordinate system placed on the surface 
of the problem heliostat by the following equation: 
 
1 0 0 cos sin 0
0 cos sin sin cos 0
0 sin cos 0 0 1
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  
   
    
  (38) 
where 
n  (origin South and positive towards West) and n  are the azimuthal and the 
zenith angle (complement of the altitude angle 
n ) of the unit normal vector of the 
concerned heliostat.  
3.3.3.1 The Sassi Procedure 
As explained by Sassi [33], the heliostat is then divided into ‘n’ narrow vertical stripes 
and the height of the projection of the possible blocking or shadowing heliostat in each 
stripe is evaluated and so the mirror area that is free of blocking or shadowing is 
calculated based on these heights. During the process, the height is continuously updated 
for each stripe if a higher value has been found. 
3.3.3.2 Validation of the shadowing and blocking factor 
The shadowing and blocking factor calculation was validated with the Campo code [41]. 
In the current code, the total number of projections that were projected were 15 to 
enhance the accuracy, whereas, the campo code uses a total of 9 projections which cover 
the worst cases but reduces the computation time. Although the extra projections 
examined will have no or minor contribution to the shadowing and blocking factor 
calculation and it will further increase the computation time, but this will take into 
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account those little contributions to the overlapping area for the calculation of shadowing 
and blocking factor. Therefore, the average shadowing and blocking factor for the whole 
heliostat field computed with this code was slightly less due to accumulative effect of 15 
projections as compared with the 9 projections of the Campo code. The validation is 
demonstrated in Table 3.1. For case 1, the difference in the calculated values is higher 
because of closely packed heliostats, whereas for case 2 in the Table, the difference is 
smaller as compared to case 1 because of the increased distance between the heliostats 
and less projections causing the shadowing and blocking. Lastly, for case 3, the 
shadowing and blocking is caused by essentially the same projections of the heliostats for 
both codes because of solar noon, therefore the difference in the calculated values is 
almost negligible. These particular time instants were selected because for these time 
instants the calculation of shadowing and blocking factor was demonstrated in [41]. 
Table 3.1 Validation of the calculation of the shadowing and blocking factor 
Sr. # Case current code Campo code 
1 Day 345, solar hour 9, dsep=0 0.6246 0.676 
2 Day 345, solar hour 9, dsep=3 0.7113 0.747 
3 Day 81, solar hour 12, dsep=0 0.7936 0.794 
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3.3.4 Intercept factor 
The intercept factor is defined as the fraction of the reflected rays by the heliostat 
intercepted by the receiver. For the calculation of the intercept factor, the HFLCAL[28] 
model was used. The flux density expression of the HFCAL model is a circular normal 
distribution on the receiver plane and is given as  
 
2 2
2 2
' '
1 ' '
exp '. '
2 2
itc
tot totx y
x y
f dy dx
 
 
  
 
    (39) 
where 
tot   is the total standard deviation on the receiver plane which is a result of 
convolution of four error functions, sun shape error 
sun   (standard deviation sun), beam 
quality error
bq  , astigmatic error ast  , and  tracking error track   . Here, x  and y  are 
the co-ordinates on the receiver plane.  
The total standard deviation is given by 
 2 2 2 2 2( )tot rec sun bq ast tS          (40) 
The beam quality error can be defined as 
 
2 2(2 )bq s    (41) 
where 
s  is the mirror slope error caused by the imperfections of the mirror surface. This 
error is described statistically through a circular normal distribution. It is defined with 
respect to the surface normal vector, hence its effect is doubled in the reflected ray 
[28,29] as can be observed from the above equation. 
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The equivalent Gaussian circular distribution is defined as[89]   
 
2 2
2
2
h v
s
 


   (42) 
where 
h   and v   are the horizontal and the vertical elliptical Gaussian distribution 
which here are assumed that of the slope error [42]. 
The standard deviation of astigmatic effect is defined as [28]  
 
2 20.5( )
4
t s
ast
rec
H W
S


   (43) 
where Ws and Ht are the image dimensions in the sagital and the tangential planes at 
distance Srec from the mirror and are given by the following formulas 
 cosrect g
S
H d
f
    (44) 
 cos 1recs g
S
W d
f
    (45) 
where f is equal to the focal distance of the heliostat which was taken equal to Srec and d 
is the general dimension of the heliostat and is assumed equal to the square root of the 
heliostat area [42]. 
 gd LW LH    (46) 
For the sake of our analysis the standard deviation of sunshape error was assumed to be 
equal to the same value as the one selected in [90].  
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3.4 Optimization 
Different approaches for the optimization of the heliostat on annual basis is discussed and 
presented. Moreover, the differential evolution optimization algorithm is discussed in 
detail and presented. 
3.4.1 Differential evolution (DE) algorithm 
The differential evolution is a population based optimization technique, which is 
characterized by its simplicity, robustness, few control variables, and fast convergence 
[91–93]. Because the DE technique is an evolutionary algorithm, it is suited for non-
linear and non-differentiable optimization problems as well.  
The strategy applied in this technique is to use the difference between randomly selected 
vectors to generate a new solution. For each solution in the original population, a trial 
solution is generated by performing the process of mutation, recombination, and selection 
operations. The old and new solutions are compared and the best solutions emerge in the 
next generation.  
Vesterstrom and Thomsen [94] compared the DE with a well-known particle swarm 
optimization technique and it was concluded by the authors that the DE has better 
performance. Furthermore, the DE in most instances as compared to the annealed Nelder 
and Mead approach, adaptive simulating annealing and the breeder genetic algorithm 
outperformed all of the aforementioned optimization techniques in terms of the required 
number of function evaluations necessary to locate a global optimum of the test functions 
[93]. In addition, for several case studies; proof of convergence of global optimum 
solution by DE was shown in [92]. DE may not always be the fastest method; it is usually 
50 
 
the one that produces the best results, although the number of cases in which it is also 
faster is significant. DE also proves itself to be robust, both in how the control parameters 
are chosen and in the regularity with which it finds the true optimum [92]. On the other 
hand, in a detailed review study by Das and Suganthan [95], it was concluded that DE 
exhibits remarkable performance in optimizing a wide variety of multi dimensional, multi 
objective and multimodal optimization problems. Therefore, the DE was selected in this 
study.  
In this study, the differential evolution was programmed in Matlab as a minimization 
function, i.e. it will always minimize the objective function. Therefore, in order to 
maximize the objective function, the negative of the objective function is minimized, 
which in turn maximizes the objective function. The differential evolution generally 
performs three steps: initialization, creating new trial generation, and selection as 
explained next. Figure 3.5 shows the flow chart of the procedure of the differential 
evolution algorithm. 
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Figure 3.5 Flow chart summarizing the procedure of differential evolution 
3.4.1 Initialization of population 
The initialization of population used in the optimization is described next. First, vectors 
of initial population are generated equivalent to the population size. Values of various 
control variables, (in our case the optimizing parameters i.e. the radial and the azimuthal 
spacing) which represent a candidate solution are included in each of these vectors. This 
is accomplished by passing on random values for each parameter of solution, within the 
range defined for the corresponding variable. In an equation form, it can be defined as 
 , ,min ,max ,minX X #(X X )i j j j jrandom     (47) 
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where i=1-population size; j=1-number of control variables and X is any control variable. 
3.4.2 Evaluating and finding the best solution 
After the formation of initial population, the objective value (or the optical efficiency in 
our case) of each vector is evaluated and compared. Therefore, an optimal solution is 
obtained, and its value is stored externally and updated by comparison with all the values 
in each generation.  
3.4.3 Mutation operation 
For every solution (individual) Xi in the population in generation-i, a mutant vector Vi is 
generated using the following formula: 
 (G 1) (G) (G) (G) (G) (G)
1 2V X (X X )) (X X )i i best i r rF F
        (48) 
where 
(G)
1Xr  and 
(G)
2Xr  are randomly selected solution parameters from the ith generation 
which are different from each other. The variable F   [0,1] is the mutation factor, which 
is defined by the user and it depends upon the type of problem to be optimized, and 
(G)Xbest  
is the solution that attaining the best value. 
3.4.4 Crossover operation 
The crossover operation is applied to further perturb the generated solutions and enhance 
the diversity. This is done by copying the parameters of the generated mutant vector and 
its corresponding vector i in the original population according to a crossover factor 
denoted by CR  [0,1]. For each parameter, a random number in the range [0,1] is 
generated and compared with CR, and if its value is greater than or equal to CR, the 
parameter value is taken from the parent vector; otherwise, it will be taken from the 
mutant [96]. The process of the crossover operation is shown in Figure 3.6.  
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Figure 3.6 Crossover operation 
3.4.6 Selection procedure 
For the selection procedure, normally the solutions of the old population are compared 
with trial solutions for the generation of a new population. For this purpose, the objective 
function corresponding to each trial solution is evaluated and compared with the value of 
the parent solution. If the new solution does not perform better, the old solution is 
retained; otherwise, the new solution replaces the parent solution. Nevertheless, in this 
study, a special selection procedure was applied called the tournament selection. In this 
procedure, a group of solutions is randomly selected, in which these solutions are made to 
take part in a tournament (hence the name tournament selection came). That is, the 
solution which gives the best value for the objective function is selected. The main 
advantage of this procedure is that the best solutions will not dominate in the 
reproduction process and the worst solutions will not contribute to the construction of the 
next generation.  
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3.4.7 Termination criteria 
After a new generation is formed, the algorithm updates the global best solution. Usually, 
a maximum number of iterations are defined as a termination or a stopping criterion. 
These criteria can also be defined by the user.  
3.4.2 Daily averaged annual optimization 
The following equation is used for calculating the daily averaged annual optical 
efficiency of the heliostat field: 
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  (49) 
where 
daa  is daily averaged annual heliostat field efficiency, the subscript daa denotes 
daily annual averaged, and j denotes the day of the year.  
3.4.3 Insolation weighted daily averaged annual optimization 
The following equation is used for calculating the insolation weighted daily averaged 
annual optical efficiency of the heliostat field [31] 
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  (50) 
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where 
iwaa  is the insolation weighted daily averaged annual heliostat field efficiency, 
the subscript iwaa denotes insolation weighted annual averaged, and j denotes the day of 
the year.  
3.4.4 Monthly averaged annual optimization 
The following equation is used for calculating the monthly averaged annual optical 
efficiency of the heliostat field 
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  (51) 
where 
maa  is monthly averaged annual heliostat field efficiency, the subscript maa 
denotes monthly annual averaged, and j denotes the average day of each month from 
January to December for the whole year as given by Duffie and Beckman [84,97]. These 
days have been listed in Table 3.2 
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Table 3.2 Recommended average days of month [84,97] 
 Month Average day of Month (Date) Day of the year (nd) 
1 January 17 17 
2 February 16 47 
3 March 16 75 
4 April 15 105 
5 May 15 135 
6 June 11 162 
7 July 17 198 
8 August 16 228 
9 September 15 258 
10 October 15 288 
11 November 14 318 
12 December 10 344 
 
3.5 Central receiver 
The optical losses, heat radiation losses, and the convection heat losses were considered 
for the modeling of the central receiver as discussed next. 
3.5.1 Radiation heat losses 
The equation for the radiation heat losses from the central receiver was given by Sheu 
and Mitsos [50] as 
 
4( 273.15)rad view R RQ F A T    (52) 
where Fview is the radiation shape factor, AR is the radiative area of the central receiver,   
is emissivity of the receiver,  is the Stefan Boltzmann constant, and TR is the receiver 
temperature. 
3.5.2 Convection heat losses 
The equation for convection heat losses from the central receiver is given as 
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 ( )conv R conv R ambQ A h T T    (53) 
where hconv is calculated by Bejan correlation [98] for vertical chamber with natural 
convection and is defined as  
 6 0.25 20.557 10 ( ) [kW/ m C]R ambconv
tower
T T
h
H
      (54)  
where Htower is the total height of the solar tower and Tamb is the ambient temperature. 
3.5.3 Receiver thermal efficiency 
The receiver thermal efficiency is defined as: 
 
,
net
th R
in
Q
Q
    (55) 
where 
 ( )u net R in rad convQ Q Q Q Q      (56) 
 
in opt solarQ Q   (57) 
and 
 solar hQ IA   (58) 
Here, 
R  is the absorptivity of the receiver, I is the direct normal incident radiation, Ah  is 
the total area of the heliostats, Qu (or Qnet) is the net useful energy gained at the receiver, 
Qsolar is the total incident radiation on the heliostats, and Qin is the net energy intercepted 
at the receiver.   
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3.6  Supercritical CO2 Brayton cycle modeling 
The closed loop sCO2 Brayton cycles were modeled using EES [99]. The modeling of 
five different cycles is presented next.  
3.6.1 Simple closed loop sCO2 Brayton cycle 
The simple Brayton cycle (Figure 3.7) consists of a single compressor, a single turbine, a 
cooler and a heat source, which is the central receiver in our case. The net power output, 
the thermal efficiency, and the turbine inlet temperature are not high for this cycle 
because a lot of energy, which can be recuperated, is wasted. This cycle can be modeled 
using the following equations. 
The compressor power is defined as 
 2 1( )cW m h h    (59) 
where m  is the mass flow rate of CO2, and h is the specific enthalpy. 
The isentropic efficiency of the compressor is defined as 
 2 1
2 1
s
c
h h
h h




  (60) 
The useful energy gained at the receiver is given as 
 3 2( )uQ m h h    (61) 
The turbine power is defined as 
 3 4( )TW m h h    (62) 
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The isentropic efficiency of the turbine is defined as 
 3 4
3 4
T
s
h h
h h




  (63) 
The energy rejected at the cooler is given by 
 4 1( )outQ m h h    (64) 
The net power output of the cycle is defined as 
 net T CW W W    (65) 
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Figure 3.7 Simple closed loop supercritical carbon dioxide Brayton cycle 
3.6.2 Regenerative closed loop sCO2 Brayton cycle 
For the case of regenerative Brayton cycle (Figure 3.8), one extra component is added to 
the configuration called the regenerator. The regenerator helps to recuperate the excess 
energy at the turbine exhaust. This cycle can be modeled using the following equations. 
The compressor power is defined as 
 2 1( )cW m h h    (66) 
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The isentropic efficiency of the compressor is defined as 
 2 1
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  (67) 
The effectiveness of the regenerator is defined as 
 5 2
4 2
R
h h
h h




  (68) 
The useful energy gained at the receiver is given as 
 3 5( )uQ m h h    (69) 
The turbine power is defined as 
 3 4( )TW m h h    (70) 
The isentropic efficiency of the turbine is defined as 
 3 4
3 4
T
s
h h
h h


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
  (71) 
Applying energy balance on the regenerator to obtain 
 5 2 4 6h h h h     (72) 
The energy rejected at the cooler is given by 
 6 1( )outQ m h h    (73) 
The net power output of the cycle is defined as 
 net T CW W W    (74) 
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Figure 3.8 Regenerative closed loop supercritical carbon dioxide Brayton cycle 
3.6.3 Pre-compression closed loop Brayton cycle 
The pre-compression Brayton cycle (Figure 3.9) has two regenerators: one is a high 
temperature regenerator and the other is a low temperature regenerator; and two 
compressors. The advantage of this arrangement is the placement of the additional 
compressor, which makes place for further regeneration. This cycle can be modeled using 
the following equations. 
The power input of the first compressor is defined as  
 2 1( h )cW m h    (75) 
The power input of the second compressor is defined as  
 2 9 8( h )cW m h    (76) 
The isentropic efficiency of the first compressor is defined as 
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2 1
s
c
h h
h h




  (77) 
The isentropic efficiency of the second compressor is defined as 
 9 8
2
9 8
s
c
h h
h h




  (78) 
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The effectiveness of the high temperature regenerator is defined as 
 5 7
4 7
HTR
h h
h h




  (79) 
The effectiveness of the low temperature regenerator is defined as 
 7 2
9 2
LTR
h h
h h




  (80) 
The useful energy gained at the receiver is given as 
 3 5( )uQ m h h    (81) 
The turbine power can be defined as 
 3 4( )TW m h h    (82) 
The isentropic efficiency of the turbine is defined as 
 3 4
3 4
T
s
h h
h h




  (83) 
Applying the energy balance on the high temperature regenerator to obtain  
 4 8 5 7h h h h     (84) 
Applying the energy balance on the low temperature regenerator to obtain 
 7 2 9 6h h h h     (85) 
The energy rejected at the cooler is defined as 
 6 1( )outQ m h h    (86) 
The net power output of the cycle is defined as  
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 2net T C CW W W W     (87) 
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Figure 3.9 Pre-compression closed loop supercritical carbon dioxide Brayton cycle 
3.6.4 Re-compression closed loop Brayton cycle 
The recompression Brayton cycle (Figure 3.10) has the same number of components as 
the pre-compression Brayton cycle but with a different arrangement. In this cycle, the 
flow is split into two streams after the low temperature regenerator and before passing 
through the cooler. These two streams are the one that flows to the main compressor 
through the cooler and the other one flows to the recompression compressor. 
Consequently, the system rejects less heat and the compressor work is reduced, which in 
turn causes the thermal efficiency to improve. The modeling of this cycle is presented as 
follows. 
The power input of the first compressor is defined as  
 2 1( )c massW x m h h    (88) 
where xmass is the fraction of the mass flow rate through the first compressor. 
The power input of the second compressor is defined as  
 2 10 6(1 ) ( )c massW x m h h     (89) 
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The isentropic efficiency of the first compressor is defined as 
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  (90) 
The isentropic efficiency of the second compressor is defined as 
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  (91) 
The effectiveness of the high temperature regenerator is defined as 
 5 8
4 8
HTR
h h
h h




  (92) 
The effectiveness of the low temperature regenerator is defined as 
 7 2
9 2
LTR
h h
h h




  (93) 
The useful energy gained at the receiver is defined as 
 3 5( )uQ m h h    (94) 
The turbine power can be defined as 
 3 4( )TW m h h    (95) 
The isentropic efficiency of the turbine is defined as 
 3 4
3 4
T
h h
h h




  (96) 
Applying the energy balance on the high temperature regenerator to obtain 
 4 9 5 8h h h h     (97) 
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Applying the energy balance on the low temperature regenerator to obtain 
 7 2 9 6( )massx h h h h     (98) 
The energy rejected at the cooler is defined as 
 6 1( )out massQ x m h h    (99) 
The net power output of the cycle is defined as  
 2net T C CW W W W     (100) 
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Figure 3.10 Re-compression closed loop supercritical carbon dioxide Brayton cycle 
3.6.5 Split expansion closed loop Brayton cycle 
Finally, the split expansion Brayton cycle (Figure 3.11) has the same configuration as 
that of the recompression cycle but the expansion is performed in two stages by 
introducing an additional turbine; and the heat addition process takes place in between 
the two stages of fluid expansion. This cycle can be modeled using the following 
equations. 
The power input of the first compressor is defined as  
 2 1( h )c massW x m h    (101) 
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The power input of the second compressor is defined as  
 2 10 6(1 ) ( h )c massW x m h     (102) 
The isentropic efficiency of the first compressor is defined as 
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  (103) 
The isentropic efficiency of the second compressor is defined as 
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  (104) 
The effectiveness of the high temperature regenerator is defined as 
 5 8
4 8
HTR
h h
h h




  (105) 
The effectiveness of the low temperature regenerator is defined as 
 7 2
9 2
LTR
h h
h h




  (106) 
The useful energy gained at receiver is defined as 
 3 11( )uQ m h h    (107) 
The power of the first turbine is defined as 
 5 11( )TW m h h    (108) 
The power of the second turbine can be defined as  
 2 3 4( )TW m h h    (109) 
The isentropic efficiency of the first turbine is defined as 
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The isentropic efficiency of the second turbine is defined as 
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

  (111) 
Applying the energy balance on the high temperature regenerator to obtain 
 4 9 5 8h h h h     (112) 
Applying the energy balance on the low temperature regenerator to obtain 
 7 2 9 6( )massx h h h h     (113) 
The energy rejected at the cooler is defined as 
 6 1( )out massQ x m h h    (114) 
The net power output of the cycle is defined as  
 2 2net T T C CW W W W W      (115) 
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Figure 3.11 Split Expansion closed loop supercritical carbon dioxide Brayton cycle 
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3.6.6 Thermal efficiency of the Brayton cycles 
The thermal efficiency for all the Brayton cycles is given by 
 net
th
u
W
Q
    (116) 
3.6.7 Validation of sCO2 modeling 
To validate our results for sCO2 modeling, a recompression Brayton cycle was modeled 
using EES [99] and the results were compared with the data (Figure 3.12) presented in 
[100]. Temperature (T) – entropy (s) diagram was plotted to compare our modeling 
results with the aforementioned reference data as shown in Figure 3.13. It can be 
observed from the figure that our modeling is in a good agreement with the cycle in the 
reference presented. It should be further noted that in EES, the values of specific enthalpy 
and specific entropy are, by default, referred to values of 0 at 25   C and 101.325 kPa. 
 
Figure 3.12 A re-compression closed loop sCO2 Brayton cycle (Figure 2 of reference [100]) 
69 
 
 
Figure 3.13 Temperature (T) – entropy (s) diagram for validation with figure 2 of reference [100] 
3.7 Thermal efficiency of the integrated system 
The thermal efficiency of the complete integrated system (without thermal storage) is 
defined as  
 net
sys
solar
W
Q
    (117) 
where Qsolar is the solar heat radiation input to the system. 
3.8 Thermal storage  
A two tank thermal storage was modeled using molten salt as a storage medium.  
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3.8.1 Hot storage tank  
Applying energy balance on the hot storage tank to obtain 
 
1 2
hst
s hst s
dU
Q Q Q
dt
     (118) 
where 
 
hst hst hstU M u   (119) 
where Mhst denotes the mass of storage fluid in the hot storage tank, uhst denotes the 
internal energy of the storage medium in the hot storage tank and Qhst are the losses to the 
ambient from the hot storage tank and it is defined as  
 ( ) ( )hst hst hst ambQ UA T T    (120) 
where (UA)hst  is the loss coefficient area product of the hot storage tank.  
If the thermal storage is integrated with the receiver, the energy gain rate at the receiver is  
 1 1 4( )u s s sQ m h h    (121) 
where 1sm  is the mass flow rate through the central receiver.  
3.8.2 Cold storage tank  
Similarly, for the cold storage tank, applying energy balance to obtain [77] 
 
3 4
cst
s cst s
dU
Q Q Q
dt
     (122) 
where 
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cst cst cstU M u   (123) 
where Mcst denotes the mass of storage fluid in the cold storage tank, ucst denotes the 
internal energy of the storage medium in the cold storage tank and Qcst are the losses to 
the ambient from the cold storage tank and it is defined as  
 ( ) ( )cst cst cst ambQ UA T T    (124) 
where (UA)cst  is the loss coefficient area product of the cold storage tank. 
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Figure 3.14 Two tank molten salt thermal storage integrated with the central receiver 
3.8.3 Storage heat exchanger 
For the modeling of the storage heat exchanger, the formula for the effectiveness of the 
heat exchanger is given as 
 2
3 5
min 2 5
( )
( ) ( )
scop
s
p s
mC T T
mC T T




  (125) 
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where min( )pmC  is the minimum capacitance of either the sCO2 or the salt side, s  is 
effectiveness of the storage heat exchanger, 
2
scop
C  is the specific heat value of the sCO2, 
and the subscript s denotes molten salt. 
The storage medium used for the analysis was 60%NaNO3 and 40%KNO3, which is also 
known as solar salt [72]. The outer composition of the wall is taken as follows: alumina, 
stainless steel (SS304)[77] , and mineral wool[77] which is an insulation material. And 
the dimensions  were taken as follow: 2cm of alumina lining, 5 cm of stainless steel (SS 
304) lining [77] and 60 cm of mineral wool. The wind convective losses were also 
incorporated into the calculation of heat loss coefficient by assuming a constant wind 
velocity of 5 m/s. The average Nusselt number correlation for cross flow over a cylinder 
is given as [77,101] 
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  (126) 
where Re is the Reynolds number and Pr is the Prandtl number. This correlation is valid 
for (Re.Pr)>0.2, which is the case in this study. 
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4 CHAPTER 4 
RESULTS AND DISCUSSION  
In this chapter, results of the aforementioned mathematical modeling are presented and 
discussed in details. The discussion of the results proceeds as follows. It starts with the 
demonstration of optimization of the heliostat field using differential evolution using 
different approaches. Then, the heat collected at the central receiver is presented and its 
relation to the heliostat field size is discussed. Then, analysis of five different sCO2 
Brayton cycles when integrated with solar thermal power tower is carried out. 
Afterwards, comparison of the solar tower driven sCO2 recompression Brayton cycle for 
different locations of Saudi Arabia is performed. Finally, analysis of the recompression 
sCO2 Brayton cycle when integrated with solar thermal power tower through two tank 
thermal storage is performed and discussed. 
4.1 Optimization of heliostat field layout 
In this section, the results of optimizing the heliostat field using differential evolution are 
presented. Various optimizing parameters and other parameters which control the 
computation time are examined and discussed.  
4.1.1 Optimization of heliostat field using one and two variables 
In this section, a heliostat field was generated and this preliminary heliostat field was 
optimized using differential evolution. A mathematical code was developed for this 
purpose. Table 4.1 (Page 78) lists the basic design parameters of the heliostat field and 
74 
 
the central receiver. For these cases, the total number of heliostats considered was 1932 
in a surround field layout, and the tower optical height was taken as 120m. This 
optimization considers Dhahran city in Saudi Arabia as an illustrative example. A smaller 
field was selected to demonstrate two variables optimization. Later on, in this study 
higher field size will be selected to demonstrate more complex optimization approaches. 
Equation (9) represents the minimum radial distance between heliostat rows; this 
equation was modified by introducing an optimizing parameter x2 to optimize the radial 
distance as follows: 
 min 2 cos30R x DM     (127) 
The optimizing parameter, x2, is constant for all the zones.  
Two time instants were considered for our analysis, i.e. June 21
st
 at solar noon with sun 
altitude angle of 86.95   and December 21st at solar time 8:00 a.m. with sun altitude angle 
of 13.47  . This way both low and high sun altitude angles were considered for the 
optimization analysis. Further three cases each were taken into account for these time 
instants; first by considering x1 variable only for optimization, secondly by considering x2 
variable only, and for the third and final case with optimizing both of these variables 
simultaneously.  
For these cases, the population size was set equal to ten times the number of variables to 
be optimized. In addition, the termination criterion (stopping criterion) was set such that 
if after 50 continuous generations, the optimized results do not change, the code will halt.  
The computation time can be reduced if the termination criterion is set such that the code 
will halt after less number of generations. Alternatively, it can be adjusted to stop the 
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code by the user if the optimized results were not improved for the new generations; this 
gives the user more control over the optimization process. 
Among the optical performance parameters, the shadowing and blocking factor is the 
most burdensome to calculate because it depends upon the problem heliostat (i.e. the 
heliostat that is being analyzed), as well as upon the surrounding heliostats that are its 
neighbors. Nevertheless, this computation becomes much more complex during the 
optimization process because the heliostat layout is changing throughout the process. The 
main advantage of this optimization procedure is that it calculates all the optical 
performance parameters of all the heliostats at every stage of optimization. The other 
advantage as compared to using the built-in optimization tool is that it is flexible and 
gives the user more control over the optimization process. 
Other codes such as the one presented in [31] uses a discretization of the heliostats for the 
calculation of shadowing and blocking factor and the intercept factor. The surface was 
divided into cells ranging from 9 to 100 for the validation. This implies that in a complete 
optimization process, which includes thousands of heliostats, this approach can be time 
consuming, especially if the interception is calculated locally for each cell.  
The code by Chinese academy of science [35] calculates the intercept using the Monte 
Carlo ray tracing method, and the accuracy of their code depends upon the number of 
rays traced and it will also increase the computation time. 
Other codes do not specify what approach or algorithm they used for the optimization, 
how the optimization was carried out, and on what basis it was stopped. All of these 
factors are addressed in this study and explained. 
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Table 4.2 (Page 78) shows the results of all of the cases for both 21
st
 June and 21
st
 
December. At solar time 8:00 a.m. on December 21
st
, the sun altitude angle is nearly 
equal to 15  . Due to low sun altitude angle, the shadowing and blocking factor (the 
fraction of area free of shadowing and blocking) is very low for the un-optimized field. 
After optimizing variable x1, the azimuthal distance between the adjacent heliostats varies 
and this improves the shadowing and blocking factor but as a consequence the heliostat 
field size increases from a maximum radius of about 400 meters to about 800 meters as 
shown in Figure 4.2. This is due to low sun altitude angles and consequently high nose 
blocking; hence the increase in heliostat field size is relatively high. We can also observe 
this from the results in Table 4.2 that as the shadowing and blocking factor improves the 
value of the other optical performance parameters decrease. This behavior is due to the 
shadowing and blocking factor trade-off as mentioned in[41]. 
For the second case, if variable x2 is optimized, it controls the radial distance between the 
rows of the heliostats and we have slightly a better efficiency of the field as compared 
with the first case. This behavior is because of controlling the radial distance between the 
rows; unlike for case one where the change in azimuthal distance also caused the distance 
of the first ring from the tower to change and as a result the cosine, attenuation, and 
intercept factor decrease further because of this increased distance from the tower. These 
changes can be clearly observed in Figure 4.2 and Figure 4.3 where in the former the 
distance of the first row of heliostats from the tower has changed due to the change in the 
azimuthal spacing while in the latter this distance has not changed. 
For June 21
st
, the optimization was carried out at solar noon. Due to high sun altitude 
angle for this instant of time, the shadowing and blocking factor is already very high. 
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After carrying out the optimization for case one and case two the heliostat field size 
(Figure 4.5 and Figure 4.6) does not increase as much as it increased when optimization 
for December 21
st 
was carried out
 
which is attributed to high sun altitude angle for June 
21
st
. Similarly, optimizing x2 variable yielded slightly better efficiency as compared to 
when x1 was optimized. 
As far as the case when both the variables were optimized simultaneously, the code 
returned the same results as that for when x2 was optimized. This again is due to the 
increased radial distance of first row of heliostats when x1 is increased and as a result of 
that only varying x2 yields better efficiency (Figure 4.3 and Figure 4.6). 
Moreover, the variables x1 and x2 can be divided into zones or further divided into rows 
and can be varied independently for the optimization process. This division has the 
probability of further increasing the heliostat field efficiency. Note that in this code, the 
relative shadowing and blocking heliostats are fixed by fixing their indexes and changing 
the variable x1 independently for each zone or row may result in changing the relative 
position of the heliostats, which affects shadowing and blocking. This has to be 
considered strictly for efficient calculation of the shadowing and blocking factor if 
variable x1 is optimized for each zone or row separately. All of these factors including the 
computation time by controlling the population size, the mutation factor, the crossover 
factor, and the termination criterion is explored and discussed next.  
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Table 4.1 Basic design and operating parameters of the heliostat field [41,102] 
Heliostat height, LH 9.75 m 
Heliostat width, LW 12.3 m 
Receiver size, LR  9.44 m 
Receiver diameter (cylindrical), DR  9.44 m 
Mirror reflectivity   cleanliness,    0.88  0.95 
Standard deviation of sunshape errors,
sun    2.51mrad 
Standard deviation of tracking errors, 
t   0.63 mrad 
Standard deviation of beam quality errors, bq   1.88 mrad 
 
 
 
 
Table 4.2 Optimization results of single and two variable optimization 
December 21 solar time 8 June 21 solar noon 
 
Un-
optimized 
Case 1 Case 2 Case 3  
Un-
optimized 
Case 1 Case 2 Case 3 
  
x1=14.380
3 
x2=2.183
8 
x1=0, 
x2=2.18
4 
  
x1=2.876
3 
x2=1.274
4 
x1  0 , 
x2=1.2744 
cos
 
0.7043 0.6797 0.6819 0.6819  0.8414 0.8262 0.8270 0.8270 
fsb 0.5871 0.9214 0.9454 0.9454  0.9318 0.9769 0.9818 0.9818 
fitc 0.9841 0.9165 0.9148 0.9148  0.999 0.9963 0.9958 0.9958 
field  0.3062 0.4504 0.4641 0.4641  0.6285 0.6414 0.6448 0.6448 
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Figure 4.1 Contours of the optical efficiency of the un-optimized heliostat field for 21st December, solar time 
8:00 a.m. 
 
Figure 4.2 Contours of the optical efficiency of the optimized heliostat field for 21st December, solar time 8:00 
a.m. with x1 = 14.3803 (Case 1) 
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Figure 4.3 Contours of the optical efficiency of the optimized heliostat field for 21st December, solar time 8:00 
a.m. with x1 =0 and x2 = 2.1838 (Case 2 and Case 3) 
 
Figure 4.4 Contours of the optical efficiency of the un-optimized heliostat field for 21st June, solar noon 
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Figure 4.5 Contours of the optical efficiency of the optimized heliostat field for 21st June, solar noon with x1 = 
2.87633 (Case 2) 
 
Figure 4.6 Contours of the optical efficiency of the optimized heliostat field for 21st June, solar noon with x1 = 0 
and x2 = 1.2744 (Case 2 and Case 3) 
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4.1.2 Optimization of heliostat field using four variables 
In this section, using the developed Matlab code, optimization of a preliminary generated 
heliostat field using DE was demonstrated when four variables are optimized. This code 
calculates all the necessary optical performance parameters of all the heliostats at every 
step of the optimization until the best layout of the generated heliostat field is found. 
Table 4.1 (Page 78) lists the design parameters of the heliostat and the central receiver 
which were used in this study. For these cases, higher number of heliostats was 
considered; 2646 in a surround field layout, and the tower optical height was taken as 
130m. Furthermore, for these cases the dsep value was neglected. The computation costs 
of the optimization for all the cases considered are presented in Table 4.4 (Page 89). 
Table 4.3 (Page 88) shows all the results obtained after optimization of the heliostat field 
using differential evolution.  
Three particular days were chosen for the analysis: summer solstice (June 21), winter 
solstice, (December 21), and spring equinox (March 21). These were selected to 
demonstrate the DE for different time instants and to check the effect of un-optimized 
against the optimized cases due to the characteristic change in solar altitude angles for 
these days, which represent two extreme angles and one middle angle.  
For all the time instants considered for optimization, two cases were examined. In the 
first case, the radial spacing between the rows of the heliostats and the azimuthal spacing 
between adjacent heliostats was checked for optimization, i.e. two variables were 
considered for optimization in the first case. For the second case, in addition to 
controlling the azimuthal spacing, the radial spacing (which is function of two variables) 
was varied independently for each zone; thus, optimization of four variables was 
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performed simultaneously. Because the shadowing and blocking factor and the intercept 
factor are considered, which are the most controversial factors [41] that affect the optical 
efficiency of the heliostat field, their values are also plotted and discussed for the cases 
considered. Figure 4.7 to Figure 4.9 illustrate, respectively, the shadowing and blocking 
factor, the intercept factor, and the optical efficiency of the un-optimized heliostat field 
for December 21 at solar time 8:00 a.m. with solar altitude angle of 13.47  . Figure 4.10, 
to Figure 4.12; and Figure 4.13 to Figure 4.15 demonstrate the optical performance 
parameters for the optimized heliostat field considering two variables and considering 
four variables for the same time instant. It can be observed from these figures and from 
the results presented in Table 4.3 that the shadowing and blocking factor is very low for 
the un-optimized field. On the other hand, after performing two variable optimization 
(case 1), the shadowing and blocking factor rises, and consequently the other optical 
performance parameters, which are the intercept, the cosine, and the attenuation factor 
decrease (Table 4.3). This result is due to the shadowing and blocking trade-off as 
mentioned in [41]. Alternatively, when the radial spacing is optimized independently for 
each zone of the heliostat field, the shadowing and blocking factor increases again; 
however, in this case the rest of the optical performance parameters increase as well. This 
result can be attributed to more freedom in placing of the heliostats as compared to when 
the radial spacing was fixed for all the zones. Accordingly, we have a better efficiency of 
the heliostat field when optimizing four variables (case 2).  Figure 4.16 was plotted to 
conveniently show a zoomed in view of specifically the first and the second zone of the 
optimized heliostat field for the case shown in Figure 4.15. As mentioned before, the DE 
was programmed as a minimization function; hence, in our case it optimizes the negative 
84 
 
of the objective function, i.e. the optical efficiency in order to maximize it. It took a total 
of 193 generations to reach at the optimum value for case 2 of this time instant. Note that 
the population size and termination criteria can be defined by the user to decrease or 
control the calculation time. Otherwise, decreasing the population size beyond a certain 
point will have an effect on the quality of result.  
For the same day (December 21), solar time 9:00 a.m. was also considered in our analysis 
when the solar altitude angle is more than 20  , i.e. 23.765  , to check the effect of the 
optimization on the shadowing and blocking factor and the rest of the optical 
performance parameters. It can be observed from the results in Table 4.3 that the 
shadowing and blocking factor is quite high for the un-optimized field (Figure 4.17) as 
compared to before because of the higher solar altitude angle as compared to the previous 
time instant considered. Figure 4.18 and Figure 4.19 depict the optical efficiency of the 
heliostat field after optimization for case 1 and case 2, respectively. For these cases, 
similarly, the shadowing and blocking factor further increase but at the cost of other 
optical performance parameters as can be observed from the results presented in Table 
4.3. It should be noted that the increase in the size of the heliostat field layout, i.e. the 
outermost radius for this time instant was not as much as before; this decrease in the 
heliostat field size is attributed to high solar altitude angle for this time instant. As 
compared with the previous case, it only took 96 generations to find the optimum value 
for case 2 of this time instant. This reduction in the generation number is because the DE 
generates the initial solution using random numbers within the control limits and the 
optimum value is found through an evolutionary process. This process progresses until 
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the optimum value is obtained for the defined problem. It is not necessary that the same 
problem will again find the optimum value after the same number of generations.  
For June 21, at solar noon when the solar altitude angle is the highest, it can be seen that 
the shadowing and blocking factor is already very high for the un-optimized field. The 
contours of the un-optimized field for this case are shown in Figure 4.20. Similarly, after 
optimization, the shadowing and blocking factor increases while the other optical 
performance parameters worsen which is the same observation as discussed above. 
Figure 4.21 and Figure 4.22 show the optimized heliostat field with optimizing two and 
four variables, respectively. However, this time there is only a slight increase in the size 
of the heliostat field layout as compared to the previous cases because of relatively high 
solar altitude angle. For the case 2 of this time instant, it took 98 generations to find the 
optimal solution. 
Lastly, the analysis was carried out for March 21 solar noon. Similarly, it is observed that 
the shadowing and blocking factor is improved at the price of worsening the other optical 
performance parameters (Table 4.3). Figure 4.23 depicts the un-optimized heliostat field; 
whereas Figure 4.24 shows the optimized heliostat field with optimizing two variables 
and Figure 4.25 illustrates the optimized heliostat field with optimizing four variables. 
The altitude angle for this time instant is slightly lower than the case of June 21 solar 
noon. For this reason, the efficiency after optimization is slightly less. The optimization 
of case two for this time instant took 121 generations to find the global best solution 
using DE, as shown in Figure 4.25.  
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For the three particular days considered: on summer solstice (June 21) at solar noon, the 
optical efficiency of the un-optimized case was 0.6027; while for first optimized case, it 
was 0.6270; and for the second optimized case, it was 0.6394. Similar observations of 
optical efficiencies improvement were noticed in the other two days. It should be noted 
here that the overall optical efficiency is slightly less than some other optimized fields 
since we have not eliminated the heliostats that have relatively low optical efficiency; 
otherwise, the optical efficiency will be higher. The elimination of heliostats that have 
low optical efficiency can be performed to increase the optical performance of the whole 
heliostat field.  
Optimizing the radial spacing independently for each zone of the heliostat field layout 
yielded slightly better results as compared to when the radial spacing was fixed for all 
zones. Moreover, the size of the heliostat field for time instant optimization is dependent 
on sun’s altitude angle.  
As a recommendation, for a quick estimation of the performance of the heliostat field, the 
time instant optimization should be carried out for low solar altitude angles or on 
December 21
st
 when the altitude angle is the lowest. Moreover, the computation time 
depends upon various factors like the population size, the mutation factor, the crossover 
factor, and the termination criterion. In this section, the population size and the 
termination criterion were taken high to illustrate the application of the differential 
evolution method on the optimization of the heliostat field layout. This computation time 
can be reduced drastically by reducing the population size and controlling the 
aforementioned factors. Furthermore, note that taking the population size too low or 
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lower than a certain point can affect the quality of result. These factors are explored in 
the next section. 
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Table 4.3 Optimization results of four variable optimization 
 
Un-optimized 
Optimized 
 Case 1 Case 2 
December 21, solar time 8 ( 13.471 )s     
  
x1=5.4353e-7 
x1=7.6881e-14 
x2,1=1.9357 
x2=2.0940 
x2,2=1.6572 
x2,3=2.4555 
cos   0.7000 0.6814 0.6834 
fat 0.9568 0.9374 0.9394 
fsb 0.5847 0.9208 0.9327 
fitc 0.9769 0.8902 0.8941 
filed   0.2989 0.4377 0.4441 
December 21, solar time 9 ( 23.765 )s     
  
x1=2.5352e-6 
x1=0 
x2,1=1.3296 
x2=1.5559 
x2,2=1.2931 
x2,3=1.7908 
cos   0.7309 0.7170 0.7202 
fat 0.9568 0.9476 0.9493 
fsb 0.8083 0.9558 0.9626 
fitc 0.9833 0.9537 0.9556 
filed  0.4501 0.5169 0.5239 
June 21, solar noon ( 86.949 )s     
 
 
x1=1.128e-4 
x1=2.5912e-6 
x2,1=1.002 
x2=1.2836 
x2,2=1.0625 
x2,3=1.5204 
cos   0.8324 0.8219 0.8237 
fat 0.9568 0.9530 0.9532 
fsb 0.9105 0.9721 0.9913 
fitc 0.9960 0.9890 0.9865 
filed  0.6027 0.6270 0.6394 
March 21, solar noon ( 63.096 )s     
  
x1=0 
x1=2.4576e-9 
x2,1=1.0215 
x2=1.2891 
x2,2=1.0271 
x2,3=1.5327 
cos   0.8150 0.8048 0.8068 
fat 0.9568 0.9529 0.9531 
fsb 0.9126 0.9710 0.9905 
fitc 0.9948 0.9868 0.9842 
filed  0.5881 0.6112 0.6241 
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Table 4.4 Computation configuration of the optimization 
   Mutation 
factor 
Crossover factor No. of generations 
December 21, 
solar time 8 
Case 1 0.8 0.7 253 
Case 2 0.8 0.1 192 
December 21, 
solar time 9 
Case 1 0.8 0.1 90 
Case 2 0.8 0.1 96 
June 21, solar 
noon 
Case 1 0.8 0.1 60 
Case 2 0.8 0.1 98 
March 21, solar 
noon 
Case 1 0.8 0.1 78 
Case 2 0.8 0.1 121 
 
 
 
 
Figure 4.7 Contours of the shadowing and blocking factor of the un-optimized heliostat field for 21st December, 
solar time 8:00 a.m. 
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Figure 4.8 Contours of the intercept factor of the un-optimized heliostat field for 21st December, solar time 8:00 
a.m. 
 
Figure 4.9 Contours of the optical efficiency of the un-optimized heliostat field for 21st December, solar time 8:00 
a.m. 
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Figure 4.10 Contours of the shadowing and blocking factor of the optimized heliostat field for 21st December, 
solar time 8:00 a.m. (Case 1) 
 
Figure 4.11 Contours of the intercept factor of the optimized heliostat field for 21st December, solar time 8:00 
a.m. (Case 1) 
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Figure 4.12 Contours of the optical efficiency of the optimized heliostat field for 21st December, solar time 8:00 
a.m. (Case 1) 
 
Figure 4.13 Contours of the shadowing and blocking factor of the optimized heliostat field for 21st December, 
solar time 8:00 a.m. (Case 2) 
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Figure 4.14 Contours of the intercept factor of the optimized heliostat field for 21st December, solar time 8:00 
a.m. (Case 2) 
 
Figure 4.15 Contours of the optical efficiency of the optimized heliostat field for 21st December, solar time 8:00 
a.m. (Case 2) 
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Figure 4.16 A zoomed view of the contours of the optical efficiency of the optimized heliostat field of first two 
zones for 21st December, solar time 8:00 a.m. (Case 2) 
 
Figure 4.17 Contours of the optical efficiency of the un-optimized heliostat field for 21st December, solar time 
9:00 a.m. 
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Figure 4.18 Contours of the optical efficiency of the optimized heliostat field for 21st December, solar time 9:00 
a.m. (Case 1) 
 
Figure 4.19 Contours of the optical efficiency of the optimized heliostat field for 21st December, solar time 9:00 
a.m. (Case 2) 
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Figure 4.20 Contours of the optical efficiency of the un-optimized heliostat field for 21st June, solar noon 
 
Figure 4.21 Contours of the optical efficiency of the optimized heliostat field for 21st June, solar noon (Case 1) 
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Figure 4.22 Contours of the optical efficiency of the optimized heliostat field for 21st June, solar noon (Case 2) 
 
Figure 4.23 Contours of the optical efficiency of the un-optimized heliostat field for 21st March, solar noon 
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Figure 4.24 Contours of the optical efficiency of the optimized heliostat field for 21st March, solar noon (Case 1) 
 
Figure 4.25 Contours of the optical efficiency of the optimized heliostat field for 21st March, solar noon (Case 2) 
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4.1.3 Optimization of normalized ratio of optical performance to the land 
area covered by the heliostat field 
In this section, using the developed Matlab code, optimization of a preliminary generated 
heliostat field versus optimization of the normalized ratio of optical efficiency to the land 
area covered by the heliostat field using DE was demonstrated when four variables are 
optimized. This code calculates all the necessary optical performance parameters of all 
the heliostats at every step of the optimization until the best layout of the generated 
heliostat field is found. This optimization considers Dhahran city in Saudi Arabia as an 
illustrative example. Furthermore, the value selected for the crossover factor was 0.5 and 
that for the mutation factor was 0.6. These particular values were selected because it was 
observed after many runs that this particular combination of these two values reduces the 
computation time for this particular mathematical problem. 
Table 4.1 (Page 78) lists the design parameters of the heliostat and the central receiver 
which were used in this study. For these cases, same number of heliostats as in the 
previous section that is 2646 in a surround field layout was considered, and the tower 
optical height was taken as 130m. The computation costs of the optimization for all the 
cases considered are presented in Table 4.6 (Page 105). Table 4.5 (Page 104) shows all 
the results obtained after optimization of the heliostat field using differential evolution.  
In the first set of cases, dsep was taken equal to zero, whereas in the second set of cases 
the value of ds (the ratio of extra security distance to the height of the heliostat as given 
by equation(5)) was taken equal to 0.3 [40].  That is,  the value of dsep = 2.925   3m. 
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Again, three particular days were chosen for the analysis: summer solstice (June 21), 
winter solstice, (December 21), and spring equinox (March 21). These were selected to 
demonstrate the DE for different time instants and to check the effect of un-optimized 
case against the optimized cases due to the characteristic change in the solar altitude 
angles for these days, which represent two extreme angles and one middle angle. The 
required number of generations (computation costs) to find the optimal solution for all of 
these cases are listed in Table 4.6. Note that the population size and termination criteria 
can be defined by the user to decrease or control the calculation time. Otherwise, 
decreasing the population size beyond a certain point will have an effect on the quality of 
the result.  
For all the time instants considered for optimization, two sets each of two cases were 
examined. In all the cases, four variables were used for optimization, the parameter x1 
which is used to control the azimuthal spacing between adjacent heliostats and the 
parameter x2,i was considered separately for each zone which is used to control the radial 
spacing between the rows of the heliostats. In the first set of cases, the optimization was 
performed considering zero security distance between the heliostats, whereas for the 
second set of cases, a suitable value, 3m [40], was taken for the extra security distance 
between the heliostats. Some studies do not consider this extra secrity distance in their 
optimization process. This issue has been adressed and has been taken into account in this 
study. In addition, the un-optimized case was compared with the optimized case 
considering optical efficiency alone or considering the ratio of the optical performance to 
that of the covered land area by the heliostats. December 21, solar time 9:00 a.m. was 
considered in the analysis when the solar altitude angle is more than 20  , i.e. 23.765  , to 
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check the effect of the optimization on the shadowing and blocking factor and the rest of 
the optical performance parameters, which are listed in Table 4.5. It can be observed 
from the results in Table 4.5 for dsep=0 that the shadowing and blocking factor is quite 
high for the un-optimized field (Figure 4.26) because of the higher solar altitude angle. 
Figure 4.27 and Figure 4.28 depict the optical efficiency of the heliostat field after 
optimization for case 1 and case 2, respectively. In the first case, only the optical 
performance was optimized whereas in the second case, the ratio of the optical 
performance to that of the land area covered by the heliostat field was optimized. For the 
first case, the initial field size increases from 0.8570
6 210 (m )  to 1.7115 6 210 (m )  
whereas the optical performance also increases from 0.4501 to 0.5239. Alternatively, for 
the second case if the ratio is maximized, the field size remains the same as the un-
optimized case, but the optical performance increases from 0.4501 to 0.4540. In addition, 
if the same analysis is performed with considering the extra security distance between the 
heliostats, the second set of cases, the field size changes from 1.2160
6 210 (m )   to 1.8140
6 210 (m )   for the first optimization case; and the optical efficiency increases from 
0.4871 to 0.5230. Figure 4.29 and Figure 4.30 depict the optical efficiency with dsep=3 
for the un-optimized case and with the optical performance optimized. Note that the 
initial field size with dsep =3 is already high because of the incorporation of the extra 
security distance. Furthermore, the optimized optical efficiency is not as high as when the 
extra security distance was neglected, this is because of the increase in the distance of the 
overall heliostat field from the tower due to the incorporation of the extra security 
distance. On the other hand, when the ratio of the optical performance to the land area 
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was maximized (Figure 4.31), the land area remained the same as that of the un-
optimized heliostat field but the optical performance improved from 0.4871 to 0.4896.  
For June 21, at solar noon when the solar altitude angle is the highest, it can be seen that 
the shadowing and blocking factor is already very high for the un-optimized field. The 
contours of the un-optimized field with dsep=0 for this case are shown in Figure 4.32. 
Similarly, after optimization, the shadowing and blocking factor increases while the other 
optical performance parameters worsen which is due to the shadowing and blocking 
tradeoff as mentioned in [41]. Figure 4.33 and Figure 4.34 show the optimized heliostat 
field for case 1 and case 2 with dsep=0 , respectively. However, this time the heliostat 
field layout size increased from 0.8570
6 210 (m )  to 1.3227 6 210 (m ) , whereas the optical 
performance improved from 0.6026 to 0.6395. There was not much increase in the 
heliostat field size or the optical performance as compared to the previous cases because 
of relatively high solar altitude angle. Additionally, for the second case, the land area 
remained the same, while the optical performance improved from 0.6026 to 0.6033. On 
the other hand, with dsep = 3, for case 1 (Figure 4.36) the initial land area that is 1.2160
6 210 (m ) increased to 1.4560 6 210 (m ) , and the optical efficiency increased from 0.6167 to 
0.6241. On the contrary, the optimization of the ratio of optical performance to the land 
area yielded the same results as that of the un-optimized case for this time instant with 
dsep=3, which has been depicted in Figure 4.35. This behavior was observed because of 
very high solar altitude angle for this time instant. Moreover, the land area that was 
considered was calculated from the center of the tower towards the last row of the 
heliostat field and not from the first row. This land area is dependent on both the 
azimuthal spacing and the radial spacing, which in turn are dependent upon the 
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optimization parameters namely x1 and x2,i. If the value of the parameter x1 is increased, 
the overall distance of all the heliostats from the tower increases because of the increase 
in the azimuthal spacing. On the other hand, if the parameter x2,i is varied independently 
for each zone for optimization, the radial spacing is controlled for the specific zone for 
which this parameter is varied. The number of generations it took to converge to an 
optimal solution for these cases is shown in Table 4.6.  
Lastly, the analysis was carried out for March 21 solar noon. Figure 4.37 to Figure 4.39 
depict the contours of the heliostat field with dsep=0 for the un-optimized case and 
optimized cases respectively. The altitude angle for this time instant is slightly lower than 
the case of June 21 solar noon. For this reason, the efficiency after optimization is 
slightly less for case 1 (Table 4.5). However, the increase in the field size for case 1 
(Figure 4.41) as compared to the case for June 21 was higher, again because of the lower 
solar altitude angle for this case. In addition, for the cases with dsep=3, for this time 
instant, the increase in the field size was from 1.2160
6 210 (m )  to 1.5679 6 210 (m ) . 
Nevertheless, for case 2, when the ratio was maximized, again it yielded the same results 
as the un-optimized case, Figure 4.40.  
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Table 4.5 Optimization results using four variables for optimizing the normalized ratio 
 Un-
optimized Optimized Un-optimized Optimized 
 dsep =0 dsep = 3 
  Case 1 Case 2  Case 1 Case 2 
December 21, solar time 9 ( 23.765 )s    
  x1=0.7385 x1=0  x1=0.0001 x1=0.0001 
x2,1=1.3798 x2,1=1.2253 x2,1=1.1974 x2,1=1.2008 
x2,2=1.1214 x2,2=1.0914 x2,2=1.0660 x2,2=1.0814 
x2,3=1.6845 x2,3=1.0000 x2,3=1.4971 x2,3=1.0000 
cos   0.7309 0.7200 0.7305 0.7216 0.7170 0.7212 
fat 0.9568 0.9493 0.9566 0.9515 0.9474 0.9513 
fsb 0.8083 0.9618 0.8150 0.8907 0.9695 0.8947 
fitc 0.9833 0.9566 0.9833 0.9709 0.9501 0.9709 
filed  0.4501 0.5239 0.4540 0.4871 0.5230 0.4896 
Al 
6 210 (m )   0.8570 1.7115 0.8570 1.2160 1.8482 1.2160 
June 21, solar noon ( 86.949 )s    
 
 
x1=0 x1=0 
 
x1=0 x1=0 
x2,1=1.0001 x2,1=1.0459 x2,1=1.0002 x2,1=1.0000 
x2,2=1.0625 x2,2=1.0619 x2,2=1.0000 x2,2=1.0000 
x2,3=1.5173 x2,3=1.0000 x2,3=1.2012 x2,3=1.0000 
cos   0.8324 0.8238 0.8320 0.8171 0.8140 0.8171 
fat 0.9568 0.9532 0.9567 0.9515 0.9499 0.9515 
fsb 0.9104 0.9912 0.9118 0.9636 0.9882 0.9636 
fitc 0.9960 0.9866 0.9960 0.9876 0.9811 0.9876 
filed  0.6026 0.6395 0.6033 0.6167 0.6241 0.6167 
Al 
6 210 (m )   0.8570 1.3227 0.8570 1.2160 1.4560 1.2160 
March 21, solar noon ( 63.096 )s    
 
 
x1=0 x1=0 
 
x1=0 x1=0 
x2,1=1.0000 x2,1=1.0000 x2,1=1.008 x2,1=1.0000 
x2,2=1.0261 x2,2=1.0261 x2,2=1.002 x2,2=1.0000 
x2,3=1.5324 x2,3=1.0000 x2,3=1.2893 x2,3=1.0000 
cos   0.8150 0.8069 0.8148 0.8006 07965 0.8006 
fat 0.9568 0.9531 0.9568 0.9515 0.9492 0.9515 
fsb 0.9123 0.9905 0.9126 0.9563 0.9897 0.9563 
fitc 0.9948 0.9842 0.9948 0.9855 0.9752 0.9855 
filed  0.5879 0.6241 0.5880 0.5972 0.6078 0.5972 
Al 
6 210 (m )   0.8570 1.3378 0.8570 1.2160 1.5679 1.2160 
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Table 4.6 Computation costs of the optimization 
  Number of generations 
  dsep=0 dsep=3 
December 21, solar time 9 
Case 1 90 120 
Case 2 66 163 
June 21, solar noon 
Case 1 136 135 
Case 2 118 33 
March 21, solar noon 
Case 1 160 137 
Case 2 478 26 
 
 
 
Figure 4.26 Contours of the optical efficiency of the un-optimized heliostat field with dsep =0 for 21st December, 
solar time 9:00 a.m. 
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Figure 4.27 Contours of the optical efficiency of the optimized heliostat field with dsep =0 for 21st December, 
solar time 9:00 a.m.(Case 1) 
 
Figure 4.28 Contours of the optical efficiency of the optimized heliostat field with dsep =0 for 21st December, 
solar time 9:00 a.m.(Case 2) 
  
107 
 
 
Figure 4.29 Contours of the optical efficiency of the unoptimized heliostat field with dsep =3 for 21st December, 
solar time 9:00 a.m.  
 
Figure 4.30 Contours of the optical efficiency of the optimized heliostat field with dsep =3 for 21st December, 
solar time 9:00 a.m.(Case 1) 
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Figure 4.31 Contours of the optical efficiency of the optimized heliostat field with dsep =3 for 21st December, 
solar time 9:00 a.m.(Case 2) 
 
Figure 4.32 Contours of the optical efficiency of the un-optimized heliostat field with dsep =0 for 21st June, solar 
noon 
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Figure 4.33 Contours of the optical efficiency of the optimized heliostat field with dsep =0 for 21st June, solar 
noon (Case 1) 
 
Figure 4.34 Contours of the optical efficiency of the optimized heliostat field with dsep =0 for 21st June, solar 
noon (Case 2) 
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Figure 4.35 Contours of the optical efficiency of the un-optimized heliostat field with dsep =3 for 21st June, solar 
noon (same as Case 2) 
 
Figure 4.36 Contours of the optical efficiency of the optimized heliostat field with dsep =3 for 21st June, solar 
noon (Case 1) 
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Figure 4.37 Contours of the optical efficiency of the un-optimized heliostat field with dsep =0 for 21st March, 
solar noon 
 
Figure 4.38 Contours of the optical efficiency of the optimized heliostat field with dsep =0 for 21st March, solar 
noon (Case 1) 
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Figure 4.39 Contours of the optical efficiency of the optimized heliostat field with dsep =0 for 21st March, solar 
noon (Case 2) 
 
Figure 4.40 Contours of the optical efficiency of the un-optimized heliostat field with dsep =3 for 21st March, 
solar noon (same as case 2) 
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Figure 4.41 Contours of the optical efficiency of the optimized heliostat field with dsep =3 for 21st March, solar 
noon (Case 1) 
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4.1.4 Annual Optimization of heliostat field 
In this section, using the developed Matlab code, annual optimization of the preliminary 
generated heliostat field using DE when four variables are optimized is presented. This 
code calculates all the necessary optical performance parameters of all the heliostats at 
every step of the optimization until the best layout of the generated heliostat field is 
found. Table 4.1 (Page 78) lists the design parameters of the heliostat and the central 
receiver which were used in this study. Table 4.7 (Page 118) shows all the results 
obtained after optimizing the heliostat field using differential evolution. For the annual 
optimization, the number of heliostats considered was 2940 in a surround field layout, the 
tower optical height was taken as 130m. This optimization considers Dhahran city in 
Saudi Arabia as an illustrative example. 
The mathematical model was adjusted so that the optimization could be carried out using 
differential evolution. In our model, the distance at the zone boundaries was also taken 
into account in the optimization process. Furthermore, two different ways were used for 
the demonstration of the heliostat field layout optimization using DE (HFLODE): one 
with optimizing the insolation weighted heliostat field efficiency and the other with 
optimizing un-weighted heliostat field efficiency. In addition, an alternate fast approach 
was also proposed and discussed for the optimization of the heliostat field. Other studies, 
such as the one by Collado and Guallar [42], did not take into account the extra security 
distance (dsep) in a complete optimization process; whereas this study also considers the 
extra security distance in the optimization process. Moreover, the effect of neglecting the 
extra security distance has also been discussed and presented. 
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As it can be observed from Table 4.7 that the un-weighted daily averaged annual heliostat 
field efficiency is 0.4746; and after optimization, using Equation (49), it becomes 0.5023. 
Figure 4.42 and Figure 4.43 depict the contours of the un-optimized and the optimized 
heliostat field efficiency on daily averaged basis. On the other hand, when the 
optimization was performed using Equation (51) as the objective function, the optimized 
heliostat field efficiency was 0.5025. The findings show that there is only a negligible 
difference in the two approaches because we have selected the average representative day 
for each month as suggested in[84,97]. Figure 4.44 and Figure 4.45 depict the contours of 
the un-optimized and the optimized heliostat field efficiency on monthly averaged basis. 
In addition, it takes a total of 144 time steps for the calculation of numerator of Equation 
(51); nevertheless, it takes a total of 3651 time steps for the calculation of numerator of 
Equation (49). Hence, the number of time steps was considerably reduced and thus the 
computation time was reduced significantly. It can be observed from Table 4.7 that the 
un-optimized heliostat field has low shadowing and blocking factor, whereas after 
optimization the shadowing and blocking factor improves but the rest of the optical 
performance parameters worsen. After optimization, the heliostat positions are arranged 
in such a way so as to reduce the blocking and shadowing caused by the other heliostats. 
However, as a result of increasing the distance between the heliostats, the overall distance 
of the heliostats from the tower increases, and consequently, the other optical 
performance parameters decrease. This is called the shadowing and blocking trade-off. 
On the other hand, optimization was also carried out when neglecting the extra security 
distance between the heliostats to illustrate the difference between the two approaches 
with neglecting or considering the extra security distance. Table 4.8 (Page 118) depicts 
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the optimization results of annual heliostat field efficiency using Equation (51) when the 
extra security distance was taken into account. It can be observed from Table 4.7 and 
Table 4.8, that there is a difference in both the un-optimized and the optimized heliostat 
field efficiencies as compared to the case when extra security distance is considered. 
Figure 4.46 and Figure 4.47 show the contours of the optical efficiency of the un-
optimized and the optimized heliostat field when dsep =0, respectively. The heliostat 
field efficiency improved from 0.4750 to 0.5025 after optimization when the extra 
security distance was taken into account. On the other hand, it improves from 0.4530 to 
0.5075 if the extra security distance is neglected. In addition, it can be observed from 
Table 4.8 that the shadowing and blocking factor is relatively low as compared to the 
case when the extra security distance was considered (Table 4.7). By considering the 
extra security distance, the azimuthal spacing between the adjacent heliostats increases, 
and as a result, the shadowing and blocking factor initially is higher due to this increased 
distance between the heliostats. Furthermore, after optimization, the annual heliostat field 
efficiency is relatively higher as opposed to the case when the extra security distance was 
considered; this is because the heliostats have more freedom in placement during the 
optimization process due to the initial lower spacing between the adjacent heliostats. 
Thus, the heliostat field efficiency appears to be larger if the extra security distance is 
neglected, and this should be strictly checked when performing survey or feasibility study 
for the installation of solar tower plant in a complete optimization process. 
Furthermore, the insolation weighted efficiency was calculated to be 0.5634 after 
optimization. Figure 4.48 and Figure 4.49 illustrate the contours of the un-optimized and 
the optimized insolation weighted daily averaged annual heliostat field efficiency, 
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respectively. Note that the solar resource data was obtained from the weather station at 
King Fahd University of Petroleum & Minerals, Dhahran, Saudi Arabia. The DNI data 
used had been collected at hourly intervals. This study considered the calculation of the 
annual heliostat field efficiency from sunrise to sunset; however, other studies such as the 
one by Collado and Guallar [42] calculates the annual heliostat field efficiency 
considering time of the day when the solar elevation angle is equal to or more than 15  .  
If the insolation weighted annual heliostat field efficiency is calculated using this 
approach, the calculated heliostat field efficiency after optimization is 0.5912. 
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Table 4.7 Optimization results of heliostat field on annual basis with considering the extra security distance 
 Un-optimized Optimized 
Monthly averaged annual optimization 
( cos )_annual 0.7438 0.7388 
fat_annual 0.9506 0.9464 
fsb_annual 0.8335 0.9097 
fitc_annual 0.9713 0.9464 
maa  0.4750 0.5025 
Daily averaged annual optimization 
( cos )_annual 0.7437 0.7385 
fat_annual 0.9506 0.9462 
fsb_annual 0.8329 0.9114 
fitc_annual 0.9713 0.9448 
daa  0.4746 0.5023 
Insolation weighted daily averaged daily annual optimization 
iwaa  0.5458 05634 
 
Table 4.8 Optimization results of the heliostat field on monthly averaged annual basis with dsep=0 
 Un-optimized Optimized 
Monthly averaged annual optimization 
( cos )_annual 0.7544 0.7458 
fat_annual 0.9561 0.9501 
fsb_annual 0.7709 0.8970 
fitc_annual 0.9844 0.9582 
maa  0.4530 0.5075 
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Figure 4.42 Contours of the optical efficiency of the annually un-optimized heliostat field on daily averaged basis 
 
Figure 4.43 Contours of the optical efficiency of the annually optimized heliostat field on daily averaged basis 
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Figure 4.44 Contours of the optical efficiency of the annually un-optimized heliostat field on monthly averaged 
basis 
 
Figure 4.45 Contours of the optical efficiency of the annually optimized heliostat field on monthly averaged basis 
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Figure 4.46 Contours of the optical efficiency of the annually unoptimized heliostat field on monthly averaged 
basis with dsep=0 
 
Figure 4.47 Contours of the optical efficiency of the annually optimized heliostat field on monthly averaged basis 
with dsep=0 
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Figure 4.48 Contours of the optical efficiency of the annually un-optimized heliostat field on insolation weighted 
daily averaged basis 
 
Figure 4.49 Contours of the optical efficiency of the annually optimized heliostat field on insolation weighted 
daily averaged basis 
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4.2 Central receiver 
An EES [99] code was developed to model the central receiver. The values of the optical 
efficiency from the MATLAB code were used in the EES code as an input. Table 
4.1(Page 78) lists all the design parameters used for the modeling of the central receiver. 
Furthermore, the value selected for the emissivity and the absorptivity of the receiver 
surface was 0.85 and 0.95, respectively [17]. 
There are four types of losses which concern the central receiver: optical losses, radiation 
heat losses, convection heat losses, and conduction heat losses. The conduction heat 
losses are insignificant as compared to the other two losses, so the conduction heat losses 
have been neglected in this study. On the other hand, due to very high concentration 
ratios of central receiver systems, radiation heat losses are more prominent as compared 
to the convection heat losses.  
A total of 2940 heliostats were generated and optimized on an annual basis. The analysis 
was made for three days which are 16
th
 of March, 11
th
 of June, and 10
th
 of December. 
These particular days were selected because they represent the solar radiation monthly 
average day of March, June, and December, respectively [84]. The net energy gained at 
the receiver for these three days are depicted in Figure 4.50 to Figure 4.52, respectively. 
Note that perfect weather conditions were not assumed and the actual DNI (direct normal 
irradiance) data was used which was obtained from the weather station at King Fahd 
University of Petroleum & Minerals, Dhahran, Saudi Arabia. The DNI data used had 
been collected for hourly intervals. These figures demonstrate the total incident energy 
onto the receiver from the heliostat field and the net energy gained or the useful energy 
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gained at the receiver after the radiation losses have been accounted for. The DNI data is 
also illustrated in the same figures for comparative purposes.  
On the other hand, Figure 4.53 to Figure 4.55 represent the relation of the net energy 
collected at the receiver and the optical efficiency of the heliostat field versus the area of 
the heliostat field. Again, these figures are also plotted for the same aforementioned days 
but at noon time. It can be observed from these figures that as the heliostat field size 
increases, the optical performance of the field decreases. This is because of the increasing 
number of heliostats focusing on the same tower. When number of heliostats increases, 
the new heliostats have to be placed further away from the tower. Thus their optical 
performance is low because of this increased distance from the tower. And hence, the 
overall efficiency of the heliostat field decreases. 
On the contrary, increasing the heliostat area increases the net energy gained at the 
receiver. The variables x1 and x2,i were optimized for a total of 2940 heliostats, and then 
the same values for these optimized variables were used to plot Figure 4.53 to Figure 
4.55. It can be observed from these figures that there does not seem to be any decrease or 
the profile does not seem to decrease asymptotically. This is not true, the net energy 
gained worsens but the decrease is not much significant because adding more rows of 
heliostats increases the heliostat area exponentially. 
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Figure 4.50 Net energy gained for 16th March, Dhahran, Saudi Arabia 
 
Figure 4.51 Net energy gained for 11th June, Dhahran, Saudi Arabia 
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Figure 4.52 Net energy gained for 10th December, Dhahran, Saudi Arabia 
 
Figure 4.53 Optical efficiency of the heliostat field and the net energy gained at the receiver for 16th March, solar 
noon, Dhahran, Saudi Arabia 
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Figure 4.54 Optical efficiency of the heliostat field and the net energy gained at the receiver for 11th June, solar 
noon,  Dhahran, Saudi Arabia 
 
Figure 4.55 Optical efficiency of the heliostat field and the net energy gained at the receiver for 10th December, 
solar noon, Dhahran, Saudi Arabia 
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4.3 Supercritical CO2 Brayton cycles 
A complete thermodynamic analysis of the integrated solar tower power system and 
supercritical CO2 cycles was performed for three days of the year. These days are 16
th
 of 
March, 11
th
 of June, and 10
th
 of December. These particular days were selected because 
they represent the solar radiation monthly average day of March, June, and December, 
respectively [84]. Table 4.9 (Page 133) lists the basic design and operating parameters of 
the heliostat field and the central receiver whereas the operating conditions of the 
supercritical CO2 Brayton cycles are listed in Table 4.10 (Page 133). The mass flow rate 
of sCO2 for all the cycles was 600 kg/s. 
A total of 2940 heliostats were generated and optimized on an annual basis. Higher 
number of heliostats were optimized to integrate the solar field to thermal storage and 
perform analysis. This is discussed in detail in the next section. The contours of the net 
optical efficiency of the heliostat field are illustrated in Figure 4.56 to Figure 4.58 for 16
th
 
of March, 11
th
 of June, and 10
th
 of December at solar noon, respectively. The heliostat 
field depicted in the discussed figures is annually optimized. As can be observed from the 
figures that the highest optical performance is achieved on 11
th
 of June at solar noon 
while the lowest optical performance is achieved on 10
th
 of December at solar noon. On 
the other hand, the optical performance is in the medium range for 16
th
 of March at solar 
noon. This observation can be attributed to the solar altitude angle of these days. The sun 
altitude angle for June 11 is the highest at noon time as compared to March 16 and 
December 10; that is why most of the heliostats on June 11 depict high optical efficiency.  
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The net energy gained at the receiver for these three days are depicted in Figure 4.50 to 
Figure 4.52 respectively. Note that perfect weather conditions were not assumed and the 
actual DNI (direct normal irradiance) data was used which was obtained from the 
weather station at King Fahd University of Petroleum & Minerals, Dhahran, Saudi 
Arabia. The DNI data used had been collected for hourly intervals. These figures 
demonstrate the total incident energy onto the receiver from the heliostat field and the net 
energy gained or the useful energy gained at the receiver after the radiation losses have 
been accounted for. The DNI data is also illustrated in the same figures for comparative 
purposes.  
The net power outputs for all the cycles with varying heat input for these different days 
are depicted in Figure 4.59 to Figure 4.61. On the other hand, comparative thermal 
efficiencies of all the cycles of these days are illustrated in Figure 4.62 to Figure 4.64. 
Moreover, the integrated overall thermal system efficiency of all the cycles is also 
depicted in Figure 4.65 to Figure 4.67. Additionally, for the sake of analysis and 
comparison, the change in turbine inlet temperature with time due to varying heat input to 
the thermodynamic cycles was also portrayed because it was not fixed, as shown in 
Figure 4.68 to Figure 4.70. The sCO2 Brayton cycles were modeled in such a way that 
instead of fixing the turbine inlet temperature, varying energy gain with respect to time at 
the receiver was taken as the input value to the integrated thermodynamic Brayton cycles. 
The mass flow rate of sCO2 for the Brayton cycles was taken as a constant value for all 
the cases. These figures are discussed in details next.  
The solar time on the x-axis of Figure 4.50 to Figure 4.52 is taken from 07:00 hours to 
17:00 hours. On the other hand, for other Figures (Figure 4.59 - Figure 4.70), it varies 
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from day to day. The reason of choosing different time on x-axis is that the output turbine 
work rate was lower as compared to the required compressor work rate because of the 
low solar radiation for that instant of time; thus the cycle was producing no net useful 
power output outside these time frames.  
As can be observed from Figure 4.59 and Figure 4.60, the recompression cycle has the 
highest amount of net power for the same operating conditions on 16
th
 of March and 11
th
 
of June, respectively. Subsequently, the highest thermal efficiency and system efficiency 
occur around solar noon for the same days, as revealed in Figure 4.62 and Figure 4.63 
and in Figure 4.65 and Figure 4.66, respectively. The maximum net power produced from 
the recompression cycle is around 82 MW while the highest thermal efficiency is 52% 
and the highest system efficiency is 40%, all for June 11. However, this was not the case 
for 10
th
 of December. It can be observed that the regenerative cycle exhibits higher 
amount of net power and thermal efficiencies, as shown in Figure 4.61, Figure 4.64, and 
Figure 4.67. This anomalous behavior occurred because of the fixed amount of mass flow 
rate through the Brayton cycles. This mass flow rate was more suited to the regenerative 
cycle, which has a simpler configuration, and due to the low DNI on 10
th
 of December as 
presented in Figure 4.52. For this case, the net heat gained is relatively low as compared 
to the other two days and subsequently the performance of the regenerative Brayton cycle 
is higher as compared to the other Brayton cycles. On the other hand, the split expansion 
cycle and the regenerative cycle have almost overlapping curves for both the net power 
obtained and the thermal efficiency for 16
th
 of March and 11
th
 of June. Nevertheless, for 
low heat input values, right after sunrise or before sunset, the regenerative cycle exhibits 
higher amount of power and thermal efficiency as compared to the split expansion cycle. 
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The pre-compression cycle does not demonstrate high amount of power for 16
th
 of March 
and 11
th
 of June. This relative low performance is attributed to the configuration of the 
cycle. This behavior is due to the addition of the second compressor after the high 
temperature regenerator which makes place for further regeneration, but as a 
consequence, the amount of work consumed by this second compressor is much higher as 
compared to the first compressor; because it is compressing sCO2 at the critical point. 
Unlike the recompression and split expansion cycle, where the consumed work by the 
second compressor is much lower because of splitting the flow stream and allowing only 
a fraction of the total to be passed through the second compressor. On the other hand, 
although the recompression cycle and the pre-compression cycle have the same number 
of components, the placement of an additional compressor between the two regenerators 
in the pre-compression cycle makes room for additional regeneration and helps in 
avoiding pinch point problems. For low heat inputs during 10
th
 of December, the net 
power obtained by the pre-compression cycle is very close to that of the split expansion 
cycle as demonstrated in Figure 4.61.  
Although the thermal efficiency of the pre-compression cycle is low, this cycle has the 
highest turbine inlet temperature (TIT) for 16
th
 of March and 11
th
 of June, which is again 
because of the arrangement of the second compressor between the regenerators, as shown 
in Figure 4.68 and Figure 4.69. This arrangement causes the temperature of the high-
pressure side to rise because it has recuperated heat at higher temperature and 
consequently the TIT is the highest for the pre-compression cycle. The recompression 
cycle, similarly, has almost the same TIT, and both cycles have almost overlapping 
curves for TIT. The TIT of the split expansion Brayton cycle’s second turbine is also 
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close to the pre-compression and the recompression cycles; but the TIT of the first 
turbine for the same cycle is low because the fluid expands before any heat is added to 
the cycle, and only recuperated heat from the regenerators is used to expand in the first 
turbine. Nevertheless, for the case of December 10, due to low net heat gained at the 
receiver, the recompression cycle exhibits the highest TIT, although the regenerative 
cycle has the highest net power gained and the highest thermal efficiencies for this day, 
as shown in Figure 4.61, Figure 4.64, and Figure 4.67.  
Each of these cycles is discussed at component level next for better understanding 
through the use of graphs. 
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Table 4.9 Basic design and operating parameters used for the heliostat field and the central receiver [17,42,102]  
Tower optical height, THT 130 m 
Heliostat height , LH 9.75m 
Heliostat width, LW 12.3m 
Fraction of mirror area of heliostat 0.9642 
Receiver diameter (cylindrical), DR 9.44 
Receiver size, LR 9.44 
Mirror reflectivity   cleanliness,   0.88  0.95 
Standard deviation of sunshape errors,
sun  2.51 mrad 
Standard deviation of tracking errors, 
t  0.63 mrad 
Standard deviation of beam quality errors, bq  1.88 mrad 
Emissivity of the receiver surface,    0.85 
Absorptivity of the receiver surface, R   0.95 
 
 
Table 4.10 Basic design and operating parameters used for the sCO2 Brayton cycles 
Temperature at the inlet of compressor (first compressor) 31.25   C 
Pressure at the inlet of the compressor (first compressor) 7.4 MPa 
Pressure ratio 2.7 
High temperature regenerator effectiveness [71] 0.85 
Low temperature regenerator effectiveness 0.7 
Isentropic efficiencies of the compressors[71] 0.8 
Isentropic efficiencies of the turbines[71] 0.9 
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Figure 4.56 Contours of the net optical efficiency of the heliostat field at solar noon, March 16, Dhahran, Saudi 
Arabia 
 
Figure 4.57 Contours of the net optical efficiency of the heliostat field at solar noon, June 11, Dhahran, Saudi 
Arabia 
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Figure 4.58 Contours of the net optical efficiency of the heliostat field at solar noon, December 10, Dhahran, 
Saudi Arabia 
 
Figure 4.59 Comparison of net power output for 16th of March, Dhahran, Saudi Arabia 
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Figure 4.60 Comparison of net power output for 11th of June, Dhahran, Saudi Arabia 
 
 
Figure 4.61 Comparison of net power output for 10th of December, Dhahran, Saudi Arabia 
  
8 9 10 11 12 13 14 15 16
x 103
0
10
20
30
40
50
60
70
80
90
100
P
o
w
e
r,
 W
n
e
t 
 [
k
W
]
Solar time [hours]  
Simple
Regeneration
Precompression
Recompression
Split expansion
June 11
10 11 12 13 14
x 103
0
10
20
30
40
50
60
70
80
90
100
Simple
Regeneration
Precompression
Recompression
Split expansion
Solar time [hours]  
December 10
P
o
w
e
r,
 W
n
e
t 
 [
k
W
]
137 
 
 
Figure 4.62 Comparison of thermal efficiency for 16th of March, Dhahran, Saudi Arabia 
 
 
Figure 4.63 Comparison of thermal efficiency for 11th of June, Dhahran, Saudi Arabia 
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Figure 4.64 Comparison of thermal efficiency for 10th of December, Dhahran, Saudi Arabia 
 
 
Figure 4.65 Comparison of system efficiency for 16th of March, Dhahran, Saudi Arabia 
 
  
10 11 12 13 14
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Simple
Regeneration
Precompression
Recompression
Split expansion
Solar time [hours]  
December 10
 B
ra
y
to
n
 c
y
c
le
s
 t
h
e
rm
a
l 
e
ff
ic
ie
n
c
y
, 
h
th
9 10 11 12 13 14 15
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
In
te
g
ra
te
d
 s
y
s
te
m
 e
ff
ic
ie
n
c
y
, 
h
s
y
s
Solar time [hours]  
March 16
Regeneration Recompression
PrecompressionSimple
Split expansion
139 
 
 
Figure 4.66 Comparison of system efficiency for 11th of June, Dhahran, Saudi Arabia 
 
 
Figure 4.67 Comparison of system efficiency for 10th of December, Dhahran, Saudi Arabia 
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Figure 4.68 Comparison of turbine inlet temperature (TIT) for 16th of March, Dhahran, Saudi Arabia 
 
 
Figure 4.69 Comparison of turbine inlet temperature (TIT) for 11th of June, Dhahran, Saudi Arabia 
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Figure 4.70 Comparison of turbine inlet temperature (TIT) for 10th of December, Dhahran, Saudi Arabia 
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4.3.1 Simple closed loop sCO2 Brayton cycle 
The simple Brayton cycle (Figure 3.7) consists of a single compressor, a single turbine, a 
cooler and a heat source, which is the central receiver in our case. The net power output, 
the thermal efficiency, and the turbine inlet temperature are not high for this cycle 
because a lot of energy, which can be recuperated, is wasted. 
The power (kW) of all components of this cycle for March 16, June 11, and December 10 
is depicted in Figure 4.71 to Figure 4.73. It can be observed from these figures that a lot 
of energy is being rejected at the cooler, and there is room for regeneration or 
recuperation. Moreover, the net power output is very low for this cycle due to the 
aforementioned reason. It is also inferred that the required compressor work remains 
constant throughout and its power consumed is very low because of compressing the 
carbon dioxide near its critical point. 
  
143 
 
 
Figure 4.71 Simple sCO2 cycle’s components energy analysis for 16
th of March, Dhahran, Saudi Arabia 
 
 
Figure 4.72 Simple sCO2 cycle’s components energy analysis for 11
th of June, Dhahran, Saudi Arabia 
  
9 10 11 12 13 14 15
x 103
0
20
40
60
80
100
120
140
160
Qu
Qout
Wc
Wnet
WT
P
o
w
e
r,
 W
n
e
t 
 [
k
W
]
Solar time [hours]  
8 9 10 11 12 13 14 15 16
x 103
0
20
40
60
80
100
120
140
160
Qu
Qout
Wc
Wnet
WT
P
o
w
e
r,
 W
n
e
t 
 [
k
W
]
Solar time [hours]  
144 
 
 
Figure 4.73 Simple sCO2 cycle’s components energy analysis for 10
th of December, Dhahran, Saudi Arabia 
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4.3.2 Regenerative closed loop sCO2 Brayton cycle 
For the case of regenerative Brayton cycle (Figure 3.8), one extra component is added to 
the configuration called the regenerator. The regenerator helps to recuperate the excess 
energy at the turbine exhaust. 
The power (kW) of all components of this cycle for March 16, June 11, and December 10 
is depicted in Figure 4.74 to Figure 4.76. For this cycle, it can be observed that the curve 
for turbine work output is higher as compared to the heat rejected due to the addition of a 
single regenerator as compared to simple closed loop cycle. Hence, the net power outputs 
are also higher as compared to the simple closed loop cycle. 
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Figure 4.74 Regenerative sCO2 cycle’s components energy analysis for 16
th of March, Dhahran, Saudi Arabia 
 
 
Figure 4.75 Regenerative sCO2 cycle’s components energy analysis for 11
th of June, Dhahran, Saudi Arabia 
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Figure 4.76 Regenerative sCO2 cycle’s components energy analysis for 10
th of December, Dhahran, Saudi Arabia 
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4.3.3 Pre-compression closed loop sCO2 Brayton cycle 
The pre-compression Brayton cycle (Figure 3.9) has two regenerators: one is a high 
temperature regenerator and the other is a low temperature regenerator; and two 
compressors. The advantage of this arrangement is the placement of the additional 
compressor, which makes place for further regeneration. 
The power (kW) of all components of this cycle for March 16, June 11, and December 10 
is depicted in Figure 4.77 to Figure 4.79. For this cycle, the same observation is made 
that the curve for turbine work output is higher as compared to the heat rejected due to 
the addition of two regenerators; high temperature regenerator (HTR) and low 
temperature regenerator (LTR). Hence, the net work output is also higher as compared to 
the simple closed loop cycle. On the contrary, this cycle has lower net power output 
except at solar noon hours because of the required power consumed by the addition of the 
second compressor. Note that this compressor is consuming more power as compared to 
the other compressor, because it is not compressing carbon dioxide at the critical point. 
This power output is not uniform and changes according to the heat input to the cycle. 
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Figure 4.77 Pre-compression sCO2 cycle’s components energy analysis for 16
th of March, Dhahran, Saudi 
Arabia 
 
Figure 4.78 Pre-compression sCO2 cycle’s components energy analysis for 11
th of June, Dhahran, Saudi Arabia 
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Figure 4.79 Pre-compression sCO2 cycle’s components energy analysis for 10
th of December, Dhahran, Saudi 
Arabia 
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4.3.4 Re-compression closed loop sCO2 Brayton cycle 
The recompression Brayton cycle (Figure 3.10) has the same number of components as 
the pre-compression Brayton cycle but with a different arrangement. In this cycle, the 
flow is split into two streams after the low temperature regenerator and before passing 
through the cooler. These two streams are the one that flows to the main compressor 
through the cooler and the other one flows to the recompression compressor. 
Consequently, the system rejects less heat and the compressor work is reduced, which in 
turn causes the thermal efficiency to improve. 
The power (kW) of all components of this cycle for March 16, June 11, and December 10 
is depicted in Figure 4.80 to Figure 4.82. It is observed for this cycle, that the curve for 
net work output reaches a higher value as compared to the heat rejected around solar 
noon hours, thus efficiently utilizing the heat added to the cycle and increasing the 
efficiency. This can be attributed to the position of the second compressor, and the 
splitting of the mass flow stream. It is observed from the figures that around solar noon 
hours higher mass fraction passes through the first compressor, and thus reducing the 
work consumed by the second compressor as opposed to the pre-compression cycle. 
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Figure 4.80 Re-compression sCO2 cycle’s components energy analysis for 16
th of March, Dhahran, Saudi Arabia 
 
 
Figure 4.81 Re-compression sCO2 cycle’s components energy analysis for 11
th of June, Dhahran, Saudi Arabia 
  
9 10 11 12 13 14 15
x 103
0
20
40
60
80
100
120
140
160
0.4
0.5
0.6
0.7
0.8
0.9
Qu
Qout
Wc
Wc2
Solar time [hours]  
P
o
w
e
r,
 W
n
e
t 
 [
k
W
]
Wnet
WT
M
a
s
s
 f
ra
c
ti
o
n
, 
x
m
a
s
s
 
xmass
8 9 10 11 12 13 14 15 16
x 103
0
20
40
60
80
100
120
140
160
0.3
0.4
0.5
0.6
0.7
0.8
0.9
M
a
s
s
 f
ra
c
ti
o
n
, 
x
m
a
s
s
 
xmass
Qu
Qout
Wc
Wc2
Wnet
WT
Solar time [hours]  
P
o
w
e
r,
 W
n
e
t 
 [
k
W
]
153 
 
 
Figure 4.82 Re-compression sCO2 cycle’s components energy analysis for 10
th of December, Dhahran, Saudi 
Arabia 
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4.3.5 Split expansion closed loop sCO2 Brayton cycle 
Finally, the split expansion Brayton cycle (Figure 3.11) has the same configuration as 
that of the recompression cycle but the expansion is performed in two stages by 
introducing an additional turbine; and the heat addition process takes place in between 
the two stages of fluid expansion. 
The power (kW) of all components of this cycle for March 16, June 11, and December 10 
is depicted in Figure 4.83 to Figure 4.85. This cycle has a lower efficiency curve as 
compared to the re-compression cycle. In this cycle, the fluid is expanded in two stages 
and heat addition takes place in between. The expansion in the first stage is carried out 
utilizing the heat recuperated through the regenerator, and expansion in the second stage 
is carried out using the heat added externally (using solar tower). The cycle efficiency is 
almost equal to the regeneration cycle but lower than the re-compression cycle. 
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Figure 4.83 Split expansion sCO2 cycle’s components energy analysis for 16
th of March, Dhahran, Saudi Arabia 
 
 
Figure 4.84 Split expansion sCO2 cycle’s components energy analysis for 11
th of June, Dhahran, Saudi Arabia 
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Figure 4.85 Split expansion sCO2 cycle’s components energy analysis for 10
th of December, Dhahran, Saudi 
Arabia. 
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4.4 sCO2 recompression Brayton cycles for different locations in 
Saudi Arabia  
In this section, a complete thermodynamic analysis of the solar thermal tower system 
integrated with a closed loop sCO2 recompression Brayton cycle was performed. This 
analysis was carried out for six different locations of Saudi Arabia taking into account 
each of the locations’ direct normal irradiation. The selected  locations were Tabouk 
(North), Madinah (West North), Dhahran (central), Riyadh (central), Bishah (South) and 
Najran (South). The target net power output was 40 MW and the analysis was carried out 
in accordance with this net power output. This net power output was made uniform and 
for this purpose an auxiliary heat source was added. This plant would be operational with 
the input solar energy and auxiliary heat source for daylight hours; nonetheless for night 
time operation the plant would operate on auxiliary heat source. Detailed analysis of the 
input solar share and the auxiliary heat provided has also been performed. Table 4.9 
(Page 133) lists the design parameters of the heliostat and the central receiver which were 
used in this study whereas the operating conditions of the recompression sCO2 Brayton 
cycle are listed in Table 4.10 (Page 133). For the annual optimization, the number of 
heliostats considered was 2646 in a surround field layout, the tower optical height was 
taken as 130m, and the dsep value was taken as 3m. Finally, in Table 4.11 (Page 161) all 
of the acquired results of the analysis are tabulated including the latitude and longitude of 
the concerned cites. 
From Figure 4.86, it can be observed that the useful energy gain rate at the receiver is  
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 3 5( )uQ m h h    (128) 
And the heat added by the auxiliary heater is defined as  
 3 3( )auxQ m h h    (129) 
In case if there is an auxiliary heat exchanger present, the thermal efficiency of the 
Brayton cycle is defined as  
 netth
u aux
W
Q Q
 

  (130) 
Furthermore, the fraction of fuel hybridization required to keep a constant power output 
is given by  
 auxhybrid
solar aux
Q
f
Q Q


  (131) 
The input solar share is  
 solar
solar
solar aux
Q
X
Q Q


  (132) 
 
The solar resource data for each of the locations aforementioned was taken from a 
renewable energy resource website sponsored by NASA [103]. The data available on this 
website is averaged over a period of 22 years from 1983 until 2005. The averaged values 
over a month of direct normal irradiation are available there. A preliminary generated 
heliostat field was optimized on monthly averaged annual basis. Therefore, Equation (51) 
was used for the annual optimization for all the locations considered in this study. This 
code calculates all the necessary optical performance parameters of all the heliostats at 
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every step of the optimization until the best layout of the generated heliostat field is 
found. The optimized heliostat fields for all of selected locations have been depicted in 
Figure 4.87 - Figure 4.92. 
As the data available on the aforementioned website was available on monthly basis, the 
average efficiencies of each month for all the locations were calculated after the heliostat 
fields were annually optimized. These efficiencies were used as an input to the EES code 
for the analysis of the receiver and recompression Brayton cycle. In this study; optical, 
convection heat, and radiation heat losses were taken into account, whereas the 
conduction heat losses were neglected from the receiver.  
Figure 4.93 to Figure 4.98 depicts bar graphs for the average heat collected for each 
month, for Tabouk, Madinah, Dhahran, Riyadh, Bishah, and Najran, respectively. 
Moreover, it can be observed (Table 4.11) that Madinah has the highest annual average 
heat collected in kWh/day, whereas Tabouk has the second highest and Dhahran has the 
lowest. For Tabouk, Madinah, Dhahran, and Riyadh; the highest heat collected is in the 
month of June, whereas for Bishah and Najran it is not the case. Furthermore, it will be 
more preferable to install a plant where there are fewer fluctuations in the solar 
irradiation such as Madinah and Bishah. 
A closed loop sCO2 recompression Brayton cycle was integrated with the central receiver 
where the net heat collected was used as an input to the Brayton cycle. The modeling of 
the Brayton cycle was performed in such a way that heat gained at the receiver was used 
as an input value to the cycle rather than the turbine inlet temperature. Consequently, the 
temperature 3T   will not remain constant and will depend upon the irradiation of a 
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particular location. Thus, the power output will not be uniform. To address this, an 
auxiliary heat exchanger was added before the turbine so that if the net heat gained at the 
receiver is low, extra heat will be added to keep the turbine inlet temperature constant and 
hence to keep the power output uniform. For this study, the turbine inlet temperature was 
fixed at 570   C and the net power output was fixed at 40MW. Figure 4.99 - Figure 4.104 
illustrate the percent hybridization required for all the cities for each month during 
daylight hours. In other words, these bar graphs also show indirectly the amount of 
auxiliary heat required to keep a uniform power output. From Table 4.11, it can be 
observed that Madinah requires least amount of external fuel hybridization, i.e. only 
5.82%, whereas Tabouk requires second least 6.34% and Najran requires third least i.e. 
7.62%. 
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Table 4.11 Performance comparison of different locations of Saudi Arabia 
City Latitude Longitude 
Annual un-
weighted 
optical 
efficiency 
Average annual 
heat collected at 
the central 
receiver 
(kWh/day) 
Annual 
hybridization 
fraction 
Annual 
input solar 
share 
Tabouk 28.5 N 36.5 E 0.5089 933103 6.34% 93.66% 
Madinah 24.5 N 39.5 E 0.5132 938388 5.82% 94.18% 
Dhahran 26.5 N 50.5 E 0.5111 827420 11.51% 88.49% 
Riyadh 24.5 N 46.5 E 0.5132 855262 10.16% 89.84% 
Bishah 20.5 N 42.5 E 0.5147 882216 8.55% 91.45% 
Najran 17.5 N 44.5 E 0.5191 893359 7.62% 92.38% 
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Figure 4.86 Re-compression closed loop supercritical carbon dioxide Brayton cycle with auxiliary heater. 
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Figure 4.87 Contours of the optical efficiency of the optimized heliostat field on annual basis for Tabouk, Saudi 
Arabia 
 
Figure 4.88 Contours of the optical efficiency of the optimized heliostat field on annual basis for Madinah, Saudi 
Arabia 
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Figure 4.89 Contours of the optical efficiency of the optimized heliostat field on annual basis for Dhahran, Saudi 
Arabia 
 
Figure 4.90 Contours of the optical efficiency of the optimized heliostat field on annual basis for Riyadh, Saudi 
Arabia 
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Figure 4.91 Contours of the optical efficiency of the optimized heliostat field on annual basis for Bishah, Saudi 
Arabia 
 
Figure 4.92 Contours of the optical efficiency of the optimized heliostat field on annual basis for Najran, Saudi 
Arabia 
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Figure 4.93 Average heat collected at the central receiver for Tabouk, Saudi Arabia 
 
Figure 4.94 Average heat collected at the central receiver for Madinah, Saudi Arabia 
 
  
1 2 3 4 5 6 7 8 9 10 11 12
x 103
0
10
20
30
40
50
60
70
80
90
100
Month  
Q
n
e
t 
[k
W
]
Tabouk
1 2 3 4 5 6 7 8 9 10 11 12
x 103
0
10
20
30
40
50
60
70
80
90
100
Month  
Madinah
Q
n
e
t 
[k
W
]
166 
 
 
Figure 4.95 Average heat collected at the central receiver for Dhahran, Saudi Arabia 
 
Figure 4.96 Average heat collected at the central receiver for Riyadh, Saudi Arabia 
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Figure 4.97 Average heat collected at the central receiver for Bishah, Saudi Arabia 
 
Figure 4.98 Average heat collected at the central receiver for Najran, Saudi Arabia 
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Figure 4.99 Percentage of hybridization required for Tabouk, Saudi Arabia 
 
Figure 4.100 Percentage of hybridization required for Madinah, Saudi Arabia 
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Figure 4.101 Percentage of hybridization required for Dhahran, Saudi Arabia 
 
Figure 4.102 Percentage of hybridization required for Riyadh, Saudi Arabia 
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Figure 4.103 Percentage of hybridization required for Bishah, Saudi Arabia 
 
Figure 4.104 Percentage of hybridization required for Najran, Saudi Arabia 
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4.5 sCO2 Brayton cycle integrated with two tank thermal storage 
In this section, a complete thermodynamic analysis of the solar thermal power tower 
system integrated with recompression supercritical CO2 Brayton cycle through two tank 
thermal storage was performed for three typical days of the year, i.e. 11
th
 of June, 16
th
 of 
March, and 10
th
 of December respectively. These particular days were selected because 
they represent the solar radiation monthly average day of June, March, and December, 
respectively [84]. Table 4.9 (Page 133) lists the basic design and operating parameters of 
the heliostat field and the central receiver whereas the operating conditions of the 
supercritical CO2 Brayton cycles are listed in Table 4.10 (133). For the annual 
optimization, the number of heliostats considered was 2940 in a surround field layout, the 
tower optical height was taken as 130m. The value for the storage heat exchanger 
effectiveness was taken as 0.9. Figure 4.105 represents the recompression cycle 
integrated with solar tower through two tank thermal storage.  
A total of 2940 heliostats were generated and optimized on an annual basis. Higher 
number of heliostats were optimized to integrate the solar field to thermal storage and 
perform analysis. The contours of the net optical efficiency of the heliostat field are 
illustrated in Figure 4.56 to Figure 4.58 for 16
th
 of March, 11
th
 of June, and 10
th
 of 
December at solar noon, respectively. The heliostat field depicted in the discussed figures 
is annually optimized. As can be observed from the figures that the highest optical 
performance is achieved on 11
th
 of June at solar noon while the lowest optical 
performance is achieved on 10
th
 of December at solar noon. On the other hand, the 
optical performance is in the medium range for 16
th
 of March at solar noon. This 
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observation can be attributed to the solar altitude angle of these days. The sun altitude 
angle for June 11 is the highest at noon time as compared to March 16 and December 10; 
that is why most of the heliostats on June 11 depict high optical efficiency.  
Thermal analysis was carried out by applying transient energy balance on the two tanks. 
For this purpose, heat loss coefficient area product for both the tanks was calculated. The 
wind convective losses were also incorporated into the calculation of heat loss 
coefficient. Furthermore, the losses from the top were neglected, as the tank doesn’t 
remain completely filled with the storage medium and air works as an excellent insulator. 
The net energy gained at the receiver for these three days are depicted in Figure 4.50 to 
Figure 4.52 respectively. Note that perfect weather conditions were not assumed and the 
actual DNI (direct normal irradiance) data was used which was obtained from the 
weather station at King Fahd University of Petroleum & Minerals, Dhahran, Saudi 
Arabia. The DNI data used had been collected for hourly intervals. These figures 
demonstrate the total incident energy onto the receiver from the heliostat field and the net 
energy gained or the useful energy gained at the receiver after the radiation losses have 
been accounted for. The DNI data is also illustrated in the same figures for comparative 
purposes.  
Since the size of the heliostat field is constant and cannot be changed because the 
heliostat field is deployed after finding the best positions for heliostats through 
optimization; therefore, the analysis was carried out for three different cases after the 
solar tower system was integrated with the recompression cycle. In the first case, the 
analysis was carried out when the net power output is uniform only for daylight hours, 
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whereas in the second case the analysis was performed when net power output is uniform 
from sunrise till the end of the day, and lastly when the net power output is uniform for 
the whole day.  
Figure 4.106 to Figure 4.108 represent the uniform net power output for all the three 
cases for March, June, and December, respectively. It can be observed from these figures 
that there is noticeable difference in the net power output for all the three days due to the 
variation in the incident solar irradiation.  For the first case, when the net power output is 
uniform for the whole day, 17 MW is produced in March, 22 MW in June, and 10 MW in 
December. On the other hand, for the second case, when the net power output is uniform 
from sunrise till the end of the day, 23 MW is produced in March, 28 MW in June, and 
13 MW in December. And lastly, when the net power output is uniform from sunrise till 
sunset, 38 MW is produced in March, 41 MW in June, and 22 MW in December.  The 
rated power output depends upon the requirement for which the plant is designed. If the 
storage is operational only for daylight hours, higher power output can be targeted but the 
plant would have to be operational on fossil fuel resources for the rest of the hours of the 
day. Furthermore, for the days with low incident solar irradiation fossil fuel can be 
employed to achieve the rated power capacity. 
On the other hand, Figure 4.109 represents the mass flow rate of molten salt through the 
central receiver for different days. The mass flow rate changes in accordance with the 
solar flux so that the temperature in the hot storage tank remains constant. The 
temperature in the hot storage tank is 564.4   0.6   C, whereas the temperature in the 
cold storage tank remains 413   0.6   C. The fluctuation in the temperature is due to the 
thermal losses associated with the storage tanks. Moreover, the mass flow rate through 
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the storage heat exchange stays constant so that the heat transferred through the storage 
medium to the recompression Brayton cycle is constant. The changes in mass in both 
storage tanks are illustrated in Figure 4.110 to Figure 4.112 when full day operation is 
considered. Note that for our modeling, initial mass of molten salt was taken equal in 
both tanks. It can be observed that the molten salt in the hot storage tank rises during the 
daylight hours and it starts to decrease after the sun has set. This trend is observed 
because the molten salt is always flowing through the storage heat exchanger at a 
constant rate during the thermal storage operation, whereas the mass flow rate of the 
molten salt through the receiver varies according to the solar flux and it flows through the 
receiver only during daylight hours. Finally, at the end of operation the molten salt 
reaches its initial value in both tanks.  
Furthermore, for the cases when the storage is operational only for daylight hours, similar 
trend is observed. These trends are demonstrated in Figure 4.113 to Figure 4.115. The 
mass of molten salt in the hot storage tank decreases at first when the solar flux is slow 
meanwhile some mass is withdrawn from the tank to operate the power cycle; and it 
starts to increase after the passage of time as the solar flux starts increasing and 
consequently the mass flow rate through the central receiver. Likewise, when the storage 
operates from sunrise till the end of the day, it can be observed from Figure 4.116 to 
Figure 4.118 that the total mass in the hot storage tank decreases at first and then again it 
starts increasing. And finally, it reaches its initial value. It should be noted here that 
storage operation hours depend upon the rated power capacity of the plant on which it 
was designed and the incident solar irradiation. If the plant is to be designed for a higher 
power capacity, the storage can be operational for less number of hours. Additionally, if 
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the solar irradiation is low, low heat will be stored in the storage medium and as a result 
the storage will be operational for less number of hours. In our study, we have 
demonstrated three different cases for three different days to show the effect of solar 
irradiation and the output power capacity as a result of changing the storage operation 
hours and the change in direct normal irradiation for different days.   
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Figure 4.105 Re-compression closed loop supercritical carbon dioxide Brayton cycle integrated with solar tower 
through two tank thermal storage 
 
 
 
 
Figure 4.106 Net power gained on 11th of June for different storage options 
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Figure 4.107 Net power gained on 11th of June for different storage options 
 
Figure 4.108 Net power gained on 10th of December for different storage options 
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Figure 4.109 Mass flow rate of the storage medium through the receiver 
 
Figure 4.110 Change in mass of molten salt in the storage tanks with time for whole day operation on 16th of 
March 
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Figure 4.111 Change in mass of molten salt in the storage tanks with time for whole day operation on 11th of 
June 
 
Figure 4.112 Change in mass of molten salt in the storage tanks with time for whole day operation on 10th of 
December 
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Figure 4.113 Change in mass of molten salt in the storage tanks with time for daylight hours operation on 16th of 
March 
 
Figure 4.114 Change in mass of molten salt in the storage tanks with time for daylight hours operation on 11th of 
June 
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Figure 4.115 Change in mass of molten salt in the storage tanks with time for daylight hours operation on 10th of 
December 
 
Figure 4.116 Change in mass of molten salt in the storage tanks with time for sunrise till the end of the day 
operation on 16th of March 
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Figure 4.117 Change in mass of molten salt in the storage tanks with time for sunrise till the end of the day 
operation on 11th of June 
 
Figure 4.118 Change in mass of molten salt in the storage tanks with time for sunrise till the end of the day on 
10th of December 
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5 CHAPTER 5 
CONCLUSIONS AND RECOMMENDATIONS  
In this chapter, the conclusions of this study and the results that were elaborated in the 
previous chapter have been presented and discussed. Furthermore, future work and 
recommendations are also presented.  
5.1 Conclusions 
A mathematical code was developed in Matlab which generates and optimizes a heliostat 
field effectively. This code was developed to demonstrate the optimization of a heliostat 
field using differential evolution, which is an evolutionary algorithm. The current study 
illustrates how to employ the model developed and its advantages. The optimization 
process calculates the optical performance parameters at every step of the optimization 
considering all the heliostats; thus yields accurate results as discussed in this study. The 
optimization was also executed for different time instants to check the effect of sun’s 
altitude angle on the heliostat field efficiency. The efficiency of the un-optimized 
heliostat field with that of the optimized heliostat field was compared when: 
- two variables were optimized i.e. the radial and the azimuthal spacing taken as 
constant for all the zones. 
- four variables were optimized i.e. constant azimuthal spacing for all the zones and 
the radial spacing independently for each zone. 
184 
 
- normalized ratio of  optical efficiency to the land area covered by the heliostat 
field was maximized using four variables. 
- heliostat field layout was optimized on annual basis using four variables. 
Moreover, the insolation weighted daily averaged annual efficiency of the heliostat field 
was 0.5634 for Dhahran, Saudi Arabia. 
On the other hand, complete thermodynamic analysis of supercritical CO2 Brayton cycles 
when integrated with solar thermal power tower system was performed. The heliostat 
field layout generated was optimized on an annual basis and was tested for its optical 
performance as discussed previously. Furthermore, five closed loop sCO2 Brayton cycles 
were modeled: the simple cycle, the regenerative cycle, the recompression cycle, the pre-
compression cycle, and the split expansion cycle. These cycles were evaluated and 
compared for their net power outputs and thermal efficiencies. The operating conditions 
were the same for all the cycles. This analysis was carried out for three selected days of 
the year: 16
th
 of March, 11
th
 of June, and 10
th
 of December, which are the average day of 
radiation for each month. The results demonstrate that the recompression cycle reached 
the highest thermal efficiency and the highest net power output at peak hours, around 
solar noon, when the solar radiation is high. The highest cycle thermal efficiency is 52% 
and the highest integrated system efficiency is 40% both in June noontime for this cycle. 
The regenerative cycle, although simpler in configuration, also showed promising results 
and its thermal efficiency and net power output  were the second highest and comparable 
to that of the split expansion cycle.  
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Furthermore, a complete thermodynamic analysis of a solar thermal tower system when 
integrated with a sCO2 recompression Brayton cycle was performed for six different 
locations in Saudi Arabia considering the local solar irradiation intensity for each 
location. The selected locations for the analysis were Tabouk (North), Madinah (West), 
Dhahran (East), Riyadh (Central), Bishah (South), and Najran (South). In addition, to 
keep the net power output uniform, an auxiliary heat exchanger was added before the 
expansion turbine. The findings indicated that the highest annual average heat collected 
was for Madinah (938,400 kWh/day) and the second highest was for Tabouk, (933,100 
kWh/day). Similarly, the least amount of annual average fuel hybridization required was 
5.82% for Madinah, and 6.34% for Tabouk during daytime. 
Because the recompression cycle has the highest thermal efficiency around solar noon 
hours when integrated with solar thermal power tower system; this cycle was selected for 
integration with two tank thermal storage. This analysis was carried out for three selected 
days of the year: 16
th
 of March, 11
th
 of June, and 10
th
 of December, which are the average 
days of radiation for each month. The integrated heliostat field was optimized on annual 
basis and tested for its optical efficiency. The storage medium which was used in this 
study was 60%NaNO3 and 40%KNO3. Three cases were studied in which the thermal 
storage was operational for different ranges of time. Firstly, when it was operational only 
for daylight hours, secondly when it was operational from sunrise till the end of the day, 
and lastly when it was operational for the whole day. For the first case, when the net 
power output is uniform for the whole day, 17 MW is produced in March, 22 MW in 
June, and 10 MW in December. And for the case when the net power output is uniform 
from sunrise till sunset, 38 MW is produced in March, 41 MW in June, and 22 MW in 
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December. Similar observations were made for the other case. It can be observed that the 
amount of net power yielded at the recompression cycle depends upon the incident solar 
energy. Nonetheless, this can accounted for by adding an auxiliary boiler to reach the 
target power.  
5.2 Recommendations 
The recommendations of future research are given below: 
- It was observed that increasing the number of optimizing parameters increased the 
optical efficiency of the heliostat field; therefore, more number of optimizing 
parameters can be introduced by modifying the Matlab code to examine if the 
heliostat field efficiency further improves or not. 
- The intercept factor depends upon the receiver dimensions, nevertheless, the 
convection and the radiation heat losses also depend upon the receiver 
dimensions. Hence, the receiver dimensions should also be incorporated in the 
optimization process on annual basis. 
- The feasibility of sCO2 Brayton cycles should be examined for heat cogeneration. 
- For the storage analysis, phase change material should be employed as the storage 
medium and sCO2 as the heat transfer fluid.  
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NOMENCLATURE 
Ah Total area of the heliostats, m
2
 
Al Land area covered by the heliostat field, m
2
 
AR Surface area of the central receiver, m
2
 
Cp Specific heat, kJ/kg-K 
CR Crossover factor 
sund   Unit vector pointing towards the sun 
recd (or t ) Unit vector pointing towards the receiver 
nd  (or n ) Unit normal vector of the heliostat surface 
dg General dimension of the heliostat 
DH Heliostat diagonal, m 
DM Characteristic diameter, m 
DR Receiver diameter (cylindrical), m 
dsep Extra security distance between heliostats, m 
ds Ratio of extra security distance to heliostat height 
f Focal length of the heliostat, m 
F Mutation factor 
fat Atmospheric attenuation factor 
fhybrid Fraction of fuel hybridization required to keep a constant power output 
fsb Shadowing and blocking factor 
fitc Intercept factor 
fat_annual Annual atmospheric attenuation factor 
fsb_annual Annual shadowing and blocking factor 
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fitc_annual Annual Intercept factor 
Fview Radiation view factor 
h Specific enthalpy, kJ/kg 
hclear Horizontal clearance between the heliostats, m 
hconv Convective heat transfer coefficient at the central receiver, kW/m
2
-C 
Ht Image dimension in the tangential plane, m 
Htower Total height of the tower, m 
I Incident normal radiation, kW/m
2
 
LH Height of the heliostat, m 
LR Receiver size, m 
LW Width of the heliostat, m  
Mcst Mass of the storage medium in cold storage tank, kg 
Mhst Mass of the storage medium in hot storage tank, kg 
m   Mass flow rate of sCO2 in the Brayton cycle, kg/s 
1sm   Mass flow rate of the storage medium through central receiver, kg/s 
2sm   
Mass flow rate of the storage medium through storage heat exchanger, 
kg/s 
nd A day in the year 
Nheli Number of heliostats per row in ith zone 
Nrowsi Number of rows of heliostats in ith zone 
Nu Nusselt number 
Pr Prandtl number 
Qaux Auxiliary heat addition rate, kW 
Qconv Rate of convection heat  losses from the central receiver, kW 
Qcst Heat loss rate from the cold storage tank to the ambient, kW 
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Qhst Heat loss rate from the hot storage tank to the ambient, kW 
Qin Total energy interception rate by the central receiver, kW 
Qout Energy rejection rate at the cooler of the Brayton cycle, kW 
Qrad Rate of radiation heat losses from the central receiver, kW 
Qu  (Qnet) Net useful energy gain rate at the central receiver, kW 
Qsolar Total incident solar radiation on the solar field, kW 
Re Reynolds number 
random# A random number 
Ri Radius of first row of heliostats of ith zone, m 
Rlast 
Radius of the last row  of heliostats of the last zone from the solar 
tower, m 
Srec Slant distance between the heliostat and the central receiver, m 
t Time 
Tamb Ambient temperature, C 
Tcst Temperature of the storage medium in cold storage tank, C 
Thst Temperature of the storage medium in hot storage tank, C 
THT Tower optical height or aim point height, m 
TR Temperature at the central receiver surface, C 
(UA)cst Loss coefficient area product of the cold storage tank, kW/ C 
(UA)hst Loss coefficient area product of the hot storage tank, kW/ C 
ucst 
Specific internal energy of the storage medium in the cold storage tank, 
kJ/kg 
uhst 
Specific internal energy of the storage medium in the hot storage tank, 
kJ/kg 
V Mutant vector 
vclear Vertical clearance between the heliostats, m 
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WC Compressor power, kW 
WC,i Compressor power of ith compressor, kW 
Wnet Net power output of the Brayton cycle, kW 
wr Ratio of heliostat width to heliostat height 
Ws Image dimension in the sagittal plane, m 
WT Turbine power, kW 
WT,i Turbine power of ith turbine, kW 
X Control variable vector 
x X co-ordinate 
x’ X co-ordinate on the receiver plane 
xmass Fraction of mass flow rate of sCO2 through the cooler 
Xsolar The input solar share 
y Y co-ordinate 
y’ Y co-ordinate on the receiver plane 
List of Greek symbols 
s   Solar altitude angle, radians 
n   Altitude angle of unit normal vector of heliostat, radians 
R   Absorptivity of the central receiver 
   Solar declination angle, radians 
iz   Azimuthal spacing between adjacent heliostats in ith zone, radians 
minR   Minimum radial distance between the rows of heliostats, m 
iR   Radial distance between the rows of heliostats in ith zone, m 
   Emissivity of the central receiver 
s   Effectiveness of storage heat exchanger 
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R   Effectiveness of the regenerator 
HTR   Effectiveness of the high temperature regenerator 
LTR   Effectiveness of the low temperature regenerator 
opt   Optical efficiency of the heliostat 
daa   Daily averaged annual heliostat field layout efficiency 
iwaa   
Insolation weighted daily averaged annual heliostat field layout 
efficiency 
maa   Monthly averaged annual heliostat field layout efficiency 
,th R   Thermal efficiency of the central receiver 
T   Isentropic efficiency of the turbine 
,T i   Isentropic efficiency of ith turbine 
C   Isentropic efficiency of the compressor 
C,i   Isentropic efficiency of ith compressor 
sys   
Thermal efficiency of the complete integrated system (without 
thermal storage) 
th   Thermal efficiency of the Brayton cycle 
s   Solar azimuthal angle, radians 
n   Azimuthal angle of unit normal vector of heliostat, radians 
s   Solar hour angle, radians 
sunrise   Sunrise hour angle, radians 
sunset   Sunset hour angle, radians 
   Incidence angle, radians 
( cos )_annual Annual cosine factor 
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   Latitude angle, radians 
max   
Angular distance from the north axis to the last heliostat in the polar 
field, radians 
   Reflectivity of the heliostat surface 
   Stefan-Boltzmann constant, kW/m2- K 
s   Mirror slope error 
h   Horizontal elliptical Gaussian distribution for of the slope error 
v   Vertical elliptical Gaussian distribution for of the slope error 
tot   Standard deviation of total error on the receiver plane 
bq   Standard deviation of beam quality error 
ast   Standard deviation of astigmatic error 
t   Standard deviation of tracking error 
sun   Standard deviation of sunshape error 
n   Zenith angle of unit normal vector of heliostat, radians 
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