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Abstract
In this paper, we study the existence of nonnegative weak solutions
to (E) (−∆)αu+h(u) = ν in a general regular domain Ω, which vanish
in RN \ Ω, where (−∆)α denotes the fractional Laplacian with α ∈
(0, 1), ν is a nonnegative Radon measure and h : R+ → R+ is a
continuous nondecreasing function satisfying a subcritical integrability
condition.
Furthermore, we analyze properties of weak solution uk to (E) with
Ω = RN , ν = kδ0 and h(s) = s
p, where k > 0, p ∈ (0, N
N−2α
) and δ0
denotes Dirac mass at the origin. Finally, we show for p ∈ (0, 1 + 2α
N
]
that uk → ∞ in R
N as k → ∞, and for p ∈ (1 + 2α
N
, N
N−2α
) that
limk→∞ uk(x) = c|x|
−
2α
p−1 with c > 0, which is a classical solution of
(−∆)αu+ up = 0 in RN \ {0}.
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1 Introduction
Let Ω be a regular domain (not necessary bounded) of RN (N ≥ 2), α ∈
(0, 1) and dω(x) = dx
1+|x|N+2α
. Denote by Mb(Ω) the space of the Radon
measures ν in Ω such that ‖ν‖Mb(Ω) := |ν|(Ω) < +∞ and by M
b
+(Ω) the
nonnegative cone. The purpose of this paper is to study the existence of
nonnegative weak solutions to semilinear fractional elliptic equations
(−∆)αu+ h(u) = ν in Ω,
u = 0 in RN \ Ω,
(1.1)
where h : R+ → R+ is a continuous nondecreasing function and (−∆)
α
denotes the fractional Laplacian of exponent α defined by
(−∆)αu(x) = lim
ǫ→0+
(−∆)αǫ u(x),
1hchen@dim.uchile.cl
2jfyang 2000@yahoo.com
1
where for ǫ > 0,
(−∆)αǫ u(x) = −
∫
RN
u(z)− u(x)
|z − x|N+2α
χǫ(|x− z|)dz
and
χǫ(t) =
{
0, if t ∈ [0, ǫ],
1, if t > ǫ.
In the pioneering work [5] (also see [3]), Brezis studied the existence of
weak solutions to second order elliptic problem
−∆u+ h(u) = ν in Ω,
u = 0 on ∂Ω,
(1.2)
where Ω is a bounded C2 domain in RN (N ≥ 3), ν is a bounded Radon
measure in Ω, and the function h : R → R is nondecreasing, positive on
(0,+∞) and satisfies the subcritical assumption:∫ +∞
1
(h(s)− h(−s))s−2
N−1
N−2 ds < +∞.
In particular case that 0 ∈ Ω, h(s) = sq and ν = kδ0 with k > 0, Brezis et al
showed that (1.2) admits a unique weak solution vk for 1 < q < N/(N − 2),
while no solution exists if q ≥ N/(N − 2). Later on, Ve´ron in [29] proved
that if 1 < q < N/(N − 2), the limit of vk is a strong singular solution of
−∆u+ uq = 0 in Ω \ {0},
u = 0 on ∂Ω.
(1.3)
After that, Brezis-Ve´ron in [8] found that the problem (1.3) admits only the
zero solution if q ≥ N/(N − 2). Much advances in the study of semilinear
second order elliptic equations involving measures see references [2, 6, 22, 23].
During the last years, there has also been a renewed and increasing
interest in the study of linear and nonlinear integro-differential operators,
especially, the fractional Laplacian, motivated by various applications in
physics and by important links on the theory of Le´vy processes, refer to
[9, 11, 10, 12, 13, 14, 16, 17, 19, 25, 26]. In a recent work, Karisen-Petitta-
Ulusoy in [20] used the duality approach to study the fractional elliptic
equation
(−∆)αv = µ in RN ,
where µ is a Radon measure with compact support. More recently, Chen-
Ve´ron in [17] studied the semilinear fractional elliptic problem (1.1) when
Ω is an open bounded regular set in RN and ν is a Radon measure such
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that
∫
Ω d
βd|ν| < +∞ with β ∈ [0, α] and d(x) = dist(x, ∂Ω). The exis-
tence and uniqueness of weak solution are obtained when the function h is
nondecreasing and satisfies∫ +∞
1
(h(s)− h(−s))s−1−kα,βds < +∞, (1.4)
where
kα,β =
{
N
N−2α , if β ∈ [0,
N−2α
N α],
N+α
N−2α+β , if β ∈ (
N−2α
N α,α].
(1.5)
Motivated by these results and in view of the non-local character of the
fractional Laplacian we are interested in the existence of weak solutions to
problem (1.1) when Ω is a general regular domain, including Ω = RN . Before
stating our main results in this paper, we introduce the definition of weak
solution to (1.1).
Definition 1.1 A function u ∈ L1(RN , dω) is a weak solution of (1.1) if
h(u) ∈ L1(RN , dω) and∫
Ω
[u(−∆)αξ + h(u)ξ]dx =
∫
Ω
ξdν, ∀ξ ∈ XΩ, (1.6)
where XΩ ⊂ C(R
N) is the space of functions ξ satisfying:
(i) the support of ξ is a compact set in Ω¯;
(ii) (−∆)αξ(x) exists for any x ∈ Ω and there exists C > 0 such that
|(−∆)αξ(x)| ≤
C
1 + |x|N+2α
, ∀x ∈ Ω;
(iii) there exist ϕ ∈ L1(Ω, ραdx) and ǫ0 > 0 such that |(−∆)
α
ǫ ξ| ≤ ϕ a.e. in
Ω, for all ǫ ∈ (0, ǫ0], here ρ(x) = min{1, dist(x, ∂Ω)} if Ω 6= R
N or ρ ≡ 1 if
Ω = RN .
We notice that XΩ coincides with the test function space Xα if Ω is
bounded, see [17, Definition 1.1]. Moreover, the test function space XΩ is
used as C1,10 (Ω) if Ω is bounded and α = 1, see [30]. We denote by GΩ the
Green kernel of (−∆)α in Ω×Ω and by GΩ[·] the Green operator defined as
GΩ[ν](x) =
∫
Ω
GΩ(x, y)dν(y), ∀ν ∈M
b(Ω).
Now we are ready to state our first theorem on the existence of weak
solutions for problem (1.1).
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Theorem 1.1 Assume that α ∈ (0, 1), Ω is a regular domain in RN (N ≥ 2)
and h : R+ → R+ is a continuous nondecreasing function satisfying∫ +∞
1
h(s)s−1−
N
N−2α ds < +∞. (1.7)
Then for any ν ∈ Mb+(Ω), problem (1.1) admits a weak solution uν such
that
0 ≤ uν ≤ GΩ[ν] a.e. in Ω. (1.8)
If ν is a nonnegative bounded Radon measure, (1.4) with β = 0 and
(1.7) have the same critical value NN−2α .
In the case that Ω is bounded, the authors of [17] took a sequence of C1
functions {νn} converging to ν in the weak star sense, then they considered
the solutions un of (1.1) replacing ν by νn. By the compact imbedding
theorem, they showed that the limit of {un} exists, up to subsequence. While
for the case that Ω is unbounded, the difficulty is that Sobolev imbedding
may not be compact. To overcome the difficulty, we truncate the measure ν
by νχBR(0) and use the increasing monotonicity of corresponding solutions
{uR} of solutions to (1.1) in related bounded domains. Taking the limit as
R→∞, we achieve the desired weak solution.
The second purpose in this paper is to study properties of weak solution
to problem (1.1) when Ω = RN , h(u) = up and ν = kδ0, that is,
(−∆)αu+ up = kδ0 in R
N ,
lim|x|→+∞ u(x) = 0,
(1.9)
where p ∈ (0, NN−2α), k > 0 and δ0 denotes the Dirac mass at the origin.
Theorem 1.2 Assume that α ∈ (0, 1) and p ∈ (0, NN−2α). Then for any
k > 0, problem (1.9) admits a unique weak solution uk such that
lim
x→0
uk(x)|x|
N−2α = c1k, (1.10)
where c1 > 0. Moreover,
(i) {uk}k∈(0,∞) are classical solutions of
(−∆)αu+ up = 0 in RN \ {0}; (1.11)
(ii) the mapping: k 7→ uk is increasing.
We consider the asymptotic behavior of u1 at ∞ when p ∈ (1,
N
N−2α).
Theorem 1.3 Assume that α ∈ (0, 1) and u1 is the solution of (1.9) with
k = 1. Then there exist c2 > 1 and R > 2 such that for |x| ≥ R,
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(i) if p ∈ (1, 1 + 2αN ),
1
c2
|x|
−N+2α
p ≤ u1(x) ≤ c2|x|
−N+2α
p ; (1.12)
(ii) if p = 1 + 2αN ,
1
c2
|x|−N log
N
2α (|x|) ≤ u1(x) ≤ c2|x|
−N log
N
2α (|x|); (1.13)
(iii) if p ∈ (1 + 2αN ,
N
N−2α ),
1
c2
|x|
− 2α
p−1 ≤ u1(x) ≤ c2|x|
− 2α
p−1 . (1.14)
According to Theorem 1.3, we know that the decaying power of u1 shifts
at the point p = 1+ 2αN ; while for α = 1 and p ∈ (1,
N
N−2), the weak solution
of (1.9) decays as |x|−
2
p−1 .
From now on, we denote that uk is the weak solution of (1.9). Since the
mapping: k 7→ uk is increasing by Theorem 1.2 and then we can denote that
u∞(x) = lim
k→∞
uk(x), x ∈ R
N . (1.15)
Here we note that u∞(x) ∈ R+ ∪ {+∞} for any x ∈ R
N . Now we state
properties of u∞.
Theorem 1.4 Assume that α ∈ (0, 1), p ∈ (0, NN−2α) and u∞ is given by
(1.15). Then
(i) if p ∈ (0, 1 + 2αN ], then u∞(x) =∞, ∀x ∈ R
N ;
(ii) if p ∈ (1 + 2αN ,
N
N−2α), then u∞ is a classical solution of (1.11)
and there exists c3 > 0 such that
u∞(x) = c3|x|
− 2α
p−1 , ∀x ∈ RN \ {0}.
In the proof of Theorem 1.4, we make use of the self-similar property of
u∞.
Analogue results of Theorem 1.4 in bounded domain Ω were obtained
[17, 18]. Precisely, they showed that there exists a unique weak solution
uk,Ω to semilinear fractional elliptic problem
(−∆)αu+ up = kδ0 in Ω,
u = 0 in Ωc,
(1.16)
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where k > 0, 0 ∈ Ω and p ∈ (0, NN−2α). Moreover,
(i) the mapping k 7→ uk,Ω is increasing;
(ii) for p ∈ (0,min{1 + 2αN ,
N
2α}), u∞,Ω =∞ in Ω, where
u∞,Ω = lim
k→∞
uk,Ω in R
N ;
(iii) for p ∈ (1 + 2αN ,
N
N−2α), u∞,Ω is a classical solution of
(−∆)αu+ up = 0 in Ω \ {0},
u = 0 in Ωc.
(1.17)
Finally, we discuss properties of weak solution uk,Ω of (1.16) when Ω is
an unbounded regular domain including the origin. The result is stated as
follows.
Theorem 1.5 Assume that α ∈ (0, 1), Ω is an unbounded regular domain of
R
N (N ≥ 2) including the origin, p ∈ (0, NN−2α) and uk is given by Theorem
1.2. Then
(i) for any k > 0, (1.16) admits a unique weak solution uk,Ω such that
uk −mk,Ω ≤ uk,Ω ≤ uk in Ω
and the mapping k 7→ uk,Ω is increasing, where mk,Ω = supx∈Ωc uk(x);
(ii) for p ∈ (0,min{1 + 2αN ,
N
2α}), u∞,Ω =∞ in Ω, where
u∞,Ω = lim
k→∞
uk,Ω in R
N ;
(iii) for p ∈ (1 + 2αN ,
N
N−2α), u∞,Ω is a classical solution of (1.17) such
that
u∞ −m∞,Ω ≤ u∞,Ω ≤ u∞ in Ω,
where u∞ is defined by (1.15) and m∞,Ω = supx∈Ωc u∞(x).
The paper is organized as follows. In Section 2 we list some properties
of Marcinkiewicz spaces and establish the inequality
‖GRN [ν]‖
M
N
N−2α (RN ,dω)
≤ c5‖ν‖Mb(RN ), (1.18)
which is used to obtain that h(GRN [ν]) ∈ L
1(RN , dω). In Section 3, we prove
Theorem 1.1. The proofs of Theorem 1.2 and Theorem 1.3 are addressed in
Section 4. Finally, we give the proofs of Theorem 1.4 and Theorem 1.5 in
Section 5.
2 Preliminary
The purpose of this section is to introduce some preliminaries and prove
Marcinkiewicz type estimate.
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2.1 Marcinkiewicz type estimate
In this subsection, we recall the definition of Marcinkiewicz space and prove
Marcinkiewicz type estimate.
Definition 2.1 Let Θ ⊂ RN be a domain and µ be a positive Borel measure
in Θ. For κ > 1, κ′ = κ/(κ − 1) and u ∈ L1loc(Θ, dµ), we set
‖u‖Mκ(Θ,dµ) = inf
{
c ∈ [0,∞] :
∫
E
|u|dµ ≤ c
(∫
E
dµ
) 1
κ′
, ∀E ⊂ Θ, E Borel
}
(2.1)
and
Mκ(Θ, dµ) = {u ∈ L1loc(Θ, dµ) : ‖u‖Mκ(Θ,dµ) <∞}. (2.2)
Mκ(Θ, dµ) is called the Marcinkiewicz space of exponent κ, or weak
Lκ-space and ‖.‖Mκ(Θ,dµ) is a quasi-norm.
Proposition 2.1 [4] Assume that 1 ≤ q < κ < ∞ and u ∈ L1loc(Θ, dµ).
Then there exists c4 > 0 dependent of q, κ such that∫
E
|u|qdµ ≤ c4‖u‖Mκ(Θ,dµ)
(∫
E
dµ
)1−q/κ
,
for any Borel set E of Θ.
Now we are ready to state Marcinkiewicz type estimate as follows.
Proposition 2.2 Let ν ∈Mb(RN ), then there exists c5 > 0 such that
‖GRN [|ν|]‖Mp∗α (RN ,dω) ≤ c5‖ν‖Mb(RN ), (2.3)
where dω(x) = dx
1+|x|N+2α
and p∗α =
N
N−2α .
Proof. For λ > 0 and y ∈ RN , we set
Aλ(y) =
{
x ∈ RN \ {y} : GRN (x, y) > λ
}
, mλ(y) =
∫
Aλ(y)
dω.
We observe that there exists a positive constant cN,α such that
GRN (x, y) =
cN,α
|x− y|N−2α
, (x, y) ∈ RN × RN , x 6= y,
which implies that
Aλ(y) ⊂
{
x ∈ RN : |x− y| ≤ cN,αλ
− 1
N−2α
}
. (2.4)
7
As a consequence,
mλ(y) =
∫
Aλ(y)
dx
1 + |x|N+2α
≤ |Aλ(y)| ≤ c6λ
−p∗α , (2.5)
where c6 > 0 independent of y and λ and p
∗
α =
N
N−2α .
Let E ⊂ RN be a Borel set and λ > 0, then∫
E
GRN (x, y)dω(x) ≤
∫
Aλ(y)
GRN (x, y)dω(x) + λ
∫
E
dω.
By (2.5), we have that∫
Aλ(y)
GRN (x, y)dω(x) = λmλ(y) +
∫ ∞
λ
ms(y)ds ≤ c7λ
1−p∗α ,
for some c7 > 0, then it results that∫
E
GRN (x, y)dω(x) ≤ c7λ
1−p∗α + λ
∫
E
dω.
Choosing λ = (
∫
E dω)
− 1
p∗α , we obtain
∫
E
GRN (x, y)dω(x) ≤ (c7 + 1)
(∫
E
dω
) p∗α−1
p∗α
, ∀y ∈ RN .
Therefore,∫
E
GRN [|ν|](x)dω(x) =
∫
RN
∫
E
GRN (x, y)dω(x)d|ν(y)|
≤ (c7 + 1)
∫
RN
d|ν(y)|
(∫
E
dω
) p∗α−1
p∗α
≤ (c7 + 1)‖ν‖Mb(RN )
(∫
E
dω
) p∗α−1
p∗α
.
(2.6)
As a consequence,
‖GRN [|ν|]‖Mp∗α (RN ,dω) ≤ c5‖ν‖Mb(RN ),
which ends the proof. 
Now we use Marcinkiewicz type estimate to prove the following lemma,
which is the key-stone in the proof of Theorem 1.1.
Lemma 2.1 Assume that ν ∈ Mb+(R
N ) and h : R+ → R+ is a continuous
nondecreasing function satisfying (1.7). Then
GRN [ν], h(GRN [ν]) ∈ L
1(RN , dω).
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Proof. On the one hand, using Fubini’s lemma, we have that
‖GRN [ν]‖L1(RN ,dω) = cN,α
∫
RN
∫
RN
1
1+|x|N+2α
1
|x−y|N−2α
dν(y)dx
= cN,α
∫
RN
∫
RN
1
1+|x|N+2α
1
|x−y|N−2α
dxdν(y)
≤ cN,α
∫
RN
[
∫
B1(y)
1
|x−y|N−2α
dx+
∫
Bc
1
(y)
1
1+|x|N+2α
dx]dν(y)
< +∞,
that is, GRN [ν] ∈ L
1(RN , dω).
On the other hand, let Sλ = {x ∈ BR(0) : GRN [ν](x) > λ} and g(λ) =∫
Sλ
dω, where λ ≥ 1. We observe that∫
RN
h(GRN [ν])dω =
∫
Scλ
h(GRN [ν])dω +
∫
Sλ
h(GRN [ν])dω
≤ h(λ)
∫
RN
dω +
∫
Sλ
h(GRN [ν])dω
= h(λ)
∫
RN
dω + h(λ)g(λ) +
∫∞
λ g(s)dh(s).
(2.7)
Since ∫ ∞
λ
g(s)dh(s) = lim
T→∞
∫ T
λ
g(s)dh(s)
and GRN [ν] ∈M
p∗α(RN , dω), it derives from Proposition 2.2 and Proposition
2.1 with q = 1, κ = p∗α, E = Sλ and dµ = dω that g(s) ≤ c8s
−p∗α and for
T > λ,
h(λ)g(λ) +
∫ T
λ g(s)dh(s) ≤ c8λ
−p∗αh(λ) + c8
∫ T
λ s
−p∗αdh(s)
≤ c8T
−p∗αh(T ) + c8p
∗
α
∫ T
λ
s−1−p
∗
αh(s)ds,
where c8 > 0. By the nondecreasing monotonicity of h, we have that
T−p
∗
αh(T ) = 21+p
∗
αh(T )(2T )−1−p
∗
α
∫ 2T
T
dt
≤ 21+p
∗
α
∫ 2T
T
h(t)t−1−p
∗
αdt,
then it infers by (1.7) that that
lim
T→∞
T−p
∗
αh(T ) = 0.
Therefore, by (1.7) and we take λ = 1,∫
RN
h(GRN [ν])dω ≤ h(1)
∫
RN
dω + c8p
∗
α
∫ ∞
1
s−1−p
∗
αh(s)ds < +∞,
i.e. h(GRN [ν]) ∈ L
1(RN , dω). We complete the proof. 
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2.2 Basic results
This subsection is devoted to present some basic results and Comparison
Principle, which are key tools in the analysis. We start it by recalling the
existence of weak solution of (1.1) when Ω is a bounded C2 domain.
Proposition 2.3 [17, Theorem 1.1] Assume that O is a bounded C2 do-
main in RN , µ ∈ Mb+(O) and h : R+ → R+ is a continuous nondecreasing
function satisfying (1.7). Then problem
(−∆)αu+ h(u) = µ in O,
u = 0 in RN \ O
(2.8)
admits a unique weak solution vµ such that
0 ≤ vµ ≤ GO[µ] a.e. in O. (2.9)
Moreover, the mapping µ 7→ vµ is increasing.
Next we recall the Comparison Principle from [12].
Lemma 2.2 [12, Theorem 2.3] Suppose that O is a bounded domain of RN ,
p > 0, the functions u1, u2 are continuous in O¯ and satisfy
(−∆)αu1 + |u1|
p−1u1 ≥ 0 in O and (−∆)
αu2 + |u2|
p−1u2 ≤ 0 in O.
If u1 ≥ u2 a.e. in O
c, then u1 ≥ u2 in O.
By the Comparison Principle, we have the following result:
Lemma 2.3 Assume that f ∈ C1(RN ) is a nonnegative function, h is a
continuous and nondecreasing function and O1,O2 are bounded C
2 domain
such that O1 ⊂ O2. Let w1 and w2 be the solutions of (2.8) with µ = f in
O = O1 and µ = f in O = O2, respectively. Then
w1 ≤ w2 in R
N .
Proof. Since O1 ⊂ O2 and f ≥ 0, it follows by Lemma 2.2 that w2 ≥ 0 in
O2. Suppose on the contrary that
min
x∈RN
(w2 − w1)(x) < 0,
there would exist x0 ∈ O1 such that
(w2 − w1)(x0) = min
x∈RN
(w2 − w1)(x).
Then
(−∆)α(w2 − w1)(x0) = − limǫ→0+
∫
RN\Bǫ(x0)
(w2−w1)(z)−(w2−w1)(x0)
|z−x0|N+2α
dz < 0
and h(w2(x0)) ≤ h(w1(x0)), which implies a contradiction since w1 and w2
satisfy (−∆)αu(x0) + h(u(x0)) = f(x0). The proof is completed. 
10
Lemma 2.4 Suppose that p > 0, O is a bounded C2 domain in RN , g ∈
L1(Oc, dω) is C2 in {z ∈ Oc,dist(z, ∂O) ≤ δ} with δ > 0. Then there exists
a unique classical solution u of{
(−∆)αu(x) + |u|p−1u(x) = 0, x ∈ O,
u(x) = g(x), x ∈ Oc.
(2.10)
Proof. For the existence of classical solutions, we refer to Theorem 2.5 in
[12]. The uniqueness follows by Lemma 2.2. 
3 Existence of weak solutions
In this section, we show the existence of solutions of problem (1.1), that is,
we will prove Theorem 1.1. We first give an auxiliary lemma as follows.
Lemma 3.1 Assume that O is a bounded C2 domain in RN and η ∈ C(RN)
with support in O¯. Then there exists c9 > 0 such that
|(−∆)αη(x)| ≤
c9‖η‖L∞(O)
1 + |x|N+2α
, x ∈ RN \ Od, (3.1)
where Od = {x ∈ R
N : dist(O, x) ≤ d}.
Proof. For x ∈ Ocd and y ∈ O, there exists c10 > 1 such that
c−110 (1 + |x|
N+2α) ≤ |x− y|N+2α ≤ c10(1 + |x|
N+2α).
By the fact that
(−∆)αη(x) = −
∫
O
η(y)
|x− y|N+2α
dy, x ∈ Ocd,
we assert (3.1) holds, which ends the proof. 
Now we are in the position to prove Theorem 1.1.
Proof of Theorem 1.1. Let {On}n∈N be a sequence of C
2 domains in RN
such that
Ω ∩Bn(0) ⊂ {On} ⊂ Ω ∩Bn+1(0).
For ν ∈Mb+(Ω) and n ∈ N, we denote νn = νχn, where χn is the character-
istic function in On. By Proposition 2.3, problem (2.8) with O = On and
µ = νn admits a unique weak solution, denoting it by vn. We divide the
proof in following steps.
Step 1. We claim that vn ≤ vn+1 a.e. in R
N . In fact, let v˜n+1 be the
solution of (2.8) with O = On+1 and µ = νn. By Proposition 2.3,
v˜n+1 ≤ vn+1 a.e. in R
N . (3.2)
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Choosing a sequence nonnegative functions {fn,m}m∈N ⊂ C
1
0(On) such
that fn,m ⇀ νn as m→∞ in the distribution sense, we make zero extension
of fn,m into C
1
0 (On+1) and denote the extension by f˜n,m. Let vn,m and v˜n+1,m
be solutions of (2.8) with µ = fn,m, O = On and µ = f˜n,m, O = On+1,
respectively. Lemma 2.3 implies that
vn,m ≤ v˜n+1,m in R
N .
Together with the facts that vn,m → vn a.e. in R
N and v˜n+1,m → v˜n+1 a.e.
in RN as m→∞, we obtain that
vn ≤ v˜n+1 a.e. in R
N . (3.3)
It follows by (3.2) and (3.3) that for any n ∈ N,
vn ≤ vn+1 a.e. in R
N . (3.4)
Step 2. Uniform bounds of {vn}. We deduce by (2.9) that
0 ≤ vn ≤ GOn [νn−1] a.e. in R
N . (3.5)
Observing that for any n ∈ N,
GOn(x, y) ≤ GΩ(x, y) ≤ GRN (x, y), for any x, y ∈ R
N , x 6= y
and νn−1 ≤ ν, we have that
GOn [νn−1](x) ≤
∫
Ω
GΩ(x, y)dν(y) = GΩ[ν](x) ≤ GRN [ν](x), x ∈ R
N ,
where we make zero extension of ν such that ν ∈ Mb(RN ). Therefore, by
(3.5) we obtain that for any n ∈ N,
vn ≤ GΩ[ν] ≤ GRN [ν] a.e. in R
N . (3.6)
Step 3. Existence of weak solution. By (3.4) and (3.6), we see that the
limit of {vn} exists, denoted it by uν . Hence,
0 ≤ uν ≤ GΩ[ν] ≤ GRN [ν] a.e. in R
N . (3.7)
It follows by Lemma 2.1 thatGRN [ν] ∈ L
1(RN , dω) and then uν ∈ L
1(RN , dω).
Thus, vn → uν in L
1(RN , dω) as n→∞. Moreover,
(i) {h(vn)}n∈N is an increasing sequence of functions and h(vn) →
h(uν) a.e. in R
N ;
(ii) it implies by Ωc ⊂ Ocn and vn = 0 in O
c
n that uν = 0 in Ω
c.
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For ξ ∈ XΩ, there exists N0 > 0 such that for any n ≥ N0,
supp(ξ) ⊂ O¯n,
which implies that ξ ∈ XOn and then∫
Ω
[vn(−∆)
αξ + h(vn)ξ]dx =
∫
Ω
ξdνn. (3.8)
By Lemma 3.1,
|(−∆)αξ(x)| ≤
c9‖ξ‖L∞(Ω)
1 + |x|N+2α
, x ∈ Ω.
Thus,
lim
n→∞
∫
Ω
vn(x)(−∆)
αξ(x)dx =
∫
Ω
uν(x)(−∆)
αξ(x)dx. (3.9)
By (3.7) and increasing monotonicity of h, it follows h(uν) ≤ h(GRN [ν])
a.e. in RN . By Lemma 2.1, we find that h(uν) ∈ L
1(RN , dω). As a result,
for any n ≥ N0,
h(vn)→ h(uν) in L
1(RN , dω).
Consequently,
lim
n→∞
∫
Ω
h(vn)ξ(x)dx =
∫
Ω
h(uν)ξ(x)dx. (3.10)
It is obvious that
lim
n→∞
∫
Ω
ξ(x)dνn =
∫
Ω
ξ(x)dν. (3.11)
Combining (3.9), (3.10) with (3.11) and taking n → ∞ in (3.8), we obtain
that ∫
Ω
[uν(−∆)
αξ + h(uν)ξ]dx =
∫
Ω
ξdν. (3.12)
Since ξ ∈ XΩ is arbitrary, uν is a weak solution of (1.1). 
4 Properties of weak solutions
In this section, we investigate problem (1.9). First we show that there is a
unique solution of problem (1.9), then we establish the asymptotic behavior
at the origin and infinity for the solution. In other words, we will prove
Theorem 1.2 and Theorem 1.3.
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4.1 Properties of uk
In this subsection, we consider the properties of nonnegative weak solution
to (1.9). To this end, we introduce an auxiliary lemma.
Lemma 4.1 [18, Lemma 3.1] Assume that v ∈ C2α+ǫ(B¯1) with ǫ > 0 sat-
isfies
(−∆)αv = ϕ in B1(0),
where ϕ ∈ C1(B¯1). Then for β ∈ (0, 2α), there exists c11 > 0 such that
‖v‖Cβ (B¯1/4(0)) ≤ c11(‖v‖L∞(B1(0)) + ‖ϕ‖L∞(B1(0)) + ‖v‖L1(RN ,dω)).
Lemma 4.2 Assume that k > 0, p ∈ (0, NN−2α ) and u is a nonnegative weak
solution of (1.9). Then u is a classical solution of (1.11) and for any R > 1,
there exists a weak solution uR of
(−∆)αu+ up = kδ0 in BR(0),
u = 0 in BcR(0)
(4.1)
such that
u−mR ≤ uR ≤ u in BR(0) \ {0}, (4.2)
where mR = sup|x|>R u(x).
Proof. The proof is divide into two parts. First we show the regularity of
solution u, then we find uR to establish the inequality (4.2).
1.Regularity of u. Let {ηn} ⊂ C
∞
0 (R
N ) be a sequence of radially de-
creasing and symmetric mollifiers such that supp(ηn) ⊂ Bεn(0) with εn ≤
1
n
and un = u ∗ ηn. We observe that
un → u and u
p
n → u
p in L1(RN , dω) as n→∞. (4.3)
By Fourier transformation, we have that
ηn ∗ (−∆)
αξ = (−∆)α(ξ ∗ ηn),
then∫
RN
(u(−∆)α(ξ ∗ ηn)+ ξ ∗ ηnu
p)dx =
∫
RN
(u ∗ ηn(−∆)
αξ + ηn ∗ u
pξ)dx,
where ηn is radially symmetric. It follows that un is a classical solution of
(−∆)αun + u
p ∗ ηn = kηn in R
N ,
lim|x|→∞ un(x) = 0.
(4.4)
14
We observe that 0 ≤ un ≤ kGRN [ηn], which implies 0 ≤ u ≤ kGRN [δ0] in
R
N \ {0}. Since up ∈ L1(RN , dω), we have up ∗ ηn → u
p in L1(RN , dω) as
n → ∞ and that {kηn + u
p
n − up ∗ ηn} converges to kδ0 in the distribution
sense as n→∞.
By Lemma 2.2, we have that 0 ≤ un ≤ GRN [kηn] and GRN [kηn] converges
to GRN [kδ0] uniformly in any compact set of R
N \ {0} and in L1(RN , dω).
For a fixed r > 0, there exists N0 > 0 such that supp(ηn) ⊂ B¯r(0) and there
exists c12 > 0 such that for any n ≥ N0,
‖un‖L∞(Bc
r/2
(0)) ≤ k‖GRN [ηn]‖L∞(Bcr/2(0)) ≤ c12k‖GRN [δ0]‖L∞(B
c
r/2
(0))
and
‖un‖L1(RN ,dω) ≤ k‖GRN [ηn]‖L1(RN ,dω) ≤ c12k‖GRN [δ0]‖L1(RN ,dω).
By Lemma 4.1, for any x0 ∈ R
N with |x0| > 4r, there exists β ∈ (0, 2α)
such that
‖un‖Cβ(B2r(x0)) ≤ c11(‖un‖L1(RN ,dω) + ‖u
p ∗ ηn‖L∞(B3r(x0)) + ‖un‖L∞(B3r(x0)))
≤ c11(c12k‖GRN [δ0]‖L1(RN ,dω) + ‖u
p‖L∞(B3r(x0))
+ c12k‖GRN [δ0]‖L∞(Bcr/2(0)))
≤ c11(c12k‖GRN [δ0]‖L1(RN ,dω) + k
p‖GRN [δ0]‖
p
L∞(Bc
r/2
(0))
+ c12k‖GRN [δ0]‖L∞(Bcr/2(0))).
Therefore, by the definition of un and Arzela-Ascoli Theorem, we obtan that
u ∈ C
β
2 (B2r(x0)). By Corollary 2.4 in [24], we deduce that
‖un‖
C2α+
β
2 (Br(x0))
≤ c13(‖un‖L1(RN ,dω) + ‖u
p ∗ ηn‖
C
β
2 (B2r(x0))
+ ‖un‖
C
β
2 (B2r(x0))
)
≤ c14(k‖GRN [δ0]‖L1(RN ,dω) + ‖u‖
C
β
2 (B2r(x0))
+ kp‖GRN [δ0]‖
p
L∞(Bc
r/2
(0)) + k‖GRN [δ0]‖L∞(Bcr/2(0))),
where c13, c14 > 0. Thus, u ∈ C
2α+β
4 (Br(x0)) and by arbitrary of r > 0
and x0, u is C
2α+β
4 locally in RN \ {0}. Therefore, un → u and ηn → 0
uniformly in any compact subset of RN \ {0} as n→∞. We conclude that
u is a classical solution of (1.11) by Corollary 4.6 in [10] .
2. Existence of uR. It infers from (4.4) that for given R > 1, un is a
classical solution of
(−∆)αun + u
p
n = kηn + u
p
n − up ∗ ηn in BR(0),
un ≥ 0 in B
c
R(0).
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We observe that for R > 1,
u˜n := (u−mR−ǫn) ∗ ηn = un −mR−ǫn ≤ un in R
N
and (−∆)αu˜n = (−∆)
αun, therefore,
(−∆)αu˜n + |u˜n|
p−1u˜n = kηn + |u˜n|
p−1u˜n − u
p ∗ ηn in BR(0).
By the definition of mR−ǫn , we have u−mR−ǫn ≤ 0 in B
c
R−ǫn
(0), and then
u˜n ≤ 0 in B
c
R(0).
Let un,R be the solution of
(−∆)αun,R + u
p
n,R = kηn + u
p
n − up ∗ ηn in BR(0),
un,R = 0 in B
c
R(0).
By Lemma 2.2, we have that
u˜n ≤ un,R ≤ un in R
N . (4.5)
It is known that uR := limn→∞ un,R is a weak solution of (4.1), since
{kηn + u
p
n − up ∗ ηn} converges to kδ0 in the distribution sense as n → ∞.
Hence, (4.2) follows by (4.5) and u˜n → u−mR in R
N as n→∞. 
With the help of Lemma 4.2, we show next the uniqueness of weak
solution to (1.9).
Proposition 4.1 Assume that k > 0 and 0 < p < NN−2α . Then (1.9)
admits a unique weak solution uk.
Proof. Existence. By Theorem 1.1, there exists at least one weak solution
uk to
(−∆)αu+ up = kδ0 in R
N
such that 0 ≤ uk ≤ kGRN [δ0] a.e. in R
N . We observe that
GRN [δ0](x) =
cN,α
|x|N−2α
, x ∈ RN \ {0},
then
lim
|x|→∞
uk(x) = 0.
Thus uk is a weak solution of (1.9).
Uniqueness. We assume that uk, u˜k are two different weak solutions of
(1.9) and
A0 := min{1, lim sup
x→0
|u˜k − uk|(x)}.
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We claim that A0 > 0. In fact, if not, then limx→0 |u˜k − uk|(x) = 0. Now
we may assume that there exists x0 ∈ R
N \ {0} such that
(u˜k − uk)(x0) = sup
x∈RN\{0}
(u˜k − uk)(x) > 0,
which implies that
(−∆)α(u˜k − uk)(x0) ≥ 0.
Then we obtain a contradiction by the fact that u˜k and uk are classical
solutions of (1.11) by Lemma 4.2. Therefore, A0 > 0. Since
lim
|x|→∞
uk(x) = 0 and lim
|x|→∞
u˜k(x) = 0,
for R > 0 large enough,
ǫ1 := sup
|x|≥R
uk(x) ≤
A0
2
and ǫ2 := sup
|x|≥R
u˜k(x) ≤
A0
2
.
Since uk and u˜k are weak solutions of (1.9), by Lemma 4.2, there exist weak
solutions uk,R and u˜k,R to (4.1) such that
uk − ǫ1 ≤ uk,R ≤ uk in BR(0) \ {0} (4.6)
and
u˜k − ǫ2 ≤ u˜k,R ≤ u˜k in BR(0) \ {0}. (4.7)
Moreover, by Proposition 2.3 we obtain
uk,R ≡ u˜k,R,
which, together with (4.7) and (4.6), implies that
|uk − u˜k| ≤ max{ǫ1, ǫ2} in BR(0) \ {0}.
Thus,
lim sup
x→0
|uk − u˜k|(x) ≤ max{ǫ1, ǫ2} < A0.
This contradicts to the definition of A0. As a consequence, problem (1.9)
has a unique weak solution. 
Now we estimate the singularity rate of weak solution to (1.9) at the
origin.
Proposition 4.2 Let k > 0, 0 < p < NN−2α and uk be the weak solution of
(1.9). Then
lim
x→0
uk(x)|x|
N−2α = cN,αk. (4.8)
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Proof. On the one hand, we have that
uk(x) ≤ GRN [kδ0](x) = cN,αk|x|
−N+2α, x ∈ RN \ {0}. (4.9)
On the other hand, from the proof of Theorem 1.1 and uniqueness of weak
solution to (1.9), we know uk = limR→∞ uk,R, where uk,R is the weak solu-
tion of (4.1). By [18, Lemma 2.1] and [18, Proposition1.1], we have that
lim
x→0
uk,R(x)|x|
N−2α = cN,αk.
Then together with (4.9) and the fact that {uk,R}R is an increasing sequence
of functions, (4.8) holds. 
Proof of Theorem 1.2. By Proposition 4.1, Lemma 4.2 and (4.8), the
assertion of Theorem 1.2 holds except part (ii).
Now, we prove part (ii) of Theorem 1.2. In fact, let k1 ≤ k2 and uk1 , uk2
be the solution of (1.9) with k = k1 and k = k2, respectively. For R > 1,
we denote by uk1,R and uk2,R the solutions of (4.1) with k = k1 and k = k2,
respectively. By k1 ≤ k2 and Proposition 2.3, we have that
uk1,R ≤ uk2,R in R
N \ {0}.
Similar to the proof of Theorem 1.1, we know that uki = limR→∞ uki,R with
i = 1, 2. Therefore, uk1 ≤ uk2 in R
N \ {0}. 
4.2 Asymptotic behavior of u1 at ∞
This subsection is devoted to investigate the asymptotic behavior of weak
solution u1 at ∞ to
(−∆)αu+ up = δ0 in R
N ,
lim|x|→+∞ u(x) = 0,
(4.10)
where p ∈ (1, NN−2α). We observe that
lim
x→0
u1(x)|x|
N−2α = cN,α
and u1 is a classical solution of
(−∆)αu+ up = 0 in RN \ {0}. (4.11)
In order to prove Theorem 1.3, we introduce some auxiliary lemmas. For
τ ∈ (−∞,−N +2α), we denote by wτ a C
2 nonnegative radially symmetric
function in RN such that wτ is decreasing in |x| and for |x| > 1,
wτ (x) =
{
|x|τ for τ ∈ (−∞,−N + 2α) \ {−N},
|x|τ logγ0(̺0 + |x|) for τ = −N,
(4.12)
where ̺0 = e
1
2α and γ0 =
N
2α .
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Lemma 4.3 Assume that τ ∈ (−∞,−N + 2α).Then
(i) for τ ∈ (−∞,−N), there exist R ≥ 4 and c15 > 1 such that for |x| > R,
1
c15
|x|−N−2α ≤ −(−∆)αwτ (x) ≤ c15|x|
−N−2α; (4.13)
(ii) for τ = −N , there exist R ≥ 4 and c15 > 1 such that for |x| > R,
1
c15
|x|−N−2α logγ0+1 |x| ≤ −(−∆)αwτ (x) ≤ c15|x|
−N−2α logγ0+1 |x|; (4.14)
(iii) for τ ∈ (−N,−N + 2α), there exist R ≥ 4 and c15 > 1 such that for
|x| > R,
1
c15
|x|τ−2α ≤ −(−∆)αwτ (x) ≤ c15|x|
τ−2α. (4.15)
Proof. In the following, we shall use the equivalent definition of (−∆)αwτ ,
that is,
(−∆)αwτ (x) = −
1
2
∫
RN
wτ (x+ z) +wτ (x− z)− 2wτ (x)
|z|N+2α
dz.
(i) The case of τ ∈ (−∞,−N). On the one hand, for |x| > 4, we have that
−(−∆)αwτ (x) =
1
2
∫
RN\(B1(x)∪B1(−x))
wτ (x+z)+wτ (x−z)−2wτ (x)
|z|N+2α
dz
+ 12
∫
B1(x)∪B1(−x)
wτ (x+z)+wτ (x−z)−2wτ (x)
|z|N+2α
dz
≤ |x|
τ−2α
2
∫
D0
Ix(y)
|y|N+2α
dy + c16|x|
−N−2α
(4.16)
where c16 > 0 depends on ‖w‖L1(B1(0)), ex =
x
|x| , D0 = R
N \ (B 1
|x|
(ex) ∪
B 1
|x|
(−ex)) and
Ix(y) = |ex + y|
τ + |ex − y|
τ − 2.
On the other hand, for |x| ≥ 4,
−(−∆)αwτ (x) =
1
2
∫
RN\(B1(x)∪B1(−x))
wτ (x+z)+wτ (x−z)−2wτ (x)
|z|N+2α
dz
+ 12
∫
B1(x)∪B1(−x)
wτ (x+z)+wτ (x−z)−2wτ (x)
|z|N+2α
dz
≥ |x|
τ−2α
2
∫
D0
Ix(y)
|y|N+2α
dy − 2
∫
B1(x)
wτ (x)
|z|N+2α
dz
≥ |x|
τ−2α
2
∫
D0
Ix(y)
|y|N+2α
dy − c17|x|
τ−N−2α,
(4.17)
where c17 > 0.
Claim 1. There exists c18 > 1 such that
1
c18
|x|−N−τ ≤
∫
D1∪D2
Ix(y)
|y|N+2α
dy ≤ c18|x|
−N−τ , (4.18)
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where D1 = B 1
2
(−ex) \B 1
|x|
(−ex) and D2 = B 1
2
(ex) \B 1
|x|
(ex).
In fact, for y ∈ D1, we observe that
−2 ≤ |ex − y|
τ − 2 ≤ −1 and
1
2
≤ |y| ≤
3
2
,
then∫
D1
Ix(y)
|y|N+2α
dy ≤ c19
∫
B 1
2
(0)\B 1
|x|
(0)
|y|τdy +
∫
D1
|ex − y|
τ − 2
|y|N+2α
dy
≤ c20
∫ 1
2
|x|−1
rτ+N−1dr
≤ c21|x|
−N−τ
and ∫
D1
Ix(y)
|y|N+2α
dy ≥ c22
∫ 1
2
|x|−1
rτ+N−1dr − c23
≥ c24|x|
−N−τ − c23,
where c18, ..., c24 are positive constants. Since −N−τ > 0, there exist R ≥ 4
and c25 > 0 such that for |x| ≥ R,
1
c25
|x|−N−τ ≤
∫
D1
Ix(y)
|y|N+2α
dy ≤ c25|x|
−N−τ .
By the fact ∫
D1
Ix(y)
|y|N+2α
dy =
∫
D2
Ix(y)
|y|N+2α
dy,
we obtain (4.18).
Claim 2. There exists c26 > 0 such that
|
∫
B 1
2
(0)
Ix(y)
|y|N+2α
dy| ≤ c26. (4.19)
Indeed, since function Ix is C
2 in B¯ 1
2
(0) such that
Ix(0) = 0 and Ix(y) = Ix(−y), y ∈ B¯ 1
2
(0),
then ∇Ix(0) = 0 and there exists c27 > 0 such that
|D2Ix(y)| ≤ c27, y ∈ B 1
2
(0).
Then we have
Ix(y) ≤ c27|y|
2, y ∈ B 1
2
(0),
which implies that
|
∫
B 1
2
(0)
Ix(y)
|y|N+2α
dy| ≤ c27
∫
B 1
2
(0)
|y|2
|y|N+2α
dy ≤ c26.
Claim 3. There exists c28 > 0 such that
|
∫
D3
Ix(y)
|y|N+2α
dy| ≤ c28, (4.20)
where D3 = R
N \ (B 1
2
(0) ∪B 1
2
(ex) ∪B 1
2
(−ex)) = D0 \ (D1 ∪D2 ∪B 1
2
(0)).
In fact, for y ∈ D3, we observe that there exists c29 > 0 such that
|Ix(y)| ≤ c29 and
|
∫
D3
Ix(y)
|y|N+2α
dy| ≤
∫
RN\B 1
2
(0)
c29
|y|N+2α
dy ≤ c30,
where c30 > 0. Since lim|x|→∞ |x|
−N−τ = ∞ for τ < −N , by (4.18)-(4.20),
there exist R ≥ 4 and c31 > 1 such that for |x| ≥ R,
1
c31
|x|−N−2α ≤ −(−∆)αw(x) ≤ c31|x|
−N−2α. (4.21)
(ii) The case of τ = −N . Similarly to (4.16) and (4.17), we have that
for |x| > 4,
−(−∆)αwτ (x) ≤
|x|−N−2α logγ0 (̺0+|x|)
2
∫
D0
IIx(y)
|y|N+2α
dy + c32|x|
−N−2α
and
−(−∆)αwτ (x) ≥
|x|−N−2α logγ0 (̺+|x|)
2
∫
D0
IIx(y)
|y|N+2α
dy − c32|x|
−2N−2α logγ0 |x|,
where c32 > 0 and
IIx(y) =
logγ0 (̺0+|x||ex+y|)
logγ0 (̺0+|x|)
|ex + y|
−N + log
γ0 (̺0+|x||ex−y|)
logγ0 (̺0+|x|)
|ex − y|
−N − 2 .
For y ∈ D1, we have that
logγ0 (̺0+|x||ex+y|)
logγ0 (̺0+|x|)
≤ 1, then∫
D1
IIx(y)
|y|N+2α
dy ≤ c33
∫
B 1
2
(0)\B 1
|x|
(0)
|y|−Ndy + c34
≤ c35 log |x|+ c34
and ∫
D1
IIx(y)
|y|N+2α
dy ≥ c33
∫ 1
2
|x|−1
r−1
logγ0(̺0 + |x|r)
logγ0(̺0 + |x|)
dr − c34
= c33
∫ 1
2
|x|
1
s−1
logγ0(̺0 + s)
logγ0(̺0 + |x|)
ds− c34
≥ c35 log |x| − c34,
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where c33, c34, c35 > 0. By the fact that∫
D1
IIx(y)
|y|N+2α
dy =
∫
D2
IIx(y)
|y|N+2α
dy,
there exists c36 > 0 such that
1
c36
log |x| ≤
∫
D1∪D2
IIx(y)
|y|N+2α
dy ≤ c36 log |x|. (4.22)
Similarly to (4.18)-(4.20), there exists c37 > 0 such that
|
∫
RN\(B 1
2
(ex)∪B 1
2
(−ex))
IIx(y)
|y|N+2α
dy| ≤ c37, (4.23)
which, together with (4.22), imply (4.14).
(iii) The case that τ ∈ (−N,−N + 2α). By Lemma 3.1 and Lemma 3.2
in [19], we have
(−∆)α|x|τ = c(τ)|x|τ−2α, (4.24)
where c(τ) < 0.
Let w˜(x) = wτ (x) − |x|
τ for x ∈ RN \ {0}, then w˜ = 0 in Bc1(0). For
|x| > 4, we have that
|(−∆)αw˜(x)| ≤
∫
B1(0)
wτ (z)+|z|τ
|z−x|N+2α
dz
≤ (|x| − 1)−N−2α
∫
B1(0)
(wτ (z) + |z|
τ )dz,
(4.25)
which, together with (4.24), imply (4.15). We complete the proof. 
Lemma 4.4 Let η : RN → [0, 1] be a C2 function with support in B2(0)
and η = 1 in B1(0), w¯(x) = η(x)|x|
−N+2α for x ∈ RN . Then for |x| > 4,
there exists c38 > 1 such that
1
c38
|x|−N−2α ≤ −(−∆)αw¯(x) ≤ c38|x|
−N−2α, x ∈ Bc4(0). (4.26)
Proof. For |x| > 4, we have that
−(−∆)αw¯(x) =
∫
B2(0)
w¯(z)
|z−x|N+2α
dz ≤ (|x| − 2)−N−2α
∫
B2(0)
w¯(z)dz
and
−(−∆)αw¯(x) ≥ (|x|+ 2)−N−2α
∫
B2(0)
w¯(z)dz,
which, together with
∫
B2(0)
w¯(z)dz < +∞, imply (4.26). 
Now we are in the position to prove Theorem 1.3.
Proof of Theorem 1.3. For p ∈ (1, NN−2α), we denote
τp =
{
− 2αp−1 for p ∈ [1 +
2α
N ,
N
N−2α ),
− N+2αp for p ∈ (1, 1 +
2α
N ).
(4.27)
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We note that τp is continuous and strictly increasing with respect to p,
τp = −N if p = 1 +
2α
N and limp→0+ τp = −∞.
Lower bound. Since lim|x|→0 u1(x) =∞ and u1 is continuous and positive
in RN \ {0}, then there exists c39 > 0 such that
c39wτp ≤ u1 in B¯R(0) \ {0}, (4.28)
where R > 4 is from Lemma 4.3.
We note that for p ∈ (1, 1+ 2αN ), τpp = −N−2α; for p = 1+
2α
N , τp = −N ,
γ0 + 1 = pγ0 and for p ∈ (1 +
2α
N ,
N
N−2α ), τp − 2α = pτp. By Lemma 4.3,
there exists t0 ∈ (0, 1) such that
(−∆)α(t0c39wτp) + (t0c39wτp)
p ≤ 0 in BcR(0).
We claim that u1 ≥ t0c39wτp in B
c
R(0). In fact, if not, there would exist
x0 ∈ B
c
R such that
(u1 − t0c39wτp)(x0) = min
x∈BcR(0)
(u1 − t0c39wτp)(x)
= min
x∈RN\{0}
(u1 − t0c39wτp)(x) < 0,
since u1 − t0c39wτp ≥ 0 in B¯R(0) and lim|x|→∞(u1 − t0c39wτp)(x) = 0. Then
(−∆)α(u1 − t0c39wτp)(x0) < 0. However,
(−∆)α(u1 − t0c39wτp)(x0) ≥ −u
p
1(x0) + (t0c39wτp)
p(x0) > 0,
which is a contradiction.
Upper bound. Since limx→0 u1(x)|x|
N−2α = cN,α, there exists c40 > 0
such that u1(x) ≤ c40|x|
−N+2α in B1(0) \ {0}. Then there exists c41 > 1
such that
u1 ≤ c40wτp + c41w¯ in B¯R(0),
where w¯ is from Lemma 4.4. Denote by W = c40wτp + c41w¯. By Lemma 4.3
and Lemma 4.4, there exist t1 > 1 such that
(−∆)α(t1W ) + (t1W )
p ≥ 0 in BcR(0).
We claim that u1 ≤ t1W in B
c
R(0). In fact, if not, then there exists
x1 ∈ B
c
R(0) such that
(u1 − t1W )(x1) = max
x∈BcR(0)
(u1 − t1W )(x)
= max
x∈RN\{0}
(u1 − t1W )(x) > 0.
Thus, (−∆)α(u1 − t1W )(x1) > 0. But
(−∆)α(u1 − t1W )(x1) ≤ −u
p
1(x1) + (t1W )
p(x1) < 0,
we obtain a contradiction.
Since w¯ = 0 in Bc2, combining (4.12) with (4.27), we obtain the decays
of u1 for p ∈ (1,
N
N−2α ). 
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5 Properties of the limit function
Let u∞ be given by (1.15) and uk,Ω be a weak solution of (1.16) when Ω
is an unbounded regular domain including the origin. We plan to study
properties of both u∞ and uk,Ω.
5.1 Properties of u∞
This subsection is devoted to prove Theorem 1.4. To this end, we introduce
some propositions.
Proposition 5.1 Assume that p ∈ (1, NN−2α) and u∞ is defined in (1.15).
Then
u∞(x) = |x|
− 2α
p−1u∞(
x
|x|
), x ∈ RN \ {0}. (5.1)
Proof. For λ > 0, we denote
u˜λ(x) = λ
2α
p−1uk(λx), x ∈ R
N \ {0},
where uk is the solution of (1.9). By direct computation, we have for x ∈
R
N \ {0} that,
(−∆)αu˜λ(x) + u˜
p
λ(x) = λ
2αp
p−1 [(−∆)αuk(λx) + u
p
k(λx)]
= 0. (5.2)
Moreover, for f ∈ C0(R
N ),
〈(−∆)αu˜λ + u˜
p
λ, f〉 = λ
2αp
p−1
∫
RN
[(−∆)αuk(λx) + u
p
k(λx)]f(x)dx
= λ
2αp
p−1
−N
∫
RN
[(−∆)αuk(z) + u
p
k(z)]f(
z
λ
)dz
= λ
2αp
p−1
−N
kf(0),
where 2αpp−1 −N > 0 by the fact that p ∈ (1,
N
N−2α). Thus,
(−∆)αu˜λ + u˜
p
λ = λ
2αp
p−1
−N
kδ0 in R
N . (5.3)
We observe that lim|x|→∞ u˜λ(x) = 0 and u
kλ
2αp
p−1−N
is a unique weak solution
of (1.9) with k replaced by λ
2αp
p−1
−Nk, then for x ∈ RN \ {0},
u
kλ
2αp
p−1−N
(x) = u˜λ(x) = λ
2α
p−1uk(λx) (5.4)
and letting k →∞ we have that
u∞(x) = λ
2α
p−1u∞(λx), x ∈ R
N \ {0},
which implies (5.1) by taking λ = |x|−1. 
24
Proposition 5.2 Suppose that p ∈ (0, 1 + 2αN ] and u∞ is given by (1.15).
Then
u∞ =∞ in R
N .
Proof. In the case of p ∈ (0, 1]. We observe that
GRN [δ0], GRN [(GRN [δ0])
p] > 0
in RN . Since
uk ≥ kGRN [δ0]− k
p
GRN [(GRN [δ0])
p],
we obtain limk→∞ uk = ∞ in R
N for p ∈ (0, 1). For p = 1, we see that
uk = ku1. Hence, limk→∞ uk =∞ in R
N by the fact that u1 > 0 in R
N .
In the case of p ∈ (1, 1 + 2αN ]. It derives from (5.1) that
u∞(x) ≥ c42|x|
− 2α
p−1 , x ∈ RN \ {0},
where c42 = min|x|=1 u∞(x) > 0, since u∞ ≥ uk in R
N \ {0}. Since u∞ =
limk→∞ uk in R
N \ {0}, we deduce that
πk :=
∫
B 1
4
(0)
uk(x)dx→∞ as k →∞. (5.5)
Fix y0 ∈ R
N such that |y0| = 1, it follows by Lemma 2.4 that problem
(−∆)αu+ up = 0 in B 1
4
(y0),
u = 0 in RN \ (B 1
4
(y0) ∪B 1
4
(0)),
u = uk in B 1
4
(0)
(5.6)
admits a unique solution wk. By Lemma 2.2,
uk ≥ wk in B 1
4
(y0). (5.7)
Let w˜k = wk − ukχB 1
4
(0), then w˜k = wk in B 1
4
(y0) and for x ∈ B 1
4
(y0),
(−∆)αw˜k(x) = − limǫ→0+
∫
B 1
4
(y0)\Bǫ(x)
wk(z)−wk(x)
|z−x|N+2α
dz
+ limǫ→0+
∫
Bc
1
4
(y0)\Bǫ(x)
wk(x)
|z−x|N+2α
dz
= − limǫ→0+
∫
RN\Bǫ(x)
wk(z)−wk(x)
|z−x|N+2α
dz +
∫
B 1
4
(0)
uk(z)
|z−x|N+2α
dz
≥ (−∆)αwk(x) + c43πk,
where c43 = (
4
5 )
N+2α and the last inequality follows by the fact of
|z − x| ≤ |x|+ |z| ≤ 5/4 for z ∈ B 1
4
(0), x ∈ B 1
4
(y0).
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Therefore,
(−∆)αw˜k(x) + w˜
p
k(x) ≥ (−∆)
αwk(x) + w
p
k(x) + c43πk
= c43πk, x ∈ B 1
4
(y0).
that is, w˜k is a super solution of
(−∆)αu+ up = c43πk in B 1
4
(y0),
u = 0 in Bc1
4
(y0).
(5.8)
Let η1 be the solution of
(−∆)αu = 1 in B 1
4
(y0),
u = 0 in Bc1
4
(y0).
Then (c43πk)
1
p η1
2max
RN
η1
is sub solution of (5.8) for k large enough. By
Lemma 2.2, for k big we have
w˜k(x) ≥ (c43πk)
1
p
η1(x)
2maxRN η1
, ∀x ∈ B 1
4
(y0),
which implies that
wk(y0) ≥
(c43πk)
1
p
2
.
Therefore, (5.7) and (5.5) imply
u∞(y0) = lim
k→∞
uk(y0) ≥ lim
k→∞
wk(y0) =∞.
Since y0 is arbitrary on ∂B1(0), by (5.1), it follows that u∞ =∞ in R
N . 
Proposition 5.3 Suppose that p ∈ (1 + 2αN ,
N
N−2α ) and u∞ is given by
(1.15). Then u∞ is a classical solution of (1.11).
Proof. For p ∈ (1 + 2αN ,
N
N−2α ), we observe that τp := −
2α
p−1 ∈ (−N,−N +
2α), τp − 2α = τpp and
(−∆)α|x|τp = c(τp)|x|
τp−2α, x ∈ RN \ {0},
where c(τp) < 0, see Lemma 3.1 in [19] and Lemma 3.2 in [19]. Let
Wp(x) = [−c(τp)]
1
p−1 |x|τp , x ∈ RN \ {0}.
Then, Wp is a solution of (1.11).
We first prove that
u∞ ≤Wp in R
N \ {0}. (5.9)
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In fact, we observe that uk = limR→∞ uk,R in R
N \ {0}, where uk,R is the
solution of (4.1) with R > 1 and
lim
x→0
uk,R(x)|x|
N−2α = cN,αk.
Then
lim
x→0
uk,R(x)
Wp(x)
= 0.
Moreover, we know that uk,R is a classical solution of
(−∆)αu+ up = 0 in BR(0) \ {0},
u = 0 in BcR(0).
By Lemma 2.2 with O = BR(0) \Bǫ(0) and ǫ > 0 small enough, we obtain
that
uk,R ≤Wp in R
N \ {0},
which implies that for any k > 0,
uk ≤Wp in R
N \ {0}.
Thus, by the definition of u∞, (5.9) holds.
Next we prove that u∞ is a solution of (1.11). We observe that Wp ∈
L1(RN , dω), then for any x0 6= 0, there exist c44, c45 > 0 independent of k
such that
‖uk‖L1(RN ,dω) ≤ c44 and ‖uk‖L∞(B |x0|
2
(x0)) ≤ c45.
It follows by the same argument in the proof of regularity in Lemma 4.2
that there exist ǫ > 0 and c46 > 0 independent of k such that
‖uk‖C2α+ǫ(B |x0|
4
(x0)) ≤ c46.
By the definition of u∞ and the Arzela-Ascoli Theorem, we find that u∞
belongs to C2α+
ǫ
2 (B |x0|
4
(x0)). Then, u∞ is C
2α+ ǫ
2 locally in RN \ {0}. Since
uk is classical solution of (1.11), then it follows by Corollary 4.6 in [10] that
u∞ is a classical solution of (1.11). 
Proof of Theorem 1.4. The part (i) follows by Proposition 5.2. Now we
prove (ii). By Proposition 5.3, we see that u∞ is a classical solution of (1.11).
It follows by uniqueness and rotation argument that uk is radially symmetric.
The definition of u∞ and Proposition 5.1 yield u∞(x) = c3|x|
− 2α
p−1 , x ∈
R
N \ {0}. 
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5.2 Properties of u∞,Ω
In this subsection, we make use of the properties of {uk} and u∞ to estimate
the weak solution of (1.16) in general unbounded regular domain.
Proof of Theorem 1.5. First, for any k > 0, we use arguments in the proof
of Lemma 4.2 to obtain that there exists a solution uk,Ω of (4.1) replaced
BR(0) by Ω such that
uk −mk,Ω ≤ uk,Ω ≤ uk in Ω, (5.10)
where mk,Ω = supx∈Ωc uk(x) and uk is given by Theorem 1.2. Similarly to
the proof of Proposition 4.1, we obtain that uk,Ω is unique and then
uk,Ω = lim
R→∞
uk,Ω∩BR(0). (5.11)
Since uk,Ω∩BR(0) is increasing respected to k and R, the mapping k 7→ uk,Ω
is increasing.
Next, by (5.11) we have that u∞,Ω ≥ u∞,Ω∩BR(0) in R
N for any R > 0.
For p ∈ (0,min{1 + 2αN ,
N
2α}), using [18, Theorem 1.1,Theorem 1.2], we have
that limk→∞ uk,Ω∩BR(0) =∞ in Ω∩BR(0), then u∞,Ω =∞ in Ω∩BR(0) for
any R > 0, which implies that
u∞,Ω =∞ in Ω.
Finally, for p ∈ (1 + 2αN ,
N
N−2α), by (5.10) we have that
u∞ −m∞,Ω ≤ u∞,Ω ≤ u∞ in Ω,
where m∞,Ω = supx∈Ωc u∞(x) ≥ mk,Ω, since {uk} are increasing. Using
arguments in the proof of Proposition 5.3, we obtain that u∞,Ω is a classical
solution of (1.17). 
References
[1] D. R. Adams, L. I. Hedberg, Function spaces and potential theory,
Springer (1996).
[2] D. Bartolucci, F. Leoni, L. Orsina and A. C. Ponce, Semilinear equa-
tions with exponential nonlinearity and measure data, Ann. I. H.
Poincare´, 22(6), 799-815 (2005).
[3] Ph. Be´nilan and H. Brezis, Nonlinear problems related to the Thomas-
Fermi equation, J. Evolution Eq., 3, 673-770 (2003).
[4] Ph. Be´nilan, H. Brezis and M. Crandall, A semilinear elliptic equation
in L1(RN ), Ann. Sc. Norm. Sup. Pisa Cl. Sci., 2, 523-555 (1975).
28
[5] H. Brezis, Some variational problems of the Thomas-Fermi type. Vari-
ational inequalities and complementarity problems, Proc. Internat.
School, Erice, Wiley, Chichester, 53-73 (1980).
[6] H. Brezis, M. Marcus and A. C. Ponce, A new concept of reduced mea-
sure for nonlinear elliptic equations. Comptes Rendus Mathematique,
339(3), 169-174 (2004).
[7] H. Brezis, M. Marcus and A. C. Ponce, Nonlinear elliptic equations
with measures revisited. Mathematical Aspects of Nonlinear Dispersive
Equations, Ann. Math. Stud. 163, 55-110 (2007).
[8] H. Brezis and L. Ve´ron, Removable singularities of some nonlinear el-
liptic equations, Arch. Rational Mech. Anal., 75, 1-6 (1980).
[9] L. Caffarelli and L. Silvestre, An extension problem related to the frac-
tional Laplacian. Comm. Partial Differential Equations, 32(8), 1245-
1260 (2007).
[10] L. Caffarelli and L. Silvestre, Regularity theory for fully non-linear inte-
grodifferential equations, Comm. Pure Appl. Math., 62, 597-638 (2009).
[11] L. Caffarelli and L. Silvestre, Regularity results for nonlocal equations
by approximation, Arch. Ration. Mech. Anal., 200(1), 59-88, (2011).
[12] H. Chen, P. Felmer and A. Quaas, Large solution to elliptic equa-
tions involving fractional Laplacian, Accepted by Ann. I. H. Poincare´.
(arXiv:1311.6044).
[13] Z. Chen, P. Kim and R. Song, Heat kernel estimates for the Dirichlet
fractional Laplacian. J. Eur. Math. Soc., 12, 1307-1329 (2010).
[14] Z. Chen, and R. Song, Estimates on Green functions and poisson kernels
for symmetric stable process, Math. Ann., 312, 465-501 (1998).
[15] Z. Chen and J. Tokle, Global heat kernel estimates for fractional lapla-
cians in unbounded open sets, Probab. Theory Related Field, 149, 373-
395 (2011).
[16] H. Chen and L. Ve´ron, Semilinear fractional elliptic equations with
gradient nonlinearity involving measures, J. Funct. Anal., 266(8), 5467-
5492 (2014).
[17] H. Chen and L. Ve´ron, Semilinear fractional elliptic equations involving
measures, J. Diff. Eq., (arXiv:1305.0945).
[18] H. Chen and L. Ve´ron, Weakly and strongly singular solutions of
semilinear fractional elliptic equations, DOI 10.3233/ASY-141216,
(arXiv:1307.7023).
29
[19] P. Felmer and A. Quaas, Fundamental solutions and Liouville type
theorems for nonlinear integral operators, Adv. Math., 226, 2712-2738
(2011).
[20] K. Karisen, F. Petitta and S. Ulusoy, A duality approach to the frac-
tional laplacian with measure data, Publ. Mat., 55, 151-161 (2011).
[21] M. Marcus and L. Ve´ron, Removable singularities and boundary traces,
J. Math. Pures Appl. 80, 879-900 (2001).
[22] M. Marcus and A. C. Ponce, Reduced limits for nonlinear equations
with measures, J. Funct. Anal., 258, 2316-2372 (2010).
[23] A. C. Ponce, Selected problems on elliptic equations involving measures.
arXiv:1204.0668.
[24] X. Ros-Oton and J. Serra, The Dirichlet problem for the fractional
laplacian: regularity up to the boundary, J. Math. Pures Appl., 101(3),
275-302 (2014).
[25] L. Silvestre, Regularity of the obstacle problem for a fractional power
of the laplace operator, Comm. Pure Appl. Math., 60, 67-112 (2007).
[26] Y. Sire and E. Valdinoci, Fractional Laplacian phase transitions and
boundary reactions: a geometric inequality and a symmetry result, J.
Funct. Anal., 256, 1842-1864 (2009).
[27] E. Stein, Singular integrals and differentiability properties of functions,
Princeton University Press (1970).
[28] L. Ve´ron, Weak and strong singularities of nonlinear elliptic equations,
Proc. Symp. Pure Math., 45, 477-495 (1986).
[29] L. Ve´ron, Singular solutions of some nonlinear elliptic equations, Non-
linear Anal. T. M. & A., 5, 225-242 (1981).
[30] L. Ve´ron, Elliptic equations involving Measures, Stationary Partial
Differential equations, Vol. I, 593-712, Handb. Differ. Equ., North-
Holland, Amsterdam (2004).
30
