Abstract-The development of Affective Computing has witnessed tremendous number of studies about facial and vocal expression, while bodily expression only comprises the minority. However, with the emerging of social signal processing, people have paid more attention to the significant role of body language in social communication and emotional expression. One situation when body language shows its importance is public speaking. This paper presents an online feedback system for public speakers, in which emotion recognised from body language of speakers is regarded as the primary component for analysis. The system captures input through a Microsoft Kinect, thus offer users with a convenience way to interact. In order to recognise bodily expression, a posture and gesture representation method based on Laban Movement Analysis was adopted. The system could be used as a support tool for people who learn presentation skills, as well as for public speakers who need immediate feedbacks. This paper will present the architecture of the system, along with details about the employed methods and a collected database of presentations.
INTRODUCTION
Research in human emotion was established since the 19th century via the classical works of Darwin [1] and James [2] . Later on, it emerged to the field of computing, remarked by the book of Picard [3] , which established a new field, namely Affective Computing. The book has set up a well-accepted standard for building emotional intelligent systems, in which emotion detection systems have taken the largest proportion. Practically, the role of Affective Computing has been more and more recognized and found its position in the other fields like human-computer interaction [4] , e-learning [5] and social signal processing [6] .
Basically, emotion detection systems capture signals from people and then raise appropriate information about their emotional states. These signals could be taken via face, voice or body's expression. However, the attention spent for these kinds of signals has not been equal. The article in 2009 of Gelder [7] stated that 95% of the studies in human emotion had been conducted using facial expression stimuli while the rest 5% had been accounted by research using information from voice, music and body expression, in which research on wholebody expression comprising the smallest number. Recently, thanks to the advances in motion capture equipment, especially low-price gaming devices like Microsoft Kinect or Nintendo Wii, emotion detection from body language has been acquiring increasingly important role.
One of the most noticeable situations when both body language and emotion have shown their significance is public speaking. Most people might agree that, public speaking is not only about what, but also how the information is delivered, in term of bodily or vocal expression. These expressions, as discussed in [8] , are strongly affected by emotion. Actually, regarding emotion of public speakers, there are two ways of understanding: one is their emotional expression that could be perceived by the audience, and the other one is their internal emotion, which might be expressed or not. Obviously, by looking from the point of the audience, emotional expression, rather than the internal emotion, is the signal that could be used to analyse the performance of a speaker. By other words, good speakers are the persons who have the ability to show the desired (mostly positive) emotional expression, regardless their true internal feeling. Indeed, this task is not easy, leads to the great number of books and training courses about presentation skills.
Understanding the importance of presentation skills training from universities, companies, organisations and individuals, this research was conducted with purposes are simplifying and decreasing the cost spent for the training tasks through an automatic system. Therefore, we implemented an automatic feedback system for public speakers, which can be used by people who learn presentation skills, as well as professional speakers, who need immediate feedbacks during real presentations. The system has been built with three main requirements. First, user interaction must be friendly and convenience enough to avoid distraction to public speakers. Thus, a Microsoft Kinect was employed to capture data. The device offers us with rich description of human motion and allows users to interact naturally. Second, the feedbacks given to users should be informative but not distractive. This is a non-trivial issue and would be done in further processes of the project. Third, emotion expression through body language is regarded as the primary concern when building the system, since it is the most important cue to assess a speaker.
The paper is organised as follows. In the next section, we will review recent research related to the topic, including the assessment of public speaking, how emotion affect public speakers, and existing methods for emotion detection from body language. Detail about the system is presented in the following section, in which we show the architecture and the method for body posture and gesture representation. Moreover, the database of presentations from a presentation skills class has been collected and presented in this section. The last sections are for the future work and conclusion. In the literature, there are countless number of books telling us how to become a successful presenter, and also how to express the appropriate emotional expression during a presentation. This section will summarize the characteristics of a good presentation, and then take a look at existing systems for automatic assessment of public speaking. Since the system regards body language as the primary signal for assessment, recent advance in emotion detection from body language [9] will also be reviewed.
A. Assessment of Public Speaking
In general, apart from aspects concerning the content of presentations, performance of a speaker could be assessed through either verbal or non-verbal signals. Verbal signals consist of physical characteristics of speech such as tempo, pitch and articulation, while non-verbal signals mostly include information from body gesture, posture, facial expression and eye contact. In comparison between them, non-verbal signals have been confirmed that having stronger influence than verbal signals [10] .
Emotion in public speaking has been studied long ago by psychologists [11] , [12] . Most research has focused on the anxiety state of speakers, how this state is expressed in term of both visual and vocal signal, as well as how easily could it be recognized by the audience. Unfortunately, Winton [13] revealed that, audience become more active in recognition of negative emotional states of presenters, rather than the positive ones. Another research [14] studied the changed in EEG signal and heart rate of speakers and concluded that, both signals changed collectively account for 48% of the variance in the increase of negative affect. Nevertheless, emotion in public speaking is not just about avoiding negative emotional expression, but also about how to use emotion as a tool to empower your delivery, as stated in [8] : '... So, to reach people, you need to express proper emotion...' Indeed, successfully express emotion through your voice and body language increases the chance of success.
In the literature, there are several approaches toward automatic assessment of speakers during presentation, in order to raise appropriate feedback and serve as support tool for public speakers. To the best of our knowledge, there are two existing systems sharing this purpose [15] , [16] . In [16] , the authors directly analysed vocal signal of speaker via low-level physical characteristics. On the other hand, the research in [15] paid more attention on emotion expression of speakers. In fact, this study is mostly emotion detection from voice, rather than a speaker support system. The drawback of both systems is that, they only got cues from speakers' voice, although voice is less importance than body language in a presentation [9] .
B. Emotion Detection from Body Language
Body language only takes the minor proportion in emotion detection [7] , partly due to the lack of a general framework for body motion representation [17] . In the literature, emotion is detected through either posture or gesture. Research on postural emotion detection is still limited as static configuration of human body does not provide enough information to present the complexity of emotion. The most remarkable work in this direction was done by Kleinsmith [18] . The authors built a complicated representation of human body based on distances and angles of joints. On average, 70% of affective postures were correctly classified from a set of 111 samples. Another work of Schindler [19] detected emotion directly from images of postures. He applied image processing techniques, turned the problem into pattern classification and then got the recognition rate at 80% for 6 basic emotions. These systems for postural emotion detection although could achieve high recognition rate, still limited while there were many constrains required and the experiments were conducted in well-control environment.
On the other side, emotion detection from body gesture has captured greater attention. Most systems take input data from motion capture equipment, such as the VICON system [17] or gaming devices like Nintendo Wii [20] because these devices could provide great details about body motion. The most noticeable work in gestural emotion detection has been done by Camurri and the Infomus Lab [21] . This work, however, only used data captured from regular 2D cameras. The author proposed a four-stage framework, which adapted the Effort component of Laban Movement Analysis [22] as a body motion representation method. Experiments showed that recognition rate of the framework was as good as spectators [23] . Although the author provided a completed framework for bodily emotion detection, the work is still limited when can only work well when detect emotion from very limited objects (dancers and music performers). Besides that, there are number of studies takes Laban's theory for gestural emotion detection, such as [24] or [25] . However, none of them has succeeded in providing a unified method for interpreting low-level representation of body motion to Laban' components.
In general, emotion detection from body language is still limited, since there has been no general framework for this task. However, putting in the context of public speaking, bodily emotion detection is highly demanded. Next section will present an online feedback system, in which we proposed our own methods for posture and gesture representation.
III. ONLINE FEEDBACK SYSTEM FOR PUBLIC SPEAKERS
This section explains the system for automatic assessment of public speaking. Differ from previous systems that take speech signal into account [15] , [16] , this system focuses on body language of speakers. Other aspects need to be considered when assess a public speaker are the context and content of the presentation. In most case, speakers need to adjust the so-called degree of exaggeration [8] in order to fit with these aspects. For example, a public speaking for president election requires much greater exaggeration than for a class lecture. President candidates must use stronger gestures, louder, slower voice, wider eyes contact and so on, if they want to reach the audience. Similarly, presenting the same content for a small group of 10 people should not use as much exaggeration as for a large group with 500 people. The feedback system is studied in the context of small conference room when the number of audience is from 15 to 20 people. Content of the presentation would be about scientific topics that are new to most audience.
In that case, main purpose of the speaker would be transferring new information and let the audience being interested.
Furthermore, since most bodily expression of speakers is motored by emotion, as discussed in the previous section, emotion expression is regarded as an important indication for performance of public speakers. Details about the system are explained as follows. Figure 1 shows the diagram of the system, which includes the capture device and two processing modules: (1) Emotional Signals Detection and (2) Performance Assessment. Details about each component are explained as follows.
A. System Description
A Microsoft Kinect was implemented in our project as capture equipment. The device offers us with both colour video and motion information (through its built-in skeletisation module). Vision-based device was chosen instead of other methods like wearable sensors with purpose to bring friendly interaction mechanism for users. In fact, choosing visual capture equipment offered some possibilities: (1) 2D regular cameras, which there has been already a well-developed framework, namely the Eyesweb framework, introduced by Camurri [21] ; and (2) 3D capture systems, which employed in [25] . Since the feedback system would like to capture explicit representation of body, 2D image processing would not provide enough input data, as revealed in [26] . On the other hand, 3D vision systems require high computation complexity, as well as inconvenience calibration processes, thus not suitable for the system. The Emotional Signal Detection module is the heart of the feedback system. It takes data from Kinect and recognises emotional signals from body language of speakers. We propose to pay more attention to recognition of negative emotional states such as fear or nervous, since the audience are more sensitive to them [13] . The module includes two sub-modules for performing separated tasks: (1) Posture Analysis and (2) Gesture Analysis, respectively. Finally, detected emotion is processed in the Performance Assessment module, which produces final decision about the performance of the speaker and gives appropriate feedbacks. Next section will explain how these modules have been implemented, as well as how our database has been collected for analysis.
B. Collection of Database
Development of the system requires a database of recorded presentations. These samples must be recorded and annotated with assessments about the performance of speakers, serving as ground truth. In the project, sample data was collected from the course 'The Art of Presenting Science', which is given for all of employees in our university. During the course, learners were asked to give short presentations (approximately one minute), and then got feedbacks from the trainers about their performance, as well as what should they do in order to be improved. The feedbacks are in high degree of details. For example, the posture of learners was good/bad, the gesture should be more/less, how hand movement should change, etc. We have been recoding both these presentations and feedbacks as ground truth. There have been 32 presentations recorded.
C. Posture Analysis
In the system, posture analysis is required since specific static configuration of public speaker could reveal some information about their emotion, thus leads to judgments about their performance. Using Microsoft Kinect as input equipment, along with its built-in skeletisation module, provides great details about 3D positions of body joints. Therefore, we proposed a posture representation method, built upon angles between body parts. Reason for taking angles into account, instead of distances between joints (as [27] ) is that, we have looked forward scale-invariant characteristic as users can be various in their bodies' size. 3D angles were projected in three planes, thus gave three feature components for each angle. These angles are listed in Table 1 . Upper part of the body was focused on since it can provide more information about emotion. Finally, a body posture was represented as a 15-component vector.
In presentation skills, there are some specific good and bad postures. This representation method is supposed to be able to classify these postures, therefore give indication about 
D. Gesture Analysis
More attention has been paid on gestural characteristic of body language, since it offers richer representation via dynamic configuration. Related to this task, gesture and body language recognition have been well developed, especially for Social Signal Processing [6] . However, they would not be suitable because emotion expression of public speaker requires higher degree of abstraction, rather than some specified gestures. Therefore, we looked at Laban Movement Analysis (LMA) [22] as a prominent method for body motion representation. The book of Bartenieff [22] provided a unified view about LMA, which includes four components: Body, Effort, Shape and Space. In the literature, the Effort component is mostly used because it links directly to the internal attitude for movement of people, thus offers reliable indications about emotion. The Effort component itself contains four subcomponents: Time, Space, Weight and Flow.
We have implemented a method to interpret skeletal movement of body into LMA's components. In fact, most relevant works in the literature have aimed to find the correspondence between physical entities of movements with a particular set of LMA's components, e.g. [25] , [28] . The work of Rett [25] has offered significant indications. In this work, Laban.Space was linked to angular displacement and Laban.Effort was linked to curvature, velocity and acceleration of two hands. Our system inherited the interpretation of Laban.Effort. For Laban.Space, motion histogram was employed, with purpose is to give better representation about the movement of body in 3D space. The correspondence between LMA's components and physical entities in our system is summarized in Table 2 .
Motion histogram is the method widely used in gesture recognition [29] . It has been considered as a simple but effective algorithm in terms of body motion representation. Basically, motion histograms are built by firstly detects direction of movement within a specific time frame, and then the amount of movement is accumulated into the appropriate histogram bins. In our project, 8-bin motion histograms are created for every joint, after their displacements are projected on three planes. Thus, we can remain a feature vector with 480 components during the analysis [20 joints provided by Kinect x 8 histogram bins x 3 planes].
On the other hand, estimation of Laban.Effort was more straightforward since the parameters like acceleration or velocity of two hands could easily be calculated via the 3D positions. For curvature, we used the degree of changes in 3D angular displacement as the estimation.
E. Assessment of Public Speaking and Feedback
When a representation for posture and gesture has been generated, a method for classification is necessary. The literature of machine learning offers a great number of algorithms for classification [30] . Choosing an algorithm for this purpose must be relevant to the form of feedbacks that the system would like to give users. Our system proposed a simple form of feedback, with purpose to give enough information but do not disturb the presentation. We have designed feedbacks in simple visual form that is displayed on computer screen. The feedbacks show the assessment about performance of users in terms of their posture and gesture, through a scale of five degrees [Bad -Not bad -Neutral -Good -Excellent].
IV. CONCLUSION AND FUTURE WORK
In this paper, we present our online support system for public speakers. The system could be used by people who learn presentation skills, as well as professional presenters who need immediate feedbacks. Using Microsoft Kinect as input device, the system offers users with friendly interaction method, and feedbacks are given in such a way that informative but simple enough to not disturb presenters. Emotional expression via body language has been regarded as the key component for the assessment. For emotional body language recognition, the system employed a method for posture representation that built upon angles between body segments. Gesture was represented through two components of the Laban Movement Analysis: Space and Effort, in which Space was estimated by motion histogram and Effort was estimated from spatial displacement of body joints. Combining posture and gesture, a representation of body language was generated, which proposed to be informative enough to assess performance of public speakers.
Current state of the system has mostly focused on the representation of body language, since there has been no standard framework for this task. We have not spent much effort for classification as there has been great number of existing methods available in the field of machine learning. In the future, the system needs to be tested in real situation, where a particular classification algorithm would be employed. Furthermore, the representation would be able to enrich by adding information from other aspects such as facial expression, eye contact and voice. These aspects have been proved to be informative in assessment of public speaking, thus are proposed to be able to integrate with cues from postures and gestures to form a united feedback system.
