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Blessings on him who created sleep.-It covers a man all over, thoughts and all, like a 
cloak.-It is meat for the hungry, drink for the thirsty, heat for the cold, and cold for the 
hot.-It makes the Shepard equal to the monarch, and the fool to the wise.-There is but one 
evil in it, and that is that it resembles death, since between a dead man and a sleeping 
man there is but little difference. 
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* Terms adapted from Butkov[1].  
 
*Amplitude:  Represents the peak-to-peak voltage measurement of a signal.  In 
biological signal analysis voltage values are often provided in micro-volts and found by 
comparing the measure signal with a calibration signal of a known voltage value.   
 
*Artifacts (Noise): Undesirable signals captured in any sleep parameter.  Example: eye 
activity recorded in the brain signal.  
 
*Bandwidth: The available spectrum of frequency values in a system.   
 
Bradykinesia: Represents a slowed ability to start and continue physical movements. 
 
*Canthus: The area located at the corner of the eye. 
 
*Channel: The components creating an input to output pathway used to record the 
biological signal.   
 
Confusion Matrix: A visualization tool used to display classification confusion for 
multiple classifications.  Rows in the matrix represent the actual class labeling and 
columns show the predicted class labeling.  A perfect classifier is displayed when all 
matrix values contain zero except the central diagonal.  
 
*Duration:  A time measurement that represents the interval between the start and end 
process of an event. 
 
*Electrode:  An electrical device used for receiving and sending electrical signals. 
 
*Electroencephalogram (EEG):  A recording of electrical activity generated within the 
brain. 
 
*Electromyogram (EMG):  A recording of electrical activity generated within the 
muscle tissue. 
 
*Electrooculogram (EOG):  A recording of electrical activity generated by eye 
movements. 
 
*Electrocardiogram (EKG): A recording of electrical activity generated within the 
heart. 
 
*Epoch:  Polysomnogram signal recordings with a 20 or 30 second duration. 
 
 xv
Feature:  A distinct signal characteristic (ex. Amplitude) that is associated with a 
specific biological sleep state (ex. Wakefulness). 
 
*Filter:  An electrical device that limits the range of frequencies permitted to pass 
through an amplifier. 
 
*Frequency:  The number of wave forms that occur in one second. 
 
*Hertz (Hz):  A measurement of frequency described in cycles per second. 
 
*Hypnogram: A graphical illustration of sleep stage sequences with respect to their 
occurrence in time.  
 
*Impedance: The prevention of the transmission of a specified range of frequencies, 
often measured in ohms or kilo ohms. 
  
*Lead: A wire located between an electrode and the polysomnograph. 
 
*Movement Time (MT):  An unidentifiable epoch corrupted by excessive patient 
movement. 
     
*NREM sleep:  Sleep lacking rapid eye movement activity. 
 
*Peak: Represents the maximum wave amplitude.   
 
*Polysomnogram: A graphical display of simultaneous physiological events recorded 
during sleep. 
 
*Polysomnograph:  An instrument with multiple channels used to record sleep-related 
physiological events.  
 
Processing window:  The time duration used to calculate a signal feature.   
 
*Quantitative data:  Recorded biological signals obtained from precise instrument 
calibrations.   
 
*REM sleep: Sleep containing rapid eye movements. 
 
*REM sleep behavior disorder (RBD):  A sleep disorder marked by decreased muscle 
atonia during REM sleep, may also include increased motor activity and /or violent 
behavior in REM sleep.   
 
*Signal: An electrical quantity caused by the chemical reactions of charged ions. 
 
*Sleep cycle:  A period of NREM sleep immediately followed by a period of REM sleep.   
 
 xvi
*Sleep scoring:  The method used to classify stages of a sleep cycle. 
 
*Sleep stages:  Signature sleep intervals marked by specific EEG, EOG, and EMG 
characteristics. 
 
*Sleep-wake cycle: The arrangement of sleep and wakefulness segments within a 24 
hour period. 
 
*Slow wave sleep:  A term often used to describe stages 3 and 4 sleep.   
 
*Surface electrode:  Electrodes attached to the surface of the skin. 
 
Tonic: Continuous muscle tension or contraction 
 
*Voltage (V):  An electromotive force caused by a difference in electrical potentials, 
represented in volts (V). 
 
*Wave: A graphical representation of periodic voltage variations 











 The main objective of this work was the development of a computer-based Expert 
Sleep Analysis Methodology (ESAM) to aid sleep care physicians in the diagnosis of pre-
Parkinson’s disease symptoms using polysomnogram data.  ESAM is significant because 
it streamlines the analysis of the human sleep cycles and aids the physician in the 
identification, treatment, and prediction of sleep disorders.   
 In this work four aspects of computer-based human sleep analysis were 
investigated: polysomnogram interpretation, pre-processing, sleep event classification, 
and abnormal sleep detection.  A review of previous developments in these four areas is 
provided along with their relationship to the establishment of ESAM.  Polysomnogram 
interpretation focuses on the ambiguities found in human polysomnogram analysis when 
using the rule based 1968 sleep staging manual edited by Rechtschaffen and Kales 
(R&K)[2].  ESAM is presented as an alternative to the R&K approach in human 
polysomnogram interpretation.  The second area, pre-processing, addresses artifact 
processing techniques for human polysomnograms.  Sleep event classification, the third 
area, discusses feature selection, classification, and human sleep modeling approaches.  
Lastly, abnormal sleep detection focuses on polysomnogram characteristics common to 
patients suffering from Parkinson’s disease.   
 The technical approach in this work utilized polysomnograms of control subjects 
and pre-Parkinsonian disease patients obtained from the Emory Clinic Sleep Disorders 
Center (ECSDC) as inputs into ESAM.  The engineering tools employed during the 
development of ESAM included the Generalized Singular Value Decomposition (GSVD) 
 xviii 
algorithm, sequential forward and backward feature selection algorithms, Particle Swarm 
Optimization algorithm, k-Nearest Neighbor classification, and Gaussian Observation 
Hidden Markov Modeling (GOHMM).   
 In this study polysomnogram data was preprocessed for artifact removal and 
compensation using band-pass filtering and the GSVD algorithm.  Optimal features for 
characterization of polysomnogram data of control subjects and pre-Parkinsonian disease 
patients were obtained using the sequential forward and backward feature selection 
algorithms, Particle Swarm Optimization, and k-Nearest Neighbor classification.  ESAM 
output included GOHMMs constructed for both control subjects and pre-Parkinsonian 
disease patients.  Furthermore, performance evaluation techniques were implemented to 
make conclusions regarding the constructed GOHMM’s reflection of the underlying 
nature of the human sleep cycle.   
 Contributions from this work included a methodology for automatic 
removal/compensation of specific artifacts within the human polysomnogram, a 
quantitative based feature library for sleep event classification, and sleep models 
representing pre-Parkinsonian disease patients and normal age matched control subjects.  
These contributions are significant in understanding the human sleep cycle and aiding 







CHAPTER 1: INTRODUCTION 
 
1.1 Problem Statement 
 Quantitative sleep methodologies have been difficult to establish since sleep has 
been traditionally defined with quantitatively ambiguous rules.  These rules are based on 
the 1968 sleep staging manual edited by Rechtschaffen and Kales [2].  A drawback of the 
R&K manual is that it neglects the micro-structure of sleep.  Neglecting the 
microstructure of sleep has been shown to be problematic in medical treatment 
contributing to improper patient diagnosis in certain sleep pathologies.  In 2004 Parrino et 
al. cited the importance of investigating the micro-structure of sleep to determine how 
depressive disorders affect the human sleep cycle [3].  The goal of this study was to 
bypass the need for ambiguous rule use in sleep analysis by establishing a computer-
based expert decision system built upon sleep physician knowledge and a quantitative 
methodology.    
 Flexer et al’s. continuous and probabilistic sleep classifier based upon a GOHMM 
addresses limitations of the R&K manual in quantitative and micro-structural sleep 
analysis [4] and does not rely on ambiguous sleep rule interpretation.   For this reason, 
the Flexer Model was used as a benchmark for ESAM.  Although Flexer’s Model offered 
advantages in micro-structural sleep analysis it required further development in 
polysomnogram noise reduction/artifact removal and abnormal sleep analysis.  ESAM 
expanded upon the Flexer Model by investigating noise reduction/artifact removal 
methods and evaluating polysomnograms of pre-Parkinsonian disease patients.   
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1.2 Purpose Statement 
 This work contained three aims.  Aim one consisted of the development of an 
automated computer-based artifact removal/compensation methodology for specific 
artifacts within human polysomnograms.  The second aim included the development of a 
quantitative computer-based sleep model based on human polysomnograms.  Finally, the 
third aim focused on the application of the quantitative sleep model to a clinically 
relevant sleep problem.  An illustration of the methodology used in ESAM to meet the 
three aims is provided in Figure 1.2 1 (module #1 reprinted with the author’s permission 
[1]).  The five module process implemented in ESAM is described in the bulleted list 
below: 
• MODULE#1:   Polysomnogram data collection, for both control subjects and pre-
Parkinsonian disease patients, conducted at ECSDC  
• MODULE#2: Pre-processing of polysomnogram data using noise 
reduction/artifact removal methods that included band-pass filtering and the 
GSVD algorithm 
• MODULE#3:  Polysomnogram processing window selection and feature 
extraction with window selection obtained from physician consultation and 
feature extraction conducted using sequential forward and backward feature 
selection algorithms, Particle Swarm Optimization algorithm, and k-Nearest 
Neighbor classification.       
• MODULE#4:  Sleep stage classification implemented using GOHMMs 
constructed for both control subjects and pre-Parkinsonian disease patients 
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• MODULE#5:      Expert prior knowledge of the human sleep cycle provided by 
the sleep physician to enhance ESAM performance  
 
 





1.3 Research Questions 
The research questions investigated in this study to meet the aims stated in 









































1. What methodology should be incorporated to automatically remove/compensate for 
specific artifacts within the human polysomnogram? 
2.  What quantitative features should be extracted from the polysomnogram to best 
describe the human sleep cycle? 
3. What GOHMM model parameters should be used to best differentiation between 
control subjects and pre-Parkinsonian patients? 
1.4 Significance of Study 
 Sleep problems adversely affect daytime vigilance, job performance, and accident 
rates.  Physiological changes during sleep also contribute to a wide variety of medical 
conditions.  In 2005 the National Sleep Foundation found that 75% of American adults 
suffer from some type of sleep problem at least a few nights each week [5].  
Understanding the human sleep cycle will aid physicians in the identification, treatment, 
and prediction of sleep disorders.  Advancements in sleep research also provide potential 
cost savings along with improved health for thousands of Americans.   
1.5 Delimitations 
1.  Polysomnogram data were collected for this study during 01/29/2007 through 
03/16/2008. 
2.  All polysomnogram data for this study were obtained from the ECSDC located in 
Atlanta, Georgia. 
3.  The age range of subjects/patients included in this study was 54 to 76.    
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4.  Manual artifact labeling for evaluation of the artifact methodology was conducted 




1.  The size of the data set investigated was sufficient to extract significant conclusions 
regarding the application of ESAM to clinically relevant sleep problems.  
2. The artifacts investigated were the primary polysomnogram signal degradation 
contributors in this study. 
3. Artifacts not detected during manual labeling for artifact methodology performance 
validation did not significantly contribute to polysomnogram signal degradation.       
4.  The age range of subjects/patients utilized in this study significantly reflected the pre-
Parkinsonian disease patient demographic. 
5. Single night polysomnogram recordings for each subject/patient represented a 
sufficient sample set for pre-Parkinsonian disease classification. 
1.7 Definition of Terms 
1.7.1 Sleep Stages 
   
 According to R&K there are two cycles of sleep: REM (Rapid Eye Movement) 
and NREM (Non-Rapid Eye Movement).  REM represents one stage of sleep that is 
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distinguished by physiological attributes such as increased brain activity, pronounced eye 
movement, hastened respiration, and muscle relaxation.  NREM sleep consists of four 
stages (Stage 1, Stage2, Stage 3, and Stage 4).  Wakefulness (Stage W) is often included 
as the sixth stage of the human sleep cycle.   
 Brain waves referenced during the characterization of sleep staging include: delta, 
theta, alpha, and beta bandwidths.  The delta bandwidth tends to have the highest 
amplitude and slowest waves.  These waves are usually found to reside below 4 Hz.  
Delta activity is often described as deep sleep because of the sleeper’s low level of 
arousal.  The 4 to 7 Hz frequency band includes theta brain wave activity and is present 
during sleep but may also be found in the wake state during stressful periods for adults.  
Alpha waves reside above 13 Hz bandwidth and are found when an individual is relaxed 
yet alert.  Beta waves are located within the 14 to 30 Hz frequency band and are 
associated with normal waking consciousness.  Figures 1.7.1. 1 - 4 taken from Butkov 
[1], and reprinted with the author’s permission, display the brain wave activity found in 
the EEG signal during alpha, beta, theta, and delta activity respectively. 
 
 






















Figure 1.7.1 4: Illustration of delta wave activity in the EEG signal[1]. 
 
1.7.2 Scoring Criteria 
 The sleep stages with their prominent waveform characteristics taken from R&K 
[2] are listed below.  These waveform characteristics were utilized as scoring criteria by 
the sleep technician in this study. 
Wakefulness 
 This stage is represented by rhythmic alpha waves and/or low voltage, and mixed 
frequency activity in the EEG.    
NREM Cycle 
Stage 1: Considered a transitional stage of sleep, usually lasts for several minutes.  Theta 
activity and sharp waves are prevalent with low voltage in the EEG.  REM activity is 
absent in the EOG.   
Stage 2: Consists of sinusoidal waves appearing in bursts of 12-14 Hz, commonly 
labeled as sleep spindles, residing within the EEG.  K-Complexes (KCs) are also present, 
which are EEG waveforms defined by a negative sharp wave immediately followed by a 
positive component.  The time duration of these waveforms should exceed 0.5 seconds. 
Stage 3:  The EEG is marked by low-frequency delta waves/slow wave activity. 
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Stage 4: This stage along with Stage 3 is often referred to as slow-wave sleep.  The latter 
may be attributed to the increase in slow wave activity that dominates the EEG reading. 
REM Cycle 
 Saw-tooth, theta, and slow alpha wave activity are commonly found in the EEG 
within this stage.  REM activity is present in the EOG.  Low amplitude activity is found 
in the EMG.       
 Table 1.7.2 1 adopted from Carskadon et al. summarizes the 20-30 second epoch-
based sleep stage scoring criteria outlined by R&K for the adult normal sleep cycle [6].  
Graphical representations of the polysomnogram activity and prominent waveforms 




Table 1.7.2 1: Summary of sleep staging criteria outlined by R&K. 
Stage 
 













Low voltage activity compared to 
baseline and mixed frequency waves 
Rapid or no eye 
movements, plus slow 
eye movements 
during drowsiness  
    
 
 
Low voltage activity compared to 
baseline and mixed frequency waves 
 Slow eye movements 
 
Tonic activity low 
NREM 
Stage 1 
Theta activity may be present (3-7 Hz) 
along with sharp vertex waves   





Low voltage activity compared to 
baseline and mixed frequency waves 
 
Sleep spindles (12-14 Hz) and  
KC events 
Some slow eye 
movements near sleep 
onset 
Tonic activity low 
 
 
    




Approximately half of the epoch 
contains high voltage activity(> 75µV) 
 None Tonic activity low 
NREM  
Stage 3 
At least 20% of the epoch contains 
slow frequency waves (= 2 Hz)   
    
    
 
 
More than half of the epoch contains 
high voltage (> 75µV) 
 




    
    
Stage REM 
 
Low voltage activity compared to 
baseline and mixed frequency waves 
 
Sawtooth, theta, and slow alpha wave 
activity present Phasic rapid eye 
Tonic 
suppression w/ 
  movements phasic twitches 




Figure 1.7.2 1: Illustration of polysomnogram data with respective sleep stages outlined by R&K 




Figure 1.7.2 2: Prominent brain waveforms commonly found in the normal human sleep cycle (re-printed 
with author’s permission [1]). 
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1.8 Organization of Study 
The remaining portions of this study are organized into four chapters, appendices 
and references in the following order.  Chapter 2 provides a review of relevant literature 
addressing concerns with R&K sleep scoring, artifact removal and compensation for 
polysomnogram data, computerized (automated) sleep scoring, and Parkinson’s disease 
and the human sleep cycle.   Chapter 3 presents the research design and methodology 
utilized to conduct the study.  The data collection procedures, population and sampling 
procedures, instrumentation, study limitations, and research design are discussed.  
Presentation of the results obtained from ESAM polysomnogram intelligent feature 
selection, and ESAM model selection are provided in Chapter 4.  A summary of the 
study, the relation of the study findings to the literature, study surprises, implications for 
action based on the study and how the study may be expanded to conduct further research 
are presented in Chapter 5.  Appendices and references make up the final portion of the 
study.           
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CHAPTER 2: LITERATURE REVIEW 
 
2.1 Chapter Introduction 
This chapter focuses on four major aspects of human sleep analysis via 
polysomnography for computer-based human sleep modeling systems: interpretation, 
pre-processing, sleep stage classification, and abnormal sleep detection.  The four major 
aspects of human polysomnogram analysis represent the benchmark for the development 
of efficient computer-based human sleep modeling systems.   
Chapter 2 begins with a sub-section entitled Concerns Regarding Rechtschaffen 
and Kales Sleep Scoring Manual.  Interpretation of the polysomnogram is the major 
focus of this sub-section.  Ambiguities found in R&K that are interpretation dependent 
and may significantly affect computer-based human sleep modeling system performance 
are presented.  Interpretation dependent ambiguities within R&K that may affect 
computer-based human sleep modeling system performance include the experimental 
procedure, epoch scoring procedure, and sleep stage characteristic definition.    
Following the sub-section on ambiguities within the R&K sleep scoring manual a 
section on polysomnogram artifact removal and compensation is presented.  
Polysomnogram pre-processing is the major focus of this sub-section entitled 
Polysomnogram Artifacts: Removal and Compensation.  Developments in artifact 
processing for polysomnogram signal processing are presented through the topics of 
artifact prevention, treatment, and recovery. This sub-section concludes with the author’s 
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interpretation of the documents reviewed and how they relate to the development of 
computer-based human sleep modeling systems. 
A sub-section on computer-based sleep stage classification is presented following 
the section on polysomnogram artifact removal and compensation.  Polysomnogram 
sleep stage classification is the major focus of this sub-section entitled Computerized 
(Automated) Sleep Scoring.  Computerized sleep scoring is discussed via three topics: 
feature selection, classification, and human sleep modeling.  Feature extraction addresses 
the translation of visual data observed by the clinician in the human polysomnogram into 
quantitative values to be processed in a computer-based sleep analysis system.  
Classification of human polysomnogram characteristics is dependent upon the selected 
features.  Lastly, computer-based approaches incorporating classification methods with 
human polysomnogram inputs to formulate quantitative-based human sleep modeling 
systems are presented.   
Chapter 2 ends with a brief background on the clinical disorder Parkinson’s 
disease entitled Parkinson’s Disease and the Human Sleep Cycle.  Abnormal sleep 
detection is the major focus of this sub-section.   The detection of polysomnogram 
characteristics common to patients suffering from pre-Parkinsonian symptoms is an 
example case of the application of ESAM towards a clinically relevant sleep problem.  
Understanding this link between Parkinson’s disease and the human sleep cycle displays 




2.2 Concerns Regarding Rechtschaffen and Kales 
 Chapter 1 section 1.7.2 provided a brief overview of R&K sleep scoring criteria. 
Information regarding ambiguities associated with the R&K sleep scoring criteria are 
provided from Himanen et al., unless otherwise stated, and are presented in this section 
[8].  
2.2.1 R&K Experimental  Procedures 
 R&K’s sleep manual was specifically developed for analysis of paper data 
recordings, which was the common polysomnographic collection method in 1968.  Data 
collection specifications for the paper recordings included filter gains, paper speed, pen 
deflection, and number of channels.  Advancements in digital signal processing and the 
utilization of digital equipment during the data collection process have made many of 
these specifications outdated. 
 Regarding electroencephalographic (EEG) recordings, the R&K committee did 
not find significant differences between regional areas on the scalp during sleep staging 
using EEG analysis.  EEG channels C4-A1 and C3-A2 (refer to Section 3.2 Data 
Collection Procedures) were thought to be synchronous.  Therefore, the committee 
suggested that the selection of one of these central EEG channels was satisfactory for 
sleep analysis.  However, no experimental studies were conducted to validate these 
conclusions.  Synchronicity of the C4-A1 and C3-A2 EEG channels were not the basis of 
ESAM.  Therefore, uncertainties regarding this aspect of the polysomnogram collection 
procedure are not problematic to the development of ESAM.   
2.2.2 R&K Epoch Scoring 
 Epochs of equal duration are individually assigned to a sleep stage using the R&K 
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criteria.  If the epoch contains characteristics of two or more stages it is classified 
according to the sleep stage of the longest duration.  Generally, if a 20 s epoch scoring 
approach is adopted, then an 11 s observation of a particular sleep stage is adequate for 
sleep scoring, while with a 30 s epoch scoring constraint a 16 s assessment is sufficient. 
 The above epoch scoring requirements are problematic since sudden stage 
transitions are often ignored, which prevents the study of the microstructure of sleep.  
Also, it is important to note that the ability to determine which sleep stage characteristics 
dominate an epoch is subjective.  Studies have shown that the same individuals will score 
transitional epochs differently on separate occasions, especially for transitional stages 
such as sleep Stage 1 [9].  Normal sleep subjects contain electrophysiological 
characteristics that fit well within the R&K scoring criteria and have less immediate stage 
transitions; therefore these problems are less applicable to them.  However, in disturbed-
sleep subjects a larger number of sudden sleep stage transitions are present that may be 
overlooked when implementing the R&K scoring criteria.  This can provide an improper 
representation of the subject’s sleep cycle and lead to an incorrect clinical diagnosis. 
 
2.2.3 R & K Stage Characteristics 
 The goals of the R&K committee did not include redefining the current 
approaches toward sleep analysis but rather linking them to create a more concise 
universally acceptable methodology.  With this objective in mind the committee defined 
the sleep stages based on the state of the art that defined sleep polygraphically with sleep 
Stages 1, 2, 3, 4, and REM.  The conscious state “Wake” was also defined.  However, 
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scoring ambiguities exist within the sleep stages defined by R&K.  The aforementioned 
ambiguities are presented below.    
Wakefulness  
 Alpha activity and eye and muscle movement are the primary characteristics used 
to classify this stage.  However, alpha activity has also been noticed in drowsy and sleep 
states so it is not always evident if the subject is experiencing an “alpha-sleep type” pre-
arousal (micro-arousal) or a wake state. 
Stage 1 
 This stage classification is defined by R&K as containing low-amplitude EEG 
with no sleep spindles or REMs within the EOG for time durations longer than 3 minutes.  
However, some studies have argued that the 3-minute rule is too long and causes many 
Stage 1 segments to be left unnoticed and scored as Stage 2 [10].   
Stage 2 
 Initial indication of this stage is defined according to R&K as the first appearance 
of a sleep spindle or a KC lasting at least 0.5 seconds within low-voltage background 
EEG activity.  The definition of the start of Stage 2 depends heavily on the sufficient 
recognition of spindle and KC events. However, the start and endpoint of the KC 
markings are not clearly stated within R&K criteria, which can cause confusion when 
defining Stage 2 epochs.   
 More confusion in Stage 2 scoring is found when episodes containing delta 
activity less than 75 µV in amplitude are commonly scored as Stage 2 despite a deficit of 
spindles or distinguishable KC events being observed.  In this situation, if the R&K 
criteria were strictly enforced, this case would be scored as Stage 1, therefore displaying 
 18 
the subjective nature of the R&K criteria. 
 Studies also show that sleep spindles and KC events tend to decrease in older 
healthy adults (average age=75.5±6.3 years) [11].  These findings are not addressed 
within the R&K criteria for scoring Stage 2 sleep. 
Stages 3 and 4 
Determination of  sleep stages 3 and 4 according to R&K criteria is based on the 
presence of at least 20%  but no greater than 50% of 2 Hz waves or slower with 
amplitudes larger than 75 µV peak to peak (measured by calculating the difference 
between the most negative and positive points of the wave) within the EEG epoch.  The 
amplitude threshold of 75 µV appears to be sufficient for normal young adults (ages 
ranges = 25-35 years old) with delta amplitude usually being greater than 100 µV.  
Problems occur when applying the same amplitude threshold to the elderly.  The 
literature has shown that slow wave amplitude decreases as an individual ages, especially 
within elderly men [12].  This indicates that the 75µV threshold may not be applicable for 
all age groups in scoring Stages 3 & 4 sleep.  Also, application of R&K criteria in scoring 
these stages provides low inter-scorer confidence (23.5%) for patients with obstructive 
sleep apnea hypopnea syndrome [13].  
Stage REM 
 An absence of KCs and sleep spindle events along with EMG (movement) 
activity may be indicators of sleep Stage REM according to R&K criteria.  This stage is 
also defined by the occurrence of REMs within the EOG and possibly some saw-tooth 
waveform representation within the EEG.  R&K criteria modifications are suggested 
within the literature when disease alters stage REM sleep of the polysomnogram.  Bliwise 
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et al. have cited stage REM scoring methods beyond R&K criteria for patients with 
Parkinson’s disease [14].  
2.2.4 Revisions to R&K 
 Studies were not performed to investigate whether legitimate correlations existed 
between the polysomnogram results and the underlying morphological and physiological 
processes, during sleep, prior to the R&K manual’s acceptance.  This justified the 
committee’s suggestions that revisions to the R&K manual be submitted.  In 2004, the 
American Academy of Sleep Medicine (AASM) appointed a digital task force to update 
sections of the R&K manual.  This task force focused on defining standards for digitally 
recording and scoring EEG phenomena, transient central nervous system arousals, sleep 
disordered breathing events, leg movement activity, sleep cycle alterations as a function 
of age, and other issues related to computerized polysomnography [15].   
 In 2007 the American Academy of Sleep Medicine (AASM) Manual for the 
Scoring of Sleep and Associated Events: Rules, Terminology, and Technical 
Specifications was published [16].  Shumard describes the AASM manual revisions to the 
R&K criteria regarding the scoring of sleep stages [17]: 
§ The terminology has slightly changed with wake now being referred to as 
stage W, and stages N1, N2, and N3 referring to the "old" NREM stages 1, 2, 
and 3; REM should now be labeled stage R.  
§ Stage N3 represents slow wave sleep and replaces the R&K nomenclature of 
stage 3 and stage 4 sleep.  
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§ Each stage now includes more detailed definitions and rules as well as 
procedural notes (figures are included in the manual to give some examples of 
the rules).  
§ The previous "3 minute rule" has now been abolished; therefore, the biggest 
impact will be noticed in the scoring of N2. N2 sleep can be scored as soon as 
one or more K-complexes unassociated with arousal or one or more trains of 
sleep spindle occur in the first half of the epoch or the last half of the previous 
epoch.  
§ Major body movements are now either scored as stage W (if more than 15 
seconds of alpha is present for any part of the epoch or if an epoch of stage W 
precedes or follows the movement) or scored as the same stage as the 
following epoch.  
 Section 2.2 of this study has presented problems associated with applying R&K 
criteria to the diagnosis of certain sleep pathologies.  These problems may be attributed to 
the R&K manual’s initial design specifications for the analysis of healthy adults.  Despite 
the latter, R&K criteria remain the standard for the diagnosis of sleep-related illnesses, 
such as sleep apnea, narcolepsy, and restless leg syndrome.  Although the AASM manual 
provides a new interpretation of the human sleep cycle and addresses some of the 
concerns presented it has yet to be accepted universally within clinical sleep laboratories.  
Section 2.2 of this study is not presented to obtain closure on all problems associated with 
applying R&K criteria to the diagnosis of certain sleep pathologies.  This section is 
presented to display that further investigations are required to obtain substantial 
information on the best interpretation of the human sleep process regarding certain sleep 
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pathologies.  An example investigation is displayed in chapter 4 of this study which 
illustrates the performance of ESAM in the discrimination between human sleep cycles of 
control subjects and pre-Parkinsonian disease patients.  
2.3 Polysomnogram Artifacts: Removal and Compensation 
2.3.1 Polysomnogram Artifacts 
 The establishment of an efficient computer-based ESAM relies on the creation of 
an efficient artifact processing methodology.  Information regarding the application of 
artifact processing to computerized analysis of polysomnogram data has been provided 
by Anderer et al. unless stated otherwise[18]. 
2.3.2 EEG Artifacts 
 Artifacts (noise contributions) within EEG data are represented by any electrical 
potential difference source that is extra cerebral.  EEG artifact has been shown to 
replicate that of standard EEG patterns [19], which may significantly influence 
computerized and manual sleep staging.  Therefore, it is of extreme importance that the 
proper treatment of artifacts be incorporated when analyzing sleep EEG data.  To provide 
the reader with a knowledge base regarding the area of artifact removal, the most well-
known sources of sleep EEG artifact are addressed in this section: ocular (EOG), EMG, 
electro-dermal, EKG, pulse, movement, and technical artifacts. 
2.3.3 Ocular Artifacts 
 Slow and rapid eye movements or eye blinks, which alter the external electrical 
field of the cornea-retinal dipole, are the primary causes of ocular artifacts.  These 
artifacts may interfere with EEG and EMG channels during polysomnograph recordings. 
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2.3.4 EMG Artifacts 
 A mixture of swallowing and various body movements are responsible for EMG 
artifacts.  Specifically, body and head movements may introduce slow potential shifts in 
the polysomnogram that may cause the improper interpretation of the EEG as delta 
activity [20].  Also, 60 Hz interference may be found in the EMG channels and is often 
observed in the leg EMG recordings.  This artifact occurs when the EMG leads absorb 60 
Hz line power as interference from the sleep laboratory environment [1]. 
2.3.5 Electro-dermal Artifacts 
 Modifications in the electrolyte concentration of the EEG electrodes resulting 
from sweat gland secretions are the sources of electro-dermal artifacts.  Immediate 
arousals during light sleep (Stage 1/Stage2) may also contribute to these artifacts. 
2.3.6 EKG Artifacts 
 EKG artifacts depend on the direction of the electrical dipole of the heart and may 
interfere with several polysomnogram data channels at once.  Therefore, the electrical 
field generated by the heart may also corrupt the EEG data recordings. 
2.3.7 Pulse Artifacts 
 Pulsating scalp arteries located directly beneath the electrode contribute to the 
pulse artifact.  These artifacts are localized to the lead that maintains contact with the 
pulsating artery. 
2.3.8 Movement Artifacts 
 Breathing-related chest movements that press the scalp electrodes onto the pillow, 
creating rhythmic slow potential shifts in the polysomnogram, contribute to movement 
artifacts.  Of course, other types of body movements not mentioned may also contribute 
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to this type of artifact. 
2.3.9 Technical Artifacts 
 Technical artifacts appear within any area of the recording system, specifically 
within the electrodes, leads, or the EEG instrumentation.  An illustration of the electrodes 
and leads commonly utilized during a sleep study is provided in Figure  2.3.9 1 [1]. 
 Immediate changes in the direct current potential between the electrode and the 
skin create technical artifacts.  These artifacts may be viewed in the corresponding 
electrode channel by sharp rises of variable amplitude, with exponential decays 
dependent upon the time constant.  The movement of electrode leads may create 
electrostatic activity that produces slow wave artifacts that are considered technical 
artifacts. 
 
Figure 2.3.9 1: Illustration of electrode and lead connections commonly used during a polysomnograph 










2.3.10 Artifact Processing 
 Polysomnogram artifacts may be handled by two main approaches, prevention 
and treatment.  Methods regarding these approaches are presented in this section. 
2.3.11 Artifact Prevention 
 Artifact prevention focuses on the avoidance of artifacts during experimental 
procedures applied to collect the polysomnogram.  This requires a cool and relaxing 
recording environment coupled with high-quality polysomnographic recording devices to 
achieve optimal experimental results.  Experienced polysomnograph technicians should 
be employed to properly setup the electrode connections to monitor and test the electrode 
impedance levels before and after the recording process.  Sweat artifacts may be 
prevented by rubbing the skin with an abrasive paste and/or skin puncturing below the 
electrode location [21].  The EKG electrode may be relocated a few millimeters from the 
pulsating artery to eliminate pulse artifact. 
2.3.12 Artifact Treatment 
 Artifact treatment focuses on artifact removal through data elimination or 
recovery.  Data elimination requires that all data segments classified as artifact be 
removed from the data set.  This method may result in an undesirable loss of data, 
making further polysomnogram analysis difficult if not impossible.  A more effective 
scheme involves data recovery.  Within this scheme data segments, classified as artifacts 
are processed algorithmically, eliminating only the undesirable noise components.  
Current data recovery methods require that the source of the artifact be observable via 
channel recordings or reconstruction methods.  For example, these recording-and 
reconstruction-based schemes may be incorporated using EOG for ocular artifacts or 
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EKG for cardiovascular artifacts.  Although these methods seem advantageous, it is 
important that each method undergo careful validation to avoid distortion of the 
waveform. 
2.3.13 Artifact Recovery Methods 
 Artifact processing within ESAM focuses on artifact recovery methods.  The three 
primary artifact recovery methods, digital filtering, linear combination, and 
reconstruction for polysomnograph data are presented below in further detail. 
2.3.14 Digital Filtering 
 Low [22] and high [23] pass filters have been implemented in artifact recovery 
methods to eliminate the effects of muscle and sweat artifacts.  However, digital filtering 
may cause major distortions within the EEG when filtering the artifact signals [19]. 
2.3.15 Linear Combination 
 The linear combination technique assumes that the original artifact source may be 
recorded and the “observed” EEG signal is a linear combination of the “true” EEG signal 
and the recorded artifact sources [24].  Artifact sources are subtracted from the 
appropriate portion of the “observed” EEG signal to conduct artifact recovery.  
Performing this technique depends on the quality of the recorded artifact sources.  Signal 
loss may occur if artifact sources contain parts of the “true” EEG signal. 
2.3.16 Reconstruction 
 Reconstruction of artifact sources is possible when topographic (spatial) data 
regarding electrode locations is available.  This spatial information, which includes the 
physical locations of the electrode placements, may be mathematically modeled to 
identify and remove specific artifacts.  A multiple source eye correction method created 
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by Berg and Scherg corrects for EOG artifact using reconstruction [25].  This approach 
requires that a model of brain activity be coupled with spatial information from eye 
activity to detect ocular artifacts. Casarotto et al. also used reconstruction to obtain ocular 
artifact sources although their approach, principal component analysis (PCA), requires no 
brain activity model [26].  PCA uses a linear transformation to project the high-
dimensional polysomnograph data onto a lower-dimensional space [27].  A least squares 
error criterion is required for the projection.  Components obtained from the projection 
are utilized to detect the artifacts within the polysomnograph data.   
 Independent component analysis (ICA) is another form of component analysis.  
This type of analysis seeks directions in lower dimensional spaces, which provide the 
highest independence between the measured signals [27].  It is assumed that brain and 
artifact activities are produced from independent sources.  The retrieved independent 
components are utilized to detect the artifacts within the polysomnogram data.  Vigario 
applied ICA to polysomnogram data to isolate EOG artifacts [28]. Problems associated 
with ICA include the assumption that the signal is stationary and a lack of an explicit 
noise model.  The latter may prevent sufficient noise removal within the signal and the 
former prevents the automation of the algorithm unless (quasi-stationary) sliding 
windows are implemented.  
2.3.17 Artifact Conclusions 
 The manual approach to the removal of artifacts is extremely time consuming and 
may detrimentally decrease the data set size for sleep analysis.  Consequently, there is a 
compelling need for a reliable and efficient automated artifact processing scheme.  It is 
also important to note that until a reliable artifact processing scheme is instituted a 
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reliable computer-based ESAM will not be possible for clinical application.  Chapter 3 
section 6.1 addresses the incorporation of a valid artifact processing scheme to ensure 
proper automated sleep scoring in the computer-based ESAM system. 
2.4 Computerized (Automated) Sleep Scoring 
2.4.1 Feature Analysis 
 Feature analysis consists of two components: feature extraction and feature 
selection.  The first step in feature analysis is feature extraction.  Feature extraction is a 
technique used to characterize an object for recognition via measurements whose values 
are very similar for objects within the same category, and are very dissimilar for objects 
in different categories [27].  Feature extraction measurements reduce the data size, which 
decreases device implementation costs, paving the way for commercial/clinical 
applications.  Since, ESAM contains commercial/clinical prospects it is advantageous 
that feature extraction approaches be adopted.    
 Past feature extraction methods for sleep staging consist of, relative spectral 
energy estimation, harmonic Hjorth methods [29], statistical feature analysis of the mean, 
average power, standard deviation calculations, and ratio of the absolute mean value of 
wavelet coefficient sub-bands estimation [30].  Other feature extraction methods for sleep 
staging include calculating the Lem-Ziv complexity, spectrum entropy, and approximate 
entropy estimation [31], EMG frequency level, and autoregressive reflection coefficients 
[32].  The literature also cites feature extraction methods including discrete cosine 
transform coefficients, discrete wavelet transform coefficients, adaptive autoregressive 
parameters [33], stochastic complexity [34], spectral edge frequency, relative EMG 
power, skewness, kurtosis, 75th amplitude percentile and mobility [35].      
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 Previous feature extraction methods for artifact removal in polysomnographic 
data consist of maximum absolute amplitude measurements [36], autoregressive 
modeling coefficient extraction along with power spectrum analysis for high pass and 
adaptive notch filtering  [37], and correlation measurements [38].    
2.4.2 Feature Selection 
The second step in feature analysis is feature selection.   Feature selection is a 
technique used to construct and select subsets of features that improve data visualization 
and interpretation, storage, training and computation time reduction, and 
prediction/classification performance [39].  This section presents two groups of feature 
selection methods as described by Holder et al. [40] followed by an overview of a 
dimensionality reduction optimization technique based on Particle Swarm Optimization 
(PSO).  The section concludes with a description of how the presented feature selection 
methods are incorporated in ESAM. 
Group one of feature selection methods described by Holder et al. [40] involves 
filtering/ranking the original extracted features.  It is expected that the filtering/ranking 
process be executed such that sufficient feature dimensionality reduction be obtained for 
the final learning task.  Filtering/ranking methods utilize metrics to determine the 
relevance of each feature.  The correlation coefficient and mutual information are 
common metrics used in the filtering/ranking of features.  For example, features with the 
same correlation coefficient value may be given a lower rank and considered less 
important to the final learning tasks over features with very dissimilar correlation 
coefficient values.  However, it should be noted that the correlation coefficient and 
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mutual information metrics may not provide the optimal performance in dimensionality 
reduction when conditional dependence between features is present.             
Group two of feature selection methods described by Holder et al. [40] involves 
using the learning algorithms as metrics to identify optimal subsets of the original 
extracted features.  Two common approaches used in group two include the embedded 
and wrapper feature selection methods.  In embedded methods feature subsets are 
evaluated and selected based on the training process of the classifier (see Section 2.4.3 
for more about classification).  Wrapper performance metrics unlike embedded methods 
are not dependent on the classifier training process.  The classifier in a wrapper feature 
selection approach is treated as a black box and is only used to evaluate the performance 
of the feature subset at representing the final learning tasks.  Both embedded and wrapper 
methods have the potential to obtain final feature subsets by using sequential forward 
selection or backward elimination.  In sequential forward selection, features are added to 
a small initial subset of features as long as the performance of the final learning tasks 
improves.  Sequential backward selection starts with all the original features and 
continues to eliminate features that provide the least promising performance for the final 
learning tasks [39].   Further information regarding the methodology of sequential 
forward and backward feature selection algorithms are provided in Section 3.6.2.1.  
Promising feature selection for polysomnogram analysis is ultimately dependent 
upon the data domain and final learning tasks.  Past approaches toward feature selection 
for polysomnogram analysis have included Bayesian wrappers and sequential forward 
selection [41].  Feature selection may also be approached using optimization techniques 
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to create feature subsets.  An optimization technique used for feature selection is the PSO 
algorithm.       
PSO was developed in 1995 by James Kennedy and Russell Eberhart as a 
population based stochastic optimization technique to obtain the “near optimal” minimum 
or maximum output value in a search space. The behavior of flocking birds was the 
inspiration for this algorithm.  An analogous relationship between the flocking bird 
behavior and PSO strategy is often used in the literature.  Hu et al. provides a good 
description of this analogy:   
“Assume the following scenario: a group of birds are randomly searching for 
food in an area.  There is only one piece of food in the area being searched.  
The birds do not know where the food is.  But they know how far the food is and 
their peers’ positions.  So what’s the best strategy to find the food?  An effective 
strategy is to follow the bird which is nearest to the food. 
PSO learns from the scenario and uses it to solve the optimization problems.  In 
PSO, each single solution is like a “bird” in the search space, which is called 
“particle”.  All particles have fitness function values which are evaluated by the 
fitness function to be optimized, and have velocities which direct the flying of 
the particles.  The particles fly through the problem space by following the 
particles with the best solutions so far.   [42]   
Particle Swarm Optimization 
 Initialization of the PSO algorithm in this study began with specifying a group of 
random particles.  The length of the each particle was equal to the length of the feature 
vector.  The fitness value of each particle was calculated in relation to the expert’s sleep 
event scoring.  The next step involved calculating the value pBest.  The value pBest was 
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the location of the best solution (fitness value) a particle had reached throughout the 
running of the algorithm.  PSO labeled the location of the best fitness that any neighbor 
of a particle has obtained as nBest.  This was calculated after obtaining the value pBest.  
The values pBest and nBest represented the two “best” particle values utilized in the PSO 
iteration process to obtain the “near optimal” solution [42].  In the case where a particle 
considered the entire population as its neighbors, the best location was considered a 
global best and referred to as gBest.  When the maximum number of iterations or the 
minimum fitness criteria had been reached, the PSO algorithm stopped and the feature(s) 
corresponding to the gBest particle were the output.  A flowchart outlining this general 
approach to the PSO algorithm is displayed in Figure 2.4.2 1. 
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Three main approaches exist for the implementation of the PSO algorithm.  These 
approaches include binary, continuous numbers, and hybrid decision models.  Binary and 
continuous numbers PSO decision models have been used by Shi, Eberhart, Firpi, and 
Agrafiotis to construct candidate subsets of features for classification problems [43-45].    
Chapter 3 provides a detailed overview of the methodology behind the b-PSO.  In chapter 
4 of this study the b-PSO, and sequential forward and backward feature selection 
algorithms are compared for optimal feature sub-set selection for ESAM.     
2.4.3 Classification 
 The primary objective of a classifier is to use the feature characteristics provided 
during the feature analysis process to assign an unknown object to a category [27].  
Proper cataloging of input feature characteristics requires a training approach often 
incorporated under the guise of a general model that corresponds to the known data set.  
Training patterns allow the classifier to learn or estimate unknown parameters using the 
general model.  Learning is represented by the reduction of an error function that 
describes the classification error on the training data within the model.  The three primary 
types of learning algorithms include supervised, unsupervised, and reinforcement 
learning.   
 Supervised learning requires the user to provide a category label for each feature 
characteristic in the training set. For optimal performance, the learning algorithm at 
varying input parameter values should be evaluated.  The user’s goal is to reduce the 
labeling error of the learning algorithm.   
 Unsupervised learning is often referred to as clustering.  The user supplies no 
prior category labels or training data but may supply a hypothesis regarding the number 
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of clusters prior for executing the algorithm.  A natural cluster formation is expected to 
occur from the input feature characteristics.  The selection of different cost functions for 
the learning algorithm will provide different cluster formations. 
 Reinforcement learning entails computing the tentative input feature characteristic 
category and comparing it to the known target category label.  A binary approach is often 
incorporated in this method where the tentative labeling is correct or incorrect. Specific 
information regarding the amount of error between the tentative labeling and the correct 
labeling is not given.  Reinforcement learning only provides information regarding the 
classifier’s ability to correctly catalog input feature characteristics and does not provide 
information regarding the measure of error when classification is incorrect.   
 Supervised [46] and unsupervised learning [47] algorithms have been included in 
current automated sleep staging systems.  Learning algorithms for artifact removal in 
polysomnograph data primarily use supervised methods [38, 48].  In this study supervised 
and unsupervised methods are utilized in the GOHMM evaluation within ESAM. 
2.4.4 Modeling 
 Model selection requires deciding on a proper mathematical description of a 
known physical phenomenon.  The physical phenomenon of interest in this study is the 
human sleep cycle.  Model selection based on sleep onset has been presented in the 
literature since 1988 [49].  However, these models are behavioral based and primarily 
focus on wake-to-sleep transitions and do not address transitional occurrences within the 
sleep cycle.  Models that attempt to not only address sleep-to-wake transitions but also 
incorporate transitional aspects of the sleep cycle based on biological signals contained in 
the polysomnogram have been presented by Kemp [50] and Flexer et al. [32].   
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 In this study, attention is given to a continuous and probabilistic sleep stager 
based on a GOHMM, presented by Flexer et al. [4].  The Flexer Model aims to find a 
new description of human sleep based on comparably unambiguous “extreme” 
cornerstones of traditional sleep staging.  These cornerstones represent a model of the 
human sleep cycle as a combination of three different processes: wakefulness “wake,” 
deep sleep “deep,” and REM sleep “REM.”  These stages were selected because of their 
lack of ambiguity among polysomnograph scorers.    
 Benefits of the Flexer Model include a finer temporal resolution and a 
probabilistic basis.  Finer temporal resolution is obtained with a 1-second epoch analysis 
in contrast to that of the 30-second epoch analysis defined by R&K.  This finer temporal 
resolution allows for the investigation of the microstructure of sleep, which is needed for 
the diagnosis of certain sleep illnesses.  Solid probabilistic principles utilized within the 
Flexer Model allow the observation of transitions within the sleep cycle and easy model 
modification of the analysis of abnormal (i.e., sleep illness related) polysomnograph data.  
Chapter 3 section 6.3 provides information on how the Flexer et al. model is incorporated 
into ESAM.  
2.5 Parkinson’s Disease and the Human Sleep Cycle 
 Parkinson’s disease (PD) is a brain disorder clinically marked by tremor 
(shaking), extreme slowness of movement, rigidity (stiffness), and lack of physical 
equilibrium.  The rate of  PD occurrence in the United States is 20 incidences per year per 
100 000 population and affects up to 2% of the population over the age of 65 [51] [52].  
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It has been reported that as many as 80% of patients with Parkinson’s disease 
complain of sleep problems[52].  Studies have shown the prevalence of specific sleep 
disorders such as obstructive sleep apnea syndrome (12%), restless legs syndrome (56%), 
and REM-sleep behavior disorder (13%) in PD patients[53].  Trenkwalder has stated the 
importance of the development of methods to assess sleep disorders linked to PD to 
guarantee the proper treatment and enhancement of quality of life for PD patients [54].  
For this reason, chapter 3 section 6.4 addresses the significance of applying ESAM to 
process poylsomnograms of pre-Parkinsonian patients.   
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CHAPTER 3: METHODOLOGY 
3.1 Chapter Introduction 
Information to substantiate the computer-based ESAM is presented in this section.  
This chapter focuses on the data collection procedures, population definition, sampling 
procedures, instrumentation utilization, study limitations, and research design considered 
in the development of ESAM.   
Section 3.2 entitled Data Collection Procedures discusses the data collection process 
for this study.  Following the sub-section on Data Collection Procedures is a section that 
discusses the population definition for this study.  This sub-section is entitled Population 
and Sampling Procedures.  Details on the population sample for this study including: the 
number of subject/patient study participants, description of the subject/patient 
participants, and the selection criteria utilized to obtain the subjects/patient’s sleep data 
are presented.     
A sub-section on the instruments utilized in this study is presented following the 
section on Population and Sampling Procedures.  This section entitled Instrumentation 
provides a detailed description of all equipment used to process the collected data.  
Following the section on instrumentation the system limitations of ESAM are presented 
in the section entitled Limitations.  This section provides the reader with information on 
the clinical usability of ESAM as a decision support tool for physicians in sleep care. 
Chapter 3 concludes with a detailed overview of the theoretical construct utilized in 
the development of ESAM.  This section entitled Research Design presents information 
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on ESAM regarding: data preprocessing methods, feature selection techniques, 
quantitative model selection, and the relevancy of the selected quantitative model toward 
the selected applications.  
3.2 Data Collection Procedures 
 Study data was obtained from adult polysomnogram (psg) recordings collected at 
ECSDC in Atlanta, Georgia, in association with the Department of Neurology within the 
Emory University School of Medicine.  Special screening was implemented prior to data 
collection to exclude subjects taking medications that had the potential to influence study 
results.  Sleep technicians attached electrodes to extract biological signals from human 
subjects and calibrated sleep monitoring equipment.  Each subject’s 
electroencephalogram, left and right electrooculogram, sub-mental electromylogram, 
right and left anterior tibialis electromylogram, and single bipolar electrocardiogram data 
were digitally sampled at 100Hz and 200 Hz and stored in real time on a personal 
computer using the sleep software program Somnologica® 2.0 (Medcare-Flaga, 
Reykjavik, Iceland) [55].  The 200Hz data was later re-sampled at 100Hz for 
computational ease.      
Electroencephalogram data were extracted from central and occipital electrodes 
C3, C4, O1, and O2, respectively, according to the International 10/20 system.  These 
electrodes were referenced to the ground electrodes A1 and A2 as follows C3-to-A2, C4-
to-A1, O1-to-A2, and O2-to-A2.  The latter were labeled as follows in the data set: C3-
A2, C4-A1, O1-A2, and O2-A2.  Figure 3.2 1 illustrates the International 10/20 scalp 








Electrodes were placed above and below the outer canthus of the subject’s eyes to 
extract right and left electroculogram (R-EOG and L-EOG) recordings.  EKG recordings 
were obtained by placing the positive electrode lead below the left pectoral muscle and 
the negative electrode lead under the right clavicle.  The ground lead was placed below 
the right pectoral muscle.   
3.3 Population and Sampling Procedures 
 The sleep population for this study consisted of patients diagnosed with 
presumptive pre-parkinsonism symptoms and normal control subjects.  Purposive 
sampling was used by ECSDC physicians to identify psgs of patients displaying 
parkinsonism symptoms and normal control subjects.  Selection criteria for the clinical 
diagnosis of parkinsonism has been outlined by deRijk et al. [57].  Physicians selected a 
psg as being Parkinsonian when REM-sleep behavior disorder (RBD) was observed.   
Sampling Criteria Rationale 
Parkinsonism primarily affects the older adult population.  The prevalence of 
parkinsonism has been shown to increase with age. Prevalence rates from deRijk et al. for 
parkinsonism within the older adult population may be viewed in Table 3.3 1[57].   
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   Table 3.3  1: Prevalence of parkinsonism within the older adult population. 
Age Group Overall Prevalence of Parkinsonism 







The sleep population for this study consisted of 6 whole night (7.265 hours ± 
0.5929 hours) sleep records/psgs.  Table 3.3 2 displays the demographics, clinical 
diagnosis, and data duration for the subject/patient psgs used in this study.    The age 
range of subjects/patients included in this study was 54 to 76.  This age range was 
selected from the available ECSDC data to reflect the overall prevalence of parkinsonism 
as observed by deRijk et al. [57].   
Figures 3.3 1 – 3.3 6 display histograms indicating the number of occurrences of 
sleep events for each subject/patient included in this study.  Table 3.3 3 indicates the 
relationship between the sleep event and sleep event classification numbers presented in 
Figures 3.3 1 – 3.3 6. 
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Table 3.3  2: Subject/patient psg demographics for this study. 
Subject Number Data Duration 
(Hours) 
Age Gender Clinical Diagnosis 
1 6.95 54 Male Normal 
2 7.79 60 Male Normal 
3 6.52 63 Female Normal 
4 8.04 76 Male Sleep Related Parkinsonism 
Symptoms 
5 6.83 72 Male Sleep Related Parkinsonism 
Symptoms 





Table 3.3  3: Relationship between sleep event and sleep event classification number displayed in Figures 
3.3 1-3.3 6. 
Sleep Event Sleep Event Classification Number 
Stage 1 1 
Stage 2 2 

























Histogram of Sleep Event Distribution for Subject #1
 
Figure 3.3  1: Sleep event distribution for Subject #1. 
 43 






















Histogram of Sleep Event Distribution for Subject #2
 
Figure 3.3  2: Sleep event distribution for Subject #2. 























Histogram of Sleep Event Distribution for Subject #3
 
Figure 3.3  3: Sleep event distribution for Subject #3. 
 44 























Histogram of Sleep Event Distribution for Subject #4
 
Figure 3.3  4: Sleep event distribution for Subject #4. 
























Histogram of Sleep Event Distribution for Subject #5
 
Figure 3.3  5: Sleep event distribution for Subject #5. 
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Histogram of Sleep Event Distribution for Subject #6
 
Figure 3.3  6: Sleep event distribution for Subject #6. 
3.4 Instrumentation  
Psg data for this study were processed on a DELL Precision 650 personal 
computer with two Intel® Xeon™ 2.8GHz and 2.79GHz processors and a Compaq 
Presario C700 laptop computer with a Dual-Core Intel® Pentium processor.  The 
mathematical computational software program MATLAB version 7.0 (R14) was utilized 








 The major limitations of this study are the data set size and intra and inter-rater 
reliability of the sleep technicians who labeled the psg artifacts and sleep stages.  
Resources did not allow for the collection of a large data set, >30 whole night psgs, and 
measurement of the intra and inter-rater reliability of the sleep technicians, so limitations 
exist in determining if and how these factors may bias this study and ESAM 
development.  
3.6 Research Design 
3.6.1 Data Pre-processing 
 
Artifacts that prevent proper analysis of sleep data were identified by sleep 
physicians at ECSDC.  It has been established from the physicians that 50Hz and 60 Hz 
line power absorption, excessive patient movement activity, and sampling interference 
are the major contributors to corruption of the psg data set described in Table 3.3 2. 
These artifacts prevent proper automated sleep stage classification.   
The EMG chin electrode is the primary channel affected by 50Hz and 60 Hz line 
noise artifact.  Excessive patient movement (EPM) activity which includes breathing 
related chest movements, pressing of electrodes on the pillow, and sudden body 
movements can create extreme amplitude values ( > 200µV) and rhythmic slow potential 
shifts in the EEG, EMG, EOG, and EKG electrodes.  The term sampling interference has 
been used to describe interference between electrodes.  This interference may occur when 
data from the EMG channel is superimposed on the EEG channel.  Sampling interference 
may occur between the EEG, EMG, EOG, and EKG electrodes.     
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Examples of psgs corrupted with 50Hz and 60Hz line noise, excessive patient 
movement, and sampling interference from the data set described in Table 3.3 2, are 
presented in Figures 3.6.1 1 - 3.6.1 3.    VIEWEDF for MATLAB, (C) by Alois Schloegl 
1998-2001, was used to obtain the plots presented in Figures 3.6.1 1 - 3.6.1 3. 
    
 
Figure 3.6.1 1: A 10 second example of 50 and 60 Hz line noise in the chin EMG electrode shown in the 







Figure 3.6.1 2: A 10 second example of EPM activity displayed in all electrode channels in the enclosed 
box and indicated by the arrow on  






Figure 3.6.1 3: Illustration of sampling interference superimposed on the C3-A2 EEG electrode from the 
Left and Right EOG electrodes shown in the encirclement of the psg of subject #4. 
 
Psg data was band-pass filtered using a 5th order butter-worth filter to eliminate 50Hz 
and 60 Hz line noise from the psg chin data.   A similar pre-processing approach has been 
utilized in psg signal processing techniques by Zoubek [35].  An example of the 50 Hz 
and 60 Hz line noise removal are provided using the psg chin data from Figure 3.6.1 1.  
Results from band pass filtering the 50Hz and 60 Hz line noise from the psg chin data are 
displayed in Figure3.6.1 4.  The bandwidths and corresponding psg channels extracted 
during the band-pass filtering process are included in Table 3.6.1 1.  
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Table 3.6.1 1: Polysomnogram channels and associated bandwidths extracted during the band pass filtering 
process. 







Figure 3.6.1 4:  Top panel: Illustration of psg chin data from Figure 3.6.1 1.  Bottom panel: Line noise 
removal of 50Hz and 60Hz from the top panel illustration. 
 
EPM represented un-recoverable data and were identified using excessive 
amplitude detection and were clipped from the data sets.  Sampling interference was 
identified using correlation analysis.  Additionally, data compensation was conducted 
using the generalized singular value decomposition (GSVD) algorithm.  Knight applied 
the GSVD algorithm to process blink artifacts in scalp EEG data used in brain-computer 
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interface technology (BCIT) [58].    Data compensation for sampling interference has 
been achieved by adapting Knight’s methods to this work.  Details on this approach are 
located in section 3.6.1.1.   
 
3.6.1.1 Generalized Singular Value Decomposition 
 GSVD is a generalized matrix decomposition algorithm.  This algorithm has been 
utilized in the literature to solve the maximum noise fraction (MNF) problem and is a 
signal separation technique developed to reduce noise in satellite imagery [59].  In 
solving the MNF problem a linear transformation maximizing the signal-to-noise ratio is 
obtained.  The assumption is as follows: 
)()()( nNnSnX += ,   (3.1) 
where Xi(n), i =1,…,p  is the observed multivariate data set, with p channels and n 
samples, generated by source signals, S(n), and corrupted by additive noise, N(n).  
Although, additive noise is assumed the presented approach may also be applied to 
multiplicative noise by taking logarithms of the observed multivariate data set.  The 
assumption of additive noise follows Vigario’s ICA approach where brain and artifact 
activity are assumed to be produced from independent sources[28].  Under this 
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+1,  (3.3) 
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,  (3.4) 
such that, Xψ  and Nψ  provide a set of orthogonal maximum signal and noise fraction 
basis vectors, respectively.  
Equation (3.4) is equivalent to that of equation (3.1) and leads to the optimization 
problem presented in equation (3.5) which may be solved by obtaining the generalized 
eigenvectors. 
XTXψ  = µ NTNψ ,  (3.5) 
Where, µ  equals the eigenvalues.  Eigenvectors for equation (3.5) may be obtained from 
the computation of the GSVD for X and N.  Basis vectors obtained from (3.5) are sorted 
according to decreasing signal-to-noise ratio, which provides a straightforward approach 
for signal de-noising.  
 Previous research by Knight applies the GSVD algorithm to EEG signal analysis 
for artifact removal[58].  A single GSVD component was identified by Knight as 
contributing to signal corruption.  However, this assumption could not be made in our 
application since preliminary results showed prominent artifact contributions in multiple 
electrode channels, therefore a single GSVD component could not be identified for 
artifact contribution.   
 Automation of the identification of sampling interference was conducted by 
utilizing the cross-correlation statistic via a covariance matrix.  Cross-correlation 
measures the degree of similarity between two signals.  Maximum and minimum 
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correlations occur at the values 1 and -1, respectively.  For computational ease, a 
transformation was conducted to obtain a 0 to 1 range such that 0 indicates no correlation 
and 1 indicates maximum correlation.   
 The sampling interference example displayed in Figure 3.6.1 3 illustrated the 
utilization of correlation analysis and the GSVD algorithm for sampling interference psg 
data compensation.  Two cross-correlation metrics were calculated during sampling 
interference psg data compensation.  The first cross-correlation metric (CCM1) detected 
the primary channel of interference (i.e., EOG, EKG, or EMG) with the EEG signal.  A 
second cross-correlation metric (CCM2) detected the GSVD component that suitably 
correlated to the sampling interference artifact.   
 A cross-correlation threshold value of 0.60 was found to be sufficient in detecting 
primary channels of interference and GSVD components containing significant sampling 
interference noise contributions.  This threshold value coincided with Park’s previous 
work of detecting EKG artifact within EEG data using cross-correlation analysis (cross 
correlation values greater than 0.50 considered artifact)[61].   
 GSVD components highly correlated with non-EEG signals were zeroed, 
eliminating their contribution to the EEG signal, and a transformation was conducted to 
obtain the artifact-reduced EEG signal.  A diagram outlining the methodology for the 
sampling interference (SI) psg data compensation module is shown in Figure 3.6.1.1 1.  
Figure 3.6.1.1 2 contains the GSVD components obtained from the SI example using a 
0.50 second processing window.  Table 3.6.1.1 1 contains the cross-correlation matrix 
obtained from the CCM2 calculations between Figures 3.6.1 3 and 3.6.1.1 2. 
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Figure 3.6.1.1 2: GSVD components obtained from preprocessing the window containing SI for subject #4 
in Figure 3.6.1 3.  Component number four (highlighted with the dashed box) contains a suitable 
correlation to that of the SI. 
 
 
Table 3.6.1.1 1: Correlation matrix obtained from the psg of subject #4 corrupted with SI and the GSVD 
components (CCM2 value shown in bold). 
     GSVD COMPONENT     
CHANNEL 1 2 3 4 5 6 7 
Chin 0.18477 0.36335 0.41513 0.25307 0.66416 0.64584 0.71353 
L Leg 0.29055 0.28317 0.53321 0.24821 0.44068 0.65513 0.51222 
EKG 0.19733 0.24611 0.46325 0.53451 0.4011 0.99726 0.70125 
R Leg 0.68388 0.6244 0.35109 0.44773 0.3317 0.24033 0.23013 
EOG Left 0.30385 0.38085 0.40539 0.40597 0.60807 0.58974 0.78996 
EOG Right 0.40128 0.50082 0.39362 0.62668 0.3331 0.44771 0.50257 
C3-A2 0.4287 0.32625 0.34724 0.92831 0.29943 0.55176 0.44966 
 
 The highest CCM1 value (0.69037) in relation to the C3-A2 EEG data channel 
was found in correlation to the R-EOG channel.  Therefore, the R-EOG channel was 
considered the primary channel for C3-A2 sampling interference contribution.  Table 
3.6.1.1 1 shows that GSVD component number four, highlighted in bold, meets CCM2 
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standards (0.62668) for suitable SI correlation to R-EOG channel artifact.  GSVD 
component number four was zeroed for this 0.5 second data segment and results are 
presented in Figure 3.6.1.1 3.  The original C3-A2 EEG data channel information is 
displayed at the top of the figure and the GSVD processed C3-A2 EEG data set is shown 
at the bottom.  Observation of Figure 3.6.1.1 3 displays the benefits provided by the 
automated use of the GSVD algorithm in recovering data corrupted by SI artifact sources.  
Notice the decrease in signal amplitude and subsequent artifact compensation of the 
GSVD processed signal (bottom) compared to that of the original SI corrupted signal 
(top) for electrode channel C3-A2. 
 
Figure 3.6.1.1 3: Original C3-A2 EEG data set (top) and GSVD processed C3-A2 EEG data set (bottom) 
for subject #4 from Figure 3.6.1 3.  The dashed box displays the 0.5 second processing window. 
 
 An illustration of the entire artifact removal and data compensation pre-
processing procedure is provided in Figure 3.6.1.1 4.   
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Figure 3.6.1.1 4:  Illustration of the preprocessing procedure to remove and compensate for artifacts in the 
psg data sets. 
 
 
3.6.2 Feature Selection 
 
3.6.2.1 Sequential Feature Selection 
 Sequential forward and backward feature selection results were compared to the 
binary particle swarm optimization (b-PSO) algorithm feature selection results to 
determine the most suitable feature sub-sets.  This allowed for the efficient detection of 
sleep events modeled in the GOHMM.  Results from this comparison are provided in 
Chapter 4.  Feature sub-sets were determined from the feature library displayed in Tables 
4.2.1 1- 4.2.1 6.  The theoretical background on feature selection described by van der 
Heijde was utilized in this study[62].   
 The features extracted from the psg data were represented as an N-dimensional 
feature measurement vector, where N=67, with M data windows.  The feature vector was 
described by xi,n with i and n representing the temporal size and number of psg features 
respectively.  The full feature set, ( )NF , was described such that  ( )NF = {xi,n|i =1,…,M; 
         EEG 
         EOG 
         EKG 

























n = 0,…, N-1}.  The feature sub-set of ( )NF , ( )DF j , was described such that ( )DF j  = 
{yi,d|i =1,…,M; d = 0,…, D-1} with D<N.  Each element in the feature sub-set, ( )DF j , 
was found in the feature set, ( )NF , such that yi,d = xi,n. 

















= .  (3.6) 
 All unique combinations of N features containing D dimensions were described 
by q(D).  The performance metric, J, was defined as the squared Mahalanobis distance 
(r2), which is the distance between the feature vector, x, and the mean vector, µ, [63] such 
that 
=2r (x – µ)'C-1(x – µ),  (3.7)  
with C representing a self-adjoint and positive definite covariance matrix of the training 
data set.  The squared Mahalanobis distance was used to determine which sleep event of 
interest was nearest to a specific feature vector.  This allowed for efficient classification 
of sleep events of interest using a selected feature subset. 
 The main objective of feature selection was to find a feature subset ( )DF̂  that 
outperformed all other feature subsets with D dimensions such that: 
( )DF̂  = ( )DFi  with: J ( ( )DFi ) = J ( ( )DF j ) for all )}(,...,1{ Dqj ∈ . (3.8)  
Pseudo-code for the sequential forward and backward algorithms are included in Figures 
3.6.2.1 1 and 3.6.2.1 2 [64]. 
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Figure 3.6.2.1 2: Pseudo-code for the sequential backward feature selection algorithm 
 
 
3.6.2.2 Binary Particle Swarm Optimization Algorithm 
 The b-PSO algorithm was implemented in this study to provide the most suitable 
feature subsets for the pre-Parkinsonian disease patient and control subject GOHMMs.  
This approach was selected based on its direct feature selection approach, which indicates 
1. Initialize the feature subset 
F0 = {Ø}; j = 0. 
 
2. Add a feature based on the performance  
    metric results 





3.  Update the feature subset 
            Fj+1 = Fj + x+  
 
4.  If j<d, then 
 j = j + 1 and go to step 2 




1. Initialize the feature subset 
F0 = F(N); j = 0. 
 
2. Eliminate a feature based on 
    performance metric results 





3.  Update the feature subset 
            Fj+1 = Fj – x--  
 
4.  If j<d, then 
 j = j + 1 and go to step 2 
     Else 
 END 
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selected features (1) or removed features (0).  Selected features represent the final feature 
subsets and are included in the feature extraction module in ESAM.  The theoretical basis 
behind the b-PSO is provided by Engelbrecht [65]. 
 The original PSO states that the trajectory, v, of each particle is represented  
by the following equation: 
vij(t +1) = w* vij(t) + c1 * r (pij – xij(t))+ c2 * r (pgi – xij(t)).  (3.9) 
Where w is an inertia weight, c1 and c2 are positive constants, r represents a random 
number in the range [0, 1] sampled from a uniform distribution, pij is the best state 
obtained for particle i at dimension j, and pgj is the neighborhood best particle state 
obtained for the neighborhood g at dimension j.   
 The inertia weight, w, was set to control the exploration and exploitation abilities 
of the PSO.  This parameter controled the amount of influence the previous velocity had 
on the new velocity.  The cognitive component c1 * r (pij – xij(t)) represented the particle’s 
performance based on its previous best position.  Particle performance relative to a group 
of particles was represented by c2 * r (pgi – xij(t)), which is described as the social 
component.  This component represents the best position found by the particle’s 
neighborhood.  To obtain the particles current position, x, the following equation was 
used: 
xij(t +1) =  xi(t) + vi(t +1).  (3.10) 
 In b-PSO particles were represented in binary space.  The particle position vector 
was expressed in binary notation having values of 0 or 1 such that 
     }1,0{∈ijx .  (3.11) 
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Where ijx  denoted the position of particle i for the j
th dimension (number of dimensions 
was equal to the number of features in the original feature vector).  
 
 A particles position was represented by bit flips therefore discretization was 
necessary to obtain a binary representation for the particle position.  As noted previously, 
particle position was related to particle velocity and particle velocity was described by 
the amount of bit flips per iteration.  Bit flips were tracked by calculating the Hamming 
distance between the current and previous particle position vector and is described as  
     ))1(),(( −txtxH ii ,  (3.12) 
where t is the current time step and t-1 is the previous time step.  
 When 0))1(),(( =−txtxH ii  no bits were flipped and the particle’s position 
remains unchanged with 
     .0)( =tvi   (3.13) 
 
 
 Maximum particle velocity was reached when all bits were flipped such that, 
 
     xi ntv =)(   (3.14) 
 
with xn representing all the bits for the  position particle .x  
  
 Single dimension particle velocities were defined in terms of probabilities that a 
bit would take on the value of 0 or 1.  Therefore, a velocity of 60.0=ijv  represented a 
60% chance for the bit to have a value of 1 and a 40% chance of the bit to have the value 
0.  This requires all particle velocities in the b-PSO to be restricted to the range [0, 1].  To 
avoid premature convergence to non-optimal solutions from limited exploration we 
normalized the velocities in this study using the log sigmoid function such that, 
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      .
1
1
))((log)( ))(( tvijij ije
tvsigtv −+
==′   (3.15) 
 
Using, )(tvij′ , the normalized velocity, the particle position update equation was 
   =)(txij 1 if )( tr j < ))((log tvsig ij ;  (3.16) 
     else, 
           =)(txij  0     (3.17)  
with )1,0(~)( Utr j  representing a random value in the range [0,1], sampled from an 
uniform distribution.  Finally, the probability of bit flipping was expressed as 
   ))((log1))(((log)(Pr tvsigtvsigob ijij −=∆   (3.18) 
with ∆  representing a bit flip. 
 In summary the parameters needed for the implementation of the b-PSO 
algorithm included[66]. 
• )(txij the current position of particle i at dimension j 
• )(Pr ∆ob the probability that a bit flip would occur and the particle would change 
position 
• )(tvij′ the measurement of bit flips per iteration of the algorithm for particle i at 
dimension j 
• pij the best state obtained for particle i at dimension j (for example if the best state 
occurred at xij(t)=0 then pij(t)=0 and if the best state occurred at  xij(t)=1 then 
pij=1) 
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• pgj the neighborhood best particle state obtained for the neighborhood g at 
dimension j (for example if the best particle state occurred  when  a member of 
the neighborhood was in the state 1 then pgj=0) 
The b-PSO algorithm was implemented in this study as follows: 
 1) Randomly created a particle swarm/population. 
 2) Initialized the swarm velocities for the population created in step 1. 
3) Initialized the maximum number of algorithm iterations and minimum fitness 
value criteria for algorithm termination. 
4) Calculated the fitness value for each particle in the population using the k-NN 
algorithm. 
5) Selected the current best particle position (pij) based on the fitness value 
results from step 4. 
6) Selected the neighborhood best particle position (pgj) based on the results from 
step 5. 
7) Updated the population velocity, )(tvij′ , and the particle position, )(txij , for the 
population. 
8) Calculated the fitness value for each particle in the population. 
9) Selected the current best particle position (pij) based on the fitness value 
results from step 8. 
10) Selected the neighborhood best particle position (pgj) based on the results 
from step 9. 
11) If algorithm termination requirements from step 3 were met, then continued to 
step 12 else proceeded to step 7. 
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12) Saved the neighborhood best particle position (pgj) as the global best particle 
position. 
 13) Selected the user defined number of features using roulette wheel selection 
(see Appendix A for the roulette wheel selection methodology) from the global 
best particle position results to form the feature subsets.  
 
3.6.3 Quantitative Modeling Selection 
 
 The primary goal in model selection is to obtain a proper mathematical 
description of a known physical phenomenon.  The physical phenomenon of interest in 
this study was the human sleep cycle.  Model selection based on sleep onset has been 
presented in the literature since 1988 [49].  However, these models were behavioral based 
and focused primarily on the transitions between wake-to-sleeping states and did not 
address transitional occurrences within the sleep process itself.  Current models that 
attempt to address the sleep to wake transitions as well as, incorporate transitions within 
the sleep process have been cited in the literature by Kemp and Kamphuisen [50].  The 
current condition of sleep models establishes the need for suitable quantitative 
representations of transitional stages within the sleep cycle [67].  GOHMM an extension 
of Markov Modeling utilized by Flexer et al. and has been selected as a basis for this 
research due to its effectiveness in tracking transitional occurrences within the human 
sleep cycle[4].   
 
3.6.3.1 Markov Modeling 
 Markov processes consist of a sequence of repeated experimental trials with 
outcomes that have the following properties [68]: 
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(i) Each outcome/observable sequence, VM, belongs to a finite set V = {v1, v2,…, 
vM}, where vM is the emission value at state M for time t and the emission value is 
equal to the state value. 
(ii) The outcome of any trial depends solely on the outcome of the preceding trial 
and not on previous outcomes. 
A Markov process is described by the following parameters [68]: 
• A set of N distinct hidden states {S1, S2,…, SN}, with the state at time t 
represented by qt.  
An M-by-M transition matrix (A) whose i, j entry is the probability of a transition from 
state i to state j. This matrix corresponds to a state diagram similar to Figure 3.6.3.1 1. 
The sum of the entries in each row of A must equal 1, since it represents a stochastic 
matrix.  
 
Figure 3.6.3.1  1: Illustration of a two-state Markov model. 
 
A hidden Markov model is considered an extension of the Markovian process. This 
model is more complex than a Markovian process in that the probability of being in a 
certain state is not necessarily equal to the model emission(s)/observation(s) probability.   
 Building upon the Markov model, a discrete hidden Markov model contains the 









• A set of M distinct observations VM = {v1, v2,…, vM}, where vM represents a 
visible symbol/emission at state M for time t.    
• An observation symbol probability distribution B = {bj(k)} in state j, where 
   bj(k) = P(vk at t| qt = Sj),  1= j = N   (3.19) 
     1= k = M  
• The initial state distribution p = {pi}, where 
                                        pi = P(qi =  Si),               1= i = N  (3.20) 
 To further our analysis we introduce the variable 
    ( ) ( )λγ ,| OSqPi itt == ,   (3.21)  
where ( )itγ  is the probability of being in state Si at time t, given the observation sequence 
O and the model ?.  Where ? is a compact notation used to represent the HMM such that 
? = (A, B, p). 
 We may now define the expected number of occurrences in state Si at time t as, 
)(ˆ iti γπ = , 1= i = N    (3.22) 
The state transition coefficients are calculated as follows 























    (3.23) 
with, 








t jiξ     (3.24) 
representing the expected number of transitions from state Si to state Sj.  Observation 
symbol coefficients are expressed as   
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.     (3.25) 
 According to Duda et al. [27] there exist three primary issues in hidden Markov 
model analysis: 
Evaluation:  Given a complete HMM with transition probabilities aij and bjk 
determine the probability a particular sequence of visible states, VM, being 
generated by that model. 
Decoding:  Provided we are supplied with a HMM and a set of 
observations/sequences, VM.  Obtain the most likely hidden states qt that produced 
those observations.   
Learning:        Assume we are provided with an intelligent estimate regarding the 
HMM structure (number of hidden states and number of distinct observations) but 
no information regarding the probabilities aij and bjk.  Provided with a set of 
training observations/sequences and corresponding hidden states determine the 
unknown probabilities. 
 The primary focus of this work was to investigate the learning problem present 
within Flexer’s GOHMM.  This model provides a continuous perspective in the analysis 
of the human sleep cycle and represents the classification module in ESAM. 
 
3.6.3.2 Gaussian Observation Hidden Markov Model Methodology 
Investigation of the continuous nature of the human sleep cycle was obtained with 
a continuous GOHMM.  The GOHMM was characterized by having a finite number of N 
states labeled Q: 
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                         Q = q1 , q2,…, qN.    (3.26) 
New states were entered based upon the transition distribution A which depended 
solely on the previous state (the Markovian property): 
                  A = { ijâ }, ijâ = P(qj(t+1)| qi(t)),    (3.27) 
 
where t = 1,…,T is a time index and T is the length of the observation sequence, i and j 
were the previous and current states respectively, and P was the probability of being in 
state q at time t.  Each transition was followed by an observation output symbol that was 
produced according to the probability distribution B which depended on the current state 
j such that: 
B = { jb̂ (O)} =  cjm N[O, µjm,Ujm],  (3.28) 
 
where N could represent any log-concave or elliptically symmetric density,  in this study 
a normal density was selected.  The mixture coefficient was cjm for the mth mixture in 
state j, µjm and Ujm representing the mean vector and covariance matrix which 
corresponded to the mth mixture in state j.  Furthermore, O was considered a random 
variable that represented the feature vector [69].   






c  , 1 = j = N,   (3.29) 
              jmc = 0, 1 = j = N, 1 = m = M,  (3.30) 
The stochastic constraints ensured that the probability density function (pdf) was 
normalized such that, 
           ( ) 1=∫
∞
∞−
dxxb j , 1 = j = N.   (3.31) 









































































where the prime value in jkU  indicated the vector transpose.  
 
Initial estimates for the mean vector, µjm, and the covariance matrix, Ujm, were 
obtained using training data sets.  The GOHMM was trained using the expectation-
maximization (EM) algorithm to estimate the final model parameters: A, B,  µjm and Ujm 
[70].   
The EM algorithm is an iterative method commonly utilized in statistical 
estimation to obtain the Maximum Likelihood estimates of unknown model parameters 
for incomplete data sets[63].  Use of the algorithm may be further understood by 
application to a specific problem. Assume that a complete data set is described by, y such 
that 
y∈  Y mℜ⊆ ,  (3.35) 
and the associated probability density function (pdf) is denoted by 
     py(y;θ ),  (3.36) 
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where θ  represents an unknown parameter vector.  In this problem we can not directly 
observe the samples y.  In relation to our study the samples y represented the sleep event 
of interest.  Although, the samples y were not directly observable we were able to obtain 
a subset of the y’s corresponding to a specific x such that 
x=g(y) mlX lob <ℜ⊆∈ , , (3.37) 
and the associated pdf was denoted by 
     px(x;θ ).  (3.38) 
A many-to-one mapping was obtained from the above pdf such that Y(x) ⊆  Y became a 
subset for all y’s corresponding to a particular x.  The pdf for the incomplete data set was 
expressed as 
px(x;θ ) = ∫ )( );(xy dyypy θ . (3.39) 
The maximum likelihood estimate of the unknown parameter θ  was denoted as 











θ  (3.40) 
Recall that the y values could not be directly obtained therefore, we utilized the EM 
algorithm to maximize our expectation of the log–likelihood function to obtain the 
unknown parameter values, θ .  The EM algorithm consisted of two steps.  In step one, 
the E-Step, missing data was estimated from the observed data and current model 
parameter estimates.  Assume that we are at the (t+1) algorithm iteration and )(tθ data 









k tXypyEtQ ))(;|;(ln())(;( θθθθ .   (3.41)   
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We maximized our estimation of the log-likelihood function in the M-Step.  Again 
assuming that we are at the (t+1) algorithm iteration we maximized our estimate of the 











t .  (3.42) 
The EM algorithm was applied in this study as follows: 
 
1) Initialized the model parameters based on the initialization of the GOHMM 
parameters(see Method #1 and Method #2 following Figure 3.6.3.2 1). 
2) Implemented the E-Step by computing the expected value of the log-likelihood 
function. 
3) Implemented the M-Step by maximizing the expected value of the log-
likelihood function obtained in step 2. 
4) Repeated steps 2-3 until, εθθ ≤−+ )()1( tt , where ε  represented a 
predefined stopping criteria (in our case 10,000 iterations were used). 
 
Testing/performance evaluation on the estimated GOHMM was conducted using 
Viterbi decoding to determine the most likely state sequence/sleep events from the given 
observation set/feature set.  The Viterbi algorithm found the most likely state sequence, 
Q, of the GOHMM, λ , such that )|,( λQOP  was maximized [63].  A diagram displaying 
an example of the best path selection process is displayed in Figure 3.6.3.2 1.  Each row 
in the diagram represents one of the possible, Q, classes (q1, q2, qM-1, qM).  Observations, 
xk, are shown in successive columns for sample values k =1, 2, …, N-1, N.  Class 
transitions are illustrated with arrows and represented by known fixed probabilities such 
that the transition probability from class qi to qj is defined as, P(qj|qi).  We assumed that 
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these probabilities, P(qj|qi), did not change across sample values, k, and that the 
conditional probability densities p(x|qi) for i=1,2,…,M were known. 
 Using Figure 3.6.3.2 1 we observed the feature vector X such that X: x1, x2,…,xN 
and the observed feature vector with the respective class vector Qi:qi1,  qi2,…, qiN was 








−= .  (3.43) 
 Maximization of p(X | Qi) provided the most likely state sequence/optimal path, 
Q, of the GOHMM, λ , such that )|,( λQOP  was maximized.  We obtained the optimal 
path by assigning a cost for each state transition that related to p(X | Qi) and as suggested 
by Theodoridis [63] we utilized the following cost function 
)|()|(),(ˆ )1()1( ikkkiikkiik qxpqqPqqd −− = .  (3.44) 
Using ),(ˆ )1( −kiik qqd  the overall cost was described as 







)1( ),(ˆˆ ,    (3.45) 
with D̂ being maximized as follows 









)1()1( .),(),(ˆln)ˆln(   (3.46) 








)1( ),( .   (3.47) 
The Bellman principle was utlized to obtain Dmax such that 
 Dmax(qik) = MiiqqdqD kkkiikkiki ,...,2,1,)],,()([max 1)1()1(max)1( =+ −−−−  (3.48) 
and  
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Dmax(qio)=0.    (3.49) 







= .   (3.50) 
From observation of Figure 3.6.3.2 1 each observation k, with k = 1, 2,…, N, contained 
M potential transitions to each of the qik stages.  The Viterbi algorithm was iterative, 
therefore we recursively utilized Dmax to obtain the corresponding qik which provided the 
most likely state sequence/optimal path for the GOHMM.  An example tracing of an 
optimal GOHMM path is displayed in Figure 3.6.3.2 1 with the maximum cost displayed 
by the thick arrowed lines.  
 








k = 1 2 3 N-1 N 
x1 x2 x3 xN-1 xN 
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Using the k-means, EM and Viterbi algorithms the GOHMM for this study was 
implemented using two methods.  Method #1 utilized a supervised approach to initialize 
the GOHMM.  An unsupervised k-means clustering approach was implemented in 
method #2 to initialize the GOHMM.  The procedures executed in each method are 
described below (note the GOHMM was executed using the software platform MATLAB 
v. 7.0 and Murphy’s Hidden Markov Model Toolbox for MATLAB [71]): 
     Method #1 
 
1) Initialized the number of mixture components to one. 
2) Calculated initial estimates of the mean vector and the covariance matrix for 
the GOHMM based upon the training data set.  A full covariance matrix was used 
in this study. 
3) Executed the EM algorithm to optimize the GOHMM model parameters, ? = 
(A, B, p), based on the initial estimates for the mean vector and covariance 
matrix obtained from step 2. 
4) Utilized the Viterbi algorithm to obtain the most likely hidden states path (sleep 
event classification) based on results obtained from step 3.   
5) Correlated hidden states path obtained in step 4 to the expert’s classifications 
of the data using a confusion matrix.  The confusion matrix showed the level of 
agreement between the GOHMM and expert classification (in our case the sleep 
event scoring from the sleep physician/technician represented the expert's 
classification). 
6) Selected final GOHMM parameters that provided the optimal performance 
results (sleep event classification). 
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Method #2 
1) Initialized the number of mixture components to one. 
2) Obtained mean/centroid values using the k-means algorithm (See Appendix A).  
Calculated initial estimates of the mean vector and the covariance matrix for the 
GOHMM based on the mean/centroid values.  
3) Executed the EM algorithm to optimize the GOHMM model parameters, ? = 
(A, B, p), based on the initial estimates for the mean vector and covariance 
matrix obtained from step 2. 
4) Utilized the Viterbi algorithm to obtain the most likely hidden states path (sleep 
event classification) based on results obtained from step 3.   
5)   Correlated hidden states path obtained in step 4 to the expert’s 
classifications of the data using a confusion matrix.    
6) Selected final GOHMM parameters that provided the optimal performance 
results (sleep event classification). 
In this study, two GOHMMs were implemented using method #1 and #2.  One 
GOHMM was based on pre-Parkinsonian detection and the other was based on normal 
age matched control detection.  Model output consisted of individual probability 
distributions for each sleep event of interest with respect to the observation sequence and 
the hypnogram. The individual probability distribution for each sleep event was used to 
create the hypnogram.  A summary of sleep event occurrence with respect to sleep 
recording time was provided by the hypnogram and in clinical practice the physician uses 




3.6.4 ESAM Applications and Significance 
 
Research on the mechanisms and quality of sleep also have profound implications for 
the United States (U.S.) given that approximately 60% of U.S. adults suffer from some 
type of sleep problem at least a few nights each week [72].   
Establishment of a reliable model for human sleep analysis, provided by this 
research, means improved physician diagnosis and investigation of pathologies within the 
human sleep cycle specifically for neurodegenerative disorders such as Parkinson’s 
disease.  ESAM provides the commonly used hypnogram as a system output to aid the 
physician in the diagnosis process.  Previous sleep models have not focused on 
neurodegenerative disorder applications[4, 32].   
ESAM improves on previous sleep modeling approaches by providing human sleep 
modeling techniques that are applicable to neurodegenerative disorders commonly 
correlated to the sleep process.  Since ESAM may be applied to specific sleep related 
disorders it has significant sleep research benefits as well as commercial marketability.  
ESAM may be adapted for commercial use in clinical settings via an on-line sleep event 
scoring software system.  The latter displays the significance of the ESAM system to the 
sleep research community. 
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CHAPTER 4: RESULTS 
4.1 Chapter Introduction 
Quantitative results are provided in this chapter to answer research questions two and 
three posed in chapter 1.  Investigation of these research questions aid in meeting the 
specific aims of the study and are included below.   
2.  What quantitative features should be extracted from the polysomnogram to best 
describe the human sleep cycle? 
3. What GOHMM model parameters should be used to best differentiate between 
control subjects and pre-Parkinsonian patients? 
Section 4.2 entitled Feature Selection, provides a detailed overview of the 
quantitative feature library used in this study.  This library is utilized to obtain feature 
subset selection results using the sequential forward and backward algorithms and b-PSO 
algorithm; data from these analyses are presented.  The feature subsets selected from the 
latter provide information specific to research question number two.  Following the sub-
section on Feature Selection is section 4.3 entitled Human Sleep Modeling, this section 
provides modeling results used to obtain the pre-Parkinsonian and age matched control 
GOHMM parameters.  Results obtained from section 4.3 provide information to address 
research question number three.  The final section in this chapter entitled ESAM Output 
provides graphical illustrations of the ESAM sleep event classification output as 
compared to the physicians/technicians labeling.  This information is provided as a visual 
display of ESAM sleep event classification performance.   
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4.2 Feature Selection 
4.2.1 Quantitative Feature Library 
In this study, as stated in chapter 2, we utilized feature extraction and selection to 
reduce the data size, enhance data visualization and data interpretation, and improve 
classification performance in ESAM.  The feature library used in the feature extraction 
and selection processes are included in Tables 4.2.1 2-Tables 4.2.1 7.  Details that include 
the feature name, mathematical expression, channel extraction, domain, and description 
are provided in these tables.  The feature library consisted of 67 features.  Each feature 
was processed using the sequential forward (sf) and sequential backward (sb) feature 
selection algorithms, and b-PSO algorithm.  Consultation with sleep physicians and an 
exhaustive review of previous sleep analysis and bio-signal feature extraction approaches 
resulted in the ESAM feature library.  Table 4.2.1 1 displays the feature number and 
corresponding literature reference for the ESAM feature library. 
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Table 4.2.1 1:  A table displaying the feature number and corresponding reference for the ESAM feature 
library. 
Feature Number Reference 
1-43 Zoubek [35] 
44-47, 52-55,60-67 D’Alessandro [73] 
48-51 Agarwal [74] 
56-59 Smart [75] 
 
The k-NN classifier was utilized to measure sleep event detection performance 
using feature subsets obtained from the sf, sb, and b-PSO algorithms.  Tables 4.2.1 8 -  
4.2.1 9 include the feature numbers and corresponding feature name and psg channel 
used to obtain the feature subsets. 
 Following artifact removal/compensation polysomnogram data was split into 3 
second epochs, to meet signal stationarity assumptions, utilizing Tables 4.2.1 2 - 4.2.1 7 
for feature extraction.  A similar approach for meeting the stationarity assumption has 
been utilized by Zoubek[35].  The 3 second processing window was selected to obtain 
optimal resolution in sleep event detection and was verified for practical application by 
consultation with sleep physicians in agreement with ESAM Module #5.  For 
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performance evaluation purposes the 3 second processing windows were averaged into 
30 second epochs to correspond to the sleep technician/physician sleep event labeling.  























0.5 = ( ) mkmX || 2ω < 4.5[Hz]{Delta} 
, 
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= ( ) mkmX || 2ω <15.5[Hz]{Spindle}, 
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DFT = the discrete Fourier 
transform of the signal xm time 
averaged across M blocks 
k = frequency domain length of 
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12.5 = ( ) mkmX || 2ω <32[Hz] 
{Spectral Power (EMG, high)}, 
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  x = the data signal 
P{95} = the 95th percentile of 
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with n = the length of the data sample x 
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SD is a 
measurement of 
the spread of the 
signal’s 
distribution.  It is 
equivalent to the 
positive square 
root of the 
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with  n = the length of the data sample x, 
σ  is the standard deviation of the data 
sample for all i, and E is the expected 
value/mean such that 
 







with n = the length of the data sample x 
and ip  represents the associated 









































































with n = the length of the data sample 
x, σ  is the standard deviation of the 
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  x = the data signal 
P{75} = the 75th percentile of the 










































n = the length of the data signal 
M = number of bins used to 
estimate the histogram for the data 
signal 
nj = the number of data samples in 





























































with n = the length of the data sample 
x and 





































SD is the standard deviation and 













Mobility is a 
measure of 
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with n = the length of the data 
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ZC is a 
measurement 
of how the 
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PSD = the power spectral density of the signal 
DFT = the discrete Fourier transform of the signal 
xm time averaged across M blocks 
k = frequency domain length of the signal xm   
 
)(log)( 2 xPSDxPSDSE −=  
 
























the degree of 
disorganization 
or uncertainty 






Table 4.2.1 8: Features 1:30 with corresponding feature name and psg channel. 
 
 
FEATURE # FEATURE NAME CHANNEL 
1 Delta Power EEG/C3-A2 
2 Theta Power EEG/C3-A2 
3 Alpha Power EEG/C3-A2 
4 Spindle Power EEG/C3-A2 
5 Beta Power EEG/C3-A2 
6 Relative Frequency Power EMG/CHIN 
7 Relative Frequency Power EMG/RL 
8 Spectral Edge Frequency EEG/C3-A2 
9 Spectral Edge Frequency EOG/R 
10 Spectral Edge Frequency EMG/CHIN 
11 Spectral Edge Frequency EMG/RL 
12 
Standard Deviation of Signal 
Amplitude EEG/C3-A2 
13 
Standard Deviation of Signal 
Amplitude EOG/R 
14 
Standard Deviation of Signal 
Amplitude EMG/CHIN 
15 
Standard Deviation of Signal 
Amplitude EMG/RL 
16 Skewness EEG/C3-A2 
17 Skewness EOG/R 
18 Skewness EMG/CHIN 
19 Skewness EMG/RL 
20 Kurtosis EEG/C3-A2 
21 Kurtosis EOG/R 
22 Kurtosis EMG/CHIN 
23 Kurtosis EMG/RL 
24 75th Amplitude Percentile EEG/C3-A2 
25 75th Amplitude Percentile EOG/R 
26 75th Amplitude Percentile EMG/CHIN 
27 75th Amplitude Percentile EMG/RL 
28 Entropy EEG/C3-A2 
29 Entropy EOG/R 
30 Entropy EMG/CHIN 
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Table 4.2.1 9: Features 31:67 with corresponding feature name and psg channel. 
 
 
FEATURE # FEATURE NAME CHANNEL 
31 Entropy EMG/RL 
32 Variance EEG/C3-A2 
33 Variance EOG/R 
34 Variance EMG/CHIN 
35 Variance EMG/RL 
36 Mobility EEG/C3-A2 
37 Mobility EOG/R 
38 Mobility EMG/CHIN 
39 Mobility EMG/RL 
40 Complexity EEG/C3-A2 
41 Complexity EOG/R 
42 Complexity EMG/CHIN 
43 Complexity EMG/RL 
44 Curve Length EEG/C3-A2 
45 Curve Length EOG/R 
46 Curve Length EMG/CHIN 
47 Curve Length EMG/RL 
48 Mean Absolute Amplitude EEG/C3-A2 
49 Mean Absolute Amplitude EOG/R 
50 Mean Absolute Amplitude EMG/CHIN 
51 Mean Absolute Amplitude EMG/RL 
52 Energy EEG/C3-A2 
53 Energy EOG/R 
54 Energy EMG/CHIN 
55 Energy EMG/RL 
56 Zero Crossing EEG/C3-A2 
57 Zero Crossing EOG/R 
58 Zero Crossing EMG/CHIN 
59 Zero Crossing EMG/RL 
60 Non-Linear Energy EEG/C3-A2 
61 Non-Linear Energy EOG/R 
62 Non-Linear Energy EMG/CHIN 
63 Non-Linear Energy EMG/RL 
64 Spectral Entropy EEG/C3-A2 
65 Spectral Entropy EOG/R 
66 Spectral Entropy EMG/CHIN 






4.2.2 Sequential Feature Selection Results 
 An embedded feature selection approach, as described in Section 2.4.2, is 
implemented using the Mahalanobis distance as the objective function for the sf and sb 
algorithms.  Classification was conducted with the k-NN classifier (see Appendix A for 
the k-NN methodology) utilizing test data sets to evaluate the performance of feature 
subsets obtained during sf and sb processing on training data sets.  Data contained in the 
test set was not included in the training set and vice versa.  To preserve the structure of 
the sleep process, training and testing data sets were not randomized within subjects and 
patients.  Due to the small number of psg data sets for both normal/control subjects (3) 
and Parkinsonism patients (3) two psg data sets were used as training data and one as 
testing data.  Tables 4.2.2 1 - 4.2.2 2 display how normal/control subject and 
Parkinsonism patient datasets were split into training and testing data for this study.    All 
sequential feature selection results were obtained using PR Tools, a MATLAB based 
toolbox for pattern recognition analysis[62]. 
Table 4.2.2 1: Normal/control subject training and testing data set configurations. 




A 1, 2 3 
B 1,3 2 





Table 4.2.2 2: Parkinsonism patient training and testing data set configurations. 




D 6,5 4 
E 4,6 5 
F 4,5 6 
 
 
The ultimate goal in this study was to incorporate the optimal feature subsets 
obtained from the sf and sb algorithm into ESAM for sleep event detection, therefore 
algorithm performance was defined by the following function, a similar approach in 

















Accuracy ,  (4.1) 
where Palgorithm was the sleep event epoch classification based on processing of the subset 
feature testing data in the k-NN classifier, Pexpert was the corresponding 
physician/technician’s sleep event epoch labeling and  Ptotal represented the total number 
of sleep event epochs.  An accuracy value of 100% represented perfect sleep event 
detection by the k-NN classifier.  The number of sleep event epochs (1 epoch = 30 
seconds) contained in the training and testing data sets are displayed in Tables 4.2.2 3 – 
4.2.2 4.      
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Table 4.2.2 3: A table display of the number of sleep event epochs within each training data set. 
Data 
Set     
Training 
Data       





A 448 152 691 240 178 1709 
B 332 91 714 211 182 1530 
C 298 127 791 267 138 1621 
D 467 153 777 73 192 1662 
E 652 170 683 94 214 1813 
F 643 265 548 101 184 1741 
 
 
Table 4.2.2 4: A table display of the number of sleep event epochs for each testing data set. 
Data 
Set     
Testing 
Data       





A 91 33 407 119 71 721 
B 207 94 384 148 67 900 
C 241 58 307 92 111 809 
D 414 141 227 61 103 946 
E 229 124 321 40 81 795 
F 238 29 456 33 111 867 
       
 
Feature selection algorithms sf and sb were executed for varying k-NN nearest 
neighbor values (k = 1:20), feature subset sizes (F = 2:11), and sleep event combinations.  
The inputs to the sf and sb algorithms included the training data feature vector obtained 
from Tables 4.2.1 2 - 4.2.1 7, the objective function, and the corresponding 
physician/technician’s sleep event classification.  Sequential feature selection algorithm 
output included the optimal feature subsets.  To provide sleep event detection 
performance results k-NN classification was conducted on the test data set utilizing the 
optimal feature subsets obtained from the sequential feature selection algorithms.  
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 Sleep event combinations, for sleep event detection, were established based upon 
review of the sleep literature and consultation with a sleep physician.  The sleep event 
combinations used in this study are displayed in Table 4.2.2. 5.  Combination one 
represents the classical definition of the six sleep stages as described in Section 1.7.2.  
Stages 3 and 4 were joined in all combinations to reflect the sleep technician/physician 
labeling.  Combinations two and three represented the possibilities of misclassification of 
Stage 1 as a transitional sleep stage between Stage Wake and Stage 2 sleep, a common 
case shown in the literature and defined by Agarwal as pseudo-natural sleep patterns [67]. 
 




1 Wake, Stage 1, Stage 2, Stage 3 & Stage 4, REM 
2 Wake & Stage 1, Stage 2, Stage 3 & Stage 4, REM 
3 Wake, Stage1 & Stage 2, Stage 3 & Stage 4, REM 
 
 
Maximum classification accuracy across k-NN values, feature subset amount, and 
sleep event combination number were searched for data sets A-F. Figures 4.2.2 1- 4.2.2 2 
provide graphical depictions of the search surface for data set A and sleep event 
combination 1 using the sequential backward and forward feature selection algorithm 
respectively.  Table 4.2.2 6 indicate the maximum classification accuracies as 70.874% 
and 67.961%, these values are marked in the figure with an encircled x.  All maximum 
classification accuracy sequential feature selection results for normal/control subject data 
and Parkinsonism patient data (data sets A-F) are displayed in Tables 4.2.2 6 – 4.2.2 7, 
respectively.  The highest maximum accuracy values obtained for each sleep event 
combination are shown in gray.  Appendix B displays the search space and maximum 
classification accuracy for the sequential feature selection algorithms for data sets B-F.   
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Figure 4.2.2 1: Surface plot of the search space for data set A and sleep event combination 1 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 






Figure 4.2.2 2: Surface plot of the search space for data set A and sleep event combination 1 using the 
sequential forward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount.
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Features  Accuracy  Algorithm 
Data 
Set 
1 19 2 70.874 Backward A 
1 19 3 67.961 Forward A 
1 11 8 69.556 Backward B 
1 19 8 67 Forward B 
1 19 8 56.737 Backward C 
1 11 2 56.613 Forward C 
            
2 15 7 70.042 Backward A 
2 15 10 70.042 Forward A 
2 3 10 71.222 Backward B 
2 19 5 71.333 Forward B 
2 9 2 61.557 Backward C 
2 13 2 59.827 Forward C 
            
3 17 10 77.115 Backward A 
3 5 8 74.202 Forward A 
3 19 5 78.333 Backward B 
3 19 9 75.889 Forward B 
3 15 8 64.895 Backward C 
3 13 3 63.288 Forward C 
 








Accuracy Algorithm Data Set 
1 9 8 67.336 Backward D 
1 7 3 72.939 Forward D 
1 7 11 69.308 Backward E 
1 15 9 68.679 Forward E 
1 11 3 74.1674 Backward F 
1 3 8 74.74 Forward F 
            
2 1 8 73.256 Backward D 
2 9 3 80.655 Forward D 
2 11 11 77.736 Backward E 
2 15 5 77.987 Forward E 
2 7 3 75.548 Backward F 
2 3 8 77.97 Forward F 
            
3 9 7 79.07 Backward D 
3 7 3 81.184 Forward D 
3 19 8 75.723 Backward E 
3 5 11 78.742 Forward E 
3 11 3 84.083 Backward F 




Table 4.2.2 6 indicates that a k-NN nearest neighbor value of 19 provided the 
highest accuracy values (displayed in gray) across all sleep event combinations and data 
sets for normal/control subjects.  The sb algorithm outperformed the sf algorithm in sleep 
event combinations 1 and 3.  In sleep event combination 2 the sf marginally 
outperformed the sb algorithm (1.3%).  The highest number of features selected across all 
sleep event combinations included 5 and the lowest number included 2.      
The k-NN nearest neighbor values varied across all sleep event combinations and 
data sets for pre-Parkinsonian patient data (see Table 4.2.2 7), however higher accuracy 
values were achieved with lower nearest neighbor values, maximum value at 15 and 
minimum value at 3, when compared to the normal/control subject sequential feature 
selection results.  When comparing sequential selection algorithms the sf outperformed 
the sb across all sleep event combinations and data sets.  In both normal/control subject 
data and pre-Parkinsonian patient data the highest accuracy values, 78.333 and 85.236 
respectively, were obtained for sleep event combination 3. 
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4.2.3 Binary Particle Swarm Optimization Feature Selection Results 
Suitable feature subsets obtained from the b-PSO algorithm for sleep event 
classification using k-NN classification are presented in this section.  Data set 
formulation, sleep event combinations, and performance evaluation criteria are identical 
to that used in the sequential feature selection algorithm experiments.  A matrix 
containing the parameters used in the b-PSO algorithm to obtain feature subset selection 
results are displayed in Table 4.2.3 1. Parameters were selected based on promising 
results from previous feature subset selection techniques using b-PSO obtained by Firpi 
and Agrafiotis [44, 45].  Accuracy results for normal/control subject data and pre-
Parkinsonian patient data are displayed in Tables 4.2.3 2 – 4.2.3 3, respectively.  The 
highest accuracy values for each sleep event combination are shown in gray. 
Table 4.2.3 1: Parameters used in the b-PSO algorithm to obtain feature selection results. 





50 20 6 -6 
c1 c2 Weight (w) k-NN Value 





















Accuracy Data Set 
1 62.552 A 
1 62.33 B 
1 60.198 C 
      
2 58.807 A 
2 66.00 B 
2 41.286 C 
      
3 78.086 A 
3 70.56 B 
3 63.041 C 
 




Accuracy Data Set 
1 61.628 D 
1 60.881 E 
1 72.549 F 
      
2 80.867 D 
2 70.82 E 
2 63.899 F 
      
3 79.704 D 
3 67.421 E 
3 81.661 F 
 
 
Table 4.2.3 2 indicates that the highest b-PSO accuracy is obtained in sleep event 
combination 3 when compared across all sleep event combinations for normal/control 
subjects.  Efficient sleep event classification was not obtained for sleep event 
combinations 1 (62.552%) and 2 (66.00%).  When compared to sequential subset feature 
selection a decrease in accuracy of 8.3% and 5.3% was found for sleep event 
combinations 1 and 2, respectively. 
Similar to the sequential feature selection results the highest sleep event 
classification accuracy was also obtained in sleep event combination 3 when compared 
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across all sleep event combinations for the b-PSO processed pre-Parkinsonian patient 
data (see Table 4.2.3 3).   Favorable sleep event classification was obtained for sleep 
event combinations 1 (72.549%) and 2 (80.867%) when compared to sequential subset 
feature selection.   A decrease in accuracy of sleep event combination 1 (2.191%) and an 
increase in accuracy of sleep event combination 2 (0.2%) was obtained. 
Although, the b-PSO was limited to a k-NN nearest neighbor value of 5 and a 
feature subset number of 8, using roulette wheel selection (See Appendix A), it 
performed comparatively well for the most favorable sleep event combination (sleep 
event combination 3).  Sequential subset feature selection results indicated that higher k-
NN nearest neighbor values (19) displayed higher classification rates for sleep event 
combination number 1 and 2 for the normal/control subject data.  The latter may be the 
contributing factor for the inefficient sleep event combination classification results 
obtained in the fixed k-NN nearest neighbor (k=5) classifier used in the b-PSO 
processing.  Favorable results were obtained when comparing sequential subset and b-
PSO feature selection for pre-Parkinsonian data. 
4.2.4 Statistical Significance of Feature Selection Results    
Non-parametric repeated measurement comparisons were conducted to determine 
the statistical significance of the feature selection results obtained from the feature 
selection algorithms used in this study.  Non-parametric test instead of parametric (e.g., 
ANOVA or paired t-test) test were employed because data distributions (i.e., normality) 
could not be assumed.  The Lilliefor’s test for normality was utilized to confirm that data 
sets in this study did not follow a normal distribution[76].   
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Friedman’s non-parametric Chi-Square test with two degrees of freedom and 95% 
confidence were utilized[77].  Friedman’s test provided statistically significant 
information to aid in determining whether one feature selection algorithm (sf, sb, or b-
PSO) provided more efficient sleep event classification results when compared to the 
other algorithms. 
 
Table 4.2.4  1: Friedman’s non-parametric test results for statistical significance determination across 
feature selection algorithm experiments. 










Normal/Control 1 0.8459 0.33 
Normal/Control 2 0.0366 6.61 
Normal/Control 3 0.7091 0.69 
pre-Parkinsonian 1 0.3959 1.85 
pre-Parkinsonian 2 0.8685 0.28 
pre-Parkinsonian 3 0.3486 2.11 
 
The Chi-Square value in Table 4.2.4 1 displayed a significant difference between 
the sequential algorithms and the b-PSO algorithm at a 95% significance level for the 
normal/control subject data sets for sleep event combination 2 illustrated in bold (the 
minimum value of Chi-Square for statistical significance at two degrees of freedom with 
95% confidence was approximately 5.99[77]).  Therefore, with 95% confidence we 
observed a significant increase in sleep event detection using features selected from the sf 
and sb algorithms as compared to the b-PSO algorithm.  Box plots for the normal/control 
subject data sets for sleep event combination 2 are displayed in Figure 4.2.4 1.  The 
median box plot sleep event detection accuracy for each data set for the sf and sb 
algorithms were shown to be significantly higher than that of the b-PSO algorithm, which 
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graphically agreed with the quantitative Friedman’s non-parametric Chi-Square test 
results.  Significant differences between the sb and sf algorithms were not found in this 
case.     
Chi- Square value statistical significance for feature selection algorithm results for 
normal/control subjects across sleep event combinations 1 and 3 and all pre-Parkinsonian 
patient sleep event combinations were not observed.  The box plots for these cases are 






































Box Plots of Feature Selection Analysis (Normal Data Sets-Sleep Event Combination #2)
 
Figure 4.2.4 1: Box plot display of the lower quartile, median, and upper quartile values for normal/control 
subject data for sleep event combination #2 across all data sets and feature selection algorithms. 
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4.3 Human Sleep Modeling 
4.3.1 GOHMM vs. k-NN classification 
GOHMM sleep event classification results from suitable feature subsets obtained 
from the sf and sb feature selection algorithms and the b-PSO algorithm are discussed in 
this section.  Subset features from Tables 4.2.2 6-4.2.2 7 and 4.2.3. 2- 4.2.3 3 were 
processed utilizing the GOHMM due to their potential representation as optimal feature 
sub-sets.  Figure 4.3.1 provides a graphical display of the number of occurrences (count) 
for each feature selected across all feature selection techniques.  Table 4.3. 2 displays the 
maximum number of selections for the same feature to be five.  Features with the 
maximum number of selections included: Delta Power-EEG (1), Beta Power-EEG (5), 
Mobility-EEG (36), and Complexity-EOG/R (41).  
Table 4.3 1 provides a list of the selected feature subsets, respective feature 
selection algorithm, data set and sleep event combination number and corresponding 
experiment code for processing in the GOHMM.  This experimental look-up table was 
utilized as a reference in the presentation of the GOHMM sleep event classification 
performance.  The feature subsets that provide the near optimal description of the human 
sleep cycle based upon the total sleep event accuracy value  for pre-Parkinsonian patients 
and normal control subjects are shown in gray in Table 4.3 1.  Feature subsets shown in 
gray addressed research question two (What quantitative features should be extracted 
from the psg to best describe the human sleep cycle?) by providing the quantitative 
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features that best described the human sleep cycle for normal/control subjects and pre-
Parkinsonian patients across all sleep event combinations.  
                   









sbn1 1 36,50 Backward A 70.874 
sfab1 1 1,2,5,24,38,40,41,56 Forward F 74.740 
bpson1 1 2,7,10,13,18,26,30,51 b-PSO A 62.552 
bpab1 1 4,5,8,11,12,26,28,34 b-PSO E 72.549 
      
sfn2 2 3,5,36,41,44 Forward B 71.333 
sfab2 2 40,56,58 Forward D 80.655 
bpson2 2 1,11,21,35,36,45,50,64 b-PSO B 66.00 
bpab2 2 1,5,36,38,41,42,44,58 b-PSO D 80.867 
      
sbn3 3 1,2,14,36,41 Backward B 78.333 
sfab3 3 1,24,38,40,41 Forward F 85.236 
bpson3 3 3,11,28,30,45,46,48,50 b-PSO A 78.086 




















Count vs. Feature Number Selection
 
Figure 4.3 1:   This figure displays the number of occurrences (count) for each feature selected in Table 
4.3.1. 
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Table 4.3 2: A table display of all selected features along with the number of occurrences (count).  The 
maximum number of occurrences was five and features meeting this selection amount are shown in gray. 






































Feature subsets displayed in Table 4.3 1 for sleep event classification were 
processed in the GOHMM using method #1 and #2 from section 3.6.3.2.  Results from 
GOHMM method #2, unsupervised GOHMM initialization, are displayed in Table 4.3 3 
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with individual sleep event accuracies shown in parenthesis.  GOHMM method #2 used 
100 k-means iterations and ten runs for each experiment code.  Total classification 
performance did not exceed 38% for all experiments.  Therefore, further exploration of 
the unsupervised GOHMM for normal/control subject and pre-Parkinsonian patient 
human sleep modeling were discontinued.     
Classification results from GOHMM method #1, supervised GOHMM 
initialization, are displayed in Table 4.3. 4.  Individual sleep event accuracies are shown 
in parenthesis.  GOHMM results were compared to k-NN classification for comparison 
purposes.  The highest classification accuracies for the GOHMM and k-NN classifier 
across each experiment code are shown in the “Total Accuracy” column.  Cases where 
the GOHMM outperformed or displayed equal performance results compared to the k-
NN classifier are shown in bold.  Sleep event combination 1 displayed higher GOHMM 
accuracy results compared the k-NN classifier in the normal data sets for both the sf 
algorithm (74.064% GOHMM and 70.874% k-NN) and the b-PSO (67.129% GOHMM 
and 62.552% k-NN) algorithm.  The k-NN classifier outperformed the GOHMM in all 
cases for sleep event combination 2.  The binary particle swarm algorithm performed 
similar for both the GOHMM and the k-NN classifier for the normal data sets for sleep 
event combination 3. 
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Table 4.3 3: Classification results from 10 runs of the GOHMM using method #2 with 100 
iterations of the k- means algorithm. 





sbn1 S1(0),S2(30),S3&S4(20),REM(20),W(24.84) 25.34 31.86 
sfab1 S1(0),S2(20),S3&S4(0),REM(10),W(17.48) 16.59 22.43 
bpson1 S1(0),S2(30),S3&S4(20),REM(0),W(22.75) 23.11 24.97 
bpab1 S1(0),S2(20),S3&S4(0),REM(0),W(16.29) 12.77 17.69 
    
sfn2 S1&W(19.60),S2(20),S3&S4(30),REM(15.07) 21.14 22.59 
sfab2 S1&W(21.49),S2(50),S3&S4(0),REM(30) 27.88 31.91 
bpson2 S1&W(36.15),S2(10),S3&S4(10),REM(6.27) 18.47 15.92 
bpab2 S1&W(37.84),S2(20),S3&S4(0),REM(20.29) 29.21 23 
    
sbn3 W(20),S1&S2(36.07),S3&S4(30),REM(22.54) 30.37 19.87 
sfab3 W(10.71),S1&S2(58.21),S3&S4(0),REM(19.99) 38.06 29.66 
bpson3 W(28.02),S1&S2(19.25),S3&S4(20),REM(20.14) 20.57 22.26 
bpab3 W(18.66),S1&S2(10.59),S3&S4(0),REM(21.98) 13.86 14.84 
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Table 4.3 4:  GOHMM classification results using method #1 and k-NN classification. 
Exp. 




































































































4.3.2 Age Matched Controls Gaussian Observation Hidden Markov Model 
Parameters 
          This section provides the GOHMM models parameters from method #1 that 
outperformed the k-NN classifier for the age matched control subjects.  Tables 4.3.2 1-
4.3.2 3 display the experiment code and sleep event combination numbers that 
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correspond to the GOHMM parameters.  These tables addressed research question three 
(What GOHMM parameters should be used to best discriminate between control subjects 
and pre-Parkinsonian patients?) by providing the GOHMM parameters specific to 
normal/control subjects for sleep event combinations 1-3. 
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4.3.3 Pre-Parkinsonian Gaussian Observation Hidden Markov Model Parameters 
          This section provides the GOHMM models parameters from method #1 that 
outperformed the k-NN classifier for the pre-Parkinsonian patients.  Tables 4.3.3 1-4.3.3 
3 display the experiment code and sleep event combination number that corresponds to 
the GOHMM parameters.  These tables addressed research question three (What 
GOHMM parameters should be used to best discriminate between control subjects and 
pre-Parkinsonian patients?) by providing the GOHMM parameters specific to pre-
Parkinsonian patients for sleep event combinations 1-3. 
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4.4 ESAM Output 
This section provides graphical displays of the ESAM sleep event classification 
output compared to the physician/technician labeling for the GOHMMs from method #1 
presented in sections 4.3.2-4.3.3.  Figures 4.4 1-4.4 6 display the hypnograms and Tables 
4.4 4-4.4 9 show the corresponding confusion matrices (classification matches between 
the GOHMM and the physician/technician labeling are shown in bold).  Tables 4.4 1-4.4 
3 show the relationship between the sleep event and sleep event classification number 
displayed in Figures 4.4 1-4.4 6 for each sleep event combination. 
 
Table 4.4  1: Relationship between sleep event and sleep event classification number for sleep event 
combination 1 (experiments sbn1 and sfab1). 
Sleep Event Sleep Event Classification Number 
Stage 1 1 
Stage 2 2 




Table 4.4  2: Relationship between sleep event and sleep event classification number for sleep event 
combination 2 (experiments sfn2 and sfab2). 
Sleep Event Sleep Event Classification Number 
Wake & Stage 1 1 
Stage 2 2 
Stage 3 and Stage 4 3 
REM 4 
 
Table 4.4  3: Relationship between sleep event and sleep event classification number for sleep event 
combination 3 (experiments bpson3 and sfab3). 
Sleep Event Sleep Event Classification Number 
Wake  1 
Stage 1 & Stage 2 2 
Stage 3 and Stage 4 3 
REM 4 
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Figure 4.4 1: Hypnograms of GOHMM and physician/technician labeling for experiment sbn1. 
 
 
Table 4.4  4: Confusion matrix of GOHMM and physician/technician labeling for experiment sbn1. 
     
GOHMM 
Labeling     
Technician/Physician Labels 1 2 3 4 5 
1 2 20 0 10 1 
2 28 303 54 3 19 
3 0 0 119 0 0 
4 0 0 0 70 1 
5 40 11 0 0 40 
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Figure 4.4 2: Hypnograms of GOHMM and physician/technician labeling for experiment sfn2. 
 
 
Table 4.4  5: Confusion matrix of GOHMM and physician/technician labeling for experiment sfn2. 
   
GOHMM 
Labeling  
Technician/Physician Labels 1 2 3 4 
1 127 77 0 97 
2 3 284 97 0 
3 0 0 148 0 
4 3 42 0 22 
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Figure 4.4 3: Hypnograms of GOHMM and physician/technician labeling for experiment bpson3. 
 
 
Table 4.4  6: Confusion matrix of GOHMM and physician/technician labeling for experiment bpson3. 
     
GOHMM 
Labeling   
Technician/Physician Labels 1 2 3 4 
1 31 59 0 1 
2 7 346 87 0 
3 1 1 117 0 
4 2 0 0 69 
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Figure 4.4 4: Hypnograms of GOHMM and physician/technician labeling for experiment sfab1. 
 
 
Table 4.4  7: Confusion matrix of GOHMM and physician/technician labeling for experiment sfab1. 
     
GOHMM 
Labeling     
Technician/Physician Labels 1 2 3 4 5 
1 15 4 0 0 10 
2 32 230 169 20 5 
3 0 0 33 0 0 
4 0 0 0 105 6 
5 93 1 0 0 144 
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Figure 4.4 5: Hypnograms of GOHMM and physician/technician labeling for experiment sfab2. 
 
 
Table 4.4  8: Confusion matrix of GOHMM and physician/technician labeling for experiment sfab2. 
     
GOHMM 
Labeling   
Technician/Physician Labels 1 2 3 4 
1 455 90 1 9 
2 26 60 63 78 
3 0 0 61 0 
4 7 1 0 95 
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Figure 4.4 6: Hypnograms of GOHMM and physician/technician labeling for experiment sfab3. 
 
 
Table 4.4  9: Confusion matrix of GOHMM and physician/technician labeling for experiment sfab3. 
     
GOHMM 
Labeling   
Technician/Physician Labels 1 2 3 4 
1 65 45 0 128 
2 21 261 195 8 
3 0 0 33 0 
4 1 0 0 110 
4.5 Chapter Summary 
 This chapter provided quantitative results to address research questions two and 
three posed in section 1.3.  In section 4.3.1 the quantitative features extracted from the 
psg to best describe the human sleep cycle were indicated providing insight on research 
question number two.  Research question three was addressed in sections 4.3.2-4.3.3 by 
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providing the GOHMM parameters that represented the sleep cycles for the 
normal/control subjects and pre-Parkinsonian patients.  Graphical illustrations and tables 
were provided in section 4.4 displaying ESAM performance using the selected feature 
subsets and GOHMM parameters.  Interpretation of the presented results and a summary 
relating these findings to current sleep research are provided in Chapter 5.  
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CHAPTER 5: CONCLUSIONS 
5.1 Chapter Introduction 
 This chapter presents four topics: the research study summary, research findings 
and their relation to the literature, study surprises, and study conclusions.  Research 
conclusions specifically address implications for action and further research based upon 
results presented in Chapter 4. 
5.2 Study Summary 
5.2.1 Problem Overview 
 The main objective of this work was the development of a computer-based ESAM 
to aid sleep care physicians in the diagnosis of Pre-Parkinson’s disease symptoms 
utilizing psg data.  ESAM displays significant promise in streamlining the analysis of the 
human sleep cycle to aid physicians in the identification, treatment, and prediction of 
sleep disorders.   
 In this work four aspects of computer-based human sleep analysis were 
investigated that included psg interpretation, pre-processing, sleep event classification 
and abnormal sleep detection.  In Chapter 2 a review of previous developments in these 
four areas were provided along with their relationship to the establishment of ESAM.   
 The technical approach in this work used psgs of control subjects and pre-
Parkinsonian disease patients obtained from the ECDC as inputs into ESAM.  The 
engineering tools employed during the development of ESAM included the GSVD, 
sequential forward and backward feature selection algorithms, the b-PSO algorithm, k-
NN classification, and GOHMM.  Details regarding the specific implementation and 
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methodology behind these engineering and statistical analysis tools were provided in 
Chapter 3.  Experimental results obtained from the methodology implemented in Chapter 
3 were provided in Chapter 4. 
 Contributions of this work included a methodology for automatic 
removal/compensation of specific artifacts within the human psg, quantitative based 
feature sub-sets for sleep event classification, and human sleep models representing pre-
Parkinsonian disease patients and normal age matched control subjects.  The 
contributions from this work are significant in understanding the human sleep cycle and 
aiding physicians in the identification, treatment, and prediction of sleep disorders. 
5.2.2 Statement of Purpose and Research Questions 
Quantitative sleep methodologies have been difficult to establish since sleep has 
been traditionally defined with quantitatively ambiguous rules.  The goal of this study 
was to bypass the need for ambiguous rule use in sleep analysis by establishing a 
computer-based expert decision system built upon sleep physician knowledge and a 
quantitative methodology.    
This study contained three aims to meet the established research goal.  Aim one 
was the development of an automated computer-based artifact removal/compensation 
methodology for specific artifacts within human psgs.  The second aim involved the 
development of a quantitative computer-based sleep model based on human psgs.  The 
third and final aim was the application of the quantitative sleep model obtained in aim 




5.2.3 Methodology Review 
An illustration of the methodology used in ESAM to meet the three aims described in 
section 5.2.2 is provided in Figure 5.2 3 1(module #1 reprinted with the author’s 
permission [1]).  The five module process implemented in ESAM is described in the 
bulleted list below: 
• MODULE#1:   Psg data collection, for both control subjects and pre-
Parkinsonian disease patients, conducted at ECSDC 
• MODULE#2: Pre-processing of psg data using noise reduction/artifact removal 
methods that include band-pass filtering and the GSVD 
• MODULE#3:  Psg processing window selection and feature extraction with 
window selection obtained from physician consultation and feature extraction 
conducted using sequential forward and backward feature selection algorithms, b-
PSO algorithm, and k-Nearest Neighbor classification. 
• MODULE#4:  Sleep stage classification implemented using GOHMM’s 
constructed for both control subjects and pre-Parkinsonian disease patients 
• MODULE#5:     Expert prior knowledge of the human sleep cycle provided by 
the sleep physician to enhance ESAM performance  
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Figure 5.2.3 1: Illustration of the expert sleep analysis methodology (ESAM). 
5.2.4 Major Findings 
A brief overview of the major study findings entitled Study Overview are provided 
in this section.  This overview is followed by two sub sections entitled Study Contrast 
and Contributions compared to Previous Works and Study Relationships with the 
Literature.  The subsection entitled Study Contrast and Contributions compared to 
Previous Works was explored by answering the following questions: 









































*How does this study contribute to the current knowledge base? 
Questions investigated in the subsection entitled Study Relationships with the Literature 
included: 
 *How do the study findings compare with those in the literature? 
 * How do these results fit or not fit into the findings of previous studies? 
*Do these findings have any special importance, either as improvements on 
previous findings or in breaking new ground?   
The questions explored in both subsections were adapted from Roberts[78]. 
Study Overview 
This study presented a methodology to aid physicians in the analysis of psg data 
for the diagnosis of patient’s with Pre-Parkinson’s disease symptoms.  The primary areas 
of investigation in this study included preprocessing techniques, and feature and model 
selection.  Pre-processing techniques were conducted to eliminate and compensate for 
artifacts within the human polysomnogram data sets as presented in section 3.6.1.  
Feature and model selection experiments were conducted on the psg data sets across three 
types of sleep cycle combinations as described in section 4.2.2.      
The pre-processing methodology presented in this study addressed 50Hz and 60 
Hz line power absorption, EPM activity, and SI artifact removal/compensation.  
Automated methods were presented using excessive amplitude detection, band pass 
filtering, and GSVD processing for artifact removal/compensation.  Visual inspection 
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methods showed that the presented artifact removal/compensation methods were efficient 
in removing/compensating for the artifacts of interest.   
The analysis of feature selection results showed highest performance ratings for 
sleep event combination three across all feature selection techniques for both 
normal/control subject and pre-Parkinsonian patient data.  Performance ratings for sleep 
event combination one were the lowest across all feature selection techniques for both 
normal/control subject and pre-Parkinsonian patient data.  Sequential forward and 
backward feature selection algorithms out performed the proposed b-PSO algorithm for 
sleep event combination two for the normal/control subject data with 95% statistical 
confidence.   
The analysis of model selection results showed that the normal/control subject 
GOHMM performed best in sleep combination three using the b-PSO selected features.  
pre-Parkinsonian patient data analysis showed highest GOHMM performance results for 
sleep combination two using the sf selected features.  
Study Contrast and Contributions compared to Previous Works 
What are the differences between this study and previous studies? 
This study was innovative via the automated application of the GSVD algorithm 
for psg artifact compensation and the b-PSO algorithm for feature selection in human 
sleep cycle analysis along with the investigation of the presented sleep cycle 
combinations.  To the author’s knowledge no other study has presented findings 
regarding the investigation of the automated use of the GSVD algorithm for artifact 
compensation and the b-PSO algorithm for feature selection in human psg analysis.  
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Again, to the author’s knowledge, the literature does not indicate other study findings 
investigating human sleep analysis using the defined sleep cycle combinations.   
How does this study contribute to the current knowledge base? 
Contributions of this study include: the automated application of the GSVD 
algorithm for artifact compensation; the b-PSO algorithm for feature selection in human 
sleep cycle analysis; and the examination of the proposed sleep cycle combinations. 
Study Relationships with the Literature 
How do the study findings compare with those in the literature?  
Two study findings can be directly related to the literature.  The two findings of 
interest included the most selected features across feature selection experiments and the 
sleep cycle combination investigation results.  Both findings are addressed in the order 
presented.   
Table 5.2.4 1 displays the top eleven features chosen across all feature selection 
experiments.  Zoubek found using sequential forward feature selection that the top seven 
relevant features for normal human psg analysis to include: Beta Power-EEG, Entropy-
EMG, Sigma Power-EEG, Entropy-EOG, Alpha Power-EEG, and Delta Power-EEG 
[35].  Two of Zoubek’s selected features were found to be in the top eleven features 
selected in this study and are shown highlighted in gray in Table 5.2.4 1.  Alpha-EEG and 
Entropy-EEG, included in Zoubek’s top seven features, were only selected twice during 
the features selection experiments in this study, hence their exclusion from the top eleven 
selected features Table 5.2.4 1.   
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Table 5.2.4 1: A table of the top eleven features chosen across all feature selection experiments. 
Feature # Feature Name Channel # of Selections 
1 Delta Power EEG 5 
5 Beta Power EEG 5 
36 Mobility EEG 5 
41 Complexity  EOG/R  5  
50 
Mean Absolute 
Amplitude EMG/CHIN 4 
 2 Theta Power  EEG  3  
 11 
Spectral Edge 
Frequency  EMG/RL  3  
 38 Mobility  EMG/CHIN  3  
 40  Complexity  EEG 3  
 45  Curve Length EOG/R  3  
 56  Zero Crossing EEG  3  
Other relevant findings included low feature selection performance results (across 
all feature selection experiments) for sleep event combination one (67.261% ± 6.629%), 
the classical definition of sleep, compared to that of sleep event combinations two and 
three (77.771% ± 6.201%) for both normal/control subjects and pre-Parkinsonian 
patients.  These findings agreed with the results in the literature which indicated problems 
in the classical approach for the identification of sleep stage 1[9].  
How do these results fit or not fit into the findings of previous studies? 
The importance of the Delta-EEG and Beta-EEG features, for normal psg 
analysis, found in this study fit within the findings of Zoubek’s work.              
 Low feature selection performance results for sleep event combination one fits in 
the works of Whitney and Kubicki which noted application of the classical human sleep 
cycle toward the identification of stage 1 sleep may hinder optimal sleep analysis[9, 10].      
Do these findings have any special importance, either as improvements on previous 
findings or in breaking new ground? 
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 The labeling of Delta-EEG and Beta-EEG as highly relevant features show 
importance in normal/control subject human sleep analysis and pre-Parkinsonian patient 
analysis.  This is the first, to the author’s knowledge, in depth analysis validating Delta-
EEG and Beta-EEG features as significant quantitative features in pre-Parkinsonian 
human sleep analysis have not been conducted.  Results from this study break new 
ground in establishing the importance of these features in pre-Parkinsonian human sleep 
analysis. 
 Investigation of varying sleep cycle combinations are of special importance in 
breaking new ground toward the identification of new perspectives on pathological 
human sleep cycle analysis.  The quantitative results displayed in this study offer 
promising perspectives regarding sleep classification for both normal/control subjects and 
pre-Parkinsonian patients.  Features obtained in this study may be utilized as 
benchmarking tools for the discrimination of pre-Parkinsonism symptoms from normal 
sleep characteristics in future psg analysis studies.         
5.3 Study Surprises 
 Surprisingly the GOHMM classification rate, in experiment sbn1, for sleep cycle 
combination one (74.064%) were higher than that of the GOHMM classification rate, in 
experiment sfn2, for sleep cycle combination two (64.556%).  This observation was not 
found in the k-NN classification.  The observation of the higher GOHMM classification 
rate for experiment sbn1 may be due to the GOHMM, in experiment sfn2, inefficiently 
classifying 32% of the Wake&S1 epochs as REM epochs.  This surprise observation may 
also be contributed to the inability of the GOHMM to efficiently characterize REM sleep 
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with a small number of S1 epochs in the training data set (B).  It should be noted that the 
training data set (B) for experiment sfn2 contained the lowest number of S1 epochs (91) 
when compared to the other training datasets (A; C-F).  This surprise observation 
displays the limitations of the GOHMM with respect to training data set size for sleep 
classification when compared to the k-NN classifier.  Suggestions to possibly correct for 
this observation are provided in section 5.4.2.      
5.4 Study Conclusions 
5.4.1 Implications for Action 
 Based on findings from this study the following recommendations are suggested 
to make ESAM more accessible and significant to the sleep research community:  
• Implementation of a graphical user interface (GUI) encapsulating the pre-
processing, feature selection, and  sleep modeling methods presented in this study 
• The facilitation of clinical setting tests of the GUI using sleep practitioners and 
researchers to obtain feedback on the relevance of ESAM in clinical applications  
5.4.2 Recommendations for Further Research  
 Recommendations for improvements of this study and future studies based upon 
this work and how they might contribute to the field are discussed in this section.  Three 
recommendations are suggested to improve this study and further explore the presented 
work.  The recommendations include large data studies, b-PSO k-NN implementation 
optimization, and model based sleep illness prediction. 
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 A major limitation in this work included the polysomnogram data set size.  The 
small data set size of normal/control subject data (3) and pre-Parkinsonian patient data 
(3) prevented an in-depth validation of the GOHMMs implemented.  According to Becq 
et al. in order to eliminate classifier bias a minimum training data set size of 500 
samples/epochs should be used for each classification label [79].  This information 
should be considered in the further development of training data sets for ESAM.  
Adherence to the training data set criteria established by Becq et al. might prevent study 
surprises such as those encountered in section 5.3.  Therefore, large size data studies 
containing training data sets greater than or equal to 500 epochs for each classification 
label are recommended as a future work.    
 In this study the optimal sub-set feature selection performance of the b-PSO 
algorithm (66.793%±9.875%) compared to the sequential feature selection algorithms 
(72.245%±7.083%) was extremely low.  The low performance rate of the b-PSO 
algorithm may be due to the lack of a rigorous survey of the optimal b-PSO parameters.  
Increased computational costs of using the b-PSO coupled with the k-NN classifier as a 
fitness function prevented a rigorous survey of the optimal b-PSO parameters.  Since 
normality could not be assumed with the data sets in this study other classifiers that 
offered improved computational speed such as the linear and quadratic discriminant 
classifiers were not applicable.  Another future work for this study includes using 
efficient machine learning routines in open source programs such FASTlib to improve k-
NN classifier computational speed [80].  Increased k-NN classifier computational speed 
will permit a rigorous survey of the optimal b-PSO parameters for optimal sub-set feature 
selection. 
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 An aim of this study was the formulation of GOHMM models for normal/control 
subjects and pre-Parkinsonian patients.  As a future work the normal/control and pre-
Parkinsonian prediction rates for the models should be tested using a large size data set.  
Information from these tests will provide insight on the relevance of ESAM as a sleep 
illness diagnostic aid in clinical applications.     
5.4.3 Concluding Remarks  
 The main objective of this work to develop a computer-based ESAM to aid sleep 
care physicians in the diagnosis of pre-Parkinson’s disease symptoms using 
polysomnogram data has been met.  Contributions of this work included a methodology 
for automatic removal/compensation of specific artifacts within the human 
polysomnogram, a quantitative based feature library for sleep event classification, and 
sleep models representing pre-Parkinsonian disease patients and normal age matched 
control subjects.   
 The results presented in this study provided a quantitative methodology for 
stream-lining the analysis of the human sleep cycle to aid physicians in the identification, 
treatment, and prediction of sleep disorders.  Implications for action and future works 
were recommended to make ESAM more accessible and significant to the sleep research 
community. 
 It is the author’s hope that sharing the results from this study will advance the 
field of sleep research and aid physicians to better assist patients suffering from sleep 
pathologies that hinder their quality of life. 
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APPENDIX A 
A.1 k-NN Methodology  
 The primary basis of the k-NN algorithm is that similar observations belong to 
similar classes.  This algorithm is an extension of the nearest neighbor rule.  The number 
of nearest neighbors was selected by setting the value of k.  Classification occurred when 
observations, x, were inputted into the algorithm and corresponding class labels, c, of the 
k nearest neighbor, x’, were outputted. The observations of interest were features 
extracted from the psg.  
 The nearest neighbor was selected by calculating the Euclidean distance.  For 
example, let x and y be d-dimensional vectors.  So, the distance from a point in x to y 
using the Euclidean distance (d) was expressed as   
d(x, y) = ((x- y)T(x- y))1/2,  (A.1)  
   where superscript T represented the transpose operation.  
 The k-NN algorithm consisted of two phases: training and testing.  Feature values 
and corresponding class labels of the data were stored to create the training set.  
Classification of features with unknown class labels were obtained during the testing 
phase.   Testing was implemented when the k-NN algorithm searched for the nearest k 
values to the unknown data within the training data with respect to the testing data.   
 A simple graphical representation of the testing process for “Stage 2” and “REM” 
sleep classification is displayed in Figure A.1 1.  In this illustration k equaled five nearest 
neighbor candidates.  The training set is shown by the red and black circles.  The feature 
with an unknown class label is shown by the white circle and labeled with a question 
mark.  Connecting lines represent the Euclidean distance from the feature to nearest 
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neighbor candidates.  In this example the unknown value fell within the “Stage 2” sleep 
category and the k-NN classifier labeled the unknown data segment as “Stage 2” sleep.      
 
Figure A.1 1: Illustration of the testing processes for the k-NN classifier. 
 
A.2 Roulette Wheel Selection Methodology  
 Roulette wheel selection is a proportional selection routine that focuses on 
selecting the most-fit individuals, in our case features, in a population based on the 
sampling distribution of the data set.  Roulette wheel selection was defined by the 













)( ,  (A.2) 
where np was the total number of individuals (features) in the population, and Ps(xi) was 
the probability that xi , a particular feature, would be selected.  The probability 
distribution may be viewed as a roulette wheel with the size of each roulette slice 
proportional to the normalized selection probability value of each individual/feature.  
Selection may be viewed as spinning the roulette wheel and recording the 
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individual/feature corresponding to the selected slice.  Individual/feature fitness was 
directly proportional to selection probability ensuring that optimal individuals/features 
were more likely to be selected. 
A.3 k-Means Methodology  
The k-Means clustering algorithm is a commonly used unsupervised learning 
algorithm for the classification of a given data set into a pre-defined set of k clusters[63].  
Centroids were defined for each cluster based upon a distance metric, in our case we 
utilized the squared Euclidean distance, and the following objective function, ),( UJ θ , 
was minimized 










jiij xuUJ θθ ,  (A.3) 
where, iju  was a membership function such that each data point i=1,2,…N was classified 
as belonging to any  j=1,2,…m clusters, and 
2
jix θ−  represented the squared Euclidean 
distance between the data point ix  and the cluster center jθ  for the N data points and 
their respective m cluster centers.  The k-Means algorithm was executed as follows:  
1) K cluster points/centroids were defined representing the initial cluster centers 
based upon the sleep event combination number. 
2) Each data point/epoch was assigned to a cluster based on the closest cluster 
centroid/mean cluster value. 
3) The positions of the K cluster centroids/mean cluster values were recalculated 
based on the new cluster classifications. 
4) Steps 2 and 3 were repeated until the cluster centroids did not change. 
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5) The cluster centroid values that minimized the objective function ),( UJ θ  were 




APPENDIX B  
B.1 Sequential Feature Selection Search Spaces  
 
Figure B.1 1: Surface plot of the search space for data set B and sleep event combination 1 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 2: Surface plot of the search space for data set B and sleep event combination 1 using the 
sequential forward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
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Figure B.1 3: Surface plot of the search space for data set C and sleep event combination 1 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 




Figure B.1 4: Surface plot of the search space for data set C and sleep event combination 1 using the 
sequential forward algorithm to obtain the maximum classification accuracy across k-NN values and 







Figure B.1 5: Surface plot of the search space for data set A and sleep event combination 2 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 6: Surface plot of the search space for data set A and sleep event combination 2 using the 




Figure B.1 7: Surface plot of the search space for data set B and sleep event combination 2 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 8: Surface plot of the search space for data set B and sleep event combination 2 using the 




Figure B.1 9: Surface plot of the search space for data set C and sleep event combination 2 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
Figure B.1 10: Surface plot of the search space for data set C and sleep event combination 2 using the 




Figure B.1 11: Surface plot of the search space for data set A and sleep event combination 3 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 12: Surface plot of the search space for data set A and sleep event combination 3 using the 




Figure B.1 13: Surface plot of the search space for data set B and sleep event combination 3 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
Figure B.1 14: Surface plot of the search space for data set B and sleep event combination 3 using the 




Figure B.1 15: Surface plot of the search space for data set C and sleep event combination 3 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 16: Surface plot of the search space for data set C and sleep event combination 3 using the 




Figure B.1 17: Surface plot of the search space for data set D and sleep event combination 1 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 18: Surface plot of the search space for data set D and sleep event combination 1 using the 
sequential forward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
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Figure B.1 19: Surface plot of the search space for data set E and sleep event combination 1 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 20: Surface plot of the search space for data set E and sleep event combination 1 using the 




Figure B.1 21: Surface plot of the search space for data set F and sleep event combination 1 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 22: Surface plot of the search space for data set F and sleep event combination 1 using the 




Figure B.1 23: Surface plot of the search space for data set D and sleep event combination 2 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 24: Surface plot of the search space for data set D and sleep event combination 2 using the 
sequential forward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
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Figure B.1 25: Surface plot of the search space for data set E and sleep event combination 2 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 26: Surface plot of the search space for data set E and sleep event combination 2 using the 
sequential forward algorithm to obtain the maximum classification accuracy across k-NN values and 




Figure B.1 27: Surface plot of the search space for data set F and sleep event combination 2 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 28: Surface plot of the search space for data set F and sleep event combination 2 using the 
sequential forward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
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Figure B.1 29: Surface plot of the search space for data set D and sleep event combination 3 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 30: Surface plot of the search space for data set D and sleep event combination 3 using the 
sequential forward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
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Figure B.1 31: Surface plot of the search space for data set E and sleep event combination 3 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
 
 
Figure B.1 32: Surface plot of the search space for data set E and sleep event combination 3 using the 
sequential forward algorithm to obtain the maximum classification accuracy across k-NN values and 
feature subset amount. 
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Figure B.1 33: Surface plot of the search space for data set F and sleep event combination 3 using the 
sequential backward algorithm to obtain the maximum classification accuracy across k-NN values and 





Figure B.1 34: Surface plot of the search space for data set F and sleep event combination 3 using the 
sequential forward algorithm to obtain the maximum classification accuracy across k-NN values and 











































Box Plots of Feature Selection Analysis (Normal Data Sets-Sleep Event Combination #1)
 
Figure B.2 1: Box plot display of the lower quartile, median, and upper quartile values for normal/control 






































Box Plots of Feature Selection Analysis (Normal Data Sets-Sleep Event Combination #3)
 
Figure B.2 2: Box plot display of the lower quartile, median, and upper quartile values for normal/control 







































Box Plots of Feature Selection Analysis (Abnormal Data Sets-Sleep Event Combination #1)
 
 
Figure B.2 3: Box plot display of the lower quartile, median, and upper quartile values for 








































Box Plots of Feature Selection Analysis (Abnormal Data Sets-Sleep Event Combination #2)
 
Figure B.2 4: Box plot display of the lower quartile, median, and upper quartile values for 










































Box Plots of Feature Selection Analysis (Abnormal Data Sets-Sleep Event Combination #3)
 
 Figure B.2 5: Box plot display of the lower quartile, median, and upper quartile values for 
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