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Abstract: In the framework of Atiyah’s axioms of topological quantum field theory with
unitarity, we give a direct proof of the fact that symmetry protected topological (SPT)
phases without Hall effects are classified by cobordism invariants. We first show that the
partition functions of those theories are cobordism invariants after a tuning of the Euler
term. Conversely, for a given cobordism invariant, we construct a unitary topological
field theory whose partition function is given by the cobordism invariant, assuming that
a certain bordism group is finitely generated. Two theories having the same cobordism
invariant partition functions are isomorphic.
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1 Introduction
1.1 The main theorem
In this paper, we prove the following theorem whose physics motivations, the precise math-
ematical meaning and the conditions will be explained later in this paper:
Theorem 1.1. There is a 1:1 correspondence between the following two sets:
1. the set of isomorphism classes of d-dimensional unitary invertible topological field
theories with the symmetry group Hd satisfying Atiyah’s axioms, with the particular
choice of the Euler term such that the sphere partition function is unity,
2. the cobordism group Hom(ΩHd ,U(1)), where Ω
H
d is the bordism group of d-dimensional
manifolds with Hd-structure,
The precise statements are given in Theorems 3.4, 3.5, 4.3, 4.4 and Remark 3.2.
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This theorem essentially proves the conjecture in [1, 2], at least in the framework of
relativistic field theory. See also [3] for a very closely related theorem by Freed and Hopkins
for fully extended invertible field theory. Our theorem is about the case of non-extended
topological quantum field theory (TQFT) which may be more familiar to physicists. De-
spite the slight difference in the axioms, the final classification results in [3] and in this
paper are essentially the same. However, we remark that in this paper we always discuss
about isomorphism classes of theories rather than deformation classes as in [3]. This makes
our discussion more or less elementary and explicit.
1.2 Symmetry protected topological phases, anomalies, and theta angles
The physics motivations of the main theorem above are the classifications of (i) symmetry
protected topological (SPT) phases in d-spacetime dimensions, (ii) anomalies in (d − 1)-
spacetime dimensions, and (iii) generalized theta angles in d-spacetime dimensional gauge
theories and quantum gravity. We will always assume relativistic symmetry in this paper.
Empirically, the classification assuming relativity also coincides with other classifications
of topological phases in condensed matter physics.
SPT phases are gapped phases of quantum systems in d-spacetime dimensions which
have a certain global symmetry group Hd which include internal as well as spacetime
symmetries. In the language of quantum field theory (QFT), we assume that the system
has a mass gap and the Hilbert space of the ground states on any closed spatial manifold
is one-dimensional. Then we would like to classify the low energy (or long distance) limit
of such systems up to some equivalence relations. This class includes important condensed
matter systems such as topological insulators and superconductors [4, 5]. By definition,
the theory in the low energy limit has only a single state in the Hilbert space on any
closed manifold. However, they can have nontrivial partition functions. If we are given
a closed spacetime manifold X with background field of the symmetry Hd (e.g. electric-
magnetic field for U(1) symmetry), we have the partition function Z(X) on X with the
given background. The values of the partition function turn out to classify these SPT
phases. The partition function must satisfy various requirements, or axioms, to be a QFT
as we review later.
The class of QFTs with one-dimensional Hilbert space on any closed spatial manifold
is called invertible field theory [6]. This name comes from the following fact. If we have
an invertible field theory I, there exists a theory I−1 such that their product I × I−1 is
a completely trivial theory. The classification of SPT phases amounts to a classification of
invertible field theories up to the equivalence relation under continuous deformation. The
invertible field theories themselves are classified by isomorphism classes of theories, while
the SPT phases are classified by deformation classes of theories. Here, deformation classes
mean that we identify two theories if they are related to each other by continuous change
of parameters (e.g. continuous change of the composition of material by doping).
One of the most important characteristic properties of SPT phases is as follows. If
they are put on a spatial manifold with boundary, then there must appear a nontrivial
boundary theory. Namely, the boundary cannot be in a trivial gapped phase with a single
ground state. Given an SPT phase, the possible boundary theories are not unique. How-
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ever, they must have the same ’t Hooft anomaly of the global symmetry group Hd. The
anomaly of Hd of the boundary theories is completely determined by the bulk SPT phase.
Conversely, it is believed that all anomalies are realized by SPT phases in the way described
above. Therefore, SPT phases are relevant to the classification of ’t Hooft anomalies of the
symmetry group Hd (see e.g. [7–15] for a partial list of references).
In the case that the invertible field theories are realized as the low energy limit of
massive fermions, the situation is well-understood [13, 14]. The partition functions are
described by the η invariant [16] of Dirac operators coupled to the background field. The
relevant mathematics governing the η invariant, such as the Atiyah-Patodi-Singer index
theorem [16] and the Dai-Freed theorem [17] also have physical understanding [18, 19],
analogous to the case that the Atiyah-Singer index theorem is understood by Fujikawa’s
method of path integral measure. In more general cases, there are several proposals for
the classification of SPT phases such as generalized group cohomology [20–22], cobordism
group [1, 2], and more general approach based on generalized cohomology [23–26]. They
are not independent but are related to each other. Our main theorem above, as well as the
theorem in [3], prove the conjectured classification by cobordism group [1, 2] in the context
of relativistic field theory.
Invertible field theories are also relevant for the classification of theta angles in gauge
theories and quantum gravity theories (e.g. the worldsheet theories of superstring theo-
ries) in which a subgroup G ⊂ Hd is “gauged”, meaning that the field associated to it is
dynamical instead of background [6]. In general, if we have a theory T with a symmetry
G ⊂ Hd, then we may gauge the symmetry G by coupling it to dynamical gauge field
and/or gravity. Then we get a gauge theory with the gauge group G, which we may denote
as T /G. Suppose that we have a generic theory T and an invertible field theory I both
of which have the symmetry G. Then, we can consider another theory T × I, and gauge
the group G to get another gauge theory (T × I)/G. In this gauge theory, the invertible
theory I plays the role of a theta angle for the gauge group G. For example, in d = 2
spacetime dimensions with a symmetry U(1), we can consider a theory Iθ whose partition
function is given as Z(X) = exp(iθ
∫
X c1), where c1 =
iF
2pi is the first Chern class of the
background field strength F for U(1), and θ ∈ R/2piZ is a parameter. After making the
U(1) gauge field dynamical, it is obvious that Iθ gives the theta term for the U(1) gauge
theory. See also [27] for a recent discussion of more sophisticated examples. For the classi-
fication of the theta terms, we need isomorphism classes of invertible field theories rather
than deformation classes of theories.
1.3 The principles of locality and unitarity in invertible field theory
Because of the above motivations, it is important to classify possible invertible field theories
with global symmetry group Hd. How can we classify them? For this purpose, we use the
most fundamental principles of QFT: locality and unitarity. Let us sketch them in the
particular case of invertible field theories. The details will be reviewed in Sec. 2. If the
following discussions look abstract, we refer the reader to e.g. [13, 14, 18] for the concrete
case of free massive fermions.
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Figure 1. A manifold X which consists of X1 and X2 glued at their common boundary Y .
Locality. The partition function of a theory on a closed manifold X coupled to back-
ground field can be regarded as the effective action of the background field. We abbreviate
the whole information of the manifold and the background field by just X. Then the ef-
fective action Seff(X) is given as Z(X) = e
−Seff(X). In a system with a mass gap ∆, the
correlation length of the system is of the order of ∆−1. If we only consider the system in
length scales which are much larger than ∆−1, the correlation length is negligibly small
and the effective action is a “local functional” of the background field. Roughly speaking,
this means that the effective action is given by the integral of a local effective Lagrangian
Leff as
“ Seff(X) =
∫
X
Leff ”. (1.1)
For example, in the case of the theta angle in two-dimensional U(1) field discussed above,
we have Leff = θ2piF .
Suppose that the manifold X is decomposed as X = X1 ∪X2 with ∂X1 = ∂X2 = Y as
in Figure 1. The bar on ∂X2 is a generalization of orientation flip which will be explained
in Sec. 2. Then roughly speaking, we have
“ Seff(X) = Seff(X1) + Seff(X2) ” (1.2)
because Seff is the integral of Leff . Hence we get
Z(X) = Z(X1)Z(X2). (1.3)
This is the rough statement of locality in the context of theories with a large mass gap.
However, the above equations (1.1) and (1.2) are not precise, while (1.3) needs a careful
reinterpretation. The reason is as follows. Even if the correlation length is infinitesimally
small, the two manifolds X1 and X2 are touching each other at their common boundary
∂X1 = ∂X2 = Y . Therefore, there is a room for some nontrivial effect from the boundary.
One way to think about the effect of the boundary is as follows. In Euclidean path
integral, we are free to say which direction is the “time” direction and which are the “space”
directions. Let us regard Y as “space”, and the direction orthogonal to it as “time”. Then
we have the physical Hilbert space H(Y ) associated to Y . The path integral over X1
naturally gives a state vector on Y (which is the defining property of the path integral),
and hence we can think of Z(X1) as taking values in H(Y ),
Z(X1) ∈ H(Y ). (1.4)
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By the assumption of invertible field theory, the Hilbert space H(Y ) is one-dimensional.
The Z(X2) takes values in the dual vector space H(Y ) ' H(Y ) and their product Z(X) =
Z(X1)Z(X2) takes values in C. Thus, the value of the partition function on a closed
manifold gives a number in C, but the partition function on a manifold with boundary
gives an element of the Hilbert space H(Y ) associated to the boundary Y . Under this
interpretation, the equation (1.3) makes sense. This is the condition of locality that the
partition function must satisfy.
Unitarity. Another fundamental principle is unitarity. Let us look at the structure
of the effective action Seff in a unitary theory. The unitarity is most straightforwardly
understood when the metric of the manifold XLorentz has Lorentzian signature rather than
Euclidean signature. Then, the unitarity means that Z(XLorentz) = e
iSeff(XLorentz) with
real Seff(XLorentz) ∈ R. This is due to the fact that the sum of probability in quantum
mechanics must be unity, so any time evolution must be given by a unitary matrix, and
invertible field theory has only one state in the Hilbert space, so the Z(XLorentz) must be
a pure phase with the unit absolute value |Z(XLorentz)| = 1.
Now we want to Wick-rotate the above statement to a manifold X with Euclidean sig-
nature. For simplicity, here we assume that the theory depends just on the orientation of
the manifold, whose generalization will be discussed later in Sec. 2. We may divide the ac-
tion into two parts Seff(XLorentz) = S
even
eff (XLorentz) + S
odd
eff (XLorentz), where S
even
eff (XLorentz)
is the part which is even under the orientation flip, and Soddeff (XLorentz) is the part which
is odd under orientation flip. Roughly speaking, the odd part contains the totally anti-
symmetric tensor µ1···µd . For example, the theta term for the two-dimensional U(1) field is
θ
4pi
∫
X d
2x(µνFµν) if we use the explicit component notation. This totally anti-symmetric
tensor µ1···µd produces an imaginary factor i =
√−1 when we Wick-rotate the metric
from the Lorentzian signature to Euclidean signature. Therefore, after the Wick rotation
XLoretnz → X, we get
Z(X) = exp
(
−Seveneff (X) + iSoddeff (X)
)
, (1.5)
where both Seveneff (X) and S
odd
eff (X) take values in the real numbers R.
Let X be the orientation flip of the manifold X. Then, from the above structure, we
clearly get
Z(X) = Z(X) (1.6)
where Z(X) is the complex conjugate of Z(X). This is the requirement of unitarity. We
require it also when the manifold has a boundary ∂X = Y . In that case, we first require
that the Hilbert space H(Y ) on the orientation-flipped manifold Y is given by the complex
conjugate Hilbert space H(Y ). Then, Z(X) takes values in H(Y ), and Z(X) takes values
in H(Y ) ∼= H(Y ) with the value Z(X) = Z(X), which is the complex conjugate vector of
Z(X). Furthermore, the unitarity requires that every Hilbert space H(Y ) has a positive
definite hermitian inner product, and hence we can identify the complex conjugate vector
space H(Y ) and the dual vector space of H(Y ). Then Z(X)Z(X) ≥ 0 can be naturally
regarded as a non-negative number in the unitary theory.
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Locality and unitarity are believed to be necessary conditions for relativistic quantum
systems. It is not clear whether they are also sufficient or not, especially because the locality
in the above sense might be weaker than physically expected, and it may be weaker than
the fully extended version of locality [28, 29] (see also [30] for invertible field theory) used
in [3]. However, locality and unitarity in the above sense may be sufficient for invertible
field theories. They are already very powerful constraints on physical systems, and the
classifications by imposing just locality and unitarity agree with classifications obtained
by totally different methods. One of the nontrivial examples is the classification of time-
reversal invariant topological superconductors in 3 + 1-dimensions. There the classification
by Z16 was found by studies of solvable models [14, 31–35], and the same classification
was obtained in [2, 13] which is essentially by the requirement of locality and unitarity.
Therefore, in this paper we classify invertible field theories under these principles. More
precise axioms are explained in Sec. 2.
The above discussions are general. However, in the rest of the paper, we work entirely
in the framework of topological QFT. We need to make a remark about what we mean
by “topological”. By “topological”, we mean that partition functions on closed manifolds
are invariant under continuous deformation of background field. Therefore, it may be
more properly rephrased as “homotopy invariance under the change of background field”.
This excludes some important invertible field theories. For example, for U(1) symmetry in
d = 2 + 1 spacetime dimensions, we have the invertible field theory whose effective action
is given by the Chern-Simons invariant of the background field A which is roughly given
as Seff(X) =
ik
4pi
∫
X AdA for k ∈ Z. This system describes integer quantum Hall effects
(see [36] for a review). The effective action depends on the precise field configurations
of A and is not invariant under the continuous change of A. For more discussions and
a conjecture about the classification of theories including those “non-topological” cases,
see [3]. Throughout the paper, we assume the absence of such Hall conductivity and
generalizations of it, as well as other less interesting non-topological terms in Seff .
1.4 Organization of the paper
In the rest of the paper, we will prove Theorem 1.1 whose precise statements are given in
Theorems 3.4, 3.5, 4.3, 4.4 and Remark 3.2.
In section 2, we review the Atiyah’s axioms of TQFT, following [3]. We describe the
precise version of locality and unitarity which are sketched above. In section 3, we show that
partition functions of invertible field theories are invariant under bordisms of manifolds.
More explicitly, partition functions are given by cobordism invariants Hom(ΩHd ,U(1)), up
to the caveat that we need to tune the term in the effective action which is proportional
to the Euler density. The Euler term is rather trivial and can be easily factored out. In
section 4, for each element of Hom(ΩHd ,U(1)), we give an explicit construction of a TQFT
whose partition function is given by that element. Moreover, we show that invertible
TQFTs are completely characterized by their partition functions. Namely, two theories
with the same partition function are isomorphic in the sense which is made precise there.
Therefore, we conclude that unitary invertible TQFTs are classified by Hom(ΩHd ,U(1)). In
appendix A we summarize some technical definitions in category theory.
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2 Manifold with structure and axioms of topological field theory
QFT requires spacetime dimension d and a symmetry group Hd as the data. The back-
ground field for the symmetry group Hd is incorporated as principal Hd-bundles. We review
the axioms of TQFT with the symmetry group Hd. See Sec. 2,3,4 of [3] for more details.
However, we give more explicit discussions on spin structure, so the discussions in Sec. 2.3
and related discussions in later subsections may be new.
It may be possible to extend our discussions to more general cases such as higher form
symmetries [37], sigma models [27, 38], 2-groups [39–42], duality groups [43], and so on.
But we do not discuss them in this paper.
2.1 Hd-manifold
The group Hd contains both internal as well as the Euclidean signature version of Lorentz
symmetries, and it must satisfy some properties which are described in [3]. We review
them to the extent needed in this paper. We work entirely in the Euclidean signature of
the Lorentz group.
Hd is a compact Lie group with a homomorphism
ρd : Hd → O(d). (2.1)
This is a map which “forgets the internal symmetry group”, and O(d) is regarded as the
Euclidean signature version of Lorentz symmetry group of spacetime. The image ρd(Hd) is
either SO(d), O(d) or the trivial group, but we do not consider the case of the trivial group
following [3]. (The case of the trivial ρd(Hd) would give framings of the tangent bundle of
manifolds.) If ρd(Hd) = O(d), the theory has a time reversal symmetry. The inverse image
of SO(d) is of the form
ρ−1d (SO(d)) ∼= (Spin(d)×K)/〈(−1, k0)〉 (2.2)
where K is a compact group which is the kernel of ρd (i.e., the internal symmetry group),
k0 is a central element of K of order 2 (i.e. (k0)
2 = 1), and 〈(−1, k0)〉 is the Z2 subgroup
of Spin(d) ×K generated by (−1, k0) where −1 ∈ Spin(d) is the center of the spin group
which maps to the identity in SO(d). For example, if Hd = Spin(d), then K = Z2 because
(Spin(d)× Z2)/Z2 ∼= Spin(d). We call the central element (−1, 1) ∼ (1, k0) as the fermion
parity and denote it as (−1)F . The equation (2.2) is derived under the condition d ≥ 3 in
[3], but for simplicity we only consider the cases that Hd has this property for any d ≥ 1.
Typical (though not general) examples are of the form
Hd = (Ld nK)/〈(−1, k0)〉, (2.3)
where Ld is a Euclidean signature of the Lorentz group such as Spin(d) and Pin
±(d). The
semidirect product is given as follows. Take an automorphism α : K → K such that
α2 = 1, which may be trivial (α = 1). Then we define the product of (s1, k1) ∈ LdnK and
(s2, k2) ∈ LdnK as (s1, k1)(s2, k2) = (s1s2, k1αn1(k2)) where n1 = 0 or 1 mod 2 depending
on whether ρd(s1, k1) is in the connected component of the identity in O(d) or in the other
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component. For example, if there is no symmetry other than the Lorentz group, we have
Hd = SO(d) = Spin(d)/Z2 for the bosonic case and Hd = Spin(d) for the fermionic case.
With time-reversal symmetry, we have Hd = O(d) = Pin
±(d)/Z2 for the bosonic case and
Hd = Pin
±(d) for the fermionic case. A bosonic system protected by U(1) symmetry is
given by Hd = SO(d) × U(1). A d = 3 + 1 dimensional fermionic topological insulator is
protected by Pin+(4)nU(1) with the nontrivial automorphism α by complex conjugation.
Now we define Hd-manifold. Recall that a manifold X has the frame bundle FX
associated to the tangent bundle TX, whose fiber FxX at x ∈ X consists of ordered
bases (e1, · · · , ed) of the tangent space TxX. In the following, we abuse the notation pi to
represent the projection from any fiber bundle to the base manifold X.
Definition 2.1. An Hd-structure on a d-dimensional manifold X is a pair (P,ϕ) where P
is a principal Hd-bundle over X, and ϕ is a bundle map ϕ : P → FX such that pi ◦ ϕ = pi
and ϕ(p · h) = ϕ(p) · ρd(h) for p ∈ P and h ∈ Hd. An Hd-manifold is a manifold with an
Hd-structure equipped.
The image ϕ(P ) ⊂ FX has the structure of a ρh(Hd) principle bundle which is either
SO(d) or O(d) (or trivial if ρd is trivial), and hence it automatically gives a Riemann metric
to the tangent bundle TX. (If ρd is trivial, then this would give a framing of TX.) We
denote this image as
FOX = ϕ(P ) (2.4)
which has the SO(d) or O(d) principal bundle structure. If ρd(Hd) = SO(d), it also gives
an orientation to X. If Hd = Spin(d), then the Hd-structure is a spin structure of the
manifold. In the following, an Hd-manifold is often denoted by just X by omitting to write
(P,ϕ) explicitly unless necessary.
Given an Hd-structure on X, we can define an Hd+1 structure on the bundle R⊕TX in
a canonical way, where R is the trivial line bundle on X. First we need some preparation.
We embed O(d) into O(d+ 1) as
jd : O(d) 3 A 7→
(
1 0
0 A
)
∈ O(d+ 1). (2.5)
From Hd, there is a way to construct Hn for other n 6= d, such that there exists an
embedding in : Hn → Hn+1 with the commutative diagram
· · · // Hd−1
ρd−1

id−1 // Hd
ρd

id // Hd+1
ρd+1

// · · ·
· · · // O(d− 1)
jd−1
// O(d)
jd
// O(d+ 1) // · · ·
(2.6)
where each square is a pullback diagram. For the examples of the form (2.3), we may
explicitly take Hn = (Ln n K)/〈(−1, k0)〉 for any n. See Sec. 2 of [3], for more general
construction.
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Remark 2.2. In the present paper, we regard (2.1), (2.2) and (2.6) as the axioms charac-
terizing Hd.
Now, let (Pd, ϕd) be an Hd-structure on X. Define a principal Hd+1-bundle by Pd+1 =
Pd×idHd+1. Here×id means that for pairs (pd, hd+1) ∈ Pd×Hd+1 we impose the equivalence
relation (pdhd, hd+1) ∼ (pd, id(hd)hd+1) for hd ∈ Hd. Also, define a map
ϕd+1 : Pd+1 = Pd ×id Hd+1 → F (R⊕ TX) (2.7)
as follows, where F (R⊕ TX) is the frame bundle associated to R⊕ TX. (More generally,
in the following, we denote the frame bundle associated to a vector bundle V as FV .
The orthonormal frame bundle is denoted as FOV .) For elements of the form (pd, 1) ∈
Pd ×id Hd+1 we set ϕd+1(pd, 1) = (e0, ϕd(pd)) where e0 is the unit vector of R. For more
general elements (pd, hd+1) ∈ Pd ×id Hd+1 we define
ϕd+1(pd, hd+1) = (e0, ϕd(pd)) · ρd+1(hd+1). (2.8)
One can check that this definition is well-defined (i.e. the results for (pdhd, hd+1) and
(pd, id(hd)hd+1) are the same) by using the commutativity of (2.6) as
(e0, ϕd(pdhd)) · ρd+1(hd+1) = (e0, ϕd(pd)ρd(hd)) · ρd+1(hd+1)
=(e0, ϕd(pd))jn(ρd(hd)) · ρd+1(hd+1) = (e0, ϕd(pd))ρd+1(id(hd)) · ρd+1(hd+1)
=(e0, ϕd(pd))ρd+1(id(hd)hd+1). (2.9)
This defines the Hd+1-structure (Pd+1, ϕd+1) on R⊕ TX.
In the same way, given an Hd-manifold X, we can canonically define an Hd+1-structure
to Ia,b×X where Ia,b = [a, b] ⊂ R. We just identify e0 in the above construction with ∂/∂t,
where t ∈ Ia,b is the standard coordinate of R. Notice that this Hd+1-structure induces
the metric ds2d+1 = dt
2 + ds2d on the manifold Ia,b ×X. We call this Hd+1-structure as the
product Hd+1-structure on Ia,b ×X induced from X.
Let X be an Hd-manifold whose boundary contains a connected component Y . On Y ,
the tangent bundle of X is canonically split as TX|Y ∼= N ⊕ TY , where N is the normal
bundle to Y . There is the choice of whether we take the outward or inward normal vector
as the basis of N , which give two different trivializations N ∼= R of the normal bundle.
After the choice, we get an Hd-structure on R⊕ TY .
Once we have the Hd-structure on R⊕ TY , we can introduce an Hd−1-structure on Y
as follows for d > 1. There is a sub-bundle FOY of FO(R⊕TY ) which consists of elements
of the form (e0, ∗) where e0 is the unit vector of R, and the ∗ represents frames for TY .
This FOY has the structure of a principal SO(d − 1) or O(d − 1) bundle, depending on
whether ρd(Hd) = SO(d) or O(d). Then, from the Hd-structure (Pd, ϕd) on R ⊕ TY , we
define the Hd−1-structure on Y as
Pd−1 = ϕ−1d (e0, ∗) (2.10)
ϕd−1 : Pd−1
ϕd−→ FOY → FY (2.11)
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where we map (e0, ∗) to ∗. This defines the Hd−1-structure (Pd−1, ϕd−1) on Y . Conversely,
an Hd−1-structure on Y gives the Hd-structure on R⊕TY by the process described above.
Therefore, an Hd-structure on R ⊕ TY and an Hd−1-structure on TY can be canonically
identified for d > 1. So we just call them as an Hd−1-structure on Y even for d = 1, even
though it is better to have in mind the presence of R in the case d = 1.
Combining the previous two paragraphs, we can define an Hd−1-structure on a com-
ponent Y of the boundary of X once we specify the outward or inward normal vector.
Given an Hd-structure on X, we are now going to explain the opposite Hd-structure.
We only explain a definition which is equivalent to the definition in [3] up to a canonical
isomorphism. See Sec. 4 of [3] for a more precise definition and canonical isomorphism.
First, we define the Hd+1-structure on R⊕TX in the way described above. We can also
go back to the Hd-structure on X induced from the Hd+1-structure on R⊕ TX in the way
described above. This Hd-structure is canonically isomorphic to the original Hd-structure
on X. Now, instead of considering the sub-bundle of the form (e0, ∗) as discussed above,
we can consider the sub-bundle of the form (−e0, ∗) by flipping the direction of e0. Then,
taking the inverse image of (−e0, ∗) and following the same procedure as above, we get a
certain Hd-structure on X. We denote the Hd-manifold with this new Hd-structure as X.
(In this paper we never use a closure of a topological space. The line over an Hd-manifold
is always used for the opposite Hd-structure.)
Definition 2.3. The opposite Hd-structure (Pd, ϕd) of an Hd-manifold (X,Pd, ϕd) is de-
fined as follows. Let (Pd+1, ϕd+1) be the Hd+1-structure on R⊕TX with Pd+1 = Pd×idHd+1
and Pd ∼= {ϕ−1d+1(e0, ∗); ∗ ∈ FX}. Then
Pd = {ϕ−1d+1(−e0, ∗); ∗ ∈ FX} (2.12)
and, by regarding Pd as a subset of Pd+1 = Pd ×id Hd+1,
ϕd : Pd 3 (pd, hd+1) 7→ (e0, ϕd(pd))ρd+1(hd+1) = (−e0, ∗) 7→ ∗ ∈ FX. (2.13)
The manifold with the opposite Hd-structure is abbreviated as X.
The Hd-structure X obtained by taking the opposite twice can be identified with the
original Hd-structure X in the following way. First, we take the bundle Pd+1 = Pd×idHd+1
and the map ϕd+1 : Pd+1 → F (R ⊕ TX) as defined above. Then take Pd = ϕ−1d+1(−e0, ∗).
Repeating this procedure again, we take the bundle Pd+1 = Pd ×id Hd+1 and the map
ϕd+1 : Pd+1 → F (R′ ⊕ TX) (with different R′ from R which appeared above). Then take
Pd = ϕd+1
−1(−e′0, ∗), where e′0 is the unit vector of R′. This bundle Pd can be regarded as
a subset of Pd ×id Hd+1 ×id Hd+1. Elements of this bundle are of the form
(p, h, h′) ∈ Pd ⊂ Pd ×id Hd+1 ×id Hd+1 (2.14)
such that ρd+1(h) and ρd+1(h
′) act as (−1) on the first component of d + 1 dimensional
vectors. We denote that condition as
ρd+1(h), ρd+1(h
′) ∈ (−1)⊕O(d) (2.15)
– 10 –
with the obvious notation.
Now let us consider the product hh′. The projection ρd+1(hh′) acts trivially on the
first component of d+ 1 dimensional vectors, and hence by the pullback diagram (2.6), it
can be represented as hh′ = id(h′′) for h′′ ∈ Hd. Now we can identify Pd and Pd by the
map
ξ : (p, h, h′) 7→ ph′′(−1)F . (2.16)
One can check that this identification is consistent with the maps ϕd : Pd → FX and
ϕd : Pd → FX, where ϕd is constructed in the appropriate way. In the above identification,
we have included the factor (−1)F . There are several motivations for including it, which
will be explained later in this paper.
Before closing this subsection, let us also define isomorphisms between twoHd-manifolds.
Definition 2.4. An isomorphism between two Hd-manifolds (X,P, ϕ) and (X
′, P ′, ϕ′) is
a bundle map Φ : P → P ′ such that it induces a diffeomorphism Ψ : X → X ′ of the base
manifolds, and the following diagram commutes:
P
Φ //
ϕ

P ′
ϕ′

FX
Ψ∗
// FX ′
(2.17)
Example 2.5. To give a physical motivation for including the factor (−1)F in (2.16), we
discuss the example of time-reversal T. (The following discussion can also be done for
CPT after some modification.) To make the physical meaning clear, here we consider an
Hd−1-manifold Y regarded as a spatial manifold. Let us consider the case Hd = Pin±(d)
as an example. We pick up an element γ0 ∈ Pin±(d) such that ρd(γ0) = (−1)⊕ (1d−1). If
Y is orientable, there is an isomorphism TY (which will be “time-reversal”, as explained
later in Example 2.24) from Y to Y defined as follows. Let sα be local sections on open
cover {Uα} of Y , and let p = sαpα where pα is the local coordinate of the fiber of Pd on
Uα. Then we define the isomorphism TY from the Hd−1-manifold Y to Y as
TY : Pd−1 3 p = sαpα → (sα, γ0id−1(pα)) ∈ Pd−1 ⊂ Pd−1 ×id−1 Hd. (2.18)
This map TY is well defined on orientable manifolds because γ0 commutes with Spin(d−1)
and hence γ0 commutes with the transition functions of the bundle Pd−1. (We assume
that sα is taken to give some orientation to Y .) Also, TY (ph) = TY (p)h, so this is an
isomorphism of the principal Hd−1-bundles. Applying T twice, we get T2 := TY TY : Y →
Y as sαpα → (sα, γ0, γ0id−1(pα)). By the isomorphism Y ∼= Y introduced in (2.16), we get
T2 = (γ0)
2(−1)F (2.19)
which is (−1)F for Pin+ and +1 for Pin−. This will give the corresponding relation of the
time-reversal operator acting on the Hilbert spaces (see Example 2.24 for more details).
This is the standard relation in physics: see e.g. [2, 13].
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2.2 Bordism
Now we define bordism. Let Y0 and Y1 be Hd−1-manifolds. Roughly speaking, a bordism
is an Hd-manifold X with the boundary given by the disjoint union of Y0 and Y1. More
precise definition may be as follows.
Definition 2.6. A bordism from Y0 to Y1 is a 7-tuple
(X, (∂X)0, (∂X)1, Y0, Y1, ϕ0, ϕ1) (2.20)
as follows. The X is a compact Hd-manifold whose boundary is a manifold consisting
of the disjoint union of two closed manifolds (∂X)0 unionsq (∂X)1. The (∂X)1 and (∂X)0 are
given the Hd−1-structures induced from X by using the outward normal vector and inward
normal vector for (∂X)1 and (∂X)0, respectively. The ϕi (i = 0, 1) are isomorphisms
ϕi : (∂X)i → Yi (i = 0, 1). Moreover, there exists a neighborhood U of the boundary
∂X ⊂ U ⊂ X such that U is isomorphic to the disjoint union of [0, )×Y0 and (−, 0]×Y1
for small enough  > 0 with the product Hd-structure on them.
Two bordisms (X, (∂X)0, (∂X)1, Y0, Y1, ϕ0, ϕ1) and (X
′, (∂X ′)0, (∂X ′)1, Y0, Y1, ϕ′0, ϕ′1)
are identified if there exists an isomorphism Φ : X → X ′ such that ϕi = ϕ′i ◦ Φ|(∂X)i .
Also, two bordisms are identified under the following homotopy. If there exists a smooth
one-parameter family of Hd-structures on X parametrized by s ∈ [0, 1], denoted as ϕ(s) :
P → TX, such that ϕ(s) is independent of s in some neighborhood of the boundary ∂X,
then the two bordisms which has the Hd-structures at s = 0 and s = 1 are identified.
We often abbreviate a bordism (X, (∂X)0, (∂X)1, Y0, Y1, ϕ0, ϕ1) as just (X,Y0, Y1) or
X : Y0 → Y1, or more simply as X. In some cases, the full structure of the bordism given
by the 7-tuple (X, (∂X)0, (∂X)1, Y0, Y1, ϕ0, ϕ1) is important, and in those cases we will
write them explicitly. The Y0 and Y1 may be called as ingoing and outgoing boundary,
respectively.
Remark 2.7. In the above definition of bordism, the identification under the homotopy
ϕ(s) is introduced. This is because we want to discuss “topological” QFT in which the
partition function is invariant under such homotopy. However, notice that we fix the
boundary under the homotopy. Continuous change of the boundary would lead to physical
effects such as Berry phases.
Remark 2.8. In the above definition, the assumption about the existence of U which
has the product structure [0, )× Y0 unionsq (−, 0]× Y1 is imposed for technical simplicity [44].
For TQFT, we do not lose anything by this assumption. This is because if we want to
cut and glue a manifold X along a codimension-1 submanifold Y , we can first change the
metric continuously near Y so that it has a neighborhood with the product Hd-structure.
Alternatively, it is also possible to require only continuous (i.e., not necessarily smooth)
Hd-structure, while base manifolds themselves are still smooth.
If we are given two bordisms
(X0, (∂X0)0, (∂X0)1, Y0, Y1, ϕ0,0, ϕ0,1)
(X1, (∂X1)0, (∂X1)1, Y1, Y2, ϕ1,0, ϕ1,1), (2.21)
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we can glue them together along the boundary Y1 as follows. Let (P0, ϕ0) and (P1, ϕ1)
be the Hd-structures on X0 and X1, respectively. Also, let e0,1 be the outward normal
vector to (∂X0)1 and let e1,0 be the inward normal vector to (∂X1)0. Then, the induced
Hd−1-structures on these boundaries are given by P ′0 = ϕ
−1
0 (e0,1, ∗) and P ′1 = ϕ−10 (e1,0, ∗),
respectively. Then we identify the boundaries as follows. First, we idenfity p′0 ∈ P ′0 ⊂ P0
and p′1 ∈ P ′1 ⊂ P1 as p′1 = ϕ−11,0 ◦ ϕ0,1(p′0). For more general element p0 ∈ P0|(∂X0)1 , we
represent it as p0 = p
′
0h for a (not unique) h ∈ Hd where p′0 ∈ P ′0. Then we identify
P0|(∂X0)1 and P1|(∂X1)0 by the map p0 7→ ϕ−11,0 ◦ ϕ0,1(p′0)h. It is easy to check that it
is independent of the choice of the pair (p′0, h), as we have done in (2.9). In this way,
P0|(∂X0)1 and P1|(∂X1)0 are identified, and hence X0 and X1 are glued. This is possible
in a smooth and unique way because of our technical assumption that a neighborhood of
the boundary has the product structure. Then we get a manifold X1 ·X0 obtained by the
gluing. In this way, we get a new bordism X1 ·X0 : Y0 → Y2. This is the composition of
two bordisms.
Suppose that we are given an Hd-manifold with a boundary component (∂X)c which is
given the Hd−1-structure by using the outward normal vector, and assume that there is an
isomorphism ϕc : (∂X)c → Y using that Hd−1-structure. Then it can be seen as outgoing
boundary. However, we can also give (∂X)c the Hd−1-structure by using the inward normal
vector, and regard it as ingoing. This is done as follows. Let P and P ′ be the Hd-bundles
associated to FX|(∂X)c = F (N ⊕ T (∂X)c) and F (R ⊕ TY ), respectively. We have an
isomorphism between P and P ′ by trivializing N ∼= R by using the outward normal vector
eout. Now we restrict that isomorphism to the inverse images of (ein, ∗) ∈ FX|(∂X)c and
(−e0, ∗) ∈ F (R⊕ TY ), where ein = −eout is the inward normal vector, and e0 is the basis
vector of R. This defines the isomorphism ϕ′c : (∂X)c → Y where now (∂X)c is regarded as
ingoing. Thus, (∂X)c can be regarded as outgoing Y or ingoing Y by choosing the outward
or inward normal vectors, respectively.
In particular, by using the above discussions, we can define the following.
Definition 2.9. Let Y be a closed Hd−1-manifold, and let IY := [0, 1]×Y with the product
Hd-structure. The identity bordism 1Y , the evaluation eY , and coevaluation cY are defined
as
1Y = (IY , Y, Y ), (2.22)
eY = (IY , Y unionsq Y ,∅), (2.23)
cY = (IY ,∅, Y unionsq Y ). (2.24)
Another operation we can do to a bordism X : Y0 → Y1 is to take the opposite X.
Then it can be seen as a bordism X : Y0 → Y1. This requires some careful consideration
of definitions. To define X, we first uplift the Hd-structure to the Hd+1-structure ϕd+1 :
Pd+1 → F (R⊕ TX). Then the bundle on X is defined as Pd = ϕ−1d+1(−e0, ∗) for ∗ ∈ FX.
The restriction of F (R⊕TX) to (∂X)0 is canonically isomorphic to F (R⊕N⊕T (∂X)0),
where N is the normal bundle to (∂X)0 and we identify it with a copy of the trivial bundle
R by using the inward normal vector ein. Then the Hd−1-structure on the boundary
(∂X)0 is described by the bundle Pd−1 := ϕ−1d+1(−e0, ein, ∗) for ∗ ∈ F (∂X)0. Then we
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want to define an isomorphism from Pd−1 to the bundle on Y0. Notice that what we have
is the isomorphism from the bundle Pd−1 := ϕ−1d (ein, ∗) to Y0, and what we want is an
isomorphism from Pd−1 = ϕ−1d+1(−e0, ein, ∗) to Y0.
For the purpose of defining the desired isomorphism, we pick up an element
r ∈ Hd+1 such that ρd+1(r) = (−1)⊕ (−1)⊕ (1d−1). (2.25)
Namely, ρd+1(r) flips the sign of the first two coordinates of d + 1-dimensional vectors,
while it acts trivially on other components. Such an element can be specified by using the
Spin(d + 1) part of the group ρ−1d+1(SO(d + 1)) ∼= (Spin(d + 1) × K)/〈(−1, k0)〉. We can
specify r ∈ Hd+1 if we require it to be either the 180◦ rotation or the −180◦ rotation on the
two-dimensional plane spanned by the first two components of (d+ 1)-dimensional vectors.
We denote the 180◦ rotation by r. This r commutes with Hd−1 embedded in Hd+1.
By using r, we define a bundle automorphism of Pd+1 = Pd ×id Hd+1 (or gauge trans-
formation in physics terminology) near the boundary. Let sα be local sections of Pd+1 on
open cover {Uα} of a neighborhood of (∂X)0, such that
ϕd+1(sα) = (−e0, ein, ∗). (2.26)
Then let p = sαpα ∈ Pd+1 where pα is the local coordinate of the fiber of the bundle on
Uα. Then we define the automorphism of Pd+1 as
Φ : p = sαpα 7→ sαrpα. (2.27)
This gives a well-defined bundle automorphism since the transition functions of the bundle
on (∂X)0 is reduced to Hd−1, and r commutes with Hd−1 ⊂ Hd+1.
By the isomorphism Φ, the bundle Pd−1 := ϕ−1d+1(−e0, ein, ∗) is mapped to the bundle
ϕ−1d+1(e0,−ein, ∗) as principal Hd−1-bundles. The bundle ϕ−1d+1(e0,−ein, ∗) in turn can be
canonically identified with ϕ−1d (−ein, ∗). From this ϕ−1d (−ein, ∗), we can define the canon-
ical isomorphism to Y which was already explained before.
We can apply the same consideration to the outgoing component of the boundary by
using the outward normal vector. Therefore, we can regard X as a bordism X : Y0 → Y1.
The −180◦ rotation r−1 can be different from r in the case of spin manifolds or a
generalization of spin manifolds where (−1)F := (−1, 1) ∼ (1, k0) is nontrivial. It is free
to use either r or r−1, but we use the same one for both ingoing and outgoing boundaries.
Then the two choices are equivalent. The reason is that the difference is given by (−1)F ,
and the action of (−1)F can be extended as a bundle automorphism of Pd+1 not only near
the boundary, but also on the entire X because (−1)F commutes with any element of Hd+1.
Thus the two choices of using r or r−1 are related by this bundle automorphism (−1)F .
The definition of bordisms given in Definition 2.6 says that we identify two bordisms if
they are related by an isomorphism. Therefore, they are equivalent. In this way, the new
bordism X : Y0 → Y1 is defined independent of the choice of r or r−1.
The reason that we use the same choice (r or r−1) for both ingoing and outgoing
boundary components is to obtain the properties: X1 ·X0 = X1 ·X0 for the composition
of two bordisms X0 : Y0 → Y1 and X1 : Y1 → Y2, and also 1Y = 1Y . In summary, we have
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Lemma 2.10. Taking the opposite Hd-structure gives a map from the class of bordisms to
itself which map X : Y0 → Y1 to X : Y0 → Y1 such that 1Y = 1Y and X1 ·X0 = X1 ·X0.
In the next section, we will consider the bordism category. Then, this lemma means
that taking the opposite Hd-structure is a functor from the bordism category to itself.
Definition 2.11. The double ∆X of a bordism X : ∅→ Y is defined as ∆X = eY ·(XunionsqX).
Remark 2.12. Given a bordism X : Y0 → Y1, we may instead regard it as a bordism
Y1 → Y0 by changing the interpretation of ingoing and outgoing boundary components.
Let us denote that bordism as tX. Then tX is a bordism Y1 → Y0. In particular, if X is a
bordism X : ∅→ Y , the double in Definition 2.11 is also given as ∆X = tX ·X.
Now we can also define the bordism group ΩdH which appears in the main classification
theorem. Let us consider an equivalence relation X ∼ X ′ between closed Hd-manifolds if
there exists a bordism C : X → X ′. From the above discussions, this equivalence relation
is symmetric and transitive, while reflectivity is obvious.
Definition 2.13. The d-dimensional bordism group ΩdH with H-structure is, as a set, given
by the set of equivalence classes of closed Hd-manifolds X under the equivalence relation
X ∼ X ′ if there exists a d + 1-dimensional bordism C from X to X ′. The abelian group
structure is given by taking the disjoint union unionsq as the multiplication, the empty manifold
∅ as the unit element, and the opposite Hd-manifold X as the inverse of X.
2.3 Subtle spin structure
In addition to 1Y = 1Y , we would like to study the opposites of the evaluation and coeval-
uation defined in Definition 2.9. Namely, we are going to compare cY and cY , and similarly
for eY . However, the spin structure is extremely subtle, so let us study it carefully. In the
following, we discuss the case of cY , but eY is completely parallel.
As an Hd-manifold, cY is given by IY := [0, 1]× Y . First, let us neglect the boundary
and establish IY = IY in the interior. Let Pd = Pd−1×id−1Hd be the Hd-bundle on IY where
Pd−1 is the Hd−1-bundle on Y . As usual, it is equipped with the map ϕd : Pd → F (R⊕TY )
where R is the tangent bundle to [0, 1]. We denote the unit vector on [0, 1] as e0. To define
the opposite Hd-structure IY , we take
Pd+1 = Pd ×id Hd+1 = Pd−1 ×id−1 Hd ×id Hd+1. (2.28)
with ϕd+1 : Pd+1 → F (R′ ×R× Y ) as usual, where R′ is introduced to define the opposite
Hd-structure. We denote the unit vector of R′ as e′0.
We can represent the inverse image ϕ−1d+1(−e′0, e0, ∗) by elements of the form
(pd−1, hd, hd+1) ∈ Pd+1 = Pd−1 ×id−1 Hd ×id Hd+1 (2.29)
such that
ρd+1(hd+1) ∈ (−1)⊕ (−1)⊕O(d− 1), ρd(hd) ∈ (−1)⊕O(d− 1) (2.30)
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in the obvious notation. Then, by acting r, we get hd+1r = rhd+1 which now satisfies
ρd+1(hd+1r) ∈ (+1) ⊕ (+1) ⊕ O(d) and hence it can be represented as an image of some
element h′d ∈ Hd as hd+1r = id(h′d). Therefore,
(pd−1, hd, hd+1r) ∼ (pd−1, hdh′d) (2.31)
with ρd(hdh
′
d) ∈ (−1)⊕O(d− 1). Such elements precisely represent the opposite Y .
For more general elements of ϕ−1d+1(−e′0, ∗) where ∗ ∈ FIY , we represent them as
(pd−1, hd, hd+1) such that
ρd+1(hd+1) ∈ (−1)⊕O(d), ρd(hd) ∈ (−1)⊕O(d− 1). (2.32)
In this case, r and hd+1 do not commute. We act r as a gauge transformation, meaning
that it acts from the left (instead of right) as rhd+1. Then, rhd+1 = id(h
′
d) for some
h′d ∈ Hd and we can represent the elements of ϕ−1d+1(−e′0, ∗) by the triple (pd−1, hd, h′d) ∈
Pd−1 ×id−1 Hd ×Hd−1 Hd such that ρd(hd) ∈ (−1) ⊕ O(d − 1) and h′d is arbitrary. This
is precisely the form of the Hd-bundle on IY . This establishes IY = IY if we neglect the
boundary.
Now we are going to study the boundary. Let t ∈ [0, 1] be the standard coordinate of
the interval. The cY : ∅→ Y unionsq Y has the two boundary components: t = 1 corresponding
to Y and t = 0 corresponding to Y . At t = 1, it is straightforward that the above
identification IY = IY holds including the boundary isomorphism. In fact, we have chosen
the action of r so that this identification holds at t = 1.
Let us consider the boundary component at t = 0. The boundary component here
is isomorphic to Y ∼= Y . The outward normal vector at this boundary is given by
e0out = −e0. The inverse image ϕ−1d+1(−e′0,−e0, ∗) is represented by elements of the form
(pd−1, hd, hd+1) ∈ Pd−1 ×id−1 Hd ×id Hd+1 such that
ρd+1(hd+1) ∈ (−1)⊕ (+1)⊕O(d− 1), ρd(hd) ∈ (−1)⊕O(d− 1). (2.33)
We act r on hd+1, but here comes the subtlety. In the description of cY , we act r from
the left as rhd+1 as discussed in the paragraph containing (2.32). However, to define
cY , we must follow the prescription discussed around (2.27). We take a local section
s = (pd−1, hd, hd+1) such that ϕd+1(pd−1, hd, hd+1) = (−e′0,−e0, ∗), and then act r from the
right as sr. This means that we use hd+1r. The fact that ρd+1(hd+1) ∈ (−1)⊕(+1)⊕O(d−1)
implies that
rhd+1 = hd+1r(−1)F (2.34)
due to the properties of the spin group. Thus they differ by (−1)F .
The above fact can also be understood as follows. In the definition of cY : ∅→ Y unionsq Y
from cY : ∅→ Y unionsqY , we need to use r in the following way. At t = 1, we need to consider
the 180◦ rotation r of the plane spanned by (−e′0, e1out) where e1out = e0 is the outward
normal vector at t = 1. On the other hand, at t = 0, we need to consider the 180◦ rotation
r of the plane spanned by (−e′0, e0out) where e0out = −e0 is the outward normal vector at
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Figure 2. The bordism τY,Y ′ from Y unionsq Y ′ to Y ′ unionsq Y . As an Hd-manifold, it is just ([0, 1] × Y ) unionsq
([0, 1]× Y ′).
t = 1. These two rotations differ by a 360◦ rotation due to the sign change in ±e0. This is
the reason that we get (−1)F above.
Therefore, we conclude that cY and cY differ by the additional boundary isomorphism
(−1)F at one of the boundary components. In the above discussion, the (−1)F acted on
the component t = 0. But it is not relevant which boundary component is acted by (−1)F
because they can be exchanged by the overall action of (−1)F on the entire manifold IY .
Let us further compare cY and cY . We have seen that there is an additional (−1)F in
cY . However, in the isomorphism Y ∼= Y given in (2.16), we have included the factor (−1)F .
These two (−1)F cancels with each other when we regard cY as a bordism ∅ → Y unionsq Y .
More precisely, from the triplet (pd−1, hd, h′d) where id(h
′
d) = rhd+1, we further map
(pd−1, hd, h′d) 7→ (p−1, hdh′d) ∈ Pd−1 ×id−1 Hd (2.35)
with the projection defined as
ϕ′d : (pd−1, hdh
′
d) 7→ (−e0, ϕd−1(pd−1))ρd(hdh′d). (2.36)
Combining this with the differomorphism [0, 1] 3 t 7→ (1 − t) ∈ [0, 1], one can see that we
actually have cY = τY ,Y · cY as a bordism ∅→ Y unionsq Y . Here, τY,Y ′ is the bordism defined
as follows. As an Hd-manifold, it is just ([0, 1]× Y )unionsq ([0, 1]× Y ′). However, it is regarded
as a bordism Y unionsq Y ′ → Y ′ unionsq Y , i.e. it exchanges Y and Y ′. See Figure 2. In summary,
Lemma 2.14. There are relations
((−1)F unionsq 1Y ) · cY = cY = τY ,Y · cY , (2.37)
eY · (1Y unionsq (−1)F ) = eY = eY · τY ,Y (2.38)
where (−1)F acts on Y ∼= Y and it means that the boundary isomorphism contains (−1)F .
Remark 2.15. We have defined the double in Definition 2.11. Let us consider the double
of cY ,
∆cY = eY unionsqY · (cY unionsq cY ). (2.39)
This is topologically S1 × Y . In fact, the S1 has the anti-periodic spin structure which we
denote as S1A. The reason is as follows. Up to permutation of the boundary components
by τY,Y ′ , eY unionsqY is the disjoin union of eY and eY . Then, up to permutation of the boundary
components, eY has the extra factor of (−1)F compared to eY as shown in Lemma 2.14
above. Therefore, the S1 has the anti-periodic spin structure due to the insertion of (−1)F .
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2.4 Axioms of TQFT
Here we introduce the axioms of TQFT. The axioms are described by Atiyah [45], and
they can be explained in the language of category (see e.g. [3, 44]). See [46] for categorical
notions needed for TQFT which we will reproduce in appendix A. For completeness, we
recall a few elementary definitions.
Let us recall the basic terminology from category theory. A category C consists of
(1) a class of objects obj(C ), (2) a set of morphisms Hom(A,B) for each pair of objects
A,B ∈ obj(C ), and (3) composition Hom(A,B) × Hom(B,C) → Hom(A,C) denoted as
(f, g) → g ◦ f . They satisfy the following axioms; (i) composition is associative, i.e., for
f ∈ Hom(A,B), g ∈ Hom(B,C) and h ∈ Hom(C,D), we have (h ◦ g) ◦ f = h ◦ (g ◦ f), (ii)
for each A, there exists an element 1A ∈ Hom(A,A) called the identify morphism, with the
properties that f ◦ 1A = 1B ◦ f = f for any f ∈ Hom(A,B). A morphism f ∈ Hom(A,B)
is also written as f : A→ B.
A functor F : C → D from a category C to a category D is a function as fol-
lows. For each object A ∈ obj(C ) it gives an object F (A) ∈ obj(D). For each morphism
f ∈ Hom(A,B) it gives a morphism F (f) ∈ Hom(F (A), F (B)) such that it preserves
composition, F (g ◦ f) = F (g) ◦ F (f). Also, for 1A it gives F (1A) = 1F (A).
A natural transformation η between two functors F : C → D and G : C → D consists
of a family of morphisms ηA ∈ Hom(F (A), G(A)) parametrized by objects A ∈ obj(C )
such that for each morphism f : A→ B the diagram
F (A)
F (f)

ηA // G(A)
G(f)

F (B) ηB
// G(B)
(2.40)
commutes, i.e., G(f) ◦ ηA = ηB ◦F (f). A natural isomorphism is a natural transformation
such that there exists an inverse η−1 i.e., η−1A ◦ ηA = 1F (A) and ηA ◦ η−1A = 1G(A). If there
exists a natural isomorphism between two functors F and G, they are called isomorphic.
A category can have additional structures. One of them is the symmetric monoidal
structure as follows. Instead of writing the full definition (which can be found in ap-
pendix A), we only describe the key points for our purposes. For each pair of objects
A,B we have a product A⊗ B ∈ obj(C ), and for each pair of morphisms f ∈ Hom(A,C)
and g ∈ Hom(B,D) we have f ⊗ g ∈ Hom(A ⊗ B,C ⊗ D). We can regard this opera-
tion ⊗ as a functor from the product category C × C (with the obvious definition) to C ,
⊗ : C × C → C . We can also define another functor such that (A,B) → B ⊗ A and
(f, g) → g ⊗ f . Then, symmetric monoidal structure requires, among other things, that
there exists a natural isomorphism τA,B : A ⊗ B → B ⊗ A such that τB,A ◦ τA,B = 1A⊗B.
It is also required that there is a distinguished object 1C ∈ obj(C ) called the unit object.
Roughly speaking, ⊗ is a kind of abelian semi-group multiplication, although it is not
strictly a semi-group. The usual equalities of an abelian semi-group such as A⊗B = B⊗A,
(A⊗B)⊗C = A⊗(B⊗C), and 1⊗A = A⊗1 = A are replaced by natural isomorphisms; we
have the natural isomorphism τA,B : A⊗B → B⊗A as well as (A⊗B)⊗C → A⊗(B⊗C),
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1 ⊗ A → A, and A ⊗ 1 → A, with several conditions (given in appendix A). However, in
our applications, the natural isomorphisms of 1⊗A→ A, A⊗ 1→ A, and (A⊗B)⊗C →
A ⊗ (B ⊗ C) are canonical and hence they are straightforward. The only point which we
need to be careful about is the τA,B as will be discussed later.
For TQFT, we need two symmetric monoidal categories. One of them is the category
of complex vector spaces VectC (or the category of super vector spaces sVectC as we discuss
later). The objects of VectC are complex vector spaces V , the set of morphisms Hom(V,W )
is the space of linear maps from V to W , and composition is just the composition of linear
maps. The 1V ∈ Hom(V, V ) is the identity map. The symmetric monoidal structure is given
by the tensor product of two vector spaces V ⊗W . We can identify C⊗ V ∼= V ⊗ C ∼= V ,
and (V ⊗W )⊗U ∼= V ⊗ (W ⊗U), and we can have maps τ ′V,W : V ⊗W ∼−→W ⊗ V . Thus
this is a symmetric monoidal category with the unit object given by C.
The other category is the bordism category Bord〈d−1,d〉(H). The objects are closed
Hd-manifolds Y , morphisms in Hom(Y0, Y1) are bordisms (X,Y0, Y1), and composition
is defined as (X1, Y1, Y2) ◦ (X0, Y0, Y1) = (X1 · X0, Y0, Y2) by gluing X0 and X1 at Y1
as mentioned in the previous subsection. The identity morphism 1Y ∈ Hom(Y, Y ) is the
bordism given by [0, ]×Y with the productHd-structure induced from Y . Due to homotopy
invariance, the value of  does not matter. The symmetric monoidal structure is given by
the disjoint union of manifolds Y unionsqY ′ and XunionsqX ′, so we replace⊗ by unionsq in this case. The unit
object is given by the empty manifold ∅. The natural isomorphism τY,Y ′ : Y unionsqY ′ → Y ′unionsqY
is given by the bordism depicted in Figure 2, which is ([0, 1] × Y ) unionsq ([0, 1] × Y ′) as an
Hd-manifold, but regarded as a bordism from Y unionsq Y ′ to Y ′ unionsq Y .
If the categories C and D are symmetric monoidal categories, we can require a functor
F : C → D to preserve the symmetric monoidal structure. For our purposes this means
that we can identify F (1C ) ∼= 1D , and we also have a natural isomorphism
F (A⊗B) ∼−→ F (A)⊗ F (B) under which F (f ⊗ g) = F (f)⊗ F (g) (2.41)
where
∼−→ means the natural isomorphism. This identification is required to satisfy the
conditions that
F ((A⊗B)⊗ C)→ F (A⊗B)⊗ F (C)→ (F (A)⊗ F (B))⊗ F (C)
F (A⊗ (B ⊗ C))→ F (A)⊗ F (B ⊗ C)→ F (A)⊗ (F (B)⊗ F (C)) (2.42)
gives the same result under (A⊗B)⊗C ∼= A⊗ (B⊗C) etc. If F satisfies these conditions
(as well as other more simple conditions involving the unit objects), it is called a monoidal
functor. If we also require that
F (τCA,B) = τ
D
F (A),F (B) under the identification F (A⊗B) ∼−→ F (A)⊗ F (B), (2.43)
then it is called a symmetric monoidal functor. See appendix A for more details.
Remark 2.16. As mentioned above, we use just the standard canonical monoidal structure
in the category of vector spaces, meaning that we just identify C⊗ V ∼= V ⊗C ∼= V under
which 1 ⊗ v = v ⊗ 1 = v, and identify (V ⊗ W ) ⊗ U ∼= V ⊗ (W ⊗ U) under which
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(v ⊗ w)⊗ u = v ⊗ (w ⊗ u) where v, w, u are vectors in V,W,U respectively. So we do not
bother to distinguish them, and just write e.g., V ⊗W ⊗ U and v ⊗ w ⊗ u, and so on.
Remark 2.17. However, the symmetric structure τ ′V,W : V ⊗W ∼−→ W ⊗ V requires a
bit care due to the fact that state vectors in the physical Hilbert spaces can be bosonic
or fermionic, and fermionic state vectors anti-commute with each other. Namely, we can
have v ⊗ w 7→ ±w ⊗ v. This sign is actually determined by the topological spin-statistics
theorem (Sec. 11 of [3]) as we will briefly review later. Then it is more appropriate to
consider super vector spaces (i.e., Z2-graded vector spaces) V = V 0 ⊕ V 1, where V 0 and
V 1 contain “bosonic” and “fermionic” states of V . We denote the category of super vector
spaces as sVectC. Let deg(v) = 0, 1 when v ∈ V 0 and v ∈ V 1, respectively. Then τ ′V,W in
sVectC is defined as
v ⊗ w 7→ (−1)deg(v)deg(w)w ⊗ v. (2.44)
We assume this symmetric monoidal structure of sVectC in the following. In particular, for
invertible TQFT, every Hilbert space is one-dimensional, and hence τ ′V,W = ±1 depending
on whether both of V and W are fermionic or not. We also assume that morphisms in
sVectC preserve the degrees.
Remark 2.18. Also in the bordism category, we do not bother to distinguish ∅ unionsq Y and
Y unionsq ∅ from Y , and identify them all. Also, we identify (Y unionsq Y ′) unionsq Y ′′ and Y unionsq (Y ′ unionsq Y ′′)
and regard them as Y unionsqY ′unionsqY ′′. However, we distinguish Y unionsqY ′ from Y ′unionsqY , and consider
the natural isomorphism τY,Y ′ of Figure 2 explicitly.
Now we give the axioms of TQFT. First we do not incorporate unitarity.
Definition 2.19. A topological quantum field theory (TQFT) with the symmetry group
Hd is a symmetric monoidal functor F from the bordism category Bord〈d−1,d〉(H) to the
category of super vector spaces sVectC.
Let us spell out the functor more explicitly and introduce some notations. For each
closed Hd−1-manifold Y , we assign a vector space F (Y ). We denote this vector space as
H(Y ) := F (Y ) (2.45)
and call it the Hilbert space on Y . For each bordism X from Y0 to Y1, we assign a linear
map F (X) from H(Y0) to H(Y1). We also denote it as
Z(X) := F (X). (2.46)
The composition of two bordisms X0 and X1 gives Z(X1 ·X0) = Z(X1)Z(X0) where the
right hand side is the composition as linear maps. For the bordism 1Y = [0, 1] × Y from
Y to Y , we have Z(1Y ) = 1H(Y ). For a disjoint union Y0 unionsq Y1, we have H(Y0 unionsq Y1) ∼−→
H(Y0)⊗H(Y1), and for X0 unionsqX1 we have Z(X0 unionsqX1) = Z(X0)⊗ Z(X1) under the above
identification of H(Y0unionsqY1) and H(Y0)⊗H(Y1). For the empty manifold we have H(∅) ∼= C,
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and hence if X is a closed Hd-manifold, i.e., a bordism from ∅ to ∅, we get Z(X) ∈ C.
This is called the partition function on X.
The F (τY,Y ′), where τY,Y ′ is the bordism ([0, 1] × Y unionsq [0, 1] × Y ′, Y unionsq Y ′, Y ′ unionsq Y ) of
Figure 2, is identified as the linear map τ ′H(Y ),H(Y ′) : H(Y ) ⊗ H(Y ′) −→ H(Y ′) ⊗ H(Y ) of
the super vector spaces under the isomorphism H(Y ) ⊗ H(Y ′) ∼−→ H(Y unionsq Y ′). This will
need a care due to bosonic/fermionic statistics.
Next, we are going to define unitarity. In the categories Bord〈d−1,d〉(H) and sVectC,
we can define functors
βB : Bord〈d−1,d〉(H)→ Bord〈d−1,d〉(H),
βV : sVectC → sVectC. (2.47)
These are involution (see Definition A.9 for a general definition of involution) defined as
follows. Given an Hd-manifold X, we have a manifold with opposite Hd-structure denoted
as X. If X : Y0 → Y1 is a bordism, we have X : Y0 → Y1 as shown in Lemma 2.10. So we
define βB as βB(Y ) = Y and βB(X) = X which is a functor by Lemma 2.10. On the other
hand, in the category of vector spaces sVectC, we can define the complex conjugate vector
space V of any vector space V . The complex conjugate of a map f ∈ Hom(V,W ) is a map
f ∈ Hom(V ,W ). Thus we define βV(V ) = V and βV(f) = f , which is clearly a functor.
We have isomorphisms Y unionsq Y ′ ∼−→ Y unionsqY ′ and V ⊗ V ′ ∼−→ V ⊗V ′ under which τY,Y ′ = τY ,Y ′
and τ ′V,V ′ = τ
′
V ,V ′ . Thus βB and βV are symmetric monoidal functors.
Remark 2.20. In the category of super vector spaces sVectC, the isomorphism V ⊗ V ′ ∼−→
V ⊗ V ′ is subtle. We require that it is given as
v ⊗ w 7→ (−1)deg(v)deg(w)v ⊗ w. (2.48)
A physical motivation is that if we have two grassmannian numbers η and η′, then the
complex conjugate of their product is, according to the standard physics rule, given as
η · η′ = η′ · η = −η · η′. A more precise argument of why it is necessary in order for unitary
theories with nontrivial (−1)F to exist will be discussed at the end of Sec. 2.5.
We can impose a TQFT functor F : Bord〈d−1,d〉(H)→ sVectC to satisfy the following
condition. We have two functors FβB and βVF , both of which are symmetric monoidal
functors from Bord〈d−1,d〉(H) to sVectC. Then we want to identify them. More precisely,
we require that there exists a natural isomorphism between these functors which pre-
serves symmetric monoidal structure (i.e., symmetric monoidal natural isomorphism; see
appendix A). This essentially means that we can identify
F (Y )
∼−→ F (Y ) under which F (X) = F (X) (2.49)
such that the diagram
F (Y )⊗ F (Y ′)

// F (Y )⊗ F (Y ′)

F (Y unionsq Y ′) // F (Y unionsq Y ′)
(2.50)
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commutes.
We also need to require a condition (see Definition A.10 for details) which essentially
says that the above natural isomorphism FβB ⇒ βVF is consistent with the identification
Y ∼= Y and V ∼= V , where Y ∼= Y has been explained in the previous subsection and V ∼= V
is just the canonical one for vector spaces. Combining several identification maps, we have
F (Y )→ F (Y )→ F (Y )→ F (Y )→ F (Y ), (2.51)
where the first step uses Y ∼= Y and the last step uses V ∼= V . The composition of the
above chain of maps is required to be the identity.
If F satisfies the above conditions, F is called an equivariant functor for the involution
pair (βB, βV). One of the requirements of unitarity is that F is an equivariant functor.
Another requirement is that the evaluation eY defined in (2.23) gives a positive definite
hermitian inner product.
Definition 2.21. A unitary TQFT is a TQFT such that F is an equivariant functor for
the involution pair (βB, βV), and the evaluation F (eY ) : F (Y )⊗F (Y )→ C gives a positive
definite hermitian metric on F (Y ).
For more details, see Sec. 4 of [3]. By using the positive definite sesquilinear form
defined by F (eY ), we regard the vector spaces H(Y ) = F (Y ) as finite dimensional Hilbert
spaces. Namely, H(Y ) has the positive definite hermitian inner product determined by
F (eY ).
Remark 2.22. The statement that F (eY ) is hermitian is described in more detail as
follows. The conjugate F (eY ) = F (eY ) gives a map F (Y ) ⊗ F (Y ) → C. Then, by acting
τ ′
F (Y ),F (Y )
, we get F (eY )τ
′
F (Y ),F (Y )
: F (Y )⊗ F (Y )→ C. The hermiticity means that
F (eY )τ
′
F (Y ),F (Y )
= F (eY ). (2.52)
There are sign factors in τ ′
F (Y ),F (Y )
as v ⊗ w 7→ (−1)deg(v)deg(w)w ⊗ v (Remark 2.17) and
in the involution as v ⊗ w 7→ (−1)deg(v)deg(w)v ⊗ w (Remark 2.20). These two sign factors
precisely cancel each other to give v ⊗ w 7→ w ⊗ v.
Finally we define invertible TQFT as follows. We impose the unitarity from the be-
ginning in this paper.
Definition 2.23. A unitary invertible TQFT is a unitary TQFT in which the Hilbert
space H(Y ) = F (Y ) for every Y is one dimensional, dimH(Y ) = 1.
For an invertible TQFT, the Z(X) for any bordism X takes values in one dimensional
Hilbert spaces. First of all, we identify a dual space H(Y )∗ of H(Y ) with H(Y ) by using the
hermitian metric. Then for a bordism X : Y0 → Y1, we regard Z(X) to be an element of
the one-dimensional Hilbert space H(Y1)⊗H(Y0). Therefore, there is no problem in writing
Z(X1 · X0) = Z(X1)Z(X0) = Z(X0)Z(X1), Z(X0 unionsq X1) = Z(X1)Z(X0) = Z(X0)Z(X1),
and so on. This simplifies the notation.
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2.5 A few properties
Here we review a few properties. We consider general unitary TQFTs.
Boundary isomorphism. The first property is about an isomorphism φ : Y → Y ′
between two Hd−1-manifolds. For each isomorphism φ, we can define an operator U(φ) :
H(Y )→ H(Y ′) as follows. Let IY = [0, 1]×Y , and let (IY , (∂IY )0, (∂IY )1, Y, Y ′, ϕ0, ϕ1) be
a bordism, where ϕ0 : (∂IY )0 = {0} × Y → Y is just the canonical one and ϕ1 : (∂IY )1 =
{1} × Y → Y ′ is given by φ. This bordism is just [0, 1] × Y as an Hd-manifold, but the
boundary isomorphism is nontrivial.
Then we set
U(φ) := Z(IY , (∂IY )0, (∂IY )1, Y, Y
′, ϕ0, ϕ1). (2.53)
One can check that U satisfies U(φ′ ◦φ) = U(φ′)U(φ). One can also see that the hermitian
metric Z(eY ) satisfies Z(eY ′)(U(φ) ⊗ U(φ)) = Z(eY ) (in the obvious notation), so this
U(φ) is a unitary operator. Moreover, let (X, (∂X)0, (∂X)1, Y0, Y1, ϕ0, ϕ1) be a bordism
and (X, (∂X)0, (∂X)1, Y
′
0 , Y
′
1 , ϕ
′
0, ϕ
′
1) be another bordism which differs from the first one
only by the boundary isomorphisms φi = ϕ
′
i ◦ ϕ−1i : Yi → Y ′i (i = 0, 1). Then we have
Z(X, (∂X)0, (∂X)1, Y0, Y1, ϕ0, ϕ1)
=U(φ1)
−1Z(X, (∂X)0, (∂X)1, Y ′0 , Y
′
1 , ϕ
′
0, ϕ
′
1)U(φ0). (2.54)
Thus, changing the boundary isomorphisms corresponds to multiplications of unitary op-
erators U(φ). This is familiar in quantum field theory in flat space Rd where we consider
isometries φisometry : Rd−1 → Rd−1 (e.g., rotation, translation, internal symmetry action)
acting on the Hilbert space H(Rd−1).
In particular, there is always a distinguished isomorphism of any Hd−1-manifold which
we denote (by abusing notation) as (−1)F , by using the fermion parity (−1)F ∈ (Spin(d−
1) × K)/〈(−1, k0)〉 ⊂ Hd−1. We can consider the corresponding operator U((−1)F ). By
further abusing the notation, we denote it as (−1)F .
Example 2.24. One nontrivial example is about the case of the time-reversal. Let us
consider an orientable manifold Y for the case of Hd = Pin
±(d) as discussed in Example 2.5.
There is an isomorphism TY : Y → Y . This gives a linear map U(TY ) : H(Y ) → H(Y ).
On the other hand, there is the canonical anti-linear map σ : H(Y ) → H(Y ) which is the
identity as a map between the underlying real vector spaces. Then we get the anti-linear
map
σU(TY ) : H(Y )→ H(Y ). (2.55)
This is the usual time-reversal symmetry. We have
(σU(TY ))
2 = U(TY )U(TY ) = U(TY )U(TY ) = U(TY TY ) (2.56)
where the opposite φ : Y → Y ′ of an isomorphism φ : Y → Y ′ is defined in the straight-
forward way. Thus, (σU(TY ))
2 is (−1)F for Pin+ and +1 for Pin− by using the result of
Example 2.5. This is one of the motivations of the factor (−1)F in (2.16).
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Figure 3. The composition (2.60).
Reflection positivity. The next property is about reflection positivity. Let (X,∅, Y )
be a bordism from ∅ to Y , and (X,∅, Y ) be the opposite one. Then, from the positive
definiteness of Z(eY ) we have Z(eY )(Z(X)⊗Z(X)) ≥ 0. On the other hand, this quantity
can be evaluated as the partition function on the closed Hd-manifold ∆X, the double of
X in Definition 2.11. Thus we obtain
Z(∆X) = F (∆X) ≥ 0. (2.57)
Geometrically, the double ∆X is also isomorphic to the Hd-manifold obtained by gluing
X : ∅→ Y and tX : Y → ∅ as in Remark 2.12, so we have Z(tX)Z(X) ≥ 0.
Relation between evaluation and coevaluation. The evaluation and coevaluation
in Definition 2.9 give
EY : = Z(eY ) : H(Y )⊗H(Y )→ C, (2.58)
CY : = Z(cY ) : C→ H(Y )⊗H(Y ). (2.59)
The CY can be identified with an element ofH(Y )⊗H(Y ) by putting 1 ∈ C in the argument
of the map. Now consider the composition
Y
1Y unionsqcY−−−−→ Y unionsq Y unionsq Y eY unionsq1Y−−−−→ Y, (2.60)
where 1Y is the identity morphism defined in (2.22). See Figure 3. From the figure, it is
clear that it is just equivalent to 1Y . Thus we get
(EY ⊗ 1H(Y ))(1H(Y ) ⊗ CY ) = 1H(Y ). (2.61)
By taking explicit basis for H(Y ) and H(Y ), EY and CY can be written as (EY )ij¯ and
(CY )
j¯i, where upper i and j¯ are indices for the vector spaces H(Y ) and H(Y ), respectively,
and lower i and j¯ are indices for the dual vector spaces. Then (2.61) is just saying that∑
j¯
(EY )ij¯(CY )
j¯k = δki . (2.62)
Topological spin-statistics theorem. Let us consider eY . We have Z(eY ) = Z(eY ).
The right hand side requires care because of the rule of the involution mentioned in Re-
mark 2.20. (We will momentarily see why the rule there is necessary.) Namely, if vi
are the basis of H(Y ), vi ⊗ vj are the basis of H(Y ) ⊗ H(Y ) and the involution acts as
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vi ⊗ vj 7→ (−1)deg(i)deg(j)vi ⊗ vj . Then Z(eY ) in the basis dual to vi ⊗ vj is given by
(EY )ij¯(−1)deg(i)deg(j). On the other hand, Lemma 2.14 states that eY = eY · (1Y unionsq (−1)F ).
The (−1)F squares to the identity, and hence it has eigenvalues ±1. We assume that it is
already diagonalized in the basis of the vector spaces we are using. Then in the same basis
as above, the Z(eY ) is given as (EY )¯ij(−1)fp(i) where (−1)fp(i) is the eigenvalue of (−1)F
acting on vi. By using the fact that both (EY )ij¯ and (EY )¯ij must be positive definite by
unitarity, and also the fact that fp(i) = fp(j) mod 2 if (EY )ij¯ 6= 0 (see Sec. 2.3), we get
(−1)deg(i) = (−1)fp(i), (EY )ij¯ = (EY )¯ij , (CY )j¯i = (CY )ji¯ (2.63)
where the first equation comes from (EY )i¯i(−1)deg(i) = (EY )¯ii(−1)fp(i) and (EY )i¯i >
0, the second one from deg(i) = fp(i) = fp(j) = deg(j) and (EY )ij¯(−1)deg(i)deg(j) =
(EY )¯ij(−1)fp(i), and the third one comes from the fact that EY and CY are inverse matri-
ces of each other. Now we can see why the rule in Remark 2.20 is necessary. If we had
not included the factor (−1)deg(i), we would have gotten (−1)fp(i) = +1 which would have
contradicted with physical experience (e.g. results in free fermion theories).
The equation (−1)deg(i) = (−1)fp(i) implies the topological spin-statistics theorem.
Namely, the Z2-grading of the sVectC is determined by the eigenvalues of (−1)F .
The dimension of the Hilbert space. Here we study the partition function on a
manifold S1A × Y where S1A is the one-dimensional circle which has the anti-periodic spin
structure in the sense of (−1)F .
What we have found above is that CY = Z(cY ) and CY = Z(cY ) are complex conju-
gates of each other if they are regarded as matrices by using explicit basis vectors. On the
other hand, EY = Z(eY ) is a hermitian matrix and hence CY (which is the inverse matrix
of EY as shown above) is also hermitian matrix, (CY )i¯j = C
j¯i
Y . Thus we get
(CY )
ij = (CY )
ji. (2.64)
In particular, we obtain∑
j¯
(EY )ij¯(CY )
kj¯ =
∑
j¯
(EY )ij¯(CY )
j¯k = δik. (2.65)
Now let X be a bordism from Y to Y . We can take the trace trZ(Y ) of Z(X) = F (X)
by using the compositions as follows:
trZ(X) = EY · (Z(X)⊗ 1H(Y )) · CY , (2.66)
where we have used (2.65). In the bordism, this trace is given as in Figure 4.
In the special case X = 1Y , we get trZ(Y ) = dimH(Y ). On the other hand, the
above composition is the partition function Z(S1A × Y ), where S1A is a copy of S1 with the
anti-periodic spin structure. The appearance of the anti-periodic spin structure is due to
the factor of (−1)F in ((−1)F unionsq 1Y ) · cY = τY ,Y · cY as shown in Lemma 2.14. Therefore,
we get
Z(S1A × Y ) = dimH(Y ). (2.67)
This equation is the most significant motivation for including the factor (−1)F in (2.16).
The equation (2.67) is derived from Lemma 2.14, which in turn was based on (2.16).
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Figure 4. The trace (2.66). Notice that we have to use cY instead of cY .
Summary of signs. There are subtle factors of (−1)F in the category of bordism
Bord〈d−1,d〉, and (−1)deg(v)deg(w) in the category of super vector spaces sVectC. The rea-
sons why they are necessary have been explained above, but let us summarize them here
because they are very subtle. For simplicity of presentation, we restrict our attention to
invertible TQFTs in which the Hilbert spaces are one-dimensional.
• The EY = Z(eY ) is positive by unitarity. Since CY = Z(cY ) is the inverse of EY as
shown in (2.61) (or more explicitly in (2.62)), CY is also positive definite.
• Applying the positivity for Y , we conclude that CY is positive definite and hence
EY CY = Z(eY · cY ) is positive definite. The question is whether eY · cY should
be S1A × Y or S1P × Y , where S1A and S1P are circles with the anti-periodic spin
structure and the periodic spin structure, respectively. It is known in physics that
Z(S1A × Y ) = trH(Y ) e−H where H is the Hamiltonian, and hence it must always be
positive definite. Therefore we require eY · cY = S1A×Y . There are concrete physical
examples in which Z(SP × Y ) = −1 for some Y .
• The Lemma 2.14 was derived under the assumption that we use (2.16). If we had
not included (−1)F in (2.16), then a careful inspection of the proof of Lemma 2.14
implies that we would have gotten cY = τY ,Y · cY and hence eY · cY = S1P × Y which
contradicts with the above requirement. Therefore, we have to use (2.16).
• We have eY · τY ,Y · cY = S1P × Y . Both Z(eY ) and Z(cY ) are positive definite (in
the sense that the hermitian matrices (EY )ij¯ and (CY )
ji are positive definite). For
invertible TQFTs, Z(S1P × Y ) is just the value of (−1)F acting on H(Y ) (times
Z(S1A × Y ) = dimH(Y ) = 1). Thus the equality eY · τY ,Y · cY = S1P × Y implies that
Z(τY ,Y ) is given by Z(τY ,Y ) : v ⊗ v 7→ (−1)fp(Y )v ⊗ v where (−1)fp(Y ) = Z(S1P × Y ).
Therefore, we must consider super vector spaces instead of the ordinary vector spaces
as stated in Remark 2.17, and the Z2-grading of H(Y ) is determined by (−1)fp(Y ).
This is the topological spin-statistics theorem [3].
• Lemma 2.14 states cY = τY ,Y · cY and hence eY · cY = S1P × Y . Therefore, we
have EY CY = Z(S
1
P × Y ) = (−1)fp(Y ). However, CY was positive definite. To
avoid contradiction between these two facts, we have to include a sign factor in the
involution as v ⊗ v = (−1)fp(Y )v⊗ v. Therefore, the rule of the involution mentioned
in Remark 2.20 is necessary.
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3 Cobordism invariance of partition functions
In this section we prove that partition functions of invertible TQFTs are cobordism in-
variants. Essentially this was already done by Freed and Moore [6] under slightly different
axioms. We review their proof and supply a little more details to account for the Hd-
structure and unitarity.
3.1 Sphere partition functions
The proof of cobordism invariance requires some knowledge of the partition functions of
the form Z(Sλ × Sd−λ). Thus we study them in this subsection.
Let us first notice the following simple fact. Let Sn be an n-dimensional sphere and
Dn be an n-dimensional ball with boundary ∂Dn = Sn−1. Consider Dp × Sd−p and
Sp−1 ×Dd−p+1 for an integer p with 1 ≤ p ≤ d. The boundaries of both of them are given
by Sp−1× Sd−p, and hence we can glue them together along the boundaries. (We take the
anti-periodic spin structure for S1.) Then we get a sphere Sd. To see this, consider Sd
embedded in Rd+1,
d+1∑
i=1
(xi)2 = 1, (3.1)
where xi are the coordinates of Rd+1. On this Sd, we take a submanifold as
p∑
i=1
(xi)2 =
d+1∑
i=p+1
(xi)2 =
1
2
. (3.2)
This submanifold is clearly Sp−1 × Sd−p, and it separates Sd into two pieces given by
Dp × Sd−p :
p∑
i=1
(xi)2 ≤ 1
2
≤
d+1∑
i=p+1
(xi)2,
Sp−1 ×Dd−p+1 :
p∑
i=1
(xi)2 ≥ 1
2
≥
d+1∑
i=p+1
(xi)2. (3.3)
Notice also that on a sphere Sd, there exists a trivialHd-structure in the following sense.
The Sd is orientable (and oriented if ρd(Hd) = SO(d)). Then the structure group of the
Hd-bundle can be reduced to (Spin(d)×K)/〈(−1, k0)〉 as in (2.2). Then we take a trivialHd-
structure as the one induced from the homomorphism Spin(d)→ (Spin(d)×K)/〈(−1, k0)〉
and using the unique spin structure on Sd (which we take to be anti-periodic for d = 1).
This means that the bundle of the internal symmetry K is trivial. In the above process, we
have picked up an orientation of Sd (if it is not oriented from the beginning), but spheres
with two different orientations are isomorphic by orientation-changing diffeomorphism and
we do not need to distinguish them when we consider the partition function on them. So
we will not be careful about the orientation.
Using the above facts, we have [6]
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Lemma 3.1. The partition function Z(Sd) with the trivial Hd-structure on S
d is positive,
and in particular Z(Sd) = 1 if the dimension d is odd.
Proof. Because the Hd-structure is trivial, we omit it. First, notice that the S
d can be
constructed as the double ∆Dd of the disk Dd, and hence Z(Sd) = Z(∆Dd) ≥ 0 by (2.57).
If this were zero, that would mean that Z(Dd) = 0 by unitarity. If this were the case, the
partition functions of arbitrary manifolds would be zero because any manifold X can be
constructed by gluing X \B◦ and B, where B is a small closed subspace of X isomorphic to
Dd and the superscript ◦ means the interior. Then Z(X) = Z(X \B◦)Z(B) = 0. However,
Z(S1A × Y ) = dimH(Y ) by (2.67) and dimH(Y ) = 1 by definition of invertible TQFT, a
contradiction. Therefore, Z(Dd) 6= 0 and Z(Sd) > 0.
Consider the case of odd dimensions d = 2n+ 1. We can represent it as
Z(S2n+1) = Z(Dn+1 × Sn)Z(Sn ×Dn+1). (3.4)
The boundary of Sn×Dn+1 is Sn×Sn, and we can consider an isomorphism φ : Sn×Sn →
Sn×Sn which exchanges the two Sn’s (up to an isomorphism which flips the orientation).
We have the corresponding unitary operator U(φ) as defined in (2.53). Because the Hilbert
space is one dimensional, the action of U(φ) is just a phase, Z(Sn×Dn+1) = U(ϕ)Z(Dn+1×
Sn) = eiαZ(Dn+1 × Sn) for some phase eiα ∈ U(1). Therefore, we have
Z(S2n+1) = eiαZ(Dn+1 × Sn)Z(Dn+1 × Sn)
= eiαZ(Sn+1 × Sn). (3.5)
But Z(S2n+1) > 0 and Z(Sn+1 × Sn) = Z(∆(Dn+1 × Sn)) ≥ 0, and hence we get eiα = 1.
Now, either n or n+ 1 is odd. Let the odd one be denoted as 2`+ 1. The other one is
d− 2`− 1. Then, completely in the same way as above, we get
Z(S2`+1 × Sd−2`−1) = Z(S` × S`+1 × Sd−2`−1). (3.6)
Repeating this procedure, we eventually get
Z(S2n+1) = Z(S1A ×M2n) (3.7)
where M2n is a 2n-dimensional manifold (which is a product of spheres of various dimen-
sions), and S1A has the anti-periodic spin structure. The right hand side is the dimension
of the Hilbert space on M2n by (2.67), and this is just 1 by definition of invertible TQFT.
Therefore we get Z(S2n+1) = 1.
If the dimension d is even, then Z(Sd) need not be 1. The reason behind it is that we
can add a local term to the Lagrangian which is proportional to the Euler density
L ⊃ aE (3.8)
E =
1
(2pi)d/22d
Rµ1µ2ν1ν2 · · ·R
µd−1µd
νd−1νdµ1···µd
ν1···νd (3.9)
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where Rµνρσ is the Riemann curvature tensor, and a is a coefficient. We define the contri-
bution of such an Euler term to any compact manifold X (possibly with boundary) to be
λEuler(X) where λ = e−a ∈ C is a constant. Such a term is consistent with all the axioms
of TQFT as long as λ is positive, λ ∈ R>0. We allow ourselves to freely add an Euler term
with λ > 0 to set Z(Sd) = 1.
Remark 3.2. In fact, if we are given an arbitrary unitary invertible TQFT I, we can
always factor it uniquely as I = Iˆ × IEulerλ , where Iˆ is an invertible TQFT which has the
unit sphere partition function Z(Sd) = 1 for the sphere Sd with the trivial Hd-structure,
and IEulerλ is the theory whose partition function on any manifold is given as λEuler(X) for
a positive λ > 0. Therefore, there is no loss of generality to focus on the case that the
sphere partition function is unity Z(Sd) = 1 even if the spacetime dimension d is even.
Lemma 3.3. If Z(Sd) = 1, then Z(Sλ×Sd−λ) = 1 for any integer λ with 0 ≤ λ ≤ d where
all the spheres are assumed to have the trivial Hd-structure.
Proof. If either λ or d − λ is odd, then the proof is completely the same as in the proof
of Z(S2n+1) = 1 in Lemma 3.1. So we assume λ is even. The case λ = 0 follows from the
assumption itself, so we assume λ is an even integer larger than 1.
The Sd is obtained by gluing Dλ × Sλ−d and Sλ−1 ×Dλ+1−λ. Then we have
Z(Dλ × Sd−λ)Z(Sλ−1 ×Dd+1−λ) = Z(Sd) = Z(Sλ−1 ×Dd+1−λ)Z(Dλ × Sd−λ). (3.10)
By combining them we get
Z(Sd)2 = Z(Sλ × Sd−λ)Z(Sλ−1 × Sd+1−λ). (3.11)
Now Z(Sλ−1×Sd+1−λ) = 1 because λ−1 is odd. Also Z(Sd) = 1 by assumption. Therefore
we get Z(Sλ × Sd−λ) = 1.
3.2 Cobordism invariance
Now we prove the main theorem of this section which was essentially proved in [6].
Theorem 3.4. Let X0 and X1 be closed Hd-manifolds such that there exists a (d + 1)-
dimensional bordism C from X0 to X1. Then Z(X0) = Z(X1) automatically for odd d and
if the Euler term is chosen such that Z(Sd) = 1 for even d.
Proof. The key point of the proof is to decompose the bordism C into elementary building
blocks by using Morse theory. So let us review basic facts from Morse theory [47].
On the manifold C, there exists a smooth function f : C → R (called Morse function)
with the following properties. On the components of the boundary ∂C = X0unionsqX1, we have
f |X0 = 0 and f |X1 = 1, and 0 < f < 1 in the interior C◦ of C. The f has only finitely
many points {pa}a=1,2,··· where df(pa) = 0, and they are all in the interior of C. These
points are called critical points. In a neighborhood of each critical point pa, there exists a
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local coordinate system xi (i = 1, · · · , d+ 1) such that the critical point pa corresponds to
xi = 0 and f is given in that neighborhood by
f = f(pa)−
λa∑
i=1
(xi)2 +
d+1∑
i=λa+1
(xi)2. (3.12)
where λa is an integer. Furthermore, f(pa) 6= f(pb) if pa 6= pb. The f(pa) are called critical
levels. See Sec. 2 of [47] for a proof of the existence of f . Essentially, this f is just a generic
enough function with the conditions f |X0 = 0 and f |X1 = 1, and 0 < f |C◦ < 1.
Also, there exits a vector field ξ with the following properties (see Sec. 2 of [47]). We
have ξ · f > 0 except at the critical points {pa}. In a neighborhood of the critical points,
ξ is given by
ξ = −
λa∑
i=1
xi∂i +
d+1∑
i=λa+1
xi∂i (3.13)
where ∂i = ∂/(∂x
i), and we are using the same coordinate system as above. This ξ may be
taken to be a gradient vector of f by using some Riemann metric, but that is not necessary.
Now, suppose that t ∈ [0, 1] is not a critical level, i.e., t 6= f(pa) for any pa. Define
Xt = f
−1(t). Then, on Xt we have df 6= 0 and hence the implicit function theorem tells
us that Xt is a submanifold of C. See Figure 5 for the situation. This Xt is given the Hd-
structure by using the upward normal vector to Xt. The bordism C can be decomposed
into C ′ = f−1([0, t]) and C ′′ = f−1([t, 1]) with ∂C ′ = X0 unionsqXt and ∂C ′′ = Xt unionsqX1. (Up to
continuous deformation, we can assume that the Hd+1-structure of C near Xt is a product
type, which we always assume to be the case.) Conversely, C is constructed from composing
the two bordisms C ′ and C ′′ along Xt. By using such decomposition repeatedly, we can
decompose C as C = C1C2 · · · where each of C1, C2, · · · contains at most a single critical
point. This is possible because f(pa) 6= f(pb) for pa 6= pb. Thus we can just consider each
piece C1, C2, · · · separately. Therefore, from the beginning, we can assume that C has only
a single critical point p without loss of generality.
Suppose that in a region f−1([t1, t2]) for some t1 and t2, there is no critical point.
Then this region is diffeomorphic to [t1, t2] × Xt1 . This can be seen as follows. Define
ξˆ = (ξ · f)−1ξ which is well-defined because ξ · f > 0 in the absence of critical points. This
new vector field ξˆ has the property that ξˆ · f = 1. Now we take a point q ∈ Xt1 , and solve
the differential equation
dψi
dt
= ξˆi(ψ(t)) (3.14)
with the initial condition ψ(t = t1) = q for ψ : [t1, t2] → C. Let ψ(t, q) be the unique
solution of the equation with the initial condition q. Because ξˆ ·f = 1, we have f(ψ(t, q)) =
t. Then the map (t, q) 7→ ψ(t, q) gives the diffeomorphism [t1, t2]×Xt1 → f−1([t1, t2]). In
such a region, Xt for different values of t ∈ [t1, t2] are continuous deformation of each other,
and hence they are identified when they are viewed as d-dimensional bordisms from ∅ to
∅ (see the statement about the homotopy at the last sentence of Definition 2.6). This
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Figure 5. The bordism C from X0 to X1. The C is sliced by the values of the function f . Here it
is sliced at f−1(t) which is assumed not to contain any critical points pa.
means that Z(Xt1) = Z(Xt2). So we can forget about the region f
−1([t1, t2]) which does
not contain any critical point.
Let v = f(p). From the above considerations, we can restrict our attention to a region
C = f
−1([v − , v + ]) for arbitrarily small  with the boundary ∂C = Xv+ unionsq Xv−.
By taking  small enough, we can cover C by two open sets U and V with the following
properties.
The U is a small neighborhood of the critical point p. It has the coordinate system in
which f and ξ are given by
f = v −
λ∑
i=1
(xi)2 +
d+1∑
i=λ+1
(xi)2. (3.15)
ξ = −
λ∑
i=1
xi∂i +
d+1∑
i=λ+1
xi∂i. (3.16)
In the following, we focus on the cases 1 ≤ λ ≤ d, but the cases λ = 0, d+ 1 can be treated
much more easily. In this coordinate system, U is explicitly defined as
U = A ∩B2 (3.17)
where
A =
{
− ≤ −
λ∑
i=1
(xi)2 +
d+1∑
i=λ+1
(xi)2 ≤ 
}
(3.18)
B2 =
{
d∑
i=1
(xi)2 < 2
}
. (3.19)
The A means the condition v −  ≤ f ≤ v + , while B2 just means that U is a small
enough neighborhood of p. There is no particular meaning to the value 2 used in B2.
The following discussions are unchanged as long as it is larger than .
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The solutions of (3.14) which flow to or from the critical point p are contained entirely
in the region U , and are given by DλL ∪Dd+1−λR , where
DλL = {xλ+1 = · · · = xd+1 = 0}, (3.20)
Dd+1−λR = {x1 = · · · = xλ = 0}. (3.21)
Next, we define the open set V as C\DλL∪Dd+1−λR . It is diffeomorphic to [v−, v+]×W
for an open set W = Xv− \ (Xv− ∩DλL) , where the diffeomorphism is given by the same
argument as above by using (3.14).
In particular, let
Sλ−1L = D
λ
L ∩Xv−, (3.22)
Sd−λR = D
d+1−λ
R ∩Xv+. (3.23)
They are diffeomorphic to a sphere. Then, the Xv+ \ Sd−λR is diffeomorphic to W =
Xv− \ Sλ−1L since C \DL ∪DR ∼= [v − , v + ]×W . This suggests (which we will discuss
more explicitly later) that Xv+ is obtained from Xv− by the following surgery procedure.
From Xv−, we eliminate a tubular neighborhood of Sλ−1L . This tubular neighborhood is
diffeomorphic to Sλ−1 × Dd+1−λ as can be seen by using the above explicit coordinate
system. The manifold obtained by eliminating this tubular neighborhood of Sλ−1L from
Xv− has the boundary diffeomorphic to Sλ−1 × Sd−λ. Then we glue Dλ × Sd−λ to this
boundary. The result is the Xv+, and the D
λ×Sd−λ is the tubular neighborhood of Sd−λR .
Let us study it in more detail. The space Xv = f
−1(v) for the critical level v = f(p) is
singular at p because df(p) = 0. We can avoid this singularity slightly above p or below p,
where “above” and “below” are in terms of the function f . We denote these submanifolds
as X+ and X−, respectively. More explicitly, we may take them as follows. Consider a
small disk Dd+1/2 around p which is described by using the above explicit coordinate system
on U as
Dd+1/2 =
{
d+1∑
i=1
(xi)2 ≤ /2
}
. (3.24)
We also denote the boundary as ∂Dd+1/2 = S
d
/2. The intersection of this sphere S
d
/2 and
f−1(v) is given by
Sd/2 ∩ f−1(v) =
{
λ∑
i=1
(xi)2 =
d+1∑
i=λ+1
(xi)2 =

4
}
(3.25)
which is diffeomorphic to Sλ−1×Sd−λ. As explained around (3.2), this intersection divides
the sphere Sd/2 into X
′
+
∼= Dλ × Sd−λ and X ′− ∼= Sλ−1 ×Dd+1−λ. On X ′+ we have f ≥ v,
while on X ′− we have f ≤ v. Let us also take X ′′v = f−1(v) \ (Dd+1/2 )◦ where ◦ means the
interior. Now we have two subspaces X ′+ ∪X ′′v and X ′− ∪X ′′v which are piecewise smooth.
By deforming X ′± so that they become smooth, we get X+ and X−. See Figure 6 for the
case d+ 1 = 2 and λ = 1.
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Figure 6. The situation near the critical point for the case d + 1 = 2 and λ = 1. The dashed
line represents the sphere Sd/2. The solid lines outside of S
d
/2 represent X
′′
v = f
−1(v) \ (Dd+1/2 )◦
where f−1(v) is just x1 = ±x2. The solid lines inside the sphere represent X ′+ ∼= D1 × S0 (Left)
and X ′− ∼= S0×D1 (Right). The X ′± are taken in such a way that they are smoothly glued to X ′′v .
By an argument based on the flow equation (3.14) with a slight modification, the region
between Xv+ and X+ is diffeomorphic to [0, 1]×Xv+. In particular, X+ is a continuous
deformation of Xv+ as an Hd-manifold and hence Z(X+) = Z(Xv+). In the same way,
we get Z(X−) = Z(Xv−). So we only need to study the relation between X− and X+.
The X+ is obtained from X− by eliminating X ′− ∼= Sλ−1 ×Dd+1−λ and gluing X ′+ ∼=
Dλ×Sd−λ. This is the surgery operation mentioned above. This is true including the Hd-
structure defined on these submanifolds induced from the one on C by using the upward
normal vector.
Among the partition functions, we have the relations
Z(X+) = Z(X
′′
v )Z(X
′
+) = Z(X−)Z(X
′
−)
−1Z(X ′+)
= Z(X−)Z(tX ′− ·X ′−)−1Z(tX ′− ·X ′+). (3.26)
Here, for a given bordism X : ∅→ Y , the notation tX is the one introduced in Remark 2.12
which is a bordism Y → ∅. The X ′± are both regarded as a bordism of the form ∅→ Y .
Now, tX ′− ·X ′+ ∼= Sd and tX ′− ·X ′− ∼= Sλ−1 × Sd+1−λ as manifolds. Moreover, the Hd-
structure on them is trivial by the following reason. The submanifolds X ′± are all inside
the ball B2 given by (3.19), which is contractible to a point. Then the Hd+1-bundle P
can be trivialized in B2, and the Hd-structure ϕd+1 : P → TC can be trivialized inside
B2 up to continuous deformation. Then X
′± are just Hd-submanifolds of the trivial Hd+1-
manifold. In particular the K-part of the (Spin(d+1)×K)/〈(−1, k0)〉-bundle is completely
trivialized. The only subtlety is the spin structure when S1 appears. (i) When S1 appears
in tX ′− · X ′+ ∼= Sd with d = 1, gluing evaluation eY to X ′− unionsq X ′+ on the two dimensional
plane in Figure 6 shows that it is isomorphic to Sd/2 which is the boundary of D
d+1
/2 and
hence it is anti-periodic. (Alternatively it can be shown by the argument in the proof of
Lemma 4.2 in the next section.) (ii) When S1 appears as the S1 in X ′− ∼= S1 ×Dd−1 with
λ = 2, the S1 is the boundary of the disk D2 which appears in X ′+ = D2×Sd−2. (iii) When
S1 is realized in tX ′− ·X ′− from D1 in X ′− ∼= Sd−1 ×D1 with λ = d, the S1 is constructed
as a part of the double tX ′− ·X ′− = ∆X ′− and hence has the anti-periodic spin structure by
Remark 2.15. In all the cases, S1 has the anti-periodic spin structure.
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By Lemma 3.3, we have
Z(tX ′− ·X ′−) = Z(Sλ−1 × Sd+1−λ) = 1 (3.27)
Z(tX ′− ·X ′+) = Z(Sd) = 1, (3.28)
automatically for odd d and by the appropriate choice of the Euler term for even d. There-
fore, we get Z(X+) = Z(X−). This completes the proof.
Corollary 3.5. The partition function of an invertible TQFT takes values in U(1) auto-
matically for odd d and if the Euler term is chosen such that Z(Sd) = 1 for even d, and
hence the partition function is an element of Hom(ΩHd ,U(1)).
Proof. By Theorem 3.4, the partition functions are invariant under bordism if Z(Sd) = 1.
Now consider a closed Hd-manifold X and regard C = [0, 1] ×X as a bordism from ∅ to
X unionsqX. From the invariance under bordism, we have Z(X)Z(X) = 1. On the other hand,
from unitarity of TQFT, we have Z(X) = Z(X). Combining them, we get |Z(X)| = 1.
Remark 3.6. If we drop the assumption of unitarity, there exist TQFTs whose parti-
tion functions are elements of Hom(ΩHd ,C×). However, more nontrivially, there may be
non-unitary counterexamples to the claim that the partition function is invariant under
bordisms. Such an example was discussed in Sec. 11 of [3]. Consider the case of d = 1 and
Hd=1 = Spin(1). On a point pt± (where the subscript means the orientation), we have the
Hilbert space H(pt±) with a unique state vector v± ∈ H(pt±). If the Z2-grading of the
vector v± in the super vector space category sVectC is assigned in such a way that it does
not agree with the action of (−1)F on v, the topological spin-statistics theorem is violated.
Such a violation is allowed in non-unitary theory. In this case we get Z(S1A) = −1 by using
the results of Sec. 2. However, S1A is zero as an element of Ω
Spin
1 since it is the boundary
of a disk D2. Therefore, unitarity may be essential for Theorem 3.4
4 Construction of TQFT from cobordism invariant
In this section, we construct a TQFT from a given cobordism invariant z which takes
values in U(1). This is a function from the class of closed Hd-manifolds X to U(1), z :
X 7→ z(X) ∈ U(1), such that z(X0) = z(X1) if there exists a d+ 1-dimensional bordism C
from X0 to X1. Two such Hd-manifolds X0 and X1 are called bordant. The identification
of two bordant manifolds gives the bordism group ΩHd in Definition 2.13, on which the
group muptiplication is given by the disjoint union unionsq, the unit is given by ∅, and the
inverse of X is given by X. Then z is required to be a homomorphism z : ΩHd → U(1). In
particular z(X unionsqX ′) = z(X)z(X ′), z(∅) = 1 and z(X) = z(X).
4.1 Cutting and gluing law and reflection positivity
First, we prove two fundamental lemmas which are the essential ingredients of the construc-
tion of TQFT. The one is the reflection positivity and the other is the cutting and gluing
law. The derivations of them (in particular the reflection positivity) have been already
sketched in [13].
– 34 –
Lemma 4.1. (Reflection positivity) Let X be a compact Hd-manifold with boundary Y ,
regarded as a bordism ∅→ Y , and let ∆X be the double of X. Then ∆X is bordant to the
empty Hd-manifold and in particular z(∆X) = 1.
Proof. Consider C ′ = [0, 1]×X. This is a manifold with corner, and the boundary consists
of X, X and [0, 1] × Y . By making the corner smooth, the C ′ is deformed to a smooth
manifold C whose boundary is isomorphic to the closedHd-manifold obtained by composing
XunionsqX (regarded as a bordism ∅→ Y unionsqY ) and [0, 1]×Y (regarded as a bordism Y unionsqY → ∅).
This is the double ∆X by definition. This shows that ∆X ∼= ∂C, i.e., it is bordant to the
empty manifold, and hence z(∆X) = 1.
Before going to the next lemma, we define the fermion parity fp(Y ) ∈ Z2 of a closed
Hd−1-manifold Y as follows. Consider S1P × Y where S1P is a copy of S1 with the periodic
spin structure. This manifold has the property that S1P × Y ∼= S1P × Y which is shown by
“flipping the direction of S1P”. Then z(S
1
P×Y ) must be real, and hence it is ±1. We define
the fermion parity of Y as
(−1)fp(Y ) := z(S1P × Y ). (4.1)
If two Hd−1-manifolds Y0 and Y1 are bordant as X : Y0 → Y1, then their fermion parities
are the same because S1P × Y0 and S1P × Y1 are bordant by S1P ×X and z is a cobordism
invariant.
Lemma 4.2. (Cutting and gluing law) Let X be a compact Hd-manifold whose boundary
is given by
∂X = Y1 unionsq Y2 unionsq Y3 unionsq Y4, (4.2)
where each of Ya (a = 1, 2, 3, 4) is isomorphic to a closed Hd−1-manifold Y when Y1, Y2 are
given the Hd−1-structures by using the outward normal vector while Y3, Y4 are given the
Hd−1-structures by using the inward normal vector. Let X(13)(24) be the closed Hd-manifold
obtained by gluing the pair Y1 and Y3 and the pair Y2 and Y4. Also, define X(14)(23) in the
same way by gluing the pair (Y1, Y4) and the pair (Y2, Y3). Then,
z(X(13)(24)) = (−1)fp(Y )z(X(14)(23)). (4.3)
Proof. A neighborhood of the boundary of X is isomorphic to
(J1 unionsq J2 unionsq J3 unionsq J4)× Y, (4.4)
where Ja (a = 1, 2) are isomorphic to (−, 0] and Jb (b = 3, 4) are isomorphic to [0, ), and
the product Hd-structure is given on (J1 unionsq J2 unionsq J3 unionsq J4) × Y . Gluing Ja (a = 1, 2) and
Jb (b = 3, 4) at {0} gives Kab ∼= (−, ).
For the moment, let us neglect the issue of the spin structure. Then a bordism from
K13 unionsqK24 to K14 unionsqK23 is simply given (up to some metric deformation) by
C =
{
(x, y) ∈ R2; − 1 ≤ −x2 + y2 ≤ 1, x2 + y2 < 2} (4.5)
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Figure 7. The pair of pants bordism from S1 to S1 unionsqS1. By removing the small strips inside the
regions bounded by the thin dotted lines, we get the bordism from K13 unionsqK24 to K14 unionsqK23.
where K13 unionsqK24 is given by −x2 + y2 = −1 and K14 unionsqK23 is given by −x2 + y2 = +1.
The situation is analogous to that of Figure 6 under some minor reinterpretation. Take the
Morse function as f = −x2 + y2. Consider C × Y and take the union ∪ with [−1, 1] ×X
in the straightforward way, where [−1, 1] is parametrized by f . Then we get the bordism
from X(13)(24) to X(14)(23) up to a possible inclusion of (−1)F in the gluing process.
The only subtlety that can arise in the above argument is the spin structure on K13 unionsq
K24 and K14 unionsqK23 associated to the inclusion of (−1)F . This bordism is independent of
X, so we can see what factors of (−1)F are necessary by taking a simple example of X.
Consider the case X = I1 unionsq I2, where both I1 and I2 are isomorphic to [0, 1], and regard
Y1 and Y4 as the boundary components of I1 and Y2 and Y3 as the boundary components
of I2. Then X(13)(24) is isomorphic to S
1. After the above bordism, the X(13)(24) goes to
X(14)(34) which is isomorphic to the disjoint union of two circles S
1unionsqS1. Thus this bordism
is the “pair of pants” bordism from S1 to S1unionsqS1; see Figure 7. In that bordism, there is a
topological constraint on the spin structures of the three S1’s. By representing the periodic
and anti-periodic spin structure as s = ±1 respectively, the three spin structures s1, s2 and
s3 associated to the three S
1’s are constrained as s1s2s3 = −1. If we take the initial spin
structure of X(13)(24) to be the periodic spin structure S
1
P, the above pair of pants bordism
must be S1P → S1P unionsq S1A where S1A is the S1 with the anti-periodic spin structure.
Therefore, we get the following conclusion. In the bordism from K13unionsqK24 to K14unionsqK23,
if K13 unionsq K24 is given the trivial spin structures, then one of K14 or K23 (let’s say K23)
must have additional (−1)F . Therefore, X(13)(24) is bordant to X ′(14)(23), where X ′(14)(23) is
obtained from X in almost the same way as X(14)(23) except for the fact that we include
the action of (−1)F when Y2 and Y3 are glued.
Let X(14) be the manifold which is obtained from X by gluing Y1 and Y4 only. Then
X(14) unionsq ([0, 1]× Y ) has the boundary isomorphic to the disjoint union of four copies of Y .
By using the same kind of bordism as above applied to X(14) unionsq ([0, 1] × Y ), we can show
that X ′(14)(23) is bordant to X(14)(23) unionsq (S1P × Y ). Therefore, we conclude that X(13)(24) is
bordant to X(14)(23) unionsq (S1P × Y ) and hence
z(X(13)(24)) = z(S
1
P × Y )z(X(14)(23)). (4.6)
By definition, (−1)fp(Y ) = z(S1P × Y ). This completes the proof.
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Figure 8. The implication of cutting and gluing law. The dashed lines are connected to the rest of
the manifold. The cobordism invariant z is unchanged under the process up to the sign (−1)fp(Y ).
The cutting and gluing law means the following. Given a closed Hd-manifold X, we
cut it at two places along submanifolds which are both isomorphic to Y . Then, we glue
them together in the different way from the start. The cobordism invariant is unchanged
under this manipulation up to the sign factor (−1)fp(Y ). See Figure 8 for the situation.
Roughly speaking, the cutting and gluing law corresponds to locality and the reflection
positivity corresponds to unitarity. However, the actual situation might be a bit more
subtle. If we drop the reflection positivity, the construction of a TQFT given below fails
at some points even if we do not care about unitarity.
4.2 Reconstruction theorem
Now we construct TQFT. For simplicity, we assume the following. Consider the d − 1-
dimensional bordism group ΩHd−1 which is one dimension lower than the Ω
H
d relevant for
the partition function. We assume that this is finitely generated. Then, we can pick up a
(not canonical) isomorphism
ΩHd−1 ∼= (Z)k ⊕ Zpk+1 ⊕ · · · ⊕ Zpk+` , (4.7)
and also pick up reference Hd−1-manifolds
Y refa (a = 1, · · · , k) (4.8)
Y refb (b = k + 1, · · · , k + `) (4.9)
which represent the generators of ΩHd−1. The Y
ref
a (a = 1, · · · , k) generate the free part
(Z)k and the Y refb (b = k + 1, · · · , k + `) generate the torsion part Zpk+1 ⊕ · · · ⊕ Zpk+` . We
call them as elementary reference manifolds. The disjoint union of pb copies of Y
ref
b for
k + 1 ≤ b ≤ k + ` is bordant to empty, and we pick up a bordism Xrefb from ∅ to the
disjoint union of pb copies of Y
ref
b .
Furthermore, for each element w ∈ ΩHd−1, we pick up an explicit reference manifold
Y refw which consists of the disjoint union of copies of Y
ref
a , Y
ref
a (1 ≤ a ≤ k) and Y refb (b =
k+ 1, · · · , k+ `) with the following rules; (i) Only the minimum number of them appears,
i.e., Y refb (b = k+ 1, · · · , k+ `) only appears wb times with 0 ≤ wb ≤ pb−1, and only either
Y refa or Y
ref
a appears for 1 ≤ a ≤ k. (ii) We introduce the ordering
Y ref1 < Y
ref
1 < Y
ref
2 < · · · < Y refk < Y refk+1 < · · · < Y refk+`, (4.10)
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and then oder the elementary reference manifolds in Y refw according to the order.
The reason that we need to care about the ordering is the sign factor (−1)fp(Y ) in the
cutting and gluing law as in Figure 8. Due to this sign factor, it is convenient to consider
the following sign rule (Koszul sign rule) which will repeatedly appear in the proof of
Theorem 4.3. Let Y1, · · · , Ym be Hd−1-manifolds, and let τ ∈ Sm be an element of the
symmetric group of permutation of m objects. We can consider a bordism, which by abuse
of notation we denote by τ , as follows. As a manifold, it is just [0, 1] × (Y1 unionsq · · · unionsq Ym).
However, we take the boundary isomorphism at {1} such that we regard it as a bordism,
τ : Y1 unionsq · · · unionsq Ym → Yτ(1) unionsq · · · unionsq Yτ(m). (4.11)
Now, the τ can be represented as composition of transpositions of the form τA,B in Figure 2.
Let n(τ) be the number of times transposition of two manifolds A and B, both of which
have odd fermion parity (−1)fp(A) = (−1)fp(B) = −1, appear. The sign factor (−1)n(τ) is
independent of how we represent τ as the composition of transpositions, and is determined
only by τ and hence it is well-defined. This is the Koszul sign. In particular, if Y1, · · · , Ym
are all the same manifolds, then the effect of the bordism τ in z is equivalent to (−1)n(τ)
times the identity bordism due to the cutting and gluing law shown in Figure 8.
Before going to Theorem 4.3, let us also recall the following notation from section 2.
We have defined the evaluation eY : Y unionsq Y → ∅ and the coevalutation cY : ∅→ Y unionsq Y in
Definition 2.9. Furthermore, we have cY : ∅→ Y unionsqY . Notice that the composition eY · cY
is S1A × Y which coincides with the double ∆cY , and hence
z(eY · cY ) = 1. (4.12)
More generally, if X is a bordism from Y0 to Y1, then the composition eY1 · (X unionsqX) · cY0
is actually identified with the double ∆((X unionsq 1Y0) · cY0), where (X unionsq 1Y0) · cY0 is a bordism
∅→ Y1 unionsq Y0. See Figure 9 for the situation. Thus we have
z(eY1 · (X unionsqX) · cY0) = 1. (4.13)
This is the consequence of the reflection positivity.
Theorem 4.3. Given a cobordism invariant z ∈ Hom(ΩHd ,U(1)), there exists an invertible
TQFT whose partition function is given by z, assuming that ΩHd−1 is finitely generated.
Proof. The proof involves several steps.
Step 1: Definition of vector spaces. Our first task is to assign a one-dimensional
Hilbert space H(Y ) to each closed Hd−1-manifold Y . Consider an arbitrary Y . If Y
represents the element w ∈ ΩHd−1, then it is bordant to the reference manifold Y refw . There
is a set of morphisms in the bordism category, Hom(Y refw , Y ), which consists of bordisms
from Y refw to Y . Let Hbig(Y ) be the infinite dimensional vector space whose element is a
function from Hom(Y refw , Y ) to C such that the function is nonzero for only finitely many
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Figure 9. The composition eY1 · (X unionsq X) · cY0 (left) and the double ∆((X unionsq 1Y0) · cY0) (right).
They are isomorphic. We have tacitly used Lemma 2.14 to represent ∆((X unionsq 1Y0) · cY0) as the right
figure.
elements of Hom(Y refw , Y ). The obvious vector space structure is given to this space. The
Hbig(Y ) is spanned by basis vectors |X〉 for each X ∈ Hom(Y refw , Y ),
Hbig(Y ) =
⊕
X∈Hom(Y refw ,Y )
{|X〉}, (4.14)
where |X〉 is a function which is 1 on X and zero for others.
Now, we introduce an equivalence relation between the vectors in Hbig(Y ) as follows.
Let X and X ′ be two bordisms. Then, we have a bordism X ′unionsqX : Y refw unionsqY refw → Y unionsqY and
hence we can obtain a closed manifold as eY · (X ′ unionsqX) · cY refw which we denote as tr(XX
′).
Then we define the equivalence relation as
|X ′〉 ∼ z(tr(XX ′))|X〉. (4.15)
We can check the following:
(i) Reflexivity
|X〉 ∼ |X〉 (4.16)
is a consequence of z(tr(XX)) = 1 which is (4.13).
(ii) Symmetry
|X〉 ∼ z(tr(XX ′))−1|X ′〉 (4.17)
is a consequence of the fact that tr(XX ′) = tr(X ′X) and hence z(tr(XX ′))−1 = z(tr(X ′X)).
(iii) Transitivity
|X ′′〉 ∼ z(tr(X ′X ′′))z(tr(XX ′))|X〉 (4.18)
is shown by using the cutting and gluing law (Lemma 4.2) as follows. By applying the
cutting and gluing law twice as in Figure 10, we get
z(tr(X ′X ′′))z(tr(XX ′)) = (−1)fp(Y )(−1)fp(Y refw )z(tr(XX ′′))z(tr(X ′X ′)). (4.19)
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cut & glue cut & glue
Figure 10. Using the cutting and gluing twice gives the equation (4.19).
As discussed above, we have z(tr(X ′X ′)) = 1 by reflection positivity. On the other hand,
the fermion parities of two bordant manifolds, (−1)fp(Y ) and (−1)fp(Y refw ), are the same as
shown below (4.1). Thus we get z(tr(X ′X ′′))z(tr(XX ′)) = z(tr(XX ′′)).
Therefore, the above definition of ∼ gives a well-defined equivalence relation on the
vector space Hbig(Y ). Then we define
H(Y ) := Hbig(Y )/ ∼ . (4.20)
It is clear that this H(Y ) is a one dimensional vector space. We can consistently introduce
a hermitian metric on H(Y ) by imposing that the image of |X〉 under the projection
Hbig(Y ) → H(Y ) has the unit norm. We will later check that this hermitian metric
coincides with the one defined by using the evaluation eY as in Definition 2.21.
As a special case, if Y is empty, Y = ∅, then there is a distinguished element in
Hom(∅,∅) which is the empty bordism which we also denote by ∅. By using the vector
|∅〉, we can canonically identify H(∅) with C. Under this identification, for a closed
manifold X we have |X〉 ∼ z(X). Also, we can canonically identify H(Y unionsqY ) for arbitrary
Y with C by using the vector |cY 〉 for the distinguished bordism cY ∈ Hom(∅, Y unionsq Y ). So
we have
H(∅) ∼= C ∼= H(Y unionsq Y ). (4.21)
Step 2: Identification of vector spaces under products. For the disjoint union of
two manifolds Y and Y ′, we can identify H(Y unionsqY ′) and H(Y )⊗H(Y ′) as follows. We take
X : Y refw → Y and X ′ : Y refw′ → Y ′. Then we have the bordism
X unionsqX ′ : Y refw unionsq Y refw′ → Y unionsq Y ′. (4.22)
Now we take a bordism Xw,w′ from Y
ref
w+w′ to Y
ref
w unionsq Y refw′ as follows. First, we use cY refa and
Xrefb (tensored with the identity bordism of Y
ref
w+w′) to get a bordism from Y
ref
w+w′ to the
manifold of the form
Y˜ refw+w′ = Y
ref
w+w′ unionsq (Y refa1 unionsq Y refa1 ) unionsq · · · unionsq (Y refb1 unionsq · · · unionsq Y refb1 ) unionsq · · · (4.23)
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Figure 11. Left: the bordism from Y refw+w′ to Y˜
ref
w+w′ . The figure shows an example of the case
Y refw = Y
ref
a unionsq Y refc , Y refw′ = Y refb unionsq Y refc and hence Y refw+w′ = Y refa unionsq Y refb . Right: the bordism from
Y refw+w′ to Y
ref
w unionsq Y refw′ . This requires the transposition of Y refb and Y refc by τY refb ,Y refc .
in such a way that Y˜ refw+w′ contains the same number of Y
ref
a , Y
ref
a (1 ≤ a ≤ k) and Y refb (b =
k+1, · · · , k+`) as Y refw unionsqY refw′ . Namely, Y˜ refw+w′ and Y refw unionsqY refw′ are the same up to permutation
of their component elementary reference manifolds. See the left of Figure 11. Next, take a
bordism τ which permutes the elementary reference manifolds appearing in Y˜ refw+w′ to the
order as in Y refw unionsqY refw′ . See (4.11). Such a permutation is not unique. Pick up one of them,
and let (−1)n(τ) be the Koszul sign associated to τ . By composing the above two bordisms
Y refw+w′ → Y˜ refw+w′ and τ , we get a bordism Xw,w′(τ) from Y refw+w′ to Y refw unionsqY refw′ which depends
on τ . See the right of Figure 11.
Now we consider the following identification. We have a bordism (X unionsqX ′) ·Xw,w′(τ)
from Y refw+w′ to Y unionsq Y ′. Then we define the map from H(Y )⊗H(Y ′) to H(Y unionsq Y ′) as
|X〉 ⊗ |X ′〉 7→ (−1)n(τ)|(X unionsqX ′) ·Xw,w′(τ)〉. (4.24)
This is independent of τ as follows. Let τ ′ be another permutation. Then, τ ′ · τ−1 only
permutes elementary reference manifolds of the same type, i.e., it consists of composition
of transpositions such as τY refa ,Y refa . Then, τ and τ
′ can be changed to each other by the
cutting and gluing law up to a sign factor which is exactly (−1)n(τ ′)−n(τ). This shows that
the above map is independent of the choice of τ . Also, this map is independent of the
choice of X and X ′ due to the cutting and gluing lemma and the reflection positivity. So
we get a well-defined map H(Y )⊗H(Y ′)→ H(Y unionsq Y ′) independent of τ , X and X ′.
Furthermore, it can be checked that the two chains of maps
H(Y )⊗H(Y ′)⊗H(Y ′′)→ H(Y unionsq Y ′)⊗H(Y ′′)→ H(Y unionsq Y ′ unionsq Y ′′),
H(Y )⊗H(Y ′)⊗H(Y ′′)→ H(Y )⊗H(Y ′ unionsq Y ′′)→ H(Y unionsq Y ′ unionsq Y ′′), (4.25)
gives the same result which is the associativity condition. The check of this associativity
is done as follows. We need to compare two bordisms of the form
(Xw,w′(τ1) unionsq 1Y ref
w′′
) ·Xw+w′,w′′(τ2), (4.26)
(1Y refw unionsqXw′,w′′(τ3)) ·Xw,w′+w′′(τ4). (4.27)
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Figure 12. The bordism (4.26) (Left) and the bordism (4.27) (Right).
Figure 13. The bordism of the form (4.28) (Left) is equivalent to the bordism of the form (4.29)
(Right). This manipulation makes it possible to put the bordisms in the form (4.30).
See Figure 12. Both of them are bordisms from Y refw+w′+w′′ to Y
ref
w unionsqY refw′ unionsqY refw′′ . They both
consist of c
Y refa
, Xrefb and τA,B. More precisely, cY refa
and Xrefb may appear in a form like
1Y ′ref unionsq cY refa1 unionsq · · · unionsqX
ref
b1 unionsq 1Y ′′ref (4.28)
where Y ′ref and Y
′′
ref are some disjoint union of elementary reference manifolds. See the left
of Figure 13. We can make the above bordism into a bordism of the form
τ0 · (1Y ′refunionsqY ′′ref unionsq cY refa1 unionsq · · · unionsqX
ref
b1 ) (4.29)
where τ0 is some permutation. See the right of Figure 13. By using this fact, it is always
possible to rewrite the above bordisms from Y refw+w′+w′′ to Y
ref
w unionsq Y refw′ unionsq Y refw′′ in the form
τ · (1Y ref
w+w′+w′′
unionsq C), (4.30)
where τ is a permutation of elementary reference manifolds and C is given by a disjoint
union of copies of c
Y refa
and Xrefb . By further using permutation if necessary, we can assume
that this C is the same in (4.26) and (4.27). The part τ in (4.26) and (4.27) differs only by
permutation among the same Y refa (or Y
ref
a ) as in the proof that (4.24) is independent of
τ . Also notice that the change from (4.28) to (4.29) can be done without any Koszul sign,
because the boundaries of c
Y refa1
and Xrefb1 have even total fermion parity. Therefore, as in
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the proof that (4.24) is independent of τ , the two bordisms can be made to be the same
by the cutting and gluing. Thus the associativity holds.
The associativity is the condition mentioned around (2.42) which is needed for a
monoidal functor. In this way, we can identify H(Y ) ⊗ H(Y ′) ∼= H(Y unionsq Y ′) in a con-
sistent way.
Step 3: Identification of vector spaces under involution. The two identifications
H(Y unionsqY ) ∼= C and H(Y unionsqY ) ∼= H(Y )⊗H(Y ) imply that H(Y ) is naturally the dual vector
space to H(Y ). In addition to this, we have introduced the hermitian metric on H(Y ) such
that the image of |X〉 for any X : Y refw → Y has the unit norm. If we use this hermitian
metric, we have the following identifications;
H(Y ) ∼= H(Y )∗ ∼= H(Y ), (4.31)
where H(Y )∗ is the dual vector space to H(Y ).
More explicitly, let X : Y refw → Y and Xˆ : Y ref−w → Y be bordisms. Then, |X〉 ⊗ |Xˆ〉 ∈
H(Y )⊗H(Y ) is identified under H(Y )⊗H(Y ) ∼= H(Y unionsq Y ) ∼= C with
ξ(X, Xˆ) := (−1)n(τ0)z(eY · (X unionsq Xˆ) ·Xw,−w(τ0)) ∈ C, (4.32)
where Xw,−w(τ0) is the bordism from ∅ to Y refw unionsq Y ref−w as constructed above. Therefore,
|Xˆ〉 is identified with
|Xˆ〉 ∼= |X〉 ⊗ |X〉 ⊗ |Xˆ〉 ∼= ξ(X, Xˆ)|X〉 (4.33)
where we used |X〉 ⊗ |X〉 ∼= 1 under the hermitian metric introduced above.
With the above consideration in mind, we define the map H(Y )→ H(Y ) as
|Xˆ〉 7→ ξ(X, Xˆ)|X〉 (4.34)
where |X〉 ∈ H(Y ) is the complex conjugate of |X〉. This map is independent of τ0, X and
Xˆ due to the cutting and gluing.
Under the above map, let us check that the following diagram
H(Y )⊗H(Y ′)

// H(Y )⊗H(Y ′)

H(Y unionsq Y ′) // H(Y unionsq Y ′)
(4.35)
commutes. This means the commutativity of
|Xˆ〉 ⊗ |Xˆ ′〉

// ξ(X, Xˆ)ξ(X ′, Xˆ ′) · |X〉 ⊗ |X ′〉

(−1)n(τˆ)|(Xˆ unionsq Xˆ ′) ·X−w,−w′(τˆ)〉 // (some factor)|(X unionsqX ′) ·Xw,w′(τ)〉
(4.36)
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Figure 14. The check of the commutativity (4.35) requires comparing the left and right bordisms.
The commutativity reduces to the equality
(−1)n(τˆ)ξ((X unionsqX ′) ·Xw,w′(τ), (Xˆ unionsq Xˆ ′) ·X−w,−w′(τˆ))
=(−1)n(τ)+fp(Y )fp(Y ′)ξ(X, Xˆ)ξ(X ′, Xˆ ′), (4.37)
where the factor of (−1)fp(Y )fp(Y ′) in the right hand side appeared because of the rule of
involution v ⊗ w 7→ (−1)deg(v)deg(w)v ⊗ w as mentioned in Remark 2.20, if we assign the
Z2 grading of the super vector spaces according to fp(Y ) ∈ Z2. The check of this equality
involves comparing two bordisms appearing in Figure 14. One is
Xw,−w(τ0) unionsqXw′,−w′(τˆ0) (4.38)
which is a bordism from ∅ to Y refw unionsq Y ref−w unionsq Y refw′ unionsq Y ref−w′ as in the left of Figure 14. The
other is
(Xw,w′(τ) unionsqX−w,−w′(τˆ)) ·Xw+w′,−w−w′(τ ′0) (4.39)
which is a bordism from ∅ to Y refw unionsq Y refw′ unionsq Y ref−w unionsq Y ref−w′ as in the right of Figure 14.
Both of the bordisms (4.38) and (4.39) are constructed as follows. We create elementary
reference manifolds as many as needed by using c
Y refa
and Xrefb , and then permute them to
the desired orders. After acting τY ref
w′ ,Y
ref
−w
to (4.39) so that both of them become bordisms
from∅ to Y refw unionsqY ref−wunionsqY refw′ unionsqY ref−w′ , these two bordisms are the same up to permutation among
the same types of elementary reference manifolds. Therefore, they give the same values
as long as we include the appropriate Koszul sign factors. We have included almost all
the Koszul sign factors (−1)n(τ0), (−1)n(τˆ0), (−1)n(τ ′0), (−1)n(τ) and (−1)n(τˆ). A nontrivial
point is that the Koszul sign associated to τY ref
w′ ,Y
ref
−w
is provided by (−1)fp(Y )fp(Y ′) which
appeared because of Remark 2.20. Thus, we indeed have all the necessary Koszul signs. In
this way the commutativity of (4.35) holds. This corresponds to (2.50).
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We can also check that the diagram
H(Y )
""
// H(Y )

H(Y )
(4.40)
commutes, where the horizontal arrow uses Y ∼= Y on the bordism category, the diagonal
arrow uses H(Y ) ∼= H(Y ) in the category of vector spaces, and the vertical arrow uses
H(Y ) → H(Y ) twice. The commutativity is equivalent to ξ(Xˆ,X)ξ(X, Xˆ) = 1, or more
explicitly,
(−1)n(τ ′0)z(eY · (Xˆ unionsqX) ·X−w,w(τ ′0))(−1)n(τ0)z(eY · (X unionsq Xˆ) ·Xw,−w(τ0)) = 1. (4.41)
Here, X−w,w(τ ′0) is a bordism from ∅ to Y ref−w unionsq Y refw . We can take it to be
X−w,w(τ ′0) = τY refw ,Y ref−w ·Xw,−w(τ0), τ
′
0 = τY refw ,Y ref−w
· τ0. (4.42)
In particular, we have (−1)n(τ ′0) = (−1)n(τ0)+n(τY refw ,Y ref−w ) = (−1)n(τ0)+fp(Y ).
We want to compare eY ·(XˆunionsqX)·τY refw ,Y ref−w and eY ·(XunionsqXˆ) to check the above equality.
Because τY ,Y · (Xˆ unionsqX) · τY refw ,Y ref−w = (X unionsq Xˆ), we need to compare eY and eY · τY ,Y . Now,
eY has an additional insertion of (−1)F compared to eY · τY ,Y by Lemma 2.14. Thus,
eY · (Xˆ unionsq ·X) · τY refw ,Y ref−w is isomorphic to eY · (X unionsq Xˆ) except for the (−1)
F which produces
the factor (−1)fp(Y ). This proves (4.41) and hence the diagram (4.40) commutes. This
corresponds to (2.51).
Step 4: Construction of a functor. Our next task is to assign a linear map Z(X) :
H(Y0)→ H(Y1) to each bordism X : Y0 → Y1. This is simply done as follows. Let X0 be a
bordism X0 : Y
ref
w → Y0, where w ∈ ΩHd−1 represents the bordism class of both Y0 and Y1.
Then the composition X ·X0 is a bordism from Y refw to Y1. Then we simply set
Z(X) : |X0〉 7→ |X ·X0〉. (4.43)
By the cutting and gluing and reflection positivity, this does not depend on the choice of
X0, and hence this definition gives a well-defined map from H(Y0) to H(Y1). Under the
composition of two bordisms X and X ′, we have Z(X ′ ·X) = Z(X ′)Z(X). Also, for the
identity bordism 1Y = [0, 1]× Y we have Z(1Y ) = 1H(Y ). Therefore, it is clear that we get
a functor F : Bord〈d−1,d〉(H)→ sVectC by setting F (Y ) = H(Y ) and F (X) = Z(X).
The fact that F is a monoidal functor is a consequence of the fact that H(∅) ∼= C
and F (Y )⊗F (Y ′) ∼−→ F (Y unionsqY ′) which satisfy the associativity condition (and other more
trivial conditions). The fact that this identification gives the equality of Z(X unionsq X ′) and
Z(X) ⊗ Z(X ′) is immediate from the definition of Z(X). Thus (2.41) is confirmed. We
have already checked the condition about the associativity (2.42).
Let us check that F is symmetric. Let τY,Y ′ be the bordism from Y unionsqY ′ to Y ′unionsqY given
by Figure 2. Let Xw,w′(τ) be the bordism from Y
ref
w+w′ to Y
ref
w unionsq Y refw′ introduced above.
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The identification H(Y ) ⊗ (Y ′) ∼−→ H(Y unionsq Y ′) was done by (4.24). Take also the bordism
Xw′,w(τ
′) from Y refw+w′ to Y
ref
w′ unionsq Y refw . More explicitly, this bordism is taken as
Xw′,w(τ
′) := τY refw ,Y refw′ ·Xw,w′(τ), τ
′ = τY refw ,Y ref−w · τ. (4.44)
We have (−1)n(τ ′) = (−1)n(τ)(−1)fp(Y )fp(Y ′). Then one can check that the following diagram
commutes:
|X〉 ⊗ |X ′〉

// (−1)fp(Y )fp(Y ′)|X ′〉 ⊗ |X〉

(−1)n(τ)|(X unionsqX ′) ·Xw,w′(τ)〉
Z(τY,Y ′ )
// (−1)n(τ)|·(X ′ unionsqX) ·Xw′,w(τ ′)〉
(4.45)
This proves the symmetry of F given in (2.43) if we assign the Z2-grading of the super
vector spaces according to fp(Y ). Therefore, F is a symmetric monoidal functor.
We have also defined F (Y )
∼−→ F (Y ) in (4.34). The fact that F (X) = F (X) under
this identification is seen as follows. Let us take X0 : Y
ref
w → Y0 and Xˆ0 : Y ref−w → Y0 and
consider (4.34)
|Xˆ0〉 7→ ξ(X0, Xˆ0)|X0〉. (4.46)
By using X : Y0 → Y1, we also have
|X · Xˆ0〉 7→ ξ(X ·X0, X · Xˆ0)|X ·X0〉. (4.47)
However, by the cutting and gluing and reflection positivity, we get ξ(X · X0, X · Xˆ0) =
ξ(X0, Xˆ0). Therefore, the comparison of the two equations immediately give F (X) = F (X).
This confirms (2.49). We have already checked (2.50) and (2.51).
Finally the evaluation Z(eY ) is just unity under the chain of identifications H(Y ) ⊗
H(Y ) ∼= H(Y ) ⊗H(Y ) ∼= H(Y unionsq Y ) ∼= C, because F (eY )|cY 〉 = |eY · cY 〉 = z(eY · cY ) = 1
by reflection positivity. In other words, the hermitian metric defined by eY coincides with
the hermitian metric we have already introduced, which is positive definite.
We have confirmed all the nontrivial axioms of unitary invertible TQFT. It is clear
from the construction that F (X) = z(X) for every closed Hd-manifold X. This completes
the proof.
4.3 Isomorphism between two theories
We would like to identify two theories which have the same partition functions on closed
Hd-manifolds. Such an identification may be expressed as a natural isomorphism η : F ⇒ G
between two functors of TQFT.
It is important to have in mind the following physical intuition. An element of a Hilbert
space v ∈ H does not correspond to physical observables. Only the ray of v in H matters.
Still, relative phases can have physical consequences such as Berry phases. However, if Y
and Y ′ represent different elements of the bordism group ΩHd−1, there are no transitions
from Y to Y ′. Therefore, we expect some phase ambiguity in the relative phase of H(Y )
and H(Y ′). This ambiguity appears in the following discussion.
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Theorem 4.4. Let F and G be symmetric monoidal functors associated to two invertible
TQFTs with the same cobordism invariant partition functions, and assume that ΩHd−1 is
finitely generated. Then there exits a symmetric monoidal natural isomorphism η from F
to G, meaning that η is a natural isomorphism such that η∅ regarded as a map C → C is
the identity, and it preserves the symmetric monoidal structure as
F (Y )⊗ F (Y ′)

ηY ⊗ηY ′// G(Y )⊗G(Y ′)

F (Y unionsq Y ′) ηY unionsqY ′ // G(Y unionsq Y
′)
(4.48)
In addition, the η can be taken to preserve the involution as
F (Y )

ηY // G(Y )

F (Y )
ηY
// G(Y )
(4.49)
Proof. To each closed Hd−1-manifold Y , we assign a linear map ηY : F (Y ) → G(Y ) as
follows. First, suppose that there exits a bordism X : ∅→ Y . In this case, we can regard
F (X) and G(X) as elements of F (Y ) and G(Y ), respectively. Then we define a linear map
ηY : F (Y ) → G(Y ) as ηY : F (X) 7→ G(X). This map does not depend on the choice of
X as can be checked from the fact that the partition functions of the two theories on any
closed Hd-manifolds are the same by assumption. In particular, η∅ : C → C is just the
identity map.
Next, consider elementary reference manifolds Y refb for k + 1 ≤ b ≤ k + ` which
are the generators of the torsion part of ΩHd−1. The disjoint union of pb copies of them,
Y refb unionsq · · · unionsq Y refb , is bordant to ∅. Thus we already have a map F (Y refb )⊗pb → G(Y refb )⊗pb
which was defined above. Then we pick up a map ηY refb
: F (Y refb ) → G(Y refb ) such that
η⊗pb
Y refb
coincides with the canonical map. There are pb choices of such a map, and we just
pick up one of them. On the other hand, for elementary reference manifolds Y refa with
1 ≤ a ≤ k which are the generators of the freely generated part of ΩHd−1, we assign a
completely arbitrary map ηY refa : F (Y
ref
a )→ G(Y refa ) which preserves the hermitian metric.
For any w ∈ ΩHd−1, Y refw is given as the disjoint union of Y refa , Y refa (1 ≤ a ≤ k) and
Y refb (k + 1 ≤ b ≤ k + `) in the standard form described around (4.10). Then the map
ηY refw : F (Y
ref
w ) → G(Y refw ) is defined by reducing F (Y refw ) (resp. G(Y refw )) to the tensor
product of F (Y refa ), F (Y
ref
a ) and F (Y
ref
b ) (reps. G(Y
ref
a ), G(Y
ref
a ) and G(Y
ref
b )) and then
extending the above maps to these tensor products.
Now, consider an arbitrary Y . Suppose is Y is bordant to Y refw and X : Y
ref
w → Y is a
bordism. Then, we define ηY : F (Y )→ G(Y ) as
ηY = G(X)ηY refw F (X)
−1. (4.50)
The inverse of F (X) exists because it it a unitary operator in invertible TQFT, F (X)−1 =
F (X). This definition is independent of X by the equality of the partition functions of F
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and G. Also notice that this definition agrees with the one given above when Y refw is empty.
By definition, we have a commutative diagram
F (Y refw )
F (X)

η
Y refw // G(Y refw )
G(X)

F (Y ) ηY
// G(Y )
(4.51)
where all the arrows are isomorphisms.
We have defined ηY : F (Y )→ G(Y ) for all Y . From the commutativity of the diagram
(4.51) and the fact that all the arrows are isomorphisms, it is easy to see that η is a natural
isomorphism.
To check the diagrams (4.48) and (4.49), let us pick up unit vectors fb ∈ F (Y refb ),
gb ∈ G(Y refb ) (k + 1 ≤ b ≤ k + `) such that (fb)⊗pb = F (Xrefb ), (gb)⊗pb = G(Xrefb ) and
ηY refb
: fb 7→ gb. Also pick up unit vectors fa ∈ F (Y refa ) and ga ∈ G(Y refa ) (1 ≤ a ≤ k) such
that ηY refa : fa 7→ ga. Then, explicitly we have
ηY refw = g
⊗w1
1 ⊗ · · · ⊗ g⊗wk+`k+` ⊗ (f⊗w11 ⊗ · · · ⊗ f
⊗wk+`
k+` )
−1 (4.52)
where (w1, · · · , wk+`) are integers such that it represents the element w in ΩHd−1 ∼= (Z)k ⊕
Zpk+1 ⊕ · · · ⊕ Zpk+` and wb (k + 1 ≤ b ≤ k + `) are constrained as 0 ≤ wb ≤ pb − 1. In the
above notation, we have used the fact that all the Hilbert spaces are one dimensional and
hence the inverse like (fa)
−1 makes sense.
Let us check the diagram (4.48) for the case Y = Y refw and Y
′ = Y refw′ . Let Xw,w′(τ)
be the bordism from Y refw+w′ to Y
ref
w unionsq Y refw′ which consists of cY refa , X
ref
b and permutation
τ of elementary reference manifolds. This is the same bordism as used in the proof of
Theorem 4.3. Let δwb be the number of times X
ref
b appears in Xw,w′(τ), and let δwa be
the number of times c
Y refa
appears. Under the identification F (Y unionsqY ′) ∼= F (Y )⊗F (Y ′) we
have
F (Xw,w′(τ)) = F (τ) ◦
(
1F (Y ref
w+w′ )
⊗
∏
a
(fa ⊗ fa)⊗δwa ⊗
∏
b
f⊗pbδwbb
)
, (4.53)
where ◦ means composition of linear maps. We get a similar formula for G(Xw,w′(τ)) under
the identification G(Y unionsq Y ′) ∼= G(Y )⊗G(Y ′). Then
ηY refw unionsqY refw′ = G(Xw,w
′) ◦ ηY
w+w′
◦ F (Xw,w′)−1
= (G(τ) ◦ G) ◦ (F (τ) ◦ F)−1, (4.54)
where
F = f⊗w′′11 ⊗ · · · ⊗ f
⊗w′′k+`
k+` ⊗
∏
a
(fa ⊗ fa)⊗δwa ⊗
∏
b
f⊗pbδwbb , (4.55)
G = g⊗w′′11 ⊗ · · · ⊗ g
⊗w′′k+`
k+` ⊗
∏
a
(ga ⊗ ga)⊗δwa ⊗
∏
b
g⊗pbδwbb . (4.56)
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Here w′′a are defined such that they represent the same element of ΩHd−1 as wa + w
′
a. By
construction, (4.54) contains the same number of fa, ga, etc, as in ηY refw ⊗ ηY refw′ . Also, they
are ordered by F (τ) and G(τ) in the same way as in ηY refw ⊗ηY refw′ . Any possible sign factors
(±) are cancelled between the F (τ)-part and the G(τ)-part. Therefore, we get
ηY refw unionsqY refw′ = ηY refw ⊗ ηY refw′ , (4.57)
under F (Y )⊗ F (Y ′) ∼= F (Y unionsq Y ′) and G(Y )⊗G(Y ′) ∼= G(Y unionsq Y ′).
For general Y and Y ′, take bordisms X : Y refw → Y and X ′ : Y refw′ → Y ′. Then we have
the bordism (X unionsqX ′) : Y refw unionsq Y refw′ → Y unionsq Y ′. Then
ηY unionsqY ′ = G(X unionsqX ′) ◦ ηY refw unionsqY refw′ ◦ F (X unionsqX
′)−1
= (G(X)⊗G(X ′)) ◦ (ηY refw ⊗ ηY refw′ ) ◦ (F (X)⊗ F (X
′))−1
= ηY ⊗ ηY ′ . (4.58)
This shows the commutativity of the diagram (4.48).
The diagram (4.49) is also checked in a similar way. We take a bordism X−w(τ) :
Y ref−w → Y refw which consists of Xrefb , the evaluations eY refb , as well as permutation τ . Then,
under the identification F (Y )
∼−→ F (Y ) and similarly for G, we get
η
Y refw
= G(X−w(τ)) ◦ ηY ref−w ◦ F (X−w(τ))
−1 = ηY refw (4.59)
because η
Y refw
and ηY refw contains the same number of fa, ga etc. in the same order, and any
possible sign factors under permutation are cancelled between the F -part and the G-part.
By using this, the commutativity of (4.49) is checked. This completes the proof.
Remark 4.5. We call two TQFTs F and G isomorphic if they have a natural transfor-
mation η of the kind described above. The above theorem means that two TQFTs are
isomorphic if their partition functions on any closed Hd-manifolds are the same.
Remark 4.6. In the context of SPT phases (but not the generalized theta angles), we are
concerned with deformation classes of theories rather than isomorphism classes. Namely,
two SPT phases which can be continuously connected to each other are identified. In our
context, this means the following. Two theories having the cobordism invariant partition
functions z : ΩHd → U(1) and z′ : ΩHd → U(1) are identified if z and z′ are continuously
connected in the obvious sense. Such an identification can be easily done at the level
of TQFTs because we have a TQFT for any z which is unique up to isomorphims by
Theorems 4.3 and 4.4, and hence the continuous deformation of cobordism invariant z :
ΩHd → U(1) can be uplifted to the level of TQFTs.
Remark 4.7. From the above proof, it is clear that the ambiguity of the natural transfor-
mation between two TQFTs is classified by ΩHd−1. More precisely, Hom(Ω
H
d−1,U(1)) clas-
sifies the phase ambiguity of the Hilbert spaces. This is natural from the following point
of view. First, note that by “Wick rotations”, constant time slices and spatial boundaries
may be related to each other. Then, if we put a d-dimensional theory on a manifold with
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spatial boundary, the above ambiguity means that the partition function of the boundary
d − 1-dimensional theory has the ambiguity classified by Hom(ΩHd−1,U(1)). This is pre-
cisely achieved by multiplying the boundary d−1-dimensional theory by d−1-dimensional
invertible TQFTs classified by Hom(ΩHd−1,U(1)).
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A Some categorical notions
For completeness, here we reproduce the definitions of symmetric monoidal categories, func-
tors and natural transformations summarized in [46]. We denote categories by C ,D , · · · ,
functories by F,G, · · · , and natural transformations by η, · · · . The definitions of ordinary
categories, functors and natural transformations are explained very briefly in Sec. 2.4.
Symmetric monoidal category. First we define symmetric monoidal category.
Definition A.1. A monoidal category is a category equipped with
• a functor ⊗ : C × C → C called the tensor product,
• an object 1 ∈ obj(C ) called the unit object,
• a natural isomorphism ax,y,z (x, y, z ∈ obj(C )) called the associator
ax,y,z : (x⊗ y)⊗ z → x⊗ (y ⊗ z) (A.1)
satisfying the pentagon equation
((w ⊗ x)⊗ y)⊗ z aw⊗x,y,z //
aw,x,y⊗1z

(w ⊗ x)⊗ (y ⊗ z)
aw,x,y⊗z

(w ⊗ (x⊗ y))⊗ z aw,x⊗y,z// w ⊗ ((x⊗ y)⊗ z)1w⊗ax,y,z// w ⊗ (x⊗ (y ⊗ z))
(A.2)
• natural isomorphisms `x and rx called the left and right unit laws,
`x : 1⊗ x→ x, rx : x⊗ 1→ x (A.3)
satisfying the triangle equations
(x⊗ 1)⊗ y
rx⊗1y &&
ax,1,y // x⊗ (1⊗ y)
1x⊗`yxx
x⊗ y
(A.4)
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Roughly speaking, the pentagon equation means that “multiplications can be done in
any order”, or “any ways to go from ((w⊗ x)⊗ y)⊗ z to w⊗ (x⊗ (y ⊗ z)) are the same”.
The triangle equation means that “any ways to eliminate the unit 1 are the same”.
Definition A.2. A braided monoidal category is a monoidal category with a natural
isomorphism bx,y called the braiding,
bx,y : x⊗ y → y ⊗ x (A.5)
satisfying the hexagon equations
(x⊗ y)⊗ z ax,y,z //
bx,y⊗1z

x⊗ (y ⊗ z) bx,y⊗z // (y ⊗ z)⊗ x
ay,z,x

(y ⊗ x)⊗ z ay,x,z // y ⊗ (x⊗ z)1y⊗bx,z
// y ⊗ (z ⊗ x)
(A.6)
x⊗ (y ⊗ z) a
−1
x,y,z //
1x⊗by,z

(x⊗ y)⊗ z bx⊗y,z // z ⊗ (x⊗ y)
a−1z,x,y

x⊗ (z ⊗ y)
a−1x,z,y
// (x⊗ z)⊗ y
bx,z⊗1y
// (z ⊗ x)⊗ y
(A.7)
Roughly speaking, the first hexagon equation above means that “moving x all at once
from the left to the right of y ⊗ z is the same as moving x step by step by first going
through y and then z.” The second hexagon equation means a similar thing for z.
Definition A.3. A symmetric monoidal category is a braided monoidal category such that
the braiding satisfies by,xbx,y = 1x⊗y.
Symmetric monoidal functor. Let us next consider functors between monoidal cat-
egories. In the following, if an expression like e.g. aDx,y,z appears with a superscript or
subscript D , that means (in this particular case) “the associator in the category D”. The
same remark applies to subscripts/superscripts of other quantities.
Definition A.4. A monoidal functor F between monoidal categories C and D is a functor
with
• a natural transformation
µx,y : F (x)⊗ F (y)→ F (x⊗ y) (A.8)
satisfying the associativity
(F (x)⊗ F (y))⊗ F (z) µx,y⊗1F (z)//
aD
F (x),F (y),F (z)

F (x⊗ y)⊗ F (z) µx⊗y,z // F ((x⊗ y)⊗ z)
F (aCx,y,z)

F (x)⊗ (F (y)⊗ F (z))
1F (x)⊗µy,z
// F (x)⊗ F (y ⊗ z) µx,y⊗z // F (x⊗ (y ⊗ z))
(A.9)
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• an isomorphism
 : 1D → F (1C ) (A.10)
satisfying
1D ⊗ F (x)
⊗1F (x)//
`D
F (x)

F (1C )⊗ F (x)
µ1C ,x

F (x) F (1C ⊗ x)
F (`Cx )oo
(A.11)
and
F (x)⊗ 1D
1F (x)⊗//
rD
F (x)

F (x)⊗ F (1C )
µx,1C

F (x) F (x⊗ 1C )
F (rCx )oo
(A.12)
Roughly speaking, these equations mean that “the associator ax,y,z and the left, right
unit laws `x, rx can be used before or after the application of the functor, giving the same
result”.
Definition A.5. A braided monoidal functor between braided monoidal categories is a
monoidal functor with the additional condition that
F (x)⊗ F (y) µx,y //
bD
F (x),F (y)

F (x⊗ y)
F (bCx,y)

F (y)⊗ F (x) µy,x // F (y ⊗ x)
(A.13)
Again, this roughly means that “the braiding can be used before or after the functor”.
Definition A.6. A symmetric monoidal functor between symmetric monoidal categories
is a braided monoidal functor without extra conditions.
Symmetric monoidal natural transformation. Finally, we describe natural trans-
formations.
Definition A.7. A monoidal natural transformation η between monoidal functors F and
G is a natural transformation such that the following diagram commutes:
F (x)⊗ F (y) ηx⊗ηy //
µFx,y

G(x)⊗G(y)
µGx,y

F (x⊗ y) ηx⊗y // G(x⊗ y)
(A.14)
1D
F
{{
G
##
F (1C ) η1C
// G(1C )
(A.15)
– 52 –
Definition A.8. A braided (reps. symmetric) monoidal natural transformation between
braided (reps. symmetric) monoidal functors is a monoidal natural transformation, without
extra conditions.
Involution. For completeness, we also describe the notion of involution following [3].
Definition A.9. An involution on a category C is a pair (β, ξ) of a functor β : C → C and
a natural isomorphism ξ : idC → β2 such that β(ξx) = ξβ(x) as morphisms β(x)→ β3(x).
Roughly speaking, the involution functor β “squares to the identity functor”.
Definition A.10. Let βC and βD be involutions of categories C and D . A functor F :
C → D is equivariant under the involution pair (βC , βD) if there is a natural isomorphism
φ : FβC ⇒ βDF such that the following diagram commutes:
F (x)
ξD
F (x)

F (ξCx ) // Fβ2C (x)
φβC (x)

βDFβC (x)
βD(φx)

β2DF (x)
(A.16)
Roughly speaking, this means that “the involution β and the functor F commutes with
each other in the way consistent with the fact that the involution squires to the identity”.
The corresponding notions in symmetric monoidal categories can also be defined by
using symmetric monoidal functors and symmetric monoidal natural isomorphisms.
References
[1] A. Kapustin, Symmetry Protected Topological Phases, Anomalies, and Cobordisms: Beyond
Group Cohomology, arXiv:1403.1467.
[2] A. Kapustin, R. Thorngren, A. Turzillo, and Z. Wang, Fermionic Symmetry Protected
Topological Phases and Cobordisms, JHEP 12 (2015) 052, [arXiv:1406.7329].
[JHEP12,052(2015)].
[3] D. S. Freed and M. J. Hopkins, Reflection positivity and invertible topological phases,
arXiv:1604.06527.
[4] M. Z. Hasan and C. L. Kane, Topological Insulators, Rev. Mod. Phys. 82 (2010) 3045,
[arXiv:1002.3895].
[5] X. L. Qi and S. C. Zhang, Topological insulators and superconductors, Rev. Mod. Phys. 83
(2011), no. 4 1057–1110.
[6] D. S. Freed and G. W. Moore, Setting the quantum integrand of M-theory, Commun. Math.
Phys. 263 (2006) 89–132, [hep-th/0409135].
[7] S. Ryu, J. E. Moore, and A. W. W. Ludwig, Electromagnetic and gravitational responses and
anomalies in topological insulators and superconductors, Phys. Rev. B85 (2012) 045104,
[arXiv:1010.0936].
– 53 –
[8] X.-G. Wen, Classifying gauge anomalies through symmetry-protected trivial orders and
classifying gravitational anomalies through topological orders, Phys. Rev. D88 (2013), no. 4
045013, [arXiv:1303.1803].
[9] A. Kapustin and R. Thorngren, Anomalies of discrete symmetries in various dimensions and
group cohomology, arXiv:1404.3230.
[10] D. S. Freed, Anomalies and Invertible Field Theories, Proc. Symp. Pure Math. 88 (2014)
25–46, [arXiv:1404.7224].
[11] J. C. Wang, Z.-C. Gu, and X.-G. Wen, Field theory representation of gauge-gravity
symmetry-protected topological invariants, group cohomology and beyond, Phys. Rev. Lett.
114 (2015), no. 3 031601, [arXiv:1405.7689].
[12] C.-T. Hsieh, G. Y. Cho, and S. Ryu, Global anomalies on the surface of fermionic
symmetry-protected topological phases in (3+1) dimensions, Phys. Rev. B93 (2016), no. 7
075135, [arXiv:1503.01411].
[13] E. Witten, Fermion Path Integrals And Topological Phases, Rev. Mod. Phys. 88 (2016), no. 3
035001, [arXiv:1508.04715].
[14] E. Witten, The ”Parity” Anomaly On An Unorientable Manifold, Phys. Rev. B94 (2016),
no. 19 195150, [arXiv:1605.02391].
[15] M. Guo, P. Putrov, and J. Wang, Time Reversal, SU(N) Yang-Mills and Cobordisms:
Interacting Topological Superconductors/Insulators and Quantum Spin Liquids in 3+1D,
arXiv:1711.11587.
[16] M. F. Atiyah, V. K. Patodi, and I. M. Singer, Spectral asymmetry and Riemannian
Geometry 1, Math. Proc. Cambridge Phil. Soc. 77 (1975) 43.
[17] X.-z. Dai and D. S. Freed, eta invariants and determinant lines, J. Math. Phys. 35 (1994)
5155–5194, [hep-th/9405012]. [Erratum: J. Math. Phys.42,2343(2001)].
[18] K. Yonekura, Dai-Freed theorem and topological phases of matter, JHEP 09 (2016) 022,
[arXiv:1607.01873].
[19] H. Fukaya, T. Onogi, and S. Yamaguchi, Atiyah-Patodi-Singer index from the domain-wall
fermion Dirac operator, Phys. Rev. D96 (2017), no. 12 125004, [arXiv:1710.03379].
[20] X. Chen, Z.-C. Gu, Z.-X. Liu, and X.-G. Wen, Symmetry protected topological orders and the
group cohomology of their symmetry group, Phys. Rev. B87 (2013), no. 15 155114,
[arXiv:1106.4772].
[21] Z.-C. Gu and X.-G. Wen, Symmetry-protected topological orders for interacting fermions:
Fermionic topological nonlinear ? models and a special group supercohomology theory, Phys.
Rev. B90 (2014), no. 11 115141, [arXiv:1201.2648].
[22] Q.-R. Wang and Z.-C. Gu, Towards a complete classification of fermionic symmetry
protected topological phases in 3D and a general group supercohomology theory, Phys. Rev.
X8 (2018), no. 1 011055, [arXiv:1703.10937].
[23] A. Kitaev, On the classification of short-range entangled states , . Talk at Simons Center
http://scgp.stonybrook.edu/archives/16180.
[24] D. Gaiotto and T. Johnson-Freyd, Symmetry Protected Topological phases and Generalized
Cohomology, arXiv:1712.07950.
– 54 –
[25] Z. Xiong, Minimalist approach to the classification of symmetry protected topological phases,
arXiv:1701.00004.
[26] D. S. Freed, Short-range entanglement and invertible field theories, arXiv:1406.7278.
[27] D. S. Freed, Z. Komargodski, and N. Seiberg, The Sum Over Topological Sectors and θ in the
2+1-Dimensional CP1 σ-Model, arXiv:1707.05448.
[28] J. C. Baez and J. Dolan, Higher dimensional algebra and topological quantum field theory, J.
Math. Phys. 36 (1995) 6073–6105, [q-alg/9503002].
[29] J. Lurie, On the Classification of Topological Field Theories, arXiv:0905.0465.
[30] C. Schommer-Pries, Invertible Topological Field Theories, arXiv:1712.08029.
[31] L. Fidkowski, X. Chen, and A. Vishwanath, Non-Abelian Topological Order on the Surface of
a 3D Topological Superconductor from an Exactly Solved Model, Phys. Rev. X3 (2013), no. 4
041016, [arXiv:1305.5851].
[32] C. Wang and T. Senthil, Interacting fermionic topological insulators/superconductors in three
dimensions, Phys. Rev. B89 (2014), no. 19 195124, [arXiv:1401.1142]. [Erratum: Phys.
Rev.B91,no.23,239902(2015)].
[33] M. A. Metlitski, L. Fidkowski, X. Chen, and A. Vishwanath, Interaction effects on 3D
topological superconductors: surface topological order from vortex condensation, the 16 fold
way and fermionic Kramers doublets, arXiv:1406.3032.
[34] T. Morimoto, A. Furusaki, and C. Mudry, Breakdown of the topological classification Z for
gapped phases of noninteracting fermions by quartic interactions, Phys. Rev. B92 (2015),
no. 12 125104, [arXiv:1505.06341].
[35] Y. Tachikawa and K. Yonekura, Gauge interactions and topological phases of matter, PTEP
2016 (2016), no. 9 093B07, [arXiv:1604.06184].
[36] E. Witten, Three Lectures On Topological Phases Of Matter, Riv. Nuovo Cim. 39 (2016),
no. 7 313–370, [arXiv:1510.07698].
[37] D. Gaiotto, A. Kapustin, N. Seiberg, and B. Willett, Generalized Global Symmetries, JHEP
02 (2015) 172, [arXiv:1412.5148].
[38] R. Thorngren, Topological Terms and Phases of Sigma Models, arXiv:1710.02545.
[39] A. Kapustin and R. Thorngren, Higher symmetry and gapped phases of gauge theories,
arXiv:1309.4721.
[40] Y. Tachikawa, On gauging finite subgroups, arXiv:1712.09542.
[41] C. Co´rdova, T. T. Dumitrescu, and K. Intriligator, Exploring 2-Group Global Symmetries,
arXiv:1802.04790.
[42] F. Benini, C. Co´rdova, and P.-S. Hsin, On 2-Group Global Symmetries and their Anomalies,
arXiv:1803.09336.
[43] N. Seiberg, Y. Tachikawa, and K. Yonekura, Anomalies of Duality Groups and Extended
Conformal Manifolds, arXiv:1803.07366.
[44] D. S. Freed, The cobordism hypothesis, arXiv:1210.5100.
[45] M. Atiyah, Topological quantum field theories, Inst. Hautes Etudes Sci. Publ. Math. 68
(1989) 175–186.
– 55 –
[46] J. C. Baez, Some Definitions Everyone Should Know, .
http://math.ucr.edu/home/baez/qg-fall2004/definitions.pdf.
[47] J. Milnor, Lectures on the h-cobordism theorem , Princeton University Press (1965).
– 56 –
