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Cieľom tejto bakalárskej práce je analýza, návrh a implementácia programu, ktorý umožňuje
užívateľskú anotáciu video dát pre zvolené analytické metódy pre podporu detekcie uda-
lostí v obrazových dátach. Aplikácia umožňuje prehrať videosekvenciu a zobraziť udalosti
nachádzajúce sa v tejto sekvencii podľa zvolenej metódy. Hlavný účel aplikácie je rozšírenie
týchto metód o manuálne užívateľské vstupy.
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Projekt „Nástroje a metódy spracovania videa a obrazu pre boj s terorizmom“ je zameraný
na vývoj nástrojov a metód, ktoré slúžia na spracovanie obrazových alebo video zázna-
mov. Niekoľko metód bolo vyvinutých a implementovaných v tomto projekte (napr. Video-
Summarizer alebo Face-Tracker). Implementácia týchto metód vyžaduje úložisko dát, ktoré
obsahuje prvotné obrazové a video dáta, súvisiace metadáta extrahované z týchto dát po-
mocou metód a rôzne iné analytické výsledky. Pre zjednodušenie správy dát a podporu
manipulácie s nimi bolo vyvinuté rozhranie VTApi (VideoTeror Application Programming
Interface). Poskytuje vývojárom vyšší level operácií pre prístup k dátam, podporuje dota-
zovanie a rôzne iné pokročilé operácie. Je založené na knižnici OpenCV a databázi Post-
greSQL.
Na tento projekt nadväzuje aj aplikácia Video Anotátor opísaná v tejto práci. Dá sa
považovať za demonštrátor niektorých naimplementovaných metód, ktorý sa snaží ukázať
ich potenciál a rovnako tak potenciál rozhrania VTApi, najmä ak sú použité pre analytické
účely. Hlavná úloha tejto aplikácie je umožniť manuálny vstup do výsledkov analytických
metód počas prehrávania videa. To umožní spresniť výsledky, vyladiť analytické metódy,
prípadne poskytnúť podklady pre budúce strojové učenie.
V druhej kapitole tejto práce sú v stručnosti opísané nástroje pre spracovanie videa a
obrazu pre boj s terorizmom a rozhranie VTApi, ktoré sa využíva aj v tejto práci. Tretia
kapitola obsahuje spracovanie obrazových dát a metódy, ktoré boli využité. Návrh a analýza
výslednej aplikácie sú opísané v štvrtej kapitole. Piata kapitola popisuje kompletnú imple-
mentáciu, detailne vysvetľuje jednotlivé triedy a spôsob použitia rozhrania VTApi spolu s
grafickým užívateľským rozhraním. Šiesta kapitola opisuje využitie aplikácie v praxi a po-
trebné prerekvizity pre plnú funkčnosť rozhrania VTApi a VTServeru. Vytvorenie datasetu
a spracovanie videa je znázornené v siedmej kapitole.
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Kapitola 2
Nástroje pre podporu detekcie
udalostí v obrazových dátach
2.1 Charakteristika projektu
Projekt „VideoTerror“, vyvíjaný na Fakulte informačných technológií VUT v Brne, je za-
meraný na spracovanie záznamov obsahujúcich obrazovú alebo video informáciu. Cieľom je
vytvoriť funkčnú vzorku systému, ktorý by umožnil kategorizáciu, vyhľadávanie, porovnáva-
nie biometrických údajov a iné spracovanie obrazovej a video informácie. Ďalšími cieľmi sú
metodiky a algoritmy spracovania obrazových a video dát, metriky úspešnosti, publikácie,
prípadne priemyslová ochrana výsledkov, viz [9].
Hlavným cieľom projektu je definovať, skúmať a vytvoriť funkčnú vzorku systému pre
spracovanie záznamov obrazového a video charakteru za účelom boja proti terorizmu. V
rámci projektu predpokladáme vytvorenie systému, ktorý bude založený na jednom počítači
alebo počítačovom clustri.
Tento systém bude vybavený „datovým skladom“, do ktorého sa budú vkladať záznamy
obrazov, videosekvencií a databáz, v ktorých budú uložené výsledky analýzy dát na rôz-
nych úrovniach. Dotazy na výsledky analýzy tak budú vykonávané vo forme databázových
dotazov. Algoritmy analýzy budú získávať údaje z pôvodných dát v kombinacií s dotazo-
vaním výsledkov v databázi. Výsledky budú ukladané späť do databáze. Týmto postupom
sa vytvorí analytické zariadenie umožňujúce kombináciu radu prístupov a stane sa flexi-
bilným zariadením pre pokročilú analýzu dát. Predpokladá sa replikácia takého zariadenia
v prípade priania zadávateľa. Funkcie, ktoré by mohli byť v zariadení implementované, sú
napríklad:
∙ Skladovanie anotovaných videozáznamov, napríklad typu „anotovaná videosekvencia“
s identifikáciou typu scéna a výskytom objektov v scéne. Samotné vytváranie takýchto
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dát nie je predmetom projektu a skôr sa predpokladá získanie dát od zadávateľa.
∙ Extrakcia príznakov z obrazov a videosekvencií, napríklad založených na detekcii kľú-
čových bodov a obdobných, integrálnych a lokálnych vlastností obrazov (histogramy
jasov, farieb, gradientov), lokálne príznaky (LBP, LRF, Haarove apod.)
∙ Strojové učenie napríklad pre parametrizované trénovanie metódou SVM pre analy-
tické úlohy vrátane implementácie niektorých vybraných analytických úloh, ako sú
napríklad detekcia typu scény na základe anotovaných príkladov, sumarizácia video-
sekvencií, detekcia objektov (tváre, osoby, dopravné značky apod.)
∙ Aplikovanie ďalších metód pre získanie znalostí z dát, napríklad pre detekciu nežiadú-
cich udalostí, perzistentné sledovanie podozrelých osôb v priestorie pokrytom veľkým
počtom kamier apod. Vybrané biometrické metódy pre identifikáciu osôb a objektov
(napríklad pre skúmánie vzťahov medzi mierami objektov, metriky dynamiky pohybu,
prípadne identifikáciu osôb).
2.2 VTAPI
VTApi (VideoTeror Application Programming Interface) je databázové rozhranie a pridru-
žená metodológia vyvíjaná v rámci projektu „Nástroje a metódy spracovania videa a obrazu
pre boj s terorizmom“. Toto rozhranie poskytuje efektívnu podporu pre správu obrazových
dát a súvisiacich metadát používaných analytickými aplikáciami založenými na počítačo-
vom videní. Hlavným cieľem je teda návrh úložiska týchto dát a implementácia intuitívnych
metód rozhrania pre ich vytvorenie, získavanie a efektívnu správu, viz [5].
Takto navrhnuté rozhranie umožňuje programátorom aplikácií analyzujúcich obrazové
dáta sústrediť sa iba na vývoj samotných analytických metód. Metodológia VTApi umož-
ňuje registráciu a správu týchto metód, ktoré slúžia k rôznemu jednotlivému použitiu či
zreťazeniu v komplexnom analytickom procese. VTApi je teda primárne určené pre zjed-
nodušenie a podporu vývoja komplexných analýz, vyhľadávania či dolovania z obrazových
dát.
Databázové rozhranie VTApi je implementované ako knižnica v programovacom ja-
zyku C++ (dostupná taktiež v jazyku Python). Ako hlavné datové úložisko slúži databáza
PostgreSQL s rozšíreniami PostGIS a GEOS pre podporu geometrických dátových typov.
Knižnica tiež obsahuje metódy pre manipuláciu s obrázkami a videom za použitia knižnice
OpenCV.
Typické použitie knižnice VTApi pre účely spracovania obrazových dát vypadá následovne:
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∙ Nahratie informácií o obrazových dátach do úložiska (databáze). K tomuto účelu je
možné použiť automatizovaný skript, ktorý uloží napríklad celý adresár s videami.
∙ Alokácia miesta pre výstupy algoritmov (tabuľky, stĺpce v databázi).
∙ Registrácia analytických algoritmov, teda predovšetkým formát ich vstupov a výstu-
pov. Vykonáva sa manuálne.
∙ Implementácia samotného analytického programu – prechádzanie obrázkov/videí podľa
uložených metadát a doterajších výsledkov analýzy; spúšťanie registrovaných algorit-
mov, ktoré vkladajú ďalšie dáta.
∙ Dotazovanie na výsledky procesov.
Obr. 2.1: Ilustrace funkcionality VTApi
Rozhranie VTApi podporuje vývoj modulov založených na udalostiach (event-based).
Toto je vhodné pre aplikácie využívajúce event-based formát výstupov, pretože sa tým za-
kryje časť manipulácie s knižnicou VTApi a zníži to dobu zaučenia. VTApi využíva jednotný
formát udalostí pre každý modul, pričom každý modul využíva parametre udalosti inak.
Formát udalosti je následovný:
∙ t1, t2 - určujú počiatočnú a koncovú snímku udalosti.
∙ sec_length - doba trvania udalosti v sekundách.
∙ group_id - skupina udalostí tvoriaca trajektóriu.
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∙ class_id - označuje ID triedy v udalosti. V rôznych moduloch má táto vlastnosť
rôzne významy.
∙ is_root - označuje počiatočnú/koreňovú udalosť.
∙ region - uchováva body potrebné na vykreslenie ohraničujúcej oblasti.
∙ score - skóre danej udalosti. Používa sa len v niektorých moduloch.
∙ user_data - špecifické poznámky užívateľa.
2.2.1 Základné pojmy
V rámci projektu „VideoTeror“ sa vytvorili nasledujúce základné koncepty súvisiacich so
správou video a obrazových dát a metadát, ktoré sa k nim vzťahujú, viz [6]:
∙ Datová sada (Dataset) je množina (multimediálnych) dát spolu s metadátami (popi-
som dát). Datové sady sú logicky vzájomne disjunktné, ale niektoré môžu byť založené
na niekoľkých ďalších.
∙ Sekvencia (Sequence) je množina snímiek (videa) alebo obrázkov, je základnou jed-
notkou datovej sady. V sekvencii je predpokladaná časová usporiadanosť snímiek.
∙ Interval je podmnožina sekvencie (množina snímiek) zvolená tak, aby jej bolo možné
priradiť zhodné informácie (metadáta). Príkladom je sledovaný objekt vo videu alebo
jeho scéna. Metadáta môžu byť obecne ľubovoľná, ale sú vždy vytvárana procesom,
ktorý je instanciou nejakej metódy.
∙ Metóda (Method) je základná programová jednotka VTApi a zároveň definuje štruk-
túru metadát. Metódy sú uložené v databázi pre možnosť znovupoužitia a modifikácie
ich zdrojových kódov spoločne s predvolenými parametrami, ktoré sa môžu týkať jak
nastavenia vlastnej metódy (funkčnosť obdobná triede Algorithm v OpenCV), tak
definovať štruktúru a uloženie metadát a to vrátane parametrov samotných pre zjed-
nodušenie opätovného použitia metody.
∙ Proces (Process) ako konkrétna instancia nejakej metódy vytvára metadáta so štruk-
túrou definovanou metódou, ktoré sú extrahované zo zdrojových video či obrazových
dát alebo vytvorené „ručne“. Proces teda reprezentuje základnú jednotku funkčnosti
vytváraného systému podľa metodiky VTApi, spúšťané spoločne s parametrami a to
jak vlastnými, tak i preddefinovanými.
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2.2.2 Diagram tried
Z obrázku 2.2 môžme jednoducho odvodiť, že:
∙ triedy Dataset, Sequence, Interval, Method a Process priamo odpovedajú ob-
jektom databázového modelu. Svojimi metódami zabaľujú prístup k týmto objektom
a vykonávaním databázových dotazov umožňujú dotazovanie, vkladanie, mazanie a
ich aktualizáciu.
∙ triedyVideo(video), Images(sada obrázkov), Frame(snímok videa) a Image(obrázok)
sú intuitívnymi špecifikáciami tried Sequence a Interval pre ich použitie vo vhodnom
kontexte.
Všetky tieto triedy dedia pre vážnu väčšinu svojej funkčnosti z obecnej triedyKeyValues
(kľúč - hodnota stĺpca v tabuľke), ktorá v sebe obsahuje funkcie pre manipuláciu s databá-
zovými objektami prostredníctvom vnorených tried select, insert a update.
Obrázok 2.2 ilustruje s istou mierou zjednodušenia triedy API podstatné z hľadiska
koncového užívateľa, viac v [7].
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Obr. 2.2: Diagram tried VTApi
2.3 VTServer
VTServer (VideoTeror Server) je navrhnutý ako RPC server využívajúci schopnosti VTApi
a poskytuje ďalšie kontrolné mechanizmy a funkcie, viz [6]. Jeho rozhranie je definované
pomocou Google Protocol Buffers a správy sa posielajú cez ZMQ1. Implementácia je za-
1distribuované správy; http://zeromq.org/
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ložená na knižnici RPCZ v kombinácii s predošlými spomenutými technológiami. Prehľad
dostupných metód je zaradený do podmnožín API, ktoré ponúkajú rôzne štádiá detekcie
udalostí. Nasleduje stručný prehľad funkcionality VTServeru:
∙ Dataset API dovoľuje užívateľovi vytvoriť alebo spravovať datasety pre rozličné pro-
jekty alebo jednoducho rozdeliť video dáta podľa potrieb analýz. Dataset zapúzdruje
všetky informácie ohľadom projektu - video metadáta, definované úlohy pre spraco-
vanie, procesné jednotky, vypočítané alebo inak spracované dáta a rôzne metriky pre
dotazovanie procesu detekcie udalostí a výsledkov.
∙ Videos API umožňuje užívateľovi nahrať alebo vymazať video do/z vytvoreného
datasetu.
∙ Processing tasks API umožuje metódam definovať a dotazovať procesné úlohy. De-
finícia spočíva vo vybratí vytvorenej výpočtovej metódy a špecifikovaní hodnôt vstup-
ných parametrov danej metódy. Taktiež sa môžu využiť spočítané výsledky predošlej
úlohy ako vstup pre novú úlohu. Je podporované zreťazovanie procesov (spracovanie
videa - detekcia udalostí). Počas vytvárania úlohy VTServer automaticky alokuje po-
trebné systémové prostriedky pre výsledné dáta a zistí, či sú dostupné všetky vstupné
požiadavky. Pri možnej chybe o tom informuje užívateľa.
∙ Processes API umožňuje spustiť a kontrolovať instancie systémových procesov,
ktoré vykonávajú priradenú úlohu. Každému procesu je priradená definovaná úloha a
sada videodát, ktoré proces spracuje. Je podporovaná paralelizácia procesov, ktorá je
vhodne ošetrená pred vykonávaním redundantnej práce viacerými procesmi.
∙ Events API riadi prijaté vypočítané udalosti - výstup úloh pre detekciu udalostí. Pre





V bežnom živote sme obklopení nesmiernym množstvom obrazových informácií. Vraví sa, že
obrázok vydá za 1000 slov a výskumy preukazujú, že vizuálne vnemy predstavujú viac ako
80% ľudského učenia, viz [1]. Z toho vyplýva prirodzená snaha o vývoj technologií, ktoré
budú obrazové informácie snímať, ukladať, analyzovať ich obsah a z týchto dát umožňovať
získávanie čo najväčšieho množstva znalostí. Základným požiadavkom pre takýto systém je
zavedenie popisných metadát, ktoré k obrazovým dátam pridajú sémantiku a umožnia v nich
vyhľadávanie. Podľa charakteru metadát môžme uvažovať o dvoch typoch vyhľadávania:
∙ Vyhľadávanie podľa popisu dát (description-based retrieval):
– Dátam je priradená určitá množina predom definovaných popisných charakte-
ristík, napr. názov súboru, kľúčová slová, meno autora či textový popis. Inými
slovami, jedná sa o metadáta, ktoré je väčšinou nutné zadať manuálne pomocou
ľudského úsilia, čo je typicky veľmi zložité, často nepresné a neefektívne.
– Množstvo znalostí získaných pomocou tohoto typu vyhľadávania je relatívne
malé. Vyznačuje se však jednoduchosťou,v praxi ide o vykonanie jednoduchého
dotazu oproti uloženým metadátam.
∙ Vyhľadávanie podľa obsahu dát (CBR-content-based retrieval):
– Dotazovánie pomocou tejto metódy je založené na analýze samotných obrazo-
vých dát a nie ich preddefinovaných metadát. V prípade obrázkov teda medzi
prehľadávané informácie patrí napr. histogram farieb, rozmiestnenie hrán, tex-
túr, plôch, popis tváre či iné biometrické informácie.
– Metóda je typicky plne automatizovatelná nad veľkým množstvom dát a pod-
poruje algoritmy strojového učenia. Aplikácie používajúce túto metódu sú teda
flexibilnejšie a ľahšie škálovatelné. Jej veľkou výhodou je teda pomerne slušná
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spoľahlivosť a kvalita získaných znalostí, avšak za cenu vyšších výpočetných ná-
rokov.
Obr. 3.1: Schéma vyhľadávania podľa obsahu dát (prevzaté z [8])
Pre účely systémov spracovávajúcich obrazové dáta typicky požadujeme objektívne a
automatické algoritmy pre popis obsahu multimédií. Je zrejmé, že z tohoto pohľadu je
omnoho efektívnejším prístupom metóda vyhľadávánia podľa obsahu dát.
Obrázok 3.1 znázorňuje jednoduchú sieťovú schému aplikácie vyhľadávánia podľa ob-
sahu dát. V súčasnej dobe sa počet aplikovaní tejto metódy stále zvyšuje. Nachádza vy-
užitie v medicíne, napr. pre detekciu anomálnych tkanív na rôznych typoch snímiek, ďalej
v meteorologii (predpoveď počasia) či výskumu vesmíru. Stálym predmetom výskumu a
vývoja je internetové vyhľadávanie obrázkov na základe ich obsahu či podobnosti. Podstat-
nou doménou aplikovania predstavujú biometrické systémy rozpoznávajúce ľudské vnútorné
charakteristiky pre účely autentizácie či prevencie a boja s kriminalitou.
3.1 Analytické metódy
Na základe požiadaviek bolo vybratých a prispôsobených niekoľko analytických metód,
vďaka ktorým vznikli moduly, ktoré spracujú a zachytia udalosti v sekvencii, viz [2]. Ča-
sová efektivita zachytenia udalostí je dosiahnutá rozdelením procesu do dvoch fáz. Prvá fáza
je výpočtovo náročná a slúži na spracovnie videa. Druhá fáza je menej náročná a rýchlejšia a
slúži na detekciu udalostí v spracovanom videu. Navrhnutý koncept dovoľuje efektívne opa-
kovať fázu detekovania udalostí s rozličnými parametrami a analyzovať rozdielne výsledky
bez opätovného vykonania prvej náročnej fáze.
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3.1.1 Video-Summarizer
Sumarizácia videa je proces, ktorého výsledok je krátke zhrnutie celého videa. Takto vytvo-
rené zhrňujúce video obsahuje buď každú dôležitú časť videa alebo len tie najdôležitejšie.
Aplikačné požiadavky zahŕňajú:
∙ trvanie každej časti
∙ spojitosť
∙ zachovanie časového sledu
∙ preferencie určitých typov objektov
∙ iné komplexné atribúty
Spracovanie videa pre tento modul je veľmi priamočiare. Skladá sa z extrahovania des-
kriptorov z kľúčových snímiek (keyframes), ktoré sú rovnomerne rozložené v celej video-
sekvencii. Deskriptor je založený na histograme rozdielnosti snímiek: Porovnajú sa dve po
sebe idúce snímky a vyhodnotí sa stupeň aktivity vo videu v danom čase.
typ modul spracovania videa
parametre int keyframe_freq 25(1,MAX_INT)
vstup string video_name
výstup float[34] summfeatures
Tabuľka 3.1: Video-Summarizer modul spracovania videa
∙ keyframe_freq nastaví frekvenciu vzorkovania
Detekcia udalostí je založená na rozdiele medzi dvomi nasledujúcimi snímkami. Použi-
tím deksriptorov, ktoré boli spomenuté v prvej fáze sa vypočíta rozdielnosť medzi snímkami.
Tento postup sa aplikuje na všetky snímky vo videu a vytvorí sa odhad aktivity pre celú
sekvenciu, ktorý je normalizovaný, vyhladený a sú nájdené lokálne minimá. Sumarizácia sa
následne tvorí tak, že sa vyčlenia najvýraznejšie lokálne minimá a vytvoria sa segmenty so
stredom v týchto bodoch, ktoré majú pevnú dĺžku. Segmenty sa priamo rovnajú detekova-
ným udalostiam. Prekrývajúce alebo veľmi blízke segmenty sú spojené do seba.
∙ seg_length nastaví dĺžku segmentu
∙ seg_count nastaví maximálny počet segmentov
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typ modul detekcie udalostí
parametre




Tabuľka 3.2: Video-Summarizer modul detekcie udalostí
3.1.2 Activity-Detector
Detektor aktivity dokáže zachytiť aktivitu v priestorovo obmedzených častiach videa. Stu-
peň aktivity je definovaný ako časopriestorová zmena pixelov v snímkach. Môže sa to zdať
podobné ako Video-Summarizer, ktorý je taktiež zameraný na hľadanie častí vo videu s
vysokou aktivitou/dôležitosťou, ale Activity-Detector je navrhnutý na zachytenie lokálnej
aktivity (na rozdiel od globálnej sumarizácie). Tento modul je užitočný vtedy, ak je dôležitá
len časť snímky, napr. monitorovanie nejakého miesta.
Spracovanie videa sa vykonáva použitím OpenCV implementácie algoritmu Gaussového
modelu background subtraction. Táto metóda je výpočtovo veľmi efektívna a poskytuje tiež
detekciu tieňov. Jej výsledkom je kolekcia regiónov, v ktorých bola detekovaná aktivita,
každý charakteristický maskou a ohraničením. Sledovanie tejto aktivity cez viaceré snímky
sa vykonáva združovaním dvoch prekrývajúcich sa regiónov, v ktorých bola zistená aktivita.
Takáto aktivita je priamo prevedená na udalosti vzorkovaním jej trajektórie s konštantným
krokom medzi detekovanými regiónmi.
typ modul spracovania videa
parametre
int keyframe_freq 25(1,MAX_INT)
double min_width 0.0 (0,1)
double min_height 0.0 (0,1)
double max_width 1.0 (0,1)
double min_height 1.0 (0,1)
vstup video
výstup vtevent event_off
Tabuľka 3.3: Activity-Detector modul spracovania videa
∙ keyframe_freq nastaví vzorkovaciu frekvenciu trajektórií
∙ min_(width/height) nastaví minimálnu šírku/výšku detekovaného regiónu
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∙ max_(width/height) nastaví maximálnu šírku/výšku detekovaného regiónu
Keďže spracovanie videa produkuje priamo udalosti, fáza detekcie udalostí je veľmi
jednoduchá - zahŕňa len ďalší stupeň filtrovania. Význam minimálnej/maximálnej veľkosti
ostáva rovnaký, rýchle filtrovanie v tejto fáze je určené viac na analýzu ako na potlačenie
detekcie aktivity.
typ modul detekcie udalostí
parametre
double min_width 0.0 (0,1)
double min_height 0.0 (0,1)
double max_width 1.0 (0,1)
double min_height 1.0 (0,1)
vstup vtevent event_off
výstup list of events
Tabuľka 3.4: Activity-detector modul detekcie udalostí
3.1.3 Face-Tracker
Face-Tracker slúži na rozpoznanie a sledovanie tvárí vo videu. Výstup tohto modulu sú
trajektórie detekovaných tvárí, ktoré môžu byť ďalej spracované, napr. rozmazaním tváre,
ktoré zabraňuje identifikácii subjektu.
Aj tento modul pozostáva z dvoch častí - spracovanie videa a detekovanie udalostí.
Detekovanie tvárí má na starosti prvá fáza. Využíva sa pri tom stromová štruktúra založená
na Haar vlastnostiach. Na vysporiadanie sa s falošnou detekciou tváre (t.j. tvár nebola
detekovaná) je použitá metóda Lukas-Kanade pre odhad optického toku.









Tabuľka 3.5: Face-Tracker modul spracovania videa
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∙ min_size_(x/y) nastaví minimálnu veľkosť regiónu detekovanej tváre
∙ min_size_(x/y) nastaví maximálnu veľkosť regiónu detekovanej tváre
∙ input_frame_scale nastaví prioritnú škálu snímky pre detekovanie tváre
Druhá fáza tohto modulu slúži ako jednoduchý filter, ktorý dovoľuje užívateľovi definovať
minimálne trvanie trajektórie.
typ modul detekovania udalostí
parametre double minimal_duration (0.0,DBL_MAX)
vstup trajektórie tvárí
výstup filtrované trajektórie
Tabuľka 3.6: Face-Tracker modul detekcie udalostí
∙ minimal_duration nastaví minimálne trvanie trajektórie v sekundách
3.1.4 People-Tracker
Hlavná úloha tohto modulu je dektekcia a sledovanie osôb vo videu. Detekčný algoritmus
je založený na histograme orientovaných prechodov.
Fáza spracovania videa je podobná ako pri detekcii tváre - detekujú sa osoby a pomocou
algoritmu Lukas-Kanade sa sleduje ich trajektória.
Druhá fáza modulu slúži ako filter, ktorý dovoľuje užívateľovi zadať minimálnu dobu
trajektórie. Detailné informácie o fáze spracovania videa sú v 3.7 a informácie o druhej fáze
- detekcii udalostí môžme vidieť v 3.8.






Tabuľka 3.7: People-Tracker modul spracovania videa
∙ threshold nastaví prah detekcie
∙ input_frame_scale nastaví prioritnú škálu snímky pre detekovanie osôb
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typ modul detekovania udalostí
parametre double minimal_duration (0.0,DBL_MAX)
vstup trajektórie osôb
výstup filtrované trajektórie
Tabuľka 3.8: People-Tracker modul detekcie udalostí
∙ minimal_duration nastaví minimálnu dobu trajektórie v sekundách
3.1.5 Video-Comparator
Video-Comparator má za úlohu nájsť a potvrdiť rozdiely medzi takmer identickými video-
sekvenciami. V niektorých prípadoch môžu nastať malé rozdiely aj medzi dvoma videami,
ktoré boli vyhlásené za identické. Manuálne hľadanie rozdielov medzi takýmito videami by
bolo extrémne časovo náročné.
Spracovanie videa prebieha extrahovaním globálnych vlastností obrazu pre všetky kľú-
čové snímky. Tieto vlastnosti sú na báze histogramu farieb navrhnuté pre efektívne porov-
nanie snímiek. Kľúčové snímky sú rovnomerne rozložené v konštantných intervaloch. Na
miesta kde je video strihnuté sú pridané hraničné snímky, ktoré su ďalej analyzované. Toto
je dosiahnuté neustálym počítaním rozdielnosti medzi niekoľkými susediacimi snímkami a
prahom. Interval snímiek medzi dvoma hranicami sa nazýva segment, ktorý je tiež výstup
tohto modulu.
typ modul spracovania videa





Tabuľka 3.9: Video-Comparator modul spracovania videa
∙ keyframe_freq nastaví rozloženie kľúčových snímiek (maximálnu vzdialenosť dvoch
susediacich klúčových snímiek v jednom segmente)
Fáza detekcie udalostí vyžaduje dve sekvencie, pri ktorých sa začne počítať zhodnosť
matíc. Jej riadky reprezentujú kľúčové snímky zo vzorovej sekvencie, stĺpce sa rovnajú
kľúčovýmm snímkam z druhej sekvencie a prvky matice sú získané stupnicou podobnosti
medzi dvomi zodpovedajúcimi snímkami. Detekcia rozlišnosti/zhodnosti sa vykoná algorit-
mom Needleman-Wunsch, t.j. hľadanie optimálnej cesty v matici zhodnosti. Táto cesta je
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následne rozdelená na segmenty a výsledné časti sú zaradené do niekoľkých typov narušení
videa.
typ modul detekcie udalostí
parametre
string ref_seq
float sensitivity 0.5 (0,1)
vstup kľúčové snímky a ich deskriptory
výstup list udalostí
Tabuľka 3.10: Video-Comparator modul detekcie udalostí
∙ ref_seq nastaví vzorové video
∙ sensitivity nastaví citlivosť porovnávania, zvýšenie hodnoty spôsobí zvýšenie deteko-
vaných zmien, ale niektoré môžu byť falošný poplach
3.1.6 Video-Type classifier
Úloha tohto modulu je extrahovať sémantické informácie z videa a použiť ich na poskytnutie
efektívneho vyhľadávania a navigácie. Sémantické informácie zahŕňajú typ objektov, ktoré
sa vyskytujú vo videu (autá, zvieratá, budovy, ...), typ zobrazenej scény (ulica, hory, podnik,
štadión, ...) a rôzne podobné zložky. Po tom, ako sú sémantické informácie extrahované z
videa môžu byť filtrované v reálnom čase podľa zadaného typu.
Sémantické informácie sú extrahované pomocou konvolučných neurónových sietí, ktoré
sú vysoko rozvinuté vo viacerých rozpoznávacích funkciách, napr. detekcia objektov, kla-
sifikácia scény, rozpoznanie tváre. V tomto module je aplikovaná technológia vyvinutá v
projekte „VideoTerror“.
Prvá fáza dokáže efektívne spočítať konvolučné neurónové siete z videa. Tieto siete
majú na vstupe snímky z videa a ako výstup produkujú pravdepodobnosť príslušného typu
obsahu. Modul dokáže pracovať s veľkou škálou sietí, ktoré sú verejne dostupné a sú chopné
detekovať typ objektu a klasifikovať typ scény. Dodatočné siete pre vlastné typy obsahu
môžu byť vytrénované na požiadanie.
typ modul spracovania videa
parametre int keyframe_freq 25 (1,MAX_INT)
vstup video
výstup float[N] skóre
Tabuľka 3.11: Video-Type modul spracovania videa
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∙ keyframe_freq nastaví rozloženie kľúčových snímiek (maximálnu vzdialenosť dvoch
susediacich klúčových snímiek v jednom segmente)
∙ N je aktuálny počet naučených tried
Fáza detekcie udalostí využíva skóre a vybrané triedy pre každý kľúčový snímok, spúšťa
analýzu plavúceho okna a detekuje také časti videa, kde nájdené typy scén sú dostatočne
stabilné a majú vysoké skóre. Každá takáto detekovaná časť videa so stabilnou scénou a
vysokým skóre sa považuje za výslednú udalosť.
typ modul detekcie udalostí
parametre




Tabuľka 3.12: Video-Type modul detekcie udalostí
∙ minimal_duration nastaví minimálnu dobu danej udalosti v sekundách




Návrh a analýza aplikácie
Nasledujúca kapitola sa zaoberá analýzou a návrhom výslednej aplikácie.
4.1 Základné požiadavky
Výsledná aplikácia nadväzuje na spomínaný projekt „Nástroje a metódy spracovania videa
a obrazu pre boj s terorizmom“ v kapitole 2. Využíva existujúce nástroje pre podporu
detekcie udalostí v obrazových dátach - VTApi, viz sekciu 2.2, rovnako aj naimplementované
analytické metódy v týchto nástrojoch spomenuté v sekcii 3.1. Hlavnou úlohou aplikácie je
umožniť užívateľskú anotáciu detekovaných udalostí v danej sekvencii.
Požiadavky kladené na aplikáciu môžme teda zhrnúť do nižšie uvedených bodov:
∙ Načítanie datasetu a zobrazenie všetkých videí patriace do daného datasetu
∙ Prehratie videa
∙ Zobrazenie detekovaných udalostí podľa zvolenej metódy
∙ Editácia, prípadne zmazanie zvolenej udalosti
∙ Užívateľsky prívetivý vzhľad aplikácie
∙ Intuitívne a jednoduché ovládanie
4.2 Zaradenie do VTApi
Obrázok 4.1 ilustruje diagram použitia rozhrania VTApi. Diagram môžme zhrúť do piatich
bodov:
1. Vloženie vstupu
Je potrebné zadať multimediálne dáta a k nim potrebné metadáta.
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2. Výber metódy
Výber želanej metódy, ktoré ponúka VTApi.
3. Definícia úlohy
Každá úloha (task) vyžaduje zvolenú metódu a k nej zadané parametre, prípadne
predchádzajucu úlohu.
4. Vykonanie úlohy
Využíva sa paralelné spracovanie. Každý proces vyžaduje úlohu a dáta zo vstupu.
5. Uloženie dát
Zápis výsledných spracovaných dát do úložiska (databáza).
Aplikáciu teda môžme zaradiť medzi štvrtý a piaty bod diagramu. Budú sa využívať
spracované dáta zo 4. kroku, ktoré môže užívateľ manuálne upraviť a následne uložiť do da-
tabázi. Takáto úprava dokáže zdokonaliť analytické metódy, upraviť požadované výsledky,
prípadne vytvoriť podklady pre strojové učenie.
Obr. 4.1: Diagram použitia VTApi
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4.3 Návrh grafického užívateľskéo rozhrania
Aplikácia bude mať len grafické užívateľské rozhranie. Rozhranie pre klasický príkazový
riadok nie je ani nebude navrhované. Aplikácia bude teda klasickou desktopovou aplikáciou
s jedným hlavným oknom a jedným vedľajším.
Hlavné a vedľajšie okno bude teda jedinou možnosťou interakcie užívateľa s aplikáciou.
Obrázok 4.2 a 4.3 ilustruje prvotný návrh aplikácie. Od tohoto návrhu sa bude odvíjať
výsledný vzhľad.
Obr. 4.2: Mockup hlavného okna
Obr. 4.3: Mockup vedľajšieh okna
Ilustrácia 4.2 rozdeľuje hlavné okno na niekoľko častí:
∙ Plocha na prehrávanie videa - najväčšia časť okna, zobrazujú sa na ňu snímky z
videa
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∙ Panel videí - ľavá časť okna bude slúžiť ako zoznam videí, ktoré sa budú môcť
pridávať alebo mazať
∙ Panel udalostí - pravá čast okna slúži ako zoznam udalostí v danom videu
∙ Panel modulov - horná časť okna poslúži na prepínanie modulov
Obrázok 4.3 znázorňuje vedľajšie okno, ktoré sa objaví po kliknnutí na niektorú z dete-
kovaných udalostí. Okno obsahuje všetky parametre udalosti, ktoré užívateľ môže editovať
a zmeny sa okamžite aktualizujú.
4.4 Návrh aplikačnej logiky
Prvý krok je výber datasetu a načítanie zoznamu videí, ktoré su dostupné z tohto datasetu.
V tomto kroku sa budú využívať hlavne funkcie z rozhrania VTApi. Po kliknutí na video sa
z databáze načítajú a zobrazia detekované udalosti podľa zadaného modulu. Kliknuté video
sa pripraví na prehrávanie a zobrazí sa prvá snímka ako ukážka videa. Jednotlivé udalosti
sa vo videu prejavia vykreslením farebného rámčeku, ktorý ohraničuje detekovanú udalosť
(pokiaľ to zvolený modul umožňuje). Aktívne udalosti, t.j. udalosti, ktoré sú zobrazené
na videu v danom čase sú zvýraznené v zozname udalostí. Video je možné kedykoľvek
pozastaviť a upraviť ktorúkoľvek udalosť v zozname. Po kliknutí na udalosť v zozname sa
otvorí editačné okno. Po upravení udalosti sa zmeny uložia a ihneď aktualizujú. Následne
je možné pokračovať v prehrávaní videa a editovaní udalostí.




Nasledújca kapitola popisuje spôsob implementácie jednotlivých častí aplikácie.
5.1 Diagram tried
Aplikácia je implementovaná v programovacom jazyku C++ rovnako ako aj rozhranie
VTApi. Aplikáciu tvoria 3 triedy, ktoré sú znázornené na obrázku 5.1. Pri jednotlivých
triedach sú vypísané ich najpodstatnejšie metódy. Triedy budú podrobnejšie opísané v na-
sledujúcich sekciách.
Obr. 5.1: Diagram tried výslednej aplikácie
5.2 Grafické užívateľské rozhranie
Na implementáciu grafického užívateľského rozhrania (GUI) je použitý nástroj Qt, podrob-
nosti v sekcii 5.2.1. GUI bolo z väčšej časti vytvorené dizajnérom, ktoré ponúka Qt Creator.
Obrázok 5.2 znázorňuje výsledné grafické užívateľské rozhranie, ktoré bolo vytvorené podľa
návrhu v kapitole 4.3.
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Obr. 5.2: Hlavné okno aplikácie
Grafické rozhranie využíva rôzne druhy grafických komponentov. Medzi najpodstatnejšie
patria:
∙ QMainWindow - tvorí celé hlavné okno aplikácie, je predok všetkých ostatných kompo-
nentov.
∙ QLabel - v hlavnom okne tvorí label najväčšiu časť, a to prehrávač videa. Okrem toho
sú pomocou labelov tvorené nadpisy všetkých častí GUI.
∙ QPushButton - všetky tlačítka v aplikácii. Patria medzi ne aj tlačítka jednotlivých
videí v zozname a tlačítko Play a Pause v prehrávači.
∙ QLineEdit - textové jednoriadkové pole, ktoré je využité na editáciu jendotlivých
parametrov udalostí.
∙ EventBox - upravený QTextEdit, ktorý slúži na zobrazenie jednotlivých udalostí v
zozname. Viac v sekcii 5.4.
∙ QComboBox - umožňuje výber datasetu alebo modulu. Po kliknutí sa zobrazí výber
dostupných možností.
∙ QScrollArea - používa sa na vytvorenie zoznamov (videí alebo udalostí), ktoré je
možné pri zaplnení rolovať.
Všetky tieto komponenty su umiestnené v horizontálnych, vertikálnych alebo mriežko-
vých Layoutoch. Tie zaručujú správne rozmiestnenie komponentov pri zmene veľkosti okna.
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5.2.1 Qt
Grafické užívateľské rozhranie je implementované pomocou knižnice Qt. Je to multiplat-
formová knižnica pre grafické rozhrania, ktorá je široko využívaná aplikáciami v jazyku
C++, viz [3]. Aplikácia je schopná bežať na mnohých platformách - či už na desktopových
(MS Windows, Linux, OS X) alebo mobilných (Android, iOS). Aplikácie napísané s pomo-
cou Qt je možné distribuovať pod licenciou GPL, LGPL a po splnení určitých podmienok aj
komerčne. Ponúka veľmi dobrú podporu a kvalitnú dokumentáciu, ktorá bola nápomocná
pri vytváraní tejto aplikácie.
5.2.2 Signály a sloty
Dôležitou vlastnosťou Qt je prítomnosť signálov a slotov pre komunikáciu medzi objektmi.
Týmto sa môže aplikácia vysporiadať s užívateľskou interakciou aj keď je aplikácia zanepráz-
dnená bez nutnosti vytvárať osobitné vlákno. Sloty a signály môžu byť využité vo všetkých
objektoch, ktoré sú priamo alebo nepriamo zdedené z triedy QObject. Signály sa zavolajú
vždy, keď daná komponenta zmení svoj stav (napr. kliknutie tlačítka). Tieto signály sú spo-
jené so slotmi, ktoré sa vykonajú vždy pri spustení nejakého signálu. Pri prepájaní signálov
a slotov môže byť s jedným slotom spojených niekoľko rôznych signálov a rovnako tak na
jeden signál napojených niekoľko slotov. Sloty môžu byť použité pre prijímanie signálov a
zároveň môžu byť použité ako štandardné metódy v objekte. Táto technika je použitá v
aplikácii pri prehrávaní videa, kedy sa medzi triedami posielajú jendotlivé snímky videa,
viac v sekcii 5.5.
5.3 MainWindow
V triede MainWindow je naimplementované celé grafické užívateľské rozhranie. Spolu s gra-
fickým rozhraním sa v tejto triede narába aj s VTApi. Najpoužívanejšie funkcie VTApi
sú:
∙ loadDatasets / loadTasks / loadOutputData - slúžia na načítanie datasetov/ú-
loh/dát a to buď všetkých alebo podľa špecifikovaného názvu.
∙ filterBySequence / filterById - filtrovanie dát podľa konkrétneho videa alebo
identifikátora.
∙ next - prechod na ďalšiu položku v načítaných dátach, t.j. ďalší riadok v tabuľke v
databazi.
∙ openVideo - vytvorí cv::VideoCapture z načítaného videa z databáze.
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∙ getIntervalEvent - získa informácie o udalosti.
Trieda MainWindow teda riadi celú logiku aplikácie. Načítava datasety a vytvára zoznam
videí. Po kliknutí na video sa do triedy Player odošle video a začne proces prehrávania,
viz sekciu 5.5. Zoznam detekovaných udalostí sa vytvára po kliknutí na video podľa za-
daného modulu. Jedna udalosť je reprezentovaná pomocou upraveného QTextEditu, ktorý
je opísaný v sekcii 5.4. Posledná nespomenutá časť je editačný GroupBox, ktorý sa objaví
po kliknutí na udalosť v zozname. Je zobrazený v obrázku 5.2 nad prehrávačom. Obsahuje
všetky vlastnosti udalosti, ktoré je možné editovať.
5.4 EventBox
Trieda EventBox je veľmi jednoduchá, implementuje rozšírený QTextEdit, ktorý ponúka Qt.
QTextEdit vytvorí pole s formátovateľným textom, ktorý môže užívateľ editovať. V tomto
textovom poli je možné zobraziť obyčajný text ale aj text naformátovaný HTML jazykom
alebo obrázky. EventBox rozširuje túto komponentu o rôzne vlastnosti jednotlivých udalostí,
ktoré sú potrebné pre správny chod aplikácie. Najdôležitejšia informácia, ktorú EventBox
drží je ID danej udalosti. Podľa nej sa presne identifikuje konkrétna udalosť, napr. pri
kliknutí na komponentu. Platí, že jeden EventBox náleží jednej udalosti.
Obr. 5.3: EventBox reprezentujúci udalosť
Na obrázku 5.3 je znázornená jedna udalosť vo videu, ktorá je zobrazená pomocou
EventBoxu a ten je zase prvkom zoznamu udalostí. Na každej udalosti sú zobrazené nasle-
dujúce informácie:
∙ GroupID - označuje skupinu udalostí, ktoré patria k sebe (napr. udalosti trajektórie).
∙ ClassID - označuje ID triedy v udalosti. V rôznych moduloch má táto vlastnosť rôzne
významy.
∙ Length - časová dĺžka udalosti v sekundách.
∙ Frames - označuje začiatočný a koncový snímok udalosti.




Prehrávanie videa zabezpečuje trieda Player pomocou knižnice OpenCV. V prvom kroku
sa načíta video vo formáte cv::VideoCapture a spolu s ním aj celkový počet a frekvencia
snímiek. Následne sa čaká na stlačenie tlačítka Play. Po stlačení sa na prehrávanie videa vy-
tvorí osobitné vlákno, aby bolo možné s aplikáciou manipulovať aj počas prehrávania. Video
sa spracováva po jednotlivých snímkach pomocou funkcie cv::VideoCapture::read, ktorá
postupne číta všetky snímky z videa. Ak to zvolený modul požaduje, tak sa do načítanej
snímky vykreslí ohraničenie detekovanej udalosti, viz sekciu 5.5.1. Následne sa vykoná kon-
vertovanie formátov snímky podľa sekcie 5.5.3. Transformovaná snímka sa nakoniec odošle
do triedy MainWindow, kde sa zobrazí v grafickom rozhraní. Pred načítaním ďalšej snímky je
potrebné umelo vytvoriť oneskorenie (delay). To sa sa vypočíta pomocou frekvencie snímiek,
ktorú máme k dispozícii.
Obrázok 5.4 znázorňuje zobrazenie videa a lišty na ovládanie videa, na ktorej je tla-
čítko Play a Pause, horizontálny posuvník na pretáčanie videa a informácia o aktuálnom a
celkovom čase videa.
Obr. 5.4: Ukážka video prehrávača
5.5.1 Vykreslovanie hraničného obdĺžnika
Niektoré moduly (Face-Tracker alebo People-Tracker) vytvárajú pri detekcii udalosti ohra-
ničenie zachytenej tváre, prípadne osoby. Ohraničenie je dané vždy dvomi bodmi - ľavý
horný a pravý spodný. Ešte pred postupným spracovávaním snímiek videa sa namapujú
všetky udalosti do mapy, kde kľúč predstavuje číslo snímky a hodnota je vektor udalostí,
ktoré v sebe nesú body potrebné pre obdĺžnik. Vykreslovanie samotného obdĺžniku sa deje
ešte pred transformáciou snímku z cv::Mat na QImage. Vždy po načítaní jedného snímku
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z videa sa prehľadávajú namapované udalosti. Ak sa nájde číslo aktuálneho snímku medzi
kľúčmi mapy, tak je potrebné vykresliť všetky udalosti, ktoré sú uložené v príslušnom vek-
tore. V tomto bode už stačí len vykresliť obdĺžnik do snímku funkciou rectangle, ktorú
ponúka knižnica OpenCV.
5.5.2 OpenCV
Nezbytným požiadavkom na analytickú aplikáciu založenú na počítačovom videní je použi-
tie efektívnych a vysoko optimalizovaných algoritmov pre spracovanie obrazových dát. Za
účelom poskytnutia širokej škály funkcií implementujúcich tieto algoritmy bola vyvinutá
open-source knižnica OpenCV (Open Computer Vision). Táto knižnica nachádza uplatnenie
napr. v oblastiach detekcie pohybu, sledovania trajektorií, identifikácie objektov, rozpozná-
vania gest, tvárí a mnoho ďalších. Poskytuje taktiež podporu pre štatistické strojové učenie,
napr. pre rozhodovacie stromy, EM algoritmus, naivný Bayesovský klasifikátor, SVM a ne-
urónové siete, viz [4].
5.5.3 Prevod cv::Mat na QImage
Snímka z videa vo formáte cv::Mat musí byť prekonvertovaná na QImage aby mohla byť
zobrazená v grafickom užívateľskom rozhraní, ktorý využíva nástroj Qt. Prvý krok pre-
vodu je transformácia formátu BGR (blue, green, red), ktorý používa knižnica OpenCV,
na formát RGB (red, green, blue), ktorý využíva Qt. Po tejto transformácii je vytvorená
nová štruktúra QImage, ktorá je pripravená na príjem dát zo snímku z pôvodného formátu




6.1 Využitie anotátoru v praxi
Analytické metódy, ktoré sa využívajú v oblasti počítačového videnia nebudú vždy na 100%
presné. Môže nastať situácia, že daná metóda nedetekuje udalosť, ktorú by mala. Taktiež
môže nastať aj úplne opačný problém, a to falošná detekcia udalosti, čiže metóda dete-
kuje udalosť, ktorá vôbec neexistuje. Časť tohto problému je možné vyriešiť zadaním iných
parametrov pre tieto metódy a pozorovať zmeny v detekcii. Takýto spôsob je ale veľmi ne-
efektívny, pretože trafiť tú správnu kombináciu parametrov pre každé video je časovo veľmi
náročné a pracné.
Na obrázku 6.1 je ukážka falošnej detekcie tváre.
Obr. 6.1: Chyba v detekčných algoritmoch
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Manuálny anotátor dokáže takéto chyby odstrániť, prípadne ich len upraviť aby dete-
kované udalosti zodpovedali želanému výsledku. Ďalším využitím je spresnenie výsledkov,
prípadne vyladiť spracovanie udalostí pre konkrétny záber. Manuálny vstup pre analytické
algoritmy umožňuje vývojárom vylepšiť tieto algoritmy, čo vedie k zvýšeniu úspešnosti pri
detekcii udalostí.
V dnešnej dobe sa rozmáha vývoj umelej inteligencie a súčasne tak aj strojového uče-
nia. Strojové učenie sa zaoberá algoritmami a technikami, ktoré umožňujú počítačovému
systému „učiť sa“. Učením v danom kontexte sa rozumie zmena vnútorného stavu systému,
ktorá zefektívni schopnosť prispôsobiť sa zmenám okolného prostredia. Manuálny užíva-
teľský vstup do analytických metód môže prispieť k vývoju strojového učenia v oblasti
počítačového videnia. Vylepšené manuálne výsledky môžu slúžiť ako podklad pre strojové
učenie, ktoré sa porovnajú s originálnymi neupravenými výsledkami analytických metód a
následne si zapamätá chyby, ktoré pri nich spravil. Toto je spôsob na dosiahnutie vysokej
úspešnosti analytických metód.
6.2 Prerekvizity
Pre plnú funkčnosť aplikácie je nutné nainštalovať nasledujúce prerekvizity:
VTApi 3.0
∙ dostupné z GitHubu1
∙ VTApi používa knižnice tretej strany, ktoré je potrebné nainštalovať
∙ pustiť pripravený skript build_release.sh, ktorý skompiluje VTApi
VTServer
∙ dostupné z GitHubu2
∙ taktiež je potrebné nainštalovať všetky potrebné knižnice tretej strany
∙ inštalácia VTServeru podľa nasledujúcich krokov:
– spustiť skripty vtserver/build_release.sh a vtapi_modules/build_release.sh
– nastavenie prostredia:
* pridať usr/local/bin do PATH









∙ vytvorenie vtapi.conf podľa šablóny vtapi/vtapi_example.conf
∙ nastaviť datasets_dir na prázdny priečinok
∙ nastaviť modules_dir na /usr/local/lib
∙ zakomentovať default_dataset




Pred spustením aplikácie je nutné mať vytvorený aspoň jeden dataset so spracovaným
videom. To docielime krokmi v nasledujúcich sekciách.
7.1 Spustenie VTServeru
Spustenie serveru VTServer na localhost, ktorý bude načúvať na porte 8719. Server bude
čakať na pripojenie klientov s požiadavkami na spracovanie obrazových dát. VTServer je
potrebné spúšťať s parametrom - -config, ktorý udáva cestu ku konfiguračnému súboru.
Príklad spustenia:
∙ vtserver [- -config=/cesta/k/vtapi.conf]
7.2 Upravenie skriptu client.py
V priečinku vtserver/pyvtserver/ je predpripravený vzorový skript client.py, ktorý
demonštruje použitie VTServeru. Pôvodný skript vykoná nasledujúce funkcie:
1. Vytvorí všetky objekty od nuly až po nový dataset
2. Vytvorí a otestuje úlohy pre spracovanie videa a detekciu udalostí a vypíše výsledok
3. Zmaže všetky vypočítané výsledky, vytvorené úlohy a celý dataset
Malou úpravou si môžme tento skript prispôsobiť a vytvoriť tak dataset so spracovaným
videom.
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7.2.1 Špecifikácia datasetu a videa
Na začiatku skriptu je potrebné zadať názov datasetu, cestu k videu, ktoré chceme spracovať
a názov videa.
test_dataset = ’test_client_py ’
test_video_path = ’/home/user/videa/face_1.mp4’
test_video_name = ’face_x ’
7.2.2 Definícia modulu
Nasleduje výber a definícia modulu pre spracovanie videa. V skripte sú na ukážku pri-
pravené 3 moduly (face, summarizer, videotype), ktoré môžme použiť, prípadne je možné
dopísať ďalší modul. Každý modul obsahuje svoj názov, preddefinované parametre pre úlohu
spracovania videa (module_vp_params) a pre detekciu udalostí (module_ed_params).
module = ’face’
module_vp_params = [
{’type’:’TP_FLOAT ’, ’name’:’input_frame_scale ’ , ’value_float ’:0.5} ,
{’type’:’TP_INT ’, ’name’:’max_size_x ’ , ’value_int ’:500} ,
{’type’:’TP_INT ’, ’name’:’max_size_y ’ , ’value_int ’:500} ,
{’type’:’TP_INT ’, ’name’:’min_size_x ’ , ’value_int ’:1},
{’type’:’TP_INT ’, ’name’:’min_size_y ’ , ’value_int ’:1}]
module_ed_params = [
{’type’:’TP_INT ’, ’name’:’minimum_duration ’ , ’value_int ’:2}]
7.2.3 Vytvorenie datasetu a pridanie videa
O vytvorenie datasetu s definovaným názvom sa postará tento úsek kódu:
addDataset = cl.call(’addDataset ’, {’name’: test_dataset })
Po vytvorení datasetu sa doňho môže vložiť video.
addVideo = cl.call(’addVideo ’, {
’dataset_id ’: addDataset[’dataset_id ’],
’filepath ’: test_video_path ,
’start_time ’: {’seconds ’: 1439734399 , ’nanos’: 0}})
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7.2.4 Vytvorenie a spustenie úlohy
Vytvorenie úlohy spracovania videa podľa zadaného modulu a parametrov:
addTask1 = cl.call(’addTaskVideoProcessing ’, {
’dataset_id ’: addDataset[’dataset_id ’],
’module ’:module ,
’params ’:module_vp_params })
A následné jej spustenie, ak všetky predchádzajúce funkcie prebehli úspešne:
if addVideo[’res’][’success ’] and addTask1[’res’][’success ’]:
runProcess1 = cl.call(’runProcess ’, {
’dataset_id ’: addDataset[’dataset_id ’],
’video_ids ’: [test_video_name],
’task_id ’:addTask1[’task_id ’]})
Po úspešnom spustení úlohy sa periodicky vypisujú informácie o stave a postupe tejto
úlohy, až pokiaľ nie je úspešne dokončená. Analogicky prebehne aj vytvorenie a spustenie
úlohy pre detekciu udalostí.
7.2.5 Vymazanie výsledkov
Súčasťou skriptu je aj vymazanie všetkých vytvorených úloh a výsledkov. Túto časť je
potrebné vymazať alebo zakomentovať, keďže potrebujeme mať výsledky dostupné aj po
skončení skriptu. Zakomentujeme teda nasledujúce funkcie:
Vymazanie úlohy detekcie udalostí
# deleteTask2 = cl.call(’deleteTask ’, {
# ’dataset_id ’: addDataset[’dataset_id ’],
# ’task_id ’:addTask2[’task_id ’]})
Vymazanie úlohy spracovania videa
# deleteTask1 = cl.call(’deleteTask ’, {
# ’dataset_id ’: addDataset[’dataset_id ’],
# ’task_id ’:addTask1[’task_id ’]})
Vymazanie videa
# print cl.call(’deleteVideo ’, {
# ’dataset_id ’: addDataset[’dataset_id ’],
# ’video_id ’: test_video_name })
Vymazanie datasetu




Cielom tejto bakalárskej práce bolo zoznámiť sa s nástrojmi pre podporu detekcie udalostí
v obrazových dátach vyvíjaných v rámci FIT projektu „Nástroje a metódy spracovania
videa a obrazu pre boj s terorizmom“, naštudovať existujúce analytické metódy v týchto
nástrojoch (detekcia osôb, tvárí, pohybu, typu scény, ...) a implementovať aplikáciu, ktorá
umožní užívateľskú anotáciu video dát pre zvolené metódy.
V stručnosti je predstavený projekt „VideoTerror“, na ktorý nadväzuje táto práca. Ďalej
som sa pokúsil priblížiť základný koncept rozhranie VTApi. Vysvetlil som princípy repre-
zentácie obrazových dát a ich popisných metadát v datovom úložisku. Opísané je taktiež
praktické využitie funkcinality predovšetkým z pohľadu koncového užívateľa API. Predsta-
vené sú aj základné techniky spracovania obrazu a videa, ktoré môžu byť využité klient-
skými aplikáciami knižnice VTApi. Jedná sa predovšetkým o rôzne metódy extrakcie rysov
z obrázku či detekcie pohybu vo videu.
Podľa zadania bola úspešne navrhnutá a implementovaná aplikácia Video Anotátor,
ktorá slúži na manuálnu editáciu výsledkov analytických metód pre detekciu udalostí. Ap-
likácia používa rozhranie VTApi pre správu dát a manipuláciu s nimi. Ako dátové úložisko
slúži databáza PostgreSql. Video Anotátor je implementovaný v jazyku C++, grafické uží-
vateľské rozhranie je vytvorené pomocou nástroja Qt, na manipuláciu s videom je použitá
knižnica OpenCV.
Manuálny anotátor dokáže odstrániť chyby analytických metód, prípadne upraviť dáta
aby detekované udalosti zodpovedali želanému výsledku. Ďalším využitím je spresnenie
výsledkov, prípadne vyladiť spracovanie udalostí pre konkrétny záber. Manuálny vstup
pre analytické metódy umožňuje vývojárom vylepšiť tieto algoritmy, čo vedie k zvýšeniu
úspešnosti pri detekcii udalostí. Z pohľadu ďalšieho vývoja projektu môže táto aplikácia
vytvoriť podklady pre strojové učenie v oblasti počítačového učenia.
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