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Abstract: Several fault detection and isolation problems are formulated for linear time-invariant
systems with additive faults and general existence conditions of their solutions are given. An
overview of recently developed computational methods for the synthesis of fault detection filters
is presented for all formulated problems. Two remarkable computational paradigms emerged
in these developments, which are instrumental in developing generally applicable, numerically
reliable and computationally efficient synthesis methods. The first paradigm is the use of
integrated synthesis algorithms, where the resulting fault detection filters are determined by
successive updating of partial syntheses addressing specific requirements. The second paradigm
is the use of the nullspace method as a first synthesis step to reduce all synthesis problems to a
simple standard form which allows to easily check solvability conditions and address least order
synthesis problems.
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1. INTRODUCTION
There exists a vast literature on fault detection and related
problems, which includes several textbooks (Gertler, 1998;
Chen and Patton, 1999; Saberi et al., 2000; Blanke et al.,
2003; Ding, 2008) and thousands of journal and conference
papers. Attempts for a systematic categorization of differ-
ent problems have been made in these books as well as
in some survey articles (Saberi et al., 2000; Ding et al.,
2000), where both exact and approximate solutions to
various problems are described. Although the theoretical
developments of the fault detection topics for linear time-
invariant systems are essentially completed, still we can
often observe differences in the formulations of the same
problem. This diversity in problem formulations is partly
the consequence of employing particular system theoretical
frameworks or focusing on particular classes of solution
methods. We provide a set of formulations of exact and ap-
proximate fault detection problems using the input-output
modelling framework. These formulations are expressed as
requirements on various input-output transfer gains. This
allows to derive simple necessary and sufficient conditions
for the existence of solutions in terms of ranks of certain
transfer-function matrices.
The development of computational methods for solving
the synthesis problems of fault detection filters was a
constant activity which complemented most theoretical
works. Unfortunately, there are many signs for a general
lack of numerical awareness in the fault detection com-
munity. For example, many of proposed methods employ
highly questionable numerical techniques, as polynomial
manipulations, operations involving matrix products and
powers, or even the computation of highly sensitive canon-
ical forms. All these methods work in the best case on
toy-size examples, but are completely unsuited for large
scale problems. Another class of computational methods
includes synthesis procedures, which are strongly tailored
to existing computational tools (e.g., H∞-synthesis meth-
ods available in popular environments as MATLAB). Typ-
ically, the applicability of these tools is conditioned by
technical assumptions, which are however not necessary for
solving specific fault detection problems. Another contro-
versial synthesis approach involves the use of so-called un-
known input observers as fault detection filters. In spite of
lack of generality, the underlying synthesis methods (e.g.,
based on eigenvector assignment or geometric methods)
are still popular today, being applicable in many practical
cases.
In spite of many algorithmic developments, it is rather
surprising that, with a few notable exceptions, the vast
literature on fault detection until around 2000 contains
almost no results on the development of reliable numerical
methods along the well established criteria for satisfac-
tory algorithms in the field of linear numerical algebra
(Moler and Loan, 1978). Because of the lack of generality
and/or the lack of numerical reliability, most of popular
synthesis techniques of fault detection filters (e.g., par-
ity space methods, geometric methods, unknown input
observer based methods) can not be considered as satis-
factory numerical approaches. To remedy this situation,
a new generation of numerically reliable computational
algorithms has been developed by the author during the
last decade. The new algorithms are able to solve various
fault detection filter synthesis problems in the most general
setting, without any technical assumptions. In this paper
we give an overview of these new algorithmic develop-
ments, by describing suitable synthesis procedures using
the high level input-output description. Details of concrete
computational algorithms are discussed using state space
descriptor system based descriptions.
In the development of the new computational techniques
two computational paradigms emerged, which are instru-
mental in developing generally applicable, numerically reli-
able and computationally efficient synthesis methods. The
first paradigm is the use of so-called integrated synthesis
algorithms, where the resulting fault detection filters are
determined by successive updating of partial syntheses ad-
dressing specific requirements. Since each partial synthesis
represents a valid fault detection filter, this approach has
an increased flexibility in combining different synthesis
techniques when compared with the traditionally used
one-shot techniques. However, the main strength of the
integrated algorithms lies in their ability to exploit at each
updating step all available structural information at the
previous step, which overall leads to very efficient structure
exploiting computations.
The second paradigm is the use of the nullspace method
(Patton and Hou, 1998; Frisk and Nyberg, 2001; Varga,
2003) as a first synthesis step to simplify and even solve
various synthesis problems. The main appeals of the
nullspace based fault detection filter synthesis are: gen-
erality, being applicable to both standard and singular (or
non-proper) systems; numerical reliability, by relying on
numerically sound computational techniques; and flexibil-
ity, by leading to simplified problem formulations which
allow to easily check solvability conditions and address
least order synthesis problems.
Structure of the paper
In Section 2 we formulate several exact and approximate
fault detection problems and give necessary and sufficient
conditions for the existence of their solutions. For simplic-
ity, we employ an input-output description based formula-
tion, which leads to simple but general existence conditions
involving only rank conditions for rational matrices. In
Section 3 we present an overview of the latest develop-
ments in the synthesis algorithms to solve the formulated
fault detection problems. Two computational paradigms
can be clearly observed. The first is the development of
algorithms based on detector updating techniques, which
led to the concept of integrated synthesis algorithms. The
second is the important role of the nullspace based ap-
proach, as an universal preprocessing step to reduce the
formulated fault detection problems to simpler standard
forms. Among other advantages, this approach also leads
to easy to check solvability conditions. In Section 4 we
discuss the computational aspects associated with the pro-
posed synthesis procedure, with the main emphasis on the
two already mentioned paradigms: the preprocessing step
based on the nullspace method and integrated synthesis
algorithms. The computational procedures are discussed
using a state space descriptor system description. A com-
parison of several methods concludes this section. The
main conclusions and some of recent extensions of the
presented techniques are mentioned in the Section 5. Two
appendices provide additional details on the theoretical
and computational issues discussed in the paper.
2. FAULT DETECTION AND ISOLATION
PROBLEMS
2.1 Models and residual generators
Consider additive fault models described by input-output
representations of the form
y(λ) = Gu(λ)u(λ) +Gd(λ)d(λ) +Gw(λ)w(λ)
+Gf (λ)f(λ)
(1)
where y(λ), u(λ), d(λ), w(λ), and f(λ) are Laplace-
transformed (in the continuous-time case) or Z-transformed
(in the discrete-time case) vectors of the p-dimensional
system output vector y(t), mu-dimensional control input
vector u(t), md-dimensional disturbance vector d(t), mw-
dimensional noise vector w(t) and mf -dimensional fault
vector f(t), respectively, and where Gu(λ), Gd(λ), Gw(λ)
andGf (λ) are the transfer-function matrices (TFMs) from
the control inputs to outputs, disturbance inputs to out-
puts, noise inputs to outputs, and fault inputs to out-
puts, respectively. For complete generality of our problem
formulations, we will allow that these TFMs are general
rational matrices (proper or improper) for which we will
not a priori assume any further properties.
A linear residual generator (or fault detection filter, or
simply fault detector) processes the measurable system
outputs y(t) and control inputs u(t) and generates the
residual signals r(t) which serve for decision making on
the presence or absence of faults. The input-output form
of this filter is
r(λ) = Q(λ)
[
y(λ)
u(λ)
]
(2)
where Q(λ) is the TFM of the filter. For a physically
realizable filter, Q(λ) must be proper (i.e., only with finite
poles) and stable (i.e., only with poles having negative real
parts for a continuous-time system or magnitudes less than
one for a discrete-time system). The (dynamic) order of
Q(λ) (also known as McMillan degree) is the dimension
of the state vector of a minimal state-space realization of
Q(λ). The dimension q of the residual vector r(t) depends
on the fault detection problem to be solved. The form (2)
of the fault detection filter is called the implementation
form (Gertler, 1998).
The residual signal r(t) in (2) generally depends via the
system outputs y(t) of all system inputs u(t), d(t), w(t)
and f(t). The internal form of the filter (Gertler, 1998) is
obtained by replacing in (2) y(λ) by its expression in (1),
and is given by
r(λ) = Ru(λ)u(λ) +Rd(λ)d(λ) +Rw(λ)w(λ)
+Rf (λ)f(λ)
(3)
where
[Ru(λ) | Rd(λ) | Rw(λ) | Rf (λ) ] :=
Q(λ)
[
Gu(λ) Gd(λ) Gw(λ) Gf (λ)
Imu 0 0 0
]
(4)
For a successfully designed filter Q(λ), the corresponding
internal representation is a proper and stable system,
which achieves additionally specific fault detection require-
ments.
For the solution of fault detection problems it is always
possible to completely decouple the control input u(t) from
the residual r(t) by requiring Ru(λ) = 0. Regarding the
disturbance input d(t) and noise input w(t) we aim to
impose a similar condition on the disturbance input d(t)
by requiring Rd(λ) = 0, while minimizing simultaneously
the effect of noise input w(t) on the residual (e.g., by
minimizing the norm of Rw(λ)). Thus, from a practical
synthesis point of view, the distinction between d(t) and
w(t) lies solely in the way these signals are treated when
solving the residual generator synthesis problem.
More precisely, the disturbance inputs in d(t) are addi-
tive effects from which exact decoupling of the residuals
is presumably possible and is targeted in the detector
synthesis. On the other hand, the noise input vector w(t)
contains everything else, including proper random noise or
“ordinary” disturbances in excess of those which may be
exactly decoupled. It may even contain fictive inputs which
model the effect of parametric uncertainties in the process
model. This distinction between d(t) and w(t) allows to
address the solution of both exact (when Gw(λ) = 0) and
approximate (when Gw(λ) 6= 0) fault detection problems
using a unique computational framework.
In all fault detection problems formulated in what follows,
we require that by a suitable choice of a stable fault
detection filter Q(λ), we achieve that the residual signal
r(t) is fully decoupled from the control input u(t) and
disturbance input d(t). Thus, the following decoupling
conditions must be generally fulfilled:
(i) Ru(λ) = 0,
(ii) Rd(λ) = 0.
(5)
For each fault detection problem specific requirements
have to be fulfilled, which are formulated as additional
conditions in what follows. For all formulated problems
we also give the existence conditions of the solutions of
these problems.
2.2 Exact fault detection problem – EFDP
The basic additional requirement is simply to achieve by
a suitable choice of a fault detection filter Q(λ) that in
the absence of noise input (i.e., Gw(λ) = 0), the residual
r(t) is influenced by all fault components fj(t). Let Rfj (λ)
denote the j-th column of Rf (λ). This requirement can
be expressed as the following detection condition to be
fulfilled for all faults:
(iii) Rfj (λ) 6= 0, j = 1, . . . ,mf with Rf (λ) stable. (6)
The solvability conditions of the EFDP have been es-
tablished for proper systems, see for example (Ding and
Frank, 1991; Nyberg, 2002), and are valid for nonproper
systems as well:
Theorem 1. For the system (1) with Gw(λ) = 0 the EFDP
is solvable if and only if
rank [Gfj (λ) Gd(λ) ] > rankGd(λ), j = 1, . . .mf (7)
where Gfj (λ) denotes the j-th column of Gf (λ).
Generically, the condition (7) is fulfilled if p > md, which
basically says that the system must have a sufficiently
large number of measurements. For the case md = 0, this
condition reduces to the simple fault input observability
conditions:
Gfj (λ) 6= 0, j = 1, . . .mf (8)
2.3 Approximate fault detection problem – AFDP
The effects of the noise input w(t) can usually not fully
decoupled from the residual r(t). In this case, the basic
requirements for the choice of Q(λ) can be expressed to
achieve that the residual r(t) is influenced by all fault
components fj(t) and the influence of the noise signal w(t)
is negligible. Thus, the following two additional conditions
have to be fulfilled:
(iii) Rfj (λ) 6= 0, j = 1, . . . ,mf with Rf (λ) stable,
(iv) Rw(λ) ≈ 0, with Rw(λ) stable. (9)
Here, (iii) is the detection condition of all faults employed
also in the EFDP, while (iv) is the attenuation condition
for the noise input. The condition Rw(λ) ≈ 0 expresses the
requirement that the transfer gain ‖Rw(λ)‖ (measured by
any suitable norm) can be made arbitrarily small.
The solvability conditions of the formulated AFDP can be
easily established, see also (Varga, 2012a):
Theorem 2. For the system (1) the AFDP is solvable if
and only if the EFDP is solvable.
2.4 Exact strong fault detection and isolation problem –
ESFDIP
Let Mr(λ) be a given q ×mf TFM of a reference model
(i.e., stable, proper) specifying the desired input-output
transfer from the faults to residuals as r(λ) = Mr(λ)f(λ).
Thus, we want to achieve by a suitable choice of a stable
and proper Q(λ) satisfying (i) and (ii) in (5), that we have
additionally Rf (λ) = Mr(λ). For example, a typical choice
for Mr(λ) is an mf -th order diagonal and invertible TFM,
which ensures that each residual ri(t) is influenced only by
the fault fi(t). Such a choice corresponds to the so-called
directional residuals used in (Gertler, 1998).
To determine Q(λ), we have to solve the linear rational
equation (4), with the settings Ru(λ) = 0, Rd(λ) = 0, and
Rf (λ) = Mr(λ) (Rw(λ) and Gw(λ) are empty matrices).
The choice of Mr(λ) may lead to a solution Q(λ) which
is not proper or is unstable or has both these undesirable
properties. Therefore, besides determining Q(λ), we also
consider the determination of a suitable updating factor
M(λ) of Mr(λ) to ensure the stability and properness of
the solution Q(λ) for Rf (λ) = M(λ)Mr(λ). Obviously,
M(λ) must be chosen a proper, stable and invertible TFM.
Additionally, M(λ) must be chosen diagonal, in order to
preserve the zero/nonzero structure encoded in Mr(λ) (see
also subsection 2.5).
The formulation of the ESFDIP corresponds to the model-
matching approach of (Chen and Patton, 1999; Blanke
et al., 2003). Accordingly, given a stable and properMr(λ),
it is required to determine a stable and proper filter Q(λ)
and a diagonal, proper, stable and invertible TFM M(λ)
such that the following condition is additionally fulfilled:
(iii) Rf (λ) = M(λ)Mr(λ)
The solvability condition of the ESFDIP, also discussed in
(Varga, 2004b, 2012a), is the standard solvability condition
of the (underdetermined) systems of linear equations:
Theorem 3. For the system (1) with Gw(λ) = 0 and a
given Mr(λ), the ESFDIP is solvable if and only the
following condition is fulfilled
rank [Gf (λ) Gd(λ) ] = rank
[
Gf (λ) Gd(λ)
Mr(λ) 0
]
(10)
Proof. A solution Q˜(λ) which satisfies the linear equations
Ru(λ) = 0, Rd(λ) = 0 and Rf (λ) = Mr(λ) exists if
the condition (10), representing the solvability condition
for this linear system, is fulfilled. A stable solution Q(λ)
satisfying condition (iii) is obtained by expressing Q˜(λ)
in the left coprime factorized form Q˜(λ) = M−1(λ)Q(λ),
with M(λ) and Q(λ) proper and stable TFMs, and M(λ)
diagonal.
When Mr(λ) has full column rank mf , the solvability
condition of the ESFDIP has been derived by Frank and
Ding (1994). In this case, (10) reduces to
rank [Gf (λ) Gd(λ) ] = mf + rankGd(λ) (11)
Generically, the condition (11) is fulfilled if p ≥ mf +md,
which implies that the system must have a sufficiently
large number of measurements. For the case md = 0, this
condition reduces to the simple left invertibility condition:
rankGf (λ) = mf (12)
2.5 Exact weak fault detection and isolation problem –
EWFDIP
The ESFDIP is often not solvable, due to the lack of
a sufficiently large number of measurements. For fault
isolation purposes, we can formulate a weaker alternative
to the ESFDIP, by interpreting Mr(λ) as a structured
TFM aiming to ensure that the residual ri(t) is influenced
by the fault fj(t), only if the element (i, j) of Mr(λ) is non-
zero and is decoupled of fj(t) otherwise. In this case, only
the zero-nonzero structure of Mr(λ) is relevant and instead
Mr(λ), the corresponding structure matrix S(Mr(λ)) with
only 0/1 entries can be used to encode these dependencies.
The matrix S = S(Mr(λ)) is determined as follows
Si,j :=
{
1, if [Mr(λ)]i,j 6= 0
0, if [Mr(λ)]i,j = 0
According to the nomenclature of Gertler (1998), for a
desired structure matrix S, the i-th row of S is called the
i-th specification, while the j-th column of S is called the
j-th fault signature. The specifications serve mainly for
synthesis purposes (see subsection 3.5), while the fault sig-
natures are used mainly for the isolation of specific faults
by comparing the signature of fired (nonzero) residuals
with those coded in the columns of S. The maximally
achievable structure matrix for the system (1) can be
determined using a numerically reliable state space based
algorithm proposed in (Varga, 2009c).
The formulation of the EWFDIP corresponds to the for-
mulation with structured residuals employed in (Gertler,
1998). For a given structure matrix S, it is required to
determine a stable and proper filter Q(λ) such that the
following condition is additionally fulfilled:
(iii) S(Rf (λ)) = S, with Rf (λ) stable.
The solvability conditions of the EWFDIP can be ex-
pressed by formulating for each specification i (i.e., the
i-th row of S) the solvability condition corresponding to
an EFDP, which arises by redefining each fault signal to
be decoupled (i.e., the corresponding element Si,j = 0) as
a disturbance input. Let Ĝ
(i)
d (λ) be the TFM formed from
the columns of Gf (λ) for which Si,j = 0. We have the
following solvability conditions for the EWFDIP:
Theorem 4. For the system (1) with Gw(λ) = 0 and a
given q ×mf structure matrix S the EWFDIP is solvable
if and only if for i = 1, . . . , q
rank [Gd(λ) Ĝ
(i)
d (λ) Gfj (λ) ] > rank [Gd(λ) Ĝ
(i)
d (λ) ] (13)
for all j such that Si,j 6= 0.
2.6 Approximate strong fault detection and isolation
problem – ASFDIP
The formulation of the ASFDIP extends the model-
matching approach of (Chen and Patton, 1999; Blanke
et al., 2003), by including the determination/updating of
the reference model. Specifically, for a given stable and
proper TFM Mr(λ), it is required to determine a stable
and proper filter Q(λ) and a diagonal, proper, stable and
invertible TFM M(λ) such that the following conditions
are additionally fulfilled:
(iii) Rf (λ) ≈M(λ)Mr(λ), with Rf (λ) stable;
(iv) Rw(λ) ≈ 0, with Rw(λ) stable. (14)
The condition (iii) simply means that we strive ‖Rf (λ)−
M(λ)Mr(λ)‖ ≈ 0.
The sufficient conditions for solvability are simply those
for the solvability of the ESFDIP (Varga, 2012a):
Theorem 5. For the system (1) and a given Mr(λ), the
ASFDIP is solvable if the ESFDIP is solvable.
2.7 Approximate weak fault detection and isolation
problem – AWFDIP
Let S be a given q×mf structure matrix and let S be the
negated S with the (i, j)-th element Si,j := 1 − Si,j . Let
X ◦ Y denote the element-wise multiplication of matrices
X and Y of same size. The AWFDIP can be formulated
as follows. For a given structure matrix S it is required
to determine a stable and proper filter Q(λ) such that the
following conditions are additionally fulfilled:
(iii) S(S◦Rf (λ)) = S , S◦Rf (λ) ≈ 0,
with Rf (λ) stable,
(iv) Rw(λ) ≈ 0, with Rw(λ) stable.
(15)
It is straightforward to show that the sufficient conditions
for solvability are simply those for the solvability of the
EWFDIP (Varga, 2012a).
Theorem 6. For the system (1) and a given structure
matrix S, the AWFDIP is solvable if the EWFDIP is
solvable.
3. NULLSPACE BASED SYNTHESIS ALGORITHMS
In this section we present an overview of the recently
developed synthesis procedures of fault detection filters to
solve the formulated fault detection problems. In these de-
velopments two computational paradigms emerged, which
are instrumental in developing generally applicable, nu-
merically reliable and computationally efficient synthesis
methods. The first paradigm is the use of so-called in-
tegrated synthesis algorithms, where the resulting fault
detection filters are determined by successive updating of
partial syntheses addressing specific requirements. In all
synthesis algorithms described in this section it is possible
to express the TFM of the final filter in a factored form as
Q(λ) = QK(λ) · · ·Q2(λ)Q1(λ) (16)
where Q1(λ), Q2(λ)Q1(λ), . . ., can be interpreted as par-
tial syntheses addressing specific requirements. Since each
partial synthesis may represent a valid fault detection
filter, this approach has a high flexibility in using or
combining different synthesis techniques.
The second paradigm is the use of the nullspace method
as a first synthesis step to reduce all synthesis problems
to a simple standard form which allows to easily check
solvability conditions and address least order synthesis
problems. In this section, we present solution procedures
based on the nullspace method for each of the formulated
fault detection problems. The concrete numerical aspects
of using nullspace methods are described in the next
section, where an example of an integrated algorithm for
solving the EFDP is also presented.
3.1 Nullspace based reduction to standard form
Assume first mu+md > 0 and consider Q(λ) in a factored
form
Q(λ) = Q1(λ)Q1(λ), (17)
where Q1(λ) is a proper left rational nullspace basis
satisfying Q1(λ)G(λ) = 0, where G(λ) is defined as
G(λ) =
[
Gu(λ) Gd(λ)
Imu 0
]
(18)
and Q1(λ) is a factor to be further determined. With this
choice it follows that Q(λ) automatically fulfills the two
conditions (i) and (ii) in (5), namely Ru(λ) = 0 and
Rd(λ) = 0, intervening in all fault detection problems
formulated in the previous section. The existence of a
rational nullspace basis Q1(λ) is guaranteed provided the
existence conditions of Theorems 1–6 are fulfilled. The
resulting Q1(λ) has maximal row rank p − rd, where
rd = rankGd(λ).
The detector in (2) can be rewritten as
r(λ) = Q1(λ)Q1(λ)
[
y(λ)
u(λ)
]
= Q1(λ)y(λ) (19)
where
y(λ) := Q1(λ)
[
y(λ)
u(λ)
]
= Gf (λ)f(λ) +Gw(λ)w(λ) (20)
with
[Gf (λ) Gw(λ) ] := Q1(λ)
[
Gf (λ) Gw(λ)
0 0
]
(21)
We can choose Q1(λ) stable and such that both Gf (λ) and
Gw(λ) defined in (21) are proper and stable TFMs (Varga,
2008).
If mu = md = 0, we can determine Q1(λ) simply from a
proper and stable left coprime factorization
[Gf (λ) Gw(λ) ] = Q
−1
1 (λ)[Gf (λ) Gw(λ) ]
With this first preprocessing step, we reduced the original
problems formulated for the system (1) to ones formulated
for the reduced system (20) without control and distur-
bance inputs, and we have to determine the TFM Q1(λ)
of the simpler detector (19). At this stage we can assume
that the reduced system (20) is proper and even stable,
provided Q1(λ) has been chosen a stable TFM (always
possible).
The main facts established in (Forney, 1975; Kailath, 1980)
about nullspace bases (both polynomial and rational) are
summarized in Appendix A. The so-called simple rational
bases are useful when solving fault detection problems
with least order detectors. For example, building linear
combinations of basis vectors to obtain least order can-
didate detectors is very straightforward. Moreover, left
multiplication with diagonal M(λ) is possible without al-
tering the simple structure of the basis. Unfortunately, the
computation of both polynomial and simple bases involves
delicate computational steps leading to potential accuracy
losses. As an alternative to a simple basis, we discuss in the
Appendix B the computation of a minimal order rational
basis using a numerically stable reduction method of a
linear matrix pencil.
In what follows, we discuss the synthesis of fault detection
filters which solve the formulated fault detection problems
and give simpler existence conditions for the solutions of
the formulated exact fault detection problems, which can
serve for checking the existence of solutions. An important
aspect for detector synthesis is the synthesis of residual
generators with least order dynamical orders. Only very
few methods proposed in the literature are able to address
this aspect.
3.2 Solving the EFDP
The solvability conditions of Theorem 1 lead for the re-
duced system (20) without control and disturbance inputs
to the following simplification:
Corolary 1. For the system (20) with Gw(λ) = 0 the
EFDP is solvable if and only if
rankGfj (λ) > 0, j = 1, . . .mf (22)
Any stable and proper rational nullspace basis Q1(λ)
already represents a solution of the EFDP, provided the
conditions (22) are fulfilled. In what follows, we discuss
the computation of a special solution called the least order
solution of the EFDP, which is a solution having the least
possible McMillan degree. The basic synthesis procedure
determines Q1(λ) in (17) in the factored form
Q1(λ) = Q3(λ)Q2(λ)
where Q2(λ) is determined such that Q2(λ)Q1(λ) has least
order and Q3(λ) is determined such that the overall filter
Q(λ) = Q3(λ)Q2(λ)Q1(λ) andRf (λ) = Q3(λ)Q2(λ)Gf (λ)
are stable. Additionally we must ensure that Q(λ) is
admissible, that is, the conditions (6) are fulfilled.
In what follows we sketch a synthesis procedure for a least
order scalar output detector (i.e., with q = 1), which
serves only to understand the basic principles, but evi-
dently is not suitable as basis of a reliable computational
procedure. Assume Q1(λ) is a simple proper rational basis
(see Appendix A) formed of n − rd rational row vectors
vi(λ)/di(λ), where vi(λ) is a polynomial vector of degree
ni and di(λ) is a stable polynomial of degree ni. We
assume that the basis vectors vi(λ) are ordered such that
n1 ≤ n2 ≤ . . . ≤ np−rd and each di(λ) divides dj(λ)
for i < j. It follows immediately, that a linear combina-
tion h(i)Q1(λ) of the first i rows with h
(i) of the form
h(i) = [h1, . . . , hi, 0, . . . , 0 ], hi 6= 0, has a McMillan degree
ni. Thus, choosing the least index i such that h
(i)Q1(λ) is
admissible, solves the synthesis problem with Q2(λ) = h
(i)
and Q3(λ) = 1. State space computations based algo-
rithms for the least order synthesis will be described in
details in Section 4.2.
A short historical note is appropriate in this place. The
nullspace method (without using this naming) in a state
space based formulation has been originally employed in
(Patton and Hou, 1998) to solve the EWFDIP using struc-
tured residuals. The least order synthesis problem has been
for the first time addressed by Frisk and Nyberg (2001),
where a minimal polynomial basis based solution has been
proposed. A numerically reliable state space approach to
the least order synthesis relying on rational nullspace bases
has been proposed in (Varga, 2003). Computational details
in a state space based setting are discussed in Section 4.2
and Appendix B.
3.3 Solving the AFDP
We have seen in the proof of Theorem 2, that the solution
of the EFDP can be used to solve the formulated AFDP.
However, better solutions can be obtained by trying to
maximize the gap between the fault detectability and
noise attenuation requirements. An optimization based
approach can be used to achieve this goal. Let γ >
0 be an admissible level for the influence of the noise
signal w(t) in the residual r(t), which can be measured
using suitable norms of Rw(λ) = Q1(λ)Gw(λ), as for
example the H2- or H∞-norms. As a measure of the
fault detectability, several indexes denoted ‖Rf (λ)‖− have
been used in the literature. The definitions used in (Ding
et al., 2000; Jaimoukha et al., 2006; Liu and Zhou, 2007,
2008; Zhang and Ding, 2008) are in terms of the least
singular values of the frequency-response of Rf (λ) =
Q1(λ)Gf (λ) and therefore are meaningful only when mf ≤
p. An alternative measure ‖Rf (λ)‖2/∞− has been used in
(Varga, 2009a; Glover and Varga, 2011)
‖Rf (λ)‖2/∞− = min
1≤j≤mf
‖Rfj (λ)‖2/∞, (23)
The requirement ‖Rf (λ)‖2/∞− > 0 merely asks for
nonzero columns Rfj (λ) and thus is equivalent to the fault
detection condition (6).
The H−/H2/∞ optimization problem to be solved is the
following: Given γ > 0, determine β > 0 and a stable and
proper fault detection filter Q1(λ) such that
β = max
Q1(λ)
{ ‖Q1(λ)Gf (λ)‖2/∞− | ‖Q1(λ)Gw(λ)‖2/∞ ≤ γ }
Numerically reliable computational methods to solve this
optimization problems have been proposed in (Varga,
2009a; Glover and Varga, 2011). Computational proce-
dures relying on alternative definitions of the ‖ · ‖− index
have been proposed in (Ding et al., 2000; Jaimoukha et al.,
2006; Liu and Zhou, 2007, 2008; Zhang and Ding, 2008).
The procedure of (Varga, 2009a) determines Q1(λ) in
the form Q1(λ) = Q2(λ)Q2(λ), where Q2(λ) ensures
that Q2(λ)Gw(λ) has full row rank. and Q2(λ)Q1(λ)
has least dynamical order. The standard case is when
Q2(λ)Gw(λ) has no unstable zeros on the boundary of the
stability domain (i.e., the extended imaginary axis in the
continuous-time case, or the unit circle centered in the
origin in the discrete-time case). The non-standard case
corresponds to the presence of such zeros.
At the next step, using the dual of the algorithm of Oara˘
and Varga (2000) for the continuous-time case and the
dual of the algorithm of Oara˘ (2005) for the discrete-time
case, we compute the quasi-outer-inner factorization
Q2(λ)Gw(λ) = Mwo(λ)Mwi(λ)
where the quasi-outer factor Mwo(λ) is an invertible TFM
which has only stable zeros, excepting possible zeros on
the boundary of the stability domain, and Mwi(λ) is inner
(i.e., Mwi(λ)M
∗
wi(λ) = I with M
∗
wi(s) = M
T
wi(−s) in
the continuous-time case, and M∗wi(z) = M
T
wi(1/z) in the
discrete-time case).
In the standard case, Q2(λ) is determined in the form
Q2(λ) = Q4(λ)Q3(λ), where Q3(λ) = M
−1
wo (λ) and Q4(λ)
is the optimal solution (or an approximation of it) of the
reduced problem
β = max
Q4(λ)
{ ‖Q4(λ)G˜f (λ)‖2/∞− | ‖Q4(λ)‖2/∞ ≤ γ }
where G˜f (λ) = Q3(λ)Q2(λ)Gf (λ).
In the non-standard case, Q2(λ) = Q3(λ) is determined by
directly solving
β = max
Q3(λ)
{ ‖Q3(λ)Ĝf (λ)‖2/∞− | ‖Q3(λ)Mwo(λ)‖2/∞ ≤ γ }
where Ĝf (λ) = Q2(λ)Gf (λ). Suitable algorithms for this
purpose have been developed in (Glover and Varga, 2011).
3.4 Solving the ESFDIP
The solvability condition of Theorem 3 leads for the
reduced system (20) to the following simplification:
Corolary 2. For the system (20) with Gw(λ) = 0 and
a given Mr(λ), the ESFDIP is solvable if and only the
following condition is fulfilled
rankGf (λ) = rank
[
Gf (λ)
Mr(λ)
]
(24)
We can determine Q1(λ) in the form
Q1(λ) = Q3(λ)Q2(λ)
where Q2(λ) is determined such that
Q2(λ)Gf (λ) = Mr(λ) (25)
and has least order and the diagonal factor M(λ) =
Q3(λ) is determined such that Q(λ) = Q3(λ)Q2(λ)Q1(λ)
is stable and proper. A numerically reliable state space
computations based algorithm for this synthesis approach
has been proposed in Varga (2004b). Note that the least
order synthesis is only possible if rank Gf (λ) < p− rd.
3.5 Solving the EWFDIP
For a given specification i (contained in the i-th row of
S), we define a new disturbance input dˆ(i), which contains
all components fj of f for which Sij = 0, define a new
fault input fˆ (i), which contains all components fj for
which Sij 6= 0 and we build Ĝ(i)d (λ) and Ĝ(i)f (λ) from the
corresponding set of columns of Gf (λ). We can rewrite the
reduced system (20) as
y(λ) = Ĝ
(i)
d (λ)dˆ
(i)(λ) + Ĝ
(i)
f (λ)fˆ
(i)(λ) +Gw(λ)w(λ) (26)
The solvability conditions of Theorem 4 lead for the
reduced system (20) to the following simplification:
Corolary 3. For the system (20) with Gw(λ) = 0 and a
given structure matrix S, the EWFDIP is solvable if and
only for i = 1, 2, . . . , q the following conditions are fulfilled
rank [ Ĝ
(i)
d (λ) Gfj (λ) ] > rank Ĝ
(i)
d (λ), (27)
for all j such that Si,j 6= 0.
For the reduced system (20) with Gw(λ) = 0 we can de-
termine, using the standard approach to solve the EFDP,
a bank of q scalar output detectors of least orders, each of
the form
ri(λ) = Q
(i)
(λ)y(λ), i = 1, . . . , q (28)
such that each detector Q
(i)
(λ) solves the EFDP for the
rewritten system (26) with Gw(λ) = 0 and thus achieves
the i-th specification coded in the i-th row of S. The TFM
of the final detector can be assembled from q individual
detectors as
Q(λ) =
Q
(1)(λ)
...
Q(q)(λ)
 :=

Q
(1)
(λ)
...
Q
(q)
(λ)
Q1(λ) (29)
According to the synthesis procedure for scalar output
detectors described in subsection 3.2, each individual de-
tector Q
(i)
(λ) can be determined in the factored form
Q
(i)
(λ) = Q
(i)
3 (λ)Q
(i)
2 (λ)Q
(i)
1 (λ)
where Q
(i)
1 (λ) is a left proper nullspace basis of Ĝ
(i)
d (λ),
Q
(i)
2 (λ) is a rational vector used to build a linear combina-
tion of the basis vectors in Q
(i)
1 (λ), and Q
(i)
3 (λ) is a stable
transfer function which ensures a desired dynamics for the
i-th detector.
3.6 Solving the ASFDIP
To fulfill the last two conditions in (14) we can solve
for a fixed M(λ) a H2/∞-norm minimization problem to
determine a stable and proper Q1(λ) such that∥∥[Q1(λ)Gf (λ)−M(λ)Mr(λ) Q1(λ)Gw(λ) ]∥∥2/∞ = min
This H2/∞ model matching problem can be easily refor-
mulated as a standard H2/∞-norm minimization based
“controller” synthesis problem (Zhou et al., 1996) for
which software tools exist, as for example, the functions
h2syn/hinfsyn available in the Matlab Robust Con-
trol Toolbox. The main problem when employing stan-
dard tools like h2syn/hinfsyn, is that, although a stable
and proper solution of the ASFDIP may exist (according
to Theorem 5), this solution can not be computed because
of an inappropriate choice of M(λ)Mr(λ) or because of the
need to fulfill some technical assumptions.
To face the above limitations, general synthesis proce-
dures have been developed for which no such limitations
exist. The key parameter to guarantee the stability and
properness of the detector is M(λ)Mr(λ), the desired TFM
relating the faults to the residuals. Often, good candidates
for M(λ) and Mr(λ) result from an exact synthesis (for
Gw(λ) = 0) (Varga, 2004b). However, in (Varga, 2005) a
synthesis procedure has been proposed, where the choice
of a suitable updating factor M(λ) of an initial Mr(λ) is
part of the solution process. This procedure has been re-
fined in (Varga, 2010, 2011a), by developing an integrated
approach to the detector synthesis. An important feature
of these computational approaches is that they rely on
repeated updating of an initial fault detector. The final
detector can be thus expressed in a factored form as in
(16).
3.7 Solving the AWFDIP
For a given specification i (contained in the i-th row of
S), we can rewrite the reduced system (20) analogously
to subsection 3.5 in the form (26). Using the approach
to solve the AFDP in subsection 3.3, a bank of q scalar
output least order detectors of the form
ri(λ) = Q
(i)
(λ)y(λ), i = 1, . . . , q (30)
such that each detector Q
(i)
(λ) achieves approximately the
i-th specification coded in the i-th row of S. For this pur-
pose, we can solve the following H−/H2/∞ optimization
problem: Given γ > 0, determine β(i) > 0 and a stable
and proper fault detection filter Q
(i)
(λ) such that
β(i) = max
Q
(i)
(λ)
{ ‖R̂(i)f (λ)‖2/∞− | ‖[ R̂(i)d (λ) R̂(i)w (λ) ]‖2/∞ ≤ γ }
where R̂
(i)
f (λ) = Q
(i)
(λ)Ĝ
(i)
f (λ), R̂
(i)
d (λ) = Q
(i)
(λ)Ĝ
(i)
d (λ),
and R̂
(i)
w (λ) = Q
(i)
(λ)G
(i)
w (λ). The TFM of the final de-
tector can be assembled from q individual detectors as in
(29), where in accordance with the synthesis procedure de-
scribed in subsection 3.3, each individual detector Q(i)(λ)
is determined in a factored form.
Concluding remark
An important aspect worth to mention regarding the new
synthesis algorithms to solve the approximate synthesis
problems AFDP, ASFDIP and AWFDIP is that the main
focus in developing these algorithms lies on obtaining
“useful” solutions of these problems in the most general
setting by using sound numerical techniques and not on
solving the associated optimization problems. Although
the proposed solution approaches in (Varga, 2009a, 2010,
2011a) follow the usual solution processes to determine
the optimal solutions, but the resulting filters are usually
not optimal. The characterization of “useful” solutions
must take into account the actual signal bounds on the
contribution of noise inputs in the residual signal and the
resulting minimum detectable amplitudes of fault signals.
4. COMPUTATIONAL ASPECTS
In this section we formulate first the requirements for
satisfactory computational algorithms to solve the syn-
thesis problems of fault detection filters. Then the two
computational paradigms already mentioned in Section 3
are discussed. First, the nullspace based preprocessing is
presented and the details of a computational algorithm are
given in Appendix B. Then, the concept of an integrated
algorithm is explained in terms of updating the implemen-
tation and internal forms of the fault detection filter. An
integrated algorithm to solve the EFDP is presented as
an example. As it will be apparent, the main strength of
the integrated algorithms lies in their ability to exploit
at each updating step all available structural information
at the previous step, which overall leads to very efficient
structure exploiting computations. In the final part, we
discuss two alternative approaches to solve the EFDP: the
parity space and the unknown input observer (UIO) based
methods. As it will shown, none of them can be considered
as a satisfactory numerical approach. The main reasons for
this are the lack of generality and/or the lack of numerical
reliability.
4.1 Developing satisfactory synthesis algorithms
Before discussing the new computational paradigms for
computational algorithms for the synthesis of fault detec-
tion filters, we first briefly recall three key requirements for
a satisfactory numerical algorithm: generality, numerical
stability, and efficiency (Moler and Loan, 1978). A general
synthesis algorithm is one which has no limitations for
its applicability of any technical nature. It follows, that
it should be applicable without any other limitation than
the rank conditions on the TFMs in (1) expressing the
solvability conditions of various fault detection problems
given in Theorems 1–6. For example, a synthesis method
to solve the EFDP which is applicable only if Gd(λ) has
no unstable zeros or is only applicable to strictly proper
systems can not be considered satisfactory. A desirable
feature in this context is that the synthesis algorithms
should be applicable regardless the underlying system (1)
is proper or not.
Numerical stability (more precisely, backward stability) of
an algorithm means that the results computed by that
algorithm are exact for slightly perturbed original data. As
a consequence, a numerically stable algorithm applied to a
well conditioned problem will produce guaranteed accurate
results. This is why numerical stability is a key feature
for a satisfactory algorithm. A basic ingredient to achieve
numerical stability is the use of orthogonal transformations
whenever possible. The use of these transformations often
leads to bounds for perturbations of the initial data which
are equivalent to the cumulative effect of round-off errors
occurring during the computations. This is an important
way to prove the numerical stability of such an algorithm.
A main technique used to solve complex problems is to
perform orthogonal transformations on the original prob-
lem data to reduce the original problem to an equivalent
one which is easier to solve (e.g., reduction to condensed
forms). The use of non-orthogonal transformations should
generally be avoided, unless there are guarantees for their
well-conditioning. Notoriously ill-conditioned transforma-
tions arise during reductions to canonical forms (Jordan,
Kronecker, etc.) and therefore must be completely avoided.
For similar reasons, algorithms involving computational
detours, as for example, model conversions to polynomial
forms, cannot be considered satisfactory.
Because of the intrinsic complexity of several computa-
tional problems in systems theory, it is not always possible
to develop numerically stable algorithms for them. Numer-
ically reliable algorithms are those algorithms, which are
either numerically stable or the loss of numerical stability
during the computations can be easily detected. Therefore
one often imposes only the more general requirement of nu-
merical reliability on the individual steps of the algorithm.
Although this is not sufficient to guarantee numerical
reliability of the global algorithm, one can still expect that
it will perform accurately on well-conditioned problems.
The efficiency of an algorithm requires a computational
complexity of at most O(n3), where n is the largest di-
mension in the problem formulation, which typically is
the dimension of the underlying state space realization
of the input-output model (1). For example, performing
repeatedly rank determinations of large matrices, as in the
case of parity space methods, may lead to a complexity
of O(n4), which can represent an unacceptable computa-
tional burden for large order systems. Also, the associated
storage requirements for data should be of the order of the
data necessary to store the original system representation.
These requirements rule out many consecrated approaches
as candidates for satisfactory numerical methods. A
method which is considered satisfactory can serve as basis
for a robust numerical software implementation. In what
follows, we discuss shortly other aspects which are impor-
tant in developing satisfactory computational methods to
solve fault detection problems.
Choosing adequate system representations
Choosing the right system representation is of primordial
importance for reliable numerical computations. This is
why, for developing reliable computational algorithms for
the synthesis of fault detection filters we employ, instead
of the input-output representation (1), an equivalent de-
scriptor state-space realization
Eλx(t)=Ax(t)+Buu(t)+Bdd(t)+Bww(t)+Bff(t)
y(t)=Cx(t)+Duu(t)+Ddd(t)+Dww(t)+Dff(t)
(31)
with the n-dimensional state vector x(t). Here, λx(t) =
x˙(t) or λx(t) = x(t + 1) depending on the type of the
system, continuous or discrete, respectively. In general,
we can assume that the representation (31) is minimal,
that is, the descriptor pair (A− λE,C) is observable and
the pair (A − λE, [Bu Bd Bw Bf ]) is controllable. The
corresponding TFMs in (1) are
Gu(λ) = C(λE −A)−1Bu +Du
Gd(λ) = C(λE −A)−1Bd +Dd
Gw(λ) = C(λE −A)−1Bw +Dw
Gf (λ) = C(λE −A)−1Bf +Df
(32)
or in an equivalent notation
[Gu(λ) Gd(λ) Gw(λ) Gf (λ) ] :=
[
A−λE Bu Bd Bw Bf
C Du Dd Dw Df
]
Employing the input-output descriptions via TFMs or
matrix polynomial quotients raises serious concerns, be-
cause of the intrinsic ill-conditioning of polynomial based
representations. In this context, any computational detour
involving model conversions to these forms is highly sus-
ceptible to numerical instability. Even if E is nonsingular
but potentially ill-conditioned, the reduction of the system
(31) to a standard state space form (i.e., with E = In),
should be avoided.
Checking existence conditions
Reliably checking the existence conditions of the solution
of various problems is part of any synthesis algorithm.
These checks can be performed at the beginning using
the original system data from (31) and testing the rank
conditions of Theorems 1–6, or can be performed after
the first nullspace based preprocessing step by testing the
simpler conditions in Corollaries 1–3. In this latter case, it
is important that the problem conditioning is not worsened
during the preprocessing step. Therefore, only reductions
based on orthogonal transformations should be allowed
before testing the existence conditions. As we will see, this
aim is fully fulfilled using nullspace based computational
methods.
Addressing least order synthesis problems
The synthesis of least order fault detection filters is a
desirable goal for all synthesis methods and contributes
substantially to the reduction of real-time computational
demands when implementing these filters. Ony few of
the currently employed synthesis techniques are able to
support the synthesis of least order fault detection fil-
ters, because of the lack of suitable information on the
achievable least orders. The nullspace based methods have
a privileged position among all synthesis methods, because
they can benefit from the available full information regard-
ing the possible filter orders. The lack of such knowledge
leads to a trial and error process, where typically fault
detection filters of increasing orders are tested until they
fulfil the design requirements. Other methods, as parity
space methods, can address least order synthesis problems,
by repeatedly computing nullspace bases of large matrices
of increasing sizes. This may lead to unacceptable compu-
tational efforts for large order systems.
Optimal tuning of free parameters
Supporting the optimal tuning of free parameters of the
fault detection filters is desirable in achieving the best pos-
sible fault detection performance. Typical free parameters
are the poles of the fault detection filter which impose
the speed of the fault detection process, the relative gains
used to detect several faults, or simply the relative scaling
factors used in the case of a bank of fault detection filters.
The optimal choice of these parameters is clearly desirable
and the methods described in the previous section usually
provide access to the free parameters. Still, the optimal
tuning aspect of free parameters has been until now not
widely discussed in the literature.
4.2 Nullspace based numerical methods
As apparent from the description of the new generation of
synthesis techniques described in Section 3, the nullspace
method as a first synthesis step serves to reduce all syn-
thesis problems to simple standard forms which allow to
easily check solvability conditions and address least order
synthesis problems. In this subsection, we show how this
reduction can be performed by employing numerically sta-
ble algorithms, applicable to both standard and singular
(or non-proper) systems.
Consider the descriptor state space realization (31) of the
system (1). The (p+mu)× (mu +md) TFM G(λ) defined
in (18) has the descriptor realization
G(λ) =
A− λE Bu BdC Du Dd
0 Imu 0

If mu + md > 0, let rd be the rank of Gd(λ). Using the
method described in Appendix B, we compute a minimal
proper left nullspace basis Q1(λ) of G(λ). The state space
realization of the (p− rd)× (p+mu) TFM Q1(λ) is given
by
Q1(λ) =
[
Al − λEl Bl
Cl Dl
]
, (33)
where the pair (Al − λEl, Cl) is observable and El is
nonsingular. Additionally, we can assume that El is upper
triangular and the pair (Al−λEl, Cl) is in a staircase form
as in (B.5).
A state space realization of the reduced system (20) can
be computed as (Varga, 2011c)
[Gf (λ) Gw(λ) ] =
[
Al − λEl Bf Bw
Cl Df Dw
]
, (34)
where the row partitioning of
Q
[
Bf Bw
Df Dw
0 0
]
=
 ∗ ∗Bf Bw
Df Dw

is analogous to the column partitioning in (B.3).
As it can be observed the state space realizations of the
implementation form of the partial detector Q1(λ) and the
corresponding internal form characterized by the TFMs
Gf (λ) and Gw(λ) share the matrix triple (El, Al, Cl),
where the nl × nl matrix El is invertible (thus all three
TFMs are proper) and the pair (Al, El) has only finite
generalized eigenvalues. If all eigenvalues are stable, then
the detector Q1(λ) represents a solution of the EFDP or
a non-optimal solution of the AFDP.
If mu = md = 0 and [Gf (λ) Gw(λ) ] is not proper, then
realizations of the forms (33) and (34) can be obtained us-
ing the technique proposed in (Varga, 2011c) by computing
the nullspace basis [Q1(λ) Gf (λ) Gw(λ) ] satisfying
[Q1(λ) Gf (λ) Gw(λ) ]
[
Gf (λ) Gw(λ)
−Imf 0
0 −Imw
]
= 0
The algorithm in Appendix B can be used for this purpose.
Once again, the three TFMs Q1(λ), Gf (λ) and Gw(λ) will
share the matrix triple (El, Al, Cl).
The reduced form (34) allows to easily check the existence
conditions of a solution to the EFDP and AFDP. Accord-
ing to Corollary 1, we have to check that Gfi(λ) 6= 0 for
i = 1, 2, . . . ,mf . Since the pair (Al−λEl, Cl) is observable,
checking this condition is equivalent to verify that[
Bfi
Dfi
]
6= 0, i = 1, . . . ,mf , (35)
where Bfi and Dfi denote the i-th columns of Bf and Df ,
respectively.
The existence conditions of Corollary 2 of a solution for the
ESFDIP can be checked as part of the solution algorithm
of the underlying linear rational equation (25) proposed in
(Varga, 2004a). For this, a second orthogonal reduction to
a Kronecker-like form is necessary, which allow to check the
compatibility condition simply by checking a simple null
rank condition. Since the resulting Q2(λ) may be improper
and/or unstable, a third updating step of the detector
may be necessary to ensure the stability of Q(λ). Note
that the solution of the ESFDIP can be also addressed
by directly solving the original system of linear equations
(i.e., without performing the explicit computation of a left
nullspace basis). This approach is to be prefered if the
least synthesis aspect is also addressed, for which a suitable
algorithm is described in (Varga, 2004b).
The existence conditions of Corollary 3 of a solution for the
EWFDIP can be checked by performing q separate checks
for the q synthesis problems (e.g., one for each specification
coded in the rows of the structure matrix S). For the i-th
specification, this involves a left nullspace computation to
decouple all the faults fj for which Si,j = 0 and forming
a reduced system of the form (20), for which conditions of
the form (35) must be checked.
4.3 Integrated synthesis algorithms
Typical algorithmic approaches in control and fault de-
tection can be described as a composition of modularized
computational steps, where the problem structure between
steps is often not exploited. In contrast, an integrated
approach consists of computational steps which are con-
nected at a finer granularity level by exploiting all struc-
tural information at the termination of each step. The
expected advantages of this approach are: more efficient
computations with less overhead and less storage, and
also an increased computational reliability, because the
structural aspects can be fully exploited. The price for
this is a more involved algorithmic development involving
careful analysis of structural features and a restricted mod-
ularization/reusability of the software implementations.
The synthesis algorithms presented in the previous section
determines the TFM of the fault detection filter in a
factored form as in (16), where each factor corresponds to
a typical computational step. A non-integrated (modular)
approach would lead to high order detector models (possi-
bly non-minimal) which is less suited for real-time imple-
mentations. In contrast, an integrated synthesis approach
would rely on fault detection filter updating techniques,
where all cancellations are performed by determining ex-
plicit minimal order state space realizations. In such an
approach, the nullspace basis Q1(λ) could serve for the
initialization of the updating process Q(λ) = Q1(λ), while
at the successive computational steps Q(λ) is replaced
by Qi(λ)Q(λ), for i = 2, . . . ,K. In a similar way, it is
possible to perform the updating of the internal form of
the detector, where only the nonzero TFMs Rf (λ) and
Rw(λ) must be updated (because the initial choice already
guarantees Ru(λ) = 0 and Rd(λ) = 0). Thus a typical
integrated algorithm for the synthesis of fault detection
filters has the following conceptual form:
(1) Compute a left proper nullspace basis Q(λ) of G(λ)
in (18) and compute
[Rf (λ) Rw(λ) ] := Q(λ)
[
Gf (λ) Gw(λ)
0 0
]
(2) For i = 2, . . . ,K: Determine Qi(λ) and update the
design
[Q(λ) Rf (λ) Rw(λ) ]← Qi(λ)[Q(λ) Rf (λ) Rw(λ) ]
In the subsection 4.2, explicit state space realizations of
the initial detector Q(λ) = Q1(λ), and of the initial
Rf (λ) = Gf (λ) and initial Rw(λ) = Gw(λ) have been
derived as
[Q(λ) Rf (λ) Rw(λ) ] =
[
Al − λEl Bl Bf Bw
Cl Dl Df Dw
]
These realizations have the remarkable property of sharing
the observable pair (Al − λEl, Cl). This feature is also
a very desirable goal to be ensured at the successive
computational steps (as long as possible or meaningful).
The main advantage when fulfilling this goal is that the
stability of the fault detection filter in its implementation
form guarantees automatically its stability in the internal
form.
Integrated algorithms fulfilling the above goals have been
proposed to solve the EFDP (Varga, 2003, 2008, 2011c),
the AFDP (Varga, 2009a; Glover and Varga, 2011), the
EWFDIP (Varga, 2007b, 2011c) and ASFDIP (Varga,
2010, 2011a). For the solution of the ESFDIP the direct
method of (Varga, 2004b) is able to compute the least
order solution, while for the AWFDIP the same methods
as for the AFDP can be employed. In what follows we
describe the development of an integrated algorithm for
solving the EFDP, which exhibits all desirable features
mentioned previously.
4.4 Integrated algorithm for solving the EFDP
We discuss the computation of a least order scalar output
fault detection filter which solves the EFDP. A synthesis
procedure has been already described in the subsection
3.2. Here we give some computational details for state
space algorithms which can be used to determine the
prefilter Q2(λ), to achieves the least order dynamics of
the detector, and a second filter Q3(λ), to stabilize the
fault detection filter or to impose a desired dynamics of
the filter. The determination of each filter exploits the
information available from the previous computational
step and implements the updating technique described
previously.
We choose Q2(λ) of the particular form
Q2(λ) =
[
Al +KCl − λEl K
HCl H
]
where H is given and K has to be determined. It is easy
to check that Q2(λ)Q(λ) has the state space realization
Q2(λ)Q(λ) =
[
Al +KCl − λEl Bl +KDl
HCl HDl
]
(36)
We determine the output injection matrix K such that
Q2(λ)Q(λ) has the least possible McMillan degree. Taking
into account Proposition 3 (see Appendix B), this can
be only achieved by the cancellation of the maximum
number of unobservable poles. For this purpose, minimal
dynamic cover techniques can be employed to perform this
computation.
Computational procedures of minimal dynamic covers are
presented in (Varga, 2004c). The general idea of the
cover algorithms is to perform a preliminary orthogonal
similarity transformation on the system matrices in (33)
by applying a special version of the controllability stair-
case form algorithm of (Varga, 1990) to the descriptor
pair
(
ATl − λETl ,
[
CTl H
T CTl
])
and then with additional
block permutations and non-orthogonal block row/column
transformations, to put the transformed system matrices
in a special form which allows to cancel the maximum
number of unobservable eigenvalues. For the so-called
Type I dynamic covers (Kimura, 1977), two nonsingular
transformation matrices U and V result such that
U(Al − λEl)V =
[
Â11 − λÊ11 Â12 − λÊ12
Â21 Â22 − λÊ22
]
,
UBl =
[
B̂1
B̂2
]
,
[
Cl
HCl
]
V =
[
Ĉ11 Ĉ12
0 Ĉ22
]
,
where the pairs (Â11 − λÊ11, Ĉ11) and (Â22 − λÊ22, Ĉ22)
are observable, and the submatrices Ĉ11 and Â21 have the
particular structure[
Â21
Ĉ11
]
=
[
0 A21
0 C11
]
with C11 having full column rank. By taking
K = V
[
0
K2
]
with K2 satisfying K2C11 + A21 = 0, we annihilate Â21,
and thus make all eigenvalues of Â11 − λÊ11 unobserv-
able. The resulting Q2(λ)Q(λ) of least McMillan degree,
obtained by deleting the unobservable part, has the state
space realization
Q2(λ)Q(λ) =
[
Â22 +K2Ĉ12 − λÊ22 B̂2 +K2Dl
Ĉ22 HDl
]
(37)
Since Q2(λ)Rf (λ) has the state space realization
Q2(λ)Rf (λ) =
[
Al +KCl − λEl Bf +KDf
HCl HDf
]
,
it is straightforward to show that after deleting the unob-
servable part we obtain
Q2(λ)Rf (λ) =
[
Â22 +K2Ĉ12 − λÊ22 B̂f,2 +K2Df
Ĉ22 HDf
]
,
where
UBf =
[
B̂f,1
B̂f,2
]
To simplify the notations, after performing the updating
operations Q(λ)← Q2(λ)Q(λ) and Rf (λ)← Q2(λ)Rf (λ),
we denote the resulting state-space realizations as
[Q(λ) Rf (λ) ] =
[
A˜l − λE˜l B˜l B˜f
C˜l D˜l D˜f
]
Similar formulas apply to update Rw(λ) (if necessary).
The crucial issue in determining Q2(λ) is the choice of
H. One aspect is that each valid choice of H must
guarantee that the resulting Q(λ) is admissible. Thus,
after performing the minimal dynamic cover based order
reduction we need to additionally check[
B˜fi
D˜fi
]
6= 0, i = 1, . . . ,mf (38)
If this admissibility test is not fulfilled, the choice of H is
rejected.
The second aspect is a suitable choice guaranteeing the
least order for an admissible detector. The simplest choice
is in the case of a scalar output filter, when we can choose
H as a structured row vector of length p− rd
H = h(i) := [ 0, . . . , 0, hi, . . . , h1 ],
with hi 6= 0. This choice takes into account the staircase
form of the pair (Al − λEl, Cl) in (B.5) and, according to
(Varga, 2011c, Corollary 1.), leads to an order ni for the
detector Q(λ). A systematic search can be performed by
generating successive candidates for h(i) with increasing
number of nonzero trailing elements and checking for the
resulting detector the admissibility conditions (38). These
detectors have non-decreasing orders and thus the first
admissible detector represents a satisfactory least order
design. To speed up the selection, the choice of i = µ0−µi
nonzero components of h(i) ensures a tentative order ni, by
building a linear combination of all µ0 − µi basis vectors
of orders less than or equal to ni. In this way, repeated
checks for the same order are avoided and the search is
terminated in at most ` steps, where ` is the number of
diagonal blocks in the staircase form (B.5). Similar ideas
can be employed when H is restricted to have a certain
row dimension q > 1 (e.g., when the updated Rw(λ) must
have full row rank q).
The algorithm to compute the output injection matrix K
is not numerically stable, because involves non-orthogonal
matrix operations. Still, this algorithm can be categorized
as a numerically reliable algorithm, because the loss of
numerical stability can be easily detected either by detect-
ing large norms of the employed transformation matrices
U and V , or a large norm of the resulting K. In both
cases, the remedy is usually to generate a new H with
the same structure (usually randomly) or to increase the
targeted order. For further details, see (Varga, 2004c). For
the admissible value of i, it is even possible to determine
the optimal choice of h(i), which minimizes the norms of
the above matrices.
The resulting A˜l−λE˜l may have “bad” eigenvalues, which
are either unstable or provide unsatisfactory dynamics
for the detector Q(λ). For the final design, the resulting
dynamics of the detector can be arbitrarily assigned by
choosing Q3(λ) in the form
Q3(λ) =
[
A˜l + K˜C˜l − λE˜l K˜
C˜l Iq
]
After performing the updating operations
[Q(λ) Rf (λ) ]← Q3(λ)[Q(λ) Rf (λ) ],
the resulting state-space realizations are
[Q(λ) Rf (λ) ] =
[
A˜l + K˜C˜l − λE˜l B˜l + K˜D˜l B˜f + K˜D˜f
C˜l D˜l D˜f
]
The output injection matrix K˜ is determined such that
A˜l + K˜C˜l − λE˜l has only “good” eigenvalues. Note that
the least order of the detector Q(λ) resulting from the
previous step is automatically preserved by the detector
updating.
The computation of K˜ and the corresponding Q3(λ)
and Q3(λ)[Q(λ) Rf (λ) ] can be performed using numeri-
cally reliable coprime factorization techniques proposed in
(Varga, 1998). In these algorithms, partial pole assignment
is performed in a recursive manner by successively moving
the “bad” eigenvalues to desired “good” locations. The
state space realization of the resulting numerator TFM
Q3(λ)[Q(λ) Rf (λ) ] involves an additional (implicit) co-
ordinate transformation with orthogonal matrices W and
Z, such that the resulting W (A˜l + K˜C˜l − λE˜l)Z is in a
generalized real Schur (or quasi-upper triangular) form.
The transformations are automatically performed on all
system matrices. See (Varga, 1998) for further computa-
tional details.
4.5 Comparison of techniques for solving the EFDP
Parity space method
The parity relations based approach has been pioneered in
(Chow and Willsky, 1984; Lou et al., 1986) for standard
discrete-time systems and since then widely discussed in
the literature. Extension to standard continuous-time case
are due, for example, in (Magni and Mouyon, 1994). The
parity method is primarily limited to standard systems
(E = I), although an extension to descriptor systems has
been proposed in the discrete-time case (Maquin et al.,
1993).
The basic approach relies on expressing the input-output
dynamics in the form
y(t) = S0,kx(t) + Su,ku(t) + Sd,kd(t) + Sf,kf(t)
where
S0,k =

C
CA
...
CAk
 , Su,k :=

Du 0 · · · 0
CBu Du
. . .
...
...
. . .
. . . 0
CAk−1Bu · · · CBu Du

and similarly for Sd,k and Sf,k; and
yT (t) :=
[
yT (t) λyT (t) · · · λkyT (t) ]T
and similarly for u(t), d(t), and f(t).
A pseudo-residual is computed as
r˜(t) = Hk(y(t)− Su,ku(t)), (39)
where Hk is a so-called parity matrix with p(k + 1)
columns. The main computation is the determination of
Hk as a left annihilator satisfying
Hk [ S0,k Sd,k ] = 0
This computation is performed for k = ν + 1, ν + 2, . . . ,
until HkSfi,k 6= 0, i = 1, . . . ,mf , where ν is the
observability index of pair (A,C).
The parity space approach appears to be very simple and
also allows to search systematically for a solution of least
order. However, the computation of the parity matrix Hk
needs to explicitly form the large matrices S0,k, Su,k,
Sd,k and Sfi,k, which involves evaluating matrix powers
and products (e.g., CAjB) and leads (almost always) to
numerically unstable computations. The method is also
potentially inefficient, having a worst case computational
complexity of O(n4) because of repeated nullspace com-
putations. In light of these facts, the parity space method
can not be considered a satisfactory numerical method.
Observer based methods
Observer based methods proposed for solving the EFDP
use so-called diagnostic observers to generate the residual
signals. For simplicity, we only discuss standard state
space systems for which most of synthesis methods have
been developed. The observer based approach has been
pioneered by Beard (1971) and Jones (1971) to solve
fault isolation problems for standard state space systems
using full order Luenberger-type observers. As residual
generator, the following Luenberger-type output signal
observer is used
λxˆ(t) = Axˆ(t) +Buu(t)−K(y(t)− Cxˆ(t)−Duu(t))
r(t) = H(y(t)− Cxˆ(t)−Duu(t))
(40)
where the matrices K and H are chosen to achieve, via a
stable observer, the conditions (i)−(iii) of the EFDP. This
form of the observer automatically fulfills the decoupling
condition (i) for the control inputs (i.e., Ru(λ) = 0).
The residual generator in internal form results by intro-
ducing e(t) = x(t)− xˆ(t) to obtain
λe(t)=(A+KC)e(t)+(Bf+KDf )f(t)+(Bd+KDd)d(t)
r(t)=HCe(t) +HDff(t) +HDdd(t)
To fulfill requirements (ii) and (iii) of the EFDP, the TFM
Rd(λ) from d to r must be zero, i.e.
Rd(λ) = HC(λI−A−KC)−1(Bd+KDd)+HDd = 0 (41)
and each TFM Rfi(λ) from the fault input fi to r for
i = 1, . . . ,mf must be non-zero
Rfi(λ)=HC(λI−A−KC)−1(Bfi+KDfi)+HDfi 6= 0 (42)
The solution of this problem has been addressed by various
authors using different methods, as for example, eigen-
structure assignment (White and Speyer, 1987; Chen and
Patton, 1999) or geometric methods (Massoumnia, 1986)
(only for the case Dd = 0 and Df = 0). The main
difficulty with this approach is that the conditions for the
solvability of the EFDP in Theorem 1 and the conditions
for the existence of an observer of the form (40) which
ensures (41) and (42) (see (Saberi et al., 2007, Theorems
7.6 & 7.9)), are different. Thus there exists cases when
although the EFDP is solvable, however no observer of
the form (40) can be used as residual generator. Moreover,
it is also possible that although both the decoupling and
detectability conditions (41) and (42) can be satisfied,
however, due to unstable fixed modes (these are the unsta-
ble zeros of Gd(λ)), the resulting detector is also unstable
(Saberi et al., 2007). Therefore, the restriction to use full-
order observers is a rather severe constraint, significantly
limiting the class of problems which can be solved.
Comparison of different methods
In our comparison in Table 1. we also included the
nullspace method of Frisk and Nyberg (2001), which is
based on polynomial matrix manipulations. This compar-
ison indicates that the only satisfactory computational
method for solving the EFDP is the rational nullspace
based approach. A more thorough comparison of the exist-
ing methods to solve the EFDP is done in (Varga, 2009b).
Table 1. Comparison of methods to solve the EFDP.
Approach Generality Least order Numerical
synthesis reliability
Nullspace methods
– polynomial yes yes no
– rational yes yes yes
Parity space yes yes no
Observer-based design
– UIO no no yes
– geometric method no no yes
5. CONCLUSIONS
A new generation of satisfactory numerical algorithms
based on detector updating techniques has been developed
in the last decade to solve the main classes of fault detec-
tion filter synthesis problems. In all these new algorithms,
the nullspace method has a central role in simplifying
the synthesis problems and also in addressing the least
order synthesis aspect. The main numerical ingredients of
the new methods are numerically stable or numerically
reliable algorithms to compute condensed forms of matri-
ces or matrix pairs (Schur, generalized Schur, Kronecker-
like forms), factorization methods (proper/stable coprime
and inner-outer factorizations), as well as special algo-
rithms developed for the needs to compute least order
detectors (minimum dynamic cover, least order solution
of linear rational equations). An important aspect is that
all basic algorithms use state space system representations
in descriptor form, which guarantees full generality and
simultaneously leads to better conditioned computational
problems by avoiding unnecessary conversions to standard
state space representations.
The usefulness of the new synthesis methods would be
highly questionable without the availability of robust nu-
merical software to perform all the basic computations.
Fortunately, a comprehensive collection of such tools is
available in the MATLAB/SLICOT-based Descriptor Sys-
tems Toolbox 1 developed by the author in the last decade
(Varga, 2000; Huffel et al., 2004). Additionally, all de-
scribed synthesis algorithms are implemented in the Fault
Detection Toolbox (Varga, 2006, 2011b) (a proprietary
software of DLR, not licensed).
Recent extensions of the synthesis techniques targeted
new classes of systems, as periodic systems and linear
parameter-varying (LPV) systems. For periodic systems,
the first nullspace based synthesis method has been pro-
posed in (Varga, 2005), and subsequently efforts have been
invested to develop the main computational ingredients, as
algorithms for minimum periodic dynamic covers (Varga,
2007a) and periodic coprime factorization (Varga, 2009d),
1 Licensed by SYNOPTIO GmbH http://synmath.synoptio.de/en
to support the periodic counterparts of the EFDP and
EWFDIP. For both these fault detection problems, in-
tegrated algorithms have been recently proposed (Varga,
2012b). For LPV-systems based synthesis, the first meth-
ods have been developed using geometric techniques for
systems with affine dependence of scheduling parameters
(Bokor and Balas, 2004). A more general LPV-synthesis
framework based on symbolic LPV-nullspace computa-
tional techniques has been proposed to solve the robust
fault detection problem (Varga, 2011d). This approach
has been recently turned into a numerical computations
based algorithm for the synthesis of fault detection filters
in LPV-forms (Varga, 2011e). The proposed computa-
tional approach relies on the numerically reliable synthesis
techniques for solving the EFDP described in Section
4.2. An interesting feature of the new techniques is that
they can address robustness aspects with respect to both
measurable uncertain parameters (thus suitable for gain
scheduling) as well as unmeasurable uncertain parameters.
Appendix A. POLYNOMIAL AND RATIONAL
NULLSPACE BASES
Since polynomial bases represent an important tool in
defining the corresponding concepts for the more general
rational bases, we will recall shortly some of the main
results of Forney (1975). Let G(λ) be a p × m rational
matrix of rank r and assume that Nl(λ) is a (p − r) × p
polynomial basis of the left nullspace of G(λ), thus
Nl(λ)G(λ) = 0
Let denote by ni, the i-th index (or degree), representing
the greatest degree of the i-th row of Nl(λ). Then, the
order of Nl(λ) is defined as nl =
∑p−r
i=1 ni, (i.e., the sum of
row degrees). A minimal basis is one which has least order
among all polynomial bases. The indices of a minimal basis
are called minimal indices.
Some properties of a minimal bases are summarized below
(Forney, 1975; Kailath, 1980):
Proposition 1. Let Nl(λ) be a minimal polynomial basis
with row indices ni, i = 1, . . . , p − r. Then the following
holds:
(1) The row indices are unique up to permutations (i.e., if
N˜l(λ) is another minimal basis, then Nl(λ) and N˜l(λ)
have the same minimal indices).
(2) The minimal indices are the left Kronecker indices of
G(λ).
(3) Nl(λ) is irreducible, having full row rank for all λ ∈ |C
(i.e., Nl(λ) has no finite or infinite zeros).
(4) Nl(λ) is row reduced (i.e., the leading row coefficient
matrix formed from the coefficients of the highest row
degrees has full row rank.)
If M(λ) is a non-singular rational matrix, then N˜l(λ) :=
M(λ)Nl(λ) is also a nullspace basis. Frequently the matri-
ces M(λ) originate from appropriate left coprime factor-
izations of an original basis Nl(λ) in the form
Nl(λ) = M(λ)
−1N˜l(λ), (A.1)
where the factors M(λ) and N˜l(λ) can be choosen to
satisfy special requirements (e.g., have only poles in a
certain ”good” region of the complex plane).
The main advantage of minimal polynomial bases is the
possibility to easily build proper minimal rational bases.
These are proper rational bases having the least McMillan
degree of nl. A proper rational basis with arbitrary poles
can be simply constructed by taking
M(λ) = diag
(
1
d1(λ)
, · · · , 1
dp−r(λ)
)
, (A.2)
where di(λ) is a polynomial of degree ni, and forming
N˜l(λ) := M(λ)Nl(λ). The resulting basis N˜l(λ) has the
additional property that the order of any minimal state
space realization of N˜l(λ) is equal to the sum of orders of
the minimal state space realizations of the rows of N˜l(λ).
Furthermore, Dl := limλ→∞ N˜l(λ) has full row rank.
Such a basis is called simple minimal proper rational basis
in (Vardulakis and Karcanias, 1984) and is the natural
counterpart of the minimal polynomial basis introduced
by Forney (1975).
Appendix B. COMPUTATION OF MINIMAL PROPER
RATIONAL NULLSPACE BASES
We present a method for the computation of a minimal
proper rational left nullspace basisNl(λ) of a p×m rational
matrix G(λ) of rank r using a pencil reduction method
based on a state space representation of G(λ) in the form
G(λ) :=
[
A− λE B
C D
]
(B.1)
which satisfies
G(λ) = C(λE −A)−1B +D
The computational method, proposed in (Varga, 2003),
exploits the simple fact that Nl(λ) is a left nullspace basis
of G(λ) iff [Ml(λ) Nl(λ) ] is a left nullspace basis of the
system matrix
S(λ) =
[
A− λE B
C D
]
.
Thus, to compute Nl(λ) we can determine equivalently a
left nullspace basis Yl(λ) of S(λ) and then Nl(λ) simply
results as
Nl(λ) = Yl(λ)
[
0
Ip
]
.
Nl(λ) can be computed by employing linear pencil reduc-
tion algorithms based on orthogonal transformations. The
resulting nullspace is obtained in a descriptor system rep-
resentation which can be immediately used in applications.
In what follows we give some details of this approach.
Let Q and Z be orthogonal matrices determined, for
instance, by using the algorithms of Beelen (1987); Varga
(1996), such that the transformed pencil S˜(λ) := QS(λ)Z
is in the Kronecker-like staircase form
S˜(λ) =
Ar − λEr Ar,l − λEr,l0 Al − λEl
0 Cl
 (B.2)
where the descriptor pair (Al − λEl, Cl) is observable, El
is non-singular, and Ar − λEr has full row rank excepting
possibly a finite set of values of λ (i.e, the invariant zeros
of S(λ)). It follows that we can choose a proper rational
left nullspace basis Y˜l(λ) of S˜(λ) in the form
Y˜l(λ) =
[
0 Cl(λEl −Al)−1 I
]
. (B.3)
Then the left nullspace of G(λ) is
Nl(λ) = Y˜l(λ)Q
[
0
Ip
]
and if we partition
Q
[
0
Ip
]
=
[
Br,l
Bl
Dl
]
in accordance with the column partition of Y˜l(λ), we
obtain
Nl(λ) = Cl(λEl−Al)−1Bl+Dl :=
[
Al − λEl Bl
Cl Dl
]
(B.4)
which is a descriptor system representation for Nl(λ). Note
that, to obtain this nullspace basis, we performed exclu-
sively orthogonal transformations on the system matrices.
We can prove that all computed matrices are exact for
a slightly perturbed original system. It follows that the
algorithm to compute the nullspace basis is numerically
backward stable.
The full column rank subpencil
[
Al − λEl
Cl
]
defines the
left Kronecker structure of G(λ). It is possible to obtain
this subpencil in an observability staircase form
A`,`+1 A`,` − λE`,` · · · A`,1 − λE`,1
A`−1,`
. . .
...
. . . A1,1 − λE1,1
A0,1
 (B.5)
where Ai,i+1 ∈ IRµi×µi+1 , with µ`+1 = 0, are full column
rank upper triangular matrices, for i = 0, . . . , `. Note
that this form is automatically obtained by using the
pencil reduction algorithms described in (Beelen, 1987) or
(Varga, 1996). The left (or row) Kronecker indices result
as follows: there are µi−1 − µi Kronecker blocks of size
i× (i−1), for i = 1, . . . , `+1. The row dimension of Nl(λ)
(i.e., the number of linearly independent basis vectors)
is given by the total number of Kronecker indices, thus∑`+1
i=1(µi−1 − µi) = µ0. Applying standard linear algebra
results, it follows that µ0 := p− r.
We give now some properties of the computed rational
basis, see (Varga, 2011c) for proofs.
Proposition 2. If the realization (B.1) of G(λ) is minimal,
then the rational matrix Nl(λ) defined in (B.4) is a
minimal proper rational basis of the left nullspace of G(λ).
This result shows that the computed rational basis above
has actually the least possible McMillan degree. However,
in general, the computed minimal proper basis is not
simple. Additionally the following important result holds:
Proposition 3. If the realization (B.1) of G(λ) is minimal,
then the realization of Nl(λ) defined in (B.4) is maximally
controllable.
This means that for any output injection matrix K, the
pair (Al + KCl − λEl, Bl + KDl) remains controllable.
Notice also that due to the particular form of Cl, the
resulting Al+KCl has only the last block column changed.
It follows that Al + KCl has the same staircase form
structure as Al.
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