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Abstract
In this paper we study the positive theory of groups acting on trees and show that
under the presence of weak small cancellation elements, the positive theory of the group
is trivial, i.e. coincides with the positive theory of a non-abelian free group. Our results
apply to a wide class of groups, including non-virtually solvable fundamental groups of 3-
manifold groups, generalised Baumslag-Solitar groups and almost all one-relator groups
and graph products of groups. It follows that groups in the class satisfy a number
of algebraic properties: for instance, their verbal subgroups have infinite width and,
although some groups in the class are simple, they cannot be boundedly simple.
In order to prove these results we describe a uniform way for constructing (weak)
small cancellation tuples from (weakly) stable elements. This result of interest in its own
is fundamental to obtain corollaries of general nature such as a quantifier reduction for
positive sentences or the preservation of the non-trivial positive theory under extensions
of groups.
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1 Introduction
Laws (identities), surjectivity of word maps, finite verbal width and bounded simplicity
are examples of classical algebraic properties which are widely studied in groups and can
actually be addressed in the common framework of the positive theory of the group.
The positive theory of a group is the fragment of the elementary theory composed by
the set of first-order sentences that do not contain negations. In other words, it is the set
of sentences of the form:
@x1Dy1 . . .@xnDyn
ł
i“1,...,r
˜ ľ
j“1,...,s
Σi,jpx1, y1, . . . , xn, ynq “ 1
¸
satisfied by the group, where Σi,j P F px1, y1, . . . , xn, ynq.
During the last decades, the model-theoretic study of groups has proven to be the motor
for developing techniques and establishing new connection between different areas. One of
the most remarkable achievements in the model-theoretic study of groups is the solution to
Tarski problems for free groups. The first key step in the study of the elementary theory of
a free group was precisely the study of its positive theory. In [Mer66], Merzlyakov proved an
implicit function theorem for positive sentences: if a free group satisfies a positive sentence
@x1Dy1, . . . ,@xnDyn Σpx1, . . . , xn, ynq “ 1, then one can find words in variables xi which
witness the truth of the sentence, that is there exist algebraic expressions wipx1, . . . , xiq,
i “ 1, . . . , n, called formal solutions, such that
Σpx1, w1px1q, . . . , xn, wnpx1, . . . , xnqq “ 1
in the free group F ˚ F px1, . . . , xnq. As a consequence, all non-abelian free groups have
the same positive theory and every positive sentence satisfied by a non-abelian free group is
satisfied by every group. In view of this, we say that a groupG has trivial positive theory if its
positive theory coincides with the one of non-abelian free groups, i.e. Th`pGq “ Th`pF2q.
For the general theory of a non-abelian free groups, Sela showed in [Sel06a] that this the-
ory admits quantifier elimination to the Boolean algebra of @D-formulas and furthermore,
Kharlampovich-Miasnikov proved that this quantifier elimination can be performed algo-
rithmically, see [KM06]. However, for general @D-sentences one does not have an implicit
function theorem and this makes the validation process for @D-sentences in the free group
substantially more complicated than for positive sentences.
Merzlyakov’s result on the positive theory of non-abelian free groups have been gen-
eralised from free groups to free products of groups, [Sac73, Sel10], hyperbolic groups
[Sel09, Hei18], right-angled Artin groups [CRK10, DL04], graph products [DL04], HNN-
extensions and free products with amalgamation over finite groups [LS`06] and for torsion-
free acylindrically hyperbolic groups [Fru¨19].
In this paper we study the positive theory of groups acting on trees. More precisely, we
prove the following theorem.
Theorem A (Theorem 7.6). If a group G acts minimally on a simplicial tree and the
action on the boundary neither fixes a point nor is 2-transitive, then its positive theory is
trivial, that is the group G satisfies exactly the same set of positive sentences as a non-
abelian free group. In particular, the positive theory is decidable: there is an algorithm that
given a positive sentence in the language of groups determines whether or not the sentence
is satisfied in the group.
This result applies to many classes of groups for which we can provide a precise criterion
for the triviality of their positive theory.
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Corollary B (Corollary 8.1). Non-virtually solvable fundamental groups of closed, ori-
entable, irreducible 3-manifolds; non-solvable generalised Baumslag-Solitar groups; (almost
all) non-solvable one-relator groups; and graph products of groups whose underlying graph
is not complete have trivial positive theory.
As we mentioned, the triviality of the positive theory has many nice algebraic implica-
tions.
Corollary C (Corollary 8.1). The following families of groups do not have verbal sub-
groups of finite width, and they are not boundedly simple: non-virtually solvable fundamen-
tal groups of closed, orientable, irreducible 3-manifolds; non-solvable generalised Baumslag-
Solitar groups; (almost all) non-solvable one-relator groups; and graph products of groups
whose underlying graph is not complete.
Related results can be found in [BBF`19, MN14] and references thereof.
The key ingredient in the proof of Mezlyakov’s result on the existence of formal solutions
for free groups and for the later generalisations to other groups is small cancellation.
Small cancellation has been extensively used in geometric group theory: to prove embed-
dability results, for instance that every countable group can be embedded into a 2-generated
simple group [Sch76]; to produce examples of groups with exotic properties: infinite Burn-
side groups, Tarski and Ol’shanskii monsters, hyperbolic groups with wild subgroups given
by the Rips’ construction and finitely presented groups not admitting a uniform embedding
into a Hilbert space [Gro03]; to provide a model for random finitely presented groups; to
find non-trivial quasi-morphisms, etc.
In our work, we establish a new relation between a weaker version of small cancellation1
and the triviality of the positive theory. This new approach allows us to address a wider
class of groups which do not necessarily contain small cancellation elements (for instance,
Baumslag-Solitar groups).
Informally speaking, a tuple is small cancellation if the minimal tree M spanned by the
elements of the tuple is “almost” independent from all its translates by elements of the
group, i.e. it intersects its coset hM by the action of any element h in a “small” segment;
in this way, a tuple is weak small cancellation if the minimal tree M is almost “dynamically
independent” from all its translates, i.e. if it intersects its coset hM by the action of any
element h in a “long” segment, then the segment is the same and the element h acts as the
identity on it (we do not allow for interval exchange transformations on the dynamics of the
minimal tree), see Definition 4.1.2.
The relation between weak small cancellation and the positive theory is established in
the following theorem.
Theorem D (Theorem 6.4). If G acts irreducibly and minimally on a tree and contains
weak small cancellation elements, then its positive theory is trivial.
The connection between Theorem A and Theorem D is established in [IPS14], where the
authors show that if a group G acts minimally on a simplicial tree with vertex degree at
least 3 and the action on the boundary neither fixes a point nor is 2-transitive, then the
group G admits what they call a “good labeling”; they then proceed by showing that in this
case, there are segments with small cancellation features from which they build non-trivial
quasi-morphisms and prove that the second bounded cohomology of the group is infinite
dimensional. In our case, we show that the existence of a good labeling and more precisely
1Our version of weak small cancellation is closely related, and in some settings equivalent, to the ones
introduced in [IPS14, BBF15]).
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the existence of segments with small cancellation features is equivalent to having weak small
cancellation elements. The relation between these two very different notions, triviality of the
positive theory and infinite dimensional second bounded cohomology, seems to go further.
In [BBF15], the authors introduce the notion of WWPD element and show that for groups
acting on quasi-trees, the existence of WWPD elements implies that the group has infinite
dimensional second bounded cohomology. In the context of groups acting on trees, we prove
that the existence of a WWPD element, which in our context coincides with the notion
of weakly stable element, see Definition 2.9.1, also implies that the group has weak small
cancellation elements and so trivial positive theory. In a forthcoming work, we intend to
keep exploring this connection and generalise our results on the positive theory to groups
acting on more general spaces under the presence of WWPD elements.
In the case of groups acting on hyperbolic spaces, the existence of a WPD element is
equivalent to the existence of a small-cancellation tuple, [Hul13]. We show that, in fact, this
relation can be established in a uniform way, i.e. given a stable element, one can uniformly
describe a small cancellation tuple dominating an arbitrary tuple c, see Definition 4.1.2.
However, in general, we do not know if the equivalence between stable element and small
cancellation holds when one weakens these two properties, see Section 9. In any case, we
prove that given a weakly stable element, there is again a uniform way to determine a weakly
small cancellation tuple.
Theorem E (Corollary 4.7). For all N,m ě 1, there exist two m-tuple of words wsc, wsc1 P
Fpx, yqm with the following property. Suppose we are given an action of a group G on a tree
T , two elements g, h such that the subgroup xg, hy acts irreducibly on T , h is hyperbolic and
stable (resp. weakly stable) and dpAphq, Apgqq ă tlphq. Then either wpg, hqsc or wpg, hqsc1
is N -small cancellation (respectively, weakly N -small cancellation).
We believe that these uniformity results, although technical, are interesting in their own
and have proven to be useful tools to obtain other results. Keeping in mind this further
applications, the results are presented in a bit more generality than strictly needed for
this paper. One of the results we obtained is an effective quantifier reduction for positive
sentence in all groups. This reduction states that in order to check if a group has trivial
positive theory, it is sufficient to determine it for positives @D-sentences. More precisely, we
prove the following theorem.
Theorem F (Theorem 6.3). Given any non-trivial positive sentence φ, one can effectively
describe a non-trivial positive @D-sentence φ1 such that φ implies φ1 in the theory of groups,
that is for any group G, if G |ù φ, then G |ù φ1. In particular, if a group has non-trivial
positive theory, it must satisfy some non-trivial positive @D-sentence.
In the same way, uniformity results are key in proving that the property of having non-
trivial positive theory is closed under extensions.
Theorem G (Theorem 6.5). The class C of groups with non-trivial positive theory is closed
under extensions, i.e. if N,Q P C and there is an exact sequence 1 Ñ N Ñ GÑ QÑ 1 for
G, then G P C.
Another corollary from the uniformity is that (most) groups acting on trees have uniform
exponential growth, recovering results from [dlHB00].
Last but not least, in the forthcoming work [CGKN] we use these results in as essential
way to prove the interpretability of the graph and the vertex groups in a graph product of
groups with vertex groups having non-trivial positive theory.
It is an easy observation that if a group G quotients onto a group H, then the positive
theory of G is contained in the positive theory of H. In particular, all large groups, that is,
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groups for which a finite index subgroup possess a homomorphism onto a non-abelian free
group, have trivial positive theory since they project to virtually free groups (non virtually
abelian). In view of this, one may wonder if there is a relation between having trivial positive
theory and being large or more, generally, SQ-universal. As we already pointed out, if the
group is large, then its positive theory is trivial. However, the question for SQ-universal
groups is not known. More precisely, we ask the following
Question H. Does every SQ-universal group have trivial positive theory?
On the hand, the converse is far from being true. Indeed, in the preprint [CGKN19], the
authors provide with an uncountable family of finitely generated simple groups with trivial
positive theory and so with all verbal subgroups of infinite width. This result generalised
Muranov’s construction of a finitely generated simple group with infinite commutator width,
[Mur10]. Furthermore, it also exhibits a clear contrast with the behaviour of the class of
finite simple groups for which for each word there is a uniform bound on the width of the
corresponding verbal subgroup.
As we mentioned, weak small cancellation is the key tool to prove that a group has trivial
positive theory but also to show the existence of non-trivial quasi-morphisms. This bring
us to the following question:
Question I. Is there are group with trivial positive theory and finite-dimensional second
bounded cohomology? Is there a group with infinite dimensional second bounded cohomology
and non-trivial positive theory?
Although it would be really surprising if indeed there is a relation between these two
very different properties, the construction of an example that satisfies one but not the other
one would require new techniques, which we believe could be of interest in their own.
Another consequence of using weak small cancellation elements to prove that the positive
theory is trivial is that all these groups contain free groups and so have exponential growth.
Hence, we ask the following:
Question J. Does every group with trivial positive theory have exponential growth?
In Section 9, we discuss these and some other open questions.
2 Preliminary results on actions on trees
In this subsection we fix some terminology and provide some basic results regarding isome-
tries and group actions on trees. The reader is referred to Chapter 3 of [Chi01] for a rigorous
and detailed presentation of the subject at hand. Unless stated otherwise, throughout the
whole paper, except in Section 7, T denotes a real tree with distance metric d.
Basics
An isometry g of a simplicial tree T that does not invert edges is either elliptic if it fixes
a vertex (also called point), or hyperbolic otherwise. In the first case there exists a unique
maximal subtree Apgq of T that is fixed point-wise by g, and g may be seen as ‘rotating’
around Apgq. In the second case there exists an infinite line Apgq that is preserved by g, and
g acts on T as a translation along Apgq. Regardless of whether g is elliptic or hyperbolic we
call Apgq the axis of g. The translation length of an isometry g, denoted tlpgq, is defined as
the infimum of the displacements by g of a point, i.e. tlpgq “ infvPT dpv, gvq.
In this paper we work with groups G that cat on trees by isometries on a tree T , i.e.
groups that embed in the group of isometries of T . In this case, given a vertex v and two
elements from a group g, h we wrote gh ¨ v (or simply ghv) to refer to the vertex g ¨ ph ¨ vq.
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We next present several basic results regarding tree isometries. In order to match the
notation introduced above, we denote the composition of two isometries g, h by gh, and we
agree that h acts before g.
The following basic lemma is fundamental for our paper. It will be used extensively
without referring to it.
Lemma 2.1 (Lemma 1.7, Chapter 3, [Chi01]). If g, h are both isometries of T , then
1. Apghq “ h´1Apgq.
2. Apg´1q “ Apgq.
3. If n is an integer then tlpgnq “ ntlpgq and Apgnq Ď Apgq. If n ‰ 0 and tlpgq ą 0 then
Apgnq “ Apgq.
The following remark can be verified in a straightforward way with the help of Item 1
of Lemma 2.1.
Remark 2.2. Let g, h be two isometries such that Apgq and Aphq are disjoint. Then
1. both sets are mutually disjoint from Aphgq,
2. the path from Aphgq to Aphq has nonempty intersection with Apgq.
The axis of the composition of two isometries
The following lemmas and their corresponding diagrams provide valuable information re-
garding the product of two isometries.
By bridge between two axes Apgq and Aphq we mean the shortest path connecting them.
Lemma 2.3 (Lemma 2.2 of Chapter 3 [Chi01]). Let g, h be two elements acting on a tree
which are not inversions. Suppose Apgq X Aphq “ H. Let rp, qs be the bridge between Apgq
and Aphq, with p P Apgq and q P Aphq. Then rp, qs Ď Apghq, and
tlpghq “ tlpgq ` tlphq ` 2dpApgq, Aphqq.
Moreover, Apghq X Aphq “ rq, h´1qs “ tlphq and Apghq X Apgq “ rp, gps “ tlpgq, segments
of length tlphq and tlpgq, respectively. See Figure 1 where we have depicted Apghq in case
both g and h are hyperbolic.
Two isometries g, h are said to meet coherently if Apgq X Aphq ‰ H and if both are
hyperbolic then the translation direction of g and h coincides on Apgq XAphq (see page 100
in [Chi01]). The following is the analogue of Lemma 2.3 for the case when g and h meet
coherently.
Lemma 2.4 (Lemma 3.1 of Chapter 3 [Chi01]). Assume g, h are hyperbolic isometries
which meet coherently. Then gh meets both g and h coherently, tlpghq “ tlpgq ` tlphq,
|Apghq X Aphq| “ |Apgq X Aphq| ` tlphq, and |Apghq X Apgq| “ |Apgq X Aphq| ` tlpgq. See
Figure 2 for a depiction of Apghq.
For convenience, in Figure 3 we depict the axis of Apghq for g and h two isometries of
the tree T such that g is elliptic and h is hyperbolic, Apgq X Aphq ‰ H, and additionally g
does not invert a subsegment of Aphq and g does not pointwise fix Aphq.
We will also need the following observation.
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Apghq
Aphq
q
Apgqp
h´1g´1p
h´1p hp
g´1q gq
hq
gpg´1p
h´1q
ghq
Figure 1: The axis of gh under the assumptions of Lemma 2.3, assuming g and h are
hyperbolic. We have also depicted the image of the points p, q under different action
compositions of the isometries g˘1, h˘1.
Apghq
h ´1Apgq
Aphq
tlphq
|Apgq XAphq|
Apgq
tlpgq gAphq
Figure 2: The axis of gh (in red) under the assumptions of Lemma 2.4. The black and blue
lines are translates of Aphq and of Apgq, respectively.
Remark 2.5. Let g and h be two hyperbolic elements. If Apgq X Aphq “ H then Apghq
contains the path connecting Apgq and Aphq. Otherwise Apghq contains Apgq X Aphq. In
both cases |Apgq XApghq| “ tlpgq.
If g is hyperbolic and h is elliptic then Apgq XApghq is finite.
We next provide information regarding the translation length of the product of two
isometries.
Remark 2.6. Let g, h be two isometries of T . Then
1. tlpxyq “ tlpxq ` tlpyq ` 2dpApxq, Apyqq if Apxq and Apyq do not intersect.
2. tlpxyq “ tlpxq ` tlpyq if Apxq and Apyq intersect coherently.
3. tlpxyq “ tlpxq ` tlpyq ´ 2|Apxq X Apyq| if 0 ă |Apxq X Apyq| ď minttlpxq, tlpyqu, and
Apxq, Apyq do not intersect coherently.
7
kAphq
pghgq´1Aphq
Apghq
Aphq
g´1Aphq
Apgq
Figure 3: The axis of Apghq (in blue) when g is hyperbolic, h is elliptic, Apgq XAphq ‰ H,
and g neither fixes Aphq nor inverts an edge in Aphq. Here k denotes the element phgq´2g´1.
Action dynamics for a set of isometries
The action of a group G on T is called abelian if tlpghq ď tlpgq ` tlphq for all g, h P G.
It is called dihedral if it is not abelian and tlpghq ď tlpgq ` tlphq for all hyperbolic pair of
elements g, h P G. Finally, the action is said to be irreducible if it is neither abelian nor
dihedral. We refer to [Chi01, Chapter 3] for further details and alternative characterisations
of these notions.
Lemma 2.7. Let G be a group generated by two isometries g, h of the tree T . Assume that
Apgq X Aphq “ H. Then the action of G on T is dihedral if and only if both g and h are
elliptic and both g2 and h2 fix the segment rp, qs between Apgq and Aphq. Otherwise, the
action is irreducible.
Proof. First note that if the action on T is not irreducible, then both g, h are elliptic. Indeed,
if for example g is hyperbolic, then g and gh are two hyperbolic elements whose axes have
finite intersection (see Remark 2.5), which forces the action of xg, hy on T to be irreducible.
Moreover, since rp, qs is contained in Apghq (by Remark 2.5) but it is not contained in
Apgq nor Aphq by hypothesis, we have that Apgq and Aphq do not contain Apghq. This
means the only possibility left is that g and h both act as on the bi-infinite line Apghq by
inversion. In particular, g2 and h2 fix rp, qs.
Vice-versa, if g2 and h2 fix rp, qs, then it is easy to check that the union of the points in
the orbit of rp, qs under the action of xh, gy is a bi-infinite line on which both g and h act
by a rotation.
Lemma 2.8. Let p and q be coprime integers and assume we are given a two-generated
group xg, hy acting irreducibly on T . Then there is ps, tq P tp, qu ˆ tp, qu such that the
subgroup xgs, hty also acts irreducibly on T .
Proof. If both g and h act hyperbolically on T the result is clear. Suppose now that, for
instance, g is elliptic. The fact that p and q are coprime implies that ApgpqXApgqq “ Fixpgq.
If h is hyperbolic, the latter implies that for some s P tp, qu and any t P tp, qu we have that
Apgsq Ğ Aphtq “ Aphq, which implies that xgs, hty acts irreducibly on T . Suppose now h is
elliptic as well. If we had Apgsq X Aphtq ‰ H for all ps, tq P tp, qu2, then every pair of sets
in the family tApgqq, Apgpq, Aphqq, Aphpqu has a non-empty intersection. Since they are all
convex, Helly’s theorem implies that the intersection of all of them must be convex as well,
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but
Apgpq XApgqq XAphpq XAphqq “ pApgpq XApgqqq X pAphpq XAphqqq “ Apgq XAphq
so in that case the action of xg, hy on T would have a fixed vertex: a contradiction.
We end this preliminary section with some miscellaneous results which will be needed
during the paper. The first one of them can be proved by using Remark 2.1.
Given a convex subset A Ă T we denote by prA the map that sends each point x P T
to the unique closest point a P A. Notice that given another convex set B Ă T either
dpA,Bq ą 0 and prApBq is a single point or prApBq “ AXB.
Remark 2.9. Let g, h, k be isometries such that Aphq X Apkq “ H and at least one of the
following conditions is satisfied:
1. Apgq XApkq “ H and Apgq and Aphq project to the same point of Apkq
2. The diameter of prApkqpApgq YApgqq is strictly less than tlpkq.
Then ApgkqXAphq “ H and the path between Aphq and Apgkq intersects Apkq. A particular
case setting is illustrated in Figure 4.
Aphq Aph kq
Apkq
Apgq Apgkq
Figure 4: Scenario described in Remark 2.9, assuming both g and h are hyperbolic.
(Weak) stability
The next definition plays a key role in this paper. We refer to the introduction and to
Section 4 for context and motivation.
Given a hyperbolic element h P G, denote the collection of all elements g P G preserving
Aphq set-wise and point-wise by Ephq and Kphq, respectively.
Definition 2.9.1. We say that the hyperbolic element h is weakly stable (weakly λ-stable)
if for all g P G if |Axphq X gAxphq| ą tlphq ( ą λ ¨ tlphq ), then g P Ephq.
We say that the hyperbolic element h is (λ-)stable if it is weakly (λ-)stable and Kphq “
t1u.
The properties defined in the next lemma will only be used at one specific technical point
later on.
Lemma 2.10. Let G be a group acting on a simplicial tree T . Consider the following three
conditions, parametrized by λ ą 0, on a hyperbolic element h.
FSpλq If an element fixes a subsegment of Aphq of length bigger than λtlphq then it has to
fix the whole Aphq.
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AIpλq Given another hyperbolic element g with tlpgq ď tlphq either |Apgq XAphq| ď λtlphq
or g P Ephq.
WSpλq h is weakly λ-stable.
The following implications hold:
FSpλq ñ AIpλ` 2q,WSpλ` 2q
WSpλq ñ FSpλq
Proof. Let us start with FSpλq ñ AIpλ ` 2q. Pick g hyperbolic with tlpgq ď tlphq and
assume that |Apgq XAphq| ą pλ` 2qtlphq.
Recall the well-known fact valid for any Bass-Serre action on a tree, see [Chi01]: For any
two hyperbolic elements h, g with |Apgq XAphq| ě tlpgq ` tlphq the commutator rg, hs must
fix a subsegment of ApgqXAphq of length |ApgqXAphq|´tlpgq´tlphq and no other points on
either Apgq or Aphq. This fact implies that the commutator rg, hs fixes a segment of length
pλ ` 2qtlphq ´ tlpgq “ tlphq and since by assumption tlpgq ď tlphq, the commutator fixes a
segment of length at least λtlphq. Since by assumption h satisfies the condition FSpλq, it
implies that rg, hs fixes the whole Aphq, which is a contradiction (since the commutator only
fixes points in the intersection Apgq XAphq).
Let us now see FSpλq ñWSpλ`2q. Suppose that we are given g sending a subsegment
J of length at least pλ` 2qtlphq of Aphq into Aphq. Assume first that g does not revert the
orientation of J . Then for some value k P Z the element g1 “ hkg displaces J by a distance
of at most tlphq along Aphq, which implies that tlpg1q ď tlphq and Apg1q X Aphq ě λtlphq.
Properties FSpλq and AIpλ`2q then imply that g1 preserves Aphq set-wise and, consequently,
so does g.
Assume now that the partial map of Aphq restricting the action of g inverts the orien-
tation. Then, for some value k P Z there exists a sub-segment of length at least λ ¨ tlphq
such that the two elements g1 “ ghk and hg1h act on J 1 as a flip over the same vertex. This
implies that hg
1
h “ g1´1phg1hq must fix said J 1 point-wise and hence the whole Aphq, by
FSpλq. This means that the hyperbolic element hg1 has to preserve Aphq set-wise, which
can only occur if g1 already does, as Aphg1q “ g1´1Aphq.
The second implication is clear.
We will also need the following well-known fact. We include a proof for completeness:
Lemma 2.11. Let G be a group acting on a real tree T and assume we are given elements
c1, c2, . . . , ck of G and K ą 0 with the property that for all 1 ď j ă j1 ď k we have
tlpcjq, tlpcj1q, tlpcjcj1q ď K. Then there is a point ˚ P T such that dpcj˚, ˚q ď 2K for all
1 ď j ď k.
Proof. For each 1 ď j ď k let Ej be the K2 -neighbourhood of Apcjq in T . Since tlpcjq ď K
we have dpcj˚, ˚q ď 2K for any ˚ P Ej . We claim that the intersection Ei X Ej is non-
empty for any 1 ď i ă j ď ku. Indeed, otherwise dpApciq, Apcjqq ą K, which implies that
tlpcicjq ą 2K. By Helly’s theorem the intersection Şkj“1Ej is non-empty and so it suffices
to take the point ˚ in this intersection.
3 Weakly small-cancellation and formal solutions
The goal of this section is, given a group admitting an irreducible action on a tree, to
establish a relation between having weak cancellation elements and the triviality of its
positive theory. Recall that that we say that the positive theory of a group is trivial if it
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coincides with the positive theory of a non-abelian free group. This terminology is motivated
by the fact that the positive theory of any group contains at least the positive theory of a
free non-abelian group.
The triviality of the positive theory will follow from the existence of formal solutions
for positive sentences, see Definition 3.0.1. Roughly speaking, given a sentence φ of the
form @xDyΣpx, yq “ 1, where Σ is a system of equations, a formal solution is an algebraic
description of the variables y’s as words in the variables x, i.e. y “ wpxq, such that the
words Σpx,wpxqq are trivial in the free group F pxq. This formal description of the variables
y in function of the variables x provides a “generic” witness for the validity of the sentence
it implies its triviality.
After defining formal solutions, we introduce the other key notion of the section: weak
small cancellation tuples. Roughly speaking, a tuple of elements is N -small cancellation if
the translation length of each element in the tuple is long (at least N), all elements of the
tuple have similar translation lengths and the minimal tree they span intersects any of its
proper translates in a segment of length of the order 1N , see Definition 4.1.2. A weak small
cancellation tuple allows for longer intersections between the minimal tree T and some of its
translates gT , but only as long as g acts as the identity on the intersection. We say that a
group has weak small cancellation elements if there are tuples of weak N -small cancellation
elements for arbitrary big N .
The first goal of the section, see Theorem 3.1, is to show that if a group G acts on
a tree satisfies a positive @D-sentence φ and has weakly small cancellation elements, then
there exist formal solutions for the sentence and therefore, in particular, φ is trivial. As a
corollary, we obtain that if a group acting on a tree has weak small cancellation elements,
then the only @D-sentences that it satisfies are the trivial ones.
Later in Section 6.1, we prove that if a group satisfies a non-trivial positive sentence,
then it actually satisfies a non-trivial @D-sentence, see Theorem 6.3. Combining this fact
with the first main result of this section on the triviality of positive @D-sentences, we deduce
that groups acting on trees with weakly small cancellation elements have trivial positive
theory.
The second main goal of the present section is to prove a parametric version of the afore-
mentioned result for positive formulas, that is, given a positive @D-formula φpzq with free
variables z, there exist formal solutions (relative to a finite set of diophantine conditions),
see Definition 3.0.1, such that if a group G acting on a tree with small cancellation elements
satisfies the sentence φpcq, for some c P G|z|, then the group satisfies one of the diophantine
conditions and so the formula φ admits a formal solution relative to this diophantine con-
dition, see Theorem 3.2. As a corollary, we deduce that groups acting on trees with small
cancellation elements have trivial positive theory, see Corollary 3.13. This Corollary will be
the key tool to prove the quantifier reduction in Theorem 3.2.
Definition 3.0.1 (Formal solution relative to a diophantine condition). Let ψpwq be a
positive formula in the language of groups without constants (all formulas in this paper use
no constants —besides the identity element):
ψpwq ” @x1Dy1@x2 . . .@xmDym
kł
j“1
Σjpw, x1, y1, x2, . . . , xm, ymq “ 1,
where w, xi, and yi are tuples of variables for all 1 ď i ď m and Σj is a conjunction of
atomic terms (i.e. a conjunction of words), for all 1 ď j ď k. Let φpwq be a diophantine
condition (i.e. a positive existential formula) of the form DvΠpv, wq “ 1 for some system of
equations Πpv, wq.
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We next introduce the notion of formal solution of ψpwq relative to φpwq. Intuitively,
this is a substitution of the y’s by words on v, w, and the x’s, so that under this substitution
some word in Σj (for all j “ 1, . . . , k) is trivial if all words in Π are. Formally,
By formal solution to ψpwq relative to φpwq we mean a tuple α “ pα1, α2, . . . , αmq, where
αl P Fpv, w, x1, x2, . . . , xlq|yl| for all 1 ď l ď m such that for some 1 ď j ď k all words in the
tuple
Σjpw, x1, α1pv, w, x1q, x2, α2pv, w, x1, x2q, . . . , αmpv, w, x1, x2, . . . , xmqq
are in the normal closure of the words of Πpv, wq in Fpv, wq ˚ Fpx1, x2, ¨ ¨ ¨xmq.
One can understand formal solutions in terms of homomorphisms between formal groups.
Consider the groups given by the following presentations:
GΠpv, wq “xv, w |Πpv, wq “ 1y
GΣj pwq “xv, w, x1, y1, x2, y2, . . . , xm, ym |Σjpw, x1, y1, x2, y2, . . . , xm, ymq “ 1y
Formal solutions relative to φ are equivalent to homomorphisms f : GΣ Ñ GΠ ˚
xx1, x2, . . . , xmy that restrict to the identity on each of the elements named by a variable
from the tuple w or from any of the tuples x1, . . . , xm, such that fpylq is contained in the
group generated by v, w, x1, x2, . . . , xl, for all 1 ď l ď m.
Notice that the existence of such α implies that G |ù ψpaq for any group G and any
tuple a P G|w| such that G |ù φpaq. The classical notion of formal solution [Mer66, Sel06b]
is recovered by taking Π “ 1, in which case we will speak of α simply as a formal solution.
We will denote the collection of all variables in the tuples x1, . . . , xm simply by x. A
similar notation will be used for y1, . . . , ym and y.
We next introduce one of the key concepts of the paper - weak small cancellation ele-
ments.
Definition 3.0.2. Fix an action of a group G on a simplicial tree T . Consider a tuple of
elements a “ pa1, ¨ ¨ ¨ , amq P Gm. Given N ą 0, we say that a is weakly N -small cancellation
(in T ) if the following holds for some base point ˚ P V T
(a) dp˚, ai˚q ą N for all i,
(b) dp˚, aj˚q ď N`1N mini tlpaiq for all i, j, and
(c) For all g P G,  P t1,´1u and 1 ď i, j ď m the condition |r˚, ai˚s X gr˚, aj˚s| ě
1
N mini tlpaiq cannot hold unless i “ j, in which case g acts like the identity onr˚, ai˚s X gr˚, ai˚s.
Given c1, c2, ¨ ¨ ¨ ck P G, we say that a tuple a is weaklyN -small cancellation over c1, c2, ¨ ¨ ¨ , ck
if ˚ can be chosen in such a way that mini dp˚, ai˚q ą N ¨ dp˚, cj˚q, for all 1 ď j ď k. We
say that pa1, a2, . . . amq is N -small cancellation (over c) if all the above applies and we ad-
ditionally require that g can only be equal to the identity in the last alternative of Item
(c).
We shall prove the following two results.
Theorem 3.1 (Non-parametric version). Given an @D positive sentence ψ ” @xDyΣpx, yq “
1, there is some N ą 0 (depending only on the syntactic length of ψ) such that if G |ù
Σpa, bq “ 1 and a P G|x| is weakly N -small cancellation with respect to the action of G on a
tree T , then there exists a formal solution αpxq for ψ. In particular, G does not satisfy any
non-trivial positive @D-sentence.
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Theorem 3.2 (Parametric version). Given an @D positive formula ψpwq “ @xDyΣpw, x, yq “
1, there is some N ą 0 and a finite collection D of diophantine conditions on free variable
w with the following properties:
(i) For each ∆ P D there exists a formal solution α∆ to ψpwq relative to ∆.
(ii) For any action of a group G on a tree T and tuples c P G|w|, a P G|x|, b P G|y|
such that a is N -small cancellation over c and Σpc, a, bq “ 1 there is a diophantine
condition DvΘpw, vq in D and d Ă G such that Θpc, dq “ 1 holds in G .
Notice that, unlike the above statement, Theorem 3.1 only requires weak small cancel-
lation in its hypotheses.
The rest of the section, except the last Corollary 3.13, is devoted to the proof of these
two theorems. The proof has two main steps. The goal of the first one, Corollary 3.6, is
the following. The property of a tuple being small cancellation is a generalization of the
classical notion of being a tuple of Merzlyakov words. With this in mind, given an action of
a group G on a tree T and tuples a, b, c where a is (weak) small-cancellation, we construct a
band complex where the underlying skeleton segments are identified with segments from T .
Then for each ai P a we find a subinterval Aˆi of Ai “ r˚, ai˚s (where ˚ is a fixed base-point),
such that when iteratively sliding it across the band complex, Aˆi spans a simplicial band
sub-complex with constant horizontal width which never intersects the subspaces spanned
by Cj “ r˚, cj˚s or Aˆk, for all j and all k ‰ i.
On the second step, we use the interval Aˆi to construct a pair pΘpv, wq, αpx, v, wqq, where
αpx,w, vq is a formal solution to ψpwq relative to the diophantine condition Dv Θpv, wq.
Furthermore, we prove the existence of a bound M depending only on the positive sentence
ψpwq such that the size of Θpv, wq may be assumed to be bounded by M and so there are
finitely many possible such diophantine conditions.
First note that if in the formula ψpwq we replace w by a tuple 1 of identity elements, then
any diophantine condition DvΘp1, vq P D is trivially satisfied in any group, since it suffices
to take v to be a tuple of identity elements, and clearly Θpc, dq “ 1. This observation allows
us to consider the statement of Theorem 3.1 as a particular case of Theorem 3.2 under the
weaker condition on weakly N -small cancellation and the stronger condition that the tuple
c is trivial. Hence we prove Theorems 3.1 and 3.2 assuming the weak small cancellation
condition and a generic tuple c, and in some key parts which concern only the latter we
shall assume non-weak small cancellation.
We fix the following notation. Given a tuple of elements v “ pv1, . . . , vnq, we shall denote
v˘1 “ pv1, . . . , vn, v´11 , . . . , v´1n q, and furthermore we define vn`i “def v´1i , i “ 1, . . . , n.
Under this notation we have v˘1 “ pv1, . . . , v2nq. Note that an expression such as vj P v˘1
now refers to an element from v or from v´1. We say that vj P v˘1 is positive if j ď n and
otherwise we say vj is negative.
Throughout this section we let T be a G-tree and we. fix a base point ˚ P T . For
simplicity, we will assume that the system of equations Σ consists of a unique equation
S “ 1 (see Remark 3.11 for an explanation of the general case), where
Spw, x, yq “ Z1 ¨ ¨ ¨Z|S|,
with Zr P x˘1 Y y˘1 Y w˘1. For 1 ď r ď |S| define
Srrs “ Z1Z2 ¨ ¨ ¨Zr´1Zτrr ,
where τr “ 0 if Zr is positive (so Srrs “ Z1Z2 ¨ ¨ ¨Zr´1 in this case), and otherwise τr “ 1.
We set Sr0s “ 1 and further let vr “ Z1Z2 . . . Zrpc, a, bq ¨ ˚, for 0 ď r ď |S|. Of course
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we have v|S| “ ˚. By Hullpv0, . . . , v|S|q “ HullpVq we denote the convex hull in T of the
vertices vi.
We fix a, b, c to be three tuples of elements such that Σpc, a, bq “ 1 and a is N -small
cancellation or weakly N -small cancellation over c, where N is a sufficiently large positive
integer that will be determined during the proof.
For each positive ai P a, bj P b and ck P c, let Ai, Bj , and Ck be the segments r˚, ai ¨ ˚s,
r˚, bj ¨ ˚s, and r˚, ck ¨ ˚s, respectively. For each 1 ď r ď |S| by SegpZrq we denote the
segment Ai, Bj , or Ck depending on whether Zr P x, Zr P y, or Zr P z, respectively. We
denote ABC the collection of all segments Ai, Bj , Ck. For each 1 ď r ď |S| we denote by
pr the action of the element Srrspc, a, bq on T . By pr˚ we denote the restriction of pr on
SegpZrq. Notice that the image of pr˚ is the segment rvr´1, vrs. We orient rvr´1, vrs from
vr´1 to vr if Zr is positive, and vice-versa if Zr is negative. This is motivated by the fact
that in the first case we have vr´1 “ Srrspc, a, bq˚, vr “ SrZrpc, a, bq˚, and in the second case
vr´1 “ Srrspc, a, bqZrpc, a, bq´1˚, vr “ Sr˚.
Next consider the set of segmentsABCYp˚pABCq, where p˚pABCq is defined as tpr˚ pSegpZrqq |
r “ 1, . . . , |S|u. We construct a band complex B by attaching, for each 1 ď r ď |S|, a band
Br from SegpZrq to prpSegpZrqq. All bands are attached so that ˚ can be pushed vertically
to Srrs˚ and the other endpoint pr “ 1, . . . , |S|). (see Figure 5). Then the maps pr˚ and
pr˚
´1 can be seen as maps that push segments vertically along the band, in the sense that a
segment s is pushed vertically along the band into the segment Srpc, a, bqpsq. We call each
map pr˚ a “push” (hence its notation). See Figure 5.
T
˚
Srssai˚Srrsai˚ Srss˚Srrs˚
ai˚
bj˚
Ai “ SegpZrq “ SegpZsq
pr˚ pSegpZrqq ps˚ pSegpZsqq
Figure 5: Two bands Br and Bs. Here we have assumed that Zr, Zs P tai, a´1i u.
We are interested in those points of the segments Ai that can be pushed vertically along
bands in a way that each time they encounter a segment from ABC, this is of the form Bj
for some bj P b. To formalize this idea we introduce the notion of trajectory. Given xi P x,
let Trajpxiq be the collection of tuples of the form pt1, t2, . . . , t2q`1q for some q ě 0, where
Zt1 “ xi or Zt1 “ x´1i , and for any 1 ď k ď q we have Zt2k “ Zt2k`1 or Zt2k “ Z´1t2k`1 , and
Zt2k , Zt2k`1 P y. Note that Trajpxiq “ Trajpx´1i q. For such a tuple t¯ let
Pt¯ “ ppt2q`1 , p´1t2q , pt2q´1 , . . . , pt3 , p´1t2 , pt1q,
P ˚¯t “ ppt˚2q`1 , ppt˚2q q´1, pt˚2q´1 , . . . , pt˚3 , ppt˚2q´1, pt˚1q,
Srt¯s “ pSrt2q`1sqpSrt2qsq´1pSrt2q´1sq . . . pSrt3sqpSrt2sq´1pSrt1sq, (1)
Each Pt¯ and P
˚¯
t as above induces a map and a partial map defined on the band complex,
namely pt2q`1 ˝ p´1t2q ˝ ¨ ¨ ¨ ˝ p´1t2 ˝ pt1 , and similarly for P ˚¯t . These maps are determined by the
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action of Srt¯s on T . Given a point v in the band complex, we write Pt¯pvq or P ˚¯t pvq to mean
the image of v by Pt¯ or P
˚¯
t (the latter only whenever defined). Notice that for two different
t¯, t¯1 P Trajpxiq we always have Pt¯ ‰ Pt¯1 , even though the maps induced by Pt¯ and Pt¯1 may
be the same (this is the reason why we defined Pt¯ as a tuple of pushes, rather than as the
composition of the pushes itself). Abusing the notation, we treat Pt¯ indistinctly as a tuple
of pushes and as its underlying map. The same observation applies for P ˚¯t .
We let dompP ˚¯t q be the domain of the partial map induced by P ˚¯t , i.e. the set of points
v in the band complex B where P ˚¯t pvq is defined. Note that P ˚¯t is defined only on those
segments s Ď Ai that can be successively pushed along B in a way that segments from ABC
are encountered in the order determined by the trajectory t¯ (see Figure 6), i.e. as s is pushed
by P ˚¯t , s encounters the following segments from ABC Y p˚pABCq in the following order:
SegpZt1q, pt1pSegpZt1qq, SegpZt2q “ SegpZt3q, pt3pSegpZt3qq, . . .
. . . , SegpZt2q q “ SegpZt2q`1q, pt2q`1pSegpZt2q`1qq.
A consequence of this observation is the following
Remark 3.3. A segment s Ď Ai is contained in dompPt¯q if and only if s does not properly
contain the preimage by Pt¯ of some vertex from tv0, v1, . . . , v|S|u. Intuitively, if and only if
s never properly contains one of the vertices v0, v1, . . . , v|S| as s is pushed by the maps of
Pt¯.
ai˚ ˚ bj˚
SegpZt1q SegpZt2q “ SegpZt3q
dompP ˚¯t q
pt˚1 pSegpZt1 qq pt˚2 pSegpZt2 qq
pt˚3 pSegpZt3 qq
Figure 6: A depiction of the domain of a hypothetical map P ˚¯t “ pt˚3 ˝ pt˚2´1 ˝ pt˚1 . The
blue, red, and black bands indicates how pt˚1 , pt˚2 , and. pt˚3 act, respectively, on SegpZt1q,
SegpZt2q, and SegpZt3q.
Denote byBr the collection of all points ofHullpVq Ă T that either belong to tv0, . . . , v|S|u
or that have degree in HullpVq strictly more than 2 (note this may differ from the degree
in T ).
Remark 3.4. The size of Br is uniformly bounded in terms of the equation S, i.e. there
exists an integer M ą 0 such that |Br| ďM and M depends only on |S|.
Given t¯ P Trajpxiq, let ABri pt¯q be the collection of subsegments of Ai disjoint from the
pre-image of Br by P ˚¯t .
A key step for proving Theorems 3.1 and 3.2 is provided by the following lemma, whose
proof we postpone for now. This result uses heavily the property of weak N -small cancel-
lation.
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Lemma 3.5. There exists N0 ą 0 such that if N ą N0, then for all xi P x there exists an
open interval Aˆi Ď Ai with the properties
Aˆi P
č
t¯PTrajpxiq
ABri pt¯q, and |Aˆi| ą LN0
where L is the minimum length of the intervals tr˚, ai˚su for all ai P a˘1. In particular Aˆi
is non-degenerate.
Corollary 3.6. Let N0 and Aˆi (1 ď i ď |x|) be the integer and the intervals given by the
previous Lemma 3.5. Assume N ě N0. Then for any xi P x˘1 and for any t¯ P Trajpxiq
either Aˆi is contained in dompP ˚¯t q or disjoint from it. Moreover, the following conditions
hold:
(a) Let Zk P x˘1 and let t¯ P Trajpxiq. Then one of the following holds:
(i) Zk “ xi or Zk “ x´1i , dompp˚k´1 ˝ P ˚¯t q contains Aˆi, and p˚k´1 ˝ P ˚¯t is
the identity map when restricted on Aˆi. Equivalently, S
´1
rksSrPt¯s acts as the
identity element on Aˆi. Furthermore, if a is small cancellation but not weak
small cancellation then S´1rksSrPt¯s “ 1.
(ii) The domain of p˚k´1 ˝ P ˚¯t is degenerate.
(b) For any Zk P z˘1 and any t¯ P Trajpxiq, the domain of p˚k´1 ˝ P ˚¯t is degenerate.
Proof. Let xi P x˘1 and let Aˆi be the interval given by Lemma 3.5.
Let t¯ P Trajpxiq. Then Aˆi P ABri pt¯q, and so Aˆi is either contained in dompP ˚¯t q or disjoint
from it, due to Remark 3.3. Now let Zk P x˘1 with Zk “ xj . Assume that
P ˚¯t pAˆiq X p˚kpAjq ‰ H. (2)
Then since the endpoints of p˚kpAjq belong to Br, by Lemma 3.5 we have that P ˚¯t pAˆiq Ď
p˚kpAjq. From the small cancellation condition it follows that j “ i and that p˚k´1 ˝ P ˚¯t
acts as the identity on Aˆi (recall that, in general, the image of pushes P
˚¯
t and p
˚
k coincides
with the image of the actions given by the group elements (1)). This proves Item (a) of the
corollary, and a similar argument yields Item (b).
Now suppose a is small cancellation (and not just weak small cancellation). Then since
p˚k´1˝P ˚¯t acts as the identity map on Aˆi, by construction we have that the element S´1rksSrt¯s P
G acts as the identity on Aˆi. Since |Aˆi| ě L{N the small cancellation condition now implies
that S´1rksSrt¯s “ 1.
We now prove Theorems 3.1 and 3.2 assuming Lemma 3.5 and its Corollary 3.6. Fix
N ě N0, where N0 is the integer given by Lemma 3.5. For any xi P x˘1 and yj P y˘1, let
Pushespxi, yjq be the set
Pushespxi, yjq “def tp´1k ˝ Pt¯ | t¯ P Trajpxiq, Zk “ yju.
We let Pushespxi, yjq˚ be the set consisting in the maps from Pushespxi, yjq restricted on
Ai. We claim that the images of Aˆi of two maps p
˚
k
´1 ˝P ˚¯t and p˚k1´1 ˝P ˚¯t1 P Pushespxi, yjq˚
either are the same and have the same orientation, or have degenerate intersection (i.e. the
intersection is a single point or empty). Indeed, if not then p˚k´1 ˝ Pt¯ has nondegenerate
domain, but the map
pp˚k1´1 ˝ P ˚¯t1 q´1 ˝ pp˚k´1 ˝ P ˚¯t q,
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Ai
T
P ˚¯t pAˆiq
P ˚¯t p˚k
p˚k1
P ˚¯t1
Aˆi
pp˚k´1 ˝ P ˚¯t qpAˆiq
Bj
D
Figure 7: It cannot happen that two maps of the form p˚k1´1 ˝ P ˚¯t1 and p˚k´1 ˝ P ˚¯t send Aˆi
to different segments, as this would contradict Corollary 3.6. For the same reason they also
cannot send Aˆi to the same segment with opposite orientations. Here D denotes the domain
of p˚k1´1 ˝ P ˚¯t1 ˝ p˚k´1 ˝ P ˚¯t , and the red segments denote the image of D along the bands in
the picture.
which is of the form p˚k2´1 ˝ P ˚¯t2 for some k2 such that Zk2 “ xi and some t¯2 P Trajpxiq
does not act as the identity on Aˆi, contradicting Item a) of Corollary 3.6 (see Figure 7).
Thus the set
ImpPushes˚q “ timpρq | ρ P Pushespxi, yjq˚, xi P x˘1, yj P y˘1u (3)
determines a well-defined subdivision of each segment Bj into subsegments. More precisely,
Bj is the following concatenation of subsegments:
Bj “ Bj,0Bˆj,1Bj,1 . . . Bj,rj BˆjrjBj,rj (4)
where each Bˆj,` belongs to ImpPushes˚q and, conversely, any subsegment of Bj which
belongs to ImpPushes˚q coincides with one of the segments Bˆj,`. The other segments Bj,`
are possibly degenerate, i.e. a single point p` “ 0, . . . , rjq.
We claim that we can assume that the action of G on T is cocompact. Indeed, the small
cancellation property of a tuple a is preserved after collapsing all edges of T that do not
lie in the union of the translates of the minimal tree of the group xay. The result of this
collapse is a tree with finitely many orbits of edges.
In views of the paragraph above, let δ be the diameter of T {G. For each Aˆi let Aˆei
be a segment in T containing Aˆi, having its endpoints in the orbit of ˚, and of minimal
length with these properties. Then the endpoints of Aˆei are at distance at most δ from the
endpoints of Aˆi. Let a
1
i, a
2
i and aˆi be elements such that a
1
i sends ˚ to the starting point of
Aˆei , aˆi sends the starting point of Aˆ
e
i to the endpoint of Aˆ
e
i , and a
2
i sends the endpoint of
Aˆei to ai˚. Then a´1i a2i aˆia1i stabilizes ˚, and multiplying a1i on the right by an appropriate
element (i.e. pa´1i a2i aˆia1iq´1) in the stabilizer of ˚ (and keeping the notation a1i) we obtain
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ai “ a2i aˆia1i. For each segment Ai, let A1i, A2i be subintervals of Ai such that Ai is the
concatenation of A1i and Aˆi and A2i . Furthermore, let Aei 1, Aei 2 be paths connecting ˚ (the
starting point of Ai) with Aˆ
e
i and the ending point of Aˆ
e
i with ai˚ (the ending point of Ai).
See Figure 8.
Let ρ P ImpPushesq and xi P x be such that ρpAˆiq “ Bˆj,` and ρ “ p´1k ˝ Pt¯ for some
t¯ P Trajpxi, yjq and Zk P y˘1, 1 ď k ď |S|. We define
Bˆej,` “def pp´1k ˝ Pt¯qpAˆei q.
Notice that neither Aˆei nor Bˆ
e
j,` is necessarily contained in Ai or in Bj , respectively.
Observe also that Bˆej,` contains Bˆj,` and the endpoints of Bˆ
e
j,` are at distance at most δ
from the endpoints of Bˆj,`.
T
P ˚¯t
p˚kbj˚
˚
ai˚
Bˆej,l
Aˆei
Pt¯pAˆei q
Bˆj,l
Aˆi
Pt¯pAˆiq
Figure 8: Depiction of segments Aˆei and Bˆ
e
j,`.
Let
bj,0, bˆj,1, bj,1, bˆj,2, . . . , bˆj,rj , bj,rj
be elements of G such that bj,0 takes the vertex ˚ to the starting point of Bˆej,1, bˆj,1 takes
the starting point of Bˆej,1 to its endpoint, and so on until reaching the endpoint of Bj,rj .
We also let
Bej,0, . . . , B
e
j,rj
be paths connecting ˚ with the starting point of Bˆej,1, from the endpoint of Bˆej,1 to the
starting point of Bˆej,2, and so on. As we did with the elements a
1
i, aˆ
1
i, a
2
i , we can assume
without loss of generality that
bj “ bj,rj bˆj,rj bj,rj . . . bj,2bˆj,1bj,1. (5)
This is achieved by multiplying, if needed, the element bj,1 by an appropriate element in
the stabilizer of ˚ in a similar way as we did before.
Furthermore, we claim that we can assume without loss of generality that
bˆj,` “ aˆs`i` , ` “ 1, . . . , rj , (6)
for some indices 1 ď i` ď |x˘1|, and some conjugating elements s` P G. Indeed, we have
Bˆej,` “ St¯Aˆei for some i such that xi P x˘1, and some t¯ P Pushespxi, yjq. Then the element
Srt¯saˆiS´1rt¯s takes the starting point of Bˆ
e
j,` to its endpoint, or vice-versa depending on whether
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xi is positive or negative, and so when choosing bˆj,` in (5) we can let take this conjugate or
its inverse .
To each a1i, aˆi, and a2i with 1 ď i ď |x|, we associate new variables x1i, xˆi, and x2i .
Similarly, to each bj,` we associate a new variable yj,`. Let x
1˘1, xˆ˘1, x2˘1 and y1˘1 denote
the tuples consisting of all the x1i, xˆi, x2i and all yj,`, and their inverses, respectively. Denote
v˘1 “ px1˘1, x2˘1, y1˘1q. Let
αjpv, xˆq “ yj,rj`1 xˆirj ¨ ¨ ¨ yj,2xˆi1yj,1.
This word matches the decomposition in (5) and (6).
Let α be the tuple pα1, . . . , α|y|q. Similarly, let a1˘1, aˆ˘1, a2˘1 be tuples consisting of
all the a1i, aˆ1i, a2i and their inverses, respectively (1 ď i ď |x|). For each j let b1j be the
tuple pbj,0s´11 , s1bj,1s´12 , . . . , srj bj,rj`1q, and let b1 be the tuple consisting on all the tuples
b1j (1 ď j ď |b|).
Consider the word
S˚pw, v, xˆq “ S˚pw,x1, x2, y1, xˆq “def
Spw, x21xˆ1x11, x22xˆ2x22, . . . , x2|x˘1|xˆ|x˘1|x1|x˘1|, αpv, xˆqq,
which is nothing but a “refinement” of the word Spw, x, yq where each variable yj has been
replaced by αj and each variable xi has been replaced by x
2
i xˆix
1
i. It follows from (5), from
(6), and from the equality ai “ a2i aˆia1i, that
S˚pc, a1, a2, b1, aˆq “ Spc, a, bq “ 1.
Write
S˚ “W1W2 ¨ ¨ ¨W|S˚|
where, for all k “ 1, . . . , |S˚|, Wk is one of the letters appearing in the tuples w˘1, xˆ˘1, v˘1.
As before, given 1 ď k ď |S˚|, we let S˚rks “ W1W2 ¨ ¨ ¨W τkk , where τk “ 0 if Wk is positive,
and τk “ 1 otherwise. We set S˚r0s “ 1. For each 1 ď k ď |S˚| we denote by SegpWkq and
SegpWkqe one of the segments
A1i, Aˆi, A2i , Bj,`, Bˆj,`, Ct
and
Aei
1, Aˆei , Aei 2, Bej,`, Bˆej,`, Ct,
respectively, depending on whetherWk is x
1
i, xˆi, x
2
i , yj,`, yˆj,`, or wt, respectively (i “ 1, . . . , |x˘1|;
j “ 1, . . . , |y˘1|; t “ 1, . . . , |w˘1|; ` “ 1, . . . , rj). Note that for each SegpWkq there exists
a unique index 1 ď k1 ď |S| such that SegpWkq Ď SegpZk1q. We denote such index by kS
(indicating that it is an index referring to a letter in S).
Take a copy S1 of the circle and divide it into |S˚| edges e1, . . . , e|S˚|. Orient all edges
counterclockwise and label them so that the word S˚ can be read counterclockwise when
starting at some fixed vertex ˚0. Given an edge SegΓpWkq of Γ we define
φpSegΓpWkqq “def pkS pSegpWkqq “ SrkSspc, b, aqSegpWkq (7)
Given edges e, e1 in Γ labeled with variables from the tuple xˆ˘1, let e „ e1 if φpeq “
φpe1q. We have that „ is an equivalence relation, and by Item (a) in Corollary 3.6 and
by construction, if e „ e1 then the labels of e and e1 coincide and so the labeling is well-
defined on the equivalence class. Moreover, this same corollary yields that if e „ e1 then the
orientation of φpeq inherited from e is the same as the orientation of φpe1q inherited from e1.
The following observation follows from the construction of Γ, the map φ, and the seg-
ments Aei
1, Aei 2, Aˆei , Bej,`, Bˆej,`.
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Remark 3.7. The image of Γ by φ is a closed cycle in T .
Let Γ¯ be the 1-complex obtained as a quotient of Γ by identifying edges e and e1 such
that e „ e1. The identification is done in such a way that 1) if the label of e is positive and
the label of e1 is negative (or vice-versa), then the initial point of e is identified with the
final point of e, and vice-versa; 2) if e and e1 both have positive (or negative) label, then the
initial point of e is identified with the initial point of e1, and similarly for the final points of
e and e1. Since the label is well-defined in the equivalence class, Γ¯ inherits from Γ a labeling
on its edges. Denote by pi : Γ Ñ Γ¯ the quotient map. Then there exists a natural map
φ¯ : Γ¯ Ñ T for which φ “ pi ˝ φ¯. For shortness we shall denote pipeq simply by by e¯, for e an
edge of Γ.
Let Ex be the collection of all the edges in Γ¯ with labels in xˆ. Let C be the complement
in Γ¯ of the interior of all the edges in Ex. Let C1, . . . , Ck be all connected components of C.
Observe that each Ci has labels in px1 Y x2 Y y1 Y wq (without inverses).
Observation 3.8. The fundamental group of Γ¯ is in the normal closure of the fundamental
groups of C1, . . . , Ck.
Proof. This is equivalent to saying that Γ¯ze¯o is disconnected for any e¯ P Ex, where by e¯o we
mean the interior of e¯. Notice that the image of the quotient map pi : Γ Ñ Γ¯ is a closed
surjective cycle in Γ¯ and that, by Remark 3.7, the images of φe “ φ¯e ˝ pi and φ “ φ¯ ˝ pi are
in turn a cycle in the tree T .
Suppose e¯ does not disconnect Γ¯. Then there is some path γ¯ in Γ¯ such that γ¯ starts and
ends at the opposite ends of e¯ but does not intersect e¯˝. Let xˆi be the label of e¯ and suppose
e is the k-th edge of Γ, starting at ˚0. The fact that the image by φ¯ of Γ¯ is a cycle in the
tree T implies that φ¯peq Ď φ¯pγ¯q. Hence there exists and edge e¯1 of γ¯ such that φ¯pe¯q X φ¯pe¯1q
is neither empty nor a single point. Suppose e1 has label Wr. Now
φ¯pe¯q “ pkS pSegpWkqq “ pkS pAˆiq, φ¯pe¯1q “ prS pSegpWrqq.
Thus
0 ă |pkS pAˆiq X prS pSegpWrqq| ă |pkS pAˆiq X prS pSegpZrqq|.
Hence the domain of p˚kS
´1 ˝ pr˚S is non-empty. By Corollary 3.6 it follows that either
ZkS “ Z˘1rS P x˘1 or ZrS P y˘1. By construction of the intervals Bj,`, Bˆj,` it follows that in
all cases we have Wr “ Wk “ xˆi or Wr “ W´1k “ xˆi´1. But this means that e¯ and e¯1 were
the same segment of Γ¯ to begin with, a contradiction with the construction of γ¯.
Since we have ai “ a2i aˆia1i, we can replace xˆi in the words from αpv, xˆiq by x2i´1xix1i´1,
for all 1 ď i ď |x|. This yields a new tuple of words, denoted αpv, xq, on variables pv, xq
(recall that x1i, x2i are part of v, for all i). Let Θpv, wq “ 1 be the system of equations
obtained by equating the labels of C1, . . . , Ck to 1 (all these have labels in v, w). It follows
from the above observation that αpv, xq is a formal solution to ψ relative to DvΘpv, wq “ 1
(ψ is the positive @D-formula in the statement of Theorems 3.1 and 3.2). This completes
the proof of Theorem 3.1 and of Item (i) in Theorem 3.2.
From now on we assume that a is (non-weak) N -small cancellation over c. Next we find
an integer M depending only on the equation S such that |Θ1| ďM where Θ1 is a system of
equations equivalent to Θ, and |Θ1| denotes the sum of the lengths of the words appearing in
Θ1. From this it follows that the set of diophantine conditions in the statement of Theorem
3.2 can be taken to be all systems of equations of synctactic length at most M .
We let SegΓpZrq, r “ 1, . . . , |S| be paths in Γ so that for each equality (with concate-
nation operation) SegpZrq “ SegpWr1q . . . SegpWr1`r2q (1 ď r1 ă r2 ď |S˚|) we have an
analogous equality SegΓpZrq “ SegΓpWr1q . . . SegΓpWr1`r2q.
We say that Ci is singular if
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1. it is adjacent to at least three edges from Ex, or
2. it is adjacent to exactly one edge from Ex, or
3. it contains the initial or final vertex of pipSegΓpZrqq for some 1 ď r ď |S|.
Lemma 3.9. The number s of singular components Ci is bounded in terms of S, i.e. there
exists an integer M depending only on S such that s ďM .
Furthermore, each component Ci (not necessarily singular) has length bounded in terms
of |S|, and if Ci is not singular then it has length at most 2.
Proof. For all i, φ¯pCiq is a closed path in Impφ¯q “ φ¯pΓ¯q, which is the convex hull Hull of
the vertices v0 “ ˚, v1 “ S1pc, a, bq˚, . . . , v|S|´1 “ S|S|´1pc, a, bq˚, v|S| “ Spc, a, bq˚ “ v0.
Now if Ci satisfies condition 1 or condition 2 above, then φ¯pCiq contains a vertex of
degree at least 3 in Hull, respectively (here we mean degree in the convex hull — the degree
in T may be larger). On the other hand, if Ci satisfies condition 3, then φ¯pCiq contains one
of the vertices vi. Thus in all three cases φ¯pCiq contains a vertex from Br. By Remark 3.4,
|Br| is bounded in terms of S. The number of times that φ¯CSpΓ¯q traverses the same vertex
is bounded by |S|, and so the number of singular components Ci is at most |S||Br|.
We now prove the second statement of the lemma. By construction of the cycles Ci, each
vertex v of Ci is either the endpoint or initial point of pipSegΓpZrqq for some 1 ď r ď |S|,
or it is an endpoint or the initial point of an edge from Ex, in which case v has degree at
least 3 and so does φ¯pvq (because all vertices in Γ are either endpoints or initial points of an
edge with label in xˆ˘1 or they are the endpoint/initial-point of a segment SegpZkq for some
k). Hence in both cases φ¯pvq is a vertex of Br. Hence the length of Ci is at most |Br| and
so it is bounded in terms of S due to Remark 3.4. If Ci is not singular then, by definition
and the previous observation, all the vertices of Ci are necessarily endpoints/initial-points)
of some vertex from Ex, which implies that Ci has at most two vertices.
Let Ci1 , . . . , Ci` be all non-singular components among C1, . . . , Ck. By Lemma 3.9, Cij
consists of either one or two edges and so the corresponding equation labelpCij q “ 1 of
Θpv, wq “ 1 has the form X “ 1 or X “ Y for some variables X,Y P v˘1 Y w˘1. Thus
one can replace each occurrence of X in Θ by 1 or by Y and delete the equation X “ 1
or X “ Y , respectively. After making this replacement for each Cij we obtain a new
system of equations Θ1pv, wq “ 1 equivalent to Θpv, wq, with a uniformly bounded (in terms
of S) number of equations due to Lemma 3.9 —there are as many equations as singular
components Ci. Moreover, each such equation has length |Ci|, which is bounded in terms
of S by Lemma 3.9. Hence |Θ1| is uniformly bounded in terms of S, as needed.
Only Condition (ii) in the statement of Theorem 3.2 remains to be proved. For this, it suf-
fices to show that each word from Θpv, wq evaluates to 1 on the tuple d “def pc, a1, a2, b1, aˆq.
Recall that S˚rks “W1 . . .W τk where τ “ 0 if Wk is positive and τ “ 1 if Wk is negative.
Lemma 3.10. Suppose the tuple a satisfies the (non-weak) small cancellation property with
respect to c. Let ek, er be two distinct edges of Γ such that ek „ er. Then S˚rks´1pdqS˚rrspdq “
1.
Proof. Under the assumptions of the lemma and due to the definition of φ (equation (7))
we have
φpekq “ SrkSspc, b, aqSegpWkqe “ SrrSspc, b, aqSegpWrqe “ φperq (8)
as non-oriented segments of T . Let xi P x be such that SegpWkqe “ Aˆei . Then also
SegpWrqe “ Aˆei , and so from (8) we obtain that S´1rkSsSrrSspc, a, bq fixes Aˆei , and in par-
ticular it fixes Aˆi. The (non-weak) small cancellation condition now implies that such
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element is the identity since |Aˆi| ě LN . Moreover, φpekq and φperq have the same orienta-
tion, as argued previously. This implies that ZkS and ZrS are both positive, or they are
both negative. In turn, the same statement holds for the variables Wk and Wr. In the first
case we have S˚rkspdq “ SrkSspc, b, aqa1i “ SrrSspc, b, aqa1i “ S˚rrspdq, and in the second case
S˚rkspdq “ SrkSspc, b, aqa2i´1 “ SrrSspc, b, aqa2i´1 “ S˚rrspdq, as required.
Let w be the label of some loop Ci in Γ¯. Let d0, . . . , dr´1 be all edges in Γ¯ with label in
x˘1 and with an endpoint in Ci. Then there are indices 1 ď j0 ă j1 ă ¨ ¨ ¨ ă j2r´1 ď |S˚|
such that ej2t „ ej2t`1 and φpej2tq “ φpej2t`1q “ dt for all t “ 0, . . . , r ´ 1. Moreover,
for each t either Wj2t is positive and Wj2t`1 is negative or, vice-versa, Wj2t is negative
and Wj2t`1 is positive. Notice that w is precisely S
˚ after removing subwords of the form
pWji`i . . .Wji`1`i´1q from S˚, for some i P t0, 1u (see Figure 9). More precisely:
w “ pW0 . . .Wj0`0´1qpWj1`0 . . .Wj2`2´1q . . . (9)
pWj2r´3`2r´4 . . .Wj2r´2`2r´2´1qpWj2r´1`2r´2 . . .W|S˚|q.
Each word pWji`i . . .Wji`1`i´1q (0 ď i ď 2r ´ 2) is equal to S˚rji`is´1S˚rji`1`i`1s if
Wji is positive and i “ 0 (see Figure 9), or if Wji is negative and i “ 1; or it is equal to
W´1ji S
˚
rjis
´1S˚rji`1sWji`1 if Wij is negative and i “ 0, or if Wij is positive and i “ 1. By
the previous Lemma 3.10 and because Wjipdq “ Wji`1pdq, each such factor evaluates on d
to the trivial element. We conclude from (9) that 1 “ S˚ “ wpdq. This completes the proof
of Theorem 3.2.
Remark 3.11. Suppose that φpzq ” @xDyΣ, where Σ has more than one equation, namely,
Σ ” Ź
i“1,...,s
σi “ 1, where σipx, y, zq “ 1 is a single equation. Consider φ1pzq ” @xDyΣ1,
where Σ1 is the equation
ś
i“1,...,s
σi “ 1. Let N be provided by Theorem 3.2 for the for-
mula φ1. If G acts on a tree and σipa, b, cq “ 1, i “ 1, . . . , s, where a P G|x| is N -small
cancellation over c, then clearly, Σ1pa, b, cq “ 1 in G. The formal solutions (relative to a
set of diophantine conditions) obtained from running the procedure for the equation Σ1 “ 1
using the tuple pa, b, cq as above are, by construction, also formal solutions for the formula
φ (relative to a set of diophantine conditions).
3.0.1 Proof of Lemma 3.5
The method used to construct the intervals Aˆi follows a greedy sieve procedure. Roughly
speaking, we consider all possible t¯ P Trajpxiq one by one and every time we witness a
failure of the conditions in the lemma for the interval at a particular stage, we replace it
with a proper sub-interval whose length is larger than a fixed positive bound. A pigeon-
hole principle argument, together with the weakly small cancellation property allows one to
derive a uniform bound (i.e. independent from the particular solution pc, a, bq) on the number
of times this reduction can take place. It follows that if the given N is large enough, then
the process eventually stabilizes on the non-degenerate interval Aˆi as desired.
Recall that T is the G-tree and ˚ P T ; the system of equations Σ consists of a unique
equation Spw, x, yq “ 1, where Spw, x, yq “ Z1 ¨ ¨ ¨Z|S|, for all 1 ď r ď |S|, Zr P x˘1 Y
y˘1 Y w˘1; Srrs “ Z1Z2 ¨ ¨ ¨Zr (S0 “ 1); and vr “ Srpc, a, bq ¨ ˚, r “ 1, . . . , |S|. Furthermore
Hullpv0, . . . , v|S|q “ HullpVq is the convex hull in T of the vertices vi, i “ 0, . . . , |S|, and
Br is the collection of all points in vi and all branching points of Hull Ă T , i.e. points of
valency strictly more than 2 in Hull (but note that such point could have higher valency as
a vertex of T ). Given t¯ P Trajpxiq, by ABri pt¯q we denote the collection of open subintervals
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ej3
A4
ej2
A3
ej1
A2
ej0
A1
ej5A6
ej4
A5
˚
Γ
Figure 9: A particular case setting of φ´1pDq for D a cycle of Γ¯. By definition, all
edges have counterclockwise orientation. We have depicted with bands how different edges
of Γ are identified in Γ¯. In this particular case, φ´1pDq consists in the union of paths
r˚, A1s, rA2, A3s, rA4, A5s, rA6, ˚s. If Wj0 is positive, then the path from A1 to A2 has label
S´1rj0sSrj1s, otherwise it has label W
´1
j0
S´1rj0sSrj1sWj1 . Likewise, if Wj2 is positive, then the
path from A3 to A4 has label W
´1
j2
S´1rj2sSrj3sWj3 , and otherwise it has label S
´1
rj2sSrj3s. We
stress that in general there can be more edges identifies in Γ which have not been depicted,
and which have nothing to do with φ´1pDq projecting onto a cylcle.
of Ai disjoint from the pre-image of Br by Pt¯ and either contained or disjoint from the
domain of Pt¯. Recall that L is the minimum length of the intervals tr˚, ai˚su.
We now enumerate Trajpxiq as t¯1, t¯2, . . . t¯n, . . . in such a way that for any two indices `
and `1 with `1 ă `, it is not the case that t¯` is a prefix of t¯`1 (i.e. the first |t¯`| components of
t¯`1 are not equal to the tuple t¯`). Fix xi P x˘1. We will prove that there exists an integer
N ą 0 and a sequence of segments pτ`q in Ai such the following holds for all ` ě 0:
1. τ``1 Ď τ`,
2. |τ`| ą L{N ,
3. for all 1 ď `1 ď ` either τ` is disjoint or contained in dompP ˚¯t`1 q, and in the latter case
τ` P ABri pt¯`1q.
The proof of Lemma 3.5 follows from the existence of such sequence: it suffices to take
as Aˆi the largest segment contained in
Ş
` τ` and Item 2 assures that the segment is non-
degenerate.
We define the sequence τ` inductively on `, starting with τ0 “ Ai. Assume that some
intervals τ0, . . . , τ` satisfying the above properties have been found, then we let
(*) τ``1 “ τ`, if τ` P ABri pt¯``1q,
(**) otherwise τ``1 is the largest interval τ 1 such that τ 1 Ď τ` and τ 1 P ABri pt¯``1q.
Observe that by definition τ``1 Ď τ` and for each ` we have that τ` is either contained or
disjoint from dompPt¯`q. Hence the sequence τ` satisfies Condition 3 above, because for each
1 ď `1 ď ` we have τ` Ď τ`1 , so τ` is either contained or disjoint from dompPt¯`1 q. Hence the
proof of the lemma will be complete once we see that τ` ě L{N for all ` ě 1.
We start with the following
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Remark 3.12. Suppose τ``1 has been obtained from τ` by applying operation (**). Then
|τ``1| ě |τ`||Br|`1 .
This remark is true because when applying (**), τ` is subdvided into at most |Br| ` 1
parts and then τ``1 is set to be the largest of these parts.
Let κ` be the number of times operation (**) has been applied while constructing
τ0, . . . , τ`. We are going to prove that there exists some constant K depending only on
S such that κ` ď K for all ` ě 0. Suppose towards contradiction that such a constant K
does not exist.
Assume (**) is applied on step `. Then there exists a vertex u` P Br such that one of
the endpoints of τ``1 is P´1t¯` pu`q. Since |Br| is uniformly bounded in terms of S and we are
assuming that (**) is applied arbitrarily many times, there exists a vertex u˚ P Br such
that u` “ u˚ for arbitrarily many `’s. Furthermore, we can assume that there exists an edge
from Hull that is adjacent to u˚ such that, either for arbitrarily many `’s τ``1 starts with
P´1t¯` pe˚q, or for arbitrarily many `’s τ``1 ends with P´1t¯` pe˚q.
Let `1 and `2 be the two smallest indices for which operation p˚˚q is applied on steps
`1 and `2 and such that τ`i`1 starts (or ends) with P
´1
t¯`i`1
pe˚q, for both i “ 1, 2. We have
that κ`2 (the number of times (**) has been applied up to when step `2 has been reached)
is uniformly bounded in terms of S, say by an integer M .
Taking N ą |Br|M and using Remark 3.12 repeatedly we obtain
|τ`2`1| ě |τ0|p|Br| ` 1qκ`2 ě
|τ0|
p|Br| ` 1qM ě
L
N
. (10)
Since τ`2`1 Ď dompP ˚¯t`1 q X dompP
˚¯
t`2
q we obtain (see Figure 10)
|Srt¯`1 s ¨ τ`2`1 X Srt¯`2 s ¨ τ`2`1| “ |Pt¯`1 pτ`2`1q X Pt¯`2 pτ`2`1q| ě |τ`2`1| ě
L
N
.
˚ ai˚
u˚
Pt¯`2 pτ`1`1q
τ`1`1
Pt¯`1 pτ`1`1q
τ`2`1
Pt¯`2 pτ`2`1q
Pt¯`2 Pt¯`1
Figure 10: Hypothetical depiction of the image of τ`21 by the map P
˚¯
t`2
, and of τ`21 by P
˚¯
t`1
.
Using the small cancellation property we see that this scenario cannot hold and that one
must have P ˚¯t`1 pτ`2`1q “ P
˚¯
t`2
pτ`2`1q.
This implies that |Ai X pS´1rt¯`1 sSrt¯`2 s ¨ Aiq| ě |τ`2`1 X pS
´1
rt¯`1 sSrt¯`2 s ¨ τ`2`1q| ě L{N , and so
by the weak small cancellation property we have that S´1rt¯`1 sSrt¯`2 s acts as the identity on
Ai X S´1rt¯`1 sSrt¯`2 s ¨ Ai. Since Srt¯`2 s “ Srt¯`1 sS
´1
rt¯`1 sSrt¯`2 s, the image of τ`2 by Srt¯`2 s coincides
with the image of τ`2 by St¯`1 . This means that Pt¯`2 pτ`2`1q “ Pt¯`1 pτ`2`1q, and so Pt¯`1 pτ`2`1q
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does not contain any vertex from Br, because if it did then when constructing τ`1`1 the
segment τ`1 would be subdivided along a point inside τ`2`1, and then we would not have
Pt¯`1 pτ`2`1q “ Pt¯`2 pτ`2`1q. This means that transformation (*) is applied when constructing
τ`2`1 during step `2, contradicting our assumptions. Thus the sequence pκ` | `q had to be
bounded in terms of S to begin with, say by an integer M 1. Now, similarly as in (10) and
taking N ą |Br|M 1 we obtain
|τ`| ě |τ0|p|Br| ` 1qκ` ě
|τ0|
p|Br| ` 1qM 1 ě
L
N
for all ` ě 0. This completes the proof of Lemma 3.5.
The following corollary of Theorem 3.2 allows one to deal with arbitrary quantifier
complexity.
Corollary 3.13. Given a positive formula
φ ” @x1Dy1 ¨ ¨ ¨ @xrDyrΣpw, x1, y1, x2, y2 ¨ ¨ ¨xr, yrq “ 1,
where w, xj and yj are finite tuples of variables, there is some N ą 0 and a finite collection
D of diophantine conditions on free variables w with the following properties:
(i) For each ∆ P D there exists a formal solution α∆ to ψpwq relative to ∆.
(ii) For any action of a group G on a tree T and tuples c P G|w|, aj P Gmj and bj P Gmj
such that
(a) aj is N -small cancellation over pc, ai, biqiăj for any 1 ď j ď r and
(b) Σpc, a1, b1, a2, b2 ¨ ¨ ¨ ar, brq “ 1,
there is a diophantine condition DvΘpw, vq “ 1 in D and d Ă G such that Θpc, dq “
1 holds in G .
Proof. We prove that if a tuple with the properties above exists then the given formula
admits a formal solution by induction on r. We apply Theorem 3.2 to the formula ψpwq –
@xDyΣpw1, x, yq “ 1 where we use the partition of variables w1 “ pw, x1, y1, x2 ¨ ¨ ¨ yr´1q,
x “ xr and y “ yr. The case r “ 1 is precisely Theorem 3.2.
Assume r ě 1. Let N0, D “ tDuΘλpw1, uq “ 1uλPΛ, and tαλ | λ P Λu be the positive
integer, the diophantine conditions, and the formal solutions provided by Theorem 3.2.
For each λ P Λ we can consider the formula:
φλpwq ” @x1Dy1@x2 ¨ ¨ ¨ Dyr´1@xr´1Dyr´1Du Θλpw1, uq “ 1,
where, as agreed above, w1 “ pw, x1, y1, x2 ¨ ¨ ¨ yr´1q.
By induction hypothesis we can assume that the statement of the theorem holds for
each φλ, that is there is some Nλ ą 0, a set Dλ “ tDv Θλ,ipw, vquiPIλ and formal solutions
α
pr´1q
λ,i such that if G acts on a simplicial tree and some tuples c
1, a11, b11, a12, b12, . . . b1r´1, d1 in
G satisfy
Θλpc1, a11, b11, a12, ¨ ¨ ¨ a1r´1, b1r´1, d1q “ 1
and a1j is N -small cancellation over tc1, a1l, b1lulăj for any 1 ď j ď r´ 1, then Θλ,ipc1, d2q “ 1
holds in G for some d2 P G|u|.
Take N “ maxtN0, NλuλPΛ and let D be the set of diophantine conditions
tDv Θλ,ipw, vq “ 1uλPΛ,iPIλ .
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First note that αλ,i “ pαpr´1qλ,i , αλq is a formal solution for φ relative to the diophantine
condition Θλ,i. Indeed, since αλ is a formal solution of φ relative to the diophantine condition
DuΘλpw1, uq, by definition we have that Σpw, x1, . . . , yr´1, xr, αλq is in the normal closure of
Θλpw1, uq. In turn, since αpr´1qλ,i is a formal solution for φλ relative to Θλ,ipw, vq, it follows
that Θλpw, x1, αp1qλ,i, . . . , xr´1, αpr´1qλ,i , uq belongs to the normal closure of Θλ,ipw, vq and so
Σpw, x1, αp1qλ,i, . . . , αpr´1qλ,i , xr, αλq also belongs to the normal closure of Θλ,ipw, vq. This proves
Item (i) in the statement of the corollary.
Let us now check the second item of the statement of the corollary. Suppose that there
is a group G acting on a tree T and tuples of elements c, a1, b1, . . . ar, br in G as in the
assumption of the statement.
Since ar is N -small cancellation over tc, aj , bjujăr, it follows from Theorem 3.2 that ar
and the tuples tc, aj , bjujăr satisfy at least one of the diophantine conditions Θλ for some
λ P Λ, so
Θλpc, a1, b1, a2 . . . , ar´1, br´1, dq “ 1
for some d P G|u|. From the induction hypothesis described above, since al is N -small
cancellation over c, aj , bj for j ă l ă r and φλ admits a formal solution relative to Θλ,i, we
have that there exists e P G|v| such that Θλ,ipc, eq “ 1. This proves the statement.
4 Uniform weak small cancellation from weak stable el-
ements
In the previous section, we determine a sufficient condition for a group acting on a tree to
have trivial positive @D-theory. This condition, a priory, requires checking infinitely many
conditions - the existence of weakly small cancellation m-tuples, for all m P N. The goal
of this section is to describe a uniform way to obtain m-tuples of (weak) small cancellation
elements for all m P N from just one (weak) stable hyperbolic element h and an element
g which does not belong to the stabiliser of the axis of h, see Corollary 4.7. Therefore, if
a group acts on a tree irreducibly, it suffices to prove the existence of a hyperbolic stable
element in order to conclude that its positive theory is trivial.
We start with some definitions and remarks. Throughout this section G denotes a group
acting on a real tree T . Recall that, for g P G, we denote by Epgq the set of elements in G
that fix set-wise the set Apgq, where Apgq is either the axis of g if g is hyperbolic, or the set
of all elements pointwise fixed by g. The following definition was introduced already in the
preliminary Section 2, and it is reproduced here for convenience.
Definition 4.0.1. Let h be a hyperbolic element of G (with respect to the action of G on
T ). Then h is called weakly λ-stable if for all g P G the inequality |Aphq X gAphq| ą λtlphq
implies that g P Ephq.
We say that the hyperbolic element h is λ-stable if it is weakly λ-stable and Kphq “ t1u.
If λ “ 1 then we drop the prefix λ in the above definitions.
Remark 4.1. The following observations will be used later on:
If λ ă µ then any λ-stable element is µ-stable.
For any n ą 0, if a hyperbolic element h is (weakly) λ-stable then hn is (weakly) λn -stable.
If G acts on a real tree T with trivial edge stabilizers, then every hyperbolic element of G is
stable.
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Definition 4.1.1. Let G be a group acting on a real tree. We will call a pair of elements
g, h acylindrical if
• xg, hy acts irreducibly on T ,
• |Apgq XAphq| ď 12 maxttlpgq, tlphqu and
• if g is hyperbolic then g is weakly 13 -stable, and similarly for h.
We also recall the notion of small cancellation:
Definition 4.1.2. Fix an action of a group G on a real tree T . Consider a tuple of elements
a “ pa1, . . . , amq P Gm. Given N ą 0, we say that a is weakly N -small cancellation (in T )
if the following holds for some base point ˚ P V T
(a) dp˚, ai˚q ą N for all i,
(b) dp˚, aj˚q ď N`1N mini tlpaiq for all i, j, and
(c) For all g P G,  P t1,´1u and 1 ď i, j ď m the condition |r˚, ai˚s X gr˚, aj˚ss| ě
1
N mini tlpaiq cannot hold unless i “ j,  “ 1 in which case g acts like the identity on
the collection of points of r˚, ai˚s that it sends to r˚, ais, that is g acts as the identity
on the the intersection r˚, ai˚s X gr˚, ai˚s.
Given c1, c2, . . . , ck P G, we say that a tuple a is weaklyN -small cancellation over c1, c2, . . . , ck
if ˚ can be chosen in such a way that mini dp˚, ai˚q ą N ¨ dp˚, cj˚q, for all 1 ď j ď k. We
say that pa1, a2, . . . amq is N -small cancellation (over c) if all the above applies and we ad-
ditionally require that g can only be equal to the identity in the last alternative of Item
(c).
Remark 4.2. The following are immediate consequences of Definition 4.1.2. Below a1, . . . , an
is an N -small cancellation tuple.
1. ai is hyperbolic for all i.
2. If a1, a2, . . . ak is N -small cancellation over c then so is a1, a2, . . . a
´1
i , ai`1, . . . ak.
3. dp˚, Apaiqq ď L2N , where L “ minitlpaiq. Indeed, dp˚, ai˚q “ 2dp˚, Apaiqq ` tlpaiq.
From this and Item b we have that dp˚, Apaiqq ď N`12N L´ tlpaiq2 from where the inequality
follows.
4. For all i, j and all g R xajy we have |Apaiq X gApajq| ď LN .
Lemma 4.3. Let G act on a tree T and take two elements g, h P G such that xg, hy acts
irreducibly on T . Suppose that either g is elliptic or is the m-th power of a weakly λ-stable
element, where m ě 10 maxtλ, 1u. Make the same assumption on h. Then the pair tg, hu is
acylindrical.
Proof. If g is hyperbolic, then it is weakly 110 -stable by assumption and by Remark 4.1. In
particular, it is weakly 13 -stable again by this remark. The same is true for h. Therefore Items
1 and 3 of Definition 4.1.1 hold. It remains to see that |Apgq XAphq| ď 12 maxttlpgq, tlphqu.
First of all, notice that if both g and h are elliptic, then ApgqXAphq “ H, otherwise the
action of xg, hy on T would have a fixed point, contradicting its irreducibility. Now assume
g is hyperbolic and h is elliptic. Then by hypothesis g “ gm0 for some weakly λ-stable
hyperbolic element g0. If we had |Apgq X Aphq| ą 12 maxttlpgq, tlphqu, then it would follow
that |Apg0qXAphq| “ |ApgqXAphq| ą 12 maxttlpgq, tlphqu “ tlpgq{2 “ mtlpg0q{2 ě λtlpg0q{2,
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which implies h P Epg0q “ Epgq; indeed, since h is elliptic, we have that hrApgq X Aphqs “
ApgqXAphq and so rApgqXAphqs Ă ApgqXhApgq, implying that h P Epgq. This contradicts
the fact that xg, hy acts irreducibly on T .
The only case left is that in which both g and h are hyperbolic. Without loss of generality,
tlphq ď tlpgq. Then the m-th root g0 of g is a hyperbolic element with translation length
at most 110 tlpgq. Suppose towards contradiction that |Apgq X Aphq| ą 12 maxttlpgq, tlphqu “
tlpgq{2. Then
| rApgq XAphqs X g0 rApgq XAphqs | ě |Apgq XAphq| ´ tlpgq
10
ě 1
10
maxttlpgq, tlphqu. (11)
Since both g and h are weakly 110 -stable (as shown at the beginning of the proof), it follows
from (11) that g0 preserves both Apgq and Aphq, a contradiction with the action of xg, hy
being irreducible.
Lemma 4.4. Let G be a group acting on a real tree T and let g, h P G be an acylindrical
pair. Consider the words vpx, yq “ xyx and wcnpx, yq “ yvpx,yqx (where ‘cn’ stands for ‘con-
jugation’). Then the element wcnpg, hq is hyperbolic with tlpwcnpg, hqq ě maxttlpgq, tlphqu.
Moreover, g R Epwcnpg, hqq and Apgq and Apwcnpg, hqq intersect coherently in case g is
hyperbolic.
Proof. Let c “ ghg . Our first goal is to prove that Aphcq X Apgq “ H, since in that case
applying Lemma 2.3 to hc and g we obtain
tlphcgq ě 2dpAphcq, Apgqq ` tlphcq ` tlpgq “ 2dpAphcq, Apgqq ` tlphq ` tlpgq
which implies that the element wcnpg, hq “ chg is hyperbolic and has translation length
bigger than maxttlpgq, tlphqu.
We distinguish several cases. In case Apgq X Aphq “ H an application of Remark 2.2
yields Apgq X pAphgq Y Aphqq “ H and Apgq intersects the path between Aphq and Aphgq.
From a second application we get ApgqXApcq “ H. Item 2 of this same remark ensures that
the path from Apcq to Aphq crosses Aphgq. From this and the fact that the path from Aphgq
to Aphq crosses Apgq we obtain that the path from Apcq to Aphq crosses Apgq. Another
application of Remark 2.2 yields Apgq XAphcq “ H.
Assume now Apgq X Aphq ‰ H. We have that |Aphq X Apgq| ď maxttlpgq, tlphqu{2 by
the acylindricity assumption on the pair pg, hq. Then at least one of the two elements g and
h is hyperbolic, since otherwise xg, hy would fix a point, contradicting the assumption that
xg, hy acts irreducibly on T .
Assume first that tlpgq ě tlphq, so that in particular g is hyperbolic. Notice that (see
Figures 11 and 12)
dpAphq, Aphgqq “ tlpgq ´ |Aphq XApgq| ě tlpgq{2 ą 0.
Hence Aphq and Aphgq are disjoint.
If h is hyperbolic as well or if the intersection of Apgq and Aphq is non-degenerate, then
since the path from Aphq to Aphgq crosses Apgq and hg acts on T by translation along the
axis Aphgq, it follows that
dpApcq, Aphqq “ dpphgq´1Apgq, Aphqq ě dpAphgq, Aphqq ą 0,
Apgq intersects the path between Apcq and Aphq and |Apcq XApgq| ă tlpcq “ tlpgq. Remark
2.9 can now be applied by taking. c´1 in the role of k; indeed, if Apgq X Apcq ‰ H then
Item 1 in the statement of the remark is satisfied, and otherwise the intersection is bounded
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Aphq
Apgq
Aph gq
Apghg q
tlpgq
tlpgq ´ |Aphq XApgq| ě 12 tlpgq
ď 12 tlpgq
Figure 11: The case in Lemma 4.4 when Apgq X Aphq ‰ H and both elements g and h are
hyperbolic. We stress that, in general, Apgq and Apghg q may intersect.
by tlpgq “ tlpcq, as shown above. Hence Apgc´1q X Aphq “ H. Conjugating by c be obtain
Apgq XAphcq “ H.
Next we consider the case in which g is hyperbolic, h is elliptic and ApgqXAphq is a single
point. By the definition of acylindrical pair g is weakly 1{3-stable and xhg, gy “ xh, gy acts
irreducibly on T . We thus have |Apgq XApcq| “ |Apgq X phgq´1Apgq| ď tlpgq{3. Moreover
dpApcq, Aphqq ě tlpgq ´ |Apcq XApgq| ě 2tlpgq{3 ą 0,
and the projection of Aphq to Apcq lie in Apcq X Apgq (see Figure 12). An application of
case 2 of Remark 2.9 (taking c´1 in the role of k) yields Aphcq X Apgq “ H just as in the
previous case.
Apgq
Apghg q “ phgq´1Apgq
ě 2tlpgq
3
tlpgq
ď tlpgq
3
Aphq Aphgq
Figure 12: The case in Lemma 4.4 when Apgq XAphq ‰ H, g is hyperbolic and h is elliptic.
We stress that Aphq is in general larger than a single point, as shown in the picture.
Assume now tlpgq ă tlphq and consider first the sub-case in which g is hyperbolic or
Apgq XAphq is non-degenerate. Notice that the projection of Aphq to Aphgq (prAphg pAphqq)
(in particular, Aphq X Aphgq if dpAphq, Aphgq “ 0) is contained in Aphgq X Apgq. Since
|Aphgq X Apgq| ď 12 tlphq “ 12 tlphgq, this implies by Remark 2.9 that Apcq “ hg
´1
Apgq is
disjoint from Apgq Y Aphq. Moreover, both Apgq and Aphq project to the same point on
Apcq. Another application of Remark 2.9 yields Aphcq X Apgq “ H. The case in which h
is hyperbolic, g elliptic and Apgq X Aphq is a single vertex follows from a similar argument
using the fact that |Aphq X Aphgq| ď 13 tlphq and is left to the reader. This completes the
proof that tlpwcnpg, hqq ě maxttlpgq, tlphqu.
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We next see that in all cases g R Ephcgq “ Epwcnpg, hqq. From Apgq X Aphcq “ H
this is satisfied if g is hyperbolic. Hence assume g is elliptic, in which case we have g R
E`phcgq (the set of elements that fix Aphcgq set-wise and preserve the orientation). Assume
towards contradiction that g P EphcgqzEphcgq`. Observe that xg, hcgy “ xg, hcy “ xhc, hcgy
preserves Aphcgq. In particular, hc P Ephcgq. We can assume that hc is elliptic, because
otherwise we would have Aphcq “ Aphcgq a contradiction with Lemmas 2.3 and 2.4. It
follows that g and hc both act as involutions on Aphcgq. We now claim that xg, hy acts
dihedrally on an infinite line (under the current assumptions that g and hc are elliptic).
Once this is verified, the proof of the lemma is finished, since this claim contradicts the fact
that xg, hy acts irreducibly on T due to the definition of acylindricity.
We proceed to prove the claim. Let J be the bridge between Aphq and Apgq (i.e. the
path connecting these two subgraphs), and let I be the bridge between Apgq and Aphcq
(see Figure 13). Our goal is to apply Lemma 2.7, and so we need to prove that g2 and h2
fix J . By Remark 2.3, I is contained in Aphcgq. Assume we have proved that g´1J and
c´1J are contained in I. Then since g2 fixes Aphcgq (because g P EphcgqzE`phcgq) we have
g2pg´1Jq “ gJ “ g´1J and so g2 fixes J . Similarly, h2 fixes J . Thus by Lemma 2.7 we
obtain that the action of xg, hy on T is dihedral, a contradiction.
We now prove that g´1J and c´1J are contained in I. Indeed, since Aphq X Apgq “ H
and both h and g are elliptic, we have that Aphgq is disjoint from Apgq and Aphq, and the
path between Aphq and Aphgq crosses Apgq, by Remark 2.2. Similarly, Apcq “ h´1gApgq
is disjoint from Apgq and the path from Apgq to Apcq crosses Aphgq. Analogous arguments
yield that the path between Apgcq to Aphcq is contained in I (see Figure 13). The former is
precisely c´1J , and so both g´1J and c´1J are contained in Aphcgq.
J g
´1J c´1J
Aphcgq
I
Aphq
Apgq
Aphgq Apcq Apgcq
Aphcq
Figure 13: The axis of Aphcgq (in black), and the segments J and I in studied at the end
of the proof of Lemma 4.4.
The next lemma shows that there is a uniform way to combine a stable element with
another one that does not belong to the normaliser of g in order to obtain a small-cancellation
tuple.
Proposition 4.5. For all N ě 1 and m ě 1 there exists an m-tuple of words wsc P Fpx, yqm
with the following property (‘sc’ stands for ‘small cancellation’). Suppose we are given an
action of a group G on a real tree T , a hyperbolic element h P G, and another element g P G
such that:
i) h is hyperbolic and stable (respectively, weakly stable),
ii) g R Ephq,
iii) Apgq and Aphq intersect, g does not invert a subsegment of Aphq and if g is hyper-
bolic, then Apgq and Aphq intersect coherently,
iv) tlpgq ď tlphq.
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Then wpg, hqsc is N -small cancellation (respectively, weakly N -small cancellation) as wit-
nessed by any point in Apgq XAphq, and for all 1 ď i ď m we have
tlpwsci pg, hqq ě N maxttlpgq, tlphqu “ Ntlphq. (12)
Proof. Take K ą 20pm` 2qN . We denote by wsci px, yq the word
wsci px, yq “ xyki,1xyki,2 ¨ ¨ ¨xyki,K ,
where ki,j “ K2 `Ki` j, for 1 ď i ď m and 1 ď j ď K.
Since by assumption, the axis Apgq and Aphq intersect, we let ˚ P Apgq X Aphq be
the point in Apgq X Aphq with minimal value with respect to the order induced on Apgq
by the translation action of g, i.e. ˚ is the ‘first’ point where Apgq and Aphq meet. The
axis Apwsci pg, hqq contains Apgq XAphq and so, in particular, ˚ P Apwsci pg, hqq. A picture of
Apwsci pg, hqq can be obtained by repeatedly drawing the figures from the preliminary lemmas
2.3 and 2.4, and Figure 3.
We denote wi,1 “ g, wi,1phq “ ghki,1 , and
wi,j “ wi,j´1phqg, wi,jphq “ wi,jhki,j , j “ 2, . . . ,K.
We further let rgsi,1 “ r˚, g˚s, rhsi,1 “ rg˚, wi,1phq˚s, and
rgsi,j “ rwi,j´1phq˚, wi,j˚s, rhsi,j “ rwi,j˚, wi,jphq˚s j “ 2, . . . ,K.
Notice that wi,j˚ is the image of wi,j´1phq˚ by gwi,j´1phq´1 , and similarly, wi,jphq˚ is the
image of wi,j˚ by wi,jhki,jwi,j´1. Hence |rgsi,j | “ tlpgq and |rhsi,j | “ tlphki,j q “ ki,jtlphq.
Apwsci q
rgsi,1 rhsi,1 rgsi,2˚ g˚ wi,1˚
tlpgq ki,1tlphq
. . .
tlpgq
Figure 14: Part of the axis of wsci pg, hq.
We claim that Apwsci pg, hq˚, ˚q contains the path obtained by concatenating
rgsi,1, rhsi,1, . . . , rgsi,K , rhsi,K ,
and that there is no backtracking (i.e. ’cancellation’) in the path rgsi,1 . . . rhsi,K , that is
dpwsci pg, hq ¨ ˚, ˚q “ tlpwsci pg, hqq “ Ktlpgq `
Kÿ
j“1
kijtlphq.
Indeed, by assumption, if g is hyperbolic then the axis of g and hki,1 intersect coherently, and
so by Lemma 2.4, ghki,1 is hyperbolic and tlpghki,1q “ tlpgq` tlphki,1q. Moreover given that
˚ P ApgqXAphki,1q we have that r˚, g˚s Ď Apghki,1qXAphki,1q (see Figure 2 in Lemma 2.4).
The claim then follows by induction on the length of the word wsci pg, hq using analogous
arguments in each induction step. If g is elliptic, then since g R Ephq and g does not invert
a subsegment of Aphq “ Aphki,1q, we have tlpghki,1q “ tlpgq “ tlpgq ` tlphki,1q due to Item 2
of Remark 2.6. Moreover g˚ “ ˚ P Apghki,1qXApgq because Apghki,1q contains ApgqXAphq.
In this case the claim now follows by inductively combining this and the previous argument.
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Since tlpgq ď tlphq (by assumption) and 1 ď K ď K2, we have the follwing inequalities:
dpwsci pg, hq ¨ ˚, ˚q “tlpwsci pg, hqq “ Ktlpgq `
Kÿ
j“1
kijtlphq
ăpK `KpK2 `mK `Kqqtlphq ă pK2pK `m` 2qqtlphq,
(13)
and since ki,j ě K2 `K for all i, j,
dpwsci pg, hq ¨ ˚, ˚q “ tlpwsci pg, hqq ě KpK2 `Kqtlphq “ K2pK ` 1qtlphq. (14)
In particular, since K ě N , (14) implies the inequality (12) from the statement of the
lemma.
Using the above inequalities we now shows that pwsci pg, hqqKi“1 satisfies the first two
properties in the definition of small cancellation (Definition 4.1.2). Indeed, by the choice
of K and Equation (14) we have that dpwsci pg, hq ¨ ˚, ˚q ą N for all i. We now establish
inequality (b) from Definition 4.1.2, i.e. we prove that dp˚, wsci pg, hq˚q ď N`1N minj tlpwscj q
for all i´,. From Equations (13) and (14), we have, for all i,
N`1
N miniptlpwsci pg, hqqq ě N`1N K2pK ` 1qtlphq;
dpwsci pg, hq ¨ ˚, ˚q ă pK2pK `m` 2qqtlphq.
Hence, it suffices to show that
pK2pK `m` 2qqtlphq ď N ` 1
N
K2pK ` 1qtlphq.
The latter is equivalent to NpK `m ` 2q ď pK ` 1qpN ` 1q, which holds by the choice of
K, since K ą 20pm` 2qN ą pm` 1qN .
In order to check property (c) of Definition 4.1.2, by (14) it suffices to prove the following
Claim 4.6. Let 1 ď i ď m, let f P G, and let J be a subsegment of Apwsci pg, hqq of length at
least 1N pK2pK`1qqtlphq that is mapped by the action of f into a subsegment of Apwsci1 pg, hqq,
for some 1 ď i1 ď m. Then i “ i1 and f fixes Apwsci pg, hqq pointwise. In case h is stable
then in fact we have f “ 1.
If the claim is true, then whenever we have |Apwsci pg, hqXfApwsci1 pg, hq| ě minjttlpwscj pg, hqqu
we have |Apwsci pg, hqXfApwsci1 pg, hq| ě K2pK`1qtlphq due to (14), and then from the claim
we obtain the required conclusions in Condition 3 of the definition of small cancellation.
Proof of Claim 4.6. Some preliminary observations are in order. Notice that
max
i,j
ptlphkij qq “ pK2 `mK `Kqtlphq ´ 2tlphq ă (15)
2 min
i,j
ptlphkij qq “ 2pK2 `K ` 1qtlphq ´ 2tlphq,
where the second inequality follows from K ą 20pm`2qN ą 20m. Hence for all 1 ď i, i1 ď m
and 1 ď j ď K such that f rhsi,j XApwsci1 q is nonempty there exists 1 ď j1 ď K such that
f rhsi,j XApwsci1 q Ď rhsi1,j1rgsi1,j1`1rhsi1,j1`1, or (16)
Apwsci1 q Ď rgsi1,j1rhsi1,j1rgsi1,j1`1
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In this case, since the translation length of hkij is at least pK2`K`1qtlphq and tlpgq ď tlphq,
it follows that
|f rhsi,j X rhsi1,j1 | ě pK2 `Kqtlphq{2 ě tlphq, or
|f rhsi,j X rhsi1,j1`1| ě pK2 `Kqtlphq{2 ě tlphq.
(17)
We next prove that any segment of Apwsci pg, hqq of length 1N pK2pK ` 1qqtlphq contains
a translate of the path rhsi,j´1rgsi,jrhsi,jrgsi,j`1rhsi,j`1, for some j “ 1, . . . ,K ´ 1 (by
translate of a segment we mean the image of the action of an element on such segment).
Indeed, in order to prove this, it suffices to show that 1N pK2pK ` 1qqtlphq is greater than
4 max
i,j
ptlphki,j qq ` 4tlpgq. This follows from the inequality
4pK2 `mK `Kqtlphq ` 4tlpgq ď 4pm` 2qK2tlphq ` 4tlphq ď
ď
ˆ
1
N
K3 ` 4
˙
tlphq ď 1
N
pK2pK ` 1qqtlphq.
Note that the inequality 4pm` 2qK2tlphq ď 1NK3tlphq holds by the choice of K, i.e. since
K ą 20pm` 2qN ą 4pm` 2qN .
In views of the argument above, let rhsi,j´1rgsi,jrhsi,jrgsi,j`1rhsi,j`1 be contained in the
segment J . By (17), there exists 1 ď j1 ď K such that
|f rhsi,j X rhsi1,j1 | ě K
2 `K
2
tlphq ą tlphq.
We take rhsi1,j1 to be such that this intersection is as large as possible. Then it follows from
(15) and from (17) that, if fApwsci q and Apwsci1 q meet coherently, then
|f rhsi,j`1 X rhsi1,j1`1| ě tlphq.
Similarly in this case we obtain
|f rhsi,j´1 X rhsi1,j1´1| ě tlphq.
If fpApwsci qq and Apwsci1 q do not meet coherently then by analogous reasons we obtain|f rhsi,j` X rhsi1,j1´| ě tlphq for  P t´1, 0, 1u.
Let f0 “ w´1i1,j1fwi,j , f´1 “ wi1,j1´1phq´1fwi,j´1phq, f1 “ wi,jphq´1fwi1,j1phq. Note that
f´1 “ fg0 , f1 “ h´ki1,j1 f0hki,j . (18)
The discussion above implies that each of the three elements f0, f´1, f1 send a segment of
the axis Aphq of length at least tlphq to Aphq, as indicated in Figure 15.
Assume first that the intersection f rhsi,j X rhsi1,j1 is coherent. Then f0, f´1, f1 send a
segment of the axis Aphq of length at least tlphq to Aphq in an orientation preserving manner.
Since h is weakly stable, it follows that the three elements lie in E`phq (i.e. they preserve
Aphq and its orientation). We now prove that f0 is elliptic. Indeed, if f0 was hyperbolic
we would have Apf0q “ Aphq, and thus Apfg0 q “ g´1Apf0q “ g´1Aphq ‰ Aphq because
g R Ephq. But now the inequality Apfg0 q ‰ Aphq contradicts the fact that fg0 preserves Aphq.
This proves that f0 is elliptic, which immediately implies that f´1 “ fg0 is elliptic as well
It follows that f0, f´1 P KpAphqq, i.e. f0 and f´1 act as the identity on Aphq (since they
are elliptic and preserve the orientation of Aphq). Notice that if h was chosen to be stable,
then this by itself implies that f0 “ f´1 “ 1.
Since f0 P KpAphqq, the element f1 “ ph´ki1,j1 f0hki,j q can only preserve Aphq if ki1,j1 “
ki,j , because since f0 fixes the axis of h pointwise, f1 acts by translation on Aphq with trans-
lation length hki,j´ki1,j1 , and since h is weakly-stable the equality follows. By construction,
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Apwsci1 pg, hqq
Apwsci pg, hqq
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f rhsi1j1
f
Figure 15: Auxiliary picture for the last arguments in the proof of Proposition 4.5. We show
that |rhsi1,j1 X f rhsi,j | ě tlphq, from where it follows that |Aphq X w´1ij fwijAphq| ě tlphq
ki,j “ ki1,j1 implies i “ i1 and j “ j1. Then the fact that f0 fixes a subsegment of Aphq
implies its conjugate f “ fwsci pg,hq´10 fixes a subsegment of Apwsci pg, hqq. Hence the claim
is proved in case the intersection f rhsi,j X rhsi1,j1 is coherent. We next prove that such
intersection is always coherent.
Suppose towards contradiction that the intersection f rhsi,j´1Xrhsi1,j1`1 is not coherent.
In this case |f rhsi,j` X rhsi1,j1´| ě tlphq for  P t0, 1, 2u. Just as in the first case, weak
stability of h allows us to conclude that each of the elements
f0, g
´1h´ki1,j1 f0g´1, gf0hki,jg
belong to E´phq. From this we conclude that
c “ ph´ki1,j1 f20hki,j qg “ pg´1h´ki1,j1 f0g´1qpgf0hki,jgq P Ephq.
Notice that f20 P KpAphqq. Just as above, ki,j ‰ ki1,j1 implies c is hyperbolic, which together
with g R Aphq contradicts f1 P Aphq. Thus ki,j “ ki1,j1 and hence pi, jq “ pi1, j1q. Now, the
exact same argument applied to pi, j´1q yields ki,j´1 “ ki1,j1`1, contradicting pi, jq “ pi1, j1q.
Hence, the intersection f rhsi,j´1 X rhsi1,j1`1 had to be coherent to begin with.
As explained previously, Claim 4.6 together with our previous arguments imply that the
tuple wsc is weakly N -small cancellation. If additionally h is stable, then Claim 4.6 ensures
that f “ 1 and thus the tuple wsc is N -small cancellation.
Corollary 4.7. For all N,m ě 1, there exist two m-tuple of words W sc,W sc1 P Fpx, yqm
with the following property. Suppose we are given an action of a group G on a tree T , two
elements g, h such that the subgroup xg, hy acts irreducibly on T , h is hyperbolic and stable
(resp. weakly stable) and dpAphq, Apgqq ă tlphq. Then either W pg, hqsc or W pg, hqsc1 is
N -small cancellation (respectively, weakly N -small cancellation).
Proof. Let W sc “ wscpyyx, y4q and W sc1 “ wscpypy´1qx, y4q the two M -tuples, where
wscpx, yq is the m-tuple given in Lemma 4.5. We show that given g and h as in the state-
ment of the Corollary, either the pair g1 “ hhg, h1 “ h4 or g1 “ hph´1qg, h1 “ h4 satisfy the
requirements of Lemma 4.5.
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Let h be hyperbolic and (weakly)-stable. Since by assumption g, h acts irreducibly, we
have that g R Ephq.
Assume first that Aphq and Apgq intersect. In this case, hg is hyperbolic and
• (i) either Aphq and Aphgq are disjoint; or
• (ii) Aphgq XAphq ‰ H and Apphqgq and Aphq intersect consistently, for  P t˘1u.
In case (ii), by Lemma 2.4 it suffices to take h1 “ h4 and g1 “ hphqg since g1 is hyperbolic,
g1 R Ephq and tlpg1q “ 2tlphq ď 4tlphq “ tlph1q.
If Aphq and Apgq are disjoint, by Remark 2.2, so are Aphq and Aphgq. In this case
and in the Alternative (i), by Lemma 2.3, it suffices to take h1 “ h4 and g1 “ hhg since
tlpg1q “ 2tlphq ` 2dpAphq, Apgqq ă 4tlphq “ tlph1q.
Hence, the pair h1 and g1 satisfies the requirements of Lemma 4.5, we have thatW scpg, hq “
wscpg1, h1q or W sc1pg, hq “ wscpg1, h1q is (weakly) N -small cancellation.
Remark 4.8. It follows from the previous corollary that a group G acting irreducibly on a
tree has stable elements if and only if it has an m-tuple of small cancellation elements for
any m ě 1.
Indeed, let h be a λ-stable element of G. Let g P G be such that xg, hy acts irreducibly
on T and let d “ dpAphq, Apgqq. Then hd is a stable element and hd and g satisfy the
requirements of Corollary 4.7. Hence, G has small cancellation elements. Assume now that
G has an m-tuple of N -small cancellation elements for all m ě 1. Let m “ 1 and let a be
an N -small cancellation element with respect to a basepoint ˚. By Remark 4.2, a´1 is also
N -small cancellation. Then a is 2N -stable. Indeed, if |Apaq X gApAq| ě 2N tlpaq, then either|r˚, a˚s X gr˚, a˚s| or |r˚, a´1˚s X gr˚, a´1˚s| is greater than or equal to 1N and since both
a and a´1 are N -small cancellation, we deduce that g “ 1 and so in particular g P Epaq;
hence a is 2N -stable.
5 Uniform small cancellation over c from stable ele-
ments
In Section 3, we determined a sufficient condition for the existence of formal solutions
relative to a set of diophantine conditions for @D-formulas when the group acts on a tree,
see Theorem 3.2. This condition requires the existence of small cancellation m-tuples that
dominate a parameter c.
In the previous section, we proved that the existence of a (weakly) stable element in
a group acting irreducibly on a tree is sufficient to obtain in a uniform way (weak) small
cancellation m-tuples. Similarly, in this section, we describe in a uniform way how to obtain
small cancellation tuples over c given two elements a and b of a group G acting on a tree such
that the subgroup xa, by has an irreducible action and with the assumption that hyperbolic
elements of G are also stable, see Theorem 5.3.
This uniform description of small cancellation elements will be essential to prove the
quantifier reduction in Section 6.1, as well as in the preservation of the non-trivial positive
theory under extensions in Section 6.2.
We begin with two preliminary lemmas.
Lemma 5.1. Suppose that g is an N -small cancellation element, with N ě 1. Then for
any non-zero integer k and any c P G, the element gkpgkqc is hyperbolic with
p2k ´ 1qtlpgq ` dpApgq, cApgqq ď tlpgkpgkqcq ď 2k tlpgq ` dpApgq, cApgqq (19)
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Proof. Denote g0 “ gk. By Remark 4.2, g is hyperbolic, and thus so is g0, gc0 and g0gc0.
Now tlpg0q “ k ¨ tlpgq, Apg0q “ Apgq, and Apgc0q “ Apgcq “ c´1Apgq. If the intersection
Apgq XApgcq is empty, then by Remark 2.6,
tlpg0gc0q “ 2tlpg0q ` dpApg0q, Apgc0qq “ 2ktlpgq ` dpApgq, Apgcqq
and so (19) holds. By Remark 2.6, if Apgq and Apgcq intersect coherently, then tlpg0gc0q “
2kptlpgqq and dpApgq, Apgcqq “ 0, hence (19) holds as well. Suppose Apgq and Apgcq have
non-empty intersection and this intersection is non-coherent. Since g is N -small cancellation
Remark 4.2 ensures that |Apgq X Apgcq| “ |Apgq X c´1Apgq| ď tlpgq2N ď tlpgq2 , unless c P xgy,
in which case Apgcq “ Apgq and the intersection Apgq XApgcq is coherent. Now by Remark
2.6
tlpg0gc0q “2tlpg0q ´ 2|Apg0q XApgc0q| “
2kptlpgqq ´ 2|Apgq XApgcq| ě 2kptlpgqq ´ tlpgq,
and (19) follows since in this case dpApgq, cApgqq “ 0.
Lemma 5.2. Let x, y, z be variables and define wdm1 “ xxz, wdm2 “ yyz, wdm “ pwdm1 , wdm2 q “
pxxz, yyzq P Fpx, y, zq2 (‘dm’ stands for ‘domination’). Then there is some N such that the
following holds. Let G be a group acting on a real tree T , g, h, c P G, and let ˚ P T be such
that the pair pg, hq is N -small cancellation over c with respect to ˚. Denote a “ pwdm1 pg, hqq2,
b “ pwdm2 pg, hqq2. Then both a and b are hyperbolic, Apaq ‰ Apbq, and there exists γ P ta, bu
such that tlpγq ě maxtdpc ¨ ˚, ˚q, tlpgq, tlphqu.
Proof. Let pg, hq be an N -small cancellation pair over c P G with respect to a base point
˚ P T , and consider the elements a “ pggcq2 and b “ phhcq2. These elements are hyperbolic
due to Lemma 5.1.
Write ˚1 “ c´1˚ and let J “ r˚, ˚1s. First we want to check that
|J | “ dp˚, ˚1q ď 2 maxttlpgq, tlphqu, (20)
since if such inequality holds then to prove the lemma it suffices to show that Apaq ‰ Apbq
as the inequalities maxttlpaq, tlpbqu ě maxt2tlpgq, 2tlphqu ě maxtdp˚, ˚1q, tlpgq, tlphqu are
guaranteed by the previous Lemma 5.1 and by (20), respectively.
Let M “ maxttlpgq, tlphqu and let L “ minttlpgq, tlphqu. Assume that |J | ě 2M , and
let N 1 “ N{4. By Remark 4.2, pa, bq is N 1-small cancellation over c, and by this same
remark we have dp˚, Apgqq ď L2N 1 and also dp˚, Aphqq ď L2N 1 . Hence dp˚1, Apgcqq ď L2N 1
and dp˚1, Aphcqq ď L2N 1 , since dp˚1, Apgcqq “ dpc´1˚, c´1Apgqq, and similarly for the second
inequality.
It follows (see Figure 16) that there exists some subsegment J 1 Ă J of length at least
|J | ´ LN 1 which is entirely contained in the convex closure of ApgqYApgcq as well as entirely
contained in the convex closure of AphqYAphcq. This segment can be constructed explicitly
as
J 1 “ J X pApgq YApgcq Y bpg, gcqq X pAphq YAphcq Y bph, hcqq,
where bpg, gcq (resp. bph, hcq) is the bridge between Apgq and Apgcq (resp. Aphq and Aphcq).
Given α P tg, hu we can subdivide J 1 in three consecutive subsegments Jα1 , Jα2 , Jα3 , where
Jα1 Ă Apαq, Jα3 Ă Apαcq and Jα2 Ă bpα, αcq in case dpApαq, Apαcqq ą 0 and Jα2 is degenerate
otherwise. The segment Jα1 is degenerate if the intersection Apαq X J 1 is degenerate, and
similarly for Jα3 .
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˚ c´1˚
Apgq c´1Apgq
ď L
2N J
g
1 J
g
2 J
g
3 ď L2N
J 1
Figure 16: We take J 1 Ď J to be the largest segment contained in the convex closures of
Apgq YApgcq and of Aphq YAphcq (the latter is not shown in the figure). In this picture we
have J1
g “ H, J2g “ J 1, and J3g “ H.
Assume we have proved there exists α P tg, hu such that |Jα2 | ą |J|2 ´ L. Then from our
assumption |J | ě 2M we have that |Jα2 | ą 0 and so Jα2 is non-degenerate. Moreover from
dpApαq, Apαcqq ě |Jα2 | we obtain Apαq XApαcq “ H. We now have
tlpααcq ě 2dpApαq, Apαcqq ` 2tlpαq
ě|J | ´ 2L` 2tlpαq ě |J | ě maxtdp˚, c˚q, tlpgq, tlphqu,
where the first inequality is due to Lemma 2.3; the second last inequality follows from
tlpαq ě L; and the last inequality is due to our assumption that |J | “ dp˚, c˚q ě 2M . Thus
in this case we will have proved the last part of the lemma.
In views of this discussion, our next goal is to show that there exists α P tg, hu such that
|Jα2 | ě |J|2 ´L. Assume for the sake of contradiction that |Jg2 |, |Jh2 | ă 12 |J |´L. This implies
that the set X “ J 1zpJg2 Y Jh2 q has size at least
|X| ě |J 1| ´ |Jg2 | ´ |Jh2 | ě
ˆ
|J | ´ L
N 1
˙
´ 2
ˆ |J |
2
´ L
˙
“ Lp2N
1 ´ 1q
N 1
.
Denote J “ tJg1 YJg3 YJh1 YJh3 u. Since X “ YIPJ I, one of the segments from J must have
size at least 2LpN
1´1q
4N 1 “ . Furthermore, given that J 1 Ă pApgq YApgcq Y bpg, gcqq X pAphq Y
Aphcq Y bph, hcqq, by the definition of X we have that
X Ă pApgq YApgcqq X pAphq YAphcqq
and so each segment from J is contained in a set of the form Apgcq X Aphcδq, where
, δ P t0, 1u, and one of them has length greater than or equal to (recall that N 1 “ N{4)
Lp2N 1 ´ 1q
4N 1
ě L
2N 1
ě L
N{2 .
Since pa, bq is N -small cancellation this contradicts Item 4 of Remark 4.2.
Hence we have proved that tlpdiq ě maxtdpc ¨ ˚, ˚q, tlpgq, tlphqu for some i “ 1, 2.
All is left is to show is that, for N big enough, the two elements ggc and hhc have different
axis. Assume this was not the case. Then the commutator element rggc, hhcs would fix the
axis Apggcq “ Aphhcq point-wise.
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Since |Apgq X Apggcq| “ tlpgq ě LN , we have that rggc, hhcs fixes a segment of Apgq of
length greater than LN and so the N -small cancellation property implies that rggc, hhcs “ 1.
Now, consider the sentence:
@x@yDz rxxz, yyzs “ 1.
This sentence is false in a non-abelian free group F. Indeed take x and y to be any two
elements α, β in a basis S of F. For ααz and ββz to commute they must have some
common non-trivial power. However, the epimorphism onto an infinite cyclic group given
by trivializing all elements in S except α sends ββz to 1 and ααz to a non-trivial element,
and so there is no z such that ααz and ββz commute. By virtue of Theorem 3.1, this means
that there exists some N ą 0 such that if pg, hq is a weakly N -small cancellation pair, then
there exists no c P G such that rggc, hhcs “ 1. We conclude that the axes Apggcq and Aphhcq
are different.
Theorem 5.3. Given positive integers k,N,m and a real number λ ě 3, there is a finite
collection W Ď Fpx, y, z1, z2, . . . zkqm of m-tuples of words in the normal closure of x, y with
the following property:
Suppose we are given a group G and a tree T where G acts in a way such that every
hyperbolic element of G is λ-stable. Let pa, bq P G2, c P Gk be such that xa, by acts irreducibly
on T and both a and b have roots of order ě 10λ.
Then there is u PW such that the tuple upa, b, cq is N -small cancellation over c.
Proof. We will not make this explicit in our notation, but all words constructed in the course
of the proof depend on the given parameters N and λ.
First we treat the case k “ 0. We know that a and b admit roots a0 and b0 of order
s, t ě 10λ, respectively. Note that a is hyperbolic if and only if a0 is hyperbolic, hence by
the hypothesis of the lemma, either a0 is elliptic or λ-stable. The same considerations apply
for b0. Thus the hypotheses of Lemma 4.3 apply to pa, bq and so pa, bq is an acylindrical
pair.
We can now apply Lemma 4.4 to the pair pa, bq. This ensures that the element wcnpa, bq
is hyperbolic with translation length larger than tlpaq and tlpbq; that a R Epwcnpa, bqq, and
that Apaq intersects with Apwcnpa, bqq coherently in case a is hyperbolic, where wcn is the
word given in Lemma 4.4. Denote d1 “ wcnpa, bq. By our assumptions, d1 is λ-stable, and
since the subgroup xdr10λs1 , ay acts irreducibly on T , we can apply again Lemma 4.3 to the
tuple pdr10λs1 , aq, obtaining thus that pdr10λs1 , aq is an acylindrical pair. We can now apply
Lemma 4.4 to the pair pdr10λs1 , aq. Thus by letting d2 “ wcnpdr10λs1 , aq, we have that both
d1 and d2 are hyperbolic with tlpd2q ě tlpd1q and d1 R Apd2q and Apd1q and Apd2q intersect
coherently.
Again, since d2 is hyperbolic, by our assumptions it is λ-stable. Thus the tuple pd1, d2q
satisfies the hypothesis of Proposition 4.5. This ensures that wscpd1, d2q is N -small cancel-
lation with respect to any base point ˚ in Apd1q X Apd2q, where similarly as before, wsc is
the m-tuple of words provided by Proposition 4.5 (note that the condition in Proposition
4.5 about inversion of segments is automatically met since a hyperbolic element does not
invert any segment).
In sum, for the case k “ 0 one can take the tuple of words
wscpwcnpx, yq, wcnpwcnpx, yq, yqq.
We denote this tuple by uN,0px, yq. It is clear that in this case, uN,0px, yq are in the normal
closure of x and y. This completes the proof for the case k “ 0.
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Let us now consider the general case k ě 0. We need to find an m-tuple of words
wpx, y, zq in the normal closure of x and y such that wpa, b, cq is N -small cancellation and
dp˚, wipa, b, cq˚q ą Ndp˚, cj˚q (21)
for all 1 ď i ď m and 1 ď j ď k. We begin by finding tuples of words that are weakly
N -small cancellation and that satisfy a weaker form of condition (21). More precisely, we
first show the existence of a tuple of words uN,kpx, y, zq in the normal closure of x and y
such that:
a) ApuN,kpa, b, cqiq X ApuN,kpa, b, cqjq ‰ H for all 1 ď i, j ď m, where the subindices
i, j denote the i, j-th component of the m-tuple uN,k, respectively. Moreover, this
intersection is coherent.
b) uN,kpa, b, cq is N -small cancellation as witnessed by any base point ˚ in the intersection
of all the axis of the components of uN,kpa, b, cq,
c) f1 R Epf2q, and tlpf1q ď tlpf2q.
d) the following inequality holds for all 1 ď i ď m and 1 ď j ď k:
tlpuN,kpa, b, cqiq ě Ntlpcjq. (22)
We proceed by induction on k, the case k “ 0 being done above. Assume that N ě N0,
where N0 is the constant of Lemma 5.2.
Suppose we have constructed a pair uN,k´1 in the normal closure of x and y such that
uN,k´1pa, b, cq satisfies conditions a), b) and c) above, for any N ě 1 and any pk ´ 1q-tuple
c “ pc1, . . . , ck´1q. Denote pe1, e2q “ uN,k´1pa, b, c1, . . . , ck´1q. By construction the pair
pe1, e2q is N -small cancellation with respect to any ˚ in the intersection of the axis of e1
and e2. Denote pd1, d2q “ ppwdm1 pe1, e2qq2, pwdm2 pe1, e2qq2q, where wdmi are the words given
in Lemma 5.2. By this same lemma we have
tlpdiq ě maxtdp˚, ck˚q, tlpe1q, tlpe2qu ě maxttlpckq, tlpe1q, tlpe2qu, (23)
for some i “ 1, 2, say for i “ 1 without loss of generality. Moreover,
Apd1q ‰ Apd2q, (24)
and both d1 and d2 are hyperbolic. By our assumptions, d1 and d2 are λ-stable, and by
Remark 4.1, d1 and d2 are pλ` 2q-stable.
If we let p “ r2pλ ` 2qs, then the implication WSpλq Ñ AIpλ ` 2q of Lemma 2.10 and
Remark 4.1 yield
|Apdp1q XApdp2q| ă λ
λ` 2
p
maxttlpdp1q, tlpdp2qu “ pλ` 2qmaxttlpd1q, tlpd2qu ď
ďp
2
maxttlpd1q, tlpd2qu “ 1
2
maxttlpdp1q, tlpdp2qu.
Hence pdp1, dp2q is an acylindrical pair (we have used that dp1 R Epdp2q because Apd1q ‰ Apd2q,
and vice-versa).
We can now apply Lemma 4.4 to the pair pdp1, dp2q. Denoting f1 “ dp1 and f2 “
wcnpdp1, dp2q, we have
1. f2 is hyperbolic in T ,
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2. tlpf2q ě maxttlpdp1q, tlpdp2qu ě tlpdp1q “ tlpf1q,
3. f1 R Epf2q, and
4. f1 “ dp1 is hyperbolic and Apf1q and Apf2q intersect coherently (in particular f1 does
not invert a subsegment of Apf2q).
In fact, f2 is λ-stable in T as well (by our hypothesis), so the pair f1, f2 satisfies the
hypothesis of Proposition 4.5. It follows that the m-tuple wscpf1, f2q is N -small cancellation
with respect to a base point ˚ in the intersection of the axis of the components in wscpf1, f2q.
Additionally, from Proposition 4.5 we have that
tlpwsci pf1, f2qq ě N maxttlpf1q, tlpf2qu, i “ 1, . . . ,m. (25)
Now by Lemma 4.4,
tlpf1q “ tlpwcnpdλ`11 , dλ`12 qq ě maxttlpdλ`11 q, tlpdλ`12 qu ě maxttlpd1q, tlpd2qu.
Hence by (25), tlpwsci pf1, f2qq ě N maxttlpd1q, tlpd2qu. By (23),
maxttlpd1q, tlpd2qu ě tlpd1q ě maxttlpckq, tlpe1qtlpe3qu ě tlpckq
and so
tlpwsci pf1, f2qq ě Ntlpckq
for all i “ 1, . . . ,m. Hence the m-tuple of words
uN,k “ wscpwcnpwdm1 puN,k´1, ckq2pq, wdm2 puN,k´1, ckq2pqq (26)
are in the normal closure of x and y since by the definition wdmi , i “ 1, 2 and assumption
on uN,k´1, both are in the normal closure of x; furthermore, they satisfies conditions a), b)
c), and d) above, and so the word uN,k satisfies all required properties.
We now claim that there exists a pair of words vN,kpx, y, zq in the normal closure of x
and y such that vN,kpa, b, cq is N -small cancellation and for T there is some vertex ˚ P T
such that
tlpvN,ki pa, b, cqq ě Ndpcj˚, ˚q (27)
for all 1 ď i ď m and 1 ď j ď k. Indeed, we shall prove that such pair can be obtained by
taking
vN,kpx, y, z1, z2, . . . , zkq “
u2N,k`
kpk`1q
2 px, y, z1, z2, . . . , zk, z1z2, z1z3, . . . , z1zk, z2z3, . . . , z2zk, . . . , zk´1zkq.
(28)
Let pf1, f2q “ vN,kpa, b, cq (these fi’s are unrelated to the previous ones, but we keep the
notation fi). Denote by S the set of vertices ˚ of T such that
2 max
1ďjďk dp˚, cj˚q ď minttlpf1q, tlpf2qu “: L. (29)
We know that S is non-empty by Lemma 2.11 together with (22) (the only reason we use the
components zizj in the definition of v
N,k is to guarantee that Lemma 2.11 can be applied
here). Pick ˚0 P S at minimal distance from Apf1q X Apf2q and let ˚1 P Apf1q X Apf2q be
such that dpS,Apf1q XApf2qq “ dp˚0, ˚1q.
Assume first that dp˚0, ˚1q ď L. Let pg1, g2q :“ wscpf1, f2q, where wsc is the tuple
of words from Proposition 4.5 taking the small cancellation parameter to be 3N . For
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convenience let us denote such tuple by wsc,3N until the end of the proof. We now show
that pg1, g2q is N -small cancellation over c1, . . . , ck.
First note that since f1 and f2 satisfy the conditions of Proposition 4.5 (due to the
properties of the words uN,k) and pg1, g2q “ wsc,3N pf1, f2q, we have that g1 and g2 are
3N -small cancellation, Apg1q X Apg2q ‰ H, minttlpg1q, tlpg2qu ě 3NL, and ˚1 belongs to
Apg1q XApg2q. For all j “ 1, . . . , k,
dpcj˚1, ˚1q ď dp˚1, ˚0q ` dp˚0, cj˚0q ` dpcj˚0, cj˚1q ď 2dp˚1, ˚0q ` L
20
ď 3L
Hence 3L ď minttlpg1q,tlpg2quN . This together with condition b) in the formulation of the
words uN
1,k1 , and since ˚1 P Apg1qXApg2q, implies that pg1, g2q is N -small cancellation over
c as witnessed by ˚1. Hence in the case that dp˚0, ˚1q ď L we are done.
Denote J “ Apg1q X Apg2q and assume now that dpS, Jq ą L, in which case we have
dp˚0, cj˚0q ď L20 ď dp˚0,Jq20 and so ˚0 R J . We claim there exists 1 ď j0 ď k such that the
path Qj from Apcjq to J contains the path K from ˚0 to J . Indeed, for each 1 ď j ď k write
K “ Kj1Kj2 where Kj2 “ QjXK, and Kj1 is the remaining part of K. Note that Kj2 may
be empty. Assume towards contradiction that our claim is false. Then Kj1 is nonempty
for all j. It follows that there exists a vertex ˚10 P
Ş
j Kj1 such that ˚10 ‰ ˚0 (see Figure
17). Consequently dp˚10, Jq ă dp˚0, Jq, and ˚10 is closer than ˚0 to Apcjq, for all j. This
last property implies that dp˚10, cj˚10q ď dp˚0, cj˚0q ď L{20 for all j, which implies ˚10 P S,
contradicting the fact that ˚0 is the vertex from S at minimal distance from J . The claim
is proved.
˚0 ˚10 ˚1
K21
Apc1q
Apc2q
Apg1q
Apg2q
K11 K12
K22 J
Figure 17
Consider the elements g “ fi0f cj0i0 and g1 “ f2i0pf2i0qcj0 , where j0 is the index given by
the previous claim and i0 is either 1 or 2 depending on whether K has non-degenerate
intersection with Apf1q or with Apf2q (if none of the conditions are met then i0 is chosen
arbitrarily). By Lemma 5.1, both g and g1 are hyperbolic in T and tlpg1q ě tlpgq ě tlpfi0q.
Moreover, the path from Apcj0q to Apfi0q contains K, hence Apcj0q and Apfi0q are disjoint.
By Item 1 of Remark 2.2 so are Apfi0q and Apf cj0i0 q.
Since K is contained in the path connecting Apfi0q and Apf cj0i0 q, it follows from Remark
2.5 that ˚0 P Apgq X Apg1q. Next we claim that g R Epg1q. Indeed, it suffices to check that
Apgq ‰ Apg1q. This is clear from Remark 2.5: Apgq intersects Apfi0q on a segment of length
tlpfi0q, while Apg1q intersects this axis on a segment of length 2tlpfi0q, so Apgq ‰ Apg1q.
Note also that g1 is hyperbolic and so λ-stable, and tlpgq ď tlpg1q. Hence the two elements
g and g1 satisfy the assumptions of Proposition 4.5.
Therefore the pair ph1, h2q “ wscpg, g1q is N -small cancellation as witnessed by ˚0. Here
we take the small cancellation parameter in wsc to be N , and for convenience we denote this
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word by wsc,N during the rest of the proof. In fact, it is small cancellation over c1, c2 . . . ck,
since
dpcj ¨ ˚0, ˚0q ď 1
2
minttlpf1q, tlpf2qu ď 1
N
minttlph1q, tlph2qu,
where the first inequality is due to (29) and the second is a consequence of Proposition 4.5.
This completes the proof of the main part of the proposition: indeed, if we let pv1, v2q “ vN,k
and αpx, yq “ xxy, then the following family of m-tuples of words satisfies the required
property:
W “  wsc,3N pvN,kq(Y !wsc,N ´αpvN,ki , zjq, αppvN,ki q2, zjq¯ | pi, jq P t1, 2u ˆ t1, 2, . . . ku)
The first set
 
v2N,0pv1, v1v2q
(
corresponds to the case dpS, Jq ď L, and the second set to
the case dpS, Jq ą L. Note that the words belong to the normal closure of x and y since
vN,k also belongs.
Corollary 5.4. Given any integer N , tuples of variables x, x1, z and an integer m, there
is a finite collection S of m-tuples of words w P Fpx, x1, zqm in the normal closure of xxy
satisfying the following property.
Suppose we are given an action of a group G on a real tree T with trivial edge stabilizers
and tuples a P G|x|, a1 P G|x1|, c P G|z| such that xa, a1y acts irreducibly on T . Assume
further that ai0 ‰ 1 for some 1 ď i0 ď |x|. Then wpa, a1, cq is N -small cancellation over c
for some w P S.
Proof. Let us first prove the following claim, which shows that from two tuples that generate
a subgroup that has an irreducible action on a tree, one can uniformly describe a finite set
of pair of words such that at least one of the pairs defines a 2 generated subgroup that also
has an irreducible action on the tree.
Claim 5.5. There is a finite collection Uirr Ă Fpx, x1q2 of pairs of words in the normal
closure of x such that for any action of a group G on a tree T and a, a1 as above, the pair
pupa, a1q, vpa, a1qq generates a group that acts irreducibly on T for at least one pu, vq P Uirr.
Proof of Claim. The collection Uirr of all the pairs pxi0xt1i0 , xt2i0xt3i0 q, where 1 ď i0 ď |x| and
t1, t2, t3 range among all triples of terms in t1u Y x Y x1 satisfies the required conditions.
Indeed, first note that for all 1 ď i0 ď |x| there is g P taj , a1ku1ďjď|x|,1ďkď|x1| such that
Apai0q and Apagi0q are different; otherwise the group generated by a, a1 would preserve the
axis Apai0q, which is either a finite subtree (if ai0 is elliptic) or a bi-infinite line (if ai0 is
hyperbolic), and thus the action of the group generated by a and a1 on T would not be
irreducible.
If a2i0 ‰ 1, since Apa2i0q and Appagi0q2q are different, then xa2i0 , pagi0q2y acts irreducibly on
T and pa2i0 , pagi0q2q P Uirr.
If a2i0 “ 1 (and so ai0 is elliptic), since Apai0q and Appagi0qq are different, we have
that ai0a
g
i0
is hyperbolic. Since the action of xa, a1y on T is irreducible, there exists
h P taj , a1ku1ďjď|x|,1ďkď|x1| such that ai0ahi0 is hyperbolic and the axis Apai0agi0q and Apai0ahi0q
are different. Hence xai0agi0 , ai0ahi0y acts irreducibly on T and pai0agi0 , ai0ahi0q P Uirr.
Let us now address the proof of Corollary 5.4. Let W be the collection of m-tuples of
words provided by Theorem 5.3 for λ “ 1 and the same value of N as in the statement of
the corollary. Note that since G acts on T with trivial edge stabilizers, it follows that each
hyperbolic element is 1-stable.
We claim that the following collection :
S :“ twpupx, x1qs, vpx, x1qt, zq | ps, tq P t10, 11u2, pu, vq P Uirr, w PWu (30)
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satisfies the required properties. Notice that from Theorem 5.3, we have that, for any
w P W, the word wpx, x1, zq can be assumed to be in the normal closure of x and y. Since
by Claim 5.5, the word vpx, x1q is in the normal closure of x, we conclude that any S P S
can be assumed to be in the normal closure of x.
Suppose we are given G, T , a, a1, c as in the hypothesis. From Claim 5.5, it follows that
there is pu, vq P Uirr such that xupx, x1q, vpx, x1qy acts irreducibly on T . By Lemma 2.8,
there is ps, tq P t10, 11u2 such that pb, b1q “ pupx, x1qs, vpx, x1qtq acts irreductibly on T and
both b and b1 have roots of order greater than or equal to 10λ “ 10. Hence the triple pb, b1, cq
satisfies the assumptions of Theorem 5.3 and so we conclude that wpupa, a1qs, vpa, a1qt, cq is
N -small cancellation over c for some w PW, u, v P Uirr, and s, t P t10, 11u.
6 Applications of uniform small cancellation
In this section we will use the results of Section 5 to deduce two corollaries, of interest on
their own. On the one hand, we prove a quantifier reduction for positive sentences. More
precisely, we show that if an arbitrary group satisfies a non-trivial positive sentence, then it
also satisfies a non-trivial positive @D-sentence, see Theorem 6.3.
As a second application we show that the class of groups with non-trivial positive theory
is closed under extensions, see Theorem 6.5.
6.1 Quantifier reduction for positive sentences
The goal of this section is to show that if a group satisfies a non-trivial positive sentence,
then it also satisfies a non-trivial positive @D-sentence.
In fact, we will prove the aforementioned result for a wider set of sentences which we
call generic almost positive. This fragment of the theory is not as classical and well-known
as the positive theory, but it is relevant in the forthcoming work on interpretable sets in
graph products of groups, see [CGKN] and since the proofs are very similar for the two
types of sentences, we treat the most general case, for generic almost positive sentences,
here. For readers only interested in the positive theory, they can go directly to Theorem 6.3
and assume that the systems of inequalites is empty.
Definition 6.0.1 (Almost positive sentence). We say that a sentence is almost positive if
it is of the form:
φ ” Dz pΘpzq ‰ 1^ ψpzqq
where ψpzq is a positive formula whose free variables are in the tuple z and Θpzq ‰ 1 a
non-trivial system of inequalities.
These more general sentences allow to express properties of the group such as the group
has a non-trivial center or that it is boundedly generated.
Example 6.1.
• The property of having non-trivial center can be axiomatized using an almost positive
sentence:
Dz z ‰ 1^ @x rx, zs “ 1
• The property of a group to be bounded centraliser generated, that is G “ Cpz1q ¨ ¨ ¨Cpznq
for some z1, . . . , zn P G is also axiomatized by an almost positive sentence:
Dz1Dz2 ¨ ¨ ¨ Dzk p
kľ
i“1
zi ‰ 1q ^ p@xDy1Dy2 ¨ ¨ ¨ Dyk p
kľ
i“1
ryi, zis “ 1q ^ x “ y1y2 ¨ ¨ ¨ ykq
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In our approach what determines whether or not a positive sentence is trivial is the
existence of a formal solutions. Our goal is to define a set of sentences that on the one hand
allow some (controlled) inequalites and on the other one, the triviality of the sentence (the
fact that it is true in all groups) is determine by the existence of a formal solution that
witness both the inequalites as well as the positive part of the sentence. More generally, we
want to restrict to those cases in which there is no H containing a tuple a such that Θpaq ‰ 1
and the sentence with parameters ψpaq is trivially satisfied in any group G containing H.
This brings us to the definition of generic almost positive sentence.
Definition 6.1.1 (Generic almost positive sentence). We say that an almost positive sen-
tence φ ” Dz pΘpzq ‰ 1 ^ ψpzqq is generic if given any formal solution for the formula
ψpzq ” @x1, Dy1, . . . ,@xm, Dym Σpz, x1, . . . , ymq “ 1 relative to a diophantine condition
Dw Πpw, zq “ 1, see Definition 3.0.1, there is some word in Θpzq which is in the normal
closure of Πpw, zq in Fpw, zq or, equivalently, one of the words in Θpzq is the trivial element
in the group Fpw, zq{Πpw, zq “ 1.
We begin recalling an easy consequence of the well-known fact 2, due to Gurevich,
that any finite disjunction of equations in the free group over a non-abelian subgroup of
parameters is equivalent to a single system of equations.
Lemma 6.2. Given a positive formula
φpzq – @x1Dy1@x2 ¨ ¨ ¨ Dyr χpz, x1, . . . xr, y1, . . . , yrq
in the language of groups, where χ is a positive quantifier free formula, there is a system of
equations Σ “ 1 and a positive formula of the form:
θpz, u, vq – @x1Dy1@x2 ¨ ¨ ¨ Dyr Σpz, u, v, x1, . . . , xr, y1, . . . , yrq “ 1 (31)
such that @z@u@vpφpzq Ñ θpz, u, vqq is valid in any group. Moreover
F |ù @z@u@z pru, vs “ 1_ pφpzq Ø θpz, u, vqqq.
In particular, if the given φ is a non-trivial positive sentence, then the sentence @u@v θpu, vq
is a non-trivial positive sentence as well.
Proof. The only statement left to prove is that if φ is non-trivial, then so is the sentence
θ1 “ @u@v θpu, vq. Since F |ù @u@v pru, vs “ 1 _ pφ Ø θpu, vqqq, for a non-commuting pair
of elements of the free group, we have that the sentences φ and θ1 are equivalent, that is F
satisfies φ if and only if it satisfies θ1. Since φ is non-trivial, F does not satisfy φ and so it
neither satisfies θ1. Hence θ1 is non-trivial.
Theorem 6.3 (Quantifier Reduction). Given a generic almost positive sentence ψ ” DzΠpzq ‰
1^φpzq, where φpzq is a positive formula, one can effectively describe a generic almost posi-
tive sentence ψ1 ” DzΠpzq ‰ 1^φ1pzq where φ1pzq is a positive @D-formula. In particular, if
a group has non-trivial positive theory, it must satisfy some non-trivial positive @D-sentence.
2
x “ 1_ y “ 1Ø ľ
,δPt1,´1u
prxaxa´, ybyb´s “ 1q,
where a and b are any two elements that do not commute.
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Proof. Using Lemma 6.2 we can assume that the positive formula φpzq is of the form:
φpzq ” @x1Dy1 ¨ ¨ ¨ @xrDyr Σpz, x1, . . . , xr, y1, . . . , yrq “ 1,
where each xi, yi are tuples of variables and Σpz, x1, . . . , xr, y1, . . . , yrq “ 1 is a system of
equations. From the definition of generic almost positive sentence and Theorem 3.13, it
follows that there is some N ą 0 such that given any G acting on a tree T and given tuples
c P G|z|, ai P G|xi| and bi P G|yi| such that ai is N -small cancellation in T over pc, aj , bjqjăi,
then both Σpc, a, bq “ 1 and Πpcq ‰ 1 cannot hold simultaneously, where a, b denote the
collections of all tuples ai and bi, 1 ď i ď r, respectively.
We define a set of words by recursively using Corollary 5.4 as follows. Let τ1pt, t1, zq
be the set of words provided in Corollary 5.4 for the tuples of variables t, t1, z and m “ 1;
assume that τj´1pt, t1, z, y1, y2, . . . , yj´2q has been defined; then τjpt, t1, z, y1, y2, . . . , yj´1q is
the set of words provided in Corollary 5.4 for the tuples of variables t, t1, zj , where zj is the
tuple pz, τ1pt, t1, zq, . . . , τj´1pt, t1, z, y1, y2, . . . , yj´2q, y1, . . . , yj´1q, for j “ 2, . . . , r.
From Corollary 5.4, these tuples have the property that given any action of a group
G on a tree T with trivial edge stabilizers, given a, P G|t|, a1 P G|t1| such that xa, a1y acts
irreducibly on T and given c P G|z|, bi P G|yi|, some tuple dj “ τjpc, b1, b2, . . . , bj´1q is
N -small cancellation over c, d1, d2, . . . , dj´1, b1, . . . , bj´1.
We now take the positive @D-formula:
φ1pzq ”@t@t1Dy1Dy2 . . . Dyr
Σpz, τ1pz, t, t1q,τ2pz, t, t1, y1q, . . . , τrpz, t, t1, . . . , yr´1q, y1, y2, . . . , yrq “ 1
Clearly the sentence ψ1 ” DzΠpzq ‰ 1^ φ1pzq is valid in every group in which the sentence
ψ is valid as, in fact, @z φpzq Ñ φ1pzq holds in any group.
We are left to show that the almost positive sentence φ1 is generic. Consider a formal
solution
α “ pα1pw, z, t, t1q, α2pw, z, t, t1q, . . . , αrpw, z, t, t1qq
for the positive formula φ1 relative to a diophantine condition DwΘpw, zq “ 1.
Since α is a formal solution, by definition, see Definition 3.0.1, each of the words in the
expression
Σpz, τ1pz, t, t1q, τ2pz, t, t1, α1q, . . . , τrpz, t, t1, . . . , αr´1q, α1, α2, . . . , αrq
is trivial as an element of G “ Gθ ˚ Fpt, t1q, where GΘ is the quotient of the group Fpw, zq
by the relations given by the system Θpw, zq “ 1. Let T be the Bass-Serre tree dual to the
decomposition G “ GΘ ˚ Fpt, t1q, regarded as an iterated HNN-extension of the group GΘ
with trivial edge stabilisers. Clearly G acts on a tree with trivial edge stabilisers and t, t1 act
irreducibly on T . By the properties of the words τi, we deduce that τjpt, t1, z, α1, . . . , αj´1q
is N -small cancellation over pz, τi, αiqiăj . As we note above, under the aforementioned
conditions Σpz, τ1, . . . , τr, α1, . . . , αrq “ 1 and Πpzq ‰ 1 cannot hold simultaneously in G.
Since Σpz, τ1, . . . , τr, α1, . . . , αrq “ 1 in G we conclude that Πpzq ‰ 1 cannot hold in GΘ
(note that in this context, z is view as an element of G and not as a variable). It follows by
definition that φ1 is a generic almost positive sentence.
Combining Theorem 6.3 and Theorem 3.1, we obtained the following Theorem.
Theorem 6.4. If G acts irreducibly and minimally on a tree and contains weak small
cancellation elements, then its positive theory is trivial.
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6.2 Preservation of the non-trivial positive theory under extensions
The goal of this section is to show that the class of groups with non-trivial positive theory
is closed under group extensions, that is, if N and Q are group with non-trivial positive
theory and
1 Ñ N Ñ GÑ QÑ 1,
then G has non-trivial positive theory.
The most common property used to show that a group has non-trivial positive theory is
the finite width of some of its verbal subgroup (see also the discussion in Section 9). However,
we want to remark that this property is not closed under finite extensions. Indeed, in [Geo76]
(see also [Seg09]) they describe a group H with commutator width 1 and a group G which
contains H as index 3 subgroup such that G has infinite commutator width. This helps us
to stress a key point of our result: if N and Q satisfy some non-trivial positive sentence φ,
then G satisfies a non-trivial positive sentence, not necessarily φ. In that example, H is a
nilpotent group while G is solvable.
We now address the main result of this section.
Theorem 6.5. Let C be either the class of all groups satisfying generic almost positive
sentences, the class of groups with non-trivial positive theory or the class of groups satisfying
a non-trivial law. Then C is closed under extensions. That is: if K,Q P C, K Ÿ E and
E{K » Q, then E P C.
Proof. In virtue of Lemma 6.2 and Theorem 6.3, we can assume that the positive formula
is of @D-type and there involves no disjuntions, i.e. there are sentences φK P Th`pKq and
φQ P Th`pQq of the form
φQ ” Ds ΠQpsq ‰ 1^ ψQpsq
φK ” Dt ΠKptq ‰ 1^ ψKptq
where ψQ and ψK are of the form:
ψQ ” @xDy ΣQps, x, yq “ 1
ψK ” @zDw ΣKpt, z, wq “ 1
and φK , φQ do not admit a formal solution relative to a diophantine condition compatible
with ΠQpsq ‰ 1 and ΠKptq ‰ 1 respectively.
From the definition of generic almost positive sentence and Theorem 3.2, it follows that
there is some N ą 0 such that given any G acting on a tree with trivial edge stablisers
and tuples pc, a, bq P G|s| ˆG|x| ˆG|y| such that a is N -small cancellation over c, then both
ΠQpcq ‰ 1 and ΣQpc, a, bq “ 1 cannot hold simultaneously in G.
Let q “ pq1, q2, . . . , qmq be a multivariable, where m is the number of words in ΣQ. Let
also n “ |s| and o “ |t|.
Applying Corollary 5.4 with q in place of x, u, u1 in place of x1 and t in place of z, we
get a finite collection T , where each τ P T is a |z|-tuple of words τpq, u, u1, tq in the normal
closure of xqy such that given any G-tree T with trivial edge stabilizers and b1, b2, c P G
and a P Gm where xa, b1, b2y acts irreducibly and ai ‰ 1 for some 1 ď i ď m, the tuple
τpa, b1, b2, cq must be N -small cancellation over c in T . Consider now the formula:
ψps, tq ” @u@u1@xDy
ľ
τPT
Dwτ ΣKpt, τpΣQps, x, yq, u, u1, tq, wτ q “ 1.
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Let us first check that E |ù φ where φ ” DsDt ΠKpsq ‰ 1 ^ ΠQptq ‰ 1 ^ ψps, tq. It will
be convenient for us to phrase our arguments in terms of the validity of certain sentences
in the expansion of G by a predicate PK for K. For simplicity, we will write them using
syntactic abbreviations, for instance if x is a 2-tuple, we write Dx P K φpxq instead of
Dx1Dx2 PKpx1q ^ PKpx2q ^ φpxq etc. Notice first that the validity of φQ in Q implies that
E satisfies:
Ds ΠQpsq ‰ 1^ @xDy ΣQps, x, yq P K. (32)
Now, for τ P T the fact that all components of τpq, u, u1, tq belong to the normal closure
of q implies the validity of the following sentence in E:
@t,@u@u1p@q P Kq τpt, u, u1, qq P K.
From this, together with the validity of φK on K, it follows that:
Dt P K ΠKptq ‰ 1^ @u@u1p@q P Kq Dw P K ΣKpw, τpt, u, u1, qq, tq “ 1. (33)
The validity of φ in G follows from (32) and (33).
We now show that the almost positive sentence φ is generic. Consider a formal solution
pα, βq (α being an expression for y and β for w “ pwτ qτPT ) for φ relative to some diophantine
condition DrΘps, t, rq “ 1. Our goal is to show that Dr Θps, t, rq “ 1^ ΠQpsq ‰ 1^ΠKptq ‰
1 is inconsistent. Assume towards contradiction that this is not the case, i.e. the pair ps, tq
in the group Gψ “ xs, t, r |Θps, t, rq “ 1y verifies the condition ΠQpsq ‰ 1^ΠKptq ‰ 1.
Recall from the definition of formal solution, see Definition 3.0.1, that we can see pα, βq
as the image in G “ Gψ ˚ Fpu, u1, xq of the tuples y, w by a homomorphism from GΣ1 to
G, where Σ1 “ ΣKpt, τpΣQps, x, yq, u, u1, tq, wτ q “ 1 is the system of equations inside the
quantifiers of ψps, tq.
Denote by T be the Bass-Serre tree with trivial edge stabilizers associated with the de-
composition of G above, where vertex stabilizers are the conjugates of Gψ. Since ψQpsq does
not admit a formal solution relative to a diophantine condition compatible with ΠQpsq ‰ 1,
at least one of the words in the tuple:
σ “ ΣQps, x, αpr, s, t, u, u1, xqq
has to be non-trivial. Otherwise, the result of postcomposing α with the retraction killing
u and u1 in GΣQ results in a formal solution for φQ relative to the diophantine condition
Dr Dt Θps, t, rq “ 1.
Clearly, G acts on its Bass-Serre tree with trivial edge stabiliser, xσ, u, u1y acts irre-
ducibly on it and as notice above, at least one of the words in σ is non-trivial; the choice
of τ and Corollary 5.4 implies the existence of some τ P T such that τpσ, u, u1, tq is N -
small cancellation over t. The equality ΣKpt, τpΣQps, x, yq, u, u1, tq, wτ q “ 1 in G, the fact
that τpσ, u, u1, tq is N -small cancellation over t and that ΠKptq ‰ 1 holds in Gψ implies by
Theorem 3.2 that ψKptq admits a formal solution relative to a diophantine condition com-
patible with Πptq ‰ 1, contradicting the assumption that ψKptq is generic almost positive.
Therefore Dr Θps, t, rq “ 1^ ΠQpsq ‰ 1^ΠKptq ‰ 1 is inconsistent and so φ is generic.
If we take ΠK and ΠQ to be empty, the argument shows the preservation of non-triviality
of the positive theory under extensions. If we take y and w to be empty, we recover the fact
that the extension of a group satisfying a non-trivial law by another one which does also
satisfies a non-trivial law.
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7 Characterization of groups acting on trees with trivial
positive theory
The goal of this section is to show that if a group G acts minimally on a real tree and
the action on the boundary neither fixes a point nor is 2-transitive, then it has weak small
cancellation elements and so the positive theory is trivial. In order to prove it, we will make
use of a characterisation of the type of action in consideration given by Iozzi, Pagliantini and
Sisto in [IPS14]. In their work, the authors show that if a group admits this type of action
on a tree, then the action admits a good labeling and from it, they deduce the existence of
very long random segments with small cancellation features. The strategy of the proof is
then to prove that having a good labeling (and so these long random segments) is equivalent
to having weak small cancellation elements as in Definition 4.1.2.
We remark that while in the rest of the article the trees we consider may be real, in this
section we require them to be simplicial.
For completeness, we recall the definitions from [IPS14] just necessary to prove this
equivalence.
Fix an action of a group G on a simplicial tree T and a vertex v P T . Denote by Epnq
the collection of all oriented geodesic segments of length n.
Definition 7.0.1. An o-geodesic is an oriented segment in T both whose endpoints are in
the orbit G ¨ v. The o-length of J , denoted by |J |0, is #pJ XG ¨ vq ´ 1.
Given any o-geodesic J , let Jop stand for the inverse orientation of J .
Definition 7.0.2 (Good labelling, Sisto & co.[IPS14]). Fix an alphabet with three letters
ta, b, cu. A labelling is given by some pair pk, fq, where k is a positive integer and f a
G-invariant map (the image is determined by the orbit) from Epkq to ta, b, cu. We say that
the labelling is good if both f´1paq and f´1pbq are finite and at least one of the following
two conditions is satisfied:
(i) |f´1paq| “ |f´1pbq| “ 1, i.e. all segments labelled by a (resp. by b) are in a unique
G- orbit;
(ii) fpJq “ a implies fpJopq ‰ b, i.e. fpJopq can only have labels a or c.
We will write Cf :“ max t|J | uJPf´1pta,buq.
For each N ě k, any labeling pk, fq determines a G-invariant function f˚ : EpNq Ñ
ta, b, cuN´k`1 as follows. Given J P EpNq, if J1, J2, . . . JN´k`1 P Epkq are the o-geodesics
of J of o-length k (from left to right) with the same orientation as J , ordered from left to
right, then we let f˚pJq “ fpJ1qfpJ2q . . . fpJN´k`1q.
Observe that the image by f˚ of an initial (resp. final) oriented subsegment of an oriented
segment J is an initial (resp. final) subword of f˚pJq of the appropriate length.
If J, J 1 are oriented segments whose orientation intersect coherently (i.e. the two ori-
entations agree on the intersection), then f˚pJ X J 1q is a common subword of f˚pJq and
f˚pJ 1q.
Given a sequence of positive integers e¯ “ pe1, e2, . . . eqq and X,Y two letters from ta, b, cu,
let ue¯pX,Y q be the word XY e1XY e2 . . . XY eqX.
Note that in general there is no relation between the words f˚pJq and f˚pJopq; however
if the labelling is good as defined in Definition 7.0.2, then the next lemma determines some
relations between f˚pJq and f˚pJopq.
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Lemma 7.1. Let pk, fq be a good labeling and J an o-geodesic. Assume that f˚pJq “
ue¯pa, bq for some tuple e¯ of positive integers ą 2 and let v :“ f˚pJopq. Assume that v0 “
abm1abm2abm3a with m0,m1,m2 ą 0 is a sub-word of v. Then either:
(A) there exists 2 ď i ď |e¯| ´ 1 such that m2 “ ei, m1 ď ei`1 and m3 ď ei´1 or
(B) 2ml ď ei for some 1 ď i ď |e¯| and l P t1, 2, 3u.
Proof. Assume first that the good labelling satisfies condition (i) in Definition 7.0.2. Since
v0 is a subword of v and by assumption all segments labelled by a (resp. b) belong to the
same orbit, we have that for all segment I in J , f˚pIq “ a (resp. f˚pIq “ b) if and only
if f˚pIopq “ a (resp. f˚pIopq “ b) and so v is the word f˚pJq read from right to left. It
follows that alternative (A) of the statement holds.
Assume now we are in case (ii) of Definition 7.0.2, that is if f˚pIq “ a, then f˚pIopq
is either a or c. Hence if f˚pIopq “ b, then we have that f˚pIq “ b and so any maximal
subword of v of the form bm is the image of a segment whose opposite is contained in a
segment with image bej in ue¯pa, bq. In this case, we say that bm is a segment of bej .
If bm2 is a fragment of bei , then we have two alternatives: either m2 “ ei or m2 ă ei.
If m2 “ ei, then bm1 and bm3 are fragments of bei`1 and bei´1 respectively and thus the
alternative (A) of the statement holds. If m2 ă ei, then either bm1 or bm3 (or both) is a
fragment of the same bei and so at least one of the fragments bm1l, l P t1, 2, 3u has length
at most
ej
2 and so Alternative (B) from the statement holds.
Definition 7.1.1. We say that a finite tuple pe¯iqri“1 of tuples of positive integers is inde-
pendent if the following holds:
(a) eij ą 1 for any i, j
(b) eij “ ei1j implies that pi, jq “ pi, j1q
(c) 2eij ą ei1j1 for any i, i1 and j, j1.
The following Lemma describes the key property of a good labeling.
Lemma 7.2. Let pk, fq be a good labeling and J1, J2, . . . Jk o-geodesics such that for all 1 ď
j ď k we have f˚pJjq “ ue¯j for some tuple e¯j of positive integers and let emax :“ maxteji ui,j.
Assume moreover that pe¯jqmj“1 is independent. Then for any g P G and 1 ď l, l1 ď k at least
one of the following holds:
• l “ l1 and g fixes some non-degenerate subsegment of Jl
• |gJl1 X gJl| ă p4emax ` k ` 5qCf ,
where Cf :“ max t|J | uJPf´1pta,buq.
Proof. We may assume (unoriented intersection) gJj X Jj1 is not degenerate. If gJl1 and Jl
intersect coherently, let J 1 “ Jl1 . Otherwise, let J 1 “ Jopl1 . Then w :“ f˚pgJ 1 X Jlq is a
common subword of f˚pJ 1q and f˚pJlq.
If |gJ 1 X Jl| ě p4emax ` k` 5qCf and since the distance between two points in the same
orbit is bounded above by Cf , we have that there exists some o-geodesic J˜ contained in
gJ 1 X Jl with |J˜ | ě p4emax ` k ` 3qCf and so |J˜ |o ě 4emax ` k ` 3. The aforementioned
inequality and the definition of the pk, fq implies that |f˚pJ˜q| ě 4emax ` 4. and so there is
some o-geodesic Jˆ contained in J˜ for which f˚pJˆq “ abeliabeli`1abeli`2a.
In case J 1 “ Jl1 it follows immediately from the independence of pe¯jqmj“1 that l “ l1 and
the embedding of Jˆ into Jl and gJl corresponds to identical instances of w in f
˚pJlq “
f˚pgJlq. This implies that g fixes Jl X gJl “ Jl X gJl1 point-wise.
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Assume now that J 1 “ Jopl and apply the Lemma 7.1 to w and Jl1 . If the alternative
(B) in Lemma 7.1 holds, then it implies the existence of 1 ď i1 ď |e¯l1 | and  P t0, 1, 2u such
that 2eli` ď el1i1 , contradicting condition (c) in Definition 7.1.1. If the alternative Case (A)
of Lemma 7.1 holds, then it implies that l “ l1 and eli`δ ď eli´δ for δ P t´1, 1u, which is also
impossible.
Corollary 7.3. Assume that an action of a group G on a simplicial tree T admits a good
labeling pk, fq and for any sequence e¯ there exists an o-geodesic J such that f˚pJq “ ue¯pa, bq.
Then for any N,m ą 0 there exists a weak N -small cancellation m-tuple of elements from
G (with respect to the action of G on T ).
Proof. Let choose C such that |J | ď C for any o-geodesic J such that f˚pJq P ta, bu. One
can always choose an independent tuple pe¯jqmj“1, where e¯j has length q ą 0 for all j and the
following holds:
• eji ą Nq for any 1 ď j ď m and 1 ď i ď q
• 2eji ą ej
1
i1 for any 1 ď j, j1 ď m, 1 ď i ď |e¯j | and 1 ď i ď q
• Np4emax ` k ` 5qCf ď 2qmini,j eji
Any tuple pajqmj“1 P Gm such that f˚pJjq “ ue¯j pa, bq where Jj “ rv, ajvs (notice such tuple
must exist, by hypothesis) is weakly N -small cancellation. Let L “ max1ďlďm |Jl|.
Indeed, given g P G and 1 ď l, l1 ď m such that intersection |gJl1 X Jl| ě LN , the third
bound above together with Lemma 7.2 implies that l “ l1 and g fixes JlXJl1 point-wise.
The conclusion of the first part of the proof of Theorem 1 in [IPS14] can be formulated
as follows:
Theorem 7.4. Suppose that G acts minimally on a tree T (i.e. there is no proper subtree
that is invariant under this action) and that the valence of every vertex of T is at least 3.
Then exactly one of the following alternatives holds:
(i) There exists l P t1, 2u such that for all n ą 0 and any vertex v of T the group G acts
transitively on
trx, ys P Epnq | dpx, vq ” 0 pmod lqu.
(ii) G fixes one end of T .
(iii) The action of G on T admits a good labeling pk, fq and for any sequence e¯ there exists
an o-geodesic J such that f˚pJq “ ue¯pa, bq.
We will say that a minimal action of a group G on a simplicial tree T (without inversions)
is weakly acylindrical if T is not a line and satisfies condition (iii) from Theorem 7.4.
Proposition 7.5. Let G be a group acting on a simplicial tree. Then the action of G
is weakly acylindrical if and only if there exists a weak N -small cancellation m-tuple of
elements from G, for all m,N ą 0.
Proof. Clearly the existence of N -small cancellation m-tuples is incompatible with either (i)
or (ii) in Theorem 7.4, giving us the ’if’ part, while the ’only if’ part follows from Corollary
7.3.
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One could see the second part of Theorem 1 in [IPS14] as the statement that any group
admitting a weakly acylindrical action on a simplicial tree has infinite-dimensional second
bounded cohomology group.
We combine Proposition 7.5 and Corollary 3.13 to obtain the main result of the paper.
Theorem 7.6. If a group G admits a weakly acylindrical action on a simplicial tree, then
G has trivial positive theory.
8 Examples of groups with (non-)trivial positive theo-
ries
In this section we study concrete families of groups, namely acylindrically hyperbolic groups
acting on trees, generalised Baumslag-Solitar, one-relator and graph products of groups and
use our results to characterised them in terms of their positive theory. We summarize the
results of this section in the following Corollary.
Corollary 8.1. Non-virtually solvable fundamental groups of closed, orientable, irreducible
3-manifolds; groups acting acylindrically on a tree; non-solvable generalised Baumslag-
Solitar groups; (almost all) non-solvable one-relator groups; and graph products of groups
whose underlying graph is not complete have trivial positive theory. In particular, these
groups have verbal subgroups of infinite width and are not boundedly simple.
Acylindrically hyperbolic groups acting on trees
Corollary 8.2. Every group G acting acylindrically hyperbolically and irreducibly on a tree
has trivial positive theory. In particular, all verbal subgroups have infinite width.
Proof. Indeed, Osin showed in [Osi16] that if the group G has a non-elementary acylindrical
action on a hyperbolic space, then it has a hyperbolic WPD element and so small cancellation
elements.
In [BBF15], the authors show that in acylindrically hyperbolic groups, all verbal sub-
groups have infinite verbal width. Our result is a generalisation in the case that the group
acts non-elementary acylindrically on a tree.
3-manifold groups Let G be the fundamental group of a 3-manifold of a closed, ori-
entable, irreducible 3-manifold M . By [WZ10, Lemma 2.4], M has a finite-sheeted covering
space that is a torus bundle over a circle, or the JSJ decomposition of G is 4-acylindrical.
Hence, from Theorem 7.6, we have the following result:
Corollary 8.3. Let G be the fundamental group of a closed, orientable, irreducible 3-
manifold. Then either the positive theory of G is trivial or G is virtually polycyclic (and so
its positive theory is not trivial).
Proof. Indeed, if M has a finite-sheeted covering space that is a torus bundle over a circle,
then by Thurston’s classification, M is virtually polycyclic. If the JSJ decomposition of G
is 4-acylindrical, then it contains weakly stable elements.
We recover one of the results from [BBF15].
Corollary 8.4 (cf. Theorem 1.1 in [BBF15]). Let G be the fundamental group of a 3-
manifold and suppose that G is non-polycyclic. Then all verbal subgroups of G have infinite
width.
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Generalised Baumslag-Solitar groups The next class of groups we consider is the
family of generalised Baumslag-Solitar groups, that is fundamental groups of graphs of
groups with infinite cyclic vertex and edge groups.
Corollary 8.5. A Baumslag-Solitar group BSpm,mq “ xa, y | an “ y´1amyy either has
trivial positive theory or it is solvable and so n “ 1 or m “ 1.
Proof. The element g “ tat´1a is weakly 2-small cancellation and the action is irreducible.
Corollary 8.6. A generalised Baumslag-Solitar group G has trivial positive theory or it is
isomorphic to BSp1, nq, for some n P Z or it is infinite cyclic.
Proof. The proof is almost verbatim to that of [BK16][Theorem 3.2] replacing the SQ-
universal property by having trivial positive theory. One should also note that if a group G
has a quotient with trivial positive theory, then so does G, and that by [Sel09] torsion-free
hyperbolic groups have trivial positive theory.
One-relator groups There is a natural conjecture formulated in [Neu73] in 1973 char-
acterising when 1-relator groups are SQ-universal, namely, a non cyclic 1-relator group is
SQ-universal unless it is isomorphic to BSp1, nq, for some n P Z. A similar conjecture should
hold if one replaces SQ-universal by having trivial positive theory.
Conjecture 8.7. A non cyclic 1-relator group has trivial positive theory unless it is iso-
morphic to BSp1, nq, for some n P Z.
In order to address this conjecture, we will follow the strategy used in [BK16] to approach
the question of SQ-universality.
We first use the trichotomy given by Minsasyian-Osin in [MO15] on the structure of
one-relator groups.
Proposition 8.8. (Proposition 4.20 [MO15]) Let G be a one-relator group. Then at least
one of the following holds:
(i) G acts acylindrically hyperbolically on a tree;
(ii) G is 2-generated and contains an infinite cyclic s-normal subgroup. More precisely,
either G is infinite cyclic or it is an HNN-extension of the form
G “ xa, b, t | at “ b, w “ 1y
of a 2-generator 1-relator group H “ xa, b | wpa, bqy with non-trivial center, so that a
rb “ bs for some r, s P Zzt0u. In the latter case H is (finitely generated free)-by-cyclic
and contains a finite index normal subgroup splitting as a direct product of a finitely
generated free group with an infinite cyclic group.
(iii) G is 2-generated and isomorphic to an ascending HNN extension of a finite rank free
group.
Theorem 7.6 establishes that 1-relator groups in the class piq have trivial positive theory.
It follows from [BK16][Theorem 3.2] that groups from class piiq are generalised Baumslag-
Solitar groups and so by Corollary 8.6 it follows that they also have trivial positive theory
unless they are solvable.
In the third alternative, it follows from [But08] that an ascending HHN extension is either
large (and so has trivial positive theory), or hyperbolic (and again has trivial positive theory)
or it contains a solvable Baumslag-Solitar group, see discussion previous to [BK16][Corollary
3.4] for details. Summarizing, we have the following corollary.
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Corollary 8.9. All 1-relator groups with more than 3 generators have trivial positive theory.
If G is a group given by a 2-generator 1-relator presentation that is not Z, Zˆ Z or the
Klein bottle group then either G has trivial positive theory or G is a strictly ascending HNN
extension Fk˚θ of a free group Fk which is not word hyperbolic and such that:
• either G contains no Baumslag-Solitar subgroup (conjecturally this does not occur) or
• G contains a Baumslag-Solitar group BSp1,mq, for |m| ‰ 1 but does not contain
Z ˆ Z and the virtual first Betti number of G is 1 (conjecturally this only occurs if
G “ BSp1, nq for |n| ‰ 1).
Graph products of groups
Theorem 8.10. Let G “ GpΓ, GvqvPV be the graph product of non-trivial groups with respect
to a non-complete finite graph Γ. Suppose that H ă G is a subgroup such that no conjugate
of H is contained in a subgroup of G defined by a proper subgraph. Then either H is virtually
cylic or it has trivial positive theory.
Proof. Any graph product GpΓ, GvqvPV can be seen as a free product with amalgamation
GpΓ, GvqvPV “ GpΓztvuq ˚Gplinkpvqq pGpstarpvqq,
where linkpvq is the set vertices of Γ joined to v by an edge and starpvq “ linkpvq Y tvu,
and so it admits an action on a tree.
If the graph is not bipartite, then any hyperbolic element g such that no conjugate
of g belongs to a subgroup defined by a proper subgraph, is 2-stable. Therefore, if H is
not virtually cyclic and no conjugate of H is contained in a subgroup defined by a proper
subgraph, then H acts irreducible on the tree and contains a 2-stable elements and so small
cancellation tuples. It follows that H has trivial positive theory.
If the graph is bipartite, since it is not complete, the graph product has a retraction to
a subgroup defined by a proper subgraph which is not bipartite and so its positive theory
is trivial.
The corollary below covers the particular case when H “ G.
Corollary 8.11. Let G “ GpΓ, GvqvPV be a graph product of non-trivial groups with respect
to a finite graph Γ. If the graph is non-complete, then G has trivial positive theory. If the
graph is complete, then G has trivial positive theory if and only if one of its vertex groups
has trivial positive theory.
Proof. In order to prove the corollary we are only left to consider the case when the graph
is complete and so the graph product is a direct product. If one of the vertex groups has
trivial positive theory, then so does the groups since it admits a retraction to the vertex
group. If all vertex groups have non-trivial positive theory, then since by Theorem 6.5 it is
a property closed under extensions, we have that G also has non-trivial positive theory.
Note that in [DL04], Diekert and Lohrey studied the positive theory of graph products
in the language of groups with constants. In that case, the authors show that the positive
theory of equations with recognizable constraints in graph products of finite and free groups
is decidable.
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Simple groups Using the main result of this paper, the authors show in [CGKN19] that
there are uncountably many finitely generated simple groups with trivial positive theory
and so with verbal subgroups of infinite width. These groups are described as free products
with amalgamation of finitely generated free groups over (non finitely generated) infinite
index subgroups. On the one, this result contrast with the uniform bound on the width of
verbal subgroups for the class of finite simple groups proven by Liebeck, O’Brien, Shalev
and Tiep in [LOST10]. On the other one, it also contrasts with the result by Schupp on the
SQ-universality of free products with amalgamation of finitely generated free groups over
finitely generated infinite index subgroups.
9 Questions
9.1 Hyperbolic spaces
In this paper we study the relation between groups acting on trees and their positive theory.
As we remarked, the notion of weakly stable element in the context of groups acting on
trees coincides with that of WWPD introduced by Bestvina, Bromberg and Fujiwara in
[BBF13]. In that paper, the authors characterise elements with positive stable commutator
length and use it to show that the mapping class group has infinite dimensional second
bounded cohomology. It is natural to ask if our results can be generalised to groups acting
on quasi-trees or hyperbolic spaces, namely,
Conjecture 9.1. Let G be a group acting on a hyperbolic space with independent WWPD3
(as defined in [BBF15]). Then either G is virtually cyclic or the positive theory of G is
trivial. In particular, all acylindrically hyperbolic groups have trivial positive theory and so
infinite verbal width.
9.2 Non weakly acylindrical actions on trees
Our main result can be stated as if a group acting minimally on a tree of valency at least 3
in each vertex and with the action on the boundary neither fixing a point nor 2-transitive,
then the group has trivial positive theory. It is natural to ask how close this is to be a
characterisation. More precisely, we ask whether there are groups with a faithful, minimal
action on a tree with valency at least 3 in each vertex and 2-transitive on the boundary
(alternative (i) of Theorem 7.4), and have trivial positive theory. Of special interest is the
Burger-Mozes group, since it admits this type of action (see also next section).
Question 9.2. Do Burger-Mozes groups have non-trivial positive theory? Are they bound-
edly simple of have finite commutator width?
Proving that the positive theory of some of these groups is trivial would involve devel-
oping new tools which would be of interest on their own. Furthermore, this would provide
examples of finitely presented simple groups with trivial positive theory. On the other hand,
if the Burger-Mozes groups have non-trivial positive theory, then we would conclude that this
property is not a quasi-isometric invariant, since Burger-Mozes groups are quasi-isometric
to the direct product of two free groups, which does have trivial positive theory. This would
also indicate that groups which act faithfully and 2-transitively on the boundary do not
have trivial positive theory, bringing us closer to a full criterion for group acting on trees.
In this direction, and in views of the remaining alternative in Theorem 7.4, we also ask:
Question 9.3. Can one characterise when finitely generated groups acting on a tree and
fixing a boundary point have trivial positive theory?
3for trees, the equivalent condition in our language is weakly stable
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Note that there are strict HNN-extensions which are hyperbolic and so with trivial
positive theory.
9.3 Trivial positive theory and second bounded cohomology
All results known to the authors that show that either the group has infinite dimensional
second bounded cohomology or trivial positive theory rely in the existence of weak small
cancellation tuples, see for instance [IPS14], [BBF15].
It is natural to ask about the relation between these two concepts. More precisely, we
ask the following questions.
Question 9.4. Are there (finitely generated) groups with trivial positive theory whose second
bounded cohomology group is finite dimensional?
Question 9.5. Are there (finitely generated) groups with infinite dimensional second bounded
cohomology but with non-trivial positive theory?
These questions already can be considered for groups acting on trees. Indeed, if a group
admits a minimal irreducible action on a tree and contains weak small cancellation elements
(which we prove to be equivalent to have a good labeling, see Section 7), then the second
bounded cohomology is infinite-dimensional, see [IPS14] and the positive theory is trivial,
see Theorem 6.4.
On the other hand, a cocompact lattice in a product of locally finite trees, only has
trivial quasimorphisms if and only if both closures of the projections on the two factors act
2-transitive on the boundary, see [IPS14] and [BM00]. Some of this lattices, for instance the
Burger-Mozes groups, act on a tree with a 2-transitive action on the boundary.
Question 9.6. Let Γ be a cocompact lattice in a product of locally finite trees such that both
closures of the projections on the two factors are 2-transitive in the boundary (and so Γ has
trivial second bounded cohomology). Does Γ have non-trivial positive theory? In particular,
do Burger-Mozes groups have non-trivial positive theory?
9.4 Weakly stable and weakly small cancellation
It follows from our results that a group acting irreducibly on a tree has hyperbolic stable
elements if and only if it has small cancellation elements (see Remark 4.8).
However, it is not clear if such a characterisation still holds after weakening (as in
Definitions 4.0.1 and 4.1.2) these two properties: the existence of weakly stable elements
implies the existence of weakly small cancellation elements, but does the converse hold?
More concretely, we ask the following questions.
Question 9.7. Does the existence of weak-small cancellation elements imply the existence
of weak stable ones?
One could also formulate a weaker question:
Question 9.8. Does there exist N0 ą 0 such that the existence of a weakly N0-small can-
cellation tuple implies the existence of a weakly M -small cancellation tuple for arbitrary
M?
9.5 Closure under finite extensions
In Section 6.2 we have shown that the class of groups with non-trivial positive theory is
closed under extensions. However, do not know whether or not it is a commensurability
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invariant: if H is a finite index subgroup of G and G has non-trivial positive theory, does H
have also non-trivial positive theory? Note that if the answer is affirmative together with
our result on preservation under extension would imply that having a non-trivial positive
theory is a commensurability invariant.
Equivalently, one can ask if having trivial positive theory is preserved under finite ex-
tensions.
Question 9.9. Do finite extensions of groups with trivial positive theory have trivial positive
theory?
9.6 Trivial positive theory and SQ-universality
It is an easy observation that if a group G admits an epimorphism to a group H, then
Th`pGq Ă Th`pHq. This may naively lead to think that a group rich in quotients would
have a trivial positive theory. This intuition is confirmed for large groups so one may
wonder about SQ-universal groups. Notice that, as proven in Section 8, many notorious
classes of SQ-universal groups do have trivial positive theory, namely groups acting on trees
acylindrically hyperbolically, generalised Baumslag-Solitar groups, non-solvable 1-relator
groups, etc. We propose the following question:
Question 9.10. Do all SQ-universal groups have trivial positive theory?
The converse is by far not true. Indeed, in the preprint [CGKN19] we show that there
exist fg (torsion-free) simple groups with trivial positive theory. In particular, these finite
simple groups have all verbal subgroups of infinite width, generalising the result of Muranov
[Mur07], are not boundedly simple (i.e. for all n there exist g and h non-trivial such that g
is not a product of n conjugates of h), etc.
9.7 Trivial positive theory and amenability
All the tools known to the authors to prove that a group has trivial positive theory rely
on having (weak) small cancellation elements. One of its implications is that all of these
groups contain non-abelian free groups and so they are non-amenable. It is reasonable to
ask for examples of non-amenable groups which do not contain free groups and have trivial
positive theory.
Question 9.11. Is there a finitely presented (finitely generated) non-amenable group without
non-cyclic free subgroups that has trivial positive theory? Do Golod-Shafarevich groups have
trivial positive theory?
On the other extreme of the spectrum, one can consider the class of amenable groups.
Chou proved that the class of elementary amenable groups can be characterised as the small-
est class of groups containing finite and abelian groups and being closed under extensions
and direct limits.
As we show in Section 6.2, the class of groups with non-trivial positive theory is closed
under extensions. However we believe that the class may not be closed under direct limits.
More precisely, we ask:
Question 9.12. Does the direct limit of UTnpZq (with the natural embeddings) have trivial
positive theory?
This example would provide an elementary amenable group with trivial positive theory
and would show that indeed the class of groups with non-trivial positive theory is not closed
under direct limits.
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Although we do not believe that the class is closed under direct limits, we do not know
of any finitely generated elementary amenable or amenable group whose positive theory is
trivial.
Question 9.13. Is there a finitely generated (elementary) amenable group with trivial pos-
itive theory?
In this direction, the following examples are of special interest to study: the Olshanskii-
Osin-Sapir example of a lacunary hyperbolic amenable group and the Basilica group.
Although we do not believe that containing a non-cyclic free group is going to be a
necessary condition in order to have trivial positive theory, we do believe that there may be
a strong relation with the growth of the group and the triviality of its positive theory. More
specifically, we ask:
Question 9.14. Does trivial positive theory imply exponential growth?
9.8 Trivial positive theory and verbally parabolic groups
We say that a group is verbally elliptic for the word w if the verbal subgroup defined by
a non-trivial word wpxq has finite width. If G is not verbally elliptic for any word, we say
that it is verbally parabolic.
Hence if a group G is verbally elliptic for a word w, its positive theory is non-trivial or
conversely, if a group has trivial positive theory, then it is verbally parabolic.
Note that all groups we know to have non-trivial positive theory are verbally elliptic
for some word (note that finitely many conjugacy classes implies finite commutator width).
Conversely, all verbally parabolic groups known have trivial positive theory.
Question 9.15. Does the class of groups with trivial positive theory coincide with the class
of verbally parabolic groups?
Question 9.16. Can one use small-cancellation techniques to construct an infinite simple
group verbally parabolic so that the group does not contain free groups?
If such a group exists, we would get a non-amenable group without free groups and
trivial positive theory.
On the other hand, if G has non-trivial positive theory, then we would get a verbally
parabolic group with non-trivial positive theory.
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