Synaptically coupled neurons show in-phase or anti-phase synchrony depending on the chemical and dynamical nature of the synapse. Deterministic theory helps predict the phase differences between two phase-locked oscillators when the coupling is weak. In the presence of noise, however, deterministic theory faces difficulty for the coexisting of multiple stable oscillatory solutions. We analyze the solution structure of two coupled neuronal oscillators for parameter values between a subcritical Hopf bifurcation point and a saddle node point of the periodic branch that bifurcates from the former, where a rich variety of co-existing solutions including asymmetric localized oscillations occur. We construct these solutions via a multiscale analysis and explore the general bifurcation scenario using the λ−ω model. We show for 1
I Introduction
Neurons in the brain interact with each other to optimize their performance in fulfilling their physiological functions. They often possess multiple ionic mechanisms for generating oscillatory trains of action potentials. Coupling between neurons through synapses or gap-junctions often results in phase-locked oscillations. Over the past two decades, in-depth understanding of the possible phase differences between coupled neuronal oscillators has been achieved through a deterministic theory of weakly coupled oscillators [1] - [4] . One can now analytically predict the types of deterministic phase-locked solutions in two coupled oscillators without numerical simulation.
In the presence of noise, however, deterministic theories face enormous difficulties owing to the complexities and sometimes counter-intuitive random effects. Since noise is present at all levels of the central nervous system and is often essential for brain function, it is then of great interest to study its effects.
Noisy inputs have been shown to enhance the reliability of the spike timing [5] . Synaptic and thermic noises are believed to play important roles in information processing [6] . Through stochastic resonance and coherence resonance, noise facilitates the detection of subthreshold stimuli [7] and induces synchronized oscillations in networks [8] - [10] . Such phenomena have been shown to occur in human brain waves [11] and in crayfish mechano-and photo-receptor systems [12] - [13] .
Noisy signals exhibited greater efficiency in triggering switches between stable coexisting steady and oscillatory states in the giant squid axon [14] . The present paper is aimed at understanding the appearance of mixed-mode oscillations and the related changes in phase dynamics driven by noise.
The model we use in the present study is a pair of synaptically coupled Morris-Lecar (ML) [15] models described by the following system of differential equations.
ds i dt = (s ∞ (v j ) − s i )/τ, (i = 1, 2; j = 2, 1) Table 1 of the Appendix A. Table 1 in Appendix A.
noise intensity δ 1 = δ 2 = 0.7 and weak coupling, noise drives apparent switching between different oscillatory states with different amplitudes for the same parameter choices. We call such oscillations irregular mixed-mode oscillations (MMOs) [16] , [17] . For the underlying deterministic system we illustrate the coexistence of a stable steady state (SS), in-phase (or anti-phase) oscillatory states with equal amplitude (EAS) and a phase-locked state with asymmetric amplitude (AAS) over a parameter regime between a subcritical HB point and a saddle node bifurcation (SNB) point.
Specifically the AAS is composed of a large amplitude oscillation (LAO) and a small amplitude oscillation (SAO), which differ by an order of magnitude, and is sometimes called a localized oscillatory state [18] - [23] . The main objectives of this study are to reveal the dynamic mechanisms supporting these noise-induced MMOs and to develop a general stochastic phase theory of coupled neuronal oscillators between the HB point and SNB point.
Of particular interest is the influence of noise on coupled oscillators when AASs and/or other types of stable oscillatory states (such as period-doubled oscillations) coexist with the EAS. Differ-ent types of phase-locked oscillations, including those in which the amplitudes of the two oscillators are different, have been shown to occur in weakly coupled oscillators [24] - [34] . In [30] , phase-locked solutions of two coupled excitatory Hodgkin-Huxley neurons were studied numerically in the parameter domain between two HB points. In [26] and [33] , bifurcation analyses of coupled oscillators near a supercritical HB point give a new pair of phase-locked oscillations with different amplitudes for weak coupling. Phase locked solutions are also found in coupled bursters [27] - [29] . However, the EAS and AAS do not co-exist in the cases studied in these models.
Due to the co-existence between oscillatory and steady state solutions near a sub-critical HB point, the bifurcation structure is different as we shall demonstrate later. Phase-locked states with different phase differences can also coexist [31] - [32] , leading to complicated phase dynamics when noise is present. Near a subcritical HB point, multi-stability of periodic oscillations, including in-phase oscillations, anti-phase oscillations, quasi-periodics, and asymmetric/localized oscillations were found in the numerical study of two calcium oscillators coupled diffusively [34] .
The investigation in [26] implies that the coupling strength comparable to the attraction to the limit cycle yields a change in amplitude of a pair of weakly nonlinear oscillators near a supercritical HB. Studies of the dynamics of deterministic weakly coupled neuronal networks [35] - [36] revealed complex oscillatory behaviors.
The effect of noise on neuronal oscillators has also been studied extensively in the context of stochastic resonance. Of particular interest is the phenomenon called coherence resonance [8] - [10] in which coherent oscillations occur in systems of conditional oscillators that are quiescent in the absence of noise. Synchronized oscillations were shown for networks of quiescent conditional oscillators [9] , [37] - [39] . A number of other numerical studies show complex patterns of weakly coupled oscillators in pairs and networks of noisy oscillators [40] - [43] . However, in most cases the nature of the coupling is usually synchronizing. Little is known about the stochastic case when the coupling is desynchronizing causing anti-phase oscillations. By studying both the excitatory and inhibitory coupling in the model described by Eqs. (1)- (3), we try to understand the differences in the effects of noise between the cases of synchronizing and desynchronizing coupling.
Noise-induced synchronization and phase-locking of two Hodgkin-Huxley neurons coupled diffusively between a subcritical HB and a SNB of the periodic branch have been studied in [39] .
Because the diffusion (coupling) coefficient is negative in this study, anti-phase oscillations are dominant in the absence of noise. They focused on a parameter range just beyond the SNB such that the decoupled oscillators are quiescent. Their goal was to study the effects of noise under conditions similar to other studies of noise-induced coherence and synchrony [9] . They demonstrated that in the presence of noise and a negative diffusive coupling, the distribution of the phase difference between the two oscillators is strongly centered at π. However, the coupling they used in this study is not weak, so that the coupling shifts the bifurcation diagrams of the underlying deterministic coupled system into that of anti-phased oscillators. Even oscillator death can occur [44] with the coupling they used. In the present study, we also focus on the stochastic phase dynamics of two coupled oscillators between a subcritical HB and a SNB of the periodic branch.
But we study two coupled ML neurons with weak excitatory as well as inhibitory coupling. What we found is different from the results in [39] in several aspects shown below.
The remainder of this paper is organized as follows. In section 2, we determine numerically the bifurcation structure of the coupled ML system in the absence of noise (i.e. δ 1 = δ 2 = 0). In section 3, we analytically derive the bifurcation structure of two identical λ − ω oscillators with diffusive coupling in a similar parameter range. This analysis gives the general bifurcation structure of two coupled oscillators between a sub-critical HB point and a SNB point. Simulations are carried out to demonstrate the good agreement between numerical and analytical results. In section 4, the effect of noise on the phase dynamics is examined through calculating the histogram of phase differences between the two oscillators. The changes in the phase dynamics are more significant when the coexistence of multiple oscillatory solutions occurs in the corresponding deterministic system. In section 5, the case of a network of all-to-all coupled oscillators is studied. In section 6, these results and their potential applications are discussed.
II Bifurcation structure of two coupled ML neurons near a subcritical Hopf and a SNB of periodics Two ML neurons coupled through excitatory synapses.
In the absence of noise, the bifurcation structure of a pair of ML neurons coupled through excitatory synapses was studied using the AUTO continuation software [45] that was incorporated into the XPPAUT software [46] . The results are summarized in Fig. 2 . The case when the two oscillators are uncoupled (i.e. g syn = 0 mS/cm 2 ) is shown in Fig. 2 when the coupling is turned on and are continuously changed as g syn is increased (see Figure 2 ).
For g syn = 0.15 mS/cm 2 , shown in Fig. 2 between the LAO and the SAO is neither 0 nor π which has important consequences in the presence of noise. Localization of this type has been investigated in laser models [20] , Belousov-Zhabotinsky reaction [21] [22], coupled oscillators with canard structure [17] , and Turing patterns [23] .
A number of other kinds of bifurcations are also detected by AUTO including torus (TR) and period doubling (PD) bifurcations. Note that TR points mark the change of stability of the Two ML neurons coupled through inhibitory synapses. Other parameter values are given in Table 1 in Appendix A.
(see Fig. 3(d) ).
Unique to the case of the inhibitory coupling is the possibility that the localized oscillations are the only stable oscillatory state of the coupled system. As a matter of fact, the stable AAS and EAS branches can be separated from each other for some g syn values slightly larger than 0.3 mS/cm 2 (see Fig. 3(c) ). Another important feature of coupled inhibitory ML neurons is that all oscillatory solutions (both EAS and AASs) show an anti-phase relation between the two oscillators (see Fig. 3 (e)-(g)). This feature has important consequences when noise is present. The structure of the unstable periodic solutions are quite different between the cases of excitatory and inhibitory coupling.
Coexistence of the EAS and AAS has been found in the study of coupled calcium oscillators [34] , although the structure of the steady state solutions, the properties of the oscillators, and the nature of the coupling in that system are very different from the coupled ML model we study here. Two coupled oscillators that are not identical and networks of heterogeneous neurons have also been studied numerically in [33] [34], which obviously have even more complicated bifurcation structures.
The similarity between the EAS and AAS aspects of the bifurcation structure in Fig. 2, Fig. 3 and that of two identical calcium oscillators [34] seems to suggest that this bifurcation scenario is generic and should occur regardless of the specific oscillator model and the nature of the coupling.
This gives us the motivation to study this bifurcation structure in a canonical model, with which some analytical solutions can be achieved.
III Bifurcation structure of two coupled λ − ω oscillators
Numerical bifurcation analysis.
To reveal the generic properties of the bifurcation structure of two coupled oscillators between a subcritical HB point and a SNB point, we study the a pair of identical λ−ω oscillators. The reason that we believe this model represents a generic model is that typically any system of two coupled oscillators near a double HB point can be approximated by this model using normal form analysis.
Note also that we are studying a case in which the coupling is close to zero, and that this is case of a co-dimension three bifurcation. Another advantage of using λ − ω system is that all solutions of the decoupled system can be obtained explicitly so that the asymptotic approximation of the stable localized solutions can be obtained analytically.
The equations of two coupled λ − ω oscillators are,
where
Note that the fourth power of r i is retained and that λ 1 > 0 in order to make the HB point at λ 0 = 0 subcritical. Diffusive coupling is used here for simplicity. In our analysis λ 0 is the control parameter.
The bifurcation diagrams of the coupled λ − ω oscillators are shown in Fig. 4 for five different coupling strengths. Except for some details of the unstable periodic branches, the stable solution branches are quantitatively similar to those shown in Fig. 2 . When the coupling is small, e.g. The similarity between the bifurcation structures in Fig. 4 and Fig. 2 suggests that diffusive coupling in the λ − ω system plays a similar role as the excitatory coupling in the coupled ML model. The fact that the EASs and AASs coexistence for small coupling strengths, in all of these cases, irrespective of the properties of the model and the nature of the coupling, indicates that this type of multistability is a generic property of weakly coupled oscillator between a subcritical HB point and a SNB point.
Analytical bifurcation analysis. Due to the simplicity of the coupled λ − ω system, the analytical expression of in-phase EAS is identical to that of the uncoupled system and is trivially solvable. We then calculate an asymptotic approximation to the amplitudes and phase difference of the localized oscillations through a multiscale analysis [47] . R and r denote the amplitudes of the LAO and the SAO respectively, φ 1 and φ 2 represent their respective phases. To investigate the changes in amplitudes and phases, we introduce x 1 = R cos φ 1 , y 1 = R sin φ 1 , x 2 = r cos φ 2 and y 2 = r sin φ 2 to transform equations (4)- (5) 
We are interested in finding the approximations with the following forms:
r =r 1 (t, T, τ ) + r 2 (t, T, τ ) + 2r 3 (t, T, τ ) . . . ,
where T = t and τ = 2 t are two slow time scales.
Following the procedures of the multi-scale method, we substitute (9)-(11) into the reduced 
where R The stability analysis presented in Appendix B yields the following condition for the stability of this solution:
Condition (15) also provides a leading order approximation for the location of the SNB and TR points (denoted by an open diamond and an open circle respectively in Fig. 4(a) -(e)). As Fig. 4(f) shows, multistability occurs within this range of parameter values.
IV Stochastic Phase Dynamics of coupled ML neurons
Here we study the effects of noise on the phase dynamics of the coupled ML system, focusing specifically on the long term impact of the noise-induced MMO's by considering situations in which multiple oscillatory solutions coexist.
The case of excitatory coupling.
To study stochastic synchrony of excitatory ML neurons (1)- (3), we use the following expression to define the phases of the two oscillators in numerical simulations.
where τ k i is the time of the kth firing of neuron i. An excitable neuron fires when its membrane potential is depolarized beyond a threshold. The threshold generally is about 30 mV above the neuron's resting potential (v eq ≈ −25mV ) so we take v th1 = 5 mV in our simulation. We study the phase dynamics using two different methods. In the first method, a spike time is noted whenever v i reaches a maximum value that is larger than v th1 . φ i are then calculated based on these spiking times. The phase difference is then given by ∆φ = |φ 1 −φ 2 |. In this method, the phases of SAOs are ignored by focusing only on the large spiking events in each neuron. The distribution of the phase difference using this method is shown in the upper panels of Fig. 6 for two different values of I app .
These two values are marked by arrows in Fig. 2(b) and are specifically chosen to demonstrate the influences of noise with (for I app = 97.5 µA/cm 2 ) and without (for I app = 100.5 µA/cm 2 ) coexisting stable oscillatory states. Within each panel, the distribution is calculated for three different values of noise intensity.
In the second method, v th2 serves as a criterion to incorporate the phase contributions of the SAOs. This threshold is slightly larger than v eq in the range of −25 mV < v th2 < −22 mV . For a neuron in the SAO state, a maximum value of v i above v th2 yields a peak of v i and the time is marked as a "spike time" of the SAO. Using both v th1 and v th2 (or equivalently v th2 only), we incorporated phases from both the LAOs and the SAOs. The distribution of the phase difference using this method is shown in the lower panels of Fig. 6 .
In the presence of coexisting oscillatory solutions (left panels), the most probable phase difference is clearly shifted to a value that is approximately equal to 1 which is very close to the phase difference (0.92) between the LAO and the SAO for the same parameter values in the deterministic case (see Fig 2(e) ). The peak is sharper when the second method is used in the calculation of the phases and also when the noise intensity is smaller. However, noise intensity seems to have little or no influence on the location of the peaks in this case. The probability of zero phase difference is lower in the left panels than in the right, particularly for weaker noise, due to the absence of coexisting oscillatory solutions on the right. A second difference on the right is the lack of a clear peak in phase difference distribution. Larger noise intensities extend the plateau of the phase-difference distribution for ∆φ < 1. The two different methods for determining the phase Other parameters are as listed in Table 1 . Recall that the phase difference of LAO and SAO is 0.92. 
FIG. 7:
The distributions of the phase difference ∆φ of excitatory neurons of (1)- (3) Other parameters are as listed in Table 1 . As in the previous figure, we use a v th1 in the upper row, and v th2 in the lower row to detect both LAO and SAO.
differences show almost no difference in the right panels, where the AAS simply does not exist in the underlying deterministic system. However, there is a series of PD points for nearby parameters, which contribute to the flattening of the phase distribution as we shall elaborate below.
It is obvious that larger noise levels flatten the phase distributions. However, a number of factors support the conclusion that the peak phase difference in the left panels results from occasional visits to the AAS when it coexists with the in-phase EAS: the independence of the peak phase difference on noise levels in the left panels, the fact that this peak phase difference is almost identical to phase difference between the LAO and the SAO of the AAS in the corresponding deterministic system, and the observation that such a characteristic phase difference does not occur in the right panels where the plateau shifts as noise level changes.
Effects of changing the coupling strength on the phase distribution are shown in Fig. 7 for a noise level fixed at δ i = 0.7 (i = 1, 2). Similar to the cases studied in Fig. 6 , zero phase difference is much more probable in the right column. Again, a well-defined peak phase difference occurs in the left column while such a peak is less clearly defined in the right panel. One important difference is that for increased coupling the peak phase shift is more pronounced (as in the lower left figure) , and the probability of zero phase difference increases. For g syn = .3 mS/cm 2 there is a remnant of the AAS, but the associated phase difference still plays a role, due to noise excitations.
As observed in Figure 1 In Figs. 6 and 7, we see a plateau in the phase difference probabilities over (0, 1), suggesting a disruption of the in-phase behavior. We now determine if the flattening of the phase distributions in the right column of these figures is simply due to the effects of noise, or rather due to some other feature of the model such as two period doubling (PD) bifurcation points at I app = 95.8 µA/cm 2 and 100.9 µA/cm 2 . The first PD point is remotely located from I app = 97.5 µA/cm 2 used in the left column, while the second one is very close to I app = 100.5 µA/cm 2 used in the right column.
To avoid these PD points, we carried out a similar study of the phase distributions for parameter ranges that are far from the PD points. The results are shown in Fig. 8 . For fixed coupling strength and noise intensity, we studied two different values of I app : 225 µA/cm 2 for the dashed curve and 235 µA/cm 2 for the solid curve. The EAS and the AAS are both stable for the latter choice but not for the former (see Fig. 2(b) ). The phase distributions for these two values are shown in Fig. 8 , where the phase difference distribution is sharply peaked about zero in the case where EAS alone is stable. However, for parameter values in the regime of multistability of EAS and AAS, the phase distribution spreads out considerably.
The phase distribution for a pair of coupled λ − ω oscillators in the presence of noise are not shown in this paper. This is because of differences in coupling and the deterministic character of the coupled λ − ω system. The ML system (1)- (3) has "spikes"(relaxation) oscillations with a slow/fast character while the λ − ω system has sinusoidal oscillations.
The case of inhibitory coupling
We carried out similar studies on the distributions of the phase difference for two ML neurons coupled through inhibitory synapses. The results are shown in Fig. 9 for three different cases captured by different values of I app as highlighted in Fig. 3 (b) and (c). For I app = 96.5 µA/cm 2 , the only stable oscillatory state is the AAS. For I app = 100 µA/cm 2 , the EAS and the AAS coexist for g syn = 0.15 mS/cm 2 . For I app = 100 µA/cm 2 and g syn = 0.3 mS/cm 2 or for I app = 101.5 µA/cm 2 , the only stable oscillatory state is the EAS. For each one of the three cases, three different noise levels (upper panels) and two different coupling strengths (lower panels) are studied. In all cases, the distribution is peaked at the anti-phase (i.e. ∆φ = π), with noise influencing only the height of the peak and not the location. This is because all coexisting oscillatory solutions are anti-phased (see Fig. 3 (e)-(g)), which is enhanced for stronger coupling (dashed curves in the lower panels).
In the case when the AAS is the only oscillatory state, the distribution is almost flat. 
V A network of coupled stochastic ML neurons
We have considered a pair of neurons, but we expect that the results also apply to the synchrony of a neuronal network in the presence of noise. For instance, we consider N = 20 ML neurons in the following form: Other parameters are listed in Table 1 .
for i, j = 1, 2, ..., N. The parameters are the same as those in Table 1 
VI Discussion
Phase dynamics and mixed-mode oscillations (MMOs) are studied in coupled neuronal oscillators in the presence of noise. We focus on the interplay of noise with the deterministic bifurcation structure of two coupled oscillators for parameter values in an interval between a subcritical HB point and a SNB point of the periodic branch. For these parameter values, a rich variety of solutions can co-exist. Among these solutions the stable ones are typically the quiescent state in which both oscillators are at steady state (SS), the large-amplitude oscillatory state in which both oscillate with large amplitude (EAS), and the localized state in which one oscillates at a large amplitude and the other oscillates at a small amplitude (AAS). Additionally, other solutions that bifurcate from PD points could also coexist with these solutions. The fact that at least four stable states co-exist for parameter ranges between a sub-critical HB point and a SNB point of the period solution branch makes it possible for the system to visit the attraction basins of all of the four states when noise is present. It is this mechanism that induces the MMOs.
The co-existence and multistability of these four states occurs in both excitatory and inhibitory synaptically coupled ML neurons and for diffusively coupled λ−ω oscillators. These results suggest that it is likely that these solutions occur as a result of the symmetry properties of the system irrespective of the specifics of the oscillator models and the types of coupling that are used in the study. As a matter of fact, the bifurcation scenario obtained for the coupled λ − ω oscillators represents a qualitatively generic bifurcation structure of coupled oscillators.
However, the specifics of the model and the coupling do play an important role in determining the phase relation between the two oscillators. For the parameter values used in this paper, the large amplitude oscillations are in-phase for excitatory coupling and anti-phase for inhibitory coupling. The phase relation between the LAO and the SAO in the localized state also differs for different types of coupling. These differences play an important role in determining the phase dynamics of the coupled oscillator system when noise is present. Our results demonstrate that, when the coupling is excitatory, the most frequently occurring phase difference is shifted from zero to a value that is related to the phase difference between the two oscillators in the localized state. For inhibitory coupling, no such shift is observed because the two oscillators maintain an anti-phase relation for both the EAS and the AAS.
The results presented in this paper clearly demonstrate that weakly coupled neuronal oscillators typically give rise to multiple coexisting oscillatory solutions with very different amplitudes and phase relations. This can make the phase dynamics difficult to predict when such a system is exposed to noise. We showed that the noise can drive the system to visit different oscillatory states, creating irregular MMOs and shifting the distribution of the phase difference toward a value that is determined by a localized AAS. In some cases, the distribution of the phases becomes flat for a broad range of phase differences. As the number of neurons increases, the complexity could increase enormously. It remains unresolved whether that larger number of unstable periodic solutions also influences the amplitude and phase dynamics of coupled oscillators. Intuitively, we think they do, since they define the boundaries in phase space between basins of attraction of the different stable solutions. Thus, they determine the amplitude of noise required for triggering transitions between different oscillatory states. Of course if the noise level is too high it introduces severe disruption in addition to these transitions, so that the system behavior becomes much less coherent. More coherent behavior, consisting of transitions driven by small noise between coexisting states, is more likely when the boundaries between the stable states are not too far from their deterministic trajectories.
Our results demonstrate that mixed-mode oscillations occur as a result of random switching between co-existing oscillatory states. Such a stochastic bursting phenomenon should not be confused with other burst-generating mechanisms in which a slow process determines the onoff switch between the active and silent modes. Furthermore, we provide valuable insight on the interplay between weak coupling and noise. This interplay goes beyond the common viewpoint that synchrony is disrupted simply since the firing of one neuron cannot excite its neighbor through weak coupling, leaving relatively independent noise-induced firing. Rather, we have illustrated that weak coupling leads to complicated multistable behaviors of neurons, and noise can drive the system between these different states.
It is known that noise exists at almost all levels of the central nervous system. Several interesting roles that noise can play have already been reviewed in the introduction. Results presented in this paper have special relevance to a few systems cited there. There exists a special interest in the study of coherence resonance in coupled oscillator system that is close to a subcritical HB and a SNB points [9] . Our results showed that one should be extremely cautious about the possibility of the system visiting multiple stable oscillatory solutions near these bifurcation points.
Experimental studies have demonstrated that noisy signal enhances the reliability of spike timing [5] and facilitates the transition between coexisting stable states [14] . It was shown that a specifically shaped profile of a noisy signal localized within a very short time interval can significantly enhance the possibility of inducing a spike or a transition between two different states. We suspect there exists a type of short-term resonance between specific segments of a stochastic signal and an excitable dynamical system. Such a resonance can create amplified excursions with an ampli-tude that is much larger than a non-resonance portion of the signal thus triggering an transition between different states that are even remotely separated from each other. Revealing that this type of transient resonance also plays an important role in the stochastic amplitude and phase dynamics of coupled oscillators studied in this paper is a natural goal for the near future.
[47] M.H. Holms, Introduction to perturbation method (Springer, Verlag, 1995).
VII Appendix A
The typical values and ranges of the parameters we used are listed in Table 1 .
TAB. 1:
Parameters in the ML model 
VIII Appendix B
By substituting (9)-(11) into the reduced differential equations (6)- (8), at leading order we get the following equations: 
dr 2 dt =λ 0r2 + R 1 cos θ 0 − R 0 θ 1 sin θ 0 ,
) sin θ 0 − R 0 cos θ 0 r 1 θ 1 − dθ 0 dT .
The solution to (30) has exponential decay 
At O( 2 ), we have equations for R 2 ,r 3 and θ 2 , using (24), (25) , (34) in (9)- (11), to get, 
The steady states are 
θ 2 = −2ω 1 (R 0 R 2 −r 
A similar stability examination is used for these corrections, demonstrating their stability.
