We describe an efficient sampling algorithm for solving influence diagrams that achieves its efficiency by testing candidate decision strategies against the same set of samples and, effectively, reusing samples for each of the strategies. We show how by following this procedure we not only save a significant amount of computation but also produce better quality anytime behavior. Our algorithm is exhaustive in the sense of computing the expected utility of each of the possible decision strategies.
Introduction
Influence diagrams (IDs) [18] are acyclic directed graphs modeling decision problems under uncertainty. An ID encodes three basic elements of a decision: (1) available decision options, (2) factors that are relevant to the decision, including how they interact among each other and how the decisions will impact them, and finally, (3) the decision maker's preferences over the possible outcomes of the decision making process. These three elements are encoded in IDs by means of three types of nodes: decision nodes, typically represented as rectangles, random variables, typically represented as ovals, and value nodes, typically represented as diamonds or hexagons. Most popular type of IDs are those in which both the decision options and the random variables are discrete. A decision node in a discrete ID is essentially a list of labels representing decision options. Each random variable is described by a conditional probability table (CPT) containing the probability distribution over its outcomes conditional on its parents. Each value node encodes a utility function that represents a numerical measure of preference over the outcomes of its immediate predecessors. An ID that contains only random variables is called a Bayesian network (BN) [25] .
An ID is amenable to an algorithmic analysis that can yield for each possible strategy (an assignment of values to all decision nodes conditional on those chance nodes that are observed before the decision nodes, e.g., [5] ) its numerical measure of desirability -expected utility. It is a basic premise of decision theory that a decision maker should maximize his or her gain by choosing the strategy that yields the highest expected utility. Even though this analysis is at its foundations NP-hard [7] , there exist several ingenious algorithms that make it feasible for practical ID models. Before we review these algorithms, we will focus on four general characteristic of ID algorithms that will be helpful in making the review more systematic. While having an exact result is always preferable, in most cases precision can be traded off for computation, dividing ID algorithms into exact and approximate. The latter class does not give guarantees of optimality, even though it will typically reach or approximate the optimal solution. An important subclass of approximate algorithms are anytime algorithms, which are algorithms that regardless of the complexity of the problem have an answer available almost immediately. Subsequent computation, which gradually improves the quality of this answer, can be interrupted at any time. An algorithm is exhaustive if it computes the expected utility of each of the possible decision strategies or focused if its only goal is identification of the optimal strategy. Focused algorithms are in general more efficient than exhaustive algorithms, but this efficiency comes at a price. The output of a focused algorithm identifies the best next step of a strategy but it does not put it in a context of other possible steps or other strategies. In particular, the output of a focused algorithm does not show whether the suggested decision is a clear winner or a close runner with other, alternative decisions. This is not important in some applications, for example in robotics. However, in applications that include interaction with human decision makers, exhaustive algorithms offer a considerable amount of insight that helps in choosing the superior decision strategy or assists in refining the model. Finally, algorithms can be divided into direct and indirect, i.e., those that work on IDs directly and those that reduce the IDs solution problem into a series of belief updating problems in its underlying BNs.
There is a sizeable body of literature on the topic of solving IDs. Space limitations prevent us from covering this literature with the exception of those algorithms that are most directly relevant to our paper. The oldest among the direct evaluation methods originates from the work of Olmsted [23] , whose algorithm performs a series of node removal and arc reversal operations that successively reduce the ID into a single decision node and a single successor utility node that holds the expected utility of each of the decision options. Shachter [30] has later formalized this algorithm and proven its correctness. Shenoy [32] introduced a new approach that transforms the ID into a valuation network that allows for slightly more efficient calculations. Ndilikilikesha [22] modified Olmsted's algorithm making it computationally as efficient as Shenoy's.
The indirect evaluation methods are inspired by a seminal paper by Cooper [6] , who proposed transforming each decision node in an ID into a chance node with uniform distribution and the (single) value node into a chance node whose probability distribution is a linear transformation of the original utility function into the interval [0, 1] . Following this transformation, the algorithm instantiates, one by one, each of the strategies, by observing the states of the nodes that represent the original decision nodes, solves the resulting BN using any belief-updating algorithm, and retrieves the expected utility of the current strategy.
Shachter and Peot [28] designed an efficient variation on Cooper's algorithm for IDs that have one decision node and one utility node. After the transformation of the ID into a BN, the algorithm essentially introduces evidence into the value node, solves the BN, and chooses the best decision alternative by comparing the posterior probability of the outcomes of the decision node: the most likely outcome indicates the best decision option. The algorithm is focused, as it identifies only the best decision. A separate, optional step of the algorithm is required to calculate the expected utility of that decision. Zhang [34] describes another focused indirect evaluation algorithm that is an improvement on Shachter and Peot's algorithm. It successively divides the ID into two parts, head and a tail, the tail containing the last decision node and all those other nodes that are relevant to the maximization of that last decision. It then computes the expected utility of the tail and finds the best option for the last decision. The tail, including the last decision node, is then substituted by a single utility node that summarizes all the uncertainty contained in it. The procedure is repeated until no more decision nodes are left. One advantage of this algorithm is that it can be based on any belief-updating algorithm for BNs. Other techniques to solve influence diagrams were offered by Jensen, Jensen and Dittmer [19] and Madsen and Jensen [21] .
Another line of research on algorithms for IDs was started by Horvitz [17] who identified a class of inference policies for probabilistic reasoning systems that he called incremental refinement policies. He presented algorithms that improve the accuracy of their solutions as a monotonically increasing function of the allocated resources and the available information. Several algorithms have been developed along these lines. Ramoni [26] proposed an anytime algorithm for solving IDs based on Epistemic Constraint Propagation [27] that incrementally refines the confidence in the expected utility of the decisions. One limitation of this algorithm is that its anytime property holds only for IDs with one decision node. Horsch and Poole [15] developed another anytime algorithm that constructs a tree structure for each decision node in the ID. Each of the constructed tree structures represents a decision function that is improved incrementally. The authors show how improvements to this function lead to the optimal decision function. Similarly to Ramoni's algorithm, the algorithm loses its anytime properties if applied to decision problems with more than one decision node. A refinement of this algorithm, focusing on multi-stage influence diagrams was published later [16] . Charnes and Shenoy [1] propose an approximate sampling algorithm for solving IDs. D'Ambrosio and Burgess [10] performed experiments comparing a variety of real-time influence diagram algorithms.
This paper shows how sampling algorithms can be utilized very efficiently within an indirect evaluation method. Our approach evaluates all decision strategies on the same set of random samples and allows for saving a significant amount of computation while producing high quality anytime behavior. The algorithm that we propose is suitable for very large decision models for which exact algorithms are not feasible. Recent advances in stochastic sampling algorithms for BNs (e.g., [2; 33] ) have made it possible to perform inference in very large models with unlikely evidence. Because our algorithm can be based on any simulation algorithm for BNs, it allows for taking advantage of these developments. The algorithm is general in the sense of admitting full IDs with multiple decision and value nodes and containing observations. As a side-product, the algorithm computes also the posterior probability distribution of every chance node conditional on each of the possible strategies. For example, in a system that helps to decide between medication and surgery, the algorithm will compute not only the expected utility of both choices, but also the probability of the patient dying in each case. We have found that this information is useful in an interactive modeling environment. The algorithm is, to our knowledge, the only algorithm developed for ID that exhibits anytime behavior when the ID has an arbitrary number of decision and utility nodes. Finally, the algorithm is very efficient and this is achieved by reusing random samples. Practically, only one random number per node is generated for each sample of the network. This random number is used to evaluate the probability distribution of the node conditional on each of the strategies.
All random variables used in this paper are multiple-valued, discrete variables. Lower case letters, such as a, b, or c denote random variables. Bold capital letters, such as A, denote sets of variables. Bold capital E denotes the set of observed nodes and capital Q denotes the set of other nodes not contained in E. For any node n, Pa(n) denotes the set of parents of n, De(n) denotes the descendants of n, and O(n) denotes the set of outcomes of n.
The remainder of this paper is organized as follows. Section 2 defines some of the terms that we will be using throughout this paper. Section 3 describes the proposed algorithm. Section 4 contains a detailed example that will serve us in explaining the algorithm. Section 5 reports the results of our experiment with the algorithm, and Section 6 contains concluding remarks.
Some Definitions
A Bayesian network B is defined as a pair B = (G, Pr), where G(C, A) is an acyclic directed graph consisting of a set of nodes C and a set of directed arcs A. Each node n ∈ C has associated a conditional probability distribution, specifying the probability of each outcome o ∈ O(n) conditional on Pa(n).
Similarly, we denote the joint probability distribution over a set of nodes J ⊆ C as Pr(X J ).
Given B = (C, A) and sets J, K, L ⊆ C, we say that X L is irrelevant [13] 
In other words, X L is irrelevant to X J given X K if, once X K has been observed, we cannot learn anything about X J by also observing X L . We extend the notion of irrelevance to decision nodes in the following way. Given an ID model M = (C, A, D, U) and sets L ⊆ D and J, K ⊆ C, we say that L is irrelevant to
In other words, L is irrelevant to X J given X K if, once X K has been observed, making a decision in L does not impact X J . Irrelevance for utility nodes U is defined analogously but with respect to expected utility rather than probability.
An ID M = (C, A, D, U) is a BN extended with D, a set of decision nodes, and U, a set of utility nodes. The decision nodes are ordered in time, d 1 , . . . , d n , and chance nodes are stratified into sets E, I 1 , . . . , I n+1 , so that chance nodes I i are observed before d i but after d i−1 . The nodes in E have been observed a-priori while the nodes in I n+1 will never be observed. Let I = (I 1 , . . . , I n ) be nodes that are not evidence but that will be observed before the last decision d n is made.
1 From here on, we assume, without loss of generality, that E = ∅. Dealing with evidence in sampling algorithms is quite well understood and is not the focus of this paper. For convenience, we will sometimes say n ∈ M if n ∈ {C ∪ D ∪ U}.
Let us define a partial order Ψ N over a set of nodes N ⊆ M such that, given nodes n, m ∈ N, if m ∈ De(n) then n appears in Ψ N before m. In other words, in Ψ N a node appears always before any of its descendants.
We say that d ∈ (D, I) is an indexing parent of n ∈ M if it precedes n in Ψ (D,C,U) and it is relevant to n. We denote by IP(n) the set of indexing parents of node n. Less formally, the set of indexing parents of a node n is composed of those decision nodes and those chance nodes that will be observed before making a decision, that have an effect on the distribution of the outcomes of n.
A strategy is an instantiation of every node d ∈ D, conditional on I. We will sometimes use the term strategy when making reference to an instantiation of the set of indexing parents of a node.
For each node n ∈ M we can define the Cartesian product of the set of outcomes of its indexing parents:
In other words, Φ n contains all the possible combinations of the outcomes of n's indexing parents. Similarly, Φ is the set of indexing parents of the global utility node
We will now define the cardinality operator, Φ n , in the following way
This operator, when applied to any set Φ n , will return the number of elements in Φ n or 1 if Φ n is empty. We will now prove a theorem stating that every indexing parent of a node p is also an indexing parent of p's children.
Theorem 1. Given an ID M = (C, A, D, U) and nodes c, p ∈ {C, D, U}, if p ∈ Pa(c) then IP(p) ⊆ IP(c).
Proof. By definition, every node n ∈ IP(p) is relevant to p. Since p ∈ Pa(c), it follows that n must also be relevant to c and, hence, be an indexing parent of c.
The Algorithm
This algorithm solves an ID M = (C, A, D, U), which means that it calculates the expected utility of each possible strategy and also calculates the distribution of each chance node conditional on each of the strategies. As one of its main features, the algorithm is capable of giving an approximate answer at any time. We describe this algorithm in Fig. 1 .
Cooper's transformation in Step [1.1] is a two-step operation consisting of replacing all decision nodes and all utility nodes with chance nodes. Transformation of each utility node u ∈ U into a chance node, in particular, is performed by transforming the utility function V (u) = F (p 1 , . . . , p n ), p 1 , . . . , p n ∈ Pa(u) into a probability distribution by linearly mapping the range of F onto the interval [0, 1] .
In order to achieve [1.2], we can use an algorithm like the one described in Druzdzel & Suermondt [11] , Lin & Druzdzel [20] or Shachter [29] . Basically, for a given node n ∈ M, it traverses the ID, starting from n, marking each d-connected node it finds along the way. Once the traversing is done, those nodes marked are added to the set IP(n).
In
Step [3] , we iterate only through chance nodes, which means that decision nodes are ignored at this stage. Remember that utility nodes have been transformed into chance nodes in Step [ [31] , Latin hypercube sampling [3] , adaptive importance sampling [2] , or estimated posterior importance sampling [33] . This produces an unbiased estimator of the distribution of node c. But also note that in [3.2] we are iterating through every δ k ∈ Φ c and that in Steps 
Pr(c
In [3.2.1], we say "Look up the outcome of every node p ∈ Pa(c) given δ k ." What this "outcome" means depends on the type of the parent. If p ∈ IP(c), "outcome" means state of p in the current δ k . On the other hand, if p / ∈ IP(c), "outcome" means the outcome of p that we computed and annotated in Step [3.2.3] . The fact that we are processing nodes in the order specified by Ψ M guarantees that p has been dealt with before c, so the outcome of p is available to us. Theorem 1 guarantees that we can always find the state of node p given the current δ k .
Also, note that we are evaluating in parallel every δ k ∈ Φ c , reusing the random number generated in [3.1] , to compute the distribution of c conditional on every strategy. A complete sample, which is a collection of node outcomes, one for every node, describes a state of the world that we effectively test our decision model on. We use the same state of the world to test each of the possible decision strategies, but we do it in parallel as we continue sampling. This sample reuse achieves two important objectives: (1) it saves a large number of calls to the random number generator, and (2) with every sample generated, it performs the evaluation of all strategies, which is a key to achieving anytime behavior.
The simulation can be interrupted in Step [4] , at which point the algorithm yields its best estimate of the expected utilities of each of the strategies.
If we apply an algorithm with a stopping rule, such as the bounded variance algorithm [9] , the AA algorithm [8] , or the AIS-BN-µ / AIS-BN-σ algorithms [4] , we may be able to produce an estimate of the error measure for each of the strategies. If the error bounds around the posterior distributions of the transformed utility nodes are small enough, we may even return an exact ordering of the decision strategies.
Step [6] performs reverse of the transformation applied in [1.1] to utility nodes. Utility nodes, indexed by their indexing parents, contain at this point the expected utility of each possible strategy:
Step [7] is meant to deal with those cases in which U has more than one utility node. In this case, a global multi-attribute utility function of the form
should be provided (typically, it is a part of the model). This function is intended to produce a global utility and, for linearly additive utility functions, for example, it is defined as
Our algorithm does not depend in any way on the actual form of this multiattribute utility function. Finally, we identify the strategy δ k ∈ Φ that maximizes GEU(δ k ).
An Example
To facilitate understanding of the algorithm, we are going to introduce a simple ID that we will use to illustrate every step of the algorithm described in the previous section. The ID models the following decision problem.
A group of terrorists have taken control of an airplane and have threatened to kill all passengers and themselves, if their demands are not met. Information is scarce, the nationality of the assailants is unknown and there exists a possibility of them having explosives, which may make any rescue attempt risky. The authorities are facing two decisions. First, they need to determine whether they should negotiate or not. Second, they need to decide whether to deploy a SWAT team to assault the airplane. Although there is a lot of uncertainty, the authorities have reduced the possible nationalities of the terrorists down to two, CountryA and CountryB. Table 1 shows the short labels that we will use in the sequel when referring to the nodes in the model. It also shows the number of outcomes of each of the nodes. Val2 -
We will now walk step-for-step through the algorithm.
Step ( 
Step (2): Determine Ψ M , a partial order over M. There are many valid partial orders for M. We will use the following
Step (3): Take one sample of the network. Generating a stochastic sample in a BN amounts to randomly instantiating every node to one of its possible states, according to the probability distribution over the node's states, conditional the instantiated states of its parents. In case of forward sampling, this requires every instantiation to be performed in the topological order, i.e., parents are sampled before their children. Supposed we pick the first chance node in Ψ M , Nat, and generate a random number. Since Φ Nat = ∅, we do not have any strategies to iterate through. This means that we proceed as in a plain sampling algorithm for BNs: we generate a random number R and then we pick a state indicated by R, depending on the a-priori probability distribution over Nat, encoded in its CPT. Let this state be Nat = CountryA. We do the same to the next chance node, Exp, and generate Exp = Yes.
The next chance node in Ψ M with a non-empty Φ Mood is Mood. [3.1] First we generate a random number, say R = 0.65. [3.2] Now we start iterating through all δ ∈ Φ Mood . We know that Φ Mood = {(Neg=Yes), (Neg=No)}, so the first δ is (Neg=Yes). [3.2.1] We need now to find the outcome of each of Mood's parents, only Neg in this case. Since Neg ∈ IP(Mood ), its outcome is taken from the current δ, i.e., Neg = Yes.
Assume that the CPT of Mood looks as illustrated in Fig. 3-a. [3.2.2] Looking at the probabilities in the first column, which shows Pr(Mood |Neg = Yes), we choose Mood = Good. Note in Fig. 3 -b that we always assign a score of 1 to the sampled outcome. The reason for this, as noted before, is that we assume that there is no prior evidence in the network. In case there is evidence, we need to weigh these scores. At this point, we have completed sampling from the node Mood. There are two remarks that we would like to make at this point. First, note that counting the samples within individual chance nodes allows us to calculate the posterior probability distribution of that node conditional on the strategy applied. We alluded to this earlier, when we talked about evaluating all strategies in parallel. Second, we are reusing the same random number R for all Φ FMood strategies, which saves many calls to the random number generator.
We go back to Step 3 and pick the next chance node in Ψ M , TRes. Something slightly more complex happens with this node. [ Since Swat ∈ IP(TRes), its outcome is taken, as before, from the current δ, i.e., Swat=None. Things get just a little more complex when it comes to finding the outcome of Mood, since Mood / ∈ IP(TRes). This is because Mood, as shown in Fig. 3-b , has two sampled outcomes, not just one. We pick the one whose configuration of indexing parents matches the configuration of the current δ. Indeed, what we want to compute now is Pr(TRes|Neg = Yes, Swat = None), so it follows that we need to consider the distribution Pr(Mood |Neg = Yes, Swat = None). Since we have determined in Step [1.1] that Mood is independent of Swat, Pr(Mood |Neg = Yes, Swat = None) = Pr(Mood |Neg = Yes). And since Neg=Yes in the current δ, we must pick the outcome of Mood from the column indexed by Neg=Yes in Fig. 3-b . This yields Mood=Good.
We take the same approach to find the outcome of the last parent, Exp, but in this case everything seems to be easier since Exp is independent from both Neg and Swat and has only one sampled outcome: Exp=Yes. Looking at the third column of Fig. 5 , which shows Pr(TRes|Swat = None, Exp = Yes, Mood = Good ), we obtain TRes = Liberate. Fig. 4 , which shows Pr(TRes|Swat = None, Exp = Yes, Mood = Bad ), we obtain TRes=Liberate. [3.2.3] . Back to [3.2] , the last δ = (Neg=No, Swat=Attack). Note that we are still reusing the same random number R = 0.32, which, looking at column 8 in Fig. 4 , yields TRes=Fight. We are done with node TRes, and Fig. 5 shows the state at this point.
We repeat this process for all nodes in the network. At this point the reader should have an intuitive idea of how the algorithm works. Basically, we choose a state for every chance node until there are no more nodes left in Ψ M , at which point we would have completed one sample of the whole network.
Step (4): Decide if we should take another sample.
As said before, we need a means to decide whether to terminate the algorithm. The more samples we take, the more accurate the solution will be. If we decide to terminate, we just go on to Step [5] below to do some final calculations.
Step ( Step (6): Compute expected utility of each utility node.
Here we just need to reverse the linear transformations of the utility functions that we performed in [1.1] . This step yields
Step (7): Compute the global expected utility. Since we have two utility nodes, Val1 and Val2, we need a function that combines both and returns a global expected utility for the whole model. Let us assume for simplicity that it is a linear combination of the individual utility functions with unit weights, i.e.,
As before, we iterate through all strategies δ ∈ Φ and compute GEU conditional on every strategy. In other words, we compute:
Step (8): Choose the best strategy. Choose the strategy δ k ∈ Φ that maximizes GEU(δ k ) calculated in Step [7] .
Empirical Illustration
It is quite obvious that the proposed algorithm is more efficient in terms of its use of samples and in terms of reducing the variance in results than an algorithm that exhaustively samples all strategies. We illustrate this on Hepar II [24] , a model for diagnosis of liver disorders consisting of 73 nodes and available in Decision Systems Laboratory's model repository at http://genie.sis.pitt.edu/. Since Hepar II is a BN, we first performed a modification that transformed it into an ID. Basically, Hepar II consists of nodes representing risk factors, liver disorders, medical tests, and symptoms. The structure of the graph is causal: arcs go from risk factors to disorders and from disorders to tests and symptoms. First, we designated four nodes from among the risk factors to act as decision nodes. These decision nodes represented hypothetical choices a person could have about certain risks factors. For example, alcohol abuse can be considered a risk factor for several liver disorders. Converting this chance node into a decision node represents the choice a person has with respect to drinking. Since each of the transformed decision nodes had two states, we ended up with 16 different strategies to evaluate. The second step was to add utility nodes. We decided to add one utility node to each of the disorder nodes such that the utility of not having a particular disorder was 100 while the utility of having the disorder was 0. For simplicity, we assumed that all disorders as equally severe and created an additive linear multi-attribute utility function with weights w i = 1.0 for each of the individual utility nodes. With a total of eight disorders in the model, the multi-attribute utility function ranged from 0, when a patient suffers from all eight disorders, to 800, when a patient suffers from no disorders at all.
We compared our algorithm against indirect exhaustive algorithm, with both algorithms based on likelihood weighting as their underlying BN algorithm. We ran 1,000,000 samples of the network, taking measurements of intermediate values of expected utility for each of the 16 possible strategies. Figure 6 shows the expected utility of each of the 16 strategies as a function of the number of samples. In the simulation, the range of expected utilities goes from 500 up to 800 (each horizontal line on the graph represents an increment of 50). This wide range is due to the variations in the estimates that we obtained during the first one hundred samples. Crossing of trajectories means essentially a change in the ranking of the strategies. The expected utilities converge to their exact values (verified by means of an exact algorithm) as the number of samples increases. Figure 7 shows the same plot for the algorithm proposed in this paper. In this simulation, the range of expected utilities goes from 550 up to 800 (each horizontal line also represents an increment of 50). The expected utilities converge to exactly the same values (670 for the worst strategy and 715 for the best one).
Both figures show individual trajectories shifting up and down, but while in the crude exhaustive algorithm each trajectory seems to do so independently of the others, in our algorithm they all shift roughly at the same time and in the same direction. This is a simple consequence of the fact that our simulation tests each strategy against the same sample, i.e., on the same randomly generated state of the world. This greatly reduces variance and our algorithm can rank the strategies after processing a relatively small number of samples. While in Fig. 6 we can find trajectory lines crossing even after as many as 90,000 samples taken, in Fig. 7 the last crossing of trajectory lines occurs at only 900 samples.
Reuse of samples for each of the 16 strategies reduced the number of calls to the random number generator by 16-fold. There was a 20% to 30% computational time overhead related to reuse, resulting in roughly a 12-fold reduction of the computation time of our algorithm compared to the exhaustive algorithm based on likelihood weighting.
Conclusion
We introduced an approximate anytime sampling algorithm for IDs that computes the expected utilities of all decision strategies. The algorithm is indirect, in the sense of reducing the problem of solving an ID by first transforming it into a BN. We have shown how by evaluation of each of the strategies on the same set of samples we not only save much computation but also reduce variance and, hence, produce high quality anytime behavior. The proposed algorithm is, furthermore, amenable to parallelization and a possible further increase in speed.
Our algorithm accommodates any forward sampling scheme. A simple empirical test of the algorithm has shown that it rapidly produces the correct order of strategies. We expect that combining this algorithm with stopping rules (e.g., [4] ) will lead to efficient algorithms for IDs that give precision guarantees with respect to both the order and numerical expected utilities of strategies.
