Abstract. We tackle the stationarity issue of an autoregressive path with a polynomial trend, and we generalize some aspects of the LMC test, the testing procedure of Leybourne and McCabe. First, we show that it is possible to get the asymptotic distribution of the test statistic under the null hypothesis of trendstationarity as well as under the alternative of nonstationarity, for any polynomial trend of order r, and potentially multi-integrated noise of order d. Then, we explain the reason why the LMC test, and by extension the KPSS test, does not reject the null hypothesis of trend-stationarity, mistakenly, when the random walk is generated by a unit root located at −1. We also observe it on simulated data. Finally, we describe some useful stochastic processes that appear in our limiting distributions.
History and Motivation
Consider the generating process given, for all t ∈ Z, by
where (T t ) is a deterministic trend and (Z t ) follows the ARMA(p + 1, q) process defined as
(1 − θ 0 L)A(L)Z t = B(L)ε t in which for all z ∈ C, A(z) = 1 − θ 1 z − . . . − θ p z p and B(z) = 1 + ϕ 1 z + . . . + ϕ q z q are causal polynomials of order p ≥ 0 and q ≥ 0 respectively, and L is the lag operator. Consider also that (ε t ) is a white noise of variance σ 2 > 0 and that |θ 0 | = 1. Accordingly, the autoregressive polynomial generating (Z t ) has a unit root located at θ 0 and ((1 − θ 0 L)Y t ) is a trend-stationary process in the sense that the stochastic part of (Y t ) is stationary. Two strategies exist to investigate the stochastic nonstationarity of an observed autoregressive path, for θ 0 = 1. The first one consists in testing the significance of a consistent estimation of θ 0 − 1, and the second one directly deals with the residual behavior and looks for a potentially hidden random walk in the disturbance. These strategies, that we are now going to quickly summarize, are compatible since the one tests the null hypothesis of unit root whereas the other evaluates trend-stationarity.
1.1.
Testing the presence of a unit root. In the particular case where p = 0, q = 0 and where (T t ) is a linear trend, Dickey and Fuller [12] in 1979 first studied the unit root issue. For all 1 ≤ t ≤ T , they considered the model given by (1.1) Y t = θ 0 Y t−1 + α 0 + α 1 t + ε t where (ε t ) is a white noise of finite variance. Then, they established that, under the null "H 0 : θ 0 = 1" and with normally distributed innovations,
where θ T is the least squares estimator of θ 0 , this limiting distribution being written under a series representation. This result had been conjectured by White [56] in 1958 with no trend retained and a Gaussian noise (even if his scaling was wrong). A special case was obtained earlier by Lai and Seigmund [23] in 1983, then Phillips [45] derived the first general proof of (1.2) en 1987, and Chan and Wei [7] in 1988 improved the assumptions by considering that (ε t ) is a sequence of martingale differences having a finite moment of order 2+δ for some δ > 0. The stochastic process V (t) is identifiable and depends on the estimated deterministic trend (V (t) is the Wiener process W (t) for α = β = 0, otherwise it describes a family of detrended Wiener processes that we will clarify in the sequel). The behavior of the associated t-statistic has been tabulated by Dickey and Fuller [12] in 1979, or by MacKinnon [31] in 1991. The augmented Dickey-Fuller test is probably the most commonly used nowadays to evaluate the presence of a unit root in a general ARMA(p, q) process, for p ≥ 0 and q ≥ 0. It was suggested by Dickey and Fuller [12] - [13] and then formalized by Dickey and Said [14] in 1981 when p and q are supposed to be known, and in 1984 [49] under the AR(k) approximation of the associated causal AR(∞) expression, for k growing to infinity and therefore working for unknown p and q. They used the equivalent formulation of the AR(k) process having a trend, popularized by Sims, Stock and Watson [54] , given by
δ i ∆Y t−i + α + βt + ε t where δ i = −(θ i+1 + . . . + θ k ) and θ 0 = θ 1 + . . . + θ k . The fondamental hypothesis is that A and B are causal, ensuring that the AR(∞) expression exists and that, under the null, (∆Y t ) is trend-stationary for θ 0 = 1. It is shown in [49] that convergence (1.2) still holds, independently of the number k of retained lags provided that k = O(T 1/3 ), for any ARMA(p, q) modelling. However, the power of the test is impacted and, as it is explained by Schwert [52] in 1989 or by Ng and Perron [38] in 1995, some distorsions may occur for badly troncated processes. In 1982 already, Nelson and Plosser [35] had highlighted the presence of unit roots in a number of macroeconomic series via the Dickey-Fuller strategy. Let us also mention the nonparametric approach suggested by Phillips [45] in 1987 and deepened by Phillips and Perron [46] in 1988. They consider the generating process (1.1) with p = 0, and translate all correlation phenomenon in the disturbance (ε t ), which is now supposed to be strongly mixing and to satisfy some additional assumptions. Withers [57] had already showed in 1981 that this set of hypothesis is satisfied for the usual ARMA(p, q) perturbations. Then, by taking account of a nonparametric correction of the test statistic using an estimation of the so-called long-run variance of (ε t ), Phillips and Perron demonstrated that the asymptotic distribution of their test statistic still remains the one of (1.2), tabulated by Ouliaris and Phillips [42] for different trends, and available for a wider class of generating processes. The difficulty now lies in the estimation of the long-run variance, also depending on a troncation. Newey and West [37] had suggested an expression that Phillips proved to be weakly consistent in [45] under the additional assumption that sup E[|ε t | β ] < ∞ for some β > 4. There is an abundant literature on the unit root testing procedures, and we have just summarized some important topics. The interested reader will find in-depth studies for example by Dickey, Bell and Miller [11] and Bhargava [2] in 1986, Perron [44] in 1988, Ouliaris, Park and Phillips [41] in 1989, Dolado, Jenkinson and Sosvilla-Rivero [15] in 1990, Schmidt and Phillips [51] in 1992, Leybourne, Kim and Newbold [25] - [26] in 2004-05, etc. One can also cite the bayesian approaches of Sims [53] in 1988 and Lubrano [30] in 1995. This methodology allows not to reject the null hypothesis of unit root, but it seems important to be able to reject the alternative hypothesis if required, to consolidate the judgement. Indeed, De Jong, Nankervis, Savin and Whiteman [8] observed in 1992 that the unit root testing procedures are empirically less powerful than their usual counterparts in a stable framework when θ 0 is very close to 1, namely for an estimator of θ 0 which is asymptotically normal with rate √ T as soon as |θ 0 | < 1, and some econometricians maintain that an observed path is generated by a unit root with probability zero. In the same vein, Chan and Wei [6] in 1987 have made some inference on AR(1) processes when the parameter is very close to 1 and have derived an asymptotic distribution slightly different.
1.2.
Testing the presence of a random walk. Let us now have a look to the situation where a random walk is hidden in the residual process. Consider, for all t ∈ Z, the autoregressive process given by
where A is a causal polynomial of order p, (T t ) is a deterministic trend, (ε t ) is a white noise of variance σ 2 ε > 0 and (S η t ) is a random walk generated by a white noise (η t ) of variance σ 2 η ≥ 0, uncorrelated with (ε t ). In 1994, Leybourne and McCabe [28] establish that, under the null hypothesis H 0 : "σ 2 η = 0", an observed path (Y t ) from (1.3) behaves like a trend-stationary AR(p) process whereas, under the alternative H 1 : "σ 2 η > 0", it is generated by an invertible ARIMA(p, 1, 1) modelling having a trend, a fortiori nonstationary. In addition, they propose to take account of the maximum likelihood estimatorθ T of θ, and to estimate the trend parameters using a least squares methodology on the residual process (Ǎ(L)Y t ). For all 1 ≤ t ≤ T , denote by ( ε t ) the residual set obtained, and by (S t ) and (Q t ) the partial sum processes of ( ε t ) and ( ε linear), it is established that, under H 0 : "σ 2 η = 0",
Under H 1 : "σ 2 η > 0", the test statistic diverges with rate T , and it is possible to get its correctly renormalized asymptotic distribution. Here, B(t) describes a family of Brownian bridges, depending on the order of the estimated trend. We will shorten this procedure LMC test in all the sequel. In the simple case where p = 0, Nabeya and Tanaka [34] had already investigated the founding principles of this strategy in 1988. This restriction seems nevertheless far from reality since all correlation phenomenon has disappeared. Earlier, Nyblom and Makelainen [40] in 1983, Nyblom [39] in 1986 and Leybourne and McCabe [27] in 1989 had already taken an interest in such test statistics, for closely related models. In 1993, Saikkonen and Luukkonen [50] had followed a symmetrical point of view and chosen to test the presence of an noninvertible MA(1) component in the differentiated process, for p = 0. As a matter of fact, under H 0 , one deals with an over-differentiated process and the disturbance (∆ε t ) finds itself with a unit root. The procedure of Kwiatkowski, Phillips, Schmidt and Shin [22] of 1992 (shortened from now on KPSS test) translates any correlation in the residual process, in the same manner as Phillips and Perron did to avoid any estimation of p and θ in the Dickey-Fuller procedure. Hence, it is considered that p = 0 and that (ε t ) satisfies more general conditions already evoked in the previous subsection. They showed that the test statistic (1.4) reaches the same asymptotic distribution but, as a long-run variance has to be estimated instead, there is a troncation at a lag ℓ such that ℓ = ℓ(T ) → ∞ to ensure consistency, and the divergence under H 1 occurs with rate T /ℓ = o(T ). One can accordingly expect that the procedure of Leybourne and McCabe will be more powerful to discriminate H 1 , and such observations are made in [28] . However, the latter needs the true value of p and sacrifices all flexibility, contrasting with the KPSS procedure. The stationarity of time series being a contemporary issue, it is not surprising to find again an abundant literature on empirical studies, anomalies detection or improvements brought to these strategies. Without completeness, let us simply mention Leybourne and McCabe [29] in 1999, Newbold, Leybourne and Wohar [36] in 2001, Müller [33] in 2005, Harris, Leybourne and McCabe [20] or De Jong, Amsler and Schmidt [9] in 2007, Pelagatti and Sen [43] in 2009, etc.
We intend to generalize some aspects of the LMC test. First, we will show that it is possible to get the asymptotic distribution of the test statistic under H 0 as well as under H 1 , for any polynomial trend of order r, and potentially multi-integrated noise of order d. Then, we will explain, and we will observe it on some straightforward simulated data, the reason why the LMC test -and by extension the KPSS test -does not reject the null hypothesis of trend-stationarity, mistakenly, when the random walk is generated by a unit root located at −1. We have widely been inspired by the calculation methods of [22] and [28] , themselves relying on the Donsker's invariance principle and the Mann-Wald's theorem, that we will also recall. Finally, we will describe some useful stochastic processes that appear in our limiting distributions, and we will prove our results.
In all the sequel, k T = k/T is the renormalization of any k ∈ N, and I designates the indicator function. In addition, we will always consider that 0 < τ ≤ 1 and that [T τ ] denotes the integer part of T τ . To lighten the notations, we will usually refer to the corresponding vector by removing the implicit subscript on the variable. For example, ε ′ = (ε 1 . . . ε T ) where ε ′ is the transpose of ε.
A consistent test for a unit root
We consider the autoregressive process on Z of order p with a polynomial trend of order r, driven by a random walk and an additive error. For an observed path of size T , we investigate the model given, for all 1 ≤ t ≤ T , by
p is a causal autoregressive polynomial having all its zeroes outside the unit circle, where, for any |ρ| = 1, We also normalize the known part of the trend, by selecting t T = t/T , to simplify the treatment of the projections, as we will see in the technical proofs. The order of the polynomial trend is r, but we will also take account of the case where no trend is introduced in (2.1). We switch from one situation to another by selecting κ = 0 or κ = 0. Our objective is to establish a testing procedure for
. One can observe that (2.1) is a trend-stationary process under the null H 0 , since the process (S η t ) is almost surely zero, and an integrated process of order 1 under the alternative H 1 . Hence, evaluating H 0 against H 1 is equivalent to testing stationarity against integration in the stochastic part of the process. The case |ρ| < 1 corresponds to a trend-stationary process both under H 0 and under H 1 , it is consequently not of interest as part of this paper. Combining (2.1) and (2.2), the model under
where the source of the stochastic nonstationarity of (Y t ) is
which is the partial sum process of (η t ) when ρ = 1. First, for all 1
where γ 0 , γ 1 , . . . , γ r are easily identifiable (e.g. γ r = 0 when ρ = 1) and the process (η t + ε t − ρε t−1 ) is second-order equivalent in moments to an MA(1) residual, as it is explained in [22] . We obtain the integrated model given, for all 1 ≤ t ≤ T , by
T ) I {κ = 0} + ξ t + βξ t−1 where (ξ t ) is a white noise of variance σ 2 ξ depending on the so-called signal-to-noise ratio σ 2 η /σ 2 ε . Let (θ T ,β T ) be the maximum likelihood estimator of (θ, β) in the model (2.5) correctly detrended and consider the residual process
Note that under H 1 , |β| < 1, implying that the process is causal and invertible. On the other hand, |β| = 1 under H 0 and the process is not invertible. However, as we will see in the proof of our results, (θ T ,β T ) is consistent in both cases. As a result, it makes sense to estimate α under H 0 using a least squares methodology in the model given, for all 1 ≤ t ≤ T , by
T ) I {κ = 0} + ε t and to build the corresponding residual set ( ε t ). For all 1 ≤ t ≤ T , let
where α T is the least squares estimator of α in the model (2.7), and let the partial sum processes of ( ε t ) and ( ε 2 t ) be defined as (2.9)
Finally, consider the test statistic (2.10)
We now establish the asymptotic behavior of K T under H 0 . Theorem 2.1. Assume that σ 2 η = 0. Then, for κ = 0, we have the weak convergence
where (B r (t), t ∈ [0, 1]) is the generalized Brownian bridge of order r. In addition, for κ = 0, we have the weak convergence
is the standard Wiener process.
In the following theorem, we show that K T diverges under H 1 for ρ = 1 with rate T and we study the asymptotic behavior of the test statistic correctly renormalized. We also show that it decreases to zero under H 1 for ρ = −1.
is the integrated Brownian bridge of order r × 1 and (W r, 0 (t), t ∈ [0, 1]) is the detrended Wiener process of order r × 0. In addition, for κ = 0, we have the weak convergence
is the integrated Wiener process of order 1 and (W (t), t ∈ [0, 1]) is the standard Wiener process. Finally, for ρ = −1,
The situation where ρ = −1 is the cause of a number of complications as we will see in the associated proofs, that is the reason why we limit ourselves to stipulate the convergence of K T to zero in the general case. However, in the particular case where κ = 0, we reach the following result. 
One can notice that this is the only situation in which (ε t ) and (η t ) simultaneously play a role in the asymptotic behavior, that is the reason why one had to make such a decomposition into W ε (t) and W η (t). As a matter of fact, under H 0 , (ε t ) is the only perturbating process whereas under H 1 with ρ = 1, (ε t ) is dominated by (η t ). We are pretty convinced, on the basis of a simulation study, that it is possible to find an identifiable limiting distribution to T K T , for κ = 0 and ρ = −1. However, we have not reached the explicit expression in this work because of complications due to the phenomenon of compensation in the invariance principles, and calculations very hard to conduct. This could form an objective for a future study.
Proof. Theorems 2.1-2.2 and Proposition 2.1 are proved in Section 7.
A consistent test for multiple unit roots
Assume now that the autoregressive process (Y t ) has d = d + + d − unit roots. Namely, z = 1 is a root of A with multiplicity d + and z = −1 is a root of A with multiplicity d − . The model is given, for all 1 ≤ t ≤ T and using the same notations as in Section 2, by
is a random walk of order d that we can define as
+ are 1 and d − are −1. We consider to lighten the calculations that S
As a consequence, the source of the stochastic nonstationarity of (Y t ) is
. . .
with the convention that t d+1 = t. It follows that the model (3.1) has the integrated expression given, for 1 ≤ t ≤ T , by
where γ 0 , . . . , γ r are identifiable and where the residual (
is a white noise of finite variance σ 2 ξ and B is the corresponding polynomial of order d given, for all z ∈ C, by B(z) = 1 + β 1 z + . . . + β d z d . In fact, we will focus our attention on two particular configurations for this model corresponding to
As a matter of fact, the combination of a unit root at 1 and a unit root at −1 collapses into an integrated process of order 1, and not 2 as might be expected. To illustrate this, consider the residual (3.2) for d = 2, ρ 2 = −1 and ρ 1 = 1,
= η t , meaning that the residual behaves like an ARIMA(2, 1, 0) process. For each couple (d
, one can accordingly find a representation of the process having less that d unit roots, except for (d, 0) and (0, d), that is why we will focus on these particular cases in this study. Whereas the null H 0 : "σ 2 η = 0" clearly coincides with the stationarity of the stochastic part of (Y t ), we will evaluate the two alternatives mentioned above. The first one is H Here again, we note that B in (3.4) has unit roots under H 0 . Under H 1 , we will consider that B is causal.
As a matter of fact, from Proposition 3.5.1 of [4] and since A is causal, there exists a white noise (ξ t ) such that all zeroes of B lie outside the unit circle. Then, as in Section 2, let (θ T ,β T ) be the maximum likelihood estimator of (θ, β) in the model (3.4) correctly detrended and consider the residual process (Y t ) given by (2.6). We also estimate α under H 0 using a least squares methodology in the model given by (2.7) and we obtain the same residual set ( ε t ). Namely, for all 1 ≤ t ≤ T ,
The testing procedure relies on the same test statistic, that is
where the processes (S t ) and (Q t ) are given in (2.9). Of course, Theorem 2.1 still holds since the hypothesis "d + + d − = 0" corresponds to the null in Section 2. However, we propose the following result. 
is the detrended Wiener process of order r × (d − 1). In addition, for κ = 0, we have the weak convergence
One can observe that the rate of convergence of K T under H 1 does not depend on d as soon as d ≥ 1, and that only the limiting distribution is impacted. This forms a restriction in the procedure since it is not possible to evaluate the true value of d with high probability using Theorem 3.1. However, for the positive unit roots, we also have the following result.
we have the weak convergences
Of course, Proposition 3.1 is useless for statistical procedures since σ 2 η is unknown, but it points out for example that Q T behaves like T 2d and this allows to have an indicator of the true value of the order of integration of the process by looking at ( ε t ), for positive unit roots. Indeed, representing the evolution of Q T /T 2d for d = 0, 1, 2, . . ., on a logarithmic scale enables to select unambiguously the order of integration of the given path of some process.
Proof. Theorem 3.1 and Proposition 3.1 are proved in Section 7.
Some useful stochastic processes
Throughout the study, we deal with some stochastic processes, built from the standard Wiener process (W (t), t ∈ [0, 1]) that we are now going to introduce. In all definitions, we consider that d, r ∈ N. 
is called a "integrated Wiener process of order d" in the whole paper. By convention,
For example, 
where the function h r from C(
is given by formula (8) in [32] , is called a "generalized Brownian bridge of order r" in the whole paper. 
is called a "integrated Brownian bridge of order r × d" in the whole paper. By convention, C r, 0 (t) ≡ B r (t). 
where the nonsingular matrix M satisfies M ij = 1/(i + j − 1) for all 1 ≤ i, j ≤ r + 1, Λ(t) = 1 t . . . t r ′ , and where
Let
which is the usual "Brownian bridge". It follows from Definitions 4.3 and 4.4 that
and that
which is the usual "demeaned Wiener process". Similarly, for r = 1,
is the "second-level Brownian bridge", leading to
Finally,
is the standard "detrended Wiener process".
5. An empirical study of the negative unit root
The empirical power of the KPSS and LMC procedures has been widely studied in the literature (see Section 1 for references). For ρ = 1, the improvements that we described in this paper (for any r and d) are mainly theoretical. On the other hand, we thought useful to conduct an empirical study for ρ = −1, because in this case it is not only a matter of generalization but also a matter of correction of the existing procedures. To motivate the study, consider the easiest case where p = 0 and κ = 0. For all 1 ≤ t ≤ T , the process is given by
where |ρ| = 1, and (ε t ) and (η t ) are uncorrelated white noises of variance σ For N = 10000 simulations, each time testing for stationarity using the KPSS and the LMC procedures, we obtain the following results (Table 1) . On the one hand, we observe that the size of each test is appropriate, since the procedures have been conducted with a significance level α = 0.05. One also observes that each test is consistent under H Figure 1 in which the associated simulation reveals heteroscedasticity. As one can notice on This phenomenon is a direct consequence of Theorem 2.2, in which we have proved that K T converges to zero when the unit root of the integrated process is located at −1. To correct this misuse, we suggest to slightly modify the rejecting rules of the usual procedures, and to remove an α/2 part of the area concentrated around 0, which corresponds, by virtue of Theorem 2.2, to the nonstationary case where ρ = −1, and to add this on the other side of the spectrum. Accordingly, we still have P (H 1 | H 0 ) = α. This is described on the right-hand side of Figure 2 for κ = 0, and can easily be extended to κ = 0 and r ≥ 0. The results obtained on the same dataset with our corrected procedure are summarized on Table 2 .
By taking account of all kind of nonstationarity, our procedure is clearly more powerful than the usual KPSS and LMC ones, this can be seen on Table 2 for ρ = −1. The useful quantiles of the limit distribution of K T under the null, depending on κ and r, can be found in Table 2 of [32] up to r = 5. We have used these empirical 4.65 % 0.00 % 94.6 % Table 2 . Percentage of rejection of the null hypothesis of stationarity on the basis of N = 10000 simulations, using the KPSS and LMC procedures, and the corrected version that we propose.
quantiles to conduct our experiments. To conclude this straightforward simulation study, let us represent on Figure 3 the evolution of the percentage of rejection of the null hypothesis of stationarity for ρ = −1, σ 2 η increasing from 0 to 1.5 and (η t ) respectively Gaussian, uniform and generated from the discrete Rademacher distribution. The process (ε t ) remains standard Gaussian.
It is also possible to increase the power of the test by considering only one alternative H + 1 (resp. H [ 0, k α [), where k α is the α-quantile of the limiting distribution, when for example a visual study has beforehand hightlighted the most likely alternative (random walk or high frequency signal). Using the limiting distribution under both alternatives enables to consolidate each conclusion by reversing H 0 and H 1 even if, as we have seen, we have only established the limiting distribution under H − 1 for κ = 0.
Concluding remarks
We think that we have modestly extended the LMC procedure (and by extension the KPSS one, provided some slight differences in the proofs), by establishing the limiting distributions of the test statistic when there is a polynomial trend of any order in the generating process and a potentially ARIMA behavior with higher order of integration. We have also shown that there exists an area where the procedure should not reject the null, corresponding to ρ = −1, and we have corrected the associated rejecting rule. To conclude, we wish to raise a major issue of the reasoning that we have developed all along this study. As a matter of fact, we have supposed that r was known and that we were able to produce a consistent estimator of θ. Nevertheless, stationarizing a process means that we know whether differentiation or summation is needed, namely whether ρ = 1 or ρ = −1 is the most likely alternative. There are certainly visual criteria to swith from one configuration to another, but formally, if for example we differentiate a process generated by a unit root located at −1, instead of dealing with the supposed ARIMA(p, 1, 1) process, we have in fact generated the residual
where (S η t ) is the alternated partial sum process of (η t ). It follows that, under
which is clearly nonstationary, and that the estimation of θ is not consistent anymore. In the same vein, the order of the polynomial trend changes after differentiation, but not after summation. These remarks are therefore strong arguments for testing all possible transformations of data until both Theorems 2.1 and 2.2 (or 3.1) give sufficient evidence that the process has not been incorrectly specified. Visual investigation is also unavoidable since as we have observed, the behavior of the process radically differs with the sign of ρ. Unfortunately, it is known that the LMC test suffers from size distortion for a stationary but strongly serially correlated process, as pointed out in [5] - [24] , among others. That is why the results should be driven to the KPSS test. The joint estimation of θ and α, or the consideration of the bias resulting from a not consistent estimation of θ in the limiting distributions could also form some trails for future studies: this is a work in progress. A larger simulation study extending Section 5 to the more general cases where κ = 0 and r ≥ 0 could be useful, to characterize with sharpness the corrected procedure that we have deduced from our theoretical results. Note that it is also possible to derive the asymptotic distribution of the Durbin-Watson statistic [1] - [48] - [17] - [18] - [19] under the hypothesis of unit roots, using this methodology. Besides, the residual autocorrelation phenomenon arising for |ρ| < 1 becomes a nonstationarity issue when the limiting value |ρ| = 1 is reached, making the link between both studies.
Proof of the main results
We are now going to prove our main results. We will consider in all the sequel the design matrix X of order (r + 1) × T defined as
The Donsker's invariance principle and the Mann-Wald's continuity theorem being the cornerstone of all our reasonings, we found useful to remind them in this section.
Theorem 7.1 (Donsker). Assume that (Z T ) is a sequence of independent and identically distributed random variables having mean 0 and finite variance σ 2 > 0. Let S 0 = 0 and S T = Z 1 + . . . + Z T . For a given 0 < τ ≤ 1, let also
Then, we have the weak convergence
where W (t) is the standard Wiener process.
Theorem 7.2 (Mann-Wald).
Assume that (Z T , Z) is a sequence of random variables defined on a metric space S. Assume that the application h : S → S ′ , where S ′ is also a metric space, has the set of discontinuity points D h such that P(Z ∈ D h ) = 0. Then, as T goes to infinity,
The implication holds for the convergence in distribution, the convergence in probability and the almost sure convergence.
Proof. The Donsker's invariance principle is described and proved in Section 8 of [3] . The Mann-Wald's continuity theorem, usually called continuous mapping theorem, is for example introduced in Theorem 2.7 of [3] and proved thereafter.
We also suggest the following lemma related to the consistency ofθ T both under H 0 and H 1 , which will be very useful in the sequel.
Lemma 7.1. Assume that (X t ) is a stationary causal ARMA(p, q) process satisfying
where (ξ t ) is a white noise of finite variance, µ ∈ R is an intercept and, for all z ∈ C, A(z) = 1 − θ 1 z − . . . − θ p z p and B(z) = 1 + β 1 z + . . . + β q z q . Assume that B(z) = 0 for all z ∈ C such that |z| < 1. Then, the maximum likelihood estimator (θ T ,β T ) of (θ, β) is consistent.
Proof. If B has no zero inside the unit circle, the process is causal and invertible and the result is given by Theorem 10.8.1 of [4] . If B has one or more unit roots, the result follows from Theorem 2.1 of [47] .
Finally, we need to introduce an invariance principle for the residuals of the regression of a random sequence on a polynomial trend in the case where the disturbance has an integrated component. This is an extension of Theorem 1(d) of [55] . For κ = 0 but with a more general kind of perturbation, one can also find the foundations of this strategy in [21] .
Lemma 7.2. Consider, for all 1 ≤ t ≤ T , the model
+ ≥ 1 and κ = 0. Let α T be the least squares estimator of α and ( ε t ) the estimated residual set. Then, we have the weak convergence
where W r, d−1 (t) is the detrended Wiener process of order r × (d − 1).
Proof. The least squares estimator of α is given by
where x t is the t−th column of X given by (7.1). It follows that
x t w t in which we define the residual w t = S (d) t +ε t . We start by establishing an invariance principle for (w t ). First, we have
Here we have ρ 1 = ρ 2 = . . . = ρ d = 1, so Theorem 7.1 is sufficient to achieve the latter convergence. By extension,
from Theorem 7.2. Iterating the process, we obtain, for d ≥ 2,
s. from the strong law of large numbers, it follows that (w t ) also satisfies the invariance principle given by (7.6), for all d ≥ 1. For d = 1, one can identify the limiting distribution in (7.6) and σ η to W and √ ω in Assumption 1(a) of [55] . In addition, the k−th line of P T given in (7.3) is
We are now going to study the rate of convergence of
We can use (7.6) to get
By combining (7.7) and (7.8), we find that, for all d ≥ 1,
where the limiting distribution is given in (4.1). Moreover, by a direct calculation, (7.10) lim
where R T is given in (7.2) and the nonsingular matrix M satisfies M ij = 1/(i+j −1) for all 1 ≤ i, j ≤ r + 1. It follows from (7.3), (7.9) and (7.10) that
It only remains to notice that
and to combine (7.6) and (7.11) to conclude that, for d ≥ 1,
from Theorem 7.2, where Λ(τ ) = 1 τ . . . τ r ′ is the limiting value of x [T τ ] . For d = 1, the latter convergence is given in Theorem 1(d) of [55] . This achieves the proof of Lemma 7.2.
Proof of Theorem 2.1. Denote by P = X ′ (XX ′ ) −1 X the projection matrix and by I the identity matrix of order T . We start by expressing ( ε t ) in terms of (ε t ) to establish an invariance principle such as Theorem 7.1 on (S t ) given by (2.9). We first consider the general case where κ = 0. From (2.6) and (2.8), since α T is the least squares estimator of α, a direct calculation shows that, for all 1 ≤ t ≤ T ,
where u t is the t−th component of (I − P )ε, and, for 1 ≤ i ≤ p, u i, t is the t−th component of (
, we have the weak convergence (7.14)
In addition, for any 1 ≤ i ≤ p and since A is causal, the model (2.1) leads to
The coefficients of the deterministic trend are easily identifiable. It follows that (µ t ) is a stable stationary AR(p) process which also satisfies an invariance principle, as it is stipulated for example in Theorem 1 of [10] . If we define the so-called long-run variance as
which is finite for the stable AR process (see Chapter 3 of [4] ), then, for all 1 ≤ i ≤ p,
by using again Theorem 1 of [10] . The combination of (7.16) and Lemma 7.1 implies that
Noticing that (S t ) in (2.9) is the partial sum process of ( ε t ), it follows that
In addition, it is not hard to see that
since (u t ) can be seen as the residual of the regression of (ε t ) on a polynomial time trend with zero coefficients. The same kind of convergence can be reached for (u i, t ) following a similar methodology as in [46] , since (u i, t ) can be seen as the residual of the regression of a weak stationary process (µ t ) on a polynomial time trend also with zero coefficients. Hence, by the Cauchy-Schwarz's inequality,
s. where the process (Q t ) is given by (2.9). Finally,
by application of Theorem 7.2. This achieves the proof of Theorem 2.1, using (7.18), (7.19 ), Slutsky's lemma and taking τ = 1, in the case where there is a polynomial trend. On the other hand, for κ = 0, P is the zero matrix and we merely have u t = ε t and u i, t = Y −i in (7.13), for all 1 ≤ t ≤ T and 1 ≤ i ≤ p. Then, convergence (7.19) follows from the strong law of large numbers and, by Theorem 7.1, the invariance principle (7.18) becomes
The end of the proof follows the same reasoning as above.
Proof of Theorem 2.2. We now suppose that σ 2 η > 0, implying that the process has a stochastic nonstationarity generated by the random walk (S η t ) given by (2.4). We first consider the general case κ = 0. In the same way as for (7.13), we obtain
where u η, t is the t−th component of (I − P )(S η + ε) and, for all 1 ≤ i ≤ p, u i, t is the t−th component of (I − P )Y −i and Y −i is given, for all 1 ≤ t ≤ T , by
and A(L)T η t−i = S η t−i + ε t−i , with the notations of (7.15). Hence, ((1 − ρL)T η t−i ) is a stationary ARMA(p, 1) process, implying that (T η t−i ) satisfies an invariance principle (see Theorem 1 of [10] ) in which its long-run variance is involved, and the rate is √ T . Then, by Theorem 7.2 and standard calculations, one can see that (u i, t ) behaves like (u η, t ) since all invariance principles on (u η, t ) can also be established on (u i, t ).
However, from Lemma 7.1, it appears that all asymptotic results will only be driven by (u η, t ), (u 2 η, t ) and their partial sum processes. First, by Theorem 7.1 in the case where ρ = 1, we have already seen in (7.4) that we have the invariance principle
For ρ = −1, one cannot directly apply Theorem 7.1 since (S η t ) is not built from identically distributed random variables. However, convergence (7.23) still holds by using for example Theorem 1 of [10] . Depending on the value of ρ, the end of the proof is totally different. On the one hand, for ρ = 1, from Lemma 7.2 with d = 1, we have the weak convergence
It follows that
by application of Theorem 7.2. Since the leading term of ε t is u η, t as it is explained above and using convergence (7.24), we get an invariance principle for the partial sum process (S t ) in (2.9), given by
We can also reach the same convergence by using Theorem 1 of [32] combined with convergence (7.5) , that is
Naturally, (7.19) cannot hold under H 1 and the asymptotic behavior of Q T will now stem from (7.24). Indeed,
In addition, from (7.26),
The latter convergence together with (7.28) and Theorem 7.2 achieve the first part of the proof, by selecting τ = 1. On the other hand, for ρ = −1, the summation (7.27) is different due to the phenomenon of compensation. As a matter of fact, it is not hard to see that, for any even and odd integer t ≥ 1, respectively, we have Let (ζ t ) be the sequence defined, for an even T and all 1 ≤ t ≤ T /2, by
and, for an odd T and all 1 ≤ t ≤ (T + 1)/2, by
η and all covariances are zero, since (ε t ) and (η t ) are mutually independent. It follows that (ζ t ) is a white noise and that it satisfies, by virtue of Theorem 7.1, the invariance principle
Thus, we obtain the invariance principles
and, by application of Theorem 1 of [32] ,
Exploiting the latter convergence and the domination of u η, t in ε t (the estimator of θ remaining consistent), it follows that
Let us now restart the reasoning developed in Lemma 7.2, but for d = 1 et ρ = −1. We recall that, using the notations associated with (7.7), for all 1 ≤ k ≤ r + 1, is an adapted martingale to the natural filtration of the process (ε t ), whose increasing process is such that M k T = O(T 2k−1 ) a.s. The law of large numbers for scalar martingales (see e.g. [16] 
In addition, denote by (Σ η t ) the partial sum process associated with (η t ) for ρ = 1. Let also (Λ 
where we have r T = (T + 1)
for all odd T and r T = (T + 1) k−1 Λ T /2 for all even T . It is possible, via Theorem 7.1, to establish an invariance principle on the processes (Λ η t ) and (Π η t ). As a matter of fact,
It follows, from Theorem 7.2, that (7.35) and that
since it is not hard to see that p T and i T behave like T /2. Moreover, the convergences (7.34) and the definition of r T directly lead to (7.37) r T T k+1/2 P −→ 0.
In addition, the invariance principle (7.8) for ρ = 1 and d = 1, here corresponding to the one associated with (Σ η t ), gives, together with (7.33), (7.35), (7.36 ) and (7.37),
and thus, with the notations of Lemma 7.2, for all 1 ≤ k ≤ r + 1,
successively using (7.3) and (7.12) . By virtue of Theorems 7.1-7.2 and the strong law of large numbers, we deduce, following the same calculations, that the process (Q t ) grows with rate T 2 and this achieves the proof for ρ = −1, since (7.31) shows that the numerator of K T also grows with the same rate. Finally, for κ = 0, the invariance principle (7.24) merely becomes
from Theorem 7.1, and the end of the reasoning easily follows as above.
Proof of Proposition 2.1. This proof will be very succinct since all results have been established in the previous reasonings. Indeed, for κ = 0 and ρ = −1, convergence (7.31) becomes
if we split the limiting distribution into two independent components, so as to easily deal with in the sequel. Without any trend fitted, we also have u η, t = S η t + ε t , for all 1 ≤ t ≤ T . It follows that, similarly,
We achieve the proof by choosing τ = 1 and by applying Theorem 7.2.
Proof of Theorem 3.1 and Proposition 3.1. For κ = 0, we decompose ( ε t ) in the same manner as (7.21), to get
where u η, t is the t−th component of (I − P )(S (d) + ε), following the notations of (3.1). Then, we apply Lemma 7.2 to obtain the invariance principle
in the case that we will consider first, that is ρ 1 = ρ 2 = . . . = ρ d = 1. Via the same reasoning and by virtue of Lemma 7.1, we know that the leading term in (7.39) is u η, t and that the asymptotic behavior of the test statistic will be based on (7.40) . Hence, we establish the weak convergence
by Theorem 7.2. Once again, this convergence can be reached by using Theorem 1 of [32] combined with the convergence established from (7.6). As a consequence, we have the invariance principle for the partial sum process (S t ) in (2.9), given by (7.43)
The asymptotic behavior of the process (Q t ) is straightforward, by using (7.39). As a matter of fact, For an even value of T , consider the sequence (ζ t ) defined, for all 1 ≤ t ≤ T /2, by ζ t = S In the particular case where d = 2, we get the same invariance principle and, of course, the same result is also true for any odd value of T , with a slightly different definition of (ζ t ). The identification of δ is not necessary to establish that the process (S t ) behaves like T d−1/2 for ρ 1 = ρ 2 = . . . = ρ d = −1, and accordingly that the numerator of K T grows like T 2d using the same kind of calculations (and Lemma 7.1). We are now going to study the behavior of the denominator, as we did in the proof of Theorem 2.2, for ρ = −1 and d = 1. We have already established that, for all 1 ≤ k ≤ r + 1,
using the suitable notations. Let (Σ η t ) be the partial sum process associated with (S with i t = [(t + 1)/2] and p t = t − [(t + 1)/2]. It is then possible to establish the same decomposition as (7.33) from these new definitions. Hence, via the invariance principle (7.6) and following the reasoning (7.33)-(7.37), we get in higher dimension
and accordingly, for all 1 ≤ k ≤ r + 1, P k, T T d+1/2 = O P (1) and
T + ε T T d−1/2 + O P (1), successively using (7.3) and (7.12) . From Theorems 7.1-7.2 and the strong law of large numbers, one can deduce, following the same lines, that the process (Q t ) grows with rate T 2d and this achieves the proof for ρ 1 = ρ 2 = . . . = ρ d = −1, since we have seen above that the numerator of K T also grows with the same rate. Finally, for κ = 0, convergence (7.40) merely becomes
from Theorems 7.1-7.2, and the end of the reasoning easily follows.
