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本講究録では以下のような不等式について考察する: 任意の  x\in T に対して,
d(x, A)\leq h([g(x)]_{+}) .
ただし, X : ヒルベルト空間, g :  X\rightarrow [ -\infty , oo],  A:=\{x\in X |g(x)\leq 0\}, T\subset X,
h : [0, \infty) \rightarrow [0, \infty] かつ h(0) = 0 を満たすものとし, d(x, A) := \displaystyle \inf_{y\in A}\Vert x-y
[ $\alpha$]_{+}:=\displaystyle \max\{ $\alpha$, 0\} と定義する.上記の不等式は error bound と呼ばれ,主に h と T の性
質によって分類されている. h が線形関数である場合にはLipschitz型, h がべき関数であ
る場合にはHölder 型と呼ばれ, h が非線形であるようなerror bound も研究されている.
また, T が全空間 Xである場合には大域的, T があるベクトル x_{0} の近傍である場合には
局所的と呼ばれる.関数 g が凸関数である場合には主に Lipschitz 型error bound が研究
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い.よってこのような場合には,Hölder 型あるいは非線形error bound の存在性について






X をヒルベルト空間とし, \langle x,y} は二つのベクトル x, y の内積を表すものとする.
A\subset X に対して,その境界,錐包をそれぞれ \mathrm{b}\mathrm{d}A , coneA と表す. A の x\in A における法
線錐を N_{A}(x):=\{v\in X|\forall y\in A, \langle v,y-x\}\leq 0\} と定義する. x\in X から A への最短
距離を d(x, A) で表す: すなわち
d(x, A) :=y\in A\dot{\mathrm{m}}\mathrm{f}d(x, y)
である.
f をXから \overline{\mathbb{R}}:=[-\infty, \infty] への関数とする.このとき,
domf :=\{x\in X|f(x)<\infty\}
を f のドメイン,
epif :=\{(x, r)\in X\mathrm{x}\mathbb{R}|f(x)\leq r\}
を f のエピグラフという. f が凸関数であるとはepifが凸集合であるときをいう.
f が準凸関数であるとは,任意の  $\beta$ \in \mathbb{R} に対して \{x \in X | f(x) \leq  $\beta$\} が凸集合で
あるときをいう.また, f が準アフィン関数であるとは f 及び -f が準凸関数であ
るときをいう. f が下半連続準アフィンであることと f = k\circ w が成り立つような
k\in Q:= {h : \mathbb{R}\rightarrow\overline{\mathbb{R}}|h : 下半連続非減少}及び w\in X が存在することは同値である.
さらに重要なこととして, f が下半連続準凸関数であることと f=\displaystyle \sup_{j\in J} kj\circ wj が成り





G = \{ (k_{j}, wj) | j \in J\} \subset  Q\times X が f の生成集合であるとは f = \displaystyle \sup_{j\in J}k_{j^{\mathrm{O}w}j}
が成り立つときをいう.明らかに全ての下半連続準凸関数は少なくとも一つの生成
集合を持つが,実際には一つの関数に対して無数に多くの生成集合が存在する.実際,
G=\{(k_{i}, w_{i})|i\in I\} を f の生成集合とすると,任意の  $\alpha$>0 に対して
\displaystyle \{(h_{i}, u_{i}) i\in I, h_{i}(t)=k_{i}( $\alpha$ t),u_{i}=\frac{w_{i}}{ $\alpha$}\}
もまた f の生成集合となる.これは f に対して非加算無限個の異なる生成集合が存在する
ことを示している.
ここでは重要な生成集合の例をいくつか挙げておく.一つ目は,上記の生成集合 G の正
規化である.任意の i\in I に対して w_{i}\neq 0 であるとき,
\displaystyle \{(h_{i}, u_{i}) i\in I, h_{i}(t)=k_{i}(\Vert w_{i}||t), u_{i}=\frac{w_{i}}{\Vert w_{i}\Vert}\}.
は f の生成集合となる.さらに h_{l} をうまくまとめることにより,添字集合をコンパクト
化することも出来る.詳細は [18, 19, 22, 27] を参照のこと.次に挙げる生成集合も重要で
ある.





この章の最後に,逆関数の一般化概念について紹介する.次の関数 h^{-1} を h \in  Q の
\mathrm{h}\mathrm{y}\mathrm{p}\infty \mathrm{e}\mathrm{p}\mathrm{i}‐inverse という:
h^{-1}(a) :=\displaystyle \sup\{b\in \mathbb{R}|h(b)\leq a\}.
[17] において, h が逆関数を持つ場合には逆関数と hypo‐epi‐inverse が一致することが示
されている.よって本講究録ではhypo epi‐inverse を h^{-1} と表す.





任意の w\in X に対して, 9w : \overline{\mathbb{R}}\rightarrow\overline{\mathbb{R}} を以下のように定義する:
g_{w}(a):=\displaystyle \inf\{g(x)|\langle w,x\rangle\geq a\}.
明らかに, g_{w} は非減少関数である.また, g が下半連続準凸関数であるとき,
g= \displaystyle \sup  g_{w}\mathrm{o}w= \displaystyle \sup (cl  g_{w} ) \circ w
||w||=1 ||w||=1
が成り立つ.ただし,cl 9w は g_{w} の閉包であり,epi(cl g_{w} ) =\mathrm{c}1(\mathrm{e}\mathrm{p}\mathrm{i}g_{w}) が成り立つもの
とする.上記等式は分離定理を用いて示すことが出来る.詳細は [17, 22, 25−27] を参照の
こと.
上記等式は G=\{(\mathrm{c}1g_{w}, w)| \Vert w||=1\}\subset Q\mathrm{x}\mathrm{X} が g の生成集合であることを意味し
ている.一方で, \{(g_{w}, w) | \Vert w\Vert=1\} は一般的には生成集合ではない.実際,生成集合は
その定義から Q\mathrm{x}\mathrm{X} の部分集合でなければならないが, g_{w} は下半連続関数であるとは限
らないからである.しかしながら,準凸不等式系に対するerror bound の存在に関しては
\{(_{gw}, w)|\Vert w||=1\} が重要な役割を成す.
蜘を用いて次のように関数 h : \mathbb{R}+:=[0, \infty ) \rightarrow[0, \infty] を定義する:
h(t):= \displaystyle \sup h_{w}(t) .
g^{\frac{||}{w}1}(0)\in \mathbb{R}w||=1
ただし, h_{w}(t):=g_{w}^{-1}(t)-g_{w}^{-1}(0) である.この非線形関数 h を用いることにより,次のよ
うに準凸不等式系に対する非線形かつ大域的なerror bound の存在性を示した.
定理1. [25] X : ヒルベルト空間, g : X\rightarrow\overline{\mathbb{R}} , 下半連続準凸関数,  A=\{x\in X|g(x)\leq
 0\} とし, \emptyset\neq A\neq X かつ任意の x\in \mathrm{b}\mathrm{d}A に対して
N_{A}(x)\subset \mathrm{c}\mathrm{o}\mathrm{n}\mathrm{e}\{w\in X|\Vert w\Vert=1,g_{w}^{-1}(0)=\langle w,x\rangle\}
が成り立つと仮定する.
このとき, g は非線形かつ大域的な error bound をもつ.すなわち任意の  x\in domg に
対して,
 d(x,A)\leq h([g(x)]_{+}) .
また,[25] において,error bound の応用として well‐posedness に関する結果を導いた.
まずwell‐posedness の定義について述べる.点列 \{x_{k}\}\subset X は g(x_{k})\rightarrow\dot{\mathrm{m}}\mathrm{f}_{x\in X}g(x) を
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満たすとき,mim\cdotmizing sequence と呼ばれる.関数  g がwell‐posed であるとは,任意の
mim\cdotmizing sequence \{x_{k}\}\subset X に対して, d(x_{k}, S)\rightarrow 0 が成り立つときをいう.ただし
S=\displaystyle \{x\in X|g(x)=\inf_{y\in X}g(y)\} , すなわち S は9の X 上での最小化問題に関する解
集合である.
次の定理は g がwell‐posed であるための十分条件を与えている.
定理2. [25] \emptyset\neq S\neq X , in\mathrm{f}_{y\in X}g(y)=0 , 任意の x\in \mathrm{b}\mathrm{d}S に対して,
N_{S}(x)\subset \mathrm{c}\mathrm{o}\mathrm{n}\mathrm{e}\{w\in X|\Vert w||=1,g_{w}^{-1}(0)=\langle w, x\rangle\}
かつ \displaystyle \inf_{\mathrm{t}>0}h(t)=0 が成り立つと仮定する.
このとき, g はwell‐posed である.すなわち,任意の minimizing sequence \{x_{k}\}\subset X
に対して, d(x_{k}, S)\rightarrow 0.
4 適用例と考察
定理1の適用例として,以下の二つをあげる.
例1. g を次のような \mathbb{R} 上の関数とする.
g(x)=\left\{\begin{array}{ll}
(x-1)^{2}, & x\in[1, \infty) ,\\
0, & x\in[-1, 1],\\
(x+1)^{2}, & x\in(-\infty, -1].
\end{array}\right.
このとき g は実数値凸関数であり A=\{x\in \mathbb{R}|g(x)\leq 0\}=[-1, 1] である. A の境界で
の微分は 0 となることから,Lipschitz型error boundは存在しない.
giおよび g_{-1} を計算すると,
91(t)=g_{-1}(t)=\left\{\begin{array}{ll}
(t-1)^{2}, & t\in[1, \infty) ,\\




\sqrt{t}+1, & t\in[0, \infty) ,\\
-\infty, & t\in(-\infty, 0) .
\end{array}\right.




またこのとき,任意の x\in \mathrm{b}\mathrm{d}A に対して
N_{A}(x)\subset \mathrm{c}\mathrm{o}\mathrm{n}\mathrm{e}\{w\in \mathbb{R}||w|=1,g_{w}^{-1}(0)=wx\}
が成り立つことは容易に確かめられる.以上のことから,定理1より9は非線形かつ大域
的な error bound をもつ.
実際,任意の x\in \mathbb{R} に対して,
d(x, A)\leq h([9(x)]_{+})
が成り立つ.ここでの代理関数んはべき関数であるので,Hölder 型error bound であると
もいえる.
例2. [25] g を次のような \mathbb{R}^{2} 上の関数とする:
g(x)=\left\{\begin{array}{ll}
\log(\Vert x\Vert) , & x\neq 0,\\
-\infty, & x=0.
\end{array}\right.
このとき, g は下半連続準凸関数であり, A= \{x \in \mathbb{R}^{2} | \Vert x\Vert \leq 1\} である.明らかに,
Lipschitz 型,Hölder 型error bound は存在しない.
一方でこのとき A がコンパクトであることから,任意の x\in \mathrm{b}\mathrm{d}A に対して
N_{A}(x)\subset \mathrm{c}\mathrm{o}\mathrm{n}\mathrm{e}\{w\in \mathbb{R}^{2}|||w||=1,g_{w}^{-1}(0)=\langle w,x\rangle\}
が成り立つ.詳細は [19, 22, 25−27] を参照のこと.よって定理1より, g は非線形かつ大
域的な error bound をもつ.
任意の \Vert w\Vert=1 を満たす w\in \mathbb{R}^{2} に対して,
g_{w}(t)=\left\{\begin{array}{ll}
\log t, & t>0,\\





h(t)= \displaystyle \sup h_{w}(t)=e^{t}-1
g^{\frac{||}{w}}()\in \mathbb{R}\mathrm{w}|1=1
となり,非線形代理関数 h が求められる.
任意の x\in \mathbb{R}^{2} に対して, x\not\in A のとき,
h(\mathrm{b}(x)]_{+})=h(g(x))=e^{\log(||x||)}-1=\Vert x\Vert-1=d(x, A) .
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また, x\in A のとき,
h([g(x)]_{+})=h(0)=0=d(x, A) .
が成り立つ.これは g が非線形かつ大域的な error bound をもつことを示している.
定理2において,我々はwell‐posedness に対する次の二つの十分条件を示した:
(i) 任意の x\in \mathrm{b}\mathrm{d}S に対して,
N_{S}(x)\subset \mathrm{c}\mathrm{o}\mathrm{n}\mathrm{e}\{w\in X|\Vert w||=1,g_{w}^{-1}(0)=\langle w, x
(ii) in\mathrm{f}_{\mathrm{t}>0}h(t)=0.
条件 (i) は \mathrm{Q}‐BCQと呼ばれ,いくつかの十分条件や同値条件が示されている.[19, 22, 27]
を参照のこと.一方で, \displaystyle \inf_{t>0}h(t) =0 ’ については未だ研究が十分ではない.本講究
録で述べた上記二つの例や [25] で述べた例においてはこの条件は満たされているが,一
般的にこの条件が成り立つかどうかを確認するのは容易ではない.今後の研究として,
well‐posedness の十分条件という観点から言えば『 \mathrm{Q}‐BCQが成り立つが条件 (ii) が成り
立たない』 といった状況を示す例はまだ見つかっていない.このことは,『 \mathrm{Q}‐BCQが成り
立つならば条件 (ii) が成り立つ』 という命題が真である可能性を示唆するものであり,詳
細な研究が待たれるところである.
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