Let S = K[x 1 , . . . , x n ] be the polynomial ring in n variables over a field K. In this paper, we compute the socle of c-bounded strongly stable ideals and determine that the saturation number of strongly stable ideals and of equigenerated c-bounded strongly stable ideals. We also provide explicit formulas for the saturation number sat(I) of Veronese type ideals I. Using this formula, we show that sat(I k ) is quasi-linear from the beginning and we determine the quasi-linear function explicitly. She spent a memorable time at Essen, so she would like to express her hearty thanks to Maja for hospitality.
Introduction
In recent years there has been a lot of work on algebraic and homological properties of powers of graded ideals in the polynomial ring S = K[x 1 , . . . , x n ], where K is a field. Typically, many of the invariants known behave asymptotically well, that is, stabilize or show a regular behaviour for sufficiently high powers of I. Classical examples of this feature are Brodmann's results [1] and [2] which say that depth S/I k is constant for k ≫ 0 and Ass(I k+1 ) = Ass(I k ) for k ≫ 0, or the result by Cutkosky, Herzog, Trung [4] and Kodyalam [11] which says that the regularity of I k is a linear function for k ≫ 0.
Recently it was noted in [8] that for k ≫ 0, sat(I k ) is a quasi-linear function provided I is a monomial ideal. Here, sat(I) denotes the saturation number of a graded ideal I ⊂ S, that is, the smallest number ℓ for which I : m ℓ+1 = I : m ℓ , where m = (x 1 , . . . , x n ) is the unique graded maximal ideal of S. Such number exists because S is Noetherian and I ⊆ I : m ⊂ I : m 2 ⊆ . . .. The ideal I sat = ℓ≥0 (I : m ℓ ) is called the saturation of I. Thus sat(I) tells us how many steps are needed to reach I sat .
If I ⊂ S is a strongly stable ideal, then sat(I) = max{ℓ : x ℓ n |u for u ∈ G(I)}, see Theorem 1.2. Here, G(I) denotes the unique minimal set of monomial generators of I. From this result one easily deduces (Corolary 1.3) that for two strongly stable ideals I and J, one has sat(IJ) ≤ sat(I) + sat(J) with equality if I and J are equigenerated. If either I or J is not equigenerated, then this inequality may be strict, and it fails to be true if the ideals I and J are not strongly stable. For example, if we consider the ideal I = (x 1 x 2 , x 1 x 3 , x 2 x 3 ), then sat(I) = 0 and sat(I 2 ) = 1. Of course, I is not strongly stable, but it is squarefree strongly stable. More generally we may consider c-bounded strongly stable ideals, where c ∈ Z n is an integer vector. We call I to be c-bounded strongly stable, if I is a monomial ideal, and (i) for all u = x a 1 1 · · · x an n ∈ G(I) we have a i ≤ c i , and (ii) whenever u ∈ G(I) and i < j with x j |u and x i u/x j is c-bounded, it follows that x i u/x j ∈ I.
In the first section we consider the socle of c-bounded strongly stable ideals and prove in Theorem 1.5 that if I is such an ideal and is generated in degree d, then I : m = I + J, where J is generated in degree d − 1 and is (c − e)-bounded strongly stable. Here, e = (1, 1, . . . , 1).
In Section 2 we determine that the saturation number of equigenerated c-bounded strongly stable ideals and prove on Theorem 2.3 for such an ideal I, the saturation number of I is the maximal number ℓ for which there exists u ∈ G(I) such that x ℓ n |u and the multidegree of x ℓ n |u is componentwise bounded above by c − ℓe. Examples show that this formula for sat(I) may fail, when I is not equigenerated or I is only a stable ideal. In Section 3 we apply the formula for sat(I) given in Theorem 2.3 to determine the function f (k) = sat(I k ) when I is a c-bounded principal strongly stable ideal, see Corollary 3.3. For the proof we need a fact, shown in Theorem 3.1 that the kth power of c-bounded principal strongly stable ideal is a kc-bounded principal strongly stable ideal. This may fail, if I is an equigenerated strongly stable but not principal strongly stable and it also may fail if I is principal stable but not strongly stable.
In the last section we make we give a more explicit formula for sat(I) when I is an ideal of Veronese type. Given a positive integers n, an integer d and an integer vector a = (a 1 , . . . , a n ) with a 1 ≥ a 2 ≥ · · · ≥ a n , one defines the monomial ideal I a,n,d ⊂ S = K[x 1 , . . . , x n ] with
Ideals of this type are called of Veronese type. It is obvious that I a,n,d is c-bounded strongly stable. The converse is not always true. In Theorem 4.4 it is shown that if I a,n,d is a Veronese type ideal with n > 1, d ≥ 0, a 1 ≥ a 2 ≥ · · · ≥ a n ≥ 0 and n i=1 a i ≥ d. Then sat(I a,n,d ) = min n i=1 a i −d n−1 , a n , d , where ⌊a⌋ is the largest integer less than or equal to a. For any monomial ideal, the function f (k) = sat(I k ) is quasi-linear for k ≫ 0, as noticed in [8] . We use the formula for the saturation number of a Veronese type ideal to show in Theorem 4.6 that for Veronese type ideals, sat(I k ) is quasi-linear from the very beginning and we determine the quasi-linear function explicitly.
The socle of c-bounded stable ideals
Let K be a field and S = K[x 1 , . . . , x n ] be the polynomial ring over K in the variables x 1 , . . . , x n . The set of monomials of S will be denoted by Mon(S). Let u ∈ Mon(S), then u = x a 1 1 · · · x an n and we write u = x a where a = (a 1 , . . . , a n ). The multidegree of u is defined to be Deg(u) = a. We also set m(u) = max{i : a i = 0}. An ideal I ⊂ S is called a monomial ideal if it is generated by monomials. The unique minimal set of monomial generators of I will be denoted by G(I).
Let c = (c 1 , . . . , c n ) be an integer vector with c i ≥ 0. The monomial u = x a 1 1 · · · x an n is called c-bounded, a ≤ c, that is, a i ≤ c i for all i. Let I be a monomial ideal generated by the monomials u 1 , . . . , u m . We set Let I ⊂ S be a graded ideal. We have the following ascending chain of ideals I ⊆ I : m ⊆ I : m 2 ⊆ . . .. Since S is Noetherian, there exists an integer k ≥ 0 such that I : m k = I : m k+1 . We set sat(I) = min{k : I : m k = I : m k+1 }.
We start with the following result. . . , u m }. We prove the statement by induction on s. We use repeatedly the fact that I : m = I : x n and that I : m is strongly stable is strongly stable, because I is strongly stable.
If s = 0, then x n ∤ u i for i = 1, . . . , m. It follows that I : m = I : x n = I. Hence sat(I) = 0. Now we assume that s ≥ 1. Furthermore, we may assume that x n ∤ u ℓ for ℓ = 1, . . . , i, and x n |u ℓ for ℓ = i + 1, . . . , m. Then G(I :
Suppose u r |u t /x n for some 1 ≤ r ≤ i and i + 1 ≤ t ≤ m. Then x n u r divides u t , a contradiction. It is also clear that u r /x n and u t /x n can not divide each other, unless r = t. This shows that the monomials u i+1 /x n , . . . , u m /x n belong to G(I : m), and this yields the assertion.
It follows that max{ℓ : Proof. Let w ∈ IJ and x j |w. We may write w = uv with u ∈ I, v ∈ J and may assume x j |u. For any i < j, we get Note that the ideal in the example of Remark 1.4(b) is a principal squarefree strongly stable, but fails the inequality given Corollary 1.3 even for powers. Observe that squarefree monomial ideals are (1, 1, . . . , 1)-bounded. Therefore, for the rest of the paper, we try at least to understand the behaviour the function f (k) = sat(I k ), when I is a c-bounded strongly stable principal ideal.
Let e = (1, 1, . . . , 1) ∈ Z n . Then we have Theorem 1.5. Let I be a non-zero c-bounded stable ideal generated in degree d.
Moreover, if I be a c-bounded strongly stable ideal, then J is a (c − e)-bounded strongly stable ideal.
For the proof of the theorem we need the following Lemma 1.6. Let I ⊂ S be a monomial ideal with minimal multigraded free S-
S(−a i ). Then the elements x a i /x 1 · · · x n (i = 1, . . . , r) are monomials in S and
Proof. There exists the following isomorphisms of graded modules.
Here H n (x 1 , . . . , x n ; S/I) denotes the nth Koszul homology of S/I with respect to the sequence x 1 , . . . , x n . Note that H n (x 1 , . . . , x n ; S/I) = (I : m/I) n E, where E = n i=1 (S/I)e i , and hence (I : m/I) n E = (I : m/I)e 1 ∧ e 2 ∧ · · · ∧ e n . Therefore, for each i there exists z i := (u i +I)e 1 ∧e 2 ∧· · ·∧e n ∈ H n (x 1 , . . . , x n ; S/I), where u i ∈ I : m is a monomial, and z i has multidegree a i . Moreover, z 1 , . . . , z r is a K-basis of H n (x 1 , . . . , x n ; S/I). This implies that u 1 + I, . . . , u r + I is a K-basis of I : m/I. Comparing multidegrees we see that u i = x a i /x 1 · · · x n for i = 1, . . . , r. Let G be the minimal multigraded free S-resolution of B(u 1 , . . . , u m ). By the theorem of Eliahou-Kervaire [5] it follows that G n−1 = i S(−a i ) where for each a i the monomial x a i is of the form x 1 · · · x n−1 u with u ∈ G(I) and m(u) = n. Let F be the minimal multigraded free S-resolution of I. From (1) and the Restriction Lemma ([7, Lemma 4.4]) it follows that F n−1 = i S(−a i ) where for each a i the monomial x a i is of the form x 1 · · · x n−1 u with u ∈ G(I), m(u) = n and Deg(x 1 · · · x n−1 u) ≤ c. Lemma 1.6 implies that the elements u/x n with u ∈ G(I), x n |u and Deg(u/x n ) ≤ c − e are the generators of J.
Now assume that I is a c-bounded strongly stable ideal in degree d. Let w ∈ G(J) and assume that x j |w and Proof. Let F be the multigraded minimal free resolution of I, and let F n−1 = r i=1 S(−a i ). By Lemma 1.6, J 1 (I) is generated by the monomials x a i /x 1 · · · x n . Since I has d-linear resolution, it follows that deg x a i = d + n − 1 for all i. Therefore, J 1 (I) is generated by monomials of degree d − 1. Proof. Let u k = x j 1 x j 2 · · · x j kd with j 1 ≤ j 2 ≤ · · · ≤ j kd . Then j tk+1 = j tk+2 = · · · = j tk+k = i t+1 for t = 0, 1, . . . , d − 1.
(a) The inclusion I k ⊆ B kc (u k ) is obvious. Conversely, let w = x ℓ 1 x ℓ 2 · · · x ℓ kd ∈ B kc (u k ) with ℓ 1 ≤ ℓ 2 ≤ · · · ≤ ℓ kd , then ℓ s ≤ j s for any s = 1, . . . , kd. Let v = x s 1 · · · x s kd−1 with s 1 ≤ s 2 ≤ · · · ≤ s kd−1 ≤ n, then x n v = x s 1 · · · x s kd−1 x n ∈ B kc (u k ) by part (a). It follows that s ℓ ≤ j ℓ for ℓ = 1, . . . , kd − 1. This means that v ∈ B kc−e (u k /x n ).
(c) We prove the statement by induction on ℓ. For ℓ = 1, the assertion from (b). Now let ℓ ≥ 2. By induction hypothesis we may assume that J ℓ−1 (I k ) = B kc−(ℓ−1)e (u k /x ℓ−1 n ). Then J ℓ−1 (I k ) is (kc − (ℓ − 1)e)-bounded strongly stable. By Theorem 1.5 it follows that J ℓ (I k ) is (kc − ℓe)-bounded generated in degree kd − ℓ and
Now we prove that J ℓ (I k ) = B kc−ℓe (u k /x ℓ n ). Let v ∈ B kc−ℓe (u k /x ℓ n ), then v ≺ u k /x ℓ n and Deg(v) ≤ kc − ℓe. This implies that x n v ≺ u k /x ℓ−1 n , and hence vx n ∈ B kc−(ℓ−1)e (u k /x ℓ−1 n ). By induction hypothesis, B kc−(ℓ−1)e (u k /x ℓ−1 n ) = J ℓ−1 (I k ), and so x n v ∈ G(J ℓ−1 (I k )). Hence (2) implies that v ∈ J ℓ (I k )
Conversely, let v ∈ J ℓ (I k ). Then by (2), v = w/x n , with x n |w, w ∈ G(J ℓ−1 (I k )) and Deg(w/x n ) ≤ kc − ℓe. It follows that Deg(w) ≤ kc − (ℓ − 1)e. Since J ℓ−1 (I k ) = B kc−(ℓ−1)e (u k /x ℓ−1 n ) by induction hypothesis, we have w ≺ u k /x ℓ−1 n and w is kc − (ℓ − 1)e-bounded. Since x n |w, we get x n |(u k /x ℓ−1 n ) and w/x n ≺ u k /x ℓ n . It follows that w/x n ≺ u k /x ℓ n and is (kc − ℓe)-bounded. Hence J ℓ (I k ) ⊆ B kc−ℓe (u k /x ℓ n ). Remarks 3.2. (a) The product of two c-bounded strongly stable ideals is not necessarily a c-bounded strongly stable ideal.
For example, let I = (
Then
/ ∈ I 2 , we see that I 2 is not 2c-bounded strongly stable. Therefore, Theorem 1.5 cannot be used to compute sat(I 2 ).
(b) A statement similar to Theorem 3.1 (a) does not hold for c-bounded stable principal ideals.
For example, let u = x 1 x 2 x 3 ∈ K[x 1 , x 2 , x 3 ] and c = (2, 2, 2). Then B c (u) = (x 2 1 x 2 , x 1 x 2 2 , x 1 x 2 x 3 ), and
A special case of c-bounded strongly stable principal ideals are the so-called Veronese type ideals, as shown in [9] . For this class of ideals we have a more precise information about the saturation number. This will be discussed in the next section.
The saturation number of powers of Veronese type ideals
In this section we consider a special class of c-bounded strongly stable ideals, that is, Veronese type ideals. Given a positive integers n, and an integer d and an integer vector a = (a 1 , . . . , a n ) with a 1 ≥ a 2 ≥ · · · ≥ a n , one defines the monomial ideal I a,n,d ⊂ S = K[x 1 , . . . , x n ] with
It is obvious that I a,n,d is c-bounded strongly stable. For the proof of the next result we need the following simple result.
Lemma 4.1. The following conditions are equivalent:
In the following theorem we give a formula for sat(I a,n,d ). We assume that n i=1 a i ≥ d and a n ≥ 0, because otherwise I a,n,d = 0. We also assume that n > 1. Because if n = 1, then sat((x d 1 )) = d, and nothing is to prove. where e = (1, 1, . . . , 1) . In particular, J 1 (I c,n,g ) = I c−e,n,g−1 .
Proof. If I c,n,g = 0, then I c−e,n,g−1 = 0 by Lemma 4.1. Assume now that I c,n,g = 0.
Then g, c i ≥ 0 for all i, and n i=1 c i ≥ g, by Lemma 4.1. If g = 0, then I c−e,n,g−1 = 0 and I c,n,g = (1), and the assertion is trivial. Now we assume that g ≥ 1. The inclusion I c,n,g + I c−e,n,g−1 ⊆ I c,n,g : m is obvious. Conversely, let v ∈ G(I c,n,g : m) \ I c,n,g , Since I c,n,g is c-bounded strongly stable, Theorem 1.5 implies that deg(v) = g − 1 and Deg(v) ≤ c − e. Therefore, v ∈ I c−e,n,g−1 .
Notice that I c,n,g + J 1 (I c,n,g ) = I c,n,g : m = I c,n,g + I c−e,n,g−1 . Since I c,n,g has a g-linear resolution, we get J 1 (I c,n,g ) is generated in degree g − 1. It follows that J 1 (I c,n,g ) = I c−e,n,g−1 .
Theorem 4.3. Let I a,n,d be a Veronese type ideal with n > 1, d ≥ 0, a 1 ≥ a 2 ≥ · · · ≥ a n ≥ 0 and n i=1 a i ≥ d. Then (a) for all ℓ ≥ 0, J ℓ (I a,n,d ) = I a−ℓe,n,d−ℓ ;
(b) sat(I a,n,d ) = min n i=1 a i −d n−1 , a n , d .
where ⌊a⌋ is the largest integer less than or equal to a.
Proof. We prove (a) by induction on ℓ. For ℓ = 0, the assertion is trivial.
Next let ℓ > 1. By induction hypothesis, J i (I a,n,d ) = I a−ie,n,d−i for i = 0, . . . , ℓ −1. Since each I a−ie,n,d−i has (d − i)-linear resolution, we may apply Lemma 2.2(d), and together with Lemma 4.2 we obtain J ℓ (I) = J 1 (J ℓ−1 (I)) = J 1 (I a−(ℓ−1)e)e,n,d−(ℓ−1) ) = I a−ℓe,n,d−ℓ . Choose p i = s, q i = ⌊si⌋ − si, we have sat((I a,n,d ) k ) = p i k + q i . (b) If t = a n , then a n ≤ min{s, d}. It follows that ka n ≤ min{ks, kd}. By Corollary 4.4, sat((I a,n,d ) k ) = a n k.
(c) If t = d, then d ≤ min{s, a n }. It follows that kd ≤ min{ks, ka n }. By Corollary 4.4, sat((I a,n,d ) k ) = dk. 
