Superoscillating signals are band-limited signals that oscillate in some region faster their largest Fourier component. While such signals have many scientific and technological applications, their actual use is hampered by the fact that an overwhelming proportion of the energy goes into that part of the signal, which is not superoscillating. In the present article we consider the problem of optimization of such signals. The optimization that we describe here is that of the superoscillation yield, the ratio of the energy in the superoscillations to the total energy of the signal, given the range and frequency of the superoscillations. The constrained optimization leads to a generalized eigenvalue problem, which is solved numerically. It is noteworthy that it is possible to increase further the superoscillation yield at the cost of slightly deforming the oscillatory part of the signal, while keeping the average frequency. We show, how this can be done gradually, which enables a trade-off between the distortion and the yield.
related to superresolution [14] [15] [16] [17] [18] [19] [20] , to superdirectivity or supergain [21] , [22] and actually to compression beyond the Fourier limit [23] . Interestingly, it was discovered that in random functions, defined as superpositions of plane waves with random complex amplitudes and directions, considerable regions are naturally superoscillatory [24] , [25] . Various mathematical aspects of the phenomenon have been discussed more recently in [26] , [27] . This field is also closely related to several other subjects such as prolate spheroidal wavefunctions [8] , [10] that can be seen as sets of orthogonal superoscillating functions, and to the stability of band-limited interpolation [28] , [29] where the lack of higher harmonics challenges interpolating procedures that wish to recover signals containing such higher frequencies.
In a very important sense, though, the idea that a band-limited function cannot oscillate faster than its largest Fourier component is not entirely false. It is well known that the superoscillations exist in limited intervals of time (or regions of space, depending on the actual problem) and that the amplitude of the superoscillations in those regions is extremely small compared to typical values of the amplitude in non-oscillating regions [2] , [11] , [12] . It is generically so small, that any hope of practical application of superoscillating functions depends on tailoring the functions carefully to reduce that effect as much as possible. Two different approaches have been offered over the years to the problem of optimization of superoscillation [8] , [12] in the absence of constraints, and one [6] in the presence of constraints, which will discussed in relation to ours as we proceed.
In contrast to the last three references we prefer to work with periodic functions, which will thus be described by a finite number of Fourier coefficients. Periodic superoscillating functions have been studied in the past, e.g. in [23] , but in a different direction than the work presented here. The choice of periodic functions, we believe, has a number of advantages. First, it is clear, that it is more difficult to achieve superoscillations, with a finite number of degrees of freedom than with an infinite number of degrees of freedom encoded in the Fourier transform of a band-limited non-periodic function. Thus, achieving superoscillations with a finite number of degrees of freedom is more challenging, yet enables a clear view of questions concerning the total number of oscillation versus the number of degrees of freedom.
Second, we obtain an easy and practical way of constructing optimal superoscillations.
In the following we discuss first superoscillations in one finite subinterval. This is not essential, and towards the end we show that generalizing this to more than one subinterval is straightforward and requires no conceptual modifications. We will also comment on higher dimensions.
Consider the function
Choose an interval [0, a] with a < π. Impose on the function f (t) M constraints inside the interval, i.e.
f (t j ) = µ j for 0 ≤ t j ≤ a and j = 0, . . . , M − 1. The constraints result in a set of M linear equations in N + 1 unknowns of the form,
where
Note that imposing the M constraints described above generically results in M independent linear equations. However, if these equations are not independent, one can eliminate one (or more) constraints such that these eliminated constraints are satisfied automatically when imposing the other constraints.
Therefore, without loss of generality, we will assume in the following that we are dealing with M independent constraints, which yields a non-singular matrix C jm (i.e., a matrix of rank M ).
Therefore, this set of equations has no solution for M > N + 1, has one solution for M = N + 1 and a whole space of solutions for M < N + 1. In particular, we can choose
Provided M ≤ N + 1, this choice constraints the function to oscillate within the interval [−a, a] between the values ±1 with a frequency
It is thus clear that the frequency of oscillation within the interval [−a, a] can be increased indefinitely just by decreasing its size. Therefore, although to have a solution at all, we need that M ≤ N + 1, the ratio between ω and N , the largest frequency appearing in the Fourier series, can be made as large as we want by decreasing a. Thus it is not a problem at all to obtain superoscillations. This comes, at a cost, of course. First, we can obtain superoscillations with a prescribed frequency ω only within an interval [−a, a] with a ≤ πN ω and as stated before and will be demonstrated in the following (see Fig. 1 below) the amplitude in that region is relatively extremely small. Next, we would like to optimize our superoscillating function for fixed a and M < N + 1 but we have to decide first in what sense do we want to optimize it. Ferreira and Kempf [6] , [12] , consider the energy of the signal, E = ∞ −∞ f 2 (t)dt, and then use the fact that f is band-limited and minimize the energy under the interpolation constraints (Eq. (3)). We believe that for many applications, the right quantity to DRAFT maximize under the constraints is the superoscillation yield,
rather than the total energy. (Note that as will become evident in the following the yield is not just a function of ω but of M and a separately). For the discrete case described in (1), we take instead of the energy, which is infinite, the energy per period. Thus the superoscillation yield that we maximize under the constraints is
where the entries of the matrix ∆, which correspond to the choice of the interval [−a, a], are given by
Note that a general formula for ∆ mn in any domain is given later in Eq. (19) .
The set of M vectors {C j } defined in (2) spans an M dimensional space. In this space we introduce an orthonormal basis {ê N −M +1 , . . . ,ê N }. An orthonormal basis for the full N + 1 dimensional vector space is then constructed by adding the set {ê 0 , . . . ,ê N −M }, such thatê i ·ê j = δ ij for all i, j = 0, . . . , N (up to the orthogonality requirement, the basis vectors can be chosen randomly, of course). We obtain thus the rotated degrees of freedom,
with the obvious advantage that the last M degrees of freedom in B are constrained independently of each other and are equal to linear combinations of the µ j 's. Thus we denote
The numerator I in (6) can be written now in terms of the rotated degrees of freedom B as I = N m.n=0
∆ mn (R) B m B n , where ∆ (R) = R∆R −1 , R being the rotation that takes A May 3, 2014 DRAFT into B. Let us describe the matrix ∆ (R) by the following block form
where ⌢ Γ is the transpose of Γ. The superoscillation yield expressed in terms of the unconstrained B's is
Differentiating the yield with respect to B m and equating to zero yields
where I is the unit matrix andμ is the vector of theμ j 's. It is thus clear that the components of the vector B depend on I and on D only through the ratio Y = I D . Those components are, by Cramer's rule, a ratio of two determinants. The determinant in the denominator is clearly a polynomial of degree
For each entry of B the determinant in the numerator is that of the matrix, obtained from (∆ − Y I) by replacing one of the columns by the vector (Γμ). Therefore, B m , the m'th component of the vector B, for which the yield is extremal, is given by the explicit expression
where 
which is a polynomial equation of degree N + 2 − M . We view each of the roots of this equation as 4. In Fig. 3 we give the different eigenvalues for fixed N and M as a function of a. In Fig. 4 we give the eigenvalue for fixed a and N as a function of i for various values of M . This will give not just an inequality but a full quantitative picture for small (not necessarily very small) a. Note that in both figures we divide each eigenvalue λ i by the factor a 4(N −i)+5 to highlight the small-a behaviour of these eigenvalues. This factor is inspired by the small-a behaviour of the eigenvalues of ∆ (as shown in
Refs. [12] , [30] for example). The flat nature of the curves in Fig. 3 verifies this behaviour. oscillation at all on the function in the superoscillating region. Since, optimal f ′ s, which are necessarily symmetric, are not expected to vanish at the origin, this implies that we are not constraining the function at all and the maximization of the yield is equivalent to maximizing it under the requirement that the total energy is normalized. This will yield a set of N + 1 ordinary eigenvalues and eigenvectors. In the corresponding continuum problem the number of eigenvalues is infinite and the eigenvectors are the prolate spheroidal wavefunctions of Slepian and Pollak [8] . (Ref.
[10] mentions a discrete case but it is a totally different discreteness than that we study, i.e., in equation (1).) It is interesting to note that the signals obtained by the discrete Ferreira-Kempf procedure [6] , [12] (who consider a similar question)
do not belong to the family of functions described above. Those signals are obtained by minimizing our May 3, 2014 DRAFT denominator (defined in (6)),
and under the same oscillation constraints we use (i.e., equation (3)). It is clear thus that those eigenvectors are obtained by simply setting
We now go back and discuss briefly the case of superoscillations in more than one subinterval. Consider the same expansion as in Eq. (1) and let D be the domain (which can be in general multiply connected) over which we are interested in having superoscillations. We would like this expansion to be done such that the energy of the signal in D will be maximized compared to the total energy of the signal in (−π, π). This implies maximizing the following superoscillation yield
that generalizes Eq. (5). Representing the signal using its Fourier decomposition (1) gives
where the matrix ∆ is now D-dependent, namely
From this point on, all the approach developed earlier carries exactly the same, with the only difference being that the more general matrix ∆ mn (D) is used instead of the one given by Eq. (7).
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In order to demonstrate how this works, in the following we will focus on the domain D = (−b, −a) ∪ (a, b) in which case the matrix ∆ becomes
We impose the following constraints inside (a, b), namely f (t j ) = µ j (j = 0, . . . , M − 1), with
thus modifying the choice taken in Eq. (3) . From this point on, all the procedure presented above is exactly the same as in the case of a single subinterval. In particular Eqs. (8)- (14) Generalizing this discussion to other types of expansions (e.g., an expansion that included the sin functions) or to higher dimensions (for application see Ref. [31] for example) is also straightforward, and only requires stating the desired basis for expansion (which fixes the basis functions), the desired domain for superoscillations (which fixes ∆ similar to Eq. (19) ) and the desired constraints (which fixes the t j 's and µ j 's). Other than that, the concepts and algorithm itself remain the same.
To conclude, we have shown in this paper how to obtain yield-optimized superoscillating signals that allow a gradual trade-off between superoscillation yield and quality of the signal. In particular we show how the constrained optimization of the energy-ratio can be formulated as a generalized eigenvalue problem. This problem coincides with the standard eigenvalue problem of the operator ∆ in the unconstrained case that give rise to the prolate spheroidal wavefunctions [8] . The approach presented here allows to shape these wavefunction in ways that may be appealing to applications, such as superresolution [14] [15] [16] [17] [18] [19] [20] , compression [23] , supergain [21] , [22] or band-limited interpolation [28] , [29] , where the possibility to improve the shape of such superoscillating signals may turn a beautiful idea to a useful application, which otherwise might remain impractical.
Since our optimization process is based on a specific way of constraining the signal to produce superoscillations, given by equation (3), improvements of the yield and/or the superoscillation quality may be expected and will be discussed in future publications, as well as generalizations to other expansion bases and higher dimensions. It is also of interest to obtain rigorous estimates of the optimal yield for superoscillating signals in the presence of many Fourier components (N >> 1) and large number of constraints (M >> 1).
