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Bounded variation and relaxed curvature of surfaces
Domenico Mucci and Alberto Saracco ∗
Abstract. We consider a relaxed notion of energy of non-parametric codimension one surfaces that takes
account of area, mean curvature, and Gauss curvature. It is given by the best value obtained by approximation
with inscribed polyhedral surfaces. The BV and measure properties of functions with finite relaxed energy are
studied. Concerning the total mean and Gauss curvature, the classical counterexample by Schwarz-Peano to the
definition of area is also analyzed.
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Following the notion of Jordan length of a curve, the first attempt to define the area of a non-smooth
surface Σ was given by J. A. Serret in 1868 as the limit of the elementary area of any sequence of
inscribed polyhedral surfaces P converging to Σ. The above definition was shown to be incorrect by
H. A. Schwarz in 1880 (and first published by C. Hermite in the second edition of his mimeographed
lecture notes, in 1883) and by G. Peano in 1882 (who published his work in 1890). In the celebrated
example by Schwarz-Peano, they independently showed that if Σ is an ordinary cylinder of radius R
and height H , one can define a sequence of inscribed polyhedral surfaces given by the union of congruent
triangles with diameters tending to zero, but whose total area converges to any real number not less than
the area 2πRH of the cylinder.
In the following years, several approaches to provide a correct definition of area were proposed, all
based on the principle of lower semicontinuity. The most used is the relaxed area defined by H. Lebesgue
in 1900. For a codimension one surface Σ, it is given by the lower limit of the elementary areas of the
polyhedral surfaces uniformly approaching to Σ.
In the non-parametric case, the surface Σ is assumed to be the graph
Gu = {(x, u(x)) | x ∈ Q}
of a continuous and real valued function u defined on a closed and bounded domain Q ⊂ R2, e.g.,
Q = [0, 1]2, the unit square. In his celebrated paper of 1926, L. Tonelli showed that the graph surface Σ
has finite relaxed area in Lebesgue’s sense if and only if u is a function of bounded variation.
The aim of this paper is to extend (at least partially) Tonelli’s result concerning the area to a similar
notion of total mean and Gauss curvature. In correspondence to a relaxed formula that takes account of
both area and curvatures, one expects that if u has finite relaxed energy, then both u and the outward
unit normal νu are function of bounded variation. Moreover, the non-smooth counterpart of the density
of the total mean and Gauss curvature energy of smooth functions u, suggests that suitable distributions
(depending on the approximate derivative of u and of the unit normal νu ) are expected to be measures
with finite total variation, too.
In order to tackle the above problem, we recall from J. M. Sullivan [12] the definition of mean curvature
and Gauss curvature of a polyhedral surface P in R3.
The mean curvature is supported on the edges e of P , where it is given by
HP (e) := l(e) · 2 sin(θe/2)
l(e) denoting the length of the edge and θe the exterior dihedral angle of P along the edge.
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The Gauss curvature, instead, is supported on the vertexes V of P , and in order that the Gauss-
Bonnet theorem continues to hold, at each vertex it is given by the angle defect
KP (V ) := 2π −
∑
i
θi
where θi is the angle of the i
th-face of P meeting at V . Therefore, if e.g. P is the Schwarz-Peano
lantern, one has KP (V ) = 0 at each vertex, as P is a developable surface.
The natural notion of total energy of P is therefore given by:
E(P ) := A(P ) + EH(P ) + EK(P )
where A(P ) the area of the polyhedral surface, and EH(P ) and EK(P ), which will be called the mean
curvature energy and the Gauss curvature energy, are respectively defined by
EH(P ) :=
∑
e∈P
|HP (e)| , EK(P ) :=
∑
V ∈P
|KP (V )| (0.1)
where the first summation is taken on all the edges of P , and the second one on all the vertexes of P .
We shall consider triangulated polyhedral surfaces P which are inscribed in the graph Gu of a con-
tinuous function u : Q → R, where Q := [0, 1]2 is the unit square of R2. The relaxed notion of area of
the graph of u may be thus written as:
A(u,Q) := inf{lim inf
h→∞
A(Ph)}
where the infimum is taken among all the sequences {Ph} of inscribed polyhedral surfaces whose corre-
sponding meshes tend to zero. Actually, Tonelli’s theorem continues to hold: the function u has bounded
variation in BV(Q) if and only if A(u,Q) <∞, see Proposition 5.1.
In the same spirit, we introduce the relaxed energy of a continuous function u : Q→ R by the formula:
E(u,Q) := inf{lim inf
h→∞
E(Ph)} (0.2)
where the infimum is taken as above, and the energy E(Ph) is given by (0.1). The aim of this paper is
to study the BV and measure properties of the class of functions with finite relaxed energy.
We finally point out that a different approach to curvature approximation by polyhedra can be found
in [8], where a list of papers on this subject from the point of view of discrete geometry is provided.
Outline of the paper. In Sec. 1, we collect some features from Sullivan [11], concerning the
total curvature of (polygonal) curves. We shall then prove, Proposition 1.2, that if a curve has finite total
curvature, then the unit normal, when seen as a function of the arc-length parameter, is a function of
bounded variation, with total variation equal to the curvature force.
In Sec. 2, we introduce our notion of relaxed energy, recalling the definition of mean and Gauss
curvature of a polyhedral surface P ⊂ R3. We shall then see that the Schwarz-Peano counterexample
gives a similar drawback concerning the mean curvature: in general, it does not suffice to take a sequence
of polyhedral surfaces inscribed in the cylinder and with diameters of the triangles tending to zero.
Finally, we shall report the notation by G. Anzellotti, R. Serapioni, and I. Tamanini in [5] of curvature
energy for smooth surfaces M, and how it is rephrased in the non-parametric case, see [10].
In Sec. 3, we shall analyze the curvature energy of smooth approximations of a polyhedral surface. In
fact, as it is clear from the converse implication in Tonelli’s theorem, in order to obtain the BV-property
of a function with finite relaxed area, one is induced to search for smooth approximating functions.
Concerning the area and the total mean curvature energy EH(P ), a convolution argument yields the
expected energy bound for the smooth approximating surfaces, Proposition 3.1. However, in general
it cannot be obtained a similar bound of the integral of the modulus of the Gauss curvature of the
smooth approximating surfaces in terms of the Gauss curvature energy EK(P ). This will be shown in
Example 3.2, where P is a piece of the Schwarz-Peano lantern. Roughly speaking, at any vertex V in P
we know that KP (V ) = 0, whereas in a small neighborhood of each one of the six edges meeting at P ,
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the outward unit normal of a smooth approximating function has to cover an arc in the Gauss sphere S2
connecting the points given by the values of the outward unit normal to the two triangles of P meeting
at the edge. Therefore, the mapping area of the smooth unit normals gives a contribution equal to the
area (with multiplicity) of such a spherical shell in the Gauss sphere S2, see also Remark 3.3.
In general, a rough area estimate holds, Proposition 3.4. On the other hand, if V is an elliptic vertex
of a polyhedral surface P , i.e., if the angle defect at V is positive, we will show that the Gauss curvature
can be calculated in terms of a suitable area in the Gauss sphere, Proposition 3.8. As a consequence, if
all the vertexes of the polyhedral graph are of elliptic type, we may extend Proposition 3.1 by obtaining
a bound of the integral of the modulus of the Gauss curvature of the smooth approximating surfaces in
terms of the Gauss curvature energy EK(P ), see Corollary 3.9.
In Sec. 4, we shall return to the Schwarz-Peano example, showing that the equality given by Propo-
sition 3.8 for elliptic vertexes of a polyhedral surface drastically fails in this case, where the vertexes are
of parabolic type, i.e., with Gauss curvature equal to zero, see Definition 3.6. We shall also see that
by choosing a different triangulation of Σ, it turns out that area, mean curvature, and Gauss curvature
behave as expected: it suffices to inscribe a prism Qn with base a regular n-agon in Σ and then to trian-
gulate the lateral faces of the prism as we like. This way, Proposition 3.8 continues to holds. We remark
that as the Schwarz-Peano example shows, any approximation procedure has to be done in a smart way,
depending on the geometry of the surface Σ, as in general not all triangulations work properly.
In Sec. 5, we shall prove, Theorem 5.2, that if u is a continuous function with finite relaxed energy
(0.2), then the outward unit normal νu : Ω → S2 is a function of bounded variation. We remark that
the unit normal is well defined a.e. on Q in terms of the approximate partial derivatives of u, as u is a
function in BV(Q), by Proposition 5.1.
As the case of graphs of smooth functions suggests, an extra term should be added in order to
bound the (relaxed) energy corresponding to the mean curvature. For this purpose, we recall that the
distributional divergence of an L1-vector field σ : Q→ R2 is well-defined by duality through the formula
〈Div σ, ϕ〉 := −
∫
Q
σ(x) • ∇ϕ(x) dx , ϕ ∈ C∞c (Q˚)
where • denotes the scalar product in R2. If e.g. u : Q→ R is a continuous function with finite relaxed
energy, on account of Theorem 5.2 we can define the vector fields σju ∈ L1(Q,R2)
σju := (−νju ∂2u, νju ∂1u) , j = 1, 2, 3 .
When u is smooth, say of class C2, it turns out that the distribution Div σju is an absolute continuous
signed measure with density equal to the pointwise divergence of σju. Moreover, we have div σ
j
u(x) =
µju(x) for each x ∈ Q, where
µju(x) = det
(
∂1u(x) ∂2u(x)
∂1ν
j
u(x) ∂2ν
j
u(x)
)
. (0.3)
In case of polyhedral surfaces, we shall in fact see, Proposition 5.4, that the energy term EH(P ) in
(0.1) can be seen as the total variation of the vector-valued measure mu := (m
1
u,m
2
u,m
3
u), where
mju := (Dν
j
u,Div σ
j
u) , j = 1, 2, 3 .
More generally, we shall prove, Theorem 5.5, that if a continuous function u has finite relaxed energy
(0.2), then the distributional divergence Div σju is a finite measure, that is decomposed as
Div σju = µ
j
u L2 Q+ (Div σju)s
where µju(x) is defined a.e. in Q by (0.3), and (Div σ
j
u)
s is singular w.r.t. the Lebesgue measure.
As to the Gauss curvature energy of polyhedral surfaces, we do not have an analogous to Proposi-
tion 5.4. However, as a consequence of Corollary 3.9 we shall obtain, Proposition 5.6, that if u is a
strictly convex function with finite relaxed energy, then all the 2× 2-minors of the matrix
 ∂1ν1u ∂2ν1u∂1ν2u ∂2ν2u
∂1ν
3
u ∂2ν
3
u

 (0.4)
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of the approximate partial derivatives of the unit normal are summable functions.
Open questions. We expect the claim in Proposition 5.6 to hold true without assuming strict
convexity. However, we are not able to prove this fact, due to the drawbacks illustrated in Example 3.7.
On the other hand, it is an open problem to characterize the class E(Q) of continuous functions
u : Q→ R with finite relaxed energy (0.2). Starting from our results, one may conjecture that u ∈ E(Q)
if and only if the following properties hold:
i) u is a function in BV(Q);
ii) the outward unit normal νu is a function of bounded variation;
iii) for j = 1, 2, 3, the distributions Div σju are measures with finite total variation;
iv) the 2× 2-minors of the matrix (0.4) are summable functions in L1(Q).
Acknowledgments. The research of D.M. was partially supported by PRIN 2010-2011 “Calcolo delle
Variazioni” and by the GNAMPA of INDAM. The research of A.S. was partially supported by PRIN
2010-2011 “Varieta` reali e complesse: geometria, topologia e analisi armonica” and by the GNSAGA of
INDAM.
1 BV-property of a curve with finite total curvature
In this section we collect some notation and properties from Sullivan [11], concerning the total curvature
of (polygonal) curves in Euclidean spaces. We shall then prove, Proposition 1.2, that if a curve has finite
total curvature, then the unit normal, when seen as a function of the arc-length parameter, is a function
of bounded variation, with total variation equal to the curvature force.
Even if the following statements hold true in high codimension, for our purposes we restrict to consider
simple curves c in R2 parameterized by c : I → R2, where I := [0, 1] and c(t) = (c1(t), c2(t)) is
continuous and satisfies c(t1) 6= c(t2) for t1 6= t2.
Length. Any polygonal curve P inscribed in c, say P ≪ c, is obtained by choosing a finite partition
D := {0 = t0 < t1 < . . . < tn−1 < tn = 1} of I, say P = P (D), and letting P : I → R2 such that
P (ti) = c(ti) for i = 0, . . . , n, and P (t) affine on each interval Ii := [ti−1, ti] of the partition. Setting
ei = P˙ (t) ∈ R2 for t ∈ I˚i we have ei 6= 0R2 for each i = 1, . . . , n and hence the length of P is
L(P ) =
n∑
i=1
|Ii| · |ei| =
∫
I
|P˙ (t)| dt .
The length L(c) of c is defined by L(c) := sup{L(P ) | P ≪ c}, and c is said to be rectifiable if
L(c) <∞. With the above notation, we let
meshD := sup
1≤i≤n
|Ii| , meshP := sup
1≤i≤n
|Ii| · |ei| .
By uniform continuity of c ∈ C0(I,R2), for each ε > 0 we can find δ > 0 such that meshP < ε if
meshD < δ and P = P (D). As a consequence, taking a sequence Ph = P (Dh) where {Dh} is any
sequence of partitions of I such that meshDh → 0, we get meshPh → 0 and hence the convergence
L(Ph)→ L(c) of the length functional.
Total variation. Given a (not necessarily continuous) summable function f : J → R2 defined on
a closed interval J ⊂ R, the essential total variation VarR2(f) agrees with the length of f provided that
f is continuous. The distributional derivative is given by
〈Df, ϕ〉 := −
∫
I
f(t) • ϕ˙(t) dt , ϕ ∈ C∞c (I˚ ,R2)
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and VarR2(f) <∞ if and only if Df is a finite measure, i.e.
|Df |(I) := sup{〈Df, ϕ〉 | ϕ ∈ C∞c (I˚ ,R2) , ‖ϕ‖∞ ≤ 1} <∞ .
In this case, f is a function of bounded variation in BV(J,R2), compare [2], the approximate derivative
f˙ is an L1-function, and one may decompose the distributional derivative into its (mutually singular)
absolutely continuous, jump, and Cantor components, respectively:
Df = Daf +DJf +DCf
where the absolutely continuous component reads as Daf = f˙ L1 J , the Jump component DJf is
concentrated on an at most countable subset of J , and the Cantor component is a diffuse part, so that
DCf(A) = 0 if H0(A) < ∞. In particular, a (continuous) curve c as above is rectifiable if and only if
c ∈ BV(I,R2), and in this case L(c) = VarR2(c) = |Dc|(I).
Assume now that |f(t)| = 1 for a.e. t ∈ J , i.e., f is a summable function from J into the
unit circle S1 := {y ∈ R2 : |y| = 1} of R2. The essential total variation of f can be computed
in two different ways, by taking the geodesic distance in S1 or the Euclidean distance in R2. Since
dR2(Q1, Q2) ≤ dS1(Q1, Q2) ≤ (π/2) · dR2(Q1, Q2) for any Q1, Q2 ∈ S1, in general one obtains:
2
π
VarS1(f) ≤ VarR2(f) ≤ VarS1(f)
and hence f has bonded total variation in S1 if and only if it has bonded total variation in R2, i.e.
f ∈ BVS1 ⇐⇒ f ∈ BVR2 .
In this case, with a modern notation one writes f ∈ BV(J, S1). In particular, if f is smooth one has
VarR2(f) = VarS1(f) =
∫
I
|f˙(t)| dt, whereas in general the strict inequality VarR2(f) < VarS1(f) holds,
as a gap appears at each jump point of f , and we recall that |Df |(J) = VarR2(f).
Remark 1.1 In Example 1.3 below, where f is the unit normal to the Cartesian curve given by the
graph of a primitive of the Cantor-Vitali function, it turns out that the Cantor component DCf of the
distributional derivative of f does not produce a gap between the two definitions of total variation. For
this reason we expect that for a function f ∈ BV(I, S1), one has VarR2(f) = VarS1(f) if and only if the
Jump component DJf = 0, i.e., if and only if f has a continuous representative.
Total curvature. Following Milnor [9], the total curvature of c is given by
TC(c) := sup{TC(P ) | P ≪ c}
where the total curvature TC(P ) of the inscribed polygonal P is the sum of the turning angles θi at
the edges of P . Therefore, denoting by • the scalar product in R2, with the above notation we get
TC(P ) =
n−1∑
i=1
θi , θi := arccos
ei • ei+1
|ei| · |ei+1| , i = 1, . . . , n− 1
and hence TC(P ) agrees with the essential total variation in S1 of the tantrix (or tangent indicatrix)
tP (the tantrix assigns to a.e. point the oriented unit tangent vector in S
1), i.e.
TC(P ) = VarS1(tP ) .
If c has finite total curvature, TC(c) < ∞, then c is rectifiable, and hence it admits a Lipschitz
parameterization. Therefore, it is again well defined the tantrix tc, and the total curvature agrees
with the essential total variation in S1 of the tantrix. Therefore, letting nc := t
⊥
c , where we have set
(a, b)⊥ := (b,−a), we get
TC(c) = VarS1(tc) = VarS1(nc) .
5
Also, taking any sequence Ph = P (Dh) ≪ c with meshDh → 0, we get convergence TC(Ph) → TC(c)
of the total curvature functional.
The curvature force. The curvature force TC∗(P ) of a polygonal is given by the total variation
in R2 of the tantrix tP :
TC∗(P ) := VarR2(tP )
compare [11]. In particular, if P ≪ c, with the previous notation one has:
TC∗(P ) =
n−1∑
i=1
2 sin(θi/2)
and therefore
2
π
TC(P ) ≤ TC∗(P ) ≤ TC(P ) .
Furthermore, we have P˙ ∈ L1(I,R2) and the unit normal is well defined outside the edges of P by
nP (t) :=
P˙ (t)⊥
|P˙ (t)| , t 6= ti .
Then nP is a (piecewise constant) function of bounded variation in BV(I, S
1), and furthermore
|DnP |(I) = TC∗(P ) <∞ .
Defining by the same approach as above the Euclidean total curvature, or curvature force, of c by
TC∗(c) := sup{TC∗(P ) | P ≪ c}
one infers that c has finite curvature force if and only if it has finite total curvature. In this case,
moreover, taking again any sequence Ph = P (Dh) ≪ c with meshDh → 0, one gets the convergence
TC∗(Ph)→ TC∗(c) of the curvature forces.
Finally, if c is smooth, say c ∈ C2(I,R2), then one has
L(c) =
∫
I
|c˙(t)| dt , TC(c) = TC∗(c) =
∫
I
|c˙ ∧ c¨|
|c˙|2 dt
where |c˙∧ c¨| = |c˙1 c¨2− c˙2 c¨1| if c = (c1, c2). In fact, denoting by nc(t) the unit normal at c(t) one gets:
nc(t) =
c˙(t)⊥
|c˙(t)| , |n˙c(t)| =
|c˙ ∧ c¨|
|c˙|2 (t) ∀ t ∈ I .
BV -property. Let c be a rectifiable curve, so that L := L(c) < ∞. Let c : IL → R2 be the
arc-length parameterization of c, where IL := [0, L], so that c˙ ∈ L∞(IL,R2) with |c˙(s)| = 1 for a.e.
s ∈ IL. Define
nc(s) :=
c˙(s)⊥
|c˙(s)| = c˙(s)
⊥ , s ∈ IL .
In the following result we recover the definition TC∗(c) := VarS1(tc) by Sullivan [11], exploiting the
BV-property of the unit normal nc.
Proposition 1.2 If TC∗(c) < ∞, then nc is a function of bounded variation in BV(IL, S1), and the
total variation of its distributional derivative is equal to the curvature force and to the essential total
variation of the tantrix tc, i.e.
|Dnc|(IL) = TC∗(c) = VarR2(tc) = VarR2(nc) .
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Proof: Choose (Ph) a sequence of polygonals inscribed in c such that meshPh → 0, so that both
Lh := L(Ph)→ L := L(c) and TC∗(Ph)→ TC∗(c). Let ϕh : IL → I be the inverse of the bijective and
increasing function ψh : I → IL
ψh(t) :=
L
Lh
∫ t
0
|P˙h(λ)| dλ , t ∈ I .
Letting ch(s) := Ph(ϕh(s)), s ∈ IL, we have |c˙h(s)| ≡ Lh/L a.e., and hence (by Ascoli-Arzela’s theorem)
possibly passing to a subsequence ch uniformly converges to some function f ∈ C0(IL,R2). We have
f = c. In fact, using that mesh(Ph) → 0 and L(c) < ∞, we deduce that ψh(t) → L(c|[0,t]) as h → ∞
for each t ∈ I. By Dini’s theorem we get uniform convergence of {ψh} on IL and on the other hand
ch(s) = Ph(t) ⇐⇒ s = ψh(t) , c(s) = c(L(c|[0,t])) = lim
h→∞
c(ψh(t)) .
Setting now
nh(s) :=
c˙h(s)
⊥
|c˙h(s)| =
L
Lh
c˙h(s)
⊥
by definition of curvature force we have |Dnh|(IL) = TC∗(Ph), whence |Dc˙h|(IL) = (Lh/L)TC∗(Ph),
with (Lh/L) → 1 and TC∗(Ph) → TC∗(c) < ∞. Therefore, we deduce that a subsequence of {c˙h}
weakly converges in the BV-sense to some function v ∈ BV(IL,R2).
We claim that v = c˙ a.e. in IL, which clearly yields that the whole sequence {c˙h} weakly converges
to c˙. In fact, using that by Lipschitz-continuity
ch(s) = ch(0) +
∫ s
0
c˙h(λ) dλ ∀ s ∈ IL
where ch(0) = c(0) = c(0) for each h, and setting
V (s) := c(0) +
∫ s
0
v(λ) dλ ∀ s ∈ IL
by the weak BV convergence c˙h ⇀ v, which implies the strong L
1-convergence, we have ch → V in L∞,
hence c˙h ⇀ V˙ = v a.e. in IL. But we already know that ch → c in L∞, thus v = c˙.
The weak BV convergence c˙h ⇀ c˙ clearly implies the weak BV convergence nh ⇀ nc, whence
nc ∈ BV(IL,R2). Then by lower semicontinuity
|Dnc|(IL) ≤ lim inf
h→∞
|Dnh|(IL) = lim
h→∞
TC∗(Ph) = TC
∗(c) .
Finally, arguing as in Sullivan [11], one obtains
lim
h→∞
|Dnh|(IL) = lim
h→∞
VarR2(nPh) = VarR2(nc) = |Dnc|(IL)
and hence |Dnc|(IL) = TC∗(c). 
Example 1.3 Let c(t) = (t, u(t)) be the Cartesian curve given by the graph of the primitive u(t) :=∫ t
0 v(λ) dλ of the classical Cantor-Vitali function v : [0, 1]→ R associated to the “middle thirds” Cantor
set. We have L(c) = ∫
I
√
1 + v2(t) dt <∞ and
nc(t) :=
c˙(t)⊥
|c˙(t)| =
(v(t),−1)√
1 + v2(t)
so that
Dnc =
(1, v)
(1 + v2)3/2
DCv , |Dnc|(I) =
∫
I
1√
1 + v2(t)
d|DCv| = |D arctan v|(I) .
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We now choose the polygonal Pk ≪ c corresponding to the subdivision
Dk := {tkh = h 3−k | h = 0, . . . , 3k} , k ∈ N .
The corner points of Pk agree with the values (t
k
h, uk(t
k
h)), where uk(t) :=
∫ t
0 vk(λ) dλ and vk is the
classical k-th approximation of the Cantor-Vitali function v. Therefore, the polygonal Pk contains
2k+1 − 2 vertexes, each edge has slope greater than 6−k, and the difference between the slopes of two
consecutive edges is smaller than 2−(k+1). As a consequence, each turning angle of Pk is smaller than
arcsin(4−k). Using that 0 ≤ θ − 2 arcsin(θ/2) ≤ (α/2)3 if 0 < θ < α, we thus get
lim
k→∞
|TC∗(Pk)− TC(Pk)| ≤ lim
k→∞
2k · arcsin(4−k)3 = 0 .
As a consequence, we obtain
VarS1(nc) = VarR2(nc) = |Dnc|(I)
and also, compare [1], that
TC∗(c) = TC(c) = |Dnc|(I) =
∫
I
1√
1 + v2(t)
d|DCv| .
In conclusion, in this example one sees that the occurrence of a Cantor-part in the derivative of the
unit normal nc does not change the computation when considering the total variation in S
1 or in R2.
2 The relaxed energy
In this section we introduce the notion of relaxed energy of a continuous function u, that takes into
account of the area, the mean curvature, and of the Gauss curvature of the triangulated polyhedral
surfaces inscribed in the graph-surface of u. For this purpose, we first recall from [12] the notion of mean
and Gauss curvature of a polyhedral surface P ⊂ R3.
We shall then see that the classical Schwarz-Peano counterexample to the definition of area given
by Serret, gives a similar drawback concerning the mean curvature: in order to have a good definition,
similarly to what happens for the area, it does not suffice to take a sequence of polyhedral surfaces
inscribed in the cylinder and with diameters of the triangles tending to zero. For this reason, we propose
a relaxed definition in the same spirit as in Lebesgue’s definition of area.
Finally, we recall the notation by Anzellotti-Serapioni-Tamanini in [5] of curvature energy for smooth
surfaces M, and how it is rephrased in the non-parametric case, i.e. when M is given by the graph Gu
of a smooth function u : Q → R, see [10]. In the sequel we shall thus consider functions u defined on
the unit square Q := [0, 1]2 of R2.
Polyhedral surfaces. The mean curvature of a polyhedral surface P in R3 was defined by
Sullivan [12] in such a way that it is supported on the edges. Namely, if e is an edge of P , then
HP (e) := l(e) · 2 sin(θe/2)
where l(e) is the length of the edge and θe is the exterior dihedral angle of P along the edge.
The Gauss curvature of a polyhedral surface was defined by Sullivan [12] in such a way that the Gauss-
Bonnet theorem continues to hold. It is concentrated at the vertexes, and in the case of a triangulated
polyhedral surface P , the Gauss curvature at a vertex V agrees with the angle defect, whence
KP (V ) := 2π −
∑
i
θi
where θi is the angle of the i
th-triangle of P meeting at V .
We then respectively define the mean curvature energy and the Gauss curvature energy of a polyhedral
surface P by
EH(P ) :=
∑
e∈P
|HP (e)| , EK(P ) :=
∑
V ∈P
|KP (V )| (2.1)
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where the first summation is taken on all the edges of P , and the second one on all the vertexes of P .
Denoting by A(P ) the area of the polyhedral surface, we define the the total energy of P by:
E(P ) := A(P ) + EH(P ) + EK(P ) . (2.2)
Finally, for future use, with the above notation we also denote
E˜H(P ) :=
∑
e∈P
l(e) · θe (2.3)
so that we clearly have EH(P ) ≤ E˜H(P ) ≤ (π/2) · EH(P ).
Relaxed energy. Let u : Q → R be a continuous function. We say that a polyhedral surface is
inscribed in the graph of u if we can find a finite triangulation D of the square domain Q such that
P is the graph of the piecewise affine and continuous function v = v(D) that agrees with u on the
0-skeleton of the triangulation and v is affine on each triangle ∆ of the triangulation. In this case we
shall write P = P (u,D) to outline the dependence of P on the values of u on the 0-skeleton of the
triangulation D. The mesh of the triangulation, say meshD, is given by the supremum of the diameter
of the triangles ∆ of D.
The classical definition of area of the graph of u may be written as:
A(u,Q) := inf{lim inf
h→∞
A(Ph)} (2.4)
where the infimum is taken among all the sequences {Ph} of inscribed polyhedral surfaces whose cor-
responding meshes tend to zero; i.e., if Ph = P (u,Dh), then meshDh → 0 as h → ∞. By uniform
continuity, in fact, this condition implies that the sequence vh = v(Dh) converges to u uniformly on Q.
In the same spirit, we introduce the relaxed energy of a continuous function u : Q→ R by the formula:
E(u,Q) := inf{lim inf
h→∞
E(Ph)} (2.5)
where the infimum is taken as in formula (2.4) above, and E(Ph) is given by (2.2).
Schwarz-Peano example. Consider the lateral surface Σ of a cylinder of radius R and height
H . Its area is 2πRH , the principal curvatures are k1 = 0 and k2 = 1/R, whence the Gauss curvature is
zero and the integral of the mean curvature H = 1/(2R) is
∫
Σ
H dH2 = πH .
In the classical Schwarz-Peano counterexample to the definition of area given by Serret, one considers
for each m,n ∈ N+ the polyhedral surface Pm,n inscribed in Σ and given by 2mn congruent isosceles
triangles. With the parameterization [0, 2π]× [0, H ] ∋ (θ, z) 7→ (R cos θ,R sin θ, z), when m and n are
even, the triangles are obtained by taking the vertexes at the points corresponding to (πi/m, (H/n)j),
when both i and j are even, or when both i and j are odd, i = 0, . . . ,m, j = 0, . . . , n. Letting αm := π/m,
each triangle has basis b := 2R sinαm and height h := ((H/n)
2 + d2)1/2, where d := R(1 − cosαm) =
2R sin2(αm/2). Therefore, the area of the polyhedral surface is
A(Pm,n) = 2mnR sin(αm)
√
(H/n)2 + 4R2 sin4(αm/2) .
We have A(Pm,n) ≥ 2mR sin(αm)H , which tends to 2πRH as m→∞, yielding the lower-semicontinuity
of the area functional. Furthermore, when e.g. n = m2 one has A(Pm,m2) → 2πR
√
1 +R2π4/4, and
when n = m4 one gets A(Pm,m4) → +∞. However, when m = np for some positive integer exponent
p, one obtains convergence to the area of the cylinder, i.e., A(Pnp,n)→ 2πRH as n→∞.
We now wish to give a similar computation concerning the mean curvature. As to the Gauss curvature,
in fact, we observe that at each interior vertex of Pm,n six triangles meet, four ones with an angle α
and two ones with an angle 2β, where α + β = π/2, whence the Gauss curvature at each vertex is
2π − (4α+ 2 · 2β) = 0, the polyhedral surface being developable, too.
As to the mean curvature of Pm,n, we recall that it is concentrated at the edges e of the triangles,
and at each edge the contribution is given by L(e) ·θe/2, where L(e) is the length and θe is the dihedral
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angle of the two faces meeting at the edge e, see also Remark 2.2 below. Notice that the factor 1/2 is
due since we define the mean curvature of a smooth surface as H = (k1 + k2)/2. We shall prove the
following:
Proposition 2.1 The total mean curvature of Pm,n converges to the integral on Σ of the mean curvature
H of the cylinder, when m = n2 and n→∞. Conversely, it diverges to +∞ if m = n and n→∞.
Proof: We have to distinguish between the edges where two bases meet, and edges where two lateral
sides of the triangles meet, respectively.
Concerning the 2m(n− 1) edges e where two bases meet, their length is b and all of them have the
same dihedral angle
θe = 2 arctan
( d
H/n
)
, (2.6)
hence the mean curvature at each edge is b ·θe/2. Therefore, the total contribution of the mean curvature
at the first kind of edges is
F1(m,n) := 2m(n− 1) ·R sinαm · arctan
( n
H
2R sin2(αm/2)
)
.
Since the bases of the triangles are orthogonal to the direction of the first principal curvature k1 = 0 of
the cylinder, one expects that when suitably passing to the limit one gets F1(m,n)→ 0. Actually, when
n = m one computes F1(n, n)→ 2π3R2/H as n→∞. However, taking e.g. m = n2 one gets
lim
n→∞
F1(n
2, n) = lim
n→∞
2n2(n− 1) · R sin
( π
n2
)
· arctan
( n
H
2R sin2
( π
2n2
))
= 0 .
We now deal with the 2mn edges e where two lateral sides of the triangles meet. Such edges are
almost orthogonal to the direction of the second principal curvature k2 = 1/R of the cylinder. Therefore,
one expects that when suitably passing to the limit this time one gets πH , i.e., the integral of the mean
curvature of the cylinder. Any such edge has length equal to the lateral edge of the congruent triangles,
whence |e| =
√
h2 + (b/2)2. Moreover, by the symmetry it turns out that all of them have the same
dihedral angle θe, which will be computed by means of the formula
θe = arcsin |n1 ∧ n2| (2.7)
where n1,n2 ∈ S2 are the outward unit normals of the two triangles meeting at the edge. We thus
e.g. consider the first isosceles triangle with vertexes A = (R, 0, 0), B = (R cos(2αm), R sin(2αm), 0),
C = (R cosαm, R sinαm, H/n). We compute
−−→
AB = R(−2 sin2 αm, 2 sinαm cosαm, 0) = 2R sinαm (− sinαm, cosαm, 0) , |−−→AB| = b .
The middle point of the basis AB is H = (R cos2 αm, R cosαm sinαm, 0), which gives
−−→
HC = (R cosαm(1− cosαm), R sinαm(1 − cosαm), H/n) , |−−→HC| = h .
Taking the wedge product of the orthogonal unit vectors v1 :=
−−→
AB/|−−→AB| and v2 := −−→HC/|−−→HC|, we get
n1 := v1 ∧ v2 = 1
h
(H
n
cosαm,
H
n
sinαm,−R(1− cosαm)
)
, |n1| = 1 .
The adjacent triangle has vertexes C, D, and A, where D = (R cosαm,−R sinαm, H/n), whence
−−→
DC = (0, 2R sinαm, 0) , |−−→DC| = b .
The middle point of the basis DC is K = (R cosαm, 0, H/n), which gives
−−→
AK = (−R(1− cosαm), 0, H/n) , |−−→AK| = h .
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Therefore, the wedge product of the orthogonal unit vectors v3 :=
−−→
DC/|−−→DC| and v4 := −−→AK/|−−→AK| gives
n2 := v3 ∧ v4 = 1
h
(H
n
, 0, R(1− cosαm)
)
, |n2| = 1 .
Now, we have
n1 ∧ n2 = H
n
1
h2
v , v :=
(
R (1 − cosαm) sinαm,−R sin2 αm, sinαm
)
where we compute |v| = h sinαm, so that we get
θe = arcsin |n1 ∧ n2| = arcsin
(H
n
1
h2
sinαm
)
. (2.8)
Therefore, the contribution to the mean curvature of Pm,n given by the 2mn edges e where two lateral
sides of the triangles meet is
F2(m,n) = 2mn ·
√
h2 + (b/2)2 · θe
2
(2.9)
where, we recall,
b = 2R sinαm , h = ((H/n)
2 + d2)1/2 , d = 2R sin2(αm/2) , αm =
π
m
.
If m = n, it is readily checked that F2(n, n) → +∞ as n → ∞. Taking instead m = n2, we have
2mn ·
√
h2 + (b/2)2 ∼ 2H n2, whereas θe ∼ αn2 = π/n2, whence
lim
n→∞
F2(n
2, n) = πH .
Since the integral of the mean curvature of the cylinder is
∫
Σ
H dH2 = πH , the proof is complete. 
Remark 2.2 If we consider the curvature force term 2 sin(θe/2) instead of the angle θe, it is readily
seen that the above computation yields to the same conclusions. We also notice that as for the area, and
of course for the Gauss curvature, the lower semicontinuity property holds. Namely, letting m,n → ∞,
the lower limit of the terms F1(m,n)+F2(m,n) is always greater that π H . In fact, in the formula (2.9)
we have: 2mn
√
h2 + (b/2)2 ≥ 2mnh ≥ 2mH , whereas θe ≥ arcsin[(1 + (2Rn/H)2 sin4 αm)−1/2 sinαm],
which tends to αm as n→∞, and mH αm = πH .
The curvature energy of smooth surfaces. Following [5], see also [3], for a smooth
surface M in R3, all the information about the curvatures is contained in the graph
GM := {(z, ν(z)) | z ∈ M}
of the Gauss map ν :M→ S2 ⊂ R3 of the surface. Since the tangent plane to GM at a point (z, ν(z))
is determined by the tangential derivatives of ν(z) at z, and hence by the second fundamental form to
M at z, by the area formula it turns out that the area of the Gauss graph surface GM is linked to the
principal curvatures of M by the relation:
H2(GM) =
∫
M
(
1 + (k1
2 + k2
2) + (k1k2)
2
)1/2
dH2
where k1 = k1(z) and k2 = k2(z) are the principal curvatures at z ∈ M, and H2 denotes the 2-
dimensional Hausdorff measure in R3.
More precisely, the tangent 2-vector field τ : M → Λ2TM ⊂ Λ3R3z is given in terms of the Hodge
operator by τ(z) = ∗ν(z). Denoting by Φ :M→ R3z×R3y the graph map Φ(z) := (z, ν(z)), a continuous
tangent 2-vector field ξ : GM→ ∧2(R3z×R3y) is given by ξ(z, ν(z)) := ∧2 dΦz(τ(z)). Moreover, denoting
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by τ1 and τ2 the principal directions, and considering the obvious homomorphism v 7→ v˜ from R3z onto
R3y, one has
ξ(z, ν(z)) = τ1 ∧ τ2 +
(
k2τ1 ∧ τ˜2 − k1τ2 ∧ τ˜1
)
+ k1k2 τ˜1 ∧ τ˜2 (2.10)
and since |ξ| ≥ 1 on GM, the normalized 2-vector field −→ζ := ξ/|ξ| determines an orientation to GM.
Using that JMΦ (z) = |ξ(z, ν(z))|, by the area formula we thus have
H2(GM) =
∫
M
JMΦ dH2 , JMΦ (z) =
(
1 + (k1
2 + k2
2) + (k1k2)
2
)1/2
, z ∈M .
Also, denoting by H and K the mean curvature and Gauss curvature,
H :=
1
2
(k1 + k2) , K := k1k2
so that k1,2 = H±
√
H2 −K, we equivalently have
(JMΦ )
2 = 1 + (2H)2 − 2K+K2 = 4H2 + (1 −K)2
and hence
H2(GM) =
∫
M
√
1 + (4H2 − 2K) +K2 dH2 .
The curvature functional is defined in [5] by
‖M‖ := H2(M) +
∫
M
√
k21 + k
2
2 dH2 +
∫
M
|k1k2| dH2
i.e., equivalently,
‖M‖ :=
∫
M
(
1 +
√
4H2 − 2K+ |K|) dH2 . (2.11)
Non-parametric surfaces. We shall denote by (e1, e2, e3) the canonical basis of R3z. Also, for
a function v : Q→ R, we shall always denote by ∇v the (approximate) gradient and by ∂iv and ∂2i,jv
the first and second order (approximate) partial derivatives, so that e.g. ∂iv(x) := ∇v(x)•ei for i = 1, 2.
Assume now M = Gu, where Gu := {z = (x, u(x)) | x ∈ Q} is the graph of a smooth function
u : Q→ R. The Gauss map is naturally identified at each point of the graph by the outward unit normal
νu(x) :=
1√
gu
(−∂1u,−∂2u, 1) , gu := 1 + |∇u|2, x ∈ Q
and hence the Gauss graph of the non-parametric smooth surface Gu is GGu = {Φu(x) | x ∈ Q}, where
Φu : Q→ R3z × R3y is the smooth map
Φu(x) =
(
ϕu(x), νu(x)
)
, ϕu(x) := (x, u(x)) , νu(x) = (νu
1(x), νu
2(x), νu
3(x)) .
The mean curvature at (x, u(x)) becomes
Hu =
1
2
1
gu3/2
(
(1 + (∂1u)
2)∂22,2u+ (1 + (∂2u)
2)∂21,1u− 2∂1u ∂2u ∂21,2u
)
and the Gauss curvature at (x, u(x))
Ku =
1
gu2
(
∂21,1u ∂
2
2,2u− (∂21,2u)2
)
.
Therefore, by the area formula we can write the area of the Gauss graph as
H2(GGu) =
∫
Gu
√
1 + (4H2u − 2Ku) +K2u dH2 =
∫
Q
√
gu
√
1 + (4H2u − 2Ku) +K2u dx .
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The tangent space at each point in the Gauss graph GGu is oriented by the wedge product
ξu(x) := ∂1Φu(x) ∧ ∂2Φu(x) , x ∈ Q .
Let (ε1, ε2, ε3) be the canonical basis in R
3
y, the ambient space of the unit normal νu. According to the
number of εj-entries, we can write as in [5] the stratification
ξu = ξ
(0)
u + ξ
(1)
u + ξ
(2)
u
where, denoting by |M | the determinant of a 2× 2 matrix M , we compute:
ξ(0)u = e1 ∧ e2 + ∂2u e1 ∧ e3 − ∂1u e2 ∧ e3
ξ(1)u =
3∑
j=1
∂2νu
je1 ∧ εj −
3∑
j=1
∂1νu
je2 ∧ εj +
3∑
j=1
∣∣∣∣ ∂1u ∂2u∂1νuj ∂2νuj
∣∣∣∣ e3 ∧ εj
ξ(2)u =
∣∣∣∣ ∂1νu1 ∂2νu1∂1νu2 ∂2νu2
∣∣∣∣ ε1 ∧ ε2 +
∣∣∣∣ ∂1νu1 ∂2νu1∂1νu3 ∂2νu3
∣∣∣∣ ε1 ∧ ε3 +
∣∣∣∣ ∂1νu2 ∂2νu2∂1νu3 ∂2νu3
∣∣∣∣ ε2 ∧ ε3 .
(2.12)
By (2.10), we thus infer:
|ξ(0)u |2 = gu , |ξ(1)u |2 = gu (4H2u − 2Ku) , |ξ(2)u |2 = guK2u
and hence, by taking M = Gu in (2.11), again by the area formula we can equivalently write the curvature
functional ‖Gu‖ of a smooth non-parametric surface as
F(u,Q) := A(u,Q) + F1(u,Q) + F2(u,Q) (2.13)
where we have set
A(u,Q) :=
∫
Q
√
gu dx , F1(u,Q) :=
∫
Q
√
gu
√
4H2u − 2Ku dx , F2(u,Q) :=
∫
Q
√
gu |Ku| dx . (2.14)
We thus get:
A(u,Q) =
∫
Q
|ξ(0)u | dx , F1(u,Q) =
∫
Q
|ξ(1)u | dx , F2(u,Q) =
∫
Q
|ξ(2)u | dx , H2(GGu) =
∫
Q
|ξu| dx
where |ξu|2 = |ξ(0)u |2 + |ξ(1)u |2 + |ξ(2)u |2 and more explicitly, by (2.12),
|ξ(0)u |2 = gu = 1 + |∇u|2
|ξ(1)u |2 = gu (4H2u − 2Ku) = |∇νu|2 +
3∑
j=1
(
∂1u ∂2νu
j − ∂2u ∂1νuj
)2
|ξ(2)u |2 = guK2u =
∑
1≤j1<j2≤3
(
∂1νu
j1 ∂2νu
j2 − ∂2νuj1 ∂1νuj2
)2
.
(2.15)
Remark 2.3 The three integrals
∫
Q |ξ
(i)
u | dx, for i = 0, 1, 2, may be seen as the smooth counterpart of
the energy terms A(P ), EH(P ), and EK(P ), respectively, for polyhedral surfaces P inscribed in the
graph of a continuous function as above. In fact, the first term, A(u,Q), is equal to the area of the
smooth graph surface Gu. The second term, F1(u,Q), depends on both the mean and Gauss curvature
of Gu, and actually F1(u,Q) ≥
∫
Ω
|∇νu| dx, hence it provides an upper bound to the total variation
of the smooth outward unit normal x 7→ νu(x). The third term, F2(u,Q), only depends on the Gauss
curvature of Gu, and by the area formula it agrees with the mapping area (i.e., counting the multiplicity)
in S2 of the outward unit normal. Finally, since |ξu| ≤ (|ξ(0)u |+ |ξ(1)u |+ |ξ(2)u |) ≤
√
3 |ξu|, we have:
1√
3
H2(GGu) ≤ F(u,Q) := A(u,Q) + F1(u,Q) + F2(u,Q) ≤ H2(GGu)
where, we recall, H2(GGu) is the area of the Gauss graph GGu of the graph surface Gu.
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3 Smoothing out a polyhedral chain
In this section we analyze the curvature energy of smooth approximations of a polyhedral surface.
We thus assume that v is a Lipschitz function on Q = [0, 1]2 which is affine on each triangle of a
finite triangulation D of the domain Q. Then the graph of v is a triangulated polyhedral surface P .
Moreover, ∇v ∈ L∞(Q) and the unit normal νv : Q → S2 is a BV -function whose weak derivative
Dνv is a finite vector-valued measure concentrated on the edges of the triangulation. By means of a
convolution argument, we shall prove the following:
Proposition 3.1 There exists a sequence of smooth functions uh : Q→ R such that uh converges to v
strongly in W 1,1, the unit normals νuh converge to νv strongly in the BV-sense and finally
lim
h→∞
A(uh, Q) = A(P ) , sup
h
F1(uh, Q) ≤ π
2
· EH(P ) .
More precisely, in terms of the energy (2.3) we get:
lim
h→∞
F1(uh, Q) = E˜H(P ) .
Estimates by area in the Gauss sphere. In the proof of Proposition 3.1, in general it
cannot be obtained a bound of the type
sup
h
F2(uh, Q) ≤ C · EK(P ) .
Example 3.2 Assume e.g. that P is (up to a rotation, so that P is the graph of a Lipschitz-continuous
function) a piece, say P˜m,n, of the polyhedral surface Pm,n obtained in the Schwarz–Peano example, in
correspondence to a cylinder of radius R and height H . In this example, at any vertex V in P = P˜m,n
we know that KP (V ) = 0, whence EK(P ) = 0. On the other hand, when looking at the smoothing
argument, in a small neighborhood of each one of the six edges meeting at P , the outward unit normal
of a smooth approximating function has to cover an arc in the Gauss sphere S2 connecting the points
given by the values of the outward unit normal to the two triangles of P meeting at the edge. The
length of this arc is of the order of the dihedral angle θe at the edge e, which is given by (2.6) for two
edges, and by (2.8) for the other four ones. On the other hand, see Remark 2.3, the integral F2(uh, Q),
that only depends on the Gauss curvature of the graph of uh, is concentrated near the points of the
0-skeleton of the triangulation D of Q that corresponds by projection to the triangles of P . Since the
integral F2(uh, Q) agrees with the mapping area of the outward unit normal of uh, at each vertex it
gives a contribution equal to the area (with multiplicity) of the spherical shell in S2 enclosed by the
ordered join of the six arcs previously described, which is a positive quantity, depending on R,H,m, and
n. Proposition 3.4 below clarifies the situation, yielding to an upper bound of the area (with multiplicity)
of the spherical shell in terms of the sum of the angles of the tiles concurring in the vertex.
Remark 3.3 More generally, recalling (2.12) and (2.14), the area formula yields that for smooth func-
tions, the energy E2(u,Q) is equal to the mapping area of the unit normal νu in the sphere S2. If
{uh} is the smooth approximating sequence from Proposition 3.1, it turns out that the energy density
of the integral E2(uh, Q) is concentrated near the projection points in Q of the interior vertexes of the
polyhedral surface P , and around any such point the energy contribution is bounded (up to an absolute
multiplicative constant) by the area of the geodesical envelope of the unit normals of the triangular tiles
of P concurring in the vertex.
A rough estimate. We shall prove the following area estimate:
Proposition 3.4 Let V be a vertex of a polyhedral graph P . Let N0, . . . , Nk−1 be the unit normals (with
positive z-component) of the tiles α0, . . . , αk−1 concurring in V . Then the area of the geodesical envelope
G of N0, . . . , Nk−1 in the Gauss half-sphere satisfies
A(G) ≤ 2π
∑
j∈Zk
θj , (3.1)
where θj is the angle in V of the tile αj.
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As a consequence, if we define the Gauss energy of the polyhedral surface by
E˜K(P ) :=
∑
V ∈P
|K˜P (V )| , |K˜P (V )| :=
∑
i
θi (3.2)
where the summation is taken on all the vertexes of P , and θi is the angle of the i
th-triangle of P
meeting at V , we readily extend Proposition 3.1 as follows:
Corollary 3.5 In Proposition 3.1, we also have:
sup
h
F2(uh, Q) ≤ C · 2π · E˜K(P )
where C > 0 is an absolute constant, not depending on v, and E˜K(P ) is given by (3.2).
Recalling that the Gauss curvature at a vertex V is equal to the angle defect, i.e., KP (V ) :=
2π −∑i θi, we give the following
Definition 3.6 We say that V is an elliptic, parabolic, or hyperbolic vertex of P if the angle defect is
positive, zero, or negative, respectively.
Example 3.7 If P is the cylindrical surface from Example 3.2, each vertex is a parabolic one, the
polyhedral surface being developable. We thus have EK(P ) = 0, but E˜K(P ) = N · 2π, where N is the
number (depending on n and m ) of vertexes in P . As a consequence, by Corollary 3.5, the approximating
sequence from Proposition 3.1 satisfies the energy bound suphF2(uh, Q) ≤ C · 4π2N , depending on the
number of vertexes, and hence it has nothing to do with the energy EK(P ), which is equal to zero.
Of course, a similar drawback occurs in presence of hyperbolic vertexes.
Elliptic vertexes. On the other hand, if V is an elliptic vertex of a polyhedral graph P , we can
thus refine the estimate in Proposition 3.4, showing that the Gauss curvature can be calculated in terms
of a suitable area in the Gauss sphere:
Proposition 3.8 Let V be an elliptic vertex of a graph polyhedral P , i.e., KP (V ) > 0. Let N0, . . . , Nk−1
be the unit normals (with positive z-component) of the tiles α0, . . . , αk−1 concurring in V . Then the
area of the geodesical envelope G of N0, . . . , Nk−1 in the Gauss half-sphere equals the Gauss curvature
concentrated in V :
A(G) = KP (V ) = 2π −
k−1∑
j=0
θj , (3.3)
where θj is the angle in V of the tile αj.
As a consequence, if all the vertexes of the polyhedral graph are of elliptic type, using Remark 3.3
and Proposition 3.8, we readily extend Proposition 3.1 as follows:
Corollary 3.9 In Proposition 3.1, assume that each vertex of the polyhedral graph P is of elliptic type.
Then we also have:
sup
h
F2(uh, Q) ≤ C · EK(P )
where C > 0 is an absolute constant, not depending on v, and EK(P ) is the Gauss curvature energy
defined in (2.1).
Proofs. We conclude this section by proving Propositions 3.1, 3.4, and 3.8.
Proof of Proposition 3.1: Let v be a Lipschitz-continuous function on Q = [0, 1]2 which is affine on
each triangle of a finite triangulation D of the domain Q. Assume first for simplicity that v is constant
in a small neighborhood of the boundary ∂Q of the square domain, and extend v in a constant way to
R2. Let ρ : R2 → R be a smooth symmetric mollifier with support contained in the unit ball centered
at the origin, and denote ρh(x) = h
2ρ(hx) for h ∈ N+. Define uh : Q→ R2 by
uh(x) := (ρh ∗ v)(x) =
∫
R2
ρh(y) v(x− y) dy , x ∈ Q .
15
Since v is differentiable a.e. on R2, with approximate gradient ∇v ∈ L∞, for i = 1, 2 we have
∂iuh = ρh ∗ ∂iv and the sequence uh strongly converges to v in W 1,∞(Q), by dominated convergence.
In particular,
lim
h→∞
∫
Q
√
1 + |∇uh|2 dx =
∫
Q
√
1 + |∇v|2 dx .
Moreover, using that ‖∇uh‖∞ ≤ ‖v‖∞, it turns out that the sequence νuh of unit normals converges to
the unit normal νv strongly in the BV-sense, i.e., νuh → νv strongly in L1(Q,R3) and
lim
h→∞
∫
Q
|∇νuh | dx = |Dνv|(Q) .
Denoting by |M | the determinant of a 2 × 2 real matrix M , consider now for each j = 1, 2, 3 the
functions µjuh : Q→ R
µjuh(x) :=
∣∣∣∣ ∂1uh(x) ∂2uh(x)∂1νjuh(x) ∂2νjuh(x)
∣∣∣∣ . (3.4)
Since the sequence {|∇uh|} is equibounded, whereas {∇νjuh} converges to ∇νjv strongly in L1, it turns
out that the sequence {µjuh} is equibounded in L1(Q).
More precisely, the energy contribution of the integral of the functions µjuh concentrates at the interior
edges e˜ of the 1-skeleton of the triangulation D, and we claim that around any such edge the integral of
the energy density
µuh(x) :=
(|∇νuh(x)|2 + µ1uh(x)2 + µ2uh(x)2 + µ3uh(x)2)1/2 , x ∈ Q (3.5)
is bounded (up to an absolute multiplicative constant) by the mean curvature |HP (e)| of P at the edge
e that projects onto e˜. Actually, we shall see that it converges to the product of the length l(e) times
the dihedral angle θe of the edge.
Recalling (2.15), on account of the first definitions from (2.1) and (2.3) we definitely obtain:∫
Q
|ξ(0)uh | dx =
∫
Q
√
guh dx→
∫
Q
√
1 + |∇v|2 dx = A(P )
∫
Q
|ξ(1)uh | dx =
∫
Q
µuh(x) dx→ E˜H(P ) , sup
h
∫
Q
|ξ(1)uh | dx ≤
π
2
· EH(P ) <∞ .
Since the argument is local, the claim can be checked by considering (without loss of generality) the
case when e˜ is parallel to the direction e2, i.e., the wedge product of the unit normals n1 and n2 of the
two triangles of P that meet at the edge e is a vector of the type (0, λ, µ), where λ 6= 0. In this case,
inside the two triangles we must have ∇v ≡ (a, c) and ∇v ≡ (b, c), respectively, for some real constants
a, b, c. By using the formula (2.7), it turns out that the dihedral angle at the edge e is
θe = arcsin
( |b− a|√1 + c2√
1 + c2 + b2 · √1 + c2 + a2
)
.
Since moreover θe agrees with the angle between the two planar vectors (
√
1 + c2, a) and (
√
1 + c2, b),
we equivalently have:
θe =
∣∣∣arctan( b√
1 + c2
)
− arctan
( a√
1 + c2
)∣∣∣ . (3.6)
For h large, we denote by Ih(e˜) the open set given by the points in Q whose distance from the edge
e˜ is smaller than 1/h and whose distance from the vertexes of the edge e˜ is greater than 1/h. In Ih(e˜),
it turns out that the second derivative ∂2uh ≡ c whereas the first derivative ∂1uh only depends on the
first variable x1, and actually it takes values in the segment with end points a and b. This yields that
∂2νuh ≡ 0 and ∂1νuh only depends on the first variable x1. As a consequence, we have |∇νuh | = |∂1νuh |
and also µjuh = −c · ∂1νjuh , for j = 1, 2, 3, which yields:
µuh(x) =
√
1 + c2 · |∇νuh (x)| , |∇νuh (x)| = |∂1νuh(x)| , ∀x ∈ Ih(e˜) .
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Furthermore, since we have
νuh(x) =
1√
1 + c2 + f2h(x)
(−fh(x), c, 1) , fh(x) := ∂1uh(x)
we readily compute on Ih(e˜)
|∇νuh | =
√
1 + c2 · |∂1fh|
1 + c2 + fh
2 =
∣∣∣∂1 arctan( fh√
1 + c2
)∣∣∣ .
As a consequence, using that fh = ∂1uh is equal to a and b on the lateral sides of the set Ih(e˜), and
denoting by L the length of e˜, on account of formula (3.6) we get the estimate:∫
Ih(e˜)
µuh(x) dx =
√
1 + c2
∫
Ih(e˜)
|∇νuh | dx ≤
√
1 + c2 · L · θε + o(1/h) ,
where o(1/h)→ 0 as h→∞. Finally, observing that √1 + c2 ·L is equal to the length l(e) of the edge
e, we have obtained:
lim
h→∞
∫
Ih(e˜)
µuh(x) dx = l(e) · θe ≤
π
2
· |HP (e)| .
Since the energy of µuh concentrates near the edges e, the claim is proved and the proof is complete
under the additional assumption that v is constant in a small neighborhood of the boundary ∂Q.
In general, one has to argue similarly as above, but this time using a procedure as in the density
result by Anzellotti–Giaquinta [4], i.e., by stepping down the size of the mollification when going to the
boundary of ∂Q, compare e.g. Thm. 1 in [7, Sec. 4.1.1]. We omit any further detail. 
Proof of Proposition 3.4: Let the tiles α0, . . . , αk−1 be numbered in order around the vertex V .
Let us fix the index j ∈ Zk. Let αj−1, αj , αj+1 be three consecutive tiles, Nj−1, Nj, Nj+1 their normal
vectors and θj the angle of the tile αj in V . Consider the geodesical triangle Tj of vertexesNj−1, Nj , Nj+1.
If we prove that its area is bounded by 2πθj we are done, since the geodesical triangles Tj, j ∈ Zk, cover
all of G hence
A(G) ≤
∑
j∈Zk
A(Tj) ≤ 2π
∑
j∈Zk
θj ,
i.e. the thesis. Let us prove that
A(Tj) ≤ 2πθj . (3.7)
The normal vectors Nj−1 and Nj determine the direction of their common edge ej−1 (which is Dj−1 =
Nj−1 ∧ Nj). The edge ej, being in the tile αj has a direction Dj ⊥ Nj . Moreover the distance on the
Gauss sphere between the directions Dj−1 and Dj is precisely the angle θj between the edges ej−1 and
ej . Since the edge ej belongs also to the tile αj+1, one has Nj+1 ⊥ Dj. Hence Nj and Nj+1 both
belong to the same maximum circle of directions perpendicular to Dj and their distance on the Gauss
semi-sphere is at most θj . Considering the equator Ej containing Nj and Nj−1, the geodesical triangle
Tj is all contained in the strip between Ej and one of its parallels at a distance θj . Since the area of this
sector is less than 2πθj , the estimate (3.7) follows. 
Proof of Proposition 3.8: The hypothesis of ellipticity at the vertex V , means that the geodesical
polygon of vertexes N0, . . . , Nk−1 in the Gauss half-sphere is a geodesically convex polygon coinciding
with the geodesical envelope G of N0, . . . , Nk−1.
By elementary spherical geometry, the area A(G) of such a geodesical polygon is given by
A(G) =
k−1∑
j=0
γj − (k − 2)π , (3.8)
where γj is the angle between vertexes Nj−1, Nj , Nj+1. If we prove that γj + θj = π for every j, equation
(3.8) reduces to (3.3) and the proposition is proved.
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In order to compute γj + θj we interpret these angles as geodesical arcs on the Gauss sphere.
As already observed in the proof of Proposition 3.4, the number θj is the distance between Dj−1 and
Dj on the Gauss sphere, which are two points on the equator relative to the pole Nj and perpendicular
to Nj−1 and to Nj+1, respectively.
On the other hand, the angle γj in Nj is the distance between the points Ej and Ej+1 on the same
equator relative to Nj , on the geodesic arc connecting Nj to respectively Nj−1 and Nj+1.
Let Fj be the point opposite to Ej on the Gauss sphere. Our thesis is equivalent to the fact that the
distance Ej+1Fj is equal to θj, i.e., to the distance DjDj+1. Adding to both arcs the arc Ej+1Dj , it is
equivalent to show that the arcs FjDj and Ej+1Dj+1 are congruent, which is implied in turn by the fact
that given any point P 6= Nj , the points on the equator of Nj of type E (on the geodesic connecting
Nj and P ) and of type D (perpendicular to Nj and P ) lie clearly at a right angle (a distance of π/2),
regardless of the choice of P : indeed D is a pole relative to the equator through Nj and P , which contains
also E. 
4 The Gauss curvature in Schwarz-Peano example
In this section, we consider again the lateral surface of a cylinder Σ and the polyhedral surfaces Pm,n
given by 2mn congruent isosceles triangles, as defined in Sec. 2. As we have seen, as m and n go to
infinity the area of the polyhedral surfaces may or may not go to the area of the cylinder, depending
on the relative rates of the two parameters going to infinity. We will show that the equality given by
Proposition 3.8 for elliptic vertexes of a polyhedral surface drastically fails in this case, where the vertexes
are of parabolic type, see Definition 3.6.
As the computation is way more complicated in this case, we put R = H = 1, thus the principal
curvatures are k1 = 0 and k2 = 1 and the Gauss curvature is zero. Since the polyhedral surface is
developable, the Gauss curvature is equal to zero at each vertex V . But it cannot be estimated properly
by the area in the Gauss sphere of the geodesical envelope of the normals of triangles concurring in V .
Indeed, let us put ourselves near a vertex V of the polyhedral surface Pm,n and estimate the area
in the Gauss sphere of the geodesical envelope of the six normals (Nj , j = 1, . . . , 6) to the six triangles
concurring in V . Calculating the normals Nj and approximating all the trigonometric functions that
appear (keeping in mind that we’ll let m and n go to infinity) one gets:
N1 =
1√
π2n2 +m2
(0,−m,πn) N4 = 1√
π2n2 +m2
(0,m, πn)
N2 =
1√
2α2m10 + n2
(−αm5,−αm5, n) N5 = 1√
2α2m10 + n2
(αm5,−αm5,−n)
N3 =
1√
2α2m10 + n2
(−αm5,−αm5,−n) N6 = 1√
2α2m10 + n2
(αm5,−αm5, n) ,
where α is a positive constant, not depending on n and m. The two diagonals N2N5 and N3N6 are
congruent. The area of the geodesical hexagon con be roughly estimated by the product of the Euclidean
distances d1 = |N2 − N5| = |N3 − N6| and d2 = |N1 − N4|. The distance d1 lies between
√
2 and 2,
regardless of m and n:
√
2 < d1 = 2 ·
√
α2m10 + n2√
2α2m10 + n2
< 2 ,
while
d2 =
2m√
π2n2 +m2
.
Thus if m = n, one has d2 =
2√
π2 + 1
and hence the area of the hexagon is greater than a positive
constant independent from m. The same holds if m = nk, for k > 1.
On the other hand, if n = mk, k > 1, then
d2 ≃ 2m1−k
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which indeed goes to zero. But the number of vertexes in the triangulation is nm = mk+1, so the total
area in the whole polyhedral surface is of the order of m2 and definitely it diverges, as m→∞.
A smarter triangulation. By choosing a different triangulation of Σ, it turns out that area,
mean curvature, and Gauss curvature behave as expected. Indeed by inscribing a prism Qn with base a
regular n-agon in Σ and then triangulating the lateral faces of the prism as we like, we have:
i) the lateral area of the prism Qn goes to the area of Σ as n→∞;
ii) the mean curvature concentrated in each side of the prism (elsewhere the mean curvature vanishes)
is H times half the curvature at a vertex of the regular n-agon, i.e.
1
2
(
π − (n− 2)π
n
)
=
π
n
,
hence the total mean curvature on Qn is equal to πH , i.e., to the total mean curvature of Σ;
iii) the Gauss curvature is zero at each vertex, since the triangulation is developable;
iv) in the Gauss sphere, the area of the geodesical envelope of the normals of triangles concurring to
a vertex V is zero, since either all normals coincide (if V is inside a face of the prism) or there are
only two different normals (if V is on an edge of the prism) and hence their geodesical envelope is
an arc of geodesic.
Thus it is possible to approximate the cylinder Σ with inscribed polyhedral surfaces Qn in such a way
to have that area, mean curvature and Gauss curvature go to those of Σ as n→∞, and that the equality
of Proposition 3.8 holds.
The Schwarz-Peano example shows that in general, this procedure has to be done in a smart way,
depending on the geometry of the surface Σ, as in general not all triangulations work properly.
5 BV and measure properties
In this section we analyze the structure properties of continuous functions with finite relaxed energy.
The celebrated theorem by L. Tonelli asserts that the membership of a continuous function u : Q→ R
to the class BV(Q) is equivalent to the existence of a sequence of piecewise affine functions uniformly
converging to u and whose graphs have equibounded area, compare below. We shall see that a similar
statement holds true with our notion (cf. (2.4)) of relaxed area:
Proposition 5.1 Let u : Q→ R be continuous. Then u ∈ BV(Q) if and only if A(u,Q) <∞.
BV-property. Now, if u is a continuous function with finite relaxed energy E(u,Q), see (2.5), then
it has finite relaxed area A(u,Q), whence u is a function of bounded variation. As a consequence, the
outward unit normal νu is well defined a.e. on Q by νu := g
−1/2
u (−∂1u,−∂2u, 1), where gu := 1+ |∇u|2,
but in term of the approximate partial derivatives of u, see [2]. In this section we shall prove the following:
Theorem 5.2 Let u be a continuous function with finite relaxed energy E(u,Q), see (2.5). Then the
outward unit normal νu : Ω→ S2 is a function of bounded variation in BV(Q,R3).
For this purpose, we first point out that Proposition 3.1 and a diagonal argument yields:
Corollary 5.3 Let u : Q → R be a continuous function with finite relaxed energy E(u,Q). Then there
exists a sequence of smooth functions uh : Q→ R such that uh converges to u strongly in L1(Q), and
sup
h
(A(uh, Q) + F1(uh, Q)) ≤ C · E(u,Q)
for some absolute constant C > 0, not depending on u.
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On account of Corollary 5.3, the BV-property in Theorem 5.2 will be obtained below through a slicing
argument, by exploiting analogous results from [1] for the total curvature of Cartesian curves.
The mean curvature energy term. As it is clear in the smooth case, the BV-property of the
unit normal νu does not guarantee a bound to the (relaxed) energy corresponding to the mean curvature.
For this purpose, we introduce a suitable class of distributions that retain all the information.
The distributional divergence of an L1-vector field σ : Q→ R2 is well-defined by duality through the
formula
〈Div σ, ϕ〉 := −
∫
Q
σ(x) • ∇ϕ(x) dx , ϕ ∈ C∞c (Q˚)
where • denotes the scalar product in R2. If e.g. u : Q→ R is a continuous function with finite relaxed
energy, on account of Theorem 5.2 we can define the vector fields σju ∈ L1(Q,R2) through the formula
σju := (−νju ∂2u, νju ∂1u) , j = 1, 2, 3 .
When u is smooth, say of class C2, using that ∂21,2u = ∂
2
2,1u and integrating by parts, we get
〈Div σju, ϕ〉 =
∫
Q
(∂1u ∂2ν
j
u − ∂2u ∂1νju)ϕ(x) dx
for each ϕ ∈ C∞c (Q˚), and hence Div σju is an absolute continuous signed measure
Div σju = div σ
j
u L2 Q
with density equal to the pointwise divergence of σju. Moreover, we have div σ
j
u(x) = µ
j
u(x) for each
x ∈ Q where, according to (3.4),
µju(x) :=
∣∣∣∣ ∂1u(x) ∂2u(x)∂1νju(x) ∂2νju(x)
∣∣∣∣ . (5.1)
Polyhedral surfaces. In case of polyhedral surfaces, the energy term EH(P ) in (2.1) can be seen
as the total variation of a suitable vector-valued measure involving the above terms. More precisely, if u
is a Lipschitz function on Q = [0, 1]2, it is well defined the vector-valued measure mu := (m
1
u,m
2
u,m
3
u),
where
mju := (Dν
j
u,Div σ
j
u) , j = 1, 2, 3 .
Proposition 5.4 Let u be continuous on Q and affine on each triangle of a finite triangulation D of
the domain Q. Then, the measure mu is concentrated on the 1-skeleton of D, and we actually have:
|mu|(Q˚) = EH(P ) (5.2)
where P is the polyhedral surface given by the graph of u.
Measure property. More generally, we shall prove the following:
Theorem 5.5 Let u be a continuous function with finite relaxed energy E(u,Q), see (2.5). Then for
each j = 1, 2, 3 the distributional divergence Div σju is a finite measure, i.e.,
sup{〈Div σju, ϕ〉 | ϕ ∈ C∞c (Q˚) , ‖ϕ‖∞ ≤ 1} ≤ C · E(u,Q) <∞
for some absolute constant C > 0, not depending on u. Moreover, the decomposition
Div σju = µ
j
u L2 Q+ (Div σju)s (5.3)
holds, where µju is defined L2-a.e. on Q by (5.1), and (Div σju)s is singular w.r.t. the Lebesgue measure.
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The Gauss curvature energy term. As to the Gauss curvature energy, we do not have
an analogous to Proposition 5.4. More precisely, for polyhedral surfaces, the Gauss curvature can be
represented as a sum of Dirac masses concentrated at the 0-skeleton of the triangulation. However, such
Dirac masses cannot be seen as derivatives of functions depending on u. This can be checked if one
considers the current GGu associated to the Gauss graph of u, see [10]. Its boundary lives upon the
1-skeleton of D. Adding a suitable current Σ, whose mass is equal to the energy term E˜H(P ) in (2.3),
one sees that the current GGu +Σ has a boundary that is supported upon the 0-skeleton of ∆. Filling
the holes this way obtained in the Gauss sphere, one can define a vector-valued measure whose mass is
related to the Gauss curvature energy term. We refer to [10] for further details.
However, as a consequence of Corollary 3.9 we have:
Proposition 5.6 Let u be a continuous function with finite relaxed energy E(u,Q), see (2.5). Let
 ∂1ν1u ∂2ν1u∂1ν2u ∂2ν2u
∂1ν
3
u ∂2ν
3
u


be the matrix of the approximate partial derivatives of the unit normal. If u is strictly convex (or strictly
concave), then all the 2× 2-minors of the above matrix are in L1(Q).
Remark 5.7 We expect that the claim in Proposition 5.6 holds true without assuming strict convex-
ity. However, we are not able to prove this fact, due to the drawbacks illustrated in Example 3.7 and
concerning parabolic and hyperbolic vertexes of a polyhedral surface.
Tonelli’s theorem. Following e.g. [6], in the classical definition by Tonelli, letting I = [0, 1],
and denoting by V1(x1) and V2(x2) the total variation in I of the functions u(x1, ·) and u(·, x2),
respectively, a function u : Q→ R has bounded variation provided that both the functions xi 7→ Vi(xi)
are summable in L1(I). In a modern sense, since u ∈ L1(Q), an equivalent property is requiring that
the distributional partial derivatives Diu are measures of finite total variation.
In one implication of Tonelli’s theorem, one assumes the existence of a sequence {Ph} of polyhedral
surfaces given by the graph of functions vh : Q → R such that the sequence {vh} converges to u
uniformly on Q, and such that suphA(Ph) = C <∞.
For any test function ϕ ∈ C∞c (Q˚) and for i = 1, 2, one has
〈Diu, ϕ〉 := −〈u, ∂iϕ〉 = − lim
h→∞
〈vh, ∂iϕ〉
whereas for each h
|〈vh, ∂iϕ〉| ≤ A(Ph) · ‖ϕ‖∞ ≤ C · ‖ϕ‖∞
where the real constant C > 0 is a uniform bound to the areas A(Ph) of the approximating polyhedral
surfaces, yielding to the required property |Diu|(Q) ≤ C <∞ for i = 1, 2, and hence that u ∈ BV(Q).
On the other hand, the converse implication in Tonelli’s theorem reduces to the following statement:
if a continuous function u belongs to the class BV(Q), then there exists a sequence {vh} of continuous
functions vh : Q → R which are affine on each triangle ∆ of a finite triangulation Dh of the square
domain, such that vh → u uniformly on Q and suphA(vh, Q) <∞.
In order to prove the above statement, firstly, by means of a convolution argument with a symmetric
mollifier, one defines a smooth sequence {uh} ⊂ C∞(Q) which converges to u uniformly on Q and such
that the integrals
∫
Q
|∇uh| dx converge to the total variation |Du|(Q). Secondly, by the smoothness
of uh, for each h one can easily find a polyhedral surface as above such that ‖vh − uh‖∞ ≤ 2−h and
A(vh, Q) ≤ C · A(uh, Q) for some absolute constant C > 0, not depending on h. A diagonal argument
yields the assertion.
Proofs. We now give the proofs of Proposition 5.1, Theorem 5.2, Proposition 5.4, Theorem 5.5, and
Proposition 5.6.
Proof of Proposition 5.1: One implication follows by arguing as above. In fact, if the graph of vh
is an inscribed polyhedral surface Ph = Ph(u,Dh) generated by the values (x, u(x)) at the points x in
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the 0-skeleton of a triangulation Dh of the domain Q, condition meshDh → 0 yields that vh uniformly
converges to u. As to the converse implication, if {vh} is the sequence in Tonelli’s theorem, we may and
do assume that meshDh → 0. Letting Ph = Ph(u,Dh), by uniform convergence of vh → u, one infers
(possibly passing to a subsequence) that suphA(Ph) ≤ C · suphA(vh, Q) for some absolute constant
C > 0. We omit any further detail. 
Proof of Theorem 5.2: If u : Q → R is continuous and with finite relaxed energy E(u,Q), by
Corollary 5.3 we may choose a smooth sequence uh : Q → R strongly converging to u in L1(Q) and
such that suph
(A(uh, Q)+F1(uh, Q)) ≤ C <∞. By Tonelli’s theorem, we already know that u ∈ BV(Q),
whence the outward unit normal νu is well defined L2-a.e. in Q in terms of the approximate gradient
of u, so that νu ∈ L1(Q, S2). Moreover, by (2.14) we have for each h
F1(uh, Q) =
∫
Q
√
guh
√
4H2uh − 2Kuh dx =
∫
Q
|ξ(1)uh | dx
and hence by the second line in (2.12) we get
sup
h
∫
Q
|∇νuh | dx ≤ sup
h
F1(uh, Q) <∞ .
As a consequence, by closure-compactness, see [2], possibly passing to a (not relabeled) subsequence, it
turns out that the sequence {νuh} weakly converges in the BV-sense to some map w ∈ BV(Q, S2).
We now claim that for i = 1, 2, and possibly passing to a (not relabeled) subsequence, the partial
derivatives ∂iuh converge L2-a.e. in Q to the approximate partial derivative ∂iu. This property implies
that the corresponding sequence {νuh} converges L2-a.e. in Q to the outward unit normal νu. We thus
have w = νu and hence νu ∈ BV(Q, S2). We recall, in fact, that by lower-semicontinuity of the total
variation w.r.t. the weak BV-convergence, one has |Dνu|(Q) ≤ lim infh
∫
Q
|∇νuh | dx <∞.
In order to prove the claim for e.g. i = 1, letting I = [0, 1], for each x2 ∈ I and t ∈ I we shall
denote ux2h (t) := uh(t, x2), and consider the smooth Cartesian curve c
x2
h (t) := (t, u
x2
h (t)). We have:∫
I
TC(cx2h ) dx2 ≤ A(uh, Q) + F1(uh, Q) ∀h . (5.4)
In fact, since c˙x2h (t) = (1, ∂1uh(t, x2)), we infer that guh(t, x2) ≥ |c˙x2h (t)|2. Furthermore, recalling
that the term 4H2uh(t, x2) − 2Kuh(t, x2) is equal to the sum of the square of the principal curvatures
to the graph surface Guh at the point (t, x2, u(t, x2)), such a quantity is greater than the square of the
curvature kcx2
h
of the curve cx2h at the point c
x2
h (t), where
kcx2
h
(t) =
∂21,1uh(t, x2)
(1 + ∂1uh(t, x2)2)3/2
, t ∈ I .
Since by the area formula
TC(cx2h ) =
∫
c
x2
h
|kcx2
h
| dH1 =
∫
I
|c˙x2h (t)| |kcx2h (t)| dt
we get ∫
I
TC(cx2h ) dx2 =
∫
I
(∫
I
|c˙x2h (t)| |kcx2h (t)| dt
)
dx2 ≤
∫
Q
√
guh
√
1 + 4H2uh − 2Kuh dt dx2
and hence the inequality (5.4) follows from the definitions in (2.14).
By Fatou’s lemma, we thus get∫
I
lim inf
h→∞
TC(cx2h ) dx2 ≤ lim infh→∞
∫
I
TC(cx2h ) dx2 ≤ sup
h
(A(uh, Q) + F1(uh, Q)) ≤ C <∞ .
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Moreover, following the notation from [1], and letting τx2uh (t) :=
c˙x2uh(t)
|c˙x2uh(t)|
, we observe that
|τ˙x2uh (t)| = |c˙x2uh(t)| |kcx2uh (t)| ∀ t ∈ I
and hence we have: ∫
I
lim inf
h→∞
∫
I
|τ˙x2uh (t)| dt dx2 ≤ C <∞ .
Therefore, by Rellich’s theorem, we can find a (not relabeled) subsequence, not depending on x2 ∈ I,
such that for L1-a.e. x2 ∈ I the sequence {τx2uh} converges weakly in the BV-sense to some function
wx2 : I → R4. Now, arguing as in the proof of [1, Thm. 5.7], we deduce that for L1-a.e. t ∈ I
wx2(t) =
c˙x2u (t)
|c˙x2u (t)| , c
x2
u (t) := (t, ∂1u(t, x2)) .
Since for L1-a.e. x2 ∈ I the sequence {τx2uh} converges L1-a.e. in I to wx2 , arguing as in [1, Cor. 5.9]
we conclude that the first partial derivative ∂1uh(t, x2) converges L2-a.e. in Q to the approximate first
partial derivative ∂1uh(t, x2), as required. 
Proof of Proposition 5.4: In order to check the equality (5.2), choose an element e˜ of the 1-skeleton
of D, and assume (without loss of generality) that it is parallel to the direction e2. Therefore, inside the
two triangles ∆1, ∆2 of D that meet at e˜ we have ∇u ≡ (a1, c) and ∇u ≡ (a2, c), respectively, so that
for i = 1, 2
νu|∆˚i = νi :=
1√
1 + c2 + a2i
(−ai, c, 1) .
If e is the edge in P that projects onto e˜, we thus have l(e) = |e˜| · √1 + c2, whereas
2 sin
(θe
2
)
=
√
2
√
1− cos θe , cos θe = ν1 • ν2 = 1√
1 + c2 + a21
· 1√
1 + c2 + a22
(1 + c2 + a1a2) .
On the other hand, we have
(σ1u, σ
2
u, σ
3
u)u|∆˚i =
1√
1 + c2 + a2i
(−ai (−c, ai),−c (−c, ai), (−c, ai))
so that on the line segment e˜ we compute:
|m1u|(e˜) =
√
1 + c2 ·
∣∣∣ a1√
1 + c2 + a21
− a2√
1 + c2 + a22
∣∣∣
|m2u|(e˜) =
√
1 + c2 ·
∣∣∣ c√
1 + c2 + a21
− c√
1 + c2 + a22
∣∣∣
|m3u|(e˜) =
√
1 + c2 ·
∣∣∣ 1√
1 + c2 + a21
− 1√
1 + c2 + a22
∣∣∣
and definitely we get:
|mu|(e˜) =
√
1 + c2 ·
√
2
√
1− cos θe
which yields (5.2), on account of (2.1). 
Proof of Theorem 5.5: Let {uh} be the smooth sequence given by Corollary 5.3. Since
Div σjuh = div σ
j
uh
L2 Q , div σjuh(x) = µjuh(x) ∀x ∈ Q
where µjuh(x) is given by (3.4), whereas by (2.14), (2.15), and (3.5) we estimate∫
Q
|µjuh(x)| dx ≤
∫
Q
|µuh(x)| dx =
∫
Q
|ξ(1)uh (x)| dx = F1(uh, Q)
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for j = 1, 2, 3, possibly passing to a subsequence we deduce that the sequence of measures Div σjuh
weakly converges to a signed measure mj. By lower-semicontinuity, we have
|mj |(Q) ≤ lim inf
h→∞
|Div σjuh |(Q) = lim infh→∞
∫
Q
|µjuh(x)| dx ≤ C · E(u,Q) <∞
and hence mj has finite total variation. We now claim that the following decomposition holds:
mj = Div σju + (m
j)s
where the component (mj)s is singular with respect to the Lebesgue measure. In fact, as a consequence
we also get
|Div σju|(Q) ≤ |mj|(Q) ≤ C · E(u,Q) <∞ .
In order to prove the claim, we recall that in the proof of Theorem 5.2 we have shown that, possibly
passing to a (not relabeled) subsequence:
i) the sequence of gradients ∇uh converge L2-a.e. in Q to the approximate gradient ∇u ;
ii) the sequence uh weakly converges in the BV-sense to u ∈ BV(Q) ;
iii) the sequence of unit normals {νuh} weakly converges in the BV-sense to the unit normal νu ∈
BV(Q, S2).
By these properties, for each ϕ ∈ C∞c (Q˚), possibly passing to a subsequence we deduce that σjuh(x)→
σju(x) for L2-a.e. x ∈ Q, whence:
〈mj , ϕ〉 = lim
h→∞
〈Div σjuh , ϕ〉 = − limh→∞
∫
Q
σjuh • ∇ϕdx = −
∫
Q
σju • ∇ϕdx+ 〈(mj)s, ϕ〉
where the measure (mj)s is singular w.r.t. the Lebesgue measure L2 Q. The claim follows on account
of the definition of distributional divergence Div σju. On the other hand, for each h
−
∫
Q
σjuh • ∇ϕdx =
∫
Q
µjuh · ϕdx
whereas µjuh → µju for L2-a.e. x ∈ Q. This implies the decomposition (5.3), as required. 
Proof of Proposition 5.6: If u is a strictly convex (or concave) function with finite relaxed energy,
and P is a polyhedral graph inscribed in the graph of u, it turns out that each vertex of P is of elliptic
type. Therefore, by Corollary 3.9, and by a diagonal argument, we can find a sequence of smooth functions
uh : Q → R uniformly converging to u and such that suph F2(uh, Q) ≤ C · E(u,Q), where C > 0 is
an absolute constant. The claim readily follows on account of (2.14) and (2.15), by lower-semicontinuity
and by the a.e. convergence of ∇νuh to the approximate gradient ∇νu. 
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