We address a problem of estimation of an unknown regression function f at a given point x 0 from noisy observations y i = f (x i ) + e i , ; i = 1, ..., n. Here x i ∈ R k are observable regressors and (e i ) are normal i.i.d. (unobservable) disturbances. The problem is analyzed in the minimax framework, namely, we suppose that f belongs to some functional class F , such that its nitedimensional cut F n = {f (x i ), f ∈ F, i = 0, ..., n, } is a convex compact set. For an arbitrary xed regression plan X n = (x 1 ; ...; x n ) we study minimax on F n condence intervals of ane estimators and constructan estimator which attains the minimax performance on the class of arbitrary estimators when the condence level approaches 1. Abstract: We address a problem of estimation of an unknown regression function f at a given point x 0 from noisy observations y i = f (x i ) + e i , ; i = 1, ..., n. Here x i ∈ R k are observable regressors and (e i ) are normal i.i.d. (unobservable) disturbances. The problem is analyzed in the minimax framework, namely, we suppose that f belongs to some functional class F, such that its finite-dimensional cut F n = {f (x i ), f ∈ F, i = 0, ..., n, } is a convex compact set. For an arbitrary fixed regression plan X n = (x 1 ; ...; x n ) we study minimax on F n confidence intervals of affine estimators and construct an estimator which attains the minimax performance on the class of arbitrary estimators when the confidence level approaches 1.
INTRODUCTION
Efficient non-parametric estimation of a regression function f : R k → R based on its noisy observations y i = f (x i ) + e i , i = 1, . . . , n (1) at some given design points x i ∈ R k is one of the basic problems for many applications including non-linear system identification, see, e.g., Ljung [1999] . Here the random noises e i are supposed to be normal i.i.d. with Ee i = 0, Ee 2 i = σ 2 , σ > 0. We consider the problem of estimating f at a given point x 0 ∈ R k .
Recently, the Direct Weight Optimization (DWO) method has been proposed to solve a problem of such kind and its properties has been studied in the case when the unknown function f is continuously differentiable with Lipschitz continuous derivative having Roll et al. [2002, 2005] . Then in Juditsky et al. [2004] an adaptive version of the DWO procedure has be proposed which uses a data-driven choice of the corresponding Lipschitz constant.
To be more precise, the DWO estimator f n is a linear estimator of the form
where the vector ϕ = (ϕ 1 ; ...; ϕ n ) of weights is computed to minimize the Maximal Mean Square Error
over a given functional class F; X n = (x 1 , ..., x n ).
Observe that the value f (x 0 ) to be estimated can be seen as a linear functional of unknown "signal" f . The classical problem of estimation of linear functionals has received much attention in the statistical literature -some important references here are, for instance, Ibragimov, Khas'minskij [1984] , Donoho, Liu [1987] , Donoho, Low [1992] , Donoho [1995] , Cai, Low [2003] . Some important results for this problem have been obtained in the whitenoise model. In particular, Donoho [1995] has shown that when it is known a priori that unknown signal belongs to a convex compact class, for several risk measures, the minimax affine estimator attains the risk bounds which coinside (up to an absolute constant) with the minimax risk. Recently in Juditsky, Nemirovski [2008] analogous results for different observation models were obtained. Our objective here is to study the implications of the theory of minimax affine estimation in the regression problem (1).
In the current paper the precision of an estimator f of f (x 0 ) is measured with the length of the confidence interval for f (x 0 ) at a given level of confidence. I.e., given a tolerance level ǫ ∈ (0, 1), we define the ǫ-loss of such an estimate at f by
where, with some abuse of notation, we denote by P f the distribution of observations y = (y 1 ; ...y n ) associated with signal f and regressors X n = (x 1 , ..., x n ).
We consider the estimation problem in the minimax context, i.e. we suppose that the a priori information about unknown f amounts to the fact that f belongs to some functional class F.
The maximal risk of the estimator f is given with
Then the minimax optimal ǫ-risk is
where the infimum on the RHS is taken over all measurable estimation functions f = f (X n , y). We say that an estimator f = f ϕ is affine if it is of the form
where ϕ = (ϕ 1 ; ...; ϕ n ). We denote with RA ǫ the best ǫ-risk which can be attained by an affine estimator:
As we shall see later (cf Section 4), in the case when the functional class is symmetric with respect to the origin, the affine estimator reduces to the linear one.
The rest of the paper is organized as follows: we formulate the problem statement in the next section, then we present the main result on the properties of affine regression estimators in Section 3 and give the construction of the minimax affine estimator in Section 4. Finally, the theorem proof is provided in the appendix.
PROBLEM STATEMENT
Observe that our estimation problem is essentially (n + 1)-dimensional. Indeed, given the fixed design
The following assumption is of primary importance here: Assumption 1. We suppose that the functional class F is such that its cross-section F n = {ū ∈ E| f ∈ F} is a convex and compact set in E, E being some finite-dimensional Euclidean space.
Note that Assumption 1 holds true for a wide range of nonparametric regression problems. For instance, it clearly holds for the functional classes in the examples below.
Holder class F x0 (ℓ + 1, L) . Let ℓ ∈ N, and F be the set of function f :
where P ℓ (x 0 , ·) is the Taylor polynomial of order ℓ (here |a| stands for the Euclidean norm of a), with the extra constraints
The simplest example of such a class is the Lipschitz class
Another example is supplied by the class F x0 (2, L) of bounded regular functions with Lipschitz-continuous derivative:
It is obvious that any cross-section F n with finite x i , i = 1, ..., n, is a convex compact set of R n+1 . Further, this set is efficiently computationally tractable, conditioned that so are the sets S (j)
and any x ∈ R k we have the representation
where β = (β 0 ; ...; β M ) ∈ B M , B M being a convex and compact subset of R M +1 . Then, clearly,
Class M (L) of bounded monotone functions . Let F be a class of functions which are monotone increasing on R such that |f (x)| ≤ L for any x ∈ R. Let x (0) ; ...; x (n) be an increasing rearrangement of X n . Then
is a compact convex set.
A reader can easily produce other examples of functional classes which ensures that the corresponding F n are convex and compact subsets of R n for any finite (n + 1)-uple x 0 , ..., x n . Observe also that more sets of the sort can be obtained as intersections of such sets, etc.
MAIN RESULT
We have the following result: Theorem 1. Suppose that Assumption 1 holds. Then for any ǫ ∈ (0, 1/2] one can point out an affine estimator f ǫ satisfying the relation
where erfinv(ǫ) is the inverse of the error function
Therefore, erfinv(ǫ/2)/ erfinv(ǫ) → 1 as ǫ → +0.
In other words, for small tolerance levels ǫ, the risk of the best affine estimator becomes arbitrary close to the exact minimax risk in our setup:
CONSTRUCTION OF THE MINIMAX AFFINE ESTIMATOR
In order to compute the affine estimator f ǫ =φ T y +φ 0 which attains the bound (3) one can act as follows:
By theory of convex programming an optimal solution (ũ,ṽ) to this problem can be augmented by Lagrange multiplier ν ≥ 0 such that the vectors
belong to normal cones of F n at the pointsũ,ṽ, respectively:
and νg(ũ,ṽ) = 0.
2) There are two possible cases: (a) ν = 0 and (b) ν > 0. In the case of (a), (6) implies that (ũ,ṽ) is an optimal solution to the problem obtained from (5) by eliminating the constraint g(ū,v) ≤ 0, that is,ṽ 0 is the maximum, and u 0 is the minimum of u 0 on F n . In this case, an estimate which reproduces u 0 ,ū ∈ F n , with the risk
. Note that this case indeed takes place when ǫ is small enough, that is, given the number of observations, our reliability requirement is too strong to allow for a nontrivial estimation. Now assume that (b) is realized, i.e. ν > 0. In this case, our estimation is
(note that we can use the definitions (7) and (8) forφ and ϕ 0 for ν ≥ 0).
Example. Let us consider the simple case when unknown function f belongs to the class F x0 (2, L) of regular functions with Lipschitz-continuous gradient (2). In this case the set F n is defined by the system of n + 1 affine and one quadratic inequalities. Indeed,ū = (u 0 ; u 1 ; ...; u n ) ∈ F n iff there is w ∈ R k such that (ū, w) ∈ ∆, where
The set F n is symmetric, thus the constant termφ 0 vanishes and the constraintū,v ∈ F n in the problem (5) is equivalent tod ≡ Let f : R → R be the quadratic function f (x) = 4x 2 + 5x + 5.
We are to recover f on the regular grid X = {0 : 0.1 : 2} ⊂ [0, 2] given n = 20 observations
where x i ≥ 0 i = 1, ..., n are from the standard normal distribution, and e i ∼ N (0, 2). A typical recovery for ǫ = 0.01 is presented on Fig. 1 . On Fig. 2 we present the optimal weights ϕ i , i = 1, ..., 20 for estimation of f (0); on Fig. 3 the corresponding weights for estimation of f (1) are plotted. As it was already noticed in Roll [2003] , in this case the weights ϕ i depend piece-wise quadratically on x.
Let us consider now a simple bi-variate quadratic function f : R 2 → R as follows: Roll [2003] , p. 98). Suppose that we want to recover f on the regular 6 × 6 grid X = {0 : 0.4 :
given n = 20 noisy observations taken at the points x i i = 1, ..., n in the positive quadrant, sampled from the standard normal distribution on R 2 , and the independent disturbances e i satisfy e i ∼ N (0, 2).
A typical result of minimax linear recovery tuned for ǫ = 0.01 is presented on Fig. 4 . Veroyatn. Primen. 29:1, 19-32, 1984. Juditsky, A., Nazin, A., Roll, J., and Ljung, L 
APPENDIX
We present here the proof of Theorem 1.
For the sake of conciseness we use the notation u 0 = f (x 0 ) and
where η ∼ N (0, 1), and we have for anyū = (u 0 ; u) ∈ Fn:
In the same way we get
Let us denote
If we set
then for any ϕ ∈ R n the R-risk of estimation u,
is bounded with S(ϕ; ǫ) where
Let now
Observe that Ψ(ϕ;ū,v; ǫ) is linear inū,v and convex in ϕ. Further, Fn being compact, one can exchange min and max in (10), so that
The minimization with respect to ϕ is immediate: the infimum is −∞ if |u − v| > 2σ erfinv(ǫ/2), and is 1 2
Note that this problem is solvable. Let us denoteũ = (ũ 0 ; ...;ũn) andṽ = (ṽ 0 ; ...;ṽn) an optimal solution to (11). The lower bound for the ǫ-risk for this one-dimensional subproblem can be easily obtained using a simple 2-point test problem (cf., for instance, Stark [1992] ). We present its proof here for the sake of completeness.
Suppose that for some κ > 0 and ǫ ≤ 1/2 Risk * ǫ (F ) + κ ≤ erfinv(ǫ) erfinv(ǫ/2) S(ǫ).
Let ε = 2ǫ. Observe that S(ε) is a positive and concave function of γ = erfinv(ε/2) (by (9) it is a minimum of affine in γ functions). As S(1) = 0, for any 0 < ǫ ≤ υ ≤ 1, S(υ) erfinv(υ/2) ≥ S(ǫ) erfinv(ǫ/2) , and S(ε) ≥ erfinv(ǫ) erfinv(ǫ/2) S(ǫ).
Let nowũ andṽ be an optimal solution to (11). Note that (12) implies, by definition of ǫ-risk, the existence of ǫ ′ < ǫ and of estimate u such that sup u∈{ũ,ṽ}
Consider the test ψ(y) = 1l u ≥ 
On the other hand,ũ andṽ satisfy |ũ −ṽ| ≤ 2σ erfinv(ε/2).
It is obvious that the optimal risk of (the sum of probabilities of errors) any test ofũ againstṽ is not less than ε = 2ǫ, what contradicts (13).
