The quasivariety of groupoids (N, * ) satisfying the implication a * b = c * d ⇒ a * d = c * b = a * b generalises rectangular semigroups and central groupoids. We call them rectangular groupoids and find three combinatorial structures based upon arrays, matrices and graphs that are closely related.
Introduction
We take a class of groupoids satisfying an implication that generalises rectangular semigroups and central groupoids [7] . Akin to [8] we find three combinatorial structures based upon arrays, matrices and graphs that are closely interrelated with these algebras. Note that the implication
Definitions
is sufficient to show rectangularity by the symmetry of the equality relation.
Definition 2.
Let M be an n × n array with entries from {1, . . . , n}. M has property P 1 iff
This means that if two distinct elements appear in some row, then they both cannot appear in some column and vice versa.
A simple example is to fill the array entirely with one element. Then no pairs occur in rows or columns and we are trivially finished. We will call an array full if {M ij : i, j ∈ 1, . . . , n} = {1, . . . , n}. The following two arrays satisfy P 1 and are full. In the following we will use the term graph to mean directed graph and will explicitly mention undirected graphs when appropriate.
Definition 3.
Let N = {1, . . . , n}, (N, R) and (N, G) be two graphs on the node set N that we will call the red and green graphs. We say this graph pair has property P 2 iff for every pair of nodes a, b ∈ N, there is a unique red-green path between them, i.e. ∃!c ∈ N s.t. (a, c) ∈ R and (c, b) ∈ G.
One can talk about these as idealised product distribution graphs. Let every node on N represent a producer and a consumer. We use R to represent the transport to a distribution centre and G to represent the transport from a distribution centre to the consumer. Let us take an extremely simple example. A farmers' market has a unique distribution centre, a selected node a ∈ N with R = {(x, a) : x ∈ N}; all farmers take their produce to the market at a and G = {(a, x) : x ∈ N}.
The farmers take what they need back from the market.
Definition 4.
Let A, B be two n × n 0, 1-matrices. We say the pair (A, B) has the property P 3 iff AB = J, the matrix consisting of all 1s.
Relations
We proceed now to show that these four concepts are closely related. This first result echoes the connection between Latin squares and quasigroups. (⇐) Let (A, * ) be a rectangular groupoid and label A = {1, . . . , n}. We create the array M with entry M ab = a * b. Suppose two distinct elements x, y appear in some column and in some row. Let the row be a and the column be b. Then there exist some c, d ∈ A such that a * c = x and d * b = x so by the rectangularity property a * b = x. However the same argument applies to y in the same row and column so a * b = y so x = y and we see that our array satisfies P 1 .
Theorem 6.
Two graphs (N, R) and (N, G) have property P 2 iff their node-node incidence matrices I R , I G have property P 3 .
Proof. The (i, j) entry in the product I R I G counts how many length 2 paths from node i to node j exist with the first edge in (N, R) and the second edge in (N, G). Thus the graph pair (N, R), (N, G) satisfies P 2 iff I R I G has a 1 in each entry iff I R , I G have property P 3 .
The following two results bind the results above together using constructions from one model into the other. Proof. Let a, b ∈ N be two nodes. There is a red edge (a, a * b) ∈ R and a green edge (a * b, b) ∈ G so we have at least one red-green path from a to b.
Suppose there is a second red-green path from a to b, (a, x) ∈ R, (x, b) ∈ G, so there exist some c, d ∈ N such that x = a * c and x = d * b. By rectangularity, x = a * b, a contradiction.
For any groupoid we can define such a graph pair, the properties of which will depend upon the properties of the groupoid. For instance quasigroups (i.e. the groupoids derived from Latin squares) and only quasigroups will give us two complete graphs. Commutative idempotent semigroups (i.e. semilattices) give us the graphs of the order a ≤ b ⇔ a * b = b derived from the operation and the graph of the dual order. 
there is a red-green path from a to d via x and this is unique, so a * d = x.
The constructions are exact inverses of one another, so the graph pair derived from the groupoid derived from a graph pair is the same as the original graph pair.
Example 9.
Take the farmer's market example above with node set N and 1 ∈ N. This gives us the array M filled entirely with 1s having property P 1 , red graph having edges {(x, 1); x ∈ N} and green graph {(1, x); x ∈ N}, the rectangular groupoid (N, * ) with x * y = 1 for all x, y and the matrices A having all 1s in the first column and zeros elsewhere, B having 1s in the first row and 0s elsewhere such that AB = J: M = 
Then (N, E), (N, E) is a graph pair satisfying P 2 corresponding to the array M satisfying P 1 , the resulting groupoid with Cayley table M and the matrices BB = J.
Note that if A satisfies P 1 then so does the transpose A T . This dual structure has a correlate for all the properties above.
• If R is a set of pairs, letR = {(b, a) : (a, b) ∈ R}. Then the dual of a graph pair (N, R), (N, G) is the graph pair (N,Ḡ), (N,R).
A graph pair satisfies P 2 iff its dual does.
• The opposite groupoid (N, * )
opp is.
• Let A, B be 0, 1-matrices. Then
Special cases and related structures
A number of special classes of these structures exist and some have been studied previously. In this section we will look at some of these classes, their properties and their relations. First we consider associative rectangular groupoids, and then three types of symmetry. In terms of the matrices, we consider A = B, then AB = BA, and then finally A T = A and B T = B.
Associativity
In [12] the class of rectangular bands was introduced. A rectangular band (S, * ) satisfies the identity a * b * c = a * c as well as associativity and idempotence. They are constructed from two sets A, B with
Let (A, * ) be a rectangular groupoid with some I A such that for all a, b ∈ A, a * b ∈ I, i.e. A is not full. We call A a blowup of I.
As an example, let (A, * ) be a rectangular groupoid, n ̸ ∈ A, a ∈ A arbitrary but fixed. Define n * n = a * a and for all x ∈ A, n * x = a * x and x * n = x * a. Then (A ∪ {n}, * ) is a rectangular groupoid, a blowup of (A, * ) from a by n.
The farmer's market example is a repeated blowup of the trivial rectangular groupoid ({1}, * ). Let 
In the finite case the red graph is m copies of K n while the green graph is n copies of K m with each K n intersecting each K m precisely once. We can equivalently think of these as two orthogonal partitions of the given node set N of order nm. We will see a generalisation of this construction later in Section 3.4.
Central groupoids and UPP 2 graphs
In [7] Trevor Evans defined for a set A the groupoid (A × A, * ) with
generalising rectangular bands. These satisfy the equation (x * y) * (y * z) = y and groupoids satisfying this equation are called central groupoids.
In [8] Donald Knuth shows that these correspond to 0, 1-matrices B such that BB = J which are equivalent to graphs with a unique path of length 2 (UPP 2 ) between all node pairs [10, 13, 15] , which is the P 2 case with red and green graphs identical. Using the P 3 matrix formulation Knuth simplifies Evans' previous proof that the order of finite central groupoid must be of order n 2 with n idempotents for some positive integer n. The corresponding graph has n loop edges. This does not hold in the infinite case; the free central groupoid on one generator has no idempotents. The matrices have received special attention, e.g. [16] showing tight bounds on the possible ranks of the matrices, while circulant matrices have been more specifically investigated [11, [18] [19] [20] . Efforts to exhaustively enumerate small examples [3, 6] 
Matrix symmetry
If we demand a certain symmetry in P 3 we obtain another structure.
Definition 12.
Let A, B be n × n 0, 1-matrices. If AB = BA = J, then we call them matrix symmetric P 3 matrices.
Rectangular bands and central groupoids are matrix symmetric rectangular groupoids.
Theorem 13. A, B are matrix symmetric P 3 matrices iff the associated groupoid (N, * ) is a reduct of the algebra (N, * , •)
satisfying the equations
Proof. (⇒)BA = AB = J so we can translate this directly to the graph pair (N, R), (N, G) satisfying P 2 (i.e. unique red-green path) and the graph pair (N, G), (N, R) satisfying P 2 (i.e. unique green-red path). These give us respectively two rectangular groupoids (N, * ) and (N, •). We know that (a * 
which is rectangularity. Similarly we show rectangularity for (N, * ).
We can define the four graphs (N,
We will now show that
Similarly we see that G * = R • .
Thus we obtain the graph pair (N, R * ), (N, G * ) with the incidence matrices A, B so that AB = J. Since the graph pair
we obtain that BA = J and we are done. It is easily shown that matrix symmetric rectangular groupoids form a quasivariety.
Lemma 16.
In a matrix symmetric rectangular groupoid (A, * ) the square map φ * : x  → x * x is a permutation. 
Proof. The groupoid is a reduct of a central bigroupoid
(A, * , •). Let φ • : x  → x • x. Then φ * (φ • (x)) = φ * (x • x) = (x • x) * (x • x) = x so φ * φ • is
Undirected graphs
In the full associative case we saw that the two graphs are undirected. One can naturally ask in general when the graph pairs satisfying P 2 are undirected, i.e. every edge (a, b) has the opposite edge (b, a), which corresponds to the matrices being symmetric. The following shows that these graphs are a special case of matrix symmetric graphs. a • b, a) is green, giving a red-green path. However (a, a * b) is red and (a  *  b, b) is green, giving a second red-green path. By uniqueness we then know that a
and the converse of Theorem 13 applies, so BA = J. Let (a, a * b) be any red edge. From Theorem 13 we know that (b • a, a) is a red edge, but this is (a * b, a) so the red edge (a, a * b) is undirected. Thus the red graph is undirected. Similarly the green graph is undirected.
Note that it is possible for one graph to be undirected and the other directed, for instance the construction in Section 3.4.
Suppose the red graph was undirected. The rectangular groupoid associated would be full as for all a, b ∈ N, (a, a * b) ∈ R so there exists some c ∈ N such that (a * b, (a * b) * c) = (a * b, a) ∈ R, i.e. a = (a * b) * c.
Constructions and reductions
We investigate several constructions of these structures. First we will look at isotopism as a more general sense of equivalence. Then we will look at substructures and homomorphisms and then partition and Cayley graph constructions.
Isotopism as equivalence
Given an array A it is clear that reordering the columns or rows or permuting the entries in the array does not change whether or not the arrays satisfy property P 1 . The resulting change in the associated groupoid operation is called an isotopy. An isomorphism is a special type of isotopy with all three bijections the same. We say that two groupoids are in the same isotopism class if there is an isotopism between them. From the remarks at the beginning of this section and the equivalence from Theorem 5 we have the following.
Lemma 21. The quasivariety of rectangular groupoids is closed under isotopy.
The fact that all isotopes of a rectangular groupoid are also rectangular groupoids is noteworthy as most classes of interesting algebras are not closed under isotopism. Isotopes of groups are generally quasigroups, surprisingly enough recognisable by the quadrangle criterion [17] that is also based upon tabular properties of rectangles in the multiplication tables of groupoids. Obviously the class of all isotopes of groups is closed under isotopism. The class of all quasigroups is also closed under isotopism, as are the quasivarieties xy = xz ⇒ y = z, xy = zy ⇒ x = z and the varieties defined by the equations xy = xz and xy = zy respectively. The last two are subvarieties of rectangular groupoids. A forthcoming paper will investigate these properties more closely.
Transversals
A transversal of an array satisfying P 1 is a set of cells with the property that one cell lies in each row, one in each column, and one contains each symbol. The following result reflects a folklore result from Latin squares, where transversals, complete mappings and idempotence are closely related to questions of orthogonality. 
Let M be the array associated with (A, * ).
Because γ is a permutation, this means that T is a transversal of M and we are done.
The class of transversal rectangular groupoids is closed under the isotopy class operation. The class is full and includes the square permutative rectangular groupoids. It neither contains nor is contained within the class of square surjective rectangular groupoids. To see this we must consider an infinite example in order to have surjectivity without injectivity.
Consider (N 0 , * ) with 0 * x = 0 ∀x ∈ N 0 and a * x = a − 1 for all a ≥ 1, x ∈ N 0 . This is square surjective but all isotopes have two identical constant rows, so it has no transversal.
Let (A, * ) with A = {00, 01, 10, 11} be the 2 × 2 rectangular semigroup, α = γ be the identity permutation and β = (10 01). Then the multiplication table of the isotope is
• 00 01 10 11 00 00 00 01 01 01 00 00 01 01 10 10 10 11 11 11 10 10 11 11. This is isotopic to an idempotent rectangular groupoid, i.e. it is transversal, but is not square surjective.
Substructures, products and homomorphic images
There are a number of methods available to take structures and manipulate them to obtain new ones. Some of the classical methods are to take direct products, homomorphic images and substructures. These are most easily applied to the algebraic formulation as groupoids.
Because the class of rectangular groupoids has been written with a defining quasiidentity (1), we know that the class forms a quasivariety and thus is closed under the taking of subalgebras and direct products [5] . The following result shows that rectangular groupoids do not form a variety.
Theorem 23. The smallest variety containing the rectangular groupoids is the variety of all groupoids.
Proof. We demonstrate this by showing that for all groupoids (G, * ) there is a rectangular groupoid with (G, * ) as a homomorphic image. Let (G, * ) be a groupoid. Define an operation • on G × G by (a, b) • (c, d) = (a  *  c, c) . First we show that (G × G, •) is rectangular; then we show it has G as a homomorphic image.
is a homomorphic image of the rectangular groupoid (G × G, •). Thus the variety generated by rectangular groupoids is all groupoids.
We can thus say that there are no nontrivial equations satisfied by all rectangular groupoids. Many subclasses of rectangular groupoids are varieties. One natural subclass is the idempotent rectangular groupoids. The following example shows that these are also not closed under taking homomorphic images. We take the congruence with partition 1, 2, 3, 4|n to form the homomorphism: The homomorphic image on the right is not rectangular, so the class of idempotent rectangular groupoids is not closed under H. However the situation is not as with general rectangular groupoids.
Theorem 24. The variety generated by idempotent rectangular groupoids is a proper subvariety of the idempotent groupoids.
Proof. Let (N, * ) be an idempotent rectangular groupoid,
Since these equations hold for all idempotent rectangular groupoids they also hold for the generated variety V. The groupoid ({0, 1, 2}, * ) defined by the table * 0 1 2 0 0 2 2 1 0 1 2 2 0 1 2 is idempotent but does not satisfy the equation because (0 * 1) * 1 = 2 * 1 = 1 but 0 * 1 = 2. Thus this groupoid is not in V so V is properly contained in the variety of all idempotent groupoids.
The question arises as to the precise definition of V. From the above, we know three equations that hold in V but we have found no way to show that these are sufficient.
Partition construction technique
Let Π be a partition of a set N and for every part π ∈ Π, let θ π be a partition of N with π a set of representatives of θ π . Let (N, R) be the graph formed by a union of complete graphs on each part π ∈ Π, i.e. the graph of the equivalence relation Π. Let G = {(a, b) ∈ θ π : a ∈ π , π ∈ Π}. Then (N, R), (N, G) is a graph pair satisfying P 2 . We call such a structure red partitioned. This generalises a construction suggested by Tim Penttila for matrix symmetric rectangular groupoids. 
Thus R is reflexive and transitive. Now b * a = (a * n) * a = a * a = a so (a, b) ∈ R ⇒ (b, a) ∈ R so R is symmetric and thus an equivalence relation, so (N, R) is a union of cliques.
(1) ⇒ (2): Let Π be the partition induced by the cliques in R. Let π ∈ Π be one part. Suppose there exist a, b ∈ π and c ∈ N with (a, c), (b, c) ∈ G. Then because (a, a), (a, b) ∈ R there exist two red-green paths from a to c which is a contradiction, so the green edges leaving π partition N. Call this partition θ π . Then we are done.
Note that in a P 2 graph pair (N, G) is a union of cliques iff the above theorem applies in the dual graph pair. If the dual of a graph pair is partitioned we say that the graph pair is green partitioned. The following result is immediate. We have seen the following result above in a different form; the two partitions are generated by the sets A, B that give the rectangular band A × B.
Lemma 27. A graph pair satisfying P 2 is red partitioned and green partitioned iff it is associative and full, i.e. a rectangular band.
Cayley graph construction
We can create partitioned examples from groups. In this section we use juxtaposition for the group operation.
Let Γ be a group, H ≤ Γ a subgroup, 1 ∈ T ⊂ Γ a set of right coset representatives of H in Γ , K ⊂ Γ a set of left coset representatives of H in Γ . Then the left cosets of H form a partition {aH : a ∈ K } and for each coset aH the partition {{aht : t ∈ T } : h ∈ H} has aH as a set of representatives.
In this case the red graph is a collection of cliques and the green graph is the Cayley graph with node set Γ generated by T .
This idea can be extended to any set factorisation of a group Γ with subsets H, K such that they factorise Γ , i.e. ∀γ ∈ Γ ∃!h ∈ H, k ∈ K s.t. hk = γ . The Cayley graphs on Γ generated by H and K form a graph pair with P 2 . The resulting graphs are not generally partitioned unless H or K is a subgroup.
We call a rectangular groupoid Cayley if it is so constructed.
Lemma 28. All rectangular semigroups are Cayley. All Cayley rectangular groupoids are square permutative.
Proof. From [12] and the notes in Section 2.1 we know that all rectangular semigroups have associated graph pairs that are two orthogonal sets of cliques of (possibly infinite) order n and m. Let H and K be abelian groups of order n and m and let
Then Γ is a product of H × 1 and 1 × K and we have our graph pair. Let (N, * ) be a Cayley rectangular groupoid from H, K ⊂ Γ . Then ∃!h ∈ H, k ∈ K such that hk = 1 G . Let a ∈ N be arbitrary. The red-green path from a to a runs over the node ah. So the square map a  → a * a = ah is a permutation and we are done.
We can go on to recognise other conditions in Cayley rectangular groupoids depending upon properties of the subsets. Proof. (⇒) Let Γ be the regular automorphism group acting on the left. We fix some n 0 ∈ N and note that for each n ∈ N there is a unique γ ∈ Γ with n = γ n 0 , so we can identify N and Γ so Γ acts on itself by left multiplication. Let H ⊆ Γ be the set of red neighbours of the identity 1 ∈ Γ , i.e. H = {γ : (1, γ ) ∈ R} and similarly K ⊆ Γ be the set of green neighbours of the identity.
We claim that E H = {(a, ah) : a ∈ Γ , h ∈ H} is the set of red edges. Let (a, b) ∈ R be a red edge. Then we apply the automorphism a −1 to see the edge (1, a −1 b) so a −1 b ∈ H so (a, b) ∈ E H , R ⊆ E H . Likewise all members of E H are images of a red edge starting from the identity. Let (a, ah) ∈ E H and note that (a, ah) = a(1, h) with a ∈ Γ acting from the left. (1, h) is a red edge by the definition of H, so (a, ah) is the image of a red edge under the automorphism group of the graph pair, so E H ⊆ R and we are done.
Similarly all green edges are generated by K and we see that the graph pair is Cayley.
(⇐) Let Γ = HK be as in the construction above. The group Γ acting by left multiplication takes edges to edges, i.e. for every edge (a, at) and every α ∈ Γ , α(a, at) = (αa, (αa)t) is an edge. Thus Γ is a regular automorphism group of both graphs.
As a consequence of this theorem, no finite central groupoid can be Cayley as the graph associated with a finite central groupoid has n loop nodes and n 2 − n nonloop nodes and thus no regular automorphism group.
Conclusions
We introduced several combinatoric structures and showed that these are all closely related to an algebraic structure. Several special cases have been investigated previously. We developed connections between these areas. While the ideas here are in a sense maximally different to those of Latin squares, we have used some Latin square techniques in trying to analyse and understand their structure such as closure under isotopy, transversals and idempotence.
The definition of rectangular groupoids can be extended to n-ary functions. We say a function f : A n → A is rectangular when f (a 1 , . . . , a n ) = f (b 1 , . . . , b n ) ⇒ ∀i f (a 1 , . . . , b i , . . . , a n ) = f (b 1 , . . . , b n ) . It has been found [4] that such functions allow a certain amount of ''physical'' behaviour in the form of conservation laws in one dimensional cellular automata. Related ideas are also known in circuit theory [14] , their algebras being a special case of n-ary rectangularity.
There are a number of special classes of rectangular groupoids that we have looked at. Some are defined from conditions on the algebras, the graphs or the matrices, others by construction techniques. Fig. 1 shows the relationships between various subclasses of rectangular groupoids. Several questions as to the exact nature of these relationships have been mentioned in the paper. Note that this is not a lattice. This diagram contains classes that are varieties, quasivarieties and neither. The class of full rectangular groupoids as well as the red and green undirected rectangular groupoids are not closed under the taking of subalgebras so are not even quasivarieties. Note also that the matrix symmetric rectangular groupoids are a variety as a bigroupoid; it remains a conjecture that they are a variety as a groupoid.
