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Abstract: When illuminated by a white light source, the discrete resonances of a Fabry-
Pérot interferometer (FP) provide a broad bandwidth, comb-like spectrum useful for frequency
calibration. We report on the design, construction and laboratory characterization of two planar,
passively stabilized, low finesse (≈ 40) FPs spanning 380 nm to 930 nm and 780 nm to 1300 nm,
with nominal free spectral ranges of 20 GHz and 30 GHz respectively. These instruments are
intended to calibrate astronomical spectrographs in radial velocity searches for extrasolar planets.
By tracking the frequency drift of three widely-separated resonances in each FP we measure
fractional frequency drift rates as low as 1×10−10 day−1. However we find that the fractional drift
rate varies across the three sample wavelengths, such that the drift of two given resonance modes
disagrees with the ratio of their mode numbers. We explore possible causes of this behavior, as
well as quantify the temperature and optical power sensitivity of the FPs. Our results demonstrate
the advancement of Fabry-Pérot interferometers as robust and frequency-stable calibrators for
astronomical and other broad bandwidth spectroscopy applications, but also highlight the need
for chromatic characterization of these systems.
© 2020 Optical Society of America
1. Introduction
The Fabry-Pérot interferometer [1] is one of the most basic and important optical instruments, with
widespread use in both technical and fundamental applications ranging from telecommunications
to gravitational wave detection [2]. Many of its earliest uses were in astronomical spectroscopy;
analyzing the interferometer’s fringe pattern while observing the Orion nebula allowed Fabry and
Buisson to measure gas compositions and radial velocities [3]. Extending this rich history, the
Fabry-Pérot interferometer continues to play a critical role in astronomical spectroscopy today.
In this work we investigate vacuum gap Fabry-Pérot interferometers (here referred to as FPs;
etalons; cavities) constructed with plane-parallel mirrors to be used as wavelength references
for the calibration of high precision astronomical spectrographs [4–8]. When illuminated by a
broadband light source the FP functions as a spectral filter and provides a dense, broad bandwidth,
comb-like spectrum of lines spaced in frequency by the cavity free spectral range. For the
astronomical spectroscopy we envision, the output of the FP is collected in an optical fiber that
feeds the input of a spectrograph. The spectrograph also receives stellar light in a second fiber,
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and in its focal plane, the FP transmission spectrum then provides a calibration grid against which
wavelength shifts in the stellar spectrum are measured.
The FPs studied here are intended to serve as calibrators in exoplanet detection surveys that
employ the Doppler radial velocity (RV) technique [9], wherein an unseen orbiting planet induces
a periodic Doppler shift of the spectrum of the host star. The most important quality of the FP in
this context is its dimensional stability, which is equivalent to the stability of its frequency modes,
and is tied to its optical and mechanical properties. For the most demanding RV spectroscopy
aimed at detecting a terrestrial mass extrasolar planet (exoplanet) in the habitable zone of the
host star, the required RV precision is in the range of ≈0.1 m s−1 to 0.3 m s−1, corresponding to a
fractional calibration stability . 3 × 10−9 over timescales of years. In spite of recent progress
with even the best cryogenic optical cavities [10, 11] this level of stability remains uncertain
over months to years, though it is now achievable with laser frequency combs (LFCs) [12–17].
However passive FPs do remain a valuable tool for spectrograph calibration because of their
broad spectral coverage (≥ 1 octave) and high stability (∼ 10−10 fractional) over a period of days,
as well as their simplicity and cost relative to a LFC. In this role the passive FP offers a secondary,
independent calibration system provided its slow (ideally predictable) drift can be characterized
with other frequency or wavelength references on timescales of weeks to months.
For robust use as a wavelength reference, the frequency stability of the FP transmission
spectrum must be quantified and its sensitivities to environmental and experimental parameters
understood. Here we describe laboratory measurements to characterize the frequency stability and
drift of two FP calibrators of similar design and construction (low coefficient of thermal expansion
materials, vacuum gap interferometric cavities, plane-parallel mirrors), but spanning different
wavelength ranges as determined by the reflectivity response of their mirror coatings. The first is
a near-infrared (780 nm to 1300 nm) FP calibrator designed for the Habitable Zone Planet Finder
(HPF) [18] spectrograph at the 10 m Hobby-Eberly Telescope at McDonald Observatory. The
second is a visible (380 nm to 930 nm) FP calibrator for use with the NEID [19] spectrograph
at the 3.5 m WIYN Telescope at Kitt Peak National Observatory. Using an auxiliary LFC and
a suite of scanning continuous wave lasers, we precisely and accurately monitor the frequency
of multiple FP resonances over periods as long as 1 month. This allows us to characterize the
stability of the FP over timescales relevant for astronomical applications. In both FP systems we
observe fractional drift rates that are predominantly linear at the level of ≈ 5 × 10−10 day−1.
Our most significant observation is a wavelength-dependent drift of the FP modes that deviates
from the prediction that ∆ω/ω be constant. This suggests that knowledge of the frequency and
drift rate of a single resonance of a planar FP may not be sufficient to characterize the relative
drifts of all other modes, as has been proposed for FPs serving as astronomical calibrators [20,21].
We find that drift rates vary from 50 kHz day−1 to 800 kHz day−1 (10−10 − 10−9 fractional; 0.1 m
s−1 to 1.0 m s−1 RV equivalent) across wavelengths spanning hundreds of nm. We suspect this
behavior can be traced to sensitivities of the angular illumination, parallelism and flatness of the
FPs; however the exact cause is not yet identified.
In the following we present the instrument designs (Section 3.1) and measurement techniques
(Section 3.2) we employ, results of the FP stability measurements (Section 4), and discussion of
the design and environmental factors that influence this stability. Our results demonstrate the high
stability performance of simple, plane-parallel FP etalons, while emphasizing the importance of
additional characterization and mode structure modeling of these instruments to further progress
their use as robust spectrograph calibrators.
2. Background
The resonance condition for a FP requires that the round trip optical phase shift be an integer
multiple of 2pi. This includes both the propagation phase k2L and the reflective mirror phase
shift 2φr such that
2pim = k2L + 2φr, (1)
where m is an integer, L the cavity length, c the speed of light, and k = ωn/c the frequency-
dependent propagation constant. We set the index of refraction n = 1 in vacuum. This relationship
implies that the discrete resonant frequencies ωm (the cavity longitudinal modes) are
ωm =
c
L
(pim − φr ), (2)
where φr is generally frequency dependent.
For an ideal, dispersionless FP cavity the frequency response of the resonance modes to
changes in the cavity length ∆L can be illustrated by a simple ‘rubber band’ model in which
higher frequency modes undergo larger frequency shifts, but for which the fractional frequency
shift ∆ωm/ωm = −∆L/L across the spectrum is constant. The number of modes between two
resonance frequencies predicts their relative frequency response to a changing cavity length,
analogous to equidistant marks on a rubber band whose separations disperse nonuniformly as
the band is stretched. Within this simplified model, the ratio of the frequencies of two modes is
independent of ∆L and given simply by the ratio of their mode numbers ωm/ωl = m/l. Similarly,
in response to a cavity length change the fractional shift in frequency ∆ωm is equal to the ratio of
mode numbers ∆ωm/∆ωl = m/l.
A more realistic model of the FP cavity must also account for dispersion of the cavity medium
and mirror coatings, as well as wavelength-dependent phase shifts arising from imperfections in
the surface figure of the mirrors and their parallelism. In addition, cavity length changes occur on
short (minute to hour) timescales in response to thermal fluctuations and mechanical stresses, as
well as long (day to year) timescales due to a gradual aging of the etalon spacer material and slow
thermal and mechanical changes in the environment. In FP cavities built from ULE glass and
Zerodur that are intended for laser stabilization, the latter behavior has been seen to result in an
exponential change of the cavity resonance frequencies that asymptotically approaches a constant.
This ‘drift’ rate is typically 1 kHz day−1 to 100 kHz day−1 over years [22–24] and on timescales
of days – weeks can be well approximated as linear. While resonance mode frequency response
to various perturbations has been studied previously, to our knowledge a comprehensive model
to account for the sum of their behaviors does not yet exist. We expand on previous studies by
experimentally identifying, over broad bandwidths and in two independent cavities, the deviation
of cavity mode frequencies from the ideal case of ∆ωm/∆ωl = m/l.
3. Experimental setup
3.1. Etalon design
The principle design requirements for etalons as RV spectrograph calibrators are broad bandwidth
(≈ 1 octave), free spectral range (FSR) of order 10 GHz, moderate finesse (∼ 10 to 100), and
excellent passive short-term frequency stability. The broad bandwidth is needed to provide
calibration across the full spectral range of modern echelle spectrographs, while the FSR is
chosen to provide the maximum spectral calibration information. This is typically 3 to 5 times the
spectrograph’s resolution, e.g., for a spectrograph with resolution R = λ/∆λ ≈ 50 000 centered at
λ = 1µm the preferred FSR is ≈ 20GHz. With the FSR fixed, the etalon’s finesse then determines
the linewidth ∆ν, with a preference for ∆ν < R to allow measurement of the spectrograph’s point
spread function. This is balanced by the requirement that ∆ν be sufficiently large for the etalon to
efficiently pass the largest photon flux from a white light illuminator, and together these conditions
set an etalon finesseF ≈ 5 − 100. This is much lower than typical values in etalons used for
atomic spectroscopy and frequency metrology, where 105 . F . 5 × 105 [25, 26]. However the
desired short-term stability and drift is comparable to the state of the art, representing a relatively
unexplored region of design parameter space. While recent technological demonstrations and
in situ (at the telescope, ‘on-sky’) measurements with low finesse FPs have made evident the
improved precision capabilities they can offer for RV spectrographs, there have been few published
studies (though see [8, 27–29]) quantifying the performance of these FP calibrators in detail and
verifying theoretically predicted behavior.
Table 1. Targeted and measured mechanical and optical properties of the near infrared and
visible etalons under investigation. The NIR etalon is designed for the Habitable Zone
Planet Finder (HPF) spectrograph, the visible etalon for the NN-EXPLORE Exoplanet
Investigations with Doppler Spectroscopy (NEID) spectrograph.
NIR etalon (HPF) Visible etalon (NEID)
Nominal FSR [GHz] 30 20
Etalon gap [mm] 5.0 7.5
Coating diameter [mm] 9.0 20.0
Spacer inner diameter [mm] 15.0 40.0
Spacer & mirror outer diameter [mm] 25.4 50.8
Reflectivity bandwidth [nm] 780 − 1300 380 − 930
Target finesse 40(9) 40(15)
Measured finesse
780 nm: 33 780 nm: 39
1064 nm: 43 532 nm: 34
1319 nm: 41 660 nm: 37
Parallelism [µrad] < 0.5 < 0.5
Mirror wedge [mrad] 8.7 8.7
Based on these criteria for an RV spectrograph calibrator, we have designed, built and
characterized two FP etalons whose mechanical and optical parameters are given in Table 1.
Fig. 1 shows the etalons’ schematic and housing, as well as our characterization approach. Both
etalons are fabricated by Light Machinery from ultra-low expansion (ULE) glass with specified
zero crossing of the coefficient of thermal expansion near 30 oC. There is a center bore along
the optical axis and a small side vent hole. The etalon mirrors, also made from ULE glass, are
wedged and have broad bandwidth anti-reflective (AR) coatings on the outer surfaces to minimize
parasitic residual etalons. The mirrors are optically contacted to the spacer with the wedges
aligned such that the outer surfaces are also parallel to reduce additional prismatic effects over
the large bandwidth of both cavities. The larger dimensions of the visible etalon (relative to the
NIR etalon) were chosen to improve alignment tolerances.
The housings for both etalons are similar in construction, and so we discuss the general features,
while noting important differences here and in Table 1. The etalons are held in temperature
stabilized and evacuated aluminum chambers of dimensions ≈ 40 cm ×40 cm ×20 cm. Fiber
feedthroughs are used to transmit light into the vacuum, and the broad bandwidth light is coupled
into and out of the etalons with commercially available off-axis parabolic mirrors (OAPs). The
NIR etalon uses 780HP FP/APC single mode fibers, while the visible etalon employs endlessly
single mode fibers (ESMFs; NKT Photonics LMA-5) feeding the OAPs.
This inner stage is surrounded by thermal shielding in the evacuated chamber with an ion
pump and commercial bench-top pump controller holding vacuum pressure ≤ 2 × 10−7 Torr. A
commercial bench-top temperature controller is used in conjunction with a thermoelectric heater
(TEC) to hold the base of the thermal shielding at a nominal temperature of 32.5 oC for the NIR
etalon and 34.3 oC for the visible etalon. Independent thermistors positioned around the thermal
shield are used to verify that the temperature is stable to better than 5×10−3 oC. Lab tests indicate
the setpoint is within 0.5 oC of the coefficient of thermal expansion (CTE) zero-crossing for the
visible etalon but . 5 oC from the zero-crossing for the NIR etalon. Fiber-to-fiber throughput
at sampled wavelengths of 780 nm, 1064 nm and 1319 nm in the NIR etalon (780 nm, 532 nm
and 660 nm in the visible etalon) is > 50%. A cutaway mechanical drawing indicative of both
instruments is shown in Fig. 1(a).
3.2. Laboratory characterization
To characterize the frequency stability of the FP cavities we monitor the frequencies of multiple
cavity resonances relative to a self-referenced optical frequency comb. Full details of this
technique are presented in [30]; here we give a brief summary while noting differences from
our previous work. A near infrared, self-referenced, octave spanning LFC [31] calibrates the
scanning of continuous wave (CW) lasers at 780 nm, 1064 nm and 1319 nm with the NIR etalon
(780 nm, 532 nm and 660 nm with the visible etalon, the latter two being the 1064 and 1319
nm laser light frequency doubled in nonlinear crystals) that are transmitted through the FP to
simultaneously measure and track the frequencies of the resonance modes in real time. The CW
laser power incident on both etalons at all wavelengths is < 1 mW. Fig. 1(c)–(d) give a schematic
overview for both setups. The CW lasers are periodically scanned across their respective FP
resonances (of width ≈ 500 MHz to 900 MHz) by applying a sawtooth frequency scan with
40 s period for the NIR etalon, 100 s for the visible etalon. After transmission the beams are
de-multiplexed in fiber and sent to separate detectors where the transmitted power from each laser
is photodetected and digitized. In addition, our NIR etalon setup includes a portion of the 780
nm laser light being sent through a vapor cell containing rubidium (Rb), and saturated absorption
of the Rb D2 lines are observed. These spectroscopic signals provide a secondary frequency
reference for the 780 nm light to verify our primary frequency axis calibration technique (see
below).
In separate detector channels the CW lasers are heterodyned with the spectrally broadened
output of a self-referenced Er:fiber LFC with repetition rate frep = 250MHz. In both setups a
portion of the LFC near 1560 nm is frequency doubled in a nonlinear crystal to perform this
heterodyne with the 780 nm laser. The LFC is stabilized to an in-house hydrogen maser, which is
part of the NIST timescale. This ensures absolute optical uncertainty < 100 Hz for all times
> 100 s.
As described in greater detail in [30], our electronic mixing scheme provides a calibration ‘tick’
each time the CW laser moves 62.5 MHz, or at precisely frep/4. The known frequency spacing of
the calibration ticks gives discrete points that map acquisition time to relative frequency. We fit a
tenth order polynomial to this data to interpolate the frequency axis between calibration ticks and
remove nonlinearities in the laser frequency scan.1
This calibrates the frequency axis for a single scan of the 780 nm laser to < 1.5MHz and the
1064 and 1319 nm lasers to < 100 kHz in the NIR etalon setup. The larger uncertainty in the 780
nm signal is a consequence of the increased sensitivity of the distributed feedback laser source
to noise on the sweep voltage controlling the laser current (contrasted with the 1064 nm and
1One may expect the nonlinearity in the laser scans to induce a signal noise (‘ringing’) in the calibration tick signal as
the heterodyne beat between the CW laser and comb passes through the RF bandpass windows used to generate the ticks.
We find no such discernible ringing and thus are confident that our Gaussian fits to individual ticks are not systematically
biasing the separation between ticks over the nonlinear scan, i.e., that we are justified in assuming the separation between
the fitted Gaussians to neighboring ticks is 62.5 MHz.
Fig. 1. NIR and visible etalons. a) Schematic of both Fabry-Pérot etalons under study.
Cavity length and fiber types for the NIR etalon are in red text, those for the visible etalon in
green. ULE, ultra low expansion glass; OAP, off-axis parabolic mirror; APC, angled physical
contact connector; SMF, single mode fiber; LMA, large mode area; 780HP SMF, Thorlabs
single mode fiber; LMA-5 ESMF, NKT Photonics endlessly single mode fiber. b) Photo
of the visible etalon face-on and diagram showing components and scale (dimensions of
NIR etalon in red, of visible etalon in green). c) Concept of the laboratory characterization
scheme. CW lasers are scanned across spectrally displaced FP resonances while their
frequency positions are tracked relative to a 250 MHz, self-referenced optical frequency
comb. Frequencies in red text correspond to the NIR etalon setup, those in green to the
visible etalon setup (780 nm is common to both systems). d) More detailed experimental
configuration for both etalons, showing major optical and radio frequency components used
to scan the FP resonances. Components in red text are unique to the NIR etalon setup (a
portion of the 780 nm light in the NIR setup is sent through a rubidium saturated absorption
cell), those in green text to the visible etalon setup (light from the 1064 and 1319 nm CWs is
frequency doubled before entering the visible etalon). Three lasers are employed, with either
the 780 nm or 1064 nm laser selected for a specific measurement in the NIR setup, while
all 3 scan simultaneously in the visible setup. D, photodiode; Rb sat. spec., a rubidium
saturated absorption spectroscopy setup; 2ν, frequency doubler.
Fig. 2. NIR etalon. a) Normalized transmission of the etalon resonance at 384.2 THz (≈ 780
nm) for a single scan, with Lorentzian fit shown and fit linewidth ∆ν given. The calibration
‘ticks’ used to define and interpolate the frequency axis are shown above. Residuals to the
Lorentzian fit at the 1% level (normalized to the fit peak) are shown below with a 5 MHz
rolling average and vertical lines indicating the fit peak and FWHM. b – c) As in (a) for the
resonances at 281.6 THz and 227.2 THz (≈ 1064 nm and 1319 nm).
1319 nm nonplanar ring oscillator lasers swept by thermal tuning). In the visible etalon setup
the calibration uncertainty at 780 nm is the same, at 532 nm is < 300 kHz and at 660 nm is < 1
MHz. The higher uncertainty in the latter two relative to the NIR setup is due to scanning the
lasers over a larger range, doubling the frequency axis and thus doubling its error to calibrate the
frequency doubled 1064 nm and 1319 nm light sent into the visible etalon, and lower calibration
tick SNR in the visible etalon setup.
Using the respective frequency axis for each wavelength, the FP transmission resonance data
are fit with a Lorentzian profile whose centroid is assigned as the peak resonance frequency.
Example acquisitions of both the calibration tick signal and FP resonance scan at each of the
three wavelengths in the NIR etalon are shown in Fig. 2 (Fig. 3 in the visible etalon). The random
(white noise) component of the residuals to the Lorentzian fits suggest an achievable noise-limited
centroid measurement precision at or better than ≈ 2MHz in a single scan. However Fig. 9 also
demonstrates stable structure of unknown origin in the Lorentzian fit residuals, discussed in the
Appendix.
Validation of our method for calibrating the frequency axes of etalon resonance scans is
achieved by sending a portion of the 780 nm CW light used to track the NIR etalon resonance
through a Rb vapor cell to simultaneously track the frequencies of several Doppler-free hyperfine
transitions. Fig. 4(a) shows a single trace of the 87Rb D2 and 85Rb D2 lines over which the laser
is scanned, and Fig. 4(b) shows an example fit of two of those transitions. Fig. 4(c) shows the
frequency of one of these, the 87Rb D2 F′ = 3, 2 crossover transition, over the full period for
which we track the 780 nm etalon resonance. In Fig. 4(d) the Allan deviation of this measurement
time series is decreasing out to the longest integration times, in agreement with the expectation
that the vapor cell should provide a Rb spectrum stable at the level of 100 kHz. Consistent with
the Allan deviation, a linear fit in Fig. 4(c) shows no clear drift of the 87Rb D2 F′ = 3, 2 crossover
transition greater than 10 kHz day−1. The fluctuations seen in Fig. 4(c) and (d) are consistent
with the achieved signal-to-noise ratio and known systematic frequency shifts of the rubidium
Fig. 3. Visible etalon. a) Normalized transmission of the etalon resonance at 384.2
THz (≈ 780 nm) for a single scan, with Lorentzian fit shown and fit linewidth ∆ν given.
The calibration ‘ticks’ used to define and interpolate the frequency axis are shown above.
Residuals to the Lorentzian fit at the few % level (normalized to the fit peak) are shown
below with a 5 MHz rolling average and vertical lines indicating the fit peak and FWHM. b –
c) As in (a) for the resonances at 563.2 THz and 454.4 THz (≈ 532 nm and 660 nm).
lines driven primarily by laser power and room temperature variations [32–35]. This secondary
frequency reference for the 780 nm light therefore independently confirms the precision of our
frequency axis calibration at an order of magnitude below the etalon drift rates we measure in the
NIR etalon and at least a factor of 4 below drift rates in the visible etalon (Section 4).
4. Results
While the etalons presented here are, by design, inherently simple opto-mechanical systems,
the output spectrum is still sensitive to cavity temperature to some degree. We thus perform
experiments under three sets of conditions. In the first, we monitor the NIR etalon resonance
frequency at 1064 nm while additionally sending a broadband (≈ 1 nm) 976 nm laser into the
cavity at optical powers of 2 mW to 20 mW to test resonance frequency response to optical
heating df /dP (Section 4.1). In the second experiment, we step the temperature in the NIR
etalon vacuum enclosure in 2 oC increments to examine resonance mode thermal response df /dT
at 1064 nm and 1319 nm (Section 4.1). In the third experiment, we monitor FP resonance
frequencies under low (< 500 µW) total input power while the cavity is under temperature control
to track the drift rate at 780 nm, 1064 nm and 1319 nm in the NIR etalon (780 nm, 532 nm and
660 nm in the visible etalon). This allows us to measure the resonance frequency drift df /dt as
the etalon materials age over weeks (Section 4.2). In all experiments we continuously record the
etalon transmission peaks and heterodyne frequency marker data series.
4.1. Optical power and temperature sensitivity
In the first experiment we scan the 1064 nm CW across the etalon resonance at < 200 µW
power into the cavity while additionally sending in 2 mW to 20 mW of broadband 976 nm light
spanning ≈ 1 nm. In each of four successive steps of the broadband source power, we measure
the resonance frequency at fixed power to obtain a reference value, step the power, allow the
cavity to equilibrate for 12 hr (we empirically find this time ensures the resonance frequency
Fig. 4. a) Saturated absorption features of atomic rubidium lines 87Rb D2 and 85Rb D2
(780.24 nm) as measured over a single scan of the 780 nm laser that simultaneously traces
the NIR etalon resonance. The frequency axis is arbitrarily offset by the scan centerpoint.
Insets zoom on the Doppler-free hyperfine transitions (including crossover, ‘co.’, transitions)
that superimpose on the Doppler broadened peaks. The left inset shows F = 2 → F ′
features for 87Rb D2 and the right inset F = 3→ F ′ for 85Rb D2. b) Fit of a sloped double
Lorentzian to the 87Rb D2, F = 2→ F ′ = 3, 1 co. and F = 2→ F ′ = 3, 2 co. lines. All
labeled features in (a) are fit over the full timespan of Fig. 6(a). c) Frequency of the 87Rb
D2, F = 2→ F ′ = 3, 1 co. line over the timespan of Fig. 6(a). d) Allan deviation of the
data in (c), showing no discernible linear drift down to the 50 kHz level over periods of a
few days.
has asymptotically approached a new equilibrium value), and measure the induced shift in the
resonance frequency. Fig. 5(a) shows the resulting frequency response. A simple linear fit yields
a relation for the frequency shift induced by optical heating that reaches 10 % of the ambient
frequency drift presented in Section 4.2 (df /dt = 260 kHz day−1) at Pincident ≈ 4.23 mW. Input
optical powers < 1 mW thus should not induce heating that affects measurement of the slow
background drift. In trials measuring the ambient drift (Section 4.2) we consequently maintain
< 500 µW total input power so as not to appreciably affect calculated drift rates.
In the second experiment we step the temperature setpoint in the NIR cavity from 32.5 oC to
38.5 oC in 2 oC increments. Fig. 5(b) shows the resonance response at 1064 nm and 1319 nm,
with trials run for 25 hr (again an empirically determined appropriate time) to allow the resonance
frequencies to equilibrate at the new temperature setpoint. These measurements yield simple
estimates of the cavity CTE: 2.8 × 10−8 oC−1 and 3.4 × 10−8 oC−1 using the 1064 nm and 1319
nm data respectively. Based on the specifications of the ULE glass used for the spacer, we would
expect a lower CTE in this temperature range. However the CTE of the full cavity assembly also
depends on the mirror substrates as well as the exact details of the mechanical holding structure.
These temperature step trials also indicate we are not at the CTE zero-crossing (where the cavity
length response to temperature is minimized) in the NIR etalon, as the frequency response to
temperature in Fig. 5(b) is roughly constant over a 6 oC span. By contrast the same experiment
performed with the visible etalon shows negligible effect on the resonance frequencies, indicating
this cavity is near the CTE zero-crossing.
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Fig. 5. NIR etalon. a) Frequency response of the 1064 nm resonance to heating of the cavity
by a 976 nm broadband (≈ 1 nm) source. Inset: The trial at Pincident = 19 mW. All trials
have 12 hr duration. Error bars are the single measurement frequency uncertainties (Allan
deviations) for each trial. b) Frequency response of the 1064 nm and 1319 nm resonances
to steps in the cavity temperature setpoint. Inset: The 1064 resonance frequency response
during the trial in which the temperature is stepped from 36.5 oC to 38.5 oC. All trials have
25 hr duration. Uncertainty on the linear fits in (a) and (b) is of order 1%. c) – f) Resonance
frequency sensitivity to temperature in ambient conditions (when the temperature is held
at 32.5 oC and the input power < 500 µW). c) Relative resonance frequency at 1064 nm
during a typical 25 hr segment of data. d) Temperature reported by a witness thermistor
on the thermal shield surrounding the etalon. e) Ambient lab temperature. f) Resonance
frequency as a function of lab temperature.
To assess resonance mode thermal response to slower and lower amplitude ambient temperature
fluctuations, Fig. 5(c) – (f) shows the typical relationship between frequency of the 1064 nm
mode and the ambient temperature when the etalon temperature is held constant. This 25 hr
segment shows a ≈ 5 mK oC−1 response of the witness thermistor to lab temperature fluctuations.
Yet Fig. 5(f) demonstrates that this weak tracking of the witness temperature with lab temperature
causes no discernible systematic effect on the resonance frequency. This is consistent with what
one would expect from the theoretical CTE, where a 5 mK change would correspond to a ≈ 50
kHz resonance frequency shift. We thus do not find thermal sensitivity to variations in lab
temperature to substantially affect our measured drift rates.
4.2. Frequency drift
The frequency (or wavelength) stability of the FP etalon modes over time is the most important
characteristic that our measurements allow us to address. During these measurements the
temperature of the etalon thermal shield is being actively controlled at its fixed point, but
otherwise the outer vacuum housing experiences the ambient laboratory environment, with the
lab temperature fluctuating over a maximum range of ≈ 1 oC. Using the techniques described in
Section 3.2 we measure the drift of the NIR resonance frequencies at 780 nm, 1064 nm and 1319
nm over periods > 1 week. Results are shown in Fig. 6, with a linear fit to the measured mode
frequencies over time yielding observed drift rates of df /dt =783(7) kHz day−1, 260(1) kHz
day−1 and 171(1) kHz day−1 (see Table 2 for a summary of these and the following quantities).
These correspond to a fractional frequency stability of the respective etalon modes of 2 × 10−9,
9 × 10−10 and 8 × 10−10 day−1. A simple model would predict that the ratio of the drift rates
should scale as the ratio of their mode numbers (df780/df1064 = 1.37, df1064/df1319 = 1.24
and df780/df1319 = 1.70; Section 2). However the observed ratios differ markedly from this at
3.02(0.03), 1.52(0.01) and 4.57(0.05) respectively. This discrepancy cannot be explained by
uncertainties in our measurement approach, and possible physical mechanisms are discussed
below. After removing a linear fit to the drift we calculate the Allan deviation, a measure of the
frequency stability as a function of averaging time. As shown in Fig. 6, this indicates that under
the assumption of linear drift we are able to determine the line center at all sample resonances to
better than 300 kHz for averaging periods of 1 hr up to the maximum averaging time of ≈ 100
hr. Importantly the different scatter in the resonance measurements and the computed Allan
deviations are indicative of the measurement SNR rather than an intrinsic property of a specific
resonance.
Table 2. Theoretical and measured drifts of the near infrared and visible etalons under
investigation. See Section 4.2 for an explanation and Section 5 for a discussion of these
values.
NIR etalon (HPF) Visible etalon (NEID)
Measured
fractional
frequency
stability [day−1]
780 nm: 2 × 10−9 780 nm: 9 × 10−11
1064 nm: 9 × 10−10 532 nm: 2 × 10−10
1319 nm: 8 × 10−10 660 nm: 1 × 10−10
Measured drift
rate [kHz day−1]
780 nm: 783(7) 780 nm: 36(1)
1064 nm: 260(1) 532 nm: 129(2)
1319 nm: 171(1) 660 nm: 48(2)
Theoretical drift
ratio
df780/df1064 = 1.37 df532/df780 = 1.47
df1064/df1319 = 1.24 df532/df660 = 1.24
df780/df1319 = 1.70 df660/df780 = 1.18
Measured drift
ratio
df780/df1064 = 3.02(0.03) df532/df780 = 3.60(0.11)
df1064/df1319 = 1.52(0.01) df532/df660 = 2.66(0.12)
df780/df1319 = 4.57(0.05) df660/df780 = 1.36(0.07)
Analogously Fig. 7 shows the ambient drift in the visible etalon at 780 nm, 532 nm and 660 nm.
Here the respective observed drift rates, df /dt =36(1) kHz day−1, 129(2) kHz day−1 and 48(2)
kHz day−1, correspond to a frequency stability of the respective etalon modes of 9 × 10−11 day−1,
2×10−10 day−1 and 1×10−10 day−1 (see Table 2 for a summary). Again a simple model of the FP
would predict drift rate ratios of df532/df780 = 1.47, df532/df660 = 1.24 and df660/df780 = 1.18,
but instead we observe 3.60(0.11), 2.66(0.12) and 1.36(0.07) respectively. The larger Allan
deviations at a given averaging time relative to those in the NIR etalon data are due to lower SNR
in the visible etalon measurement setup. In particular the measurements of the 660 nm resonance
data show increased fluctuations when compared to the measurements at other wavelengths, likely
due to increased sensitivity to laser amplitude noise and laboratory temperature perturbations.
The ability to accurately predict the drift rate of the FP cavity resonances is critical for their
  
Fig. 6. NIR etalon. a) Frequency drift df /dt of the etalon resonance at 780 nm as the
materials age, with a linear fit shown whose slope and uncertainty as reported by the linear
regression are given in the legend. Residuals to this fit are shown below, as well as Allan
deviations for the frequency stability of the resonance frequency with the drift (solid line)
and for the residuals (dashed). b – c) As in (a) for the 1064 nm and 1319 nm resonances.
Drift rates are examined in Section 4.2. The reduced scatter in the 1319 nm data after day 9
is a result of improved SNR. In the NIR setup, the 1319 nm resonance is scanned during
all measurement periods, while either the 780 nm or 1064 nm resonance is selected for a
specific measurement.
use as standalone frequency calibrators. Fig. 8(a)–(b) shows how the measured drift rates in
both etalons evolve as we fit a straight line for the linear drift to successively larger portions of
the cumulative datastream. As would be expected, the ability to predict the drift rates improves
with measurement time. And while the data for the NIR cavity is limited in duration, the visible
etalon data shows evidence of a nonlinear change in the drift rate, at least over the measurement
time of ≈ 1 month. We note that measurements with the visible etalon were begun within a few
weeks of the mirrors being optically contacted. This slowing of the drift rate could be indicative
of the cavity "relaxing" in its mechanical structure and/or a slow change in the cavity length
itself. Particularly encouraging for the visible cavity is that the drift rates at all three colors are
evolving to values . 100 kHz day−1, equivalent to fractional drift rates . 2 × 10−10 day−1. For
astronomical RV calibrations this corresponds to 5 cm s−1 day−1.
5. Discussion
The experiments and data reported above demonstrate the excellent frequency stability that can
be obtained from broad bandwidth FP etalons designed for astronomical spectrograph calibration.
Slow, predictable and largely linear drifts should enable such FP etalons to serve as efficient
standalone calibrators on timescales of days – weeks, and cross calibration with other sources
(lamps, gas cells or frequency combs) should provide enhanced long-term stability. However the
most striking observation of our work is the discrepancy between the theoretical and observed
drift ratios, i.e., an observed chromatic variation in the linear drift that does not fit the simple
model of a FP etalon. Our measurements indicate a wavelength dependence of the FP modes
  
Fig. 7. Visible etalon. a) Frequency drift df /dt of the etalon resonance at 780 nm as the
materials age, with a linear fit shown whose slope and uncertainty as reported by the linear
regression are given in the legend. Residuals to this fit are shown below, as well as Allan
deviations for the frequency stability of the resonance frequency with the drift (solid line)
and for the residuals (dashed). b – c) As in (a) for the 532 nm and 660 nm resonances.
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Fig. 8. NIR and visible etalons. a) Frequency drift rate df /dt for the NIR etalon resonances
at 780 nm, 1064 nm and 1319 nm, shown in successively larger cumulative portions of
the full dataset to demonstrate how the rates evolve as observation time increases. All
points have 1σ error bars. In the NIR setup, the 1319 nm resonance is scanned during all
measurement periods, while either the 780 nm or 1064 nm resonance is selected for a specific
measurement. b) As in (a) for the visible etalon resonances at 780 nm, 532 nm and 660 nm.
beyond that predicted by the ratio of mode numbers, which cannot be accounted for by the
uncertainties in the present laboratory measurements. The significance of our current result is
that knowledge (and control) of the frequency of a single etalon mode does not reliably predict
the frequencies of other modes, especially over broad bandwidths. This observed behavior could
arise from one or a combination of multiple aspects of the etalon’s construction and illumination.
While we do not have conclusive results on the exact mechanism, our experiments do allow us to
suggest some possibilities.
One of the most striking properties of the plane-parallel FP cavity is its sensitivity to input
alignment – that is, the degree of parallelism between the input beam and the cavity’s optical axis.
In experiments conducted before the visible etalon was placed in vacuum, the CW lasers were
coupled into a single mode fiber, the output of which was collimated and aligned to the cavity by
maximizing the power reflected back into the same optical fiber. We then scanned the incidence
angle onto the FP in one dimension by adjusting a kinematic mirror mount before the etalon
and sampled the resulting resonance frequency shifts at our three colors. In this experiment we
measured ∼ 1MHz µrad−1 sensitivity of the mode frequencies at 780 nm, 660 nm and 532 nm to
input alignment. This suggests that wavelength-dependent alignment errors ≤ 1 µrad varying
differently in time could result in frequency shifts with magnitude comparable to that observed in
our ambient drift measurements. For example, although care was taken in collimation of the
broad bandwidth light incident on the cavity, small differences in angular divergence could lead
to different colors sampling different spatial regions of the cavity. This could then couple to
spatial variations in the surface figure of the mirrors or to a relaxing of the cavity that is not
radially or azimuthally symmetric relative to the cavity axis. Such a hypothesis is difficult to
model or verify experimentally, but it would be informative if revealed in other FP cavities of
similar construction that are in use or intended for similar application. We note that in a previous
experiment [30] we did recover the expected dispersion stability ∆ω1064/∆ω1319 at the 10−3 level
in a fiber Fabry-Pérot using the measurement technique and data analysis pipeline we employ
here. Though note for the fiber Fabry-Pérot, the fiber is single mode at all wavelengths, thus
ensuring ideal spatial overlap of all wavelengths.
Another possible cause of the observed anomalous wavelength dependence of the etalon drift
is the frequency-dependent phase upon reflection. For example if the reflective phase shift is
strongly varying near one or more of the three test wavelengths we measure, then as the cavity
length changes by ∆L the different resonant frequencies would be given by
∆ωm
∆L
= − c
L2
(pim − φr ) − cL
∆φr
∆L
, (3)
which follows by differentiation of Eq. 2. From the theoretical reflective phase shift for the NIR
cavity mirrors, we find that φr varies by ≈ 10pi across the 800 – 1300 nm reflectivity band. This
is however much smaller than the first term in the parentheses of Eq. 3, which is on the order
of 104pi. Thus the direct impact of φr does not appear to explain our observations. Eq. 3 also
shows that there could be an additional effect arising from ∆φr/∆L. Although it seems unlikely
that φr depends on ∆L, unless there is some stress-induced coupling between the etalon spacer
length and the reflective phase shift. At present the phase response of the mirror coatings to
temperature and mechanical stress (or relaxation) are unknown. The phase shift may even be
time varying as a result of the mirrors being placed in vacuum, as posited by [36]. The impact of
the mirror structure itself on the cavity drift thus remains a topic of interest that merits further
investigation. Future data and analysis on the long-term wavelength dependent drift from both
etalons at their respective telescopes, where their full spectra are being measured with high
precision spectrographs calibrated with LFCs, may help discern what is causing the anomalous
wavelength dependence of the etalon drift. In particular, while less direct than our measurement
technique, this approach will have different systematic uncertainties that may allow us to exclude
one or more of the potential causes discussed above.
6. Conclusions
We have described the construction and characterization of two evacuated, broadband, planar
Fabry-Pérot etalons that are to be used as spectral calibrators for precision astronomical RV
spectroscopy. Using an auxiliary laser frequency comb, we track three resonances in each
etalon over a time frame of 1 week to 1 month. We observe that the drift rates of the cavity
resonances are slow and essentially linear over this same time frame, with magnitudes < 2× 10−9
day−1. However we also find that the ratios of drift rates among the monitored resonances
differ significantly from the theoretical expectation. The cause is likely a combination of factors
including alignment sensitivity and cavity imperfections over extremely broad bandwidths, as
well as unknown factors related to the details of the dispersion and stability of the cavity mirror
coatings. An important outcome of our work is that tracking one resonance mode of such a
planar etalon is likely insufficient to provide full information about the frequency drift of other
modes via a simple ratio of the frequencies. This may be of importance to the range of users in
the astronomical community who have adopted etalon-based calibrators.
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Fig. 9. NIR etalon. a) 2D histogram of residuals to a Lorentzian fit on the 1064 nm resonance
for 12 hr of continuous data (≈ 500 resonance scans; compare with residuals for a single
scan in Fig. 2(b)). Residuals are normalized to the mean Lorentzian fit amplitude across all
scans. Vertical lines show the mean fit linecenter and linewidth. Data are binned in 10 MHz
intervals and 100 bins in normalized amplitude. The linear colorbar at right (common to all
subplots excluding (d)) shows counts in each bin, with a minimum of 5000 counts. b) As in
(a) for the 1319 nm resonance (compare with residuals for a single scan in Fig. 2(c)). c)
As in (a) for the 780 nm resonance (compare with residuals for a single scan in Fig. 2(a)).
d) A Lorentzian profile fit to one of the resonance scans used to produce (a), as well as the
fit’s third derivative. The third derivative is qualitatively similar to the structure in (a), as
discussed in the Appendix. e) Parasitic etaloning can alter the structure in (a) – (c). Here
is shown a case of parasitic etaloning at 1319 nm, with 3 hr of continuous data used to
produce the histogram. This demonstrates both the parasite stability on the same timescale
and its ability to set the envelope of the residuals in (a) – (c). f) A case of more severe
parasitic etaloning at 1319 nm (using 12 hr of continuous data), showing the distortion to
the underlying residual structure in (b).
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Appendix
Residuals to a Lorentzian fit of the etalon resonances in both the NIR and visible cavities show
stable structure of unknown origin. In Fig. 9(a) – (c) 2D histograms show this systematic structure
at the < 1% level over 12 hr (≈ 500 stacked 40 s resonance scans) in the NIR etalon resonance
fit residuals at 1064 nm, 1319 nm and 780 nm respectively. We verified that the structure is
not due to approximating the resonance Airy profile by a Lorentzian; for the data in Fig. 9,
the difference of an Airy fit and our Lorentzian fit at each of the 3 test wavelengths does not
exceed 10−5 fractional of the resonance profile’s amplitude (i.e., is a factor of 1000 below the
systematic residual structure). The stable residual structure is instead likely a consequence of
imperfections that distort the transmission profile, such as mirror surface defects that would
cause a position-dependent mirror separation [37–39] or slight mirror non-parallelism that would
produce an asymmetric line profile [37, 40]. It is unclear whether this structure is a consequence
of the same mechanism(s) causing the anomalous wavelength dependence of the etalon drift.
Fig. 9(d) shows the similarity of the residual structure to the third derivative of the Lorentzian fit
to a single resonance scan at 1064 nm. Parasitic etalons are also seen distorting the stable residual
structure in Fig. 9(e) – (f). In many cases these could be removed by adjusting the upstream
optics. For those that could not be removed, we test their efficacy to bias our resonance fits and
explain the anomalous wavelength dependence of the etalon drift. For the data in Fig. 9(a) for
example, we take the residual amplitude with the largest count at each bin along the frequency
axis and subtract this from the raw resonance profile in each of the ≈ 500 scans used to produce
the plot. For each scan we then fit a Lorentzian to this data from which the stable residual
structure is subtracted and compare the fitted linecenter with that obtained by fitting to the raw
data. The difference between the fitted linecenters is < 1 kHz, demonstrating that this stable
residual structure does not systematically affect our measured drift rates.
