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In this thesis, we present a mathematical theory on the transport of mesoscopic parti-
cle under the action of a class of nonequilibrium chaotic fluctuations. By considering
a perturbative Perron-Frobenius approach, we arrive at a transport equation for our
strongly damped particle in a potential field. This transport equation has the form
of an inhomogeneous Smoluchowski equation with a source term. We have identi-
fied the source term to be associated with the statistical asymmetry of the chaotic
fluctuations, which is the driving force behind various nonequilibrium transport phe-
nomena. In particular, the theory has enabled us to give a quantitative account
for the occurrence of directed current in a spatially periodic potential, the desym-
metrization of particle distributions within infinite symmetric potential wells, and
the enhancement or suppression of the Kramers escape rate. In addition to giving
first-order analytical expressions to these phenomena, which have been duly verified
through numerical simulations, the theory has also provided further insights to the
correspondence between chaotic and stochastic resonance. Interestingly, by turning
towards the zeroth-order limit, our theory shows that the particle distribution obeys
the stochastic Smoluchowski equation even though the fluctuating force is determin-
istic. In the situation of free field, the relation between determinism and stochasticity
seems to extend beyond the leading order. In this context, we have found interest-
ing connection of the particle dynamics with statistical mechanics, and prove the
surprising result that a non-Ornstein-Uhlenbeck deterministic process can generate a
stochastic Gaussian diffusion process by means of the Salem-Zygmund theorem and




1.1 Equilibrium versus nonequilibrium fluctuations
The second law of thermodynamics prohibits usable work to be extracted from equi-
librium fluctuations. It is impossible to create a Maxwell’s demon mechanism within a
thermodynamically equilibrium system. However, a classic thought experiment based
on a system of miniature ratchet and pawl, suggested by Richard Feynman in his fa-
mous Lectures on Physics [1], has almost revived such a Maxwell’s demon. Feynman’s
contrivance consists of a ratchet with a spring loaded pawl at one end, while a paddle
wheel at the other, and they are connected by an axle. This device, also known as
the Feynman ratchet, is then immersed in an equilibrium heat bath. On first look,
one imagines that as the paddle wheel is kicked equally in both directions by the
thermal fluctuations, the ratchet can perceivably turn only in the forward direction
because it is prevented from moving backward by the action of the pawl. In seeming
contradiction to Carnot’s principle, a perpetual motion machine of the second kind
has been obtained! But that is not so. The spring, which is attached to the pawl,
is subject to the same thermal fluctuations, such that it lifts the pawl away from
the ratchet occasionally. As a consequence, the ratchet moves forward and backward
with equal frequency, and the second law of thermodynamics is saved.
Although the non-violation of the second law seems to result from a proper micro-
scopic interpretation of the Feynman ratchet, it is in fact based on a deeper physical
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reason: the tumultuous molecular world faced by all parts of the contraption is un-
der the same state of equilibrium fluctuation. (The story would be very different
if nonequilibrium fluctuation is encountered instead.) Equilibrium fluctuations are
minute kicking forces that a Brownian particle experiences in a heat bath that is in
a state of thermodynamic equilibrium. The thermodynamic equilibrium state is a
state of maximum entropy (most probable state), with the probability of an entropy
change ∆S about this maximum given by Einstein’s formula [2]:
P (∆S) = Z−1e∆S/k , (1.1)
where Z is the normalization constant and k the Boltzmann constant. If we were
to express ∆S in terms of a set of n independent variables that describe the devia-







in which gij are appropriate coefficients while the negative sign emphasizes the fact
that ∆S is a negative quantity. Thus, the fluctuation at equilibrium obeys a multi-
variate Gaussian distribution function:











with detg being the determinant of the matrix gij.
The interaction of such an equilibrium fluctuating force with a Brownian particle
of momentum p is best described by the Langevin formulation:
p˙(t) + V ′ (x(t)) = −γp(t) + ξ(t) , (1.4)
where x(t) is the coordinate of the particle in one-dimension and V ′(x) = dV (x)/dx.
The Langevin equation relates the deterministic and conservative part of the dynamics
on the left-hand side with the effects of the thermal environment on the right-hand
side. More specifically, the thermal effect is due to a viscous damping with coefficient γ
and a random fluctuating force ξ(t). The rapid fluctuation ξ(t) is generally assumed
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to be the Gaussian white noise1. This is a mathematical idealization, because in
reality, the correlation time of the physical fluctuation is expected to be finite though
negligibly small in comparison with the other relevant time scales within the system
[4].
It is possible to arrive at the phenomenological model given by Eq. (1.4) through
microscopic modeling, which makes the physics more transparent. This has been
carried out by exploiting the fact that the Brownian particle is more massive than
the surrounding fluid molecules, with the result that the heavier particle is relatively
slow compared to the fast motion of the much lighter molecules. The method of
elimination of fast variables then leads to Eq. (1.4), with the following result in the
lowest order [5]:
〈ξ(t)〉 = 0 (1.5)
and
〈ξ(t)ξ(s)〉 = 2mγkTδ(t− s) , (1.6)
where m is the mass of the Brownian particle, T is the temperature of the heat
bath and δ(t) is Dirac delta function. Equation (1.6) is notably the fluctuation-
dissipation relation, which indicates that the viscous force and the fluctuating force
are not independent. As the Brownian particle moves within the heat bath of fluid
molecules, the molecules adjust their distribution rapidly to the particle’s slower
motion, but not instantaneously and the lag causes the damping force, which takes
energy away from the particle. On the other hand, ξ(t) captures the incessant collision
of the fast molecules, and it is where energy is given back to the Brownian particle.
Such a dissipation and fluctuation mechanism has led to the view of γ as the coupling
strength to the thermal environment.
This ab initio assumption of a clear-cut separation of time scales between a slow
variable and the fast variables of the environment amounts to a neglect of the hydro-
dynamic modes of the fluid. An interaction with a heat bath that is in thermodynamic
1This stochastic assumption leads to the conclusion that x(t) is continuous but not differentiable.
Mathematically, p˙(t) is ill-defined. A more formal approach is to interpret the Langevin equation in
the form of a stochastic integral equation [3].
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equilibrium makes Eq. (1.4) an archetypal model for studies under such situation.
However, one can do more with the Langevin formulation. Indeed, the usefulness of
this formalism lies in the fact that it can be extended to thermodynamic systems far
from equilibrium [4]. Typically, this is carried out in a phenomenological manner as
follows:
p˙(t) + V ′ (x(t), χ(t)) = −γp(t) + F (t) + ξ(t) , (1.7)
where x(t) may be extended to represent different types of collective degree of free-
dom or relevant slow state variable, such as the chemical reaction coordinate of an
enzyme, the geometrical or internal degree of freedom of a molecule, the position of
the circular ratchet with respect to the pawl, or the Josephson phase in a supercon-
ducting quantum interference device [4, 6, 7, 8]. In particular, Eq. (1.7) contains the
nonequilibrium perturbations χ(t) and F (t), whose individual action is sufficient to
drive the system out of equilibrium. These nonequilibrium perturbations may be sys-
tem intrinsic or externally applied. For example, a thermodynamic system with two
heat baths may be modeled with F (t) being the higher temperature second thermal
heat bath in addition to the ξ(t)-bath, while χ(t) = 0. On the other hand, a catalytic
chemical reaction with reactant and product concentrations far from their equilib-
rium ratio can be constructed through the action of intrinsic noise via an internal
degree of freedom, leading to a fluctuating potential scheme with independent noise
sources χ(t) and ξ(t), while F (t) = 0 [9]. In almost all cases of interest, χ(t) and
F (t) are either periodic or stochastic functions of time; and when they are treated as
stochastic processes, they are assumed to be stationary, and statistically independent
of the thermal noise ξ(t) and system state x(t).
More often than not, χ(t) and F (t) are nonequilibrium fluctuations. A particular
case of interest occurs when χ(t) = 0 and ξ(t) = 0, such that Eq. (1.7) is reduced to
the following form:
p˙(t) + V ′ (x(t)) = −γp(t) + F (t) , (1.8)
whereupon F (t) may be considered as the ambient fluctuating force from a nonequi-
librium heat bath (also known as a nonthermal bath). Physical examples of such
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nonequilibrium fluctuations in nature include Rayleigh-Be´nard convection in atmo-
sphere [10]; dichotomous noise, shot noise or Gaussian colored noise within electrical
circuits [11, 12, 13]; and time correlated noise as a consequence of chemical reaction far
from equilibrium [14]. These nonequilibrium fluctuations can be envisaged as sources
of negentropy (physical information), such that its appearance breaks the symmetry
of detailed balance in a thermodynamical system. Thus, as opposed to equilibrium
fluctuations, work can be extracted from nonequilibrium fluctuations, with energy
irreversibly converted from it and continuously supplied by it. In other words, there
is a net flow of energy in systems driven out of equilibrium. Furthermore, by virtue of
the fact that nonequilibrium systems are special (while systems in thermodynamical
equilibrium are universal), nonequilibrium fluctuations of various forms and models
have been considered and constructed [4, 14]. Typically, these have properties that
are either stationary stochastic or deterministic periodic in time. Nevertheless, there
is yet another source of nonequilibrium noise. This is deterministic noise from chaotic
dynamical systems, which is the class of nonequilibrium fluctuations considered in this
thesis, and will be treated with greater detail in the next section.
1.2 Chaotic fluctuations
Fluctuations are normally perceived as deviations from the deterministic equations of
motion due to coupling to an external unknown or “unknowable” system. When this
system contains a large number of degrees of freedom, the resulting coarse-graining
usually leads to a description of fluctuations as random processes. However, if one
were to begin with a microscopic formulation based on the full Newtonian dynamics
of the many particle system, it is perceivable that the coupled system is in a state
of deterministic chaos, and it would be more appropriate to ascribe the “fast” vari-
ables (or the fluctuations) of the system as arising from a high-dimensional chaotic
system. From this perspective, a Brownian particle is, in principle, under the action
of chaotic fluctuations in all directions. This viewpoint, nonetheless, does not come
into conflict with the original interpretation, because deterministic systems that are
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highly unstable (mixing) do possess a probabilistic description.
The idea that a physical system is inherently liable to chaotic behavior follows
from the discovery by the French mathematician Henri Poincare´ that three celestial
bodies experiencing mutual gravitational attraction have very complicated orbits [15].
In spite of that, our solar system with its sun, planets, moons and asteroids, making
up at least more than ten celestial bodies, appears rather periodic. But it is, in fact,
weakly chaotic with a Lyapunov time of the order of 5 million years (thanks to the
huge mass of the sun) [16, 17]. This implies that the motion of the solar system
cannot be predicted more than 5 million years into the future or back into the past.
The Lyapunov time tLyap, thus, gives a measure of the predictability horizon of a
chaotic system, and it is related to the maximum positive Lyapunov exponent λmax
— the characteristic hallmark of the chaotic system concerned, as follows:
tLyap ∼ 1λmax . (1.9)
The Lyapunov exponent provides a quantitative measure of the rate of exponential
divergence of two trajectories of a dynamical system that are very close initially [15].
A chaotic system must possess at least one positive Lyapunov exponent, and the
maximum Lyapunov exponent captures the degree of chaoticity of the dynamical
system. Many physical systems are naturally chaotic [18]. The planetary motion of
Pluto (tLyap = 20 million years), the obliquity of Mars (tLyap = 1 to 5 million years),
and the rotation of Hyperion (tLyap = 43 days), are all chaotic in the macroscopic
scale of celestial objects. At the scale of living things, macroscopic chaos are found
everywhere within chemical, hydrodynamical, biological, mechanical and electrical
systems. The Belousov-Zhabotinskii reaction (tLyap = 382 seconds) and the Rayleigh-
Be´nard convection in a simple cell of silicon oil (tLyap = 2.3 seconds) are examples
of chaos in a chemical and hyrodynamical setting respectively. In the microscopic
domain, dynamical instability occurs when atoms and molecules engage in elastic
collisions (tLyap = 10−15 to 10−10 seconds). In other words, microscopic chaos occurs
at a time scale of the order of the mean intercollisional time in the fluid.
This separation of different predictability time scales, according to the size of the
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physical system, is crucial to the characteristics and behavior of the chaotic fluctua-
tion. At the level of macroscopic chaotic fluctuations, hydrodynamic fluctuations rein
with an arbitrarily long wavelength and time scale normally fixed by some nonequilib-
rium conditions. Such an environment may be appropriately modeled by macroscopic
observables obeying low-dimensional chaotic dynamics. For instance, a chemically re-
active system in a medium with hydrodynamic flow, or the turbulent transport of a
minor atmospheric constituent in the atmosphere, are examples of systems coupled
to an environment undergoing macroscopic chaotic fluctuations [19, 20, 21]. On the
other hand, in the case of microscopic chaotic fluctuations, determinism occurs at
a very short time scale, such that within the typical observational time, the system
appears effectively stochastic [22, 23]. In other words, intrinsic determinism within
the heat bath has been apparently lost as the chaotic variables constitute a set of
fast variables, while the motion of the Brownian particle represents the “slow” vari-
ables, and “sieving” the microscopic chaos out of Brownian motion experimentally
has indeed become a challenging task [24, 25, 26].
Conventionally, the concept of a thermodynamic heat bath has been based on an
infinite set of harmonic oscillators whose randomness results from the infinite amount
of information needed to specify the initial conditions of these oscillators. The infinite
number of degrees of freedom from these initial conditions have led to an infinite
Kolmogorov-Sinai (KS) entropy (hKS) [27], such that the system is deemed to be
stochastic even though it is nonchaotic. Nevertheless, it is interesting to consider the
possibility of constructing a heat bath out of a finite number of fast chaotic degrees
of freedom. In fact, this is feasible even with a one-dimensional chaotic map that
satisfies certain statistical properties, which is the situation of particular interest in
this thesis. For a one-dimensional chaotic system, there is only one positive Lyapunov
exponent, and based on Pesin’s theorem [28], it is equal to the KS entropy of the same
system. Therefore, we expect a one-dimensional chaotic system to possess a positive
but finite hKS. However, recall that the KS entropy is defined, more precisely, as
the rate of information production per unit time. Hence, by considering a time scale
τ , at which interval the fast chaotic variables act on the slow Brownian variable,
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it turns out that the KS entropy of the heat bath becomes hKS/τ , and approaches
infinity as τ → 0, showing that a small number of fast chaotic degrees of freedom
is able to generate stochasticity2 [29, 30]. This has not led to a disappearance of
determinism though. Determinism has been relegated to a finer time scale — a
circumstance very much analogous to that of the microscopic chaotic fluctuations
discussed earlier. Conversely, if we were to increase the interval τ of the chaotic kicks,
we would literally raise the predictability time scale of the system. Put differently,
the time scale distinction between the slow and fast variables within the heat bath
would become blurred. The consequent effects of the transition from microscopic to
macroscopic chaotic fluctuations on the statistical physics of the Brownian particle
are very interesting. One of the main objectives of this thesis is to investigate these
effects. To achieve this objective, we first need to develop a physical model, which
will be carried out in the next section.
1.3 A chaotic kicked particle model
1.3.1 Generalized kicked particle map
In this section, we formulate a nonlinear model in which a particle under the influence
of a potential V (x) is being constantly subjected to an impulsive force. Denoted as
(γmτ)
1
2F I(t), the impulsive fluctuating force is assumed to be deterministic with
nonlinear dynamical origin. Here, m denotes the mass of the particle; τ is the time
interval between the kicks of the impulsive force; and the parameter γ is the viscous
friction coefficient of the medium. Accordingly, the Hamiltonian for this dynamical




+ V (x)− (γmτ) 12xF I(t)∑
n
δ(t− nτ) , (1.10)
where δ(·) is the Dirac delta function and p the momentum. From Eq. (1.10), the
2Details on this setup will be elaborated in the next section.
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= −V ′(x) + (γmτ) 12F I(t)∑
n
δ(t− nτ) . (1.12)
Considering the dissipative drag from the medium, the particle is also being acted
upon by a viscous force Fvis given by
Fvis = −γp . (1.13)
As a result, Eq. (1.12) becomes
dp
dt
= −γp− V ′(x) + (γmτ) 12F I(t)∑
n
δ(t− nτ) . (1.14)
Thus, if the impulsive force (γmτ)
1
2F I(t) is defined appropriately, Eq. (1.11) and Eq.
(1.14) will constitute a nonlinear dynamical system. Notice that if τ → 0, Eq. (1.14)
reduces to Eq. (1.8).
We are interested in a theory based on a series of discrete snapshots of this system.
The snapshot is a phase space point immediately after the impulsive kicks. More
specifically, the trajectories from the system [Eqs. (1.11) and (1.14)] will be recorded
only at time instant t = nτ+, where nτ+ = nτ + 0+ (and nτ− = nτ − 0+). This
renders the continuous time dynamical system discrete; the snapshot at time t = nτ+
is expressed as (xn, pn). Similarly, we shall write F I(nτ+) ≈ F I(nτ) = F In .
With this definition, for nτ+ ≤ t < (n + 1)τ , Eq. (1.14) does not contain the









= −γp− V ′(x) . (1.16)
The physical conditions at t = nτ+ are given by
xn = x(nτ+) = x(nτ−) (1.17)
and
pn = p(nτ+) = p(nτ−) + (γmτ)
1
2F I(nτ)
= p(nτ−) + (γmτ)
1
2F In . (1.18)
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Eq. (1.17) states the continuity condition for the position of the particle, while Eq.
(1.18) relates the discontinuous change in momentum due to the δ kick.











V ′(x) dt′ . (1.19)
The left-hand side of the equation is equal to
eγ(n+1)τ
−
p((n+ 1)τ−)− eγnτ+p(nτ+) . (1.20)
After a rearrangement of the terms, the equation becomes
















V ′(xn(t′′)) dt′′ .
In the last equation, we have performed a change of variable, t′ − (n+ 1)τ = t′′ − τ .










2F In+1 . (1.21)
Since e±γ0+ = 1 ± γ0+ + . . ., and taking into account that 0+ is an infinitesimally
small number, we have
pn+1 = e−γτpn − e−γτ
∫ τ−
0+
eγtV ′(xn(t)) dt+ (γmτ)
1
2F In+1 . (1.22)
Similarly, we integrate Eq. (1.15) over the same time interval nτ+ ≤ t < (n+1)τ
and perform the change of variable t′ − (n+ 1)τ = t′′ − τ . The result is





pn(t′′) dt′′ . (1.23)
In this equation, we have used the notation pn(t′′) = p(t′′ + nτ). With the continuity
condition given by Eq. (1.17), we obtain





pn(t) dt . (1.24)
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From Eq. (1.22), we see that (γmτ)
1
2F In is analogous to the stochastic fluctuation in
Langevin’s formulation. However, in this thesis, we are interested in the case where
F In is deterministic in that its time evolution is governed by a nonlinear dynamical
map G:
Fn+1 = G(Fn) , (1.25)
with Fn serving as the chaotic fluctuation whose intensity is to be adjusted by a factor
s =
√
2kT/σ, with k being the Boltzmann constant, T the temperature and σ the
standard deviation of the fluctuation, so that the impulsive term is modeled as
F In+1 = s Fn+1 . (1.26)
Moreover, we choose a suitable G that is ergodic, and possesses the property
〈FiFj〉 = σ2δK(i, j) , (1.27)
where δK(i, j) is the Kronecker delta function, and 〈·〉 denotes expectation with re-
spect to h(F ), which is the invariant density of the dynamics of G. In addition,
we require G to be a complete map [31]. This model of the chaotic noise, together
with Eq. (1.22) and Eq. (1.24), shall form a purely deterministic map called the
generalized kicked particle (GKP) map:
Fn+1 = G(Fn) , (1.28)
pn+1 = e−γτpn − e−γτ
∫ τ−
0+
eγtV ′(xn(t)) dt+ (γmτ)
1
2 sFn+1 , (1.29)





pn(t) dt . (1.30)
1.3.2 Tchebyscheff maps as chaos fluctuation
In this thesis, we shall base the nonequilibrium fluctuations G exclusively on a class
of chaotic systems known as the Tchebyscheff maps, because their dynamics possess
strong stochastic properties that are close to Gaussian white noise in comparison to
those generated by any other smooth chaotic dynamical system [32]. Functionally,
the Tchebyscheff maps are denoted by G(N) : [−1, 1]→ [−1, 1] and
Fn+1 = G(N)(Fn) , (1.31)
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where G(N)(F ) are the Nth-order Tchebyscheff polynomials, which are solutions to






+N2Y = 0 . (1.32)
As a matter of fact, the Tchebyscheff polynomials are orthogonal functions with










1− F 2 =

1
2δK(m,n) for m 6= 0, n 6= 0
1 for m = n = 0
. (1.33)
Furthermore, they can be determined via the recurrence relation:
G(i+1)(F ) = 2FG(i)(F )−G(i−1)(F ) , (1.34)
with the first few given by
G(0)(F ) = 1 (1.35)
G(1)(F ) = F (1.36)
G(2)(F ) = 2F 2 − 1 (1.37)
G(3)(F ) = 4F 3 − 3F (1.38)
G(4)(F ) = 8F 4 − 8F 2 + 1 . (1.39)
Note that the Ulam map [33], G(F ) = 1− 2F 2, is simply the negative of the second-
order Tchebyscheff map.
For nonequilibrium fluctuations, the nonlinear maps when N ≥ 2 is of particular






1− F 2 , (1.40)
which is independent of N . Moreover, by expressing them mathematically in an
alternative form, which is,






it is possible to determine the higher-order correlation functions of the iterates of the
Tchebyscheff maps [35] through
〈Fn1Fn2 · · ·Fnr〉N =
∫ 1
−1




δK (σ1Nn1 + · · ·+ σrNnr , 0) , (1.42)
where 〈·〉N denotes expectation with respect to h(F ) [given by Eq. (1.40)] for a
Nth-order Tchebyscheff map. In particular, for r = 1 and 2, we have
〈Fi〉N = 0 , (1.43)
〈FiFj〉N = 12δK(i, j) , (1.44)
because σ2 = 1/2 for the Tchebyscheff maps3. These higher-order correlations define
the stochastic properties of the maps. An interesting example regards the odd-order
Tchebyscheff maps. For these maps, where N is odd, all odd higher-order correla-
tions (i.e. r odd) vanish, which was proven on the grounds of symmetry [36], as well
as a graph-theoretic approach based on forests of double N -ary trees [35]. There-
fore, iterates from the odd-order Tchebyscheff maps obey a multivariate probability
density that is symmetric, and fluctuations produced by them are said to be statisti-
cally symmetric [37]. On the other hand, such symmetry is absent in the even-order
Tchebyscheff maps due to the presence of the odd higher-order correlations, and as a
consequence, fluctuations generated by them are deemed to be statistically asymmet-
ric [38].
The Tchebyscheff maps, being semi-conjugated to Bernoulli shifts with an alpha-
bet of N symbols, are chaotic and have a Lyapunov exponent of logN . Thus, in the
context of the chaotic kicked particle model with the variable of the Tchebyscheff
maps representing the fast chaotic degree of freedom, one expects a KS entropy of
logN/τ for the nonequilibrium heat bath. This may effectively imply a faster conver-
gence to stochasticity the higher the order of the Tchebyscheff maps, when the time
scale τ is fixed and small.





The process of transport involves the transfer of certain physical quantities from
one region of space to another. It is a direct consequence of the nonequilibrium
conditions, and is characterized by the presence of a thermodynamic force, which
drives the system of physical quantities irreversibly towards the state of equilibrium
[2]. For instance, the nonequilibrium situation of a temperature gradient acts as a
form of driving force for heat to conduct from a region of higher temperature to a
region of lower temperature. In the case of a chemical reaction, the nonequilibrium
force comes from the affinity to chemical reaction, impelling the system towards a
state of chemical equilibrium.
Typically, transport equations arise from a set of balance equations after due
consideration have been given to the physical laws. Examples of such equations are
the Boltzmann equation, and the Fokker-Planck equation, which describe the behav-
ior of physical transport through distribution functions. Often times, however, the
nonequilibrium systems of interest are too complicated to yield to detailed analysis
by this approach. Mathematical abstraction is required to reduce the complex, i.e.,
high-dimensional system to a less complex, i.e., usually low-dimensional model, which
is simple enough to be analytically tractable. Although this process may seem an ab-
straction from physical reality, the benefit one gains from this approach is a more
direct and transparent view of the complex system, because the reduced system still
contains its physical essence [39, 40]. As an illustration, consider the intriguing con-
tradiction between macroscopic irreversibility and microscopic time-reversibility. It
is found that this issue is more succinctly resolved through the abstraction of simple
dynamical models, such as the Kac’s ring model or the Baker’s transformation, than
via the classical Boltzmann transport equation [28].
Recently, there is active interest in applying such abstraction based on the modern
theory of dynamical system in the fields of classical and quantum transport theories.
In this respect, transport processes like diffusion and heat conduction have been
conceived in terms of various deterministic models, such as the Lorentz gas [41], the
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Ehrenfest’s wind-tree model [42], the multibaker maps [43], the irrational triangle
channel [44], various billiard systems and many others. Through the consideration of
chaotic scattering in some of these models, interesting relations between the transport
coefficients and the chaotic quantities of the associated scattering process have been
established [18]. On the other hand, the absence of exponential instability in some
of these models has led to the conclusion that microscopic chaos is not necessary for
the occurrence of normal diffusion [42] and the Fourier heat law [44]. In fact, on
the basis of these deterministic models, important theoretical connections between
the phenomena of anomalous diffusion and anomalous heat conduction have been
uncovered [45].
In a similar perspective, the one-dimensional chaotic fluctuations within our gen-
eralized kicked particle map can be viewed as an abstraction of certain nonequilibrium
systems. More concretely, they are perceived as the result of a projection of certain
high-dimensional nonequilibrium fluctuations into a space of one-dimension. But
what are the key physical characteristics of these one-dimensional fluctuations? We
envisage that they should have the important properties of ergodicity and mixing.
Since the Tchebyscheff maps fluctuations possess these physically motivated criteria,
it follows that our GKP map with this class of chaotic fluctuations shall serve as an
appropriate model for a theoretical investigation of various nonequilibrium transport
phenomena.
1.5 Motivations and outline of the thesis
The main motivation behind this thesis concerns nonequilibrium diffusive transport
from microscopic chaos. Unlike other approaches to this problem, which depend on
hard disks scatterers or billiard systems, our investigation is based on the chaotic
kicked particle model. The chaotic kicked particle model is a generalization of maps
of the Langevin type. It is known that in the absence of a potential field, maps of the
Langevin type can yield the Ornstein-Uhlenbeck process in the rescaled momentum
variable, and Brownian motion in the rescaled position variable, by letting τ → 0,
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n → ∞, while keeping t = nτ finite. Nonetheless, in chapter 2 [46], we shall go
beyond the regime of τ → 0 in our chaotic kicked particle model, and explore the
statistical physics and diffusive behavior of a damped particle when τ is finite. That
is, to understand the physical effects on the mesoscopic particle due to the presence of
a finite predictability time scale in the chaotic fluctuation. Then, in chapter 3 [47], we
venture into the area of the Brownian ratchet, where nonequilibrium transport occurs
without the presence of an appropriate potential or thermal gradient. By using the
Perron-Frobenius equation as a balance equation to the nonlinear dynamics of an
overdamped particle, a transport equation in the form of an inhomogeneous Fokker-
Planck equation is derived for fluctuations based on the class of double symmetric
maps, of which the even-order Tchebyscheff maps are members. This equation is then
applied to describe the influence of nonequilibrium chaotic fluctuations on the motion
of the mesoscopic particle in a spatially periodic force field where no macroscopic
force is acting on average. In chapter 4 [48, 49], we proceed to examine the effects
of statistical parity in the chaotic fluctuations on nonequilibrium transport. Under
the influence of different potential fields, we investigate the physical behavior of the
particle when it is confined within infinite potential wells; when it escapes over a
potential barrier; and when it jumps between two weakly oscillating potential states.
After which, chapter 5 concludes the thesis by connecting the main results of the
various chapters.
We would like to highlight that in this thesis, the ensemble of mesoscopic particles
is required to be independent of each other without any interaction between them.
We have also assumed that the potential field V (x) is analytic4. In addition, we
deemed that the fluctuations from Tchebyscheff maps are reasonable physical models
for nonequilibrium heat baths, as the dynamics of these maps are φ-mixing5 [22].
The strong mixing nature of the dynamics of Tchebyscheff maps has given rise to
4The theory seems to work even when analyticity fails at certain piecewise continuous point [see
Eq. (4.38)]. However, analyticity is definitely required at the turning point.
5The concept of φ-mixing is a quantitative refinement of mixing, which expresses the notion of
asymptotic independence of events in the past and future. In fact, any proof to establish diffusive
behavior almost certainly requires the property of mixing [50].
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Eq. (1.44), which corresponds to Eq. (1.6). It has also led to a convergence of the
particle dynamics to a Wiener process as τ vanishes, making the Tchebyscheff maps
appropriate alternative models of Gaussian white noise. However, in the presence of
potential fields, we have been successful with this class of chaotic fluctuations through
adopting a perturbative approach in our theoretical analysis. In the future, we would
like to explore other theoretical approaches, such as the non-perturbative techniques.
We also look forward to introducing interactions between the mesoscopic particles,
and to creating a kind of coupled chaotic kicked particles scheme so as to probe





diffusion processes and Brownian
motion
2.1 Introduction
Traditionally, the dynamical origin of Brownian motion has been elucidated with the
Hamiltonian formalism of a system of heavy particles interacting with a bath of light
molecules [51, 52, 53]. Because the particle is much heavier than the molecules, the
key idea is to view the particle as slow dynamical variable relative to the molecules.
To render the many-body problem tractable, the fast variables are integrated out.
The technique leads, by means of the projection operators, to the Langevin equation
which embodies the mesoscopic physics of Brownian motion [5].
A dynamical theory of Brownian motion in this form is deterministic in nature.
Stochasticity creeps into the picture through the fluctuation term of Langevin equa-
tion which represents the coarse-grained, effective force of the molecules. While
the theory treats the fluctuating force as a Gaussian distributed stochastic process,
it leaves open the question of whether the intrinsic dynamics of Brownian motion
is “chaotic” or not, although one may perceive from the writings and thoughts of
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Maxwell that the microscopic dynamics is indeed chaotic [54].
In recent investigations, it was found that deterministic chaos serves as useful the-
oretical models for physical fluctuation [55, 56, 24]. In Beck’s model [57], a Brownian
particle is subject to a dissipative drag and impulsive kicks that occur at a frequency
of 1/τ , where τ is the parameter corresponding to the time scale of the fluctuation.
The amplitude of the fluctuating force, which scales as τ
1
2 , derives from chaotic φ-
mixing maps. Significantly, Beck [22] had shown that the discretized dynamics of the
Brownian particle converges to Langevin’s equation and Ornstein-Uhlenbeck’s process
[58] when τ → 0. In another instance, Shimizu [59] held the changing chaotic force
acting on a dissipated Brownian particle constant within the period τ . The resulting
discretized dynamics is such that the chaotic fluctuating force scales as τ for small
τ . In particular, for τ → 0, a Fokker-Planck equation for the velocity distribution is
obtained when the chaotic force is δ-correlated. Interestingly, the Ornstein-Uhlenbeck
process is arrived at by considering τ → 0 in both cases. It implies that the corre-
sponding process in the position space is Brownian, and the particle diffuses with a
Gaussian distribution.
However, is it necessary for such a Gaussian diffusion process in the position
space to be generated by an Ornstein-Uhlenbeck process in the momentum space?
When τ is large, the momentum exhibits non-Ornstein-Uhlenbeck behavior under
chaotic fluctuations, and it will be interesting to uncover the form of the stochastic
dynamics in the corresponding position variable. In this chapter, we shall investigate
this question by employing the deterministic GKP map with V ′(x) = 0. We prove
that a non-Ornstein-Uhlenbeck process generated by microscopic chaos leads to a
Gaussian diffusion process in the position space. This result has implications that
chaotic fluctuations can serve as part of the machinery in artificial mesoscopic devices
such as molecular motors and Brownian ratchets [60, 61]. Furthermore, it may shed
light on Gaspard et al.’s results, which involved an experimental time scale of 1/60
sec [25].
This chapter is organized as follows. In Sec. 2.2, we first determine an extended
Beck’s model from the GKP map. We then explore the connection and relation
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between the dynamics of a dissipated particle acted upon by a chaotic force, and the
resulting statistical mechanics in Sec. 2.3. We show that the statistical physics of the
dynamics of Beck’s model at arbitrary τ contains Einstein’s diffusion with respect to
the particle’s position [62] and the Green-Kubo relation, while its spectral density
exhibits power law decay of the form 1/ω2. A fundamental element in our derivation
is that the kicking force is δ-correlated. This is, in fact, another guise of Boltzmann’s
Stosszahlansatz [53]. Our main and novel results are presented in Sec. 2.4, where
we prove that the particle’s position obeys a Gaussian diffusion process with non-
vanishing and potentially large τ , while the dynamics of the kicking force follows the
class of Tchebyscheff maps. Notably, this occurs even when the statistical distribution
of the particle’s momentum is non-Gaussian, meaning that the momentum is non-
Ornstein-Uhlenbeck. The outcome that the particle diffuses normally as a Gaussian
distribution has the possible implication that the particle’s motion is Brownian. This
question will be addressed in Sec. 2.5 where we establish that the particle executes
non-Brownian motion in general, except when the prediction time scale is vanishingly
small. Finally, we summarize our main findings in Sec. 2.6.
2.2 The Beck map
In this section, we shall derive a discrete-time dynamical system for the position and
momentum of the mesoscopic particle from our chaotic kicked particle model in the
situation of free field. We perform this by first inserting V ′(x) = 0 in Eq. (1.29) to
yield
pn+1 = e−γτpn + (γmτ)
1
2 sFn+1 . (2.1)
Then, for nτ+ ≤ t < (n + 1)τ , Eq. (1.14) does not contain the force field and the
impulsive force. Hence, we have
dp
dt
= −γp . (2.2)
In Eq. (1.30), we use pn(t) to denote p(t + nτ). The function pn(t) defined on the
interval 0+ ≤ t ≤ τ− can be found easily from Eq. (2.2) with pn as the initial
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condition. The result is
pn(t) = e−γtpn . (2.3)
We see that immediately after the n-th kick and immediately before the (n + 1)-th
kick, the momentum pn(t) relaxes. Substituting it into Eq. (1.30), we readily obtain




1− e−γτ) pn . (2.4)
By putting Eqs. (1.31), (2.1) and (2.4) together, we arrive at the following map:
Fn+1 = G(N)(Fn) , (2.5)
pn+1 = e−γτpn + (γmτ)
1
2 sFn+1 , (2.6)




1− e−γτ) pn , (2.7)
which we name them collectively as the Beck map. Note that this map was in-
vestigated by Beck [57], except for the γ
1
2 factor that we explicitly show in Eq.
(2.6). The purported “heat” source G(N) is the class of Tchebyscheff maps, which
is φ-mixing. Other examples of φ-mixing maps are G(ϕn) = 2ϕn (mod 1) and
G(ϕn) = 1/ϕn (mod 1) [30]. It is well known that the probability distribution func-
tions of these φ-mixing one-dimensional maps are non-Gaussian. However, with G as
the source, as intriguing as it may appear, Beck and Roepstorff [22] and Shimizu [59]
showed that the probability distribution of pn which evolves deterministically accord-
ing to Eq. (2.6) with vanishing τ turns out to be Gaussian. Despite the fact that
the φ-mixing chaotic map G possesses higher-order correlations, it has been shown
that Eq. (2.6) converges to the Ornstein-Uhlenbeck process in the limit τ → 0 [30].
Furthermore, the deviation from a Gaussian distribution for a small but finite τ is
quite the same for certain classes of mappings [32].
2.3 Statistical physics
In this section, we study the correlation functions of pn and those of xn. The explic-
itness of the model allows us to compute the relevant correlation functions to gain
insights into the properties of the model from the perspective of statistical physics.
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2.3.1 Equipartition theorem
By iterating Eq. (2.6), we obtain the following result:






As a consequence of Eq. (1.44), the mean square of pn+1 turns out to be




= e−2(n+1)γτ 〈p20〉N + 2kTmγτ(1− e
−2(n+1)γτ )
1− e−2γτ . (2.9)
In arriving at Eq. (2.9), we have assumed that for all i, 〈p0Fi〉N = 0. Since τ
is a microscopic time scale, to decipher the aggregate behavior of the system, it is




1− e−2γτ . (2.10)
It shows that the mean square fluctuation of the momentum pn is constant, so long
as the temperature T remains unchanged. When γτ vanishes, one obtains from Eq.
(2.10) the standard equipartition of energy
1
2m
〈p2∞〉N = 12kT . (2.11)
Thus, when the particle is being kicked by a φ-mixing map whose autocorrelation is
a Kronecker delta, the energy equals to kT/2 (per degree of freedom) on the average.
In the strong friction regime where γτ is finite, the standard equipartition theorem
is modified by a factor of 2γτ/(1− e−2γτ ), which is larger than 1.
2.3.2 Mean square displacement and Einstein’s diffusion
Now, we shall investigate 〈x2n+1〉N . Using Eq. (2.7) and Eq. (2.6), we expand all the
expressions iteratively to arrive at






















Of particular interest in Eq. (2.12) is the last term that contains Fi. Without loss of
generality, we set the starting position of the particle to be 0, namely, x0 = 0. The




























1− e−(n−i+1)γτ) sFi .
(2.13)























−γτ (1− e−nγτ )
1− e−γτ +




First, we consider the case when τ  1 and n a small integer. Up to second-order





(n+ 1)2τ 2 +O(τ 3) . (2.15)
Since (n+ 1)τ is the time t for xn+1, the mean square displacement is initially
〈x2n+1〉N ∝ t2 . (2.16)
Moreover, assuming that the particle equilibrates with the ambient molecules, namely
〈p20〉N = mkT , the standard result of 〈x2〉N = kT t2/m ensues.
On the other hand, when n is very large and as long as γτ is finite, Eq. (2.14)
scales as 2kTnτ/γm. Furthermore, the mobility (γm)−1, when multiplied by kT ,
gives the diffusion coefficient D. Therefore, with t = nτ , we arrive at the following
equation first discussed by Einstein:
〈x2∞〉N = 2D t . (2.17)
Next, we consider the strong friction regime. Even when n is a small integer, we









Figure 2.1: Results of numerical simulations to verify diffusive behavior under G(2)
map (dashed curve with ‘+’ markers) and Gaussian (dashed-dotted curve with ‘◦’
markers) fluctuating force. Theoretical prediction, as given by Eq. (2.14), is rep-
resented by the solid curve with diamond markers. The following parameters were
employed in the simulations: p0 = 0, 2kT = 0.5, m = 1, γ = 0.01 and τ = 0.1. The
mean square displacement was obtained from an ensemble of 3000 trajectories.
words, the mean square displacement scales linearly with t all the time. With the
Beck map, one can verify the results, Eq. (2.16) and Eq. (2.17) through computer-
generated trajectories. In Fig. 2.1, we see that numerical analysis chimes in with the
analytical results, Eq. (2.16) for small n and Eq. (2.17) when n is large.
2.3.3 Green-Kubo relation
Using Eqs. (2.6), (1.43) and (1.44), the correlation of pn with pn−j can be computed
as follows:





















e(−2n+j)γτ − e−jγτ) .
(2.18)

















−γτ |j| . (2.21)
Thus, we see that asymptotically, the two-point correlation of the momentum is a
function that depends on j only, which is the time difference between two instances
of the momentum. To emphasize this point, we define
C(j) = lim
n→∞〈pnpn−j〉N . (2.22)
Now, suppose the system has evolved for a sufficiently long time such that the
two-point function of the momentum is asymptotically given by Eq. (2.21). We then
reset the discrete time counter to 0 and redefine the co-ordinate system such that
x0 = 0. The statistical physics of the system is invariant with respect to such linear
shift in time and space. Accordingly, we have for any i = 0, 1, . . . ,
〈pipi−j〉N ≈ C(j) . (2.23)



















Because we are studying a system asymptotic in time, for which 〈pipj〉N= 〈p0pj−i〉N


















































An alternative route to arrive at Eq. (2.29) involves a direct substitution of Eq.





































































In the asymptotic regime where ` is large, in the sense that `  (γτ)−1, only terms
of order ` survive in Eq. (2.30). Consequently, it leads to Eq. (2.29).
It turns out that the terms involving e−γτ of Eq. (2.29) cancel out and with
D = kT/γm, we get
〈x2`〉N ≈ 2D`τ . (2.31)
In other words, we have derived Einstein’s law of diffusion using the two-point corre-
lation function of the momentum. Retrospectively from Eq. (2.28), the Green-Kubo











Recall that pn is the notation for p(nτ), which we shall write as p(t) since t = nτ .
With s = jτ and the explicit expression of 〈pnpn−j〉N given by Eq. (2.21), we have
〈p(t)p(t− s)〉N = 2kTm γτ1− e−2γτ e
−γ|s| . (2.33)
To obtain the power spectrum Sτ (ω) of 〈p(t)p(t − s)〉N , we use the fact that the


















This proves that the spectrum Sτ (ω) scales as 1/ω2.
2.3.5 Discussion
The conceivable physical candidates of the Beck map are systems that are far from
thermodynamic equilibrium. In Ref. [30], Beck proposed a hydrodynamical experi-
ment involving a macroscopic test particle in a Rayleigh-Be´nard system in which a
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non-Ornstein-Uhlenbeck process can be generated. Indeed, this may well be an in-
teresting arena for experimental probes into the various statistical physics properties
reported in this section.
In the strong friction regime where the dimensionless parameter γτ is not vanish-
ingly small, we scale the temperature T by a factor as follows:
T ′ = 2γτ
1− e−2γτ T . (2.35)





With the definition of the effective temperature T ′, Eq. (2.29) becomes
〈x2`〉N ≈ `1− e
−2γτ
γ2m
kT ′ . (2.37)
Correspondingly, we define an effective diffusion coefficient D′ as






and Eq. (2.37) turns out to be the standard Einstein’s law of diffusion:
〈x2`〉N ≈ 2D′`τ . (2.39)
Interestingly, from the definition of the effective temperature Eq. (2.35), we see that
D′ = D . (2.40)





















To sum up, through rescaling, we have obtained the standard statistical physics
expressions for the Beck map in the strong friction regime. The transition to the
weak friction regime where γτ  1 is natural; as can be verified from Eq. (2.35)
and Eq. (2.41) respectively, T ′ → T and τ ′ → τ . Accordingly, for the statistical
physics expressions (2.36), (2.39), (2.42) and (2.43), one simply removes the “prime”
(or “dash”) off the mathematical symbols when the system is in the weak friction
regime.
The results obtained so far suggest that the effective temperature Eq. (2.35)
is higher in the strong friction regime as compared to the weak friction case. By
varying the size of the test particle, one can change γ and experimentally measure
the temperature for different γ. In this way, the physical validity of the Beck map is
testable by experiments.
2.4 Gaussian diffusion process from Beck map
In this section, we shall prove that the position variable xn of the deterministic Beck
map produces a Gaussian diffusion process while the dissipated particle is driven by
chaotic Tchebyscheff maps dynamics. We show that the skewness and kurtosis of xn
correspond to a Gaussian distribution, and by way of the Salem-Zygmund theorem,
establish that xn converges weakly to the Gaussian diffusion process for arbitrary
γ and τ as n → ∞. In addition, we shall also illustrate the results through an
alternative proof based on a set of Feynman graphs.














ci = 1− e−(n−i+1)γτ . (2.45)
29
2.4.1 Skewness and kurtosis
Before determining the skewness and kurtosis for the position variable xn, the higher-
order correlations 〈x3n+1〉N and 〈x4n+1〉N are first calculated. This requires us to use






















= 12(kT )2n2 . (2.49)





































































When n is large, we have the approximate result
〈x3n+1〉N ≈ O(1)n , (2.51)
where O(1) denotes terms independent of n.
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To arrive at the last equation, we have let n→∞.
The skewness and kurtosis are now ready to be determined using Eqs. (2.51),
(2.52) and Einstein’s law of diffusion, 〈x2n+1〉N ≈ 2(kTτ/γm)n = O(1)n. The skew-















Equation (2.53) shows that as n→∞, skewness vanishes. The analytic evaluation of






= 3 . (2.54)
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Figure 2.2: The skewed probability distribution function of the dissipated particle’s
position variable under G(2) map fluctuating force for small n (solid curve with ‘∗’
markers). The dashed curve with ‘◦’ markers is the corresponding distribution under
Gaussian fluctuating force. The parameters used were: p0 = 0, 2kT = 0.5, m = 1,
γ = 10 and τ = 10. The distribution function was obtained from an ensemble of 105
particles.
In calculating the skewness and the kurtosis, we have made the assumption that
〈p′α0 (∑ni=1 ciFi)β〉N = 〈p′α0 〉N〈(∑ni=1 ciFi)β〉N for α, β = 1, 2, 3, . . .. To illustrate Eq.
(2.53) and Eq. (2.54) when n is small and when n is large, Fig. 2.2 and Fig. 2.3 were
obtained respectively from an ensemble of trajectories generated by the Beck map.
The results are highly suggestive that the statistical distribution of the particles’
positions exhibits a skewness of 0 and a kurtosis of 3 as n gets larger. The point
to note is that to bring about Einstein diffusion, the particles’ momentum variables
need not follow the Ornstein-Uhlenbeck process, as shown in Fig. 2.4 with large γ
and large τ .
Next, we shall furnish a proof that xn is indeed Gaussian distributed and is in
addition, a diffusive process as n→∞.
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Figure 2.3: The skewness of the probability distribution function of the position
variable under G(2) map fluctuating force vanishes for large n (solid curve with ‘∗’
markers). The dashed curve with ‘◦’ markers is the corresponding distribution under
Gaussian fluctuating force. The parameters used were: p0 = 0, 2kT = 0.5, m = 1,
γ = 10 and τ = 10. The distribution function was obtained from an ensemble of 105
particles.
2.4.2 Weak convergence to the Gaussian diffusion
process
Before embarking on the proof, let us clarify terms and notations that are used in
this subsection. We first introduce the concept of a lacunary trigonometric series,





(ai cosniv + bi sinniv) , (2.55)
with ni+1/ni > q > 1 and v ∈ [0, 2pi].




(ai cosniv + bi sinniv) . (2.56)
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Figure 2.4: The probability distribution function f(p) of the dissipated particle’s
momentum p under G(2) map fluctuating force with 2kT = 0.5, m = 1, γ = 10 and
τ = 10 (non-Ornstein-Uhlenbeck process). The distribution function was obtained






















i . Again, we are interested in the asymptotic regime where M →
∞. For the partial sum SM(v) of a lacunary trigonometric series, if CM → ∞ and
supi |di|/CM → 0 as M → ∞, the Salem-Zygmund theorem [64, 65] states that the
ratio SM(v)/CM
d→ z such that P (z) = (2pi)−1/2 exp (−z2/2). The notation x d→ y
signifies that the variable x converges in distribution to the variable y.
The position variable xn+1 of the Beck map is in fact the partial sum of a lacunary
trigonometric series if the driving chaotic deterministic system belongs to the class
of Tchebyscheff maps. Defining a variable u ∈ [0, 1], the iterates of a Nth-order
Tchebyscheff map ϕi can be transformed as
ϕi = cosN ipiu . (2.58)
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ci cosN ipiu . (2.59)
Notice that this is in the form of a lacunary trigonometric series except for the pres-
ence of the constant term p′0/γm, with ai = s (τ/γm)
1/2 ci, bi = 0 and ni+1/ni =
N i/N i−1 = N > 1. In the asymptotic regime n → ∞, the constant term is of no




Let us now verify whether Eq. (2.59) satisfies the two conditions of the Salem-


































≈ 2Dnτ , (2.60)
where D = kT/γm. Note that as n → ∞, Cn → ∞. For the second condition,
di = ai = s (τ/γm)









∼ O(n− 12 )→ 0 . (2.61)
With the two conditions for the Salem-Zygmund theorem satisfied by xn+1, we
next form xn+1/(2Dnτ)
1






























ci cosN ipiu . (2.62)



















Figure 2.5: Evolution of the distribution function f(xn, n) of an ensemble of 105
particles damped by viscous force and are subjected to chaotic G(2) map fluctuation.
The parameters used were: 2kT = 0.5, m = 1, γ = 10 and τ = 10 (non-Ornstein-
Uhlenbeck process).






Therefore, the position variable of the Beck map converges weakly to the Gaussian
diffusion process when driven by the class of Tchebyscheff maps dynamics as n→∞.
This finding is further validated through numerical simulations as shown in Fig. 2.5.
2.4.3 The Feynman’s graph approach
In this subsection, we give an alternative proof that the position variable of the
Beck map describes a Gaussian diffusion process according to Feynman’s graph ap-
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proach. This approach employs the fact that the higher-order correlations of iterates
of the Tchebyscheff maps can be described by a set of graphs, which are composed of
interesting structures known by the name of N -ary forests and trees [35]. The graph-
theoretic approach is very useful in obtaining higher-order correlation of quantities







through a set of ‘Feynman rules’ [57]. Note that Eq. (2.64) results from Eq. (2.44)
by ignoring the term p′0/γm since in the asymptotic regime n → ∞, this term is of
no consequence.
Basically, the ‘Feynman rules’ translates the topological structure of the forests
into formulae that contributes to the higher-order correlation of xn+1. By summing
over the contributions of these formulae, physical quantities of interest, such as the
characteristic function Γ(N)(k), can be computed. However, depending on the topo-
logical structure of the forests, certain contributions are more important than others,
analogous to the perturbative calculation of propagators in quantum field theory with
the set of Feynman’s diagrams corresponding to the set of N -ary forests [66].
Figure 2.6: Trivial double trees.
The advantage of the Feynman’s graph approach lies with the pictorial view it
gives to the components of the chaotic fluctuations. These components have vary-
ing degrees of significance, depending on their topological structures. For example,
the most important structures are those that represent the zeroth-order contribu-
tions. These are known as trivial double trees, and are illustrated in Fig. 2.6. All
Tchebyscheff maps possess these structures. In fact, the trivial double trees corre-
spond to the higher-order correlations of a Gaussian stochastic process. In this way,
we can understand in a diagrammatic manner the link between the deterministic dy-
namics of Tchebyscheff maps and its stochastic Gaussian limit as τ → 0. Indeed,
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by summing the set of Feynman’s graphs based on these structures, we obtain the
following zeroth-order probability distribution function on the position of the particle
(see appendix B):











which is a single-point Gaussian distribution of a normal diffusive process. It is
important to note that the topological structures of the diagram tell us more. Through
its direct relation with the Gaussian random process, it provides us with an intuitive
notion that the multi-point distribution of the particle in the zeroth-order limit is a
multivariate Gaussian distribution as well.
Figure 2.7: A fork with trivial double trees.
Then, as we move away from the zeroth-order limit by increasing τ , topological
structures in the form of a tree with a fork, while the rest are trivial double binary
trees, come into significance (see Fig. 2.7). The contribution of these forests are
first-order [O(n−1/2)] and occurs only for N = 2, because for N > 2 the above
diagrams are not solutions to the corresponding diophantic equations. This structure
symbolizes one of the statistical asymmetries of the fluctuations, and is believed to be
a topological representation of the source term in the inhomogeneous Smoluchowski
equation derived in the next chapter. By performing the Feynman sum on these
forests, we arrive at the following first-order position distribution function of the
particle (see appendix B):
















The second-order contribution [O(n−1)] of Feynman’s graph is slightly more com-
plicated. In addition to partial summing of the appropriate set of forests, it is also
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necessary to account for error that results from assumptions made during the calcu-
lation of the zeroth- and first-order contribution. Nonetheless, with the help of the
‘Feynman rules’, we have













as n→∞ (see appendix B).
The final asymptotic result for the position distribution function, according to























where it is observed that faster convergence to a Gaussian diffusion process occurs for
N ≥ 3 than N = 2. Incidentally, this result corresponds directly to that of skewness,
which also indicates a faster convergence for N ≥ 3 than N = 2.
Thus, we have again proved that, as n → ∞, xn obeys a Gaussian diffusion
process, i.e., Eq. (2.63) of the last subsection.
2.5 Non-Brownian feature of the position process
We have just shown that the position variable of the Beck map produces a Gaussian
diffusion process with mean 0 and variance 2Dt for arbitrary τ . If xn were to possess
the additional property of stationary independent increments, then one is able to infer
that the position process xn is a Brownian motion [67] even when τ is not small. To
verify this, let us employ the iterated solution of xn+1, which has been obtained as
follows [see Eq. (2.13)]:










1− e−(n+1−i)γτ} sFi . (2.69)
By assuming a time scale n` such that e−n`γτ ≈ 0 in our subsequent derivation, we
can rewrite xn`+1 in the following manner,











1− e−(n`+1−i)γτ} sFi . (2.70)
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Next, let us consider time instants nj and nk such that nj < nk. Denoting ∆xnk/nj =


























With Eq. (1.43), it is clear that 〈∆xnk/nj〉N = 0. Furthermore, by considering
the time instants n1, n2, n3 and n4 such that n1 < n2 < n3 < n4, an evaluation of
〈∆xn4/n3∆xn2/n1〉N employing Eq. (1.44) with the condition e−(nj+nk)γτ ≈ 0 (note













In general, if xn is a Brownian motion or a Wiener process, we would expect
〈∆xn4/n3∆xn2/n1〉N = 〈∆xn4/n3〉N〈∆xn2/n1〉N
= 0 , (2.73)
for all possible n1, n2, n3 and n4, because 〈∆xn4/n3〉N and 〈∆xn2/n1〉N are nonover-
lapping stationary independent increment. From Eq. (2.72), we observe that this is
not so for arbitrary τ , because 〈∆xn4/n3∆xn2/n1〉N 6= 0 in general for all n1, n2, n3
and n4. However, when τ → 0, e−(nk−nj)γτ ≈ 1 − (nk − nj)γτ if τ vanishes faster
than (nk − nj), with the consequence that ∑4k=3∑2j=1(−1)j+k+1e−(nk−nj)γτ ≈ 0 and
〈∆xn4/n3∆xn2/n1〉N ≈ 0. Also, if γ  τ , it is again apparent from Eq. (2.72) that
〈∆xn4/n3∆xn2/n1〉N ≈ 0. Interestingly, xn fulfills the necessary condition for Brownian
motion in these two cases.
Alternatively, one may also approach the question of whether xn corresponds to a
Brownian motion by inquiring whether it is a martingale, because a Brownian process
is a martingale. Formally, a martingale obeys
〈xn|xn−1, xn−2, . . . , x0〉N = xn−1 , (2.74)
or
〈yn|yn−1, yn−2, . . . , y0〉N = 0 , (2.75)
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where yn = xn − xn−1 is the difference process, which is also known as an absolutely
fair process.
If xn is a martingale, then its difference process [see Eq. (2.7)],
xn+1 − xn = cpn , (2.76)
where c = (1− e−γτ ) /γm, should be an absolutely fair process, i.e.,
〈cpn|pn−1, pn−2, . . . , p0〉N = 0 , (2.77)
with 〈cpn|pn−1, pn−2, . . . , p0〉N = ∫ cpnP (N) (pn|pn−1, . . . , p0) dpn.
In order to establish the truth of this claim, let us first note that it is evident from
Eq. (2.6) that knowing pn−1, pn−2, . . . , p0 is equivalent to having exact information
of Fn−1, Fn−2, . . . , F1. Furthermore, the knowledge of the dynamics of Fn [Eq. (2.5)]
means that
〈Fn|Fn−1, Fn−2, . . . , F1〉N = Fn . (2.78)
Hence,
〈cpn|pn−1, pn−2, . . . , p0〉N = ce−γτ 〈pn−1|pn−1, pn−2, . . . , p0〉N
+c (γmτ)
1
2 s〈Fn|pn−1, pn−2, . . . , p0〉N
= ce−γτpn−1 + c (γmτ)
1
2 s〈Fn|Fn−1, Fn−2, . . . , F1〉N
= ce−γτpn−1 + c (γmτ)
1
2 sFn
= cpn , (2.79)
which is nonzero for arbitrary τ . Thus, the position process xn is not a martingale
and is non-Brownian in general. However, when τ → 0, c→ 0 and
〈cpn|pn−1, pn−2, . . . , p0〉N → 0 , (2.80)
with xn converges to a martingale while pn describes an Ornstein-Uhlenbeck process.
This implies that xn approaches a Brownian process in the limit of vanishing τ .
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2.6 Summary of main results
We have explored, through the discretized map of Eq. (1.14) with V ′(x) = 0, the sta-
tistical physics of a damped particle being acted upon by chaotic forces with temporal
resolution τ . We found that, when τ is not small, the discretized position variable
xn follows a Gaussian diffusion process, while the corresponding momentum variable
pn describes a stationary, and in general, non-Gaussian distribution. Although the
result has been proven based on both the Salem-Zygmund and the Feynman’s graph
approach specific to the class of Tchebyscheff maps, it is conceivable that through
conjugacy, the result may be applicable to other φ-mixing maps. Finally, we have




Brownian ratchets from chaotic
fluctuations
3.1 Introduction
In the absence of a macroscopic potential, we observed previously that the mesoscopic
particle transports diffusively without any preferential direction under the action of
chaotic Tchebyscheff maps fluctuation. The situation becomes quite different, how-
ever, as we turn on the potential field. If the potential field were linear, we would
expect the particle to flow in the direction of lower potential energy. Conversely, for
a simple harmonic potential, the particle will end up fluctuating erratically in the po-
tential minima with zero net drift. However, a more interesting case occurs when the
macroscopic potential field is zero on average. This situation corresponds to systems
known as Brownian ratchets, which have recently been of interest. Brownian ratchets
are nonequilibrium systems that are able to produce a directed current through the
rectification of noise. They are Maxwell’s demons, capable of turning unbiased ran-
domness into directed motion for useful work. Their theoretical understanding is of
great interest for it will contribute to the design of novel artificial mesoscale devices
[60, 68, 69, 70, 71, 11, 72, 73, 74, 75], as well as the explanation of unidirectional
transport in molecular motors [76, 7, 9, 77, 78, 79, 80, 81].
Current research in these Brownian ratchet systems has led to various proposals
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[4], which have been classified according to whether they are being subject to a time-
varying potential [7, 9, 82], or whether an external fluctuating force has been supplied
[6, 83, 84, 85, 86]. The latter type of ratchet systems are also called tilting ratchets,
which draw their energy from fluctuations that are either correlated in time, or are
white but non-Gaussian.
Generically, the potential of tilting ratchets are periodic and spatially asymmetric.
However, it is interesting that in the more restricted case of a completely symmetric
and periodic potential, work can still be extracted from nonequilibrium fluctuations
[87, 14, 61, 88, 89, 90, 91, 92]. Physically, this is possible due to broken symmetry in
the fluctuating force [37, 93], and citing Curie’s principle, a current is to be expected.
Nevertheless, concrete affirmation of directed motion requires an analytical derivation
for the current, which has been achieved for noise that is deterministic, periodic but
time asymmetric [14] or stationary stochastic, such as the white shot noise [88].
As is generally known, there is another source of nonequilibrium noise. This is the
deterministic noise from a chaotic dynamical system, which has been considered in
the context of its effects on multistable system [61], as well as spatially asymmetric
ratchet system [94]. In these cases, the current has been attributed to the dynamical
asymmetry and deterministic property of the chaotic noise. But from the perspective
of statistical symmetry breaking, the basic existence of the current can be physi-
cally explained from the non-vanishing of odd higher-order correlations in the chaotic
fluctuation [37, 38, 95]. In this respect, directed motion is expected in a spatially
symmetric ratchet due to asymmetric chaotic noise, although the precise manner in
which the microscopic chaos [18] affects the macroscopic particle transport has not
been fully resolved.
In this chapter, we attempt to address this problem in greater detail, through
establishing a theoretical framework that enables us to determine an analytical ex-
pression for the directed current. By treating the physical problem in the strong
friction regime, we first reduce the GKP map to a quasi-stationary version in Sec.
3.2, which we call the quasi-stationary kicked particle (QKP) map. In Sec. 3.3, we
begin our theoretical analysis on the evolution of an ensemble of trajectories from
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an overdamped version of the QKP map by means of the Perron-Frobenius equation
[31, 96], which relates the density of states of the particle at consecutive time in-
stances. This is followed by a perturbative analysis, with τ/γ being the perturbative
parameter. Then, in Sec. 3.4, with the chaotic fluctuations resulting from the class of
double symmetric maps [31], we show that the first-order position density function of
the particle satisfies an inhomogeneous Smoluchowski equation with a source term.
Physically, the source term gives rise to a directed current in a spatially periodic
potential, which is shown in Sec. 3.5. In Sec. 3.6, the inhomogeneous Smoluchowski
equation is solved specifically for the spatially symmetric cosine potential and fluc-
tuation based on a double symmetric map — the G(2) map. Theoretical results and
numerical simulations are then discussed in Sec. 3.7. Sec. 3.8 ends the chapter by
summarizing the main results.
3.2 A strongly damped kicked particle model
On the scale of very small systems in which Brownian ratchets are typically of interest,
viscosity dominates over inertia effects due to the low Reynolds number at this length
scale [97, 98]. Under such physical circumstances, the Brownian particle is strongly
damped. In this respect, it is of interest to develop a strongly damped version of our
chaotic kicked particle model as a representation of the micro-world. This requires us
to first consider the situation of a linear potential field, whose results are applicable
to the eventual development of a quasi-stationary kicked particle model.
3.2.1 Chaotic kicked particle model in a constant force field
Let us consider the particle to be immersed in a constant force field V ′(x) = A. For
example, A is a constant gravitational field or electric field. For the GKP map, [Eq.
(1.28) to Eq. (1.30)], we substitute V ′(x) with A. It is straightforward to show that
pn+1 = e−γτpn − Aγ
(
1− e−γτ)+ (γmτ) 12 sFn+1 . (3.1)
Upon integrating Eq. (1.16) over the time interval 0+ ≤ t < τ with the initial
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condition pn, we get
pn(t) = e−γtpn − Aγ
(
1− e−γt) . (3.2)
Substituting Eq. (3.2) into Eq. (1.24) and integrate, we obtain










e−γτ − 1)] . (3.3)
Thus, the discrete-time dynamics of the mesoscopic particle under the influence of a
constant force −A is described by the following map:
Fn+1 = G(N)(Fn) , (3.4)
pn+1 = e−γτpn − Aγ
(
1− e−γτ)+ (γmτ) 12 sFn+1 , (3.5)










e−γτ − 1)] . (3.6)
Fig. 3.1 depicts the path of a particle under the dynamics of this map. The figure
shows that the particle describes a Brownian-like trajectory as it wiggles on under
the action of the constant force field.
It is also interesting to explore the thermodynamic properties of the particle im-
mersed in a linear potential field from the perspective of statistical physics. By
iterating Eq. (3.5), we find the following result:










Now, for the class of Tchebyscheff maps (or any iterative maps that are φ-mixing),
the average 〈Fi〉N = 0. Furthermore, the correlation is, for all i and j, 〈FiFj〉N =
(1/2) δK(i, j) for the Tchebyscheff maps. Then, the mean square of pn+1 is given by

















e−2(n−i+1)γτs2〈F 2i 〉N . (3.8)








1− e−2γτ . (3.9)
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Figure 3.1: The trajectory of a damped particle under the action of chaotic G(2) map
fluctuation in a linear potential field. The parameters employed in the computation
are: m = 1.0, γ = 100.0, τ = 0.1, 2kT = 0.5 and A = −1.0.
It shows that the mean square fluctuation of the momentum pn is constant. Further-
more, when γτ  1, 〈p2n+1〉N is approximately equal to (A/γ)2 + kTm, which can












Evidently, from Eq. (3.10), we observe the equipartition of energy.
3.2.2 Quasi-stationary kicked particle map
Let us now turn to the case of a generic analytic potential field. In the strong
friction regime, the relaxation time γ−1 of the particle is short, which implies that
the ensemble of kicked particles within our chaotic kicked particle model settles down
rapidly to a stationary distribution. Accordingly, the spatial position x of the particle
possesses a variation of order (kT/m)
1
2 γ−1. If the force field V ′(x) does not change
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appreciably over such a spatial scale, V ′(xn(t)) can be viewed as a constant from 0+
to τ−, which is analogous to a constant force field within the given spatial and time
scale [62, 99]. This circumstance allows us to obtain a quasi-stationary version of the
GKP map through replacing A with V ′(xn) in Eqs. (3.4) to (3.6). The result is the
quasi-stationary kicked particle (QKP) map, which is given as follows:
Fn+1 = G(N)(Fn) , (3.11)




1− e−γτ)+ (γτ) 12 sFn+1 , (3.12)










e−γτ − 1)] , (3.13)
where, without loss of generality, we have assumed m = 1 in the above as well as in
subsequent derivation.
3.3 The Perron-Frobenius approach to nonequilib-
rium transport equation
For the QKP map, let us take the overdamped limit, so that the iterated solution of
















V ′ (xi) . (3.14)
This suggests that the position variable can be expressed independently of the mo-
mentum variable. By separating out the momentum variable, we arrive at a simplified
map relating the chaotic fluctuation Fn to the position variable xn6,
Fn+1 = G(Fn) , (3.15)











V ′(xn) . (3.16)
For the sake of notational convenience, we shall also express this map succinctly as
(F¯ , x¯) = f(F, x), where the overbar represents the states F and x at the next instant.
6Note that we have dropped the superscript (N) in Eq. (3.15) [c.f. Eq. (3.11)] as the following
analysis applies to the more general class of chaotic maps G(F ) defined in Sec. 1.3.1. Recall that
the class of Tchebyscheff maps is a subclass of G(F ) (see Sec. 1.3.2).
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Instead of examining a single trajectory from this map, let us study an ensemble
of trajectories, for example, those in the range (F¯ , x¯) to (F¯ + dF¯ , x¯ + dx¯) at time
(n+1)τ in phase space. These trajectories are found to map deterministically from the
set of ranges (F (i), x(i)) to (F (i) + dF (i), x(i) + dx(i)) at time nτ through the relation
(F¯ , x¯) = f(F, x). This has the implication that the density of trajectories in the
interval (F¯ , x¯) to (F¯ + dF¯ , x¯+ dx¯) at time (n+ 1)τ is the sum of the densities in the
intervals (F (i), x(i)) to (F (i) + dF (i), x(i) + dx(i)) at time nτ , which can be expressed
mathematically as




| detDf |ρn(F, x) , (3.17)
where ρn(F, x) is a probability measure that describes the density of trajectories in
(F, x) at nτ .
Eq. (3.17) is called the Perron-Frobenius equation. It describes the conservation
as well as evolution of the probability density ρn of a deterministic dynamical system.
In this section, we will show that by performing a perturbative expansion of the
Perron-Frobenius equation, an equation of the Fokker-Planck type arises from the
nonlinear dynamics given by Eqs. (3.15) and (3.16). In the following derivation, we
will let τ/γ to be small or τ/γ → 0, which is a reasonable assumption in the strong





will be carried out, as this is sufficient for our purpose.
First, let us evaluate 1/| detDf | of the Perron-Frobenius equation by employing
Eqs. (3.15) and (3.16):
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where G′(F ) = dG/dF . Notice that the potential V (x) is assumed to be analytic.
Moreover, it is expressed as a function of x at the next instant, so that consecutive
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time instants of x are not involved during the evaluation of the Perron-Frobenius






















Putting these results into Eq. (3.17) and then Taylor expand the Perron-Frobenius
equation in terms of τ/γ, we obtain a perturbative version























































































Following Beck [31], we introduce a continuous-time smooth suspension ρ(F, x, t),
ρ(F, x, t) := ρn(F, x) . (3.21)
Note that this suspension is deemed to be true only at stroboscopic time t = nτ .
Representing the left-hand side of the Perron-Frobenius equation by this suspension,
which is assumed to be analytic, a Taylor expansion yields
ρn+1(F¯ , x) = ρ(F¯ , x, nτ + τ)
= ρ(F¯ , x, t) + τ
∂
∂t






ρ(F¯ , x, t) + · · · . (3.22)
Let us consider the following perturbative ansatz,























where ρ(0) is the zeroth-order probability density, while the q(i)’s are the i-th order
correction terms. Substituting this ansatz into Eq. (3.22), we get




2 q(1)(F¯ , x, t)
+τ
[
γ−1q(2)(F¯ , x, t) + ∂
∂t













q(1)(F¯ , x, t)
]
+O(τ 2) . (3.24)
Also, in terms of Eq. (3.23), the perturbative Perron-Frobenius equation (3.20) be-
comes,








































































Eqs. (3.24) and (3.25) constitute perturbative expansions of the Perron-Frobenius























































































2V ′′(x)q(1) − 2γ− 32 sFV ′′(x)∂ρ
(0)
∂x





















where the overbar in ρ(0) and q(i) serves to indicate its dependence on F¯ instead of
F . As we will show, these equations are important in the subsequent analysis as the
lower-order solution to the perturbative equation shall determine the next higher-
order solution, and leads to simplification in the form of Fokker-Planck equations,
which are essential for the derivation of the directed current.
As the position space, x, is of special interest in the analysis on the macroscopic
transport of the kicked particle, it is appropriate to integrate out the fluctuation F
to arrive at marginal functions that depend on (x, t) in the following way:
P0(x, t) :=
∫




dFq(i)(F, x, t) , (3.31)
where i = 1, 2, 3.
The set of equations given by (3.26) – (3.29) can be simplified by employing the
fact that G is a complete map [31] with phase space [−1, 1]. To begin with, notice
that these equations are of the following form,




|G′(F )|β(F, x, t) , (3.32)
with α denoting the functions on the left-hand side of Eqs. (3.26) – (3.29) and β the
functions on the right-hand side.
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A very useful property of complete maps is that they satisfy the integration lemma,
which states that the marginal function of α and that of β are equal if Eq. (3.32) is
satisfied. Mathematically, this is expressed as∫ 1
−1
dFα(F, x, t) =
∫ 1
−1
dFβ(F, x, t) . (3.33)
The proof of this theorem uses an elementary property of the Perron-Frobenius op-
erator [31].
Applying the integration lemma to Eq. (3.26) leads to P0(x, t) = P0(x, t), which
is trivial. However, when applied to Eq. (3.27), the result 〈F 〉N = 0 is obtained.
Thus, the ansatz given by Eq. (3.23) applies only to maps with vanishing means [31].
In other words, the chaotic force should have zero bias.
We next apply the integration lemma to Eq. (3.28) and obtain
γ−1Q2(x, t) = γ−1Q2(x, t)− γ−1s ∂∂x
∫ 1
−1





















Based on the fact that Eq. (3.26) can be solved by any function of the form (see
appendix C), namely,
ρ(0)(F, x, t) = h(F )P0(x, t) , (3.35)
























which is a kind of inhomogeneous Fokker-Planck equation for the zeroth-order proba-
bility distribution P0(x, t) due to fluctuations from complete maps. In fact, Eq. (3.36)
is a Smoluchowski equation with a source term (s/γ)(∂/∂x)
∫ 1
−1 dFFq(1).
Finally, we would like to remark that Eq. (3.35) has the appearance that F and
x are statistically independent. This is rather surprising since x depends determinis-
tically on F , and hence, h(F ) is perceivably the only independent distribution. The
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point to note is that this seeming independence between F and x occurs for ρ(0),
which is the zeroth-order approximation to the true solution ρ. In general, this inde-
pendence does not occur in the true solution ρ, as is apparent from the fact that the
higher-order perturbative solutions, ρ(k) = ρ(0) +
∑k
i=1(τ/γ)
i/2q(i), will not factorize
with h(F ). For example, the q(i)’s of Eqs. (3.27) – (3.29) are not separable into the
form of h(F )Qi(x). However, in the next section, when the map is restricted to be
double symmetric, we show that perturbative solution up to first-order, i.e. ρ(1), can
be factorized with h(F ) owing to the symmetric properties of the double symmetric
map.
3.4 Chaotic fluctuations from double symmetric
maps
In subsequent analysis, we shall focus on a subclass of the complete maps, known as
the double symmetric maps, which possess the following properties:
G(F ) = G(−F ) , (3.37)
h(F ) = h(−F ) . (3.38)
Examples of double symmetric maps are the even-order Tchebyscheff maps as well as
maps that are their conjugates [32].





ih(F ) = 0 , (3.39)
with i being an odd integer, as it will lead to many simplification. This relation holds
because if F is a pre-image, so is −F .
If we were to apply Eq. (3.39) with Eq. (3.35) to Eq. (3.27), we notice that the








In this case, q(1) can be expressed in the separable form (see appendix C):
q(1)(F, x, t) = h(F )Q1(x, t) . (3.41)
Inserting Eq. (3.41) into Eq. (3.36) and noting that 〈F 〉 = 07, the differential
















P0(x, t) = 0 . (3.42)
Furthermore, for double symmetric maps, we can also employ Eqs. (3.35), (3.39)







γ−1q(3) − γ−1sF ∂q
(2)
∂x








+ γ−1V ′′(x)h(F )Q1 − h(F )∂Q1∂t
]
. (3.43)
























With our interest in chaotic fluctuations based on double symmetric maps in the
limit τ/γ → 0, it is sufficient for us to consider position probability distribution up
till the first order in τ/γ, i.e.,






Q1(x, t) , (3.45)
which comes from [see Eq (3.23)]







= h(F )P1(x, t) , (3.46)
7Note that the symbol N will be left out of the expectation operator as long as the whole class
of Tchebyscheff maps is not in perspective.
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resulting from Eq. (3.35) and Eq. (3.41). Then, by multiplying Eq. (3.44) with
(τ/γ)
1
2 and adding to Eq. (3.42), noting as well that s2〈F 2〉 = 2kT , we arrive
at the inhomogeneous differential equation for the first-order position probability


























Remarkably, we again arrive at a Smoluchowski equation with a source term. More
significantly, this source term is physically responsible for the flow of current in a spa-
tially periodic potential, which will be shown in the next section. It is also important
to note from Eq. (3.47) that in the limit τ/γ → 0, the position probability den-
sity function obeys the Smoluchowski equation, with P1(x) → Z−1 exp [−V (x)/kT ],
where Z is the normalization constant.
3.5 Directed current from periodic potential
In this section, we are concerned with the derivation of a general analytical expres-
sion for the directed current, when the potential is periodic, and the nonequilibrium
chaotic fluctuation is generated by double symmetric maps. To obtain a mathemati-
cal description of the directed current, which occurs in the steady state, we shall first















dFsFq(2) −N1 , (3.48)
where N1 is a constant of integration. This first-order differential equation can be




























in which the arbitrary constants of integration N1 and N2 are to be determined from
the periodic boundary condition and the normalization condition respectively.
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Next, let us assume that the potential field has a period of 2, or
V (x+ 2n) = V (x) . (3.50)
Hence, x can be treated as an angle variable with the consequence that the density ρ
must be periodic [100], i.e.,
ρ(F, x+ 2n) = ρ(F, x) . (3.51)
This implies, from Eq. (3.23), that
ρ(0)(F, x+ 2n) = ρ(0)(F, x) (3.52)
and
q(i)(F, x+ 2n) = q(i)(F, x) . (3.53)
Note that the variable t has been suppressed as we are concerned with the steady
state.
Then, applying Eq. (3.52) and Eq. (3.53) to Eq. (3.46), we obtain the periodic
condition for P1(x):
P1(x+ 2n) = P1(x) . (3.54)
Let us next determine P1(x+2n) from Eq. (3.49). This requires us to evaluate a few









kT dx , (3.55)
as a result of Eq. (3.50) and a change of variable of the form x = x′− 2(η− 1), where



























kT dx′′ , (3.56)
where a change of variable x′′ = x′ − 2n has been performed on the last integral. In















dFsFq(2)(F, x)dx , (3.57)
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when x = x′ − 2(η − 1). Using Eq. (3.57) and applying similar techniques to the


























Employing the two evaluated quantities Eqs. (3.56) and (3.58) on P1(x+2n) from
Eq. (3.49), we get

























+ P1(x) . (3.59)

















































































with N2 obtained by normalizing this expression, i.e.,
∫ 1
−1 P1(x)dx = 1.
Let us next proceed to determine the directed current J from Eq. (3.16). Defining
the current as
J := lim
n→∞〈〈xn+1 − xn〉〉 , (3.63)
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where the symbol 〈〈·〉〉 means taking expectation with respect to ρ˜(x, F ) in the steady
state and












































































Noting that the last equation can be further simplified due to 〈F 〉 = 0, and taking








V ′(x)P1(x)dx , (3.66)
which clearly shows that the current is connected to an ensemble average of the force


































 dx . (3.67)



















= 0 . (3.68)
Equation (3.67) gives the first-order analytical expression for the directed current
when the fluctuations come from the class of chaotic double symmetric maps. It
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clearly shows that the directed current is attributed to the source term
∫ 1
−1 dFsFq(2) of
the inhomogeneous Smoluchowski equation (3.47), and also indicates that the current
scale as (τ/γ)3/2. However, we would like to emphasize that it is possible for the
source term to vanish. In that case, the current J shall depend on a scaling relation
in terms of τ/γ with an exponent that is greater than 3/2. The exact details of this
dependency require the evaluation of higher-order perturbative equations, which turn
out to be rather complicated.
3.6 Tilting ratchet with symmetric cosine poten-
tial and asymmetric fluctuations generated by
G(2) map
The results obtained in the previous section are applicable to the general class of
double symmetric maps. In order to better understand the effect of such nonequi-
librium chaotic fluctuations on directed motion, it is necessary to solve the source
term
∫ 1
−1 dFsFq(2) for a typical case. In this section, we present such a solution for a
special double symmetric map: the G(2) map.





















We multiply Eq. (3.42) with h(F ), and apply
∑






































We then proceed by making the following ansatz for q(2),
q(2) = h(F )Q2(x, t) + sFh(F )R2(x, t) . (3.72)



















which can be further reduced for fluctuations based on G(2) map (with σ2 = 1/2) to









|G′(F )|h(F ) . (3.74)
Canceling terms in Eq. (3.74) while noting that s = 2
√




















































With these results, we are able to evaluate the source term
∫ 1
































































Substituting Eq. (3.81) and Eq. (3.82) into Eq. (3.62), the first-order position











































As a result, according to Eq. (3.66), the directed current of the particle activated by

















































 dx . (3.84)
In order to appreciate the symmetry breaking effect of the nonequilibrium chaotic
fluctuation, the periodic potential has to be spatially symmetric and time indepen-
dent, with a resulting spatial force field that averages out to zero. For the sake of




(1− cospix) . (3.85)
Evaluating each terms of Eq. (3.83) in accordance with Eq. (3.85), the following








































Keeping in mind that constant terms such as µ2pi2/8kT and N2′ will not contribute


































 dx . (3.87)
3.7 Comparison between theory and numerical sim-
ulations
A comparison of our theoretical result, as given in Eq. (3.87), with numerical simula-
tion based on the QKP map, is illustrated in Fig. 3.2 and 3.3. The figures show a close
match between the analytical and simulation results, thus verifying our theoretical
approach. Indeed, a closer scrutiny on these figures reveals that the correspondence
becomes better as τ/γ → 0, which is to be expected. As discussed previously, when
τ/γ → 0, P1(x) → Z−1 exp [−V (x)/kT ], which implies that the current vanishes in
the scaling limit. Hence, our analytical and numerical results indicate a convergence
to the symmetric zero current state via scaling behavior of the leading order correction








Although this scaling law applies to fluctuations from G(2) map [see Eq. (3.87) and
Fig. 3.4], it is conceivable that a subclass of double symmetric map may generate
the same scaling behavior, leading to one universality class of nonequilibrium chaotic
fluctuations. In fact, for chaotic fluctuation based on the fourth-order Tchebyscheff
map, a scaling with (τ/γ)5/2 was observed through numerical simulations (see Fig.
3.4), indicating a possible origination of another universality class. This suggests
that in the vicinity of the zero current fixed point, there may exist different routes
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Figure 3.2: The current versus τ for the symmetric cosine potential based on analytical
expression Eq. (3.87) (solid curve with ‘∗’ markers) and numerical simulation (dotted
curve with ‘◦’ markers) for chaotic fluctuations from G(2) map. The parameters in
dimensionless units are: m = 1.0, γ = 200.0, µ = 1.0, kT = 0.2. The ensemble size
used in the numerical simulation is 5× 104, with an iteration length of 5× 105.
to universality due to chaotic noise from double symmetric maps. The eventual
elucidation of these universality classes is an interesting subject for further research.
In another context, it is also interesting to investigate the manner in which J
depends on the noise intensity kT of the chaotic fluctuations, the outcome of which is
shown in Fig. 3.5. Again, the agreement between analytical and numerical simulation
is observed. The figure shows that the current is a concave function of kT , implying
the existence of an optimum level for the chaotic drive. This result is physically
intuitive, with the current vanishes as the noise strength reduces, and tailing off more
slowly at increasing noise intensity, analogous to results obtained from noise that is
deterministic and temporally asymmetric [14]. In both of these cases, directed current
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Figure 3.3: The current versus γ for the symmetric cosine potential based on ana-
lytical expression Eq. (3.87) (solid curve with ‘∗’ markers) and numerical simulation
(dotted curve with ‘◦’ markers) for chaotic fluctuations from G(2) map. The param-
eters in dimensionless units are: m = 1.0, τ = 1.0, µ = 1.0, kT = 0.2. The ensemble
size used in the numerical simulation is 5× 104, with an iteration length of 5× 105.
has been accounted for by the presence of odd higher-order correlations. But in this
paper, we have gone one step further in examining the quantitative details of how
macroscopic order, in the form of unidirectional particle flow, can be created out of
microscopic chaotic fluctuation.
From a general perspective, the theoretical result given in Eq. (3.84) is not re-
stricted to potentials that are spatially symmetric. By applying the same formalism
















Figure 3.4: The linear regression between lnJ and ln τ/γ from numerical simulation
for the symmetric cosine potential when the chaotic fluctuation is based on the G(2)
(‘◦’ markers) and the fourth-order Tchebyscheff map (‘4’ markers). The gradient
of the straight line is found to be 1.492 and 2.503 respectively. The parameters in
dimensionless units are: m = 1.0, µ = 1.0, kT = 0.2. The ensemble size used in the
numerical simulation is 5× 104, with an iteration length of 5× 105.
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The analytical result given by Eq. (3.91) is again validated as illustrated in Fig. 3.5.
More importantly, the asymmetry in the potential was found to enhance the directed
current in this case.
3.8 Summary of main results
We have developed a theory of the nonequilibrium transport of a strongly damped
particle that moves in a potential field subjected to fluctuating forces generated by
double symmetric maps. We have constructed the theory employing a perturbative
Perron-Frobenius approach, which leads to a transport equation in the form of inho-
mogeneous Smoluchowski equation with a source term. The source term is a result of
the existence of statistical asymmetry in the fluctuations. In the context of Brownian
ratchets, the statistical asymmetry accounts for the presence of directed current in a
spatially periodic potential. By obtaining exact analytical expressions up to leading
order in τ/γ, we have verified our theory with numerical simulation results for the
case of fluctuations from G(2) map dynamics.
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Figure 3.5: The current versus kT for the symmetric cosine (solid curve) and asym-
metric ratchet (dotted curve) potential based on analytical expression Eq. (3.84) (‘+’
markers) and numerical simulation (‘◦’ markers) for chaotic fluctuations from G(2)
map. The parameters in dimensionless units are: m = 1.0, τ = 1.0, γ = 200.0,
µ = 1.0. The ensemble size used in the numerical simulation is 5 × 104, with an






According to Curie’s principle, a nonequilibrium transport phenomenon is expected
to occur unless it is precluded based on symmetry considerations. This symmetry
principle constraints the possible couplings between thermodynamic forces and flows,
with the result that forces are found to couple only to flows of the same tensorial
order [2]. Although this principle has been applied mostly to systems close to equilib-
rium, there is recent interest in extending its use to systems far from thermodynamic
equilibrium, such as ratchet systems [4]. The main motivation of employing the sym-
metry principle to ratchet systems is to elucidate the presence or absence of a central
transport quantity of interest: the directed current.
In this context, it is conceivable that in order to determine the current rectification
property of the system, an analysis on the symmetries of the dynamical equations of
motion is required [93]. However, the resolution of all symmetries in these equations
is a subtle problem, as it is possible for these systems to contain ‘hidden’ symmetries.
For instance, a large class of asymmetric ratchet systems can obey a deeper super-
symmetric principle which leads to a vanishing current, although the potential and
drive in these systems are asymmetric [37]. Thus, for a directed current to flow, all
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relevant symmetries of the system have to be broken [101].
In order to appreciate the significance of this approach, let us consider a symmetry
analysis of our chaotic kicked particle model. In the case of free field, Eqs. (2.7) and
(2.8) indicate that the directed current vanishes, which results from the symmetry
in the mean of the fluctuation. Although the even-order Tchebyscheff maps are
known to be statistically asymmetric, the asymmetries are irrelevant in this situation.
Conventionally, this symmetry of the mean can be broken through the introduction
of a macroscopic gradient, such as a constant force field. If this were carried out on





indicating a linear response of the current to the force field.
On the other hand, our ratchet approach in chapter 3 exploits the broken higher-
order symmetries, which are revealed by a potential field, to generate the directed
current. Notably, this was carried out through a spatially periodic force field with
zero spatial average, instead of macroscopic forces. In order to comprehend the occur-
rence of the current in this circumstance, let us account for the relevant symmetries.
Consider a spatially symmetric and periodic potential, which implies that the cor-
responding force field Fp(x) is antisymmetric with the same period. According to
Eq. (3.16), xn is an antisymmetric function of the iterates F1, F2, . . . , Fn−1 of the
chaotic fluctuations. This suggests that Fp(xn) is an antisymmetric function U of
F1, F2, . . . , Fn−1, i.e., Fp(xn) = U(F1, F2, . . . , Fn−1). Let us assume that the fluctua-
tions Fi are statistically symmetric, which means that all its odd higher-order cor-
relations are zeros, resulting in a multivariate probability density f(F1, F2, . . . , Fn−1)
that is symmetric. As the current J is connected to an ensemble average of the force























U(F1, F2, . . . , Fn−1)f(F1, F2, . . . , Fn−1)dF1dF2 . . . dFn−1
= −τ
γ
〈U(F1, F2, . . . , Fn−1)〉
= 0 . (4.2)
In consequence, the preservation of every relevant symmetries, through the vanish-
ing of all odd higher-order moments of the fluctuations as well as the spatial symmetry
of the potential field, has led to a zero current. Therefore, we would expect no current
to flow for the example of a symmetric cosine potential with odd-order Tchebyscheff
maps fluctuations. On the contrary, a current will flow when these symmetries are
broken, such as in the breaking of statistical symmetry by G(2) map fluctuations ad-
dressed in the previous chapter. As a matter of fact, fluctuations from G(4) map have
one fewer symmetry broken than the G(2) map, because the third-order correlations
of G(4) map are zero. Hence, there is a raising of symmetries in the case of G(4) map
and a drop in the value of the directed current is to be expected, an outcome that is
actually supported by numerical simulations (see Fig. 3.4).
While these results and observations relate to consequences of statistical asymme-
try and symmetry on certain aspects of nonequilibrium transport that were explored
in previous chapters, we would like to further investigate them in this chapter. In
this respect, we shall delve into their effects on a strongly damped particle trapped
in infinite potential wells that are spatially symmetric in Sec. 4.2. The inquiries into
two specific potentials in this section: the harmonic and the bistable potential, are
in fact preliminaries to topics in Sec. 4.3 and 4.4. In Sec. 4.3, we study the Kramers
problem [99] when the fluctuations are chaotic instead of stochastic. As the standard
Kramers problem involves the escape of particles describing Brownian motion from an
approximate harmonic force field, and we have previously shown that the dynamics
of our chaotic kicked particle can be close to Brownian, it is interesting to discover
the correspondence between them in addition to the issue of statistical symmetry and
asymmetry. Then, in Sec. 4.4, we move on to examine the problem of chaotic reso-
nance [102] in a bistable potential perturbed temporally by a weak sinusoidal force
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through the particle escape rate obtained in Sec. 4.3. It should be noted that in these
problems, the transport equation derived in chapter 3 will be adopted for theoretical
analysis, to be complemented by numerical simulations and symmetry analysis when
it is beyond the application of this equation. Finally, the main results of this chapter
will be summarized in Sec. 4.5.
4.2 Chaotic kicked particle in a reflective and sym-
metric potential field
In this section, we shall study the effects of chaotic noise on a strongly damped particle
that resides within a potential field V (x) that possesses the characteristic of spatial
symmetry as well as positive spatial divergence as x→ ±∞. If the fluctuations were to
come from chaotic double symmetric maps, such as the even-order Tchebyscheff maps,
we can again employ the inhomogeneous Smoluchowski equation (3.47) to obtain the















dFsFq(2) − J , (4.3)






which describes probability conservation. Because ∂P1/∂t = 0 in the steady state,
we expect the probability current J to be a constant. However, with V (x) → +∞
as x→ ±∞, the probability current J must vanish at these points, i.e.,
J = 0 . (4.5)
In other words, the boundaries at x→ ±∞ are considered to be reflective [100]. This
































kT Φ(x) . (4.7)









dFsFq(2)(F, x′)dx′ . (4.8)
It is essential to note that the first term on the right-hand side of Eq. (4.7) is the






kT dx . (4.9)
The second term on the right, however, is the first-order correction to the probability
distribution due to the asymmetric chaotic fluctuations. Employing the normalization
condition
∫∞




kT Φ(x)dx = 0 . (4.10)
As V (x) is symmetric in x, we conclude from Eq. (4.10) that Φ(x) must be antisym-
metric, i.e.,
Φ(x) = −Φ(−x) , (4.11)
which implies that Φ(0) = 0. Note that if the chaotic fluctuations are specifically the














4.2.1 A harmonic potential






















Therefore, the first-order probability distribution of the particle in the harmonic well



















 e−ωx22kT . (4.16)
Consequently, the ensemble of particles, instead of thermalizing to the usual Maxwell-
Boltzmann distribution, settles down to a perturbatively modified version within
the harmonic potential well. An underlying microscopic, statistically asymmetric,
fluctuation has thus led to a macroscopic asymmetric position distribution.



























This analytical result is plotted in Fig. 4.1, which shows close correspondence with








we observe that the statistical asymmetry of the fluctuation results in a desymmetriza-
tion of the probability distribution. This desymmetrization of the probability dis-
tribution is expected to diminish, however, for G(4) map fluctuations, because the
correction factor scales in the order of (τ/γ)3/2 in this case, instead of (τ/γ)1/2 for
G(2) map fluctuations. Through numerical simulation (see Fig. 4.2), we see that the
desymmetrization reduces so fast that the probability distribution is found to closely
match the Maxwell-Boltzmann distribution. Next, let us examine the effect of fluctu-
ation from G(3) map. As a result of its statistical symmetry and the symmetry of the
harmonic potential, we anticipate the probability distribution of the particle driven
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Figure 4.1: The first-order probability distribution function of the particle in a har-
monic potential based on analytical expression Eq. (4.18) (dashed curve with trian-
gle markers) and numerical simulation (dashed-dotted curve with circle markers) for
chaotic fluctuations from G(2) map. The Maxwell-Boltzmann distribution is repre-
sented by the solid curve with square markers. The parameters in dimensionless units
are: m = 1.0, τ = 1.0, γ = 200.0, kT = 0.2, ω = 10.0. The ensemble size used in the
numerical simulation is 1× 105, with an iteration length of 2× 103.
by its dynamics to be symmetric. This is indeed confirmed through numerical simu-
lation as in Fig. 4.2. More significantly, the distribution is found to agree remarkably
well with the Maxwell-Boltzmann distribution.
4.2.2 A bistable potential






The first-order probability distribution of a strongly damped particle under fluctua-
tion from even-order Tchebyscheff maps in this potential is given by Eq. (4.7) through
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Figure 4.2: The first-order probability distribution function of the particle in a har-
monic potential based on numerical simulations for chaotic fluctuations from G(3)
(dashed-dotted curve with circle markers) and G(4) (dashed curve with triangle mark-
ers) maps. The Maxwell-Boltzmann distribution is represented by the solid curve
with square markers. The parameters in dimensionless units are: m = 1.0, τ = 1.0,
γ = 200.0, kT = 0.2, ω = 10.0. The ensemble size used in the numerical simulation
is 1× 105, with an iteration length of 2× 103.
substituting V (x) with Vd(x). By considering the fluctuation to arise from G(2) map,

















] 1Z e−Vd(x)kT . (4.21)
A plot of Eq. (4.21) as well as the corresponding outcome from numerical sim-
ulation is shown in Fig. 4.3, while Fig. 4.4 illustrates numerical simulation results
for fluctuations based on the G(3) and G(4) maps. As with the case of the harmonic
potential, the probability distribution desymmetrizes in the case of the G(2) map,
while converges quickly to the unperturbed distribution exp [−Vd(x)/kT ] /Z for the
G(4) map. Finally, the distribution from the G(3) map is also found to be in close
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Figure 4.3: The first-order probability distribution function of the particle in a
bistable potential based on analytical expression Eq. (4.21) (dashed curve with tri-
angle markers) and numerical simulation (dashed-dotted curve with circle markers)
for chaotic fluctuations from G(2) map. The unperturbed distribution is represented
by the solid curve with square markers. The parameters in dimensionless units are:
m = 1.0, τ = 1.0, γ = 200.0, kT = 0.2. The ensemble size used in the numerical
simulation is 1× 105, with an iteration length of 5× 103.
agreement with the symmetric unperturbed distribution.
4.3 Chaos-induced escape over a potential barrier
In this section, we attempt to study the escape rates of strongly damped particles
that are acted upon by a class of chaotic nonequilibrium fluctuations, with the aim of
determining an analytical form of the escape rate, including both the prefactor and
the exponent. Such studies on thermally activated escape from metastable states, or
the rate of transition of a particle over a potential barrier, are known as the Kramers
problem. Hans A. Kramers, in his pioneering work [103], derived the escape rate
of such a particle in a potential well interacting with a heat bath of equilibrium
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Figure 4.4: The first-order probability distribution function of the particle in a
bistable potential based on numerical simulations for chaotic fluctuations from G(3)
(dashed-dotted curve with circle markers) and G(4) (dashed curve with triangle mark-
ers) maps. The unperturbed distribution is represented by the solid curve with square
markers. The parameters in dimensionless units are: m = 1.0, τ = 1.0, γ = 200.0,
kT = 0.2. The ensemble size used in the numerical simulation is 1 × 105, with an
iteration length of 5× 103.
fluctuations. The escape rate was found to have the form of an Arrhenius equation,
but with a prefactor that depends on whether the interaction is moderate-to-strongly
coupled (strong friction regime) or weakly coupled (weak friction regime) to the heat
bath.
The Kramers problem has, since then, continued to attract growing interest [99,
104, 105, 106, 107], especially with regards to particle escape from stationary meta-
stable nonequilibrium systems, which typically lack the property of detailed balance
[108, 109, 110]. While most research studies on this problem, such as molecular mo-
tors [7, 76], kinetics of ligand binding to proteins [111, 112], surface electromigration










Figure 4.5: The asymmetric potential of the Kramers problem.
tion based on the class of chaotic nonequilibrium systems is just as important. Such
chaos-driven systems interact with an environment that displays nontrivial low dimen-
sional dynamics and in spite of their importance, they are still relatively unexplored
especially with respect to the Kramers problem.
In this section, we shall attempt to fill this gap in research. Before we begin, let
us recall that the Kramers problem is concerned with the escape of particles from an
asymmetric potential as shown in Fig. 4.5. This potential consists of a well and a
barrier. The bottom of the well (at x0) is known as the metastable state, while the
top of the barrier (indicated as B at x1) is called the transition state. The boundary
condition exists at the transition state and is given by
P1(x1) = P1(transition state) = 0 , (4.22)
as the boundary is absorbing [100]. Furthermore, the convention x0 = 0 and
V (x0) = V (0) = 0 (4.23)
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will be adopted in the following analysis.
Let us assume that the metastable state of the potential V (x) is occupied by an
ensemble of strongly damped particles. With our interest in chaotic fluctuations in the
limit τ/γ → 0, it is sufficient to consider the probability density up till the first order
in τ/γ. Notably, by restricting to the statistically asymmetric Tchebyscheff maps
of even-order, which are double symmetric maps, the first-order probability density
is separable in the following way: ρ(1) = h(F )P1(x, t), where P1(x, t) = P0(x, t) +
(τ/γ)
1
2 Q1(x, t). Under these conditions, the behavior of an ensemble of particles given
by Eqs. (3.15) and (3.16) can be described by the position probability distribution























dFsFq(2)(F, x) . (4.24)























which allows us to again identify the probability current J [see Eq. (4.4)] as follows:











Considering the stationary situation in which the current is maintained by sources
that supply the potential well with particles having energies of the order kT , while
being absorbed by sinks at the transition state [99], J is constant and non-vanishing.





































































kT dx . (4.29)
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Given that the height of the potential barrier µ is large compared with the in-
tensity of the chaotic noise kT , the particles will equilibrate in the neighborhood of
the potential minimum at x0, according to the ‘perturbed’ Maxwell-Boltzmann dis-
tribution in Eq. (4.16). This ensues from adopting Kramers’ assumption [103, 115]
that V (x) is dominated by the parabolic part ωx2/2 at the metastable state. This
assumption also applies to the transition state at x1.














P1(x)dx = 1 . (4.33)









































ω/(2pikT ) from Eq. (4.15), the escape rate due to chaotic fluctuating



















 ω2piγ e− µkT .
(4.36)
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Equation (4.36) is the central result of this section. It shows that the escape rate
preserves the Arrhenius form even though the source of fluctuations is chaotic and
non-Brownian, in contrast to escape rates due to other chaotic noise [19]. Although
this is only true for perturbatively small τ/γ, it is rather surprising as the noise is in-
trinsically deterministic. Furthermore, when τ/γ → 0, the prefactor ofKr approaches
one, indicating a convergence to the Kramers escape rate in the strong friction regime.
To illustrate our result, we select the second-order Tchebyscheff map as our fluc-
tuating force. In this instance, the integral
∫ 1




















2 for x ≤ 0.5 ,
µ− 12ω (x− 1)2 for x > 0.5 .
(4.38)
We have further restricted ω = 4µ such that as µ increases, the transition state is
maintained at x1 = 1 while the two parabolic curves are continuously connected.
























 ω2piγ e− µkT . (4.40)
The necessity to fix the potential between x0 and x1 in order to obtain the ex-
act prefactor up to first-order, instead of merely employing the parabolicity at the
metastable and transition state, reflects the non-Markovian and deterministic nature
















in the prefactor, as well as the corresponding one in Eq. (4.36), are a consequence of
these properties. Moreover, with B > 0, the deterministic G(2) chaotic noise has the
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effect of enhancing the rate of particle escape over the conventional Kramers rate,
unlike results from other colored noise models, which typically show an escape rate
suppression [19, 99].
From a qualitative perspective, the enhancement of the Kramers escape rate can
be understood to arise from the statistical asymmetry of the noise. In the context
of white Gaussian noise (which is statistically symmetric), classical theory predicts a
quick thermalization of the ensemble of particles to the Maxwell-Boltzmann distribu-
tion in the well, while the nonequilibrium condition creates a diffusion current over
the transition state. In the case of chaotic fluctuations due to even-order Tchebyscheff
maps, thermalization also takes place, albeit with a Maxwell-Boltzmann distribution
that is perturbed by a correction term that is an odd function of x. This asymmetry
in the distribution, as apparent from Eq. (4.16), depends on the magnitude of τ/γ,
the form of the potential, and the noise intensity. By increasing τ , deterministic
correlations become dominant. The consequence is a progressive desymmetrization
of the distribution, which leads to an increase in activation rate beyond the standard
Kramers rate.
This interesting feature is clearly depicted in Fig. 4.6, where numerical results
are shown to closely match the theoretical outcomes, especially when τ/γ → 0. Note
that the escape rate from numerical simulations is obtained from the QKP map, with
Kr = (2tMFPT)−1, where tMFPT being the mean first-passage time [99]. In addition,
the direction in which the Maxwell-Boltzmann distribution is desymmetrized depends
on the sign of the odd-order correlations. For example, by using the Ulam map,
which possesses odd-order correlations of opposite sign to those of the G(2) map,
the distribution is desymmetrized in the opposite direction. The overall effect is a
suppression of the escape rate given by












(see Fig. 4.7). Thus, depending on the direction of desymmetrization, the Kramers
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Figure 4.6: The escape rate versus µ for G(2) map chaotic fluctuations with potential
given by (4.38) based on analytical expression (4.40) (dashed-dotted, dashed, and
dotted curves correspond to τ = 1.0, τ = 0.5, and τ = 0.1, respectively) and numerical
simulation (‘4’, ‘+’, and ‘∗’ markers correspond to τ = 1.0, τ = 0.5, and τ = 0.1,
respectively). Kramers’ rate Kr = (ω/2piγ) exp(−µ/kT ) is given by the solid curve.
The parameters employed are: γ = 2× 103, kT = 2.0. An ensemble size of 1× 105 is
used for the numerical simulations.
escape rate is enhanced or suppressed accordingly. Such statistical asymmetric effects
may be experimentally validated by optically trapping dielectric glass beads in a
turbulent environment [116, 20, 21].
Interestingly, although statistical asymmetry has led to a deviation from Kramers’
rate, Eq. (4.36) shows that Kr converges to the Kramers escape rate for the class
of even-order Tchebyscheff maps in the limit τ/γ → 0, as the particle distribution
in the well converges to the Maxwell-Boltzmann distribution. However, the rate of
convergence to the ‘symmetric state’ — the Kramers escape rate, can be different
for a different even-order Tchebyscheff map. For the G(2) map, the convergence rate
scales as (τ/γ)
1
















Figure 4.7: The escape rate versus µ for different chaotic fluctuations: G(2) map
(dashed curve — analytical expression; ‘4’ markers — numerical simulation), Ulam
map (dashed-dotted curve — analytical expression; ‘+’ markers — numerical simu-
lation), G(3) map (dotted curve — numerical simulation) and G(4) map (‘∗’ markers
— numerical simulation). Kramers’ rate is given by the solid curve. The parameters
employed are: τ = 1.0, γ = 2 × 104, kT = 2.0. An ensemble size of 1 × 105 is used
for the numerical simulations.
On the other hand, systems given by Eq. (4.38) with chaotic force from the class of
odd-order Tchebyscheff maps can be considered as ‘symmetric’. This is because these
maps are statistically symmetric, and the potential V (x) appears symmetric to the
ensemble of particles if µ kT and τ/γ is small. Consequently, no desymmetrization
occurs, and we anticipate the escape rate to be the Kramers rate. Indeed, this is
verified numerically for the case of the G(3) map (refer to Fig. 4.7).
In conclusion, we have found that the odd higher-order correlations in the chaotic
fluctuation are pivotal in either enhancing or suppressing the particle’s activation
over a potential barrier. The implication is that statistical asymmetry provides a
mechanism to either speed up or slow down a particular reaction, and hence, can
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serve to control the transfer rate within intricate Brownian ratchet devices.
4.4 Chaotic resonance
After observing that statistical asymmetry can influence the transition rate of a
strongly damped particle over a potential barrier in the last section, it is tempt-
ing to enquire its effects on a similar particle placed in a bistable potential that is
gently rocked by a sinusoidal force. For a particle acted by white Gaussian noise, a
phenomenon known as stochastic resonance was discovered when the noise-induced
hopping between the potential wells becomes synchronized with the weak periodic
rocking force, leading to a resonant-like amplification of the weak signal by noise
[117]. Although the concept of stochastic resonance was originally put forward to
explain the periodic recurrence of ice ages [118], its effects have been observed in
various nonlinear systems, such as optical ring lasers [119], superconducting quantum
interference devices [120, 121], biological systems [122, 123, 124], chemical systems
[125], and many others.
While the noise-induced transitions in the above systems are basically stochastic
in nature, one wonders whether such resonant behavior will continue to occur when
the systems are chaotic instead. There are in fact numerous research studies on this
problem, which come to be known as chaotic resonance [126, 127, 128], since it was
found that a deterministic system with chaos can indeed generate resonant effects
without any source of stochasticity. Such inquiries include studies on bimodal chaotic
systems which were found to exhibit enhanced sensitivity to periodic perturbation in
certain parameter ranges [129], and the revelation that crisis bifurcation can initiate
the occurrence of chaotic resonance [130, 131]. In particular, numerical studies per-
formed by Ippen et al. [102] on chaotic resonance through the replacement of white
Gaussian noise with logistic map dynamics were found to be especially relevant to
our investigations in this section, as a fully chaotic logistic map is in fact the negative
of the G(2) map. In this respect, we hope that our theoretical analysis can provide
further insights into their conclusion, which are based purely on numerical computa-
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tions, that stochastic and chaotic resonance are equal within experimental error. To
achieve this aim, we shall first develop our chaotic kicked particle model to include
a slow sinusoidal perturbation. After which, by employing the analytical escape rate
derived in the last section for the G(2) map, we will investigate the phenomenon of
chaotic resonance through the characteristic quantity of signal-to-noise ratio.
4.4.1 Chaotic kicked particle model with sinusoidal force of
slow variation
To begin, let us include a slow sinusoidal force to Eq. (1.14) as follows:
dp
dt







δ(t− nτ) + A0 cos (Ωt+ ϕ) . (4.44)
It should be noted that the degree of slowness, as captured by the frequency Ω, will
be more concretely quantified later. We will next derive the effect of this sinusoidal
perturbation. Restricting ourselves within the range 0+ ≤ t < τ allows us to ignore
the kicking force. As we have already determined the consequence of V ′(x), we will
leave it out tentatively and will only put it back into the model at the end of the
derivation. In this sense, we have
dp
dt
+ γp = A0 cos (Ωt+ ϕ) . (4.45)
Equation (4.45) can be solved as before. By integrating from nτ + 0+ to nτ + t and
after some mathematical manipulation, we yield









sin [Ω(nτ + t) + ϕ]− e−γt sin [Ωnτ + ϕ]} . (4.46)
Let us next evaluate the position of the particle based on Eq. (1.15). Integrating
from 0+ ≤ t < τ while employing Eq. (4.46), we obtain







m (γ2 + Ω2)
{
γ sin[Ω(nτ + t) + ϕ]− Ωcos[Ω(nτ + t) + ϕ]
Ω
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(γ cos[Ωnτ + ϕ] + Ω sin[Ωnτ + ϕ])
}
. (4.47)
Putting t = τ , Eqs. (4.46) and (4.47) become









sin [Ω(n+ 1)τ + ϕ]− e−γτ sin [Ωnτ + ϕ]} (4.48)





























{− cos[Ω(n+ 1)τ + ϕ] + cos[Ωnτ + ϕ]} . (4.49)
Equations (4.48) and (4.49) can be simplified further. In the meantime, by consid-
ering a strongly damped particle while reinserting the force field V ′(x) back into the
equations leads to the following modified QKP map that includes the action of a slow
temporal sinusoidal force:
Fn+1 = G(N)(Fn) , (4.50)












cos[Ωnτ + ϕ− δ] , (4.51)































cos[Ωnτ + ϕ− δ] , (4.52)
where δ = arctan (Ω/γ) and m = 1 as before.
Next, we shall make two assumptions. Let the first assumption be a slow driving
frequency Ω. Quantitatively, this means that T = 1/Ω  τ , i.e., the period of the
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sinusoidal perturbation is much larger than the period of the kick, or
Ωτ  1 . (4.53)
For the second assumption, we consider the relaxation rate of the particle after the
kick (or the dissipation rate) to be much shorter than the period of the sinusoidal
perturbation, i.e., 1/γ  T or
Ω
γ
 1 . (4.54)
These adiabatic assumptions further simplify the QKP map given by Eqs. (4.50) –
(4.52) in the following way:
Fn+1 = G(N)(Fn) , (4.55)
pn+1 = e−γτpn +
1
γ





2 sFn+1 , (4.56)














e−γτ − 1)) , (4.57)
where we have combined ϕ and δ into a single phase since the former is arbitrary. No-
tice that the consequence of the two assumptions is a direct replacement of −V ′ (xn)
in the original QKP equations with −V ′ (xn) + A0 cos (Ωnτ + ϕ) when a sinusoidal
perturbation is considered. By imposing the overdamped limit, the momentum vari-
able can be separated out, so that we are left with a two-dimensional map:
Fn+1 = G(N)(Fn) , (4.58)











[−V ′(xn) + A0 cos (Ωnτ + ϕ)] . (4.59)
This map will be very useful for our theoretical analysis on chaotic resonance later.
4.4.2 Two-state model of chaotic resonance from G(2) map
Consider a strongly damped particle moving in a bistable potential and subjected
to chaotic fluctuations from a nonequilibrium heat bath. If the fluctuations were to
89
arise from the class of even-order Tchebyscheff maps, we would expect the transition
rate between the neighboring potential wells to be given by Eq. (4.36). Nevertheless,
a more explicit transition rate expression is necessary for the purpose of theoretical
analysis. This constraint has restricted our attention to fluctuations from the G(2)

















 ω2piγ e− µkT . (4.60)
This escape rate, however, can be further simplified for a bistable potential since x0
















 ω2piγ e− µkT , (4.61)
will be applied extensively in our subsequent analysis.
In the presence of an additional periodic force A0 cosΩt, Eqs. (4.58) and (4.59)
with ϕ = 0 are the appropriate physical model of chaotic resonance, if the adiabatic
assumptions apply. Unlike the symmetric system considered for stochastic resonance,
or systems with asymmetry occurring in the bistable potential [132, 133, 134], our
system contains asymmetry that comes from the statistical characteristics of the
chaotic noise. This asymmetry appears in the escape rate as a perturbation to the
prefactor of the Kramers rate, which is apparent in Eq. (4.61). To proceed with
theoretical analysis, let us employ a simple analytical scheme developed by McNamara
and Wiesenfeld [135]. This scheme is known as the two-state model and has been
successfully applied to the analysis of stochastic resonance.
To begin, let the two discrete states −xm and xm represent the positions of the
two potential wells of the bistable potential, while P−(t) and P+(t) are the proba-
bilities that the system occupies these states at time t respectively. In the presence
of a weak periodic input signal A0 cosΩt, which biases the states ± alternately, the
transition probabilities W−(t) and W+(t) out of the respective states −xm and xm





= −W−P+ +W+P− . (4.62)
Then, by employing P+ + P− = 1, we arrive at
dP+(t)
dt
= − [W+(t) +W−(t)]P+ +W+ . (4.63)
The solution to Eq. (4.63) is given by













In order to evaluate Eqs. (4.64) and (4.65), we need to first determine the transi-
tion probabilities W+(t) and W−(t). By noting that the potential
Vˆ (x, t) = V (x)− A0x cosΩt (4.66)
varies with time adiabatically, we make the assumption that the escape rate is Eq.












 ω2piγ e− µkT eA0xm cos ΩtkT . (4.67)
Let us next determine the integral within the prefactor of W+(t). We obtain∫ 0
−xm
Vˆ ′(x, t)2dx =
∫ 0
−xm




V ′(x)2dx− 2A0µ cosΩt+ A20xm cos2Ωt , (4.68)
where µ is the height of the potential barrier between the two discrete states of the





























being the classical Kramers escape rate in the strong friction regime. A similar







































V ′(x)2dx . (4.73)
As τ/γ and A0 are small quantities, we can simplify W+(t) and W−(t) by considering
terms up to first-order in both τ/γ and A0, i.e., A0:
W+(t) =
[




























cos2Ωt+ · · · (4.76)
in Eqs. (4.74) and (4.75), we eventually obtain
W+(t) = [1 + C + (α + η) cosΩt]K , (4.77)













With Eqs. (4.77) and (4.78), we are able to evaluate Eqs. (4.64) and (4.65). First,
let us determine g(t) of Eq. (4.65). Summing Eqs. (4.77) and (4.78), we have
W+(t) +W−(t) = (1 + α cosΩt) 2K , (4.81)
which enables us to determine the integral:∫ t
t0
[W+(ν) +W−(ν)] dν = 2K (t− t0) + 2αKΩ (sinΩt− sinΩt0) . (4.82)






































e2K(t−t0) − 1] , (4.85)




























From Eq. (4.64) and P+(t0) = δK(x0, xm), the first-order probability distribution that
the system occupies xm at time t, given that it is at x0 at time t0, is determined as:
P+(t |x0, t0) = e−2K(t−t0)
[






















cos(Ωt− φ) . (4.87)
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Moreover, because P+(t |x0, t0) + P−(t | x0, t0) = 1, the corresponding result for
P−(t | x0, t0) ensues:
P−(t |x0, t0) = e−2K(t−t0)
[






















cos(Ωt− φ) . (4.88)




















cos(Ωt− φ) . (4.90)
These results enable us to examine the time-varying mean of the particle:
〈x(t) | x0, t0〉 =
∫
xP (x, t |x0, t0)dx
=
∫
x [P+(t | x0, t0)δ(x− xm) + P−(t |x0, t0)δ(x+ xm)] dx
= xmP+(t |x0, t0)− xmP−(t |x0, t0)
= xm [2P+(t | x0, t0)− 1] , (4.91)
where δ(·) is the Dirac delta function. Taking the stationary limit t0 → −∞ and
employing Eq. (4.89), we obtain
lim
t0→−∞〈x(t) |x0, t0〉 =
2Kη xm√
4K2 + Ω2
cos(Ωt− φ) + Cxm , (4.92)
showing that when  = 0, Eq. (4.92) reduces to the standard result of the white
Gaussian noise. Thus, the effect of statistical asymmetry in the chaotic fluctuations
is a constant positive bias in the time-varying mean, due to preferential transport of
the particle to the positive state xm.
Next, let us determine the autocorrelation function of x, which is given by:
〈x(t+ ν)x(t) | x0, t0〉 =
∫ ∫
xyP (x, t+ ν | y, t)P (y, t | x0, t0)dxdy
=
∫ ∫
xy [P+(t+ ν | y, t)δ(x− xm)
+P−(t+ ν | y, t)δ(x+ xm)] [P+(t |x0, t0)δ(y − xm)
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+P−(t |x0, t0)δ(y + xm)] dxdy
= x2mP+(t | x0, t0) [2P+(t+ ν |xm, t)− 1]
−x2mP−(t |x0, t0) [2P+(t+ ν | − xm, t)− 1] . (4.93)
By applying Eqs. (4.87) and (4.88) to Eq. (4.93), followed by the asymptotic limit
t0 → −∞, we arrive at the result:
lim



























1− e−2Kν] } . (4.94)
The autocorrelation function is observed to depend on both t + ν and t even in
the limit t0 → −∞. As the phases θ = Ωt − φ are uniformly distributed between 0
and 2pi from the point of view of real experimental measurement, it is reasonable to
average limt0→−∞〈x(t+ ν)x(t) |x0, t0〉 with respect to t over the entire forcing period
TΩ = 1/Ω. Representing this operation by the outer bracket 〈·〉, we have
〈〈x(t+ ν)x(t) |x0, t0〉〉 =
(























[δ(ωˆ − Ω) + δ(ωˆ + Ω)] . (4.96)
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Looking at the power spectral density, we observe a new term 2C2x2m in the
Lorentzian noise power, in addition to terms that arise from conventional stochastic
resonance. This new term comes from the statistical asymmetry in the chaotic res-
onance. Interestingly, the total output power from the signal plus chaotic noise for
this two-state model is a constant 2pix2m, independent of the input signal amplitude
A0, frequency Ω and the small parameter . Thus, in the context of a first-order
perturbative approximation with respect to  and A0, statistical asymmetry has the
effect of transferring power from the broadband noise background to the delta spike
at ωˆ = 0. The implication is a small signal-to-noise ratio (SNR) enhancement rela-
tive to stochastic resonance due to a reduction of noise power at the delta spikes at
ωˆ = ±Ω. Quantitatively, we have
SNR =
piKη2
1− 2C2 , (4.97)
where we have assumed 2C2x2m to be more dominant than 2K
2η2x2m/(4K
2 + Ω2) in
the Lorentzian noise term. Equation (4.97) is the first-order SNR of chaotic resonance
due to G(2) map fluctuation, with 2C2 being a small positive quantity. In fact, Eq.
(4.97) continues to apply for fluctuation from Ulam map by merely replacing  by
− in this case. Remarkably, when  → 0, we observe the convergence of chaotic





= piKη2 . (4.98)
Finally, we would like to remark that this result provides theoretical insights into
the seeming equivalence between chaotic and stochastic resonances that was observed
by Ippen et al. through numerical simulations. In fact, if we were to consider fluctu-
ations from the G(3) and G(4) maps, even faster convergence to stochastic resonance
would be expected. Thus, the correspondence between chaotic and stochastic reso-
nances may apply to a larger class of chaotic fluctuations, rather than just the logistic
and the G(2) maps.
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4.5 Summary of main results
We have analyzed the first-order effects of statistical asymmetry in even-order Tcheby-
scheff map fluctuations on a strongly damped particle moving in various potential
fields. By solving the inhomogeneous Smoluchowski equation, we obtain the proba-
bility distribution of an ensemble of particles in a harmonic and bistable potential.
Desymmetrization in the distribution is demonstrated both analytically and numer-
ically as a result of statistical asymmetry. Based on our theoretical formalism, we
have also determined an analytical expression for the prefactor of the escape rate over
a potential barrier under the influence of statistically asymmetric noise. Our theory
predicts that the effect of statistical asymmetry leads to an enhancement or suppres-
sion of Kramers escape rate, which is duly validated through numerical simulations.
In addition, our analysis gives theoretical support to numerical evidence of chaotic
resonance, and shows that statistical asymmetry in chaotic noise can induce a slight
enhancement of SNR over stochastic noise. Although our theoretical framework does
not apply to the statistically symmetric odd-order Tchebyscheff maps, we have found
through numerical simulations and a simple symmetry analysis that their leading





At the end of this thesis, let us put everything together and take a general view of the
results presented in the last three chapters with regards to nonequilibrium transport.
Our central interest in this problem relates to how a class of chaotic fluctuations, the
one-dimensional Tchebyscheff maps, affect the transport properties of our mesoscopic
particle, instead of stochastic noise. Indeed, throughout this thesis, we have employed
the dynamical variable of this class of maps as a fast chaotic degree of freedom
representing a nonequilibrium heat bath. And now, we return to the question of the
effect of the perturbative parameter τ/γ on the transport properties of a system of
strongly damped particles.
Recall our claim in the first chapter that with τ → 0, effects of stochasticity
emerges while determinism becomes lost within the microscopic time scale. This
statement is not new in the case of free field because Beck [136] has already shown
that the motion of the particle is Brownian in the asymptotic regime τ → 0. In
the presence of a potential field, we expect the Brownian behavior to persist as τ
vanishes. In this direction, our theoretical results as given by Eq. (3.47) has extended
the picture. However, τ need not be small in our framework. But we need τ/γ to
be small for the theory to work. In fact, when the limit τ/γ → 0 is observed, a
convergence to the stochastic Smoluchowski equation occurs, which is remarkable in
view that the intrinsic dynamics is deterministic. This outcome is of fundamental
importance because it implies that the appearance of stochasticity in many physical
98
phenomena may ultimately originate from a deterministic process. Although this
result applies to fluctuations from the even-order Tchebyscheff maps, our numerical
simulations indicate the same asymptotic behavior for the odd-order Tchebyscheff
maps. In fact, for τ/γ → 0, our quantitative results for these fluctuations in different
potential fields all converge to the classical results due to Gaussian white noise : (1)
absence of directed current, (2) conformance to the Maxwell-Boltzmann distribution,
(3) escape according to the classical Kramers rate, and (4) equivalence to stochastic
resonance.
Next, let us examine the physical consequences as we gradually increase τ/γ such
that only first-order effects apply. Based on numerical simulations and symmetry
considerations, we conjecture that no change shall occur for fluctuations due to the
odd-order Tchebyscheff maps. However, for the even-order Tchebyscheff maps, sta-
tistical symmetry breaking occurs. This reminds us of the phase transition in equilib-
rium statistical mechanics, with τ/γ being our order parameter. As the system moves
away from the ‘symmetric’ state, the nonequilibrium transport properties of the sys-
tem emerge. For example, the escape rate begins to deviate from the classical rate,
and a directed current starts to flow in a spatially symmetric and periodic potential.
From a probabilistic viewpoint, these effects can be accounted for by a progressive
desymmetrization of the probability density function of the particle as τ/γ increases.
As a matter of fact, depending on the way in which the symmetry is broken, there
is a directivity in the transport processes. The flow direction depends on the sign of
the odd higher-order correlations of the fluctuation. For instance, with respect to the
transport processes of interest, the symmetry breaking is manifested in the direction
in which the current flows, as well as an enhancement or suppression of the Kramers
escape rate. Moreover, in analogy with problems of phase transitions, we observe in
our theoretical and numerical results that the transport properties obey a scaling law
as τ/γ moves away from the ‘symmetric’ state. Although this scaling law is found to
be different for the second- and fourth-order Tchebyscheff maps, we surmise the exis-
tence of a set of double symmetric maps that will generate the same scaling behavior,
and the elucidation of these universal classes of chaotic nonequilibrium fluctuations
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will be an interesting topic for future research.
While our discussion has so far involved the presence of a potential field, let us
next impose V ′(x) = 0 in Eq. (3.47) and consider fluctuations from the second-order
Tchebyscheff map. We observe that as the system progresses towards the steady state,
the inhomogeneous term vanishes and Eq. (3.47) reduces to a diffusion equation. At
which point, the τ/γ dependence becomes inconsequential, with the implication that
the particle maintains a normal diffusive behavior even beyond the first-order effect.
This outcome is to be expected as we have proven based on the Salem-Zygmund theo-
rem and Feynman’s graphs that the Gaussian diffusive behavior continues to occur for
arbitrary τ and in fact applies to the whole class of Tchebyscheff maps. However, even
though the diffusive behavior of the particle has been preserved beyond the micro-
scopic to the macroscopic time scale transition, the momentum process has changed
from an Ornstein-Uhlenbeck to a non-Ornstein-Uhlenbeck process. Most important
of all, the motion of the particle has changed from Brownian to non-Brownian, as we
go further afield with respect to τ . These behaviors can be understood to arise from
deterministic effects that have become more significant.
In conclusion, we have presented a mathematical theory of the nonequilibrium
transport of strongly damped particles exposed to spatial potential fields through a
perturbative Perron-Frobenius approach. At the center of our theory is the inhomoge-
neous Smoluchowski equation, which applies to the class of chaotic fluctuations from
even-order Tchebyscheff maps in the first-order perturbative limit. This equation has
enabled us to attain a quantitative analysis of the flow of directed current in ratchet
systems due to chaotic noise; to account for the desymmetrization of the probability
distribution of chaotic kicked particles in symmetric potential wells; and to uncover
the phenomenon of chaos-induced enhancement and suppression of Kramers escape
rates. In addition to these results, which are duly summarized in terms of their char-
acteristic properties for some chaotic maps in Table 5.1, our theory has provided
further insights to the correspondence between chaotic and stochastic resonance.
By turning to the zeroth-order limit, this equation converges to the Smoluchowski
equation, an outcome that should remain true for fluctuations from the odd-order
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Table 5.1: The characteristic properties of fluctuations from some chaotic maps due
to statistical symmetry and asymmetry.
Map Directed Particle Kramers
Currenta Distributionb Ratec
[Scaling] [Scaling] [Scaling]














G(3) no current no skew neutral







aPeriodic boundary condition in a spatially symmetric potential.
bReflective boundary condition in a harmonic or bistable potential.
cAbsorbing and reflective boundary conditions in an asymmetric potential (Fig. 4.5).
Tchebyscheff maps through numerical simulations. While these results are mainly
perturbative, it would be interesting to further explore the physical consequences
from a non-perturbative approach, analogous to the circumstance of free field where
we have discovered that a damped particle exhibits Gaussian diffusive behavior which
is non-Brownian from an underlying non-Ornstein-Uhlenbeck deterministic process.
We shall leave these exciting research challenges for the future.
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Appendix A
Calculation of 〈(∑ni=1 cisFi)p〉N with
p = 1, 2, 3, 4
The derivation is carried out with Fi being a fluctuating force that obeys the chaotic
dynamics of a Nth-order Tchebyscheff map. Hence, s = 2
√
kT . The calculation as-
sumes that n is large so that terms of order 1, denoted by O(1), is relatively negligible.
Furthermore, the following higher-order correlations of Fi, which are determined from
Eq. (1.42), will be employed:
(a) Mean
〈Fn1〉N = 0 , (A.1)
(b) Second-order correlation





δK(ni1 , ni2)δK(ni1 + 1, ni3) , (A.3)
















δK(ni1 , ni2)δK(ni1 , ni3)δK(ni1 , ni4) , (A.5)
〈Fn1Fn2Fn3Fn4〉3 = 38 [δK(n1, n2)δK(n1, n3)δK(n1 + 1, n4)
+δK(n1, n2)δK(n1, n4)δK(n1 + 1, n3)
+δK(n1, n3)δK(n1, n4)δK(n1 + 1, n2)


















δK(ni1 , ni2)δK(ni1 , ni3)δK(ni1 , ni4) , (A.7)
where
∑
P (i1,···,ir) means sum over r! permutations of indices and
∑
pairs represents
sum over all possibilities to group r indices into r/2 pairs. Finally, note that ci =
1− e−(n−i+1)γτ .









= 0 , (A.8)
where we have employed Eq. (A.1).




























where we have employed Eq. (A.2).




































































































≈ 6(kT ) 32n , (A.11)
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= 0 , (A.12)








2n δK(N, 2) . (A.13)





































































































































































= 12(kT )2n2 +O(1)n+O(1)
≈ 12(kT )2n2 , (A.15)






































































































≈ 12(kT )2n2 , (A.16)





































































































≈ 12(kT )2n2 , (A.17)
where we have employed Eq. (A.6). Combining Eqs. (A.15), (A.16) and (A.17), we





= 12(kT )2n2 . (A.18)
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Appendix B
Summing the Feynman’s graphs
In this appendix, we determine the dominant orders of the position probability dis-
tribution function of the chaotically kicked particle when V ′(x) = 0, by summing the
zeroth-, first- and second-order contributions of the N -ary forests. To achieve this, we
need the characteristic function Γ(N)(k) of xn+1 due to the Nth-order Tchebyscheff
























(I) Zeroth-order contribution – O(1)





are of order 1, and are from forests that
contain only trivial double trees. These forests are depicted in Fig. 2.6. According
to the ‘Feynman rules’, these forests contribute














j1, . . . , js all different







, where ci = 1− e−(n−i+1)γτ . Equation (B.3) can be simplified by ignoring
the condition that all the ji’s are necessarily different in the summations, which incurs
an error of order n−1. With r = 2s for the trivial double trees, this equation becomes






s +O (n−1) . (B.4)
In consequence, only the even-order moments contribute to the zeroth-order charac-
















































−γτ (1− e−nγτ )
1− e−γτ +
e−2γτ (1− e−2nγτ )
1− e−2γτ
≈ n (B.6)
for n→∞, we get β = Dnτ and Γ(N)0 (k) = exp (−Dnτk2). Employing Eq. (B.2), we
obtain the zeroth-order probability distribution function











in the asymptotic limit n→∞.
109
(II) First-order contribution – O(n−1/2)
Let us now determine the next order to the asymptotic contribution to the Gaus-
sian diffusion process given in Eq. (B.7). The contribution comes from forests with
r = 2s+ 1 leaves, in which one of the tree is a fork, while the rest are trivial double
binary trees. These forests, which exists only for N = 2, are illustrated in Fig. 2.7.
By applying the ‘Feynman rules’ to forests of this form, we have

















Notice that only the odd-order moments contribute to the first-order characteristic


























Equation (B.9) can be simplified. The result is





















The Fourier transform of Eq. (B.10) leads to


















From Eq. (2.17), we know that xn+1 ∼ n1/2. Thus, at asymptotically large n, the














∼ n− 12 . (B.14)
This has led us to write the first-order probability distribution function in the form:















(III) Second-order contribution – O(n−1)
In addition to summing the appropriate set of forests, which are to be found in
Ref. [35], the second-order contribution needs to account for the error made by as-
suming the summation indices do not differ during the calculation of the zeroth- and
first-order characteristic functions. The details of this process have been worked out
in the same reference, with all necessary terms evaluated in a similar fashion through
the help of the ‘Feynman rules’ as before. In the following, we will employ these re-
sults to determine the second-order asymptotic contribution to the Gaussian diffusion
process.
To begin, let us first evaluate the second-order characteristic function of N = 2:
Γ(2)2 (k) = 4Dτ
[































P (2)2 (xn+1) = 4Dτ
(









































The results indicate that





Thus, in the asymptotic regime,













For N = 3,


















as n→∞. The Fourier transform of Eq. (B.22) is


























∼ β4 − β2
β3







we again arrive at the asymptotic result:













Finally, for N ≥ 4,
Γ(N≥4)2 (k) = −4Dτβ2k4 exp
(−βk2) , (B.27)
which implies that

































as n→∞, we have













Combining Eqs. (B.21), (B.26) and (B.30), the second-order probability distribu-
tion function is of the form:















A lemma on separation of
distribution functions
In this appendix, we show that the solution of equation




|G′(F )|α(F, x, t) , (C.1)
with F being the ergodic trajectory of a chaotic map G, takes the separable form [31]




dFα(F, x, t) . (C.3)
To begin, it is essential to note that Eq. (C.1) relates two identical functions with
respect to the variables F¯ and F , while the values of x and t are the same at both
sides of the equation. As the chaotic maps in consideration are ergodic, an invariant





|G′(F )|h(F ) . (C.4)
This implies that for Eq. (C.1) to be true for all x and t, α(F, x, t) must have the
separable form given by Eq. (C.2). Otherwise, different values of x and t will lead to
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