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Resumen En los Ultimos anos el crecimiento en el consumo de energía 
electrica ha sido exorbitante, lo cual ha generado la necesidad de utilizar 
un recurso prometedor como el viento para extraer dicha energía. La dis­
tribución de turbinas de viento dentro de una granja eolica, con el objeto 
de optimizar la energía capturada, es un problema complejo de resolver. En 
este artículo se intenta solucionar este problema abordandolo de dos formas 
distintas: una es la adaptacion del algoritmo GWO para vectores booleanos 
y la otra, DonQuijote, es un metodo nuevo que incluye el uso de la Evolucion 
Diferencial y surge del analisis del problema. Para mostrar la eficiencia de los 
metodos se comparan con un Algoritmo Genetico, tan estudiado en el area. 
La mejor propuesta participo en la competencia WFLO de la GECCO 2015.
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1. Introduccion
El diseño de granjas eolicas es un tema muy estudiado [1] y aún sigue en auge 
principalmente por las siguientes razones:
■ Las energías renovables han sido un recurso ampliamente requerido y con un 
futuro prometedor.
■ Son fuentes seguras y ecológicas para satisfacer la demanda energetica actual.
■ Encontrar la disposicion optima de las turbinas en una zona reservada para una 
granja eúlica es un problema muy complejo. El numero desmesuradamente grande 
de posibles lugares dentro de la granja para colocarlas lo convierte en un problema 
intratable. Claramente, el gran tamaño del espacio de búsqueda hace imposible 
utilizar un algoritmo de optimizacion mediante una busqueda exhaustiva. Por 
este motivo, es necesaria otra clase de metodos de optimizacion. En este sentido, 
existe un gran repertorio de múetodos y es importante analizar cuúal es la mejor 
posibilidad.
De acuerdo a donde y cuantas turbinas eolicas son ubicadas se podra obtener gran­
des beneficios economicos. Una mala distribuciún puede disminuir significativamente 
la energúa que las turbinas, en su conjunto, producen. Por esto resulta muy conve­
niente aplicar múetodos estocúasticos que permitan encontrar una soluciúon provechosa 
en tiempos de ejecuciúon aceptables, sacrificando la exactitud de la soluciúon.
Como base para probar los múetodos, se ha hecho uso de un Algoritmo Genúetico
(GA) simple, el cual fue dado como baseline en la competencia WFLO de GECCO 
2015 [11]. El algoritmo dado en la competencia no tiene en cuenta la información 
del problema, por lo tanto, son admisibles muchas mejoras. En este artículo, se ha 
desarrollado un enfoque competitivo de un algoritmo relativamente complejo que 
considera las influencias entre las turbinas. Los resultados de la simulación demues­
tran la eficacia de la mejora.
Dentro de la literatura se pueden encontrar varios algoritmos considerados compu- 
tacionalmente eficientes para resolver este problema, por ejemplo, GA[2], CMA-ES 
[3] y TDA [4] , DEVO-I [5], DEVO-II [6], PSO [7]. En el presente trabajo, se ha uti­
lizado un algoritmo que incluye Evolucion Diferencial (DE) para encontrar la mejor 
configuración de acuerdo a la zona de ubicacion de las turbinas. Por lo tanto, se ex­
hibe un nuevo enfoque a este problema. La seccióon 2 proporciona una visioón general 
al problema de distribucioón de turbinas y los costos involucrados. En la seccióon 3 se 
describen los algoritmos propuestos. En la seccioón 4 se presentan los resultados ex­
perimentales y el anóalisis respectivo. La seccioón 5 incluye las conclusiones y posibles 
trabajos futuros.
2. Descripción del problema
Suponiendo un plano cartesiano para distribuir las turbinas y considerando que 
el plano admite coordenadas con valores continuos, la ubicacióon de cada turbina 
se indica mediante un par de variables que establecen una posicióon dentro de este 
plano. Los límites del plano son dados como parametros. El plano tambien es cono­
cido como escenario. Una solucion al problema sería, por lo tanto, una secuencia de 
puntos (x, y) que satisfacen con estar dentro de los límites del escenario y, por con­
diciones de seguridad, cada punto se encuentra a una distancia fija de los restantes. 
Esta distancia fija es cuatro veces el tamaño del rotor de una turbina.
La competencia adopta como esquema para representar los escenarios el que se des­
cribe en [8]. El viento es simulado mediante un modelo homogeneo, es decir, todas 
las zonas del escenario reciben el mismo viento, excepto que exista una turbina que 
interfiera en la captacion de la energía. Si esto óltimo sucede, se utiliza una simula- 
cion del comportamiento del viento de manera estocastica mediante la distribucion 
Weilbull (ver mas detalles en [8]).
Ademas, las turbinas son ubicadas de forma tal que el rotor de las mismas este orien­
tado perpendicularmente a la dirección del viento [8].
2.1. Restricciones
Los escenarios cuentan con zonas prohibidas, llamadas obstíaculos, para la ubica- 
cion de las turbinas. Los obstaculos son modelados como rectangulos, y una solucion 
es considerada invólida si tiene una turbina dentro de algón obstóculo. En secciones 
posteriores se representa gráficamente un obstáculo.
2.2. Modelo del costo
Para determinar que tan buena es una solucion propuesta se sigue el estudio 
propuesto para la competencia WFLO 2015 [11], donde la funcion de fitness tiene 
dos variables confrontadas: la cantidad de turbinas y la potencia producida por la
configuración.
En la ecuación 1, M  es una matriz que describe las posiciones de cada una de 
las turbinas de la configuracion, ec es la energía capturada por la configuración 
propuesta, Wf es la energía que se pierde en la granja (wake free energy) y length(M ) 
corresponde con la cantidad propuesta de turbinas.
3. Un estudio comparativo
En esta seccióon se mostraróa coómo las propuestas desarrolladas se cotejan con otro 
algoritmo de bósqueda estocastico. Despues de la explicacion de todos los metodos, 
damos paso para que en la siguiente seccion se muestre una comparacion de los resul­
tados experimentales. En un principio, exponemos las estructuras de los algoritmos 
geneticos binarios, luego el GWO binario desarrollado y por óltimo, nuestro algo­
ritmo que se ha adaptado al problema. Cabe destacar que en todos los algoritmos 
descriptos las soluciones son vectores binarios que indican si en una posicion (x, y) 
determinada se debe o no se debe colocar una turbina.
3.1. Variante binaria de un Algoritmo Genético (GA)
GA es un algoritmo metaheurístico inspirado en la evolucion biologica y su base 
es genetico-molecular. La analogía del algoritmo se encuentra planteada en que las 
soluciones al problema, consideradas individuos, son sometidas a acciones aleatorias 
que se identifican como recombinaciones (cruce), mutaciones y selecciones. El proceso 
esencial de un GA se muestra en el Algoritmo 1.
donde ct, cs, m , r, cOM e y son constantes. Por otro lado, n y P  son las variables 
que estón en juego en las configuraciones de la granja. La constante ct es el costo 
de una turbina, desde la creacion de la misma hasta la instalacion. En nuestro 
modelo de costo, el valor de ct es de 750000 dolares. La constante cs es el costo 
de la subestacion, el cual es de 8000000 dolares. El significado de m es la cantidad 
de turbinas que entran por subestacion. r (rate) es la tasa de interes anual; para 
la competencia, r tiene un valor de 0,03. La constante y (year) hace referencia al 
tiempo de vida de la granja eólica; para el problema se estima que el tiempo de vida 
promedio de una granja es de 20 años. Por óltimo, la constante cOM es el costo de 
operación anual por turbina, que, en nuestro caso, es de 20000 dolares. En cuanto 
a las variables, n es la cantidad de turbinas propuestas al diseñar la configuracion. 
P  es la funcion que devuelve la energía total de la granja a partir de la posicion de 
cada una de las turbinas y se define mediante la siguiente ecuacion:
(1)
Algoritmo 1 Pseudocodigo del GA 
1: generar P(0); //iniciar una población con soluciones candidatas aleatorias 
2: evaluar P(0); //Evaluar cada candidato con la función de fitness 
3: para e =  1 a EVALMAX hacer 
4: P ’ (e) =  seleccionar( P(e) ); //Seleccionar padres
5: P” (e) =  aplicar operadores( P ’ (e) ); //Cruzar padres y generar una nueva poblacion
6: P(e+1) =  reemplazar( P(e), P ” (e) ); //M utar nuevos individuos
7: evaluar P(e+1);
8: e =  e +  1;
9: fin para
3.2. Variante binaria del algoritmo Grey Wolf Optimizer (GW O)
El algoritmo GWO simula el comportamiento natural de una manada de lobos 
para cazar a su presa. Dentro de los lobos se distinguen distintas categorías como 
alfa , beta, delta y omega para la simulación. El mecanismo que sigue es sencillo. El 
primer grupo de lobos alfa  son los que lideran la manada y, por lo tanto, influyen 
de una manera mas contundente en el espacio de búsqueda. El pseudocodigo es 
presentado en el Algoritmo 2. Al final de la ejecuciún, el mejor individuo va a ser
Algoritmo 2 Pseudocúodigo del GWO 
1: generar (X) / /  Inicializar la poblacion de lobos grises 
2: inicializarParametros(a, A, C);
3: evaluar X(0);
4: seleccionarnuevos(Alpha, Betha, Delta, X(0));
5: para e =  1 a EVALMAX hacer 
6: para todo Lobo l en Omega hacer
7: para i =  0 a DIM hacer
8: actualizarPosicion(l, i); //Actualizar la posición actual
9: fin para
10: ajustarParametros(a, A, C); //A ju sta  los parametros del algoritmo
11: evaluar X (e+1);
12: seleccionarnuevos(Alpha, Betha, Delta, X (e+1));
13: e =  e +  1;
14: fin para
15: fin para
el que este asociado al lobo alfa. El parametro a es el factor de exploraciún que 
comienza con un valor de 2 y va decrementaúndose a lo largo de las evaluaciones 
hasta llegar a 0.
Los parametro A  y C  son vectores que tienen tres números aleatorios distintos y que 
ayudan a las soluciones candidatas, moviúendolas en el espacio de buúsqueda.
La clave del algoritmo se encuentra en la funcion actualizarPosiciún(..) (ver línea 8 
del Algoritmo 2) que se define como:
(2)
En este trabajo, se ha convertido el algoritmo inicialmente planteado para números 
reales en valores booleanos. Para cumplir este proposito, se ha discretizado el resul­
tado de la formula (2) siguiendo el criterio que si X es mayor que 1, la función 
devuelve 1, en otro caso, devuelve 0.
3.3. Un nuevo modelo: DonQuijote
En este apartado, introducimos la idea de nuestro algoritmo de optimizacioón 
predilecto. Para esto vamos a dividir el algoritmo en tres etapas: inicializacion, pre­
procesamiento y un paso iterativo.
Inicialización:
Se generan varias poblaciones que contengan cuatro soluciones aleatorias con 
(i * 30) - 1 turbinas, donde i comienza desde el móximo valor posible y es decremen- 
tada a medida que se van generando nuevas poblaciones.
El hecho de que la cantidad de turbinas vaya saltando de a 30 unidades se debe a 
que la función de fitness tiene en su numerador la función piso (floor), entre una 
división del nómero de turbinas y una constante 30 (nómero de turbinas por subes- 
tacion); esto ha resultado en una ventaja muy buena para discretizar el espacio de 
buósqueda.
Siguiendo con el proceso, se selecciona la poblacióon que tiene mejor promedio de 
fitness y /o  la que tiene mejor individuo.
Pre-pro cesamiento:
En esta etapa se agregan varios indiviuos a la poblacioón seleccionada anteriormente 
para evitar centralizar las soluciones en un solo sector del espacio de buósqueda. En 
primer lugar, se agrega un individuo que representa una disposicióon de turbinas en 
posiciones formando líneas, intercalados en la parrilla, perpendicular al valor mas 
alto de la matriz de salida y en la misma direccióon de la maós pobre de la misma 
matriz. Al mismo tiempo, se añaden otros nuevos individuos con un nómero fijo de 
turbinas ubicadas aleatoriamente.
Paso iterativo:
La estructura principal de esta fase se expresa en el algoritmo 3. Donde el metodo 
primeraOperacion() selecciona una turbina para que sea movida a una posicion vacía 
indicada por la peor recepcion de energía de entrada.
El metodo segundaOperacion() genera, para las primeras evaluaciones nuevas dis­
tribuciones aleatorias sin cambiar el numero de turbinas. Cuando el nómero de 
evaluaciones es lo suficientemente grande, se selecciona la turbina que tiene el peor
Algoritmo 3 Estructura general del paso iterativo 
1: para e=  1 a MAXEVAL hacer 
2: para todo individuo en la población hacer












promedio de recepción de energía, para que desde esta se elija una turbina que se 
encuentra en la mejor direccion (de las 24 posibles), y sobre esta ultima se realice 
una reubicación en la peor direccion de la primera.
El metodo terceraOperacion() aplica DE binaria con una probabilidad de recombi- 
nacion de 0,783 y una probabilidad de mutacion de 0,06.
donde i representa el índice del vector en la poblacion, o tambien conocido como el 
nómero del individuo, D significa la cantidad posible de lugares en donde pueden 
ubicarse turbinas [10].
La operación de mutacion, imita sobre un vector base r0 otros vectores dependiendo 
de un nómero aleatorio y la distancia de Hamming de otras dos soluciones distintas 
a la primera. El resultado de la distancia es multiplicado por un factor de muta­
ción (0,06). Esta constante controla la velocidad y robustez de la bósqueda. Para la 
etapa de recombinacion (crossover) se mezclan la solucion actual sin mutar con la 
solución mutada. Cuan similar será el vector resultante al vector mutado va a estar 
determinado por la probabilidad de recombinacion (0,783).
Por óltimo el operador de seleccion elige, de forma determinística, la mejor solucion 
entre el producto obtenido en la etapa del cruce y el miembro actual de la poblacion.
El metodo cuartaOperacion() genera, para las primeras evaluaciones, distribucio­
nes aleatorias decrementando el nuómero de turbinas por uno. Cuando el nuómero de 
evaluaciones es lo suficientemente grande, se aplica la primera operacióon.
Evolucion Diferencial binaria: La DE, al igual que los algoritmos geneticos, forma 
parte de la categoría de la computacion evolutiva; aplica pasos similares (cruzar, 
mutar y seleccionar) pero sus comportamientos son distintos.
La DE fue planteada inicialmente para espacios continuos. Pero en nuestro caso las 
soluciones son vectores booleanos, que estóan asociado al nuómero de generaciones o 
evaluaciones (e). El vector puede ser representado como:
4. Resultados experimentales
Para mostrar el desempeños de los distintos algoritmos se ha optado por tomar 
5 escenarios, extraidos de la competencia WFLO 2015 [11]. La representación de los 
escenarios es detallada en la Fig. 1, donde los rectangulos azules son los obstáculos, 
es decir, lugares donde no es posible ubicar turbinas.
Figura 1. Tamaño de los escenarios y ubicación de los obstáculos
La Tabla 1 nos ayuda a comparar los escenarios entre sí dado que muestra el 
detalle de los parametros utilizados en la prueba de cada uno de ellos.
La energía perdida a la que hace referencia la Tabla 1 es un factor que influye 
en la captura de energía de los aerogeneradores y que depende de las condiciones 
del terreno. Esta variable es definida en [8]. Mientras que, la cantidad maxima de 
turbinas es el nuámero de turbinas que pueden ser ubicadas en el escenario formando 
hileras verticales y cumpliendo las restricciones de seguridad entre dos turbinas.
Característica Escenario 1 Escenario 2 Escenario 3 Escenario 4 Escenario 5
Ancho 9240 6545 6930 10780 5390
Alto 6545 5005 12320 9240 6545
Energía perdida 6148.648 8674.542 12344.639 11314.82 7441.038
Cantidad maxima turbinas 607 362 843 967 390
Tabla 1. Parámetros de los escenarios usados en el estudio experimental
Para realizar las ejecuciones se hizo uso de una computadora con las siguientes 
caracterásticas: Procesador Intel(R) Core(TM) i3-2330M CPU @2,20 GHz; Memoria 
física: 4044 MB; Sistema operativo Windows 7 Home Basic de 64 bits; las propuestas 
de este artículo fueron programadas utilizando el lenguaje JAVA.
El resultado de las ejecuciones se observa en la Fig. 2. Por un lado, en las gráficas 
sobre la columna izquierda de la Fig. 2 se observan los resultados obtenidos por cada 
uno de los algoritmos en cada escenario considerando el costo de producir un kW. 
Por otro lado, para la misma Fig. 2, las gráficas sobre la columna de la derecha 
muestran la cantidad de turbinas utilizadas en cada configuracioán de los escenarios. 
De acuerdo con lo que se muestra en la Fig. 2, DonQuijote es capaz de proporcionar 
resultados muy competitivos y obtener, en todos los casos, el mejor valor final de 
fitness. Cabe destacar el comportamiento intuitivo de DonQuijote en la etapa de 
explotación en relación al námero de turbinas (gráficos de la derecha en la Fig. 2); 
en esas mismas gráaficas se puede observar la etapa de inicalizacioán de DonQuijolte. El 
trazado inicial en forma escalonada de la gráfica se produce debido a que el algoritmo 
prueba, durante la inicializacián, diferentes configuraciones con una cantidad fija y 
máltiplo de (i*30) -1 de turbinas, como se dijo previamente en la seccion 3.3. Por 
lo tanto, estos resultados muestran que elegir el nuámero de turbinas de esta forma 
provoca un rendimiento superior del algoritmo. La mejoría en el desempeño se debe 
a que el algoritmo explota máas raápidamente un sector del espacio de buásqueda. 
Esta cualidad puede ser provechosa en el proceso de disenño de parques eoálicos que 
se modelen con la funciáon de fitness tratada aquá. En la siguiente secciáon vamos 
a discutir los beneficios y desventajas de este enfoque en el proceso de disenño de 
granjas eáolicos.
Con respecto a los tiempos de ejecuciáon para cada uno de los tres enfoques sobre los 
5 escenarios son los siguientes:
■ GA: 169 minutos con 45 segundos.
■ GWO Binario: 173 minutos con 29 segundos.
■ DonQuijote: 932 minutos 21 segundos.
Se debe enfatizar que los tiempos no son un factor de gran enfasis en la competen­
cia puesto que las ejecuciones son locales con respecto a cada competidor. Pero, a 
pesar de esto no deja de ser elemento a tener en cuenta para las posibles mejoras de 
DonQuijote.
5. Conclusiones y trabajos futuros
En este trabajo hemos presentado dos nuevos algoritmos para resolver el pro­
blema de configuraciones optimas de granjas eolicas (WFLO). El mejor algoritmo 
combina una metaheurástica con un fuerte anáalisis del problema, que cooperando 
juntos y en simultáaneo son usados para optimizar el costo de producciáon de un kilo- 
watt. La etapa de inicializacián es utilizada para acotar en gran medida el espacio de 
buásqueda, la etapa de preprocesamiento sirve para explotar el sector del espacio de 
buásqueda seleccionado y el algoritmo evolutivo junto con otras operaciones propias 
del problema son utilizados para mejorar las soluciones actuales.
Los resultados preliminares muestran que el algoritmo propuesto (DonQuijote) su­
pera al baseline de la competencia mediante la produccion de la mejora de los re­
sultados para el conjunto de casos probados, sin embargo posteriormente se podráan 
mejorar los tiempos de ejecucioán del mismo. Por otro lado, se ha corroborado experi­
mentalmente los buenos resultados que arrojan los algoritmos basados en aprendizaje 






Figura 2. Comparación entre el GA y nuestros dos modelos desarrollados
A futuro se piensa probar de ubicar las turbinas en cualquier lugar, eliminando la 
grilla estatica y guardando solo la condición de que no entren en el perímetro de se­
guridad de otra turbina. Otro trabajo es anticiparse a los cambios que se presenten 
en la competencia del año 2016 al considerar el terreno en un espacio tridimensional.
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