In this paper, we deal with the acoustic inverse scattering problem for reconstructing complex cracks from the far field map. The scattering problem models the diffraction of waves by thin two-sided cylindrical screens. A complex crack is characterized by its shape, the type of boundary conditions and the boundary coefficients (surface impedance). We give explicit formulas which can be used to reconstruct the shape of the crack, distinguish its type of boundary conditions, its two faces and reconstruct the possible material coefficients on it by using the far-field map. To test the validity of these formulas, we present some numerical implementations, which show the efficiency of the proposed method for suitably distributed surface impedance. The difficulties for numerically recovering the properties of the crack in the concave side as well as near the tips are presented and some explanations are given.
Statement of the problem
To describe the diffraction of acoustic waves by thin two-side cylindrical screens, the scattering problems are governed by the Helmholtz equation by a crack Γ in R 2 . Let Γ be a two dimensional open curve of class C 3 with a parameterization representation Γ = {x := x(s), s ∈ [a, b]} where x : [a, b] → R 2 is locally of class C 3 . We set P = x(a) and Q = x(b) to be the two tips of Γ, and fix the orientation of Γ as follows. Traveling on Γ from P to Q, we associate to the right side the sign +, i.e. Γ + , and to the left side the sign −, i.e. Γ − and we set ν to be the unit normal on Γ oriented towards Γ + . The different boundary conditions specified on Γ represent the acoustic properties of the crack. For given incident waves u i (x) = e iκd·x , we consider the following scattering problems for total waves u(x) = u i (x) + u s (x):
(1.1) ( Dirichlet ) The problems (1.1), (1.2) and (1.3) are well posed, see [9] , [10] , [11] , [13] , and [2] for more details. These models describe the scattering problems of the cracks with different acoustic properties. Using the asymptotic behavior of the fundamental solution , as in [3] , we can show that the scattered wave has the asymptotic behavior: is the Hankel function of the first kind of order zero. In this paper, we will consider the following:
Complex crack reconstruction problem. Given u ∞ (·, ·) on S 1 × S 1 for the scattering problems (1.1) or (1.2) or (1.3), reconstruct the shape of the crack Γ, distinguish the two faces and reconstruct the eventual surface impedances σ ± (x). Remark 1.1 We do not know a priori to which problem is associated the data u
The inverse problems for cracks detection have been studied by many authors. We refer to [1] for some results concerning, in particular, detection of piecewise linear cracks from one or few exterior measurements. We are interested by detection of cracks of general shapes but using many measurements. Precisely, we use the far field map and our aim is to reconstruct the whole crack. There were several works devoted to the detection of cracks from many measurements. Among others, we shall cite [7] , [6] and [2] , and the references there, where the authors gave reconstruction methods to detect the shape of the cracks. In this paper, we shall be concerned by reconstructing complex cracks by giving the shapes, the type of boundary conditions, distinguishing the two faces and computing the pointwise values of the complex valued surface impedances distributed along them. Precisely, we provide direct formulas which link the far field map to the unknowns. We show that these formulas contain the information on the cracks throuth an asymptotic expansion with respect to the point sources used. Hence, we should be careful to what extent these indicators can approximate the crack properties such as its shape, the acoustic properties and the possible surface impedance. Our numerical realizations presented in the last section show that the property of the crack in the convex side can be reconstructed well, but the reconstruction in the concave side of the crack is quite limited. This phenomenon can be explained physically by the multiple reflections of the waves within the cavity, which lead to a relatively less information about the concave side in the far field pattern. In addition appropriate types of variations of the surface impedance can improve the reconstruction in the concave parts but also can destroy the one near the convex parts. This shows how difficult it is to reconstruct numerically the shape of the crack without knowing its properties or some a-priori informations. We wish also to point out that our formulas are valid on the points of the crack away from the tips. We believe that the indicator functions near the tips should be more singular. But such an assersion needs to be justified.
The plan of the paper is as follows. In section 2, we present the theoretical results related to the asymptotic formulas by adding some comments on how one can use them. In section 3, we give the justifications of these results and in section 4, we present extensive numerical results followed by some detailed explanations.
Presentation of the results
It is well known, see [3] , that the scattered field associated with the Herglotz incident field v
We will need the following identity, see [3] ,
where ∂D is a closed curve containing a part of Γ and avoiding the tips (P, Q). In addition, we assume that the bounded domain surrounded by ∂D, i.e D, is such that Γ ⊂ D. In particular D contains the tips (P, Q). Assume that Γ ⊂⊂ Ω for some known Ω with smooth boundary. For a ∈ Ω \ Γ, denote by {z p } ⊂ Ω \ D a sequence tending to a. For any z p , set D for the Helmholtz equation is uniquely solvable. In this case, the Herglotz wave operator H defined from
is injective, compact with dense range, see [3] . Now we consider the sequence of point sources Φ(·, z p ). For every p fixed, we construct two density sequences {g p n } and {f
We choose ∂D to contain a part of Γ surrounding the fixed point a, such that {z p } ⊂ Ω \ D ( for p large enough ) and D ⊂ D 
From (2.7), (2.8) and (2.9), we have , which is well defined for every x ∈ R 2 \ Γ. Then it follows from (2.6), (2.7), the well posedness of the direct scattering problem and the use of interior estimate that
Finally, it follows from (2.10) that
We set (2.13)
Let us mention that the construction of f j,p m and g p m is independent on the unknown crack. Hence I j (z p ) is computable from our data only.
The reconstruction of the Γ as well as its eventual surface impedance is established by analysing the behavior of (2.12) when z p approaches a. For this, we need the C 3 smoothness assumption on the regularity of Γ. Precisely, for every point a ∈ Γ \ {P, Q}, there exists a rigid transformation of coordinates under which the image of a is 0 and a function f ∈ C 3 (−r, r) such that (2.14)
in terms of the new coordinates where B(0, r) is the 2-dimensional ball of center 0 with radius r. For the points a ∈ Γ, we choose the sequence {z p } p∈N included in C a,θ , where C a,θ is a cone with center a, angle θ ∈ [0, π 2 ) and axis ν(a). The answer to the inverse problem is based on the following theorem. 
( for the impedance boundary conditions) ,
( for the Dirichlet boundary conditions) .
2.
(for the impedance boundary conditions),
(for the Dirichlet boundary conditions) .
The notation a ∈ Γ ± means that the sequence {z p } tends to a from the right (+) (or, the left (−)) side of Γ.
Comments
The formulas (2.15) and (2.16) can be used to provide the following information on the crack:
• A sample of points on the curve and the normals on these points. The points can be given by numerically solving |Re I j (z)| = C for constants C large. The normals are obtained as follows
.
• Distinguish the parts where we have Dirichlet or Impedance type of boundary conditions. This is a consequence of the following identities for a ∈ Γ ± \ {P, Q} and any given s ∈ (0, 1):
• In addition, in case of impedance type boundary conditions, we can reconstruct the real and the imaginary parts of the surface impedance σ ± :
• The formulas (2.18), rewritten as
enables us to know if a ∈ Γ + or a ∈ Γ − , i.e to distinguish between the two faces of the crack. Indeed, since σ r (a) > 0 then if the right hand side of (2.20) is positive then a ∈ Γ + and if it is negative then a ∈ Γ − .
• We need to point out a misprint in our previous paper [15] . That is in the equality (2.17) (of that paper) we need to change the sign ± by ∓. However, such a misprint does not have serious effects on the other results since later we used the absolute value.
Justification of the results
In this section, we give the proof of Theorem 2.1 for the impedance case since for the Dirichlet case the proof is similar and easier. We consider only the case j = 2. The case j = 1 can be handled in a similar way with the appropriate changes. We start by some preparations. For any given point a ∈ Γ, we firstly take the rotation R a and the translation M a such that R a (ν(a)) = (0, 1), R a (a) + M a = 0 in the new coordinate systemx. Under the transformx := T(x) := R a (x) + M a , it follows that T(ν(a)) = (0, 1), T(a) = 0. The justification of the results is based on the following propositions which give the dominant part of E 2 (x, z) for x, z near a.
Proposition 3.1 1. Impedance boundary condition case. Let a ∈ Γ ± \ {P, Q} , then there exist δ(a) > 0 and C > 0 such that
where
and B(a, δ(a)) is the ball of center a and radius δ(a). 2. Dirichlet boundary conditions. If a ∈ Γ + \ {P, Q}, we obtain (3.1) by replacing w
The functions w ± σ(a) (x, z) and w D are given by w
In addition,
and
We consider the following two problems in the coordinatex = (
respectively, where Γ(x,z) = 
This can be proven by expressing
(ξ 1 ,z)dξ 1 and computing the density functions φ ± and φ from the boundary value problems (3.6), (3.7), whereφ is the 1-dimensional Fourier transform of φ, see [17] for explicit computations.
End of the proof of Theorem 2.1
We recall the notationx = (x 1 ,x 2 ),z = (z 1 ,z 2 ) and assume thatx 1 =z 1 andx 2 ,z 2 > 0. We do the computations for w + σ(a) . We get the formulas for w − σ(0) by replacing ν(a) by −ν(a).
However R e −(x2+z2)|ξ1|
Now we have
It is clear that forx 1 =z 1 , we havew D (x,z) = 0. Coming back to the original coordinates (x, z), we have:
We end the proof by using Proposition 3.1.
Proof of Proposition 3.1.
We consider the case where a ∈ Γ + \ {P, Q}, i.e. the sequence (z p ) p∈N , tending to a, is in the positive side of Γ. The case a ∈ Γ − can be done by replacing ν and −ν. We show the details of the case j = 2.
LetẼ s (x, z p ) be the solution of (3.8)
Let B be a ball of center a and radius r > 0. The arguments in [5] , see also [4] , show that H σ(a) and
is bounded for z near a. With this property and (3.10), we see that W (·, z) satifies the Helmholtz equation in B \ D and has bounded H −1/2 (∂D ∩ Γ) and
norms of the mixed boundary conditions. We choose B small enough so that κ 2 is not an eingenvalue for the mixed problem. From the well posedness of this problem in Sobolev spaces, see [16] or [2] , we deduce in particular that W (·, z) H 1 (B\D) is bounded with respect to z near a.
We choose G to be the Green's function for (∆ + κ 2 ) in B \ D with homogeneous Dirichlet condition on ∂(B \ D). An integration by parts shows that
Taking x tending to ∂(B \ D, then using the discontinuity relations of the double layer potential, we get
By a perturbation argument, writting
and z p near a. We take a smaller B if necessary to insure that κ 2 is not a Dirichlet eingenvalue of the Laplacian. Then the maxmum principle implies that |W (x, z p )| is bounded for x and z p near a. This means that we can replace in Proposition 3.1 E s byẼ s . Hence, we will analyseẼ s near the point a.
We introduce w s σ (·, z p ) as the solution of (3.13)
We have the following lemma: Lemma 3.3 There exist δ(a) > 0 and C(R) > 0 such that
be the solution of (3.14) 
We define w 
Finally, we have
By combining all the lemmas stated above, we end the proof of Proposition 3.1. In the next section, we justify the lemmas we used to prove Proposition3.1
3.3
Proof of the auxiliary lemmas 
Φ(x, z)) on ∂D, R(·, z) satisfies the Sommerfeld radiation condition.
From (3.15), we have the representation:
We know that (Ẽ s + ∂ ∂x2 Φ)(y, z) =H σ has the estimate |H σ (y, z)| ≤ C |y−z| , then from (3.16) and the Holder regularity of σ(x), we deduce that
From the inequality |y − a| ≤ c(θ)|y − z| for y ∈ ∂D and z ∈ C a,θ ∩ B(a, δ(a)), we have
With similar arguments as for the proof of Lemma 3.3, we prove Lemma 3.4 and Lemma 3.5.
Proof of Lemma 3.6. Since w
We can assume that a = (0, 0) and ν(a) = (0, 1) by using the rigid transformation of coordinates T := R a (ν(a)) + M a with which (3.18) needs to be replaced by:
Let ξ = F (x) be the local change of variables (3.20)
where f is the function defined in the introduction. We have the following properties:
for x, z near the point a, where c i (i = 1, 2, 3, 4) are positive constants, which is due to the hypothesis on the regularity of ∂D.
Let x, z be points near a. From (3.18), we deduce thatG
where ξ := F (x), η := F (z), B := JJ T , J := ∂ξ ∂x (F −1 (ξ)) andν := (0, 1) is the unit normal to ∂R 2 + . We denoted by J −T the adjoint of J −1 . We have from (3.21) that
where the first relation holds in R Similar arguments as in ( [17] , [15] ) show thatR(ξ, η) = O(ln |ξ − η|). Now, we are going to prove that actuallyR(ξ, η) = O(1). We start by the asymptotic:
which can also be obtained as in [17] , where ξ * = (ξ 1 , −ξ 2 ). Hence the third and the forth terms of (3.24) are bounded for ξ and η near the point a. Since a is away from S c r then the fifth and the sixth terms are also bounded. The next step is to prove that (3.27)
for ξ = η with η ∈ C F (a),θ .
For this, we use the explicit form of B, i.e.
B(z)
to write
and then
Hence, we obtain:
From Proposition 3.2, we get the estimate:
From this property and (3.25), it is enough to compute the integrals of (3.29) for Γ(z, ξ) and ∂ zj Γ(z, η * ). Hence we have
Let us compute the second integral of (3.30). We have:
which we write as
In the following, we estimate the integrals for I, II and III.
Estimating the integral of I
Let us estimate
Let r 1 > 0 and r 2 > 0 be such that (−r 1 , r 1 ) × (0, r 2 ) ⊂ B + r . Since we are interested in ξ ∈ S r and η ∈ C F (a),θ , then
Remark that
which is bounded for ξ = η. Now,
First we have after a change of variables 
Similar computations give
Then, replacing these values in (3.30) by using (3.31), we obtain:
for ξ = η with η ∈ C F (a),θ . Now,
for ξ and η near 0. We conclude then that
for ξ, η ∈ C F (a),θ and ξ = η.
With similar computations, the second integral of (3.24) is also bounded for ξ, η ∈ C F (a),θ such that ξ = η.
Gathering these estimates, we haveR(ξ, η) = O(1) for ξ = η, η ∈ C F (a),θ .
We go back to R(x, z) := G 0 σ(a) (x, z) − Γ σ(a) (x, z) and we write it as
From previous computations, we have:
Arguing as in ( [17] , pages 835-836), we show that the second and the third terms in (3.32) are bounded. Finally, going back to the original coordinates, we have:
for some δ(a) > 0.
Numerical tests
In our model problem we take the crack as a half semi-circle with the representation We check the reconstruction formula for the scattering problem (1.3) which is the most difficult. The other two problems (1.1) and (1.2) can be checked in a similar way. In order to detect the crack Γ as well as its surface impedance σ ± , we need to construct some domain D The sum δ 1 + l × δ 0 determines the approximation accuracy |z p − a| for a ∈ Γ. On the other hand, it is easy to see that the domain D p a in the right-hand side can also be used for z p → a ∈ Γ from the convex part by translating D p a along x 2 direction. We test our inversion method by showing the reconstruction effect for all unknown ingredients in the model: the crack shape, crack type and surface impedance σ ± in two sides of the crack. We will consider different configurations to show the validity of the method and reveal the physical properties behind the numerical behavior. In fact, we will see that the crack property in the convex side can be distinguished efficiently, while the crack property in the concave side is relatively difficult to be reconstructed numerically. This phenomena comes from the multiple reflection for scattered waves in the concave parts of crack and therefore more energy is absorbed.
Firstly, we use the blowing-up property of the indicator
to detect the location of crack due to (2.15). That is, when Loc(z p ) is large enough, we consider z p to be almost on Γ. Secondly, we use the following equivalent form of the reconstruction formulas (2.18) and (2.19)
for the surface impedance reconstruction as well as for distinguishing Γ + from Γ − . This last property follows from (4.3) since σ r is assumed to be positive. Hence if the left hand side is positive then we are on the side Γ − and if not we are on the side Γ + . Finally, the crack type is shown by considering the blowing-up property of the function
as z p → Γ using the formula (2.17). That is, T ype(z p ) should increase up to some value (theoretically ∞) for the impedance crack. In all the formulas (4.2)-(4.5), z p are taken along direction t j to approach the point a = R 0 (cos t j , sin t j ) ∈ Γ for all t j 's. In this way, the property of the crack is detected.
In our model problems we take the wave number κ = 1.2. The far-field pattern data for our inversion are synthesized by solving the direct problem using the combined angular potential and single-layer potential developed in [12] .
Example 1 We take the surface impedance as the complex functions of the forms
and use incident plan waves along 64 directions distributed uniformly in [0, 2π]. Let z p = z(j, l) approach to Γ from its convex side. By convex and concave side of crake, we mean the upper side and lower side of Γ given by (4.1), respectively. The crack Γ is detected from 33 directions t j = π/32 × j with j = 0, 1, · · · , 32. The radius for reconstruction at each direction t j is determined by the following way. For given blowing-up criterion CB, Let z(j, l) = (δ 1 + l × δ 0 )(cos t j , sin t j ) for l = 16, 15, · · · , 1. Here we take δ 1 = 0.01, δ 0 = 0.02. For any fixed j = 0, 1, · · · , 32, compute the indicator value Loc(z(j, l)) defined by (4.2) . If this value is larger than CB the first time, we record this step l(j) and the value C j := Loc(z(j, l(j))). Then we go to the next direction. Using this way, we get the data {l(j), C j } 32 j=0 . Compute the average value C := 32 j=0 C j /33. Finally, we compare the value C j and C and use this perturbation to correct the radius R 0 + l(j) × δ 0 by linear interpolation as R 0 + l(j) × δ 0 − (C j − C)/C × δ 0 . This is the final radius at direction t j .
Take the blow-up parameter CB = 0.8, 1.0, 1.2, 1.3. The reconstruction results for crack location are given in the left-hand side of Figure 4 .2 using the above procedure. Using the technique in [15] , we can improve the reconstruction results by combining the reconstructions for different blowing-up criteria together. That is, when the concave closure for the reconstructions with different blowing-up values are taken, the crack will be detected from the convex side with a high accuracy. The only a-priori information about the crack is that we know that z p is in the upper-side of the crack. Notice, in our setting here σ i + > 0. To use our reconstruction formula (2.17) more efficiently, we expect that the reconstruction will be much improved for the case σ i + < 0. However, we need to clarify the physical meaning of this condition. To our knowledge, all the reconstruction problems for surface impedance up to now always consider the case σ i + ≡ 0. The crack type detection are checked using (4.5) with the numerical performance given in the right-hand side of Figure 2 . The blowing-up property are shown obviously, except at the tips of the crack. Notice, here we use the same singularity to identify the arc shape and the boundary type. It can be shown that the increasing property is quite weak when z p → Γ along direction θ ≈ 1.57 ≈ π/2. This is reasonable since ν 1 (a) = 0 for a = 1.2(cos π 2 , sin π 2 ). Therefore |ImI 1 (z p )| in (4.5) is almost a constant as z p → a along the direction t = π/2 and then the numerator in (4.5) is relatively small, compared with those along other directions. Now let us recover the boundary impedances σ ± . We need to apply different singularity to detect its real part and imaginary part, respectively.
We take δ 0 = 0.1, δ 1 = 0.1 for recovering the imaginary part of σ + . The reconstruction results for l = 7, 6, 5, 1 are shown in the left hand side of Figure 3 . Noticing δ 0 = 0.1 and the radius of crack is 1.2. For recovering real part of σ + , we need a strong singularity. Here we take δ 0 = 0.01, δ 1 = 0.003. The reconstruction for l = 20, 10, 5, 2, 1 are given in the right hand side of Figure 3 . Notice that the numerical performance is not monotone with respect to l for both real part and imaginary part. Although there are some oscillations for real part of σ + , the For recovering the real part of σ − , we take δ 0 = 0.002, δ 1 = 0.001, a stronger singularity. The results for l = 10, 6, 3, 1 are shown in Figure 4 (right). It can be seen that distribution behavior of σ r − is well detected, but the exact value can not be reconstructed well. This phenomena for recovering σ r − can also be shown from the other sets of (δ 0 , δ 1 ) with
The results as well as its refinement are given in Figure 5 . The physical background behind this numerical uncertainty for recovering σ r − is the multiple reflection of scattered wave in the cavity of the crack Γ in its concave side. Near these concave points, the incident wave will be multi-reflected. For our impedance crack with the energy absorbing coefficient σ r − in the concave side, the energy of scattered wave is decreased by each reflection. Therefore the information about the concave side of the crack contained in the far-field pattern is also relatively decreased. We observe also that the multiple reflection of the concave side of the whole crack for a given σ r − has the same effects as the other non-concave part of the crack with a higher σ r − distribution. Such an energy absorbing phenomena is also studied by engineering, see [8] and the references therein. Due to these reasons, it is understandable that we can not expect too much about the shape reconstruction from the concave side of the crack. Two reconstruction results using formula (4.2) using z p → a ∈ Γ from the concave side with δ 0 = 0.02, δ 1 = 0.001 and It can be seen that the parts near the two tips can not be identified in the same way as the interior points of the crack. Actually, there si more scattering on these tips than on the interior points on the crack. Notice that the formulas given in section 2 are valid just on the points away from the tips. Also the best approximation accuracy can not be improved. What we can expect is that more part of the crack will be visible using a larger CB but with a finite accuracy. In this configuration, we can not get the blowing-up property of the indicator value numerically since for δ 0 = 0.02 and large l, the distance between z p and the crack is still large, while the blowing-up property is established theoretically for l × δ 0 + δ 1 → 0.
Our next example is to consider the reconstruction problem where the surface impedance distribution is not constant in the surface, which shows the practical applicability of our reconstruction method. Example 2. The configuration is taken as follows:
The real parts of σ ± are positive. The distribution of κσ + are shown in Figure 8 . Since we can not expect satisfactory results for the information about Γ − as explained in Example 1, here we focus on the reconstruction of σ + as well as the shape detection from the convex side of crack. We will reveal the effect of the variable surface impedance on the crack shape detection. We use singularities δ 0 = 0.02, 0.01 to detect the crack shape. The reconstruction result is shown in Figure 9 (left). It can be seen that the reconstruction in domain A is relatively poor. This domain is the part where we have a large value of Re σ + , compare with Figure 8 . The large value of σ r + in this domain means a large energy absorbing of the scattered wave. So we can not detect this part using the same singularity as that for the other part. Since σ r + is relatively small in the domain B, the the shape detection is well in this part.
As it is done in Example 1, we use the same singularity to detect the boundary type. The numerical behavior of (4.5) in this case is shown in the right-hand side of Figure 9 . The vertical variable is the detection direction t j = π/32 × j for j = 0, 1, · · · , 32. It can be seen that absorbing property of σ r + helps us to detect the boundary type obviously. That is, in domain A with large value of σ r + , the blowing-up property is obvious. This phenomena is consistent with the detecting formula (2.16). Then the arc Γ is reconstructed in Figure 11 (left). The blow-up values are CB = 1.0, 1.2, 1.5, 1.7, where we take z(l) = l × 0.05 for l = 16, 15, · · · , 1 to approach a ∈ Γ with δ 1 = 0.1. The reconstruction for crack shape is much better than Example 1 due to the large imaginary part of σ ± . Notice, this picture shows that the points near (0, 1.2) can not be reconstructed well. The reason is that the normal direction is ν = (0, 1), which means ν 1 = 0. The figure in the right-hand side of Figure 11 shows the boundary detection. Figure 11 : Boundary shape reconstruction and boundary type using the same singularity. It can be seen that the boundary shape is reconstructed well (left). Since σ ± are large, the crack behaves like a Dirichlet crack., i.e. T ype(z p ) ≈ 0. This phenomena is shown in the right-hand Figure. Conclusions. In this paper, we consider an inverse scattering problem caused by an open crack Γ. Compared with the inverse scattering problem caused by an impenetrable obstacle with smooth closed boundary, the crack detection problems are much more complicated, due to the joint effects of the tips of crack, the concave side of crack and the inhomogeneous surface impedance distributions. We propose theoretical formulas to detect the property of the crack such as its shape, the boundary type and the surface impedance. The numerical realizations are presented, which show the validity of this method and also some difficulties arising in the detection of concave side of crack. Such difficulties can be explained physically from the multiple reflection of waves in the cavity.
