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Abstract
The study of nonlinear dynamical systems in the presence of both
Gaussian and non-Gaussian noise sources is the topic of this research
work. In particular, after shortly present new theoretical results for
statistical characteristics in the framework of Markovian theory, we
analyse four different physical systems in the presence of Le´vy noise
source. (a) The residence time problem of a particle subject to a non-
Gaussian noise source in arbitrary potential profile was analyzed and
the exact analytical results for the statistical characteristics of the res-
idence time for anomalous diffusion in the form of Le´vy flights in fully
unstable potential profile was obtained. Noise enhanced stability phe-
nomenon was found in the system investigated. (b) The correlation
time of the particle coordinate as a function of the height of potential
barrier, the position of potential wells and noise intensity was inves-
tigated in the case of confined steady-state Le´vy flights with Le´vy
index α = 1, that is Cauchy noise, in the symmetric bistable quartic
potential. (c) The stationary spectral characteristics of superdiffu-
sion of Le´vy flights in one-dimensional confinement potential profiles
were investigated both theoretically and numerically. Specifically, for
Cauchy stable noise we calculated the steady-state probability den-
sity function for an infinitely deep rectangular potential well and for a
symmetric steep potential well of the type U(x) ∝ x2m. (d) For two-
dimensional diffusion the general Kolmogorov equation for the joint
probability density function of particle coordinates was obtained by
functional methods directly from two Langevin equations with sta-
tistically independent non-Gaussian noise sources. We compared the
properties of Brownian diffusion and Le´vy flights in parabolic poten-
tial with radial symmetry.
Afterwards, we analyzed the nonlinear relaxation in the presence of
Gaussian noise for the stochastic switching dynamics of the mem-
ristors. We have studied three different models. (a) We started from
consideration of the simplest model of resistive switching. (b) Further,
the charge-controlled and the current-controlled ideal Chua memris-
tors with external Gaussian noise were investigated. For both cases
we have obtained exact analytical expressions for the probability den-
sity function of the charge flowing through the memristor and of the
memristance. (c) Moreover, we proposed a stochastic macroscopic
model of a memristor, based on a generalization of known approaches
and experimental results. Steady-state concentration of defects for
different boundary conditions was found. Also we analysed how the
concentration of defects is changed with time under arbitrary values
of external voltage, noise intensity, effective diffusion coefficient and
other parameters. An examination of the results was performed, the
possible implications of this work and the future development of this
study were outlined.
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Chapter 1
Introduction
1.1 Motivations
In the theory of non-equilibrium systems, where the macrovariables obey some
nonlinear equations of motion, noise plays an important role. Only in the pres-
ence of noise, in multistable systems, the generalized Brownian particle can sur-
mount potential barriers and is thus able to explore the whole potential landscape
thereby attaining different macro states. For this reason the study of noise-driven
nonlinear dynamical systems with subsequent interdisciplinary applications is at-
tracting rapidly growing interest. Obtaining rigorous analytical results in this
area faces with serious difficulties, since both the studied non-equilibrium systems
are nonlinear, and it should be taken into account that the sources of fluctuations
usually have non-Gaussian statistics, for example in condensed matter systems, in
sensory and biological systems [1; 2]. The solution of such problems, along with
the general apparatus of the Markovian theory of random processes, requires
using the special mathematical methods such as fractional calculus, functional
technique for splitting correlation averages, method of the inverse differential op-
erator, etc. [2; 3; 4; 5]. Despite a great interest in the study of multistability
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and metastability, the problem connected with the detailed understanding of the
processes taking place in the nonlinear dynamical systems under noise and its
theoretical description still remains an open problem.
1.2 Context of the Study
In this thesis, in the framework of nonlinear relaxation phenomena in the presence
of Gaussian and non-Gaussian noise sources, I investigate two general problem
of staticstical physics: (i) anomalous diffusion in nonlinear potential profiles and
(ii) stochastic dynamic of resistive switching mechanism in memristive systems.
(i) In a number of experiments, the phenomenon of anomalous diffusion was
revealed [6]. Anomalous diffusion differs from the usual Brownian motion by a
faster or slower scattering of the particles. Slow diffusion, called subdiffusion,
is observed in substances with complex geometries (turbid crystals and glasses,
amorphous semiconductors etc.). Accelerated diffusion or superdiffusion occurs
in many condensed matter systems, such as diffusion in graphene, in population
dynamics and many biological systems, in atmospheric turbulence and chaotic
dynamics [7]. The phenomenon of anomalous diffusion can be described using
the fractional differentiation apparatus and the related fractional Fokker-Planck
equation. This equation can be obtained by various methods: from Langevin
equation [3], from continuous time random walk (CTRW) model [8], from a frac-
tal generalization of the Kolmogorov–Feller equation [9], from a dichotomous
model with a special probabilistic time distribution between switches [10], from
the Taylor series decomposition in the neighborhood of a point using fractional
derivatives [11] etc.
Special attention in recent publications in this area has been given to anoma-
lous diffusion in the form of Le´vy flights, that is Le´vy processes characterized
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by extremely large jumps [12]. The infinite variance of Le´vy flights creates some
problems in understanding of the physical meaning of these processes. However,
recently Le´vy diffusion has been found in many physical, chemical, biological and
even financial systems. For example, a similar kind of superdiffusion is observed
in such natural phenomena such as phonon transport in semiconductor [13],
plasma [14], fluid dynamics [15; 16], optics [17; 18; 19], animal foraging [20; 21],
the long-term climate change [22] and the human mobility [23; 24].
The study of relaxation processes in nonlinear dynamical systems subjected
to the Le´vy noise is of permanent interest. It is interesting to study both tran-
sient characteristics (mean first passage time (MFPT), average time of the first
arrival, residence time in a given area) and steady-state statistical characteris-
tics (probability density function, correlation time, correlation function, spectral
power density).
It was established in paper [25] that the external potentials of the form
|x|c (c > 2) confine anomalous diffusion in the form of Le´vy flights and lead
to a finite variance if c > 4−α. Obviously, moments of higher order still diverge.
Currently, there is a small amount of exact results for statistical characteristics
of confined Le´vy flights in different potentials, mostly for the probability density
functions [14; 26; 27; 28; 29; 30] and spectral-correlation characteristics [31; 32] in
a steady-state. The authors of paper [33] established that the probability density
function (PDF) in superharmonic external potential of power c bifurcates from
the initial monomodal to a stationary bimodal state, also there exists a transient
trimodal state if c > 4. Papers [34; 35] have verified that the stationary states
in symmetric single-well potentials can be characterized by more than two modal
values. It should be noted that in contrast to numerical modeling the analytical
results are obtained for the limited case of Cauchy noise with Le´vy index α = 1.
Moreover, the transient dynamics of this type of anomalous diffusion is insuf-
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ficiently studied from analytical point of view and there are only a small number
of exact results for different time characteristics of Le´vy flights in confined poten-
tial profiles [25; 31; 36]. Most publications contain only the results of numerical
simulation (see, for example, [37; 38; 39; 40; 41; 42]). They all relate mostly to
the barrier crossing problem for Le´vy flights and indicate that the mean time of
transition is inversely proportional to the noise intensity parameter.
The escape problem from the metastable state in the case of Brownian diffu-
sion was first investigated by Kramers [43]. According to the Kramers formula,
the characteristic transition time of the particle through the potential barrier
has exponential dependence on the ratio of the barrier height ∆U to the noise
intensity D
τ = C (D) e∆U/D.
In the case of anomalous diffusion in the form of Le´vy flights the main tools
to investigate the barrier crossing problem for Le´vy flights are the first passage
times, crossing times, arrival times and residence times [26; 32; 44; 45]. Due to
the fact that free Le´vy flights represent a special class of Markovian processes
with infinite variance, time analysis faces some difficulties [6; 46]. In addition,
the conditions of absorbing and reflecting boundaries, as for Brownian diffusion,
become inapplicable due to the fact that superdiffusion motion is characterized
by the presence of jumps, and the particle can instantly reach the boundary from
an arbitrary position.
The analytical investigation of correlation and spectral properties of steady-
state Le´vy flights in confinement potential profiles remains a current problem.
Investigations of spectra are useful to observe and analyze the interplay between
fluctuations, relaxation and nonlinearity which are inherent to real physical sys-
tems. The stationary spectral power density of the particle coordinate in the
infinitely deep rectangular potential well was found in [47].
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(ii) Afterwards, the nonlinear relaxation in the presence of Gaussian noise for
the stochastic switching dynamics of the memory devices (the memristors) has
been considered.
Memristors are elements of electric circuits able to change resistance depend-
ing on the applied electrical stimulation in an analog way. These devices attract
nowadays great attention as one of the most perspective candidates for next-
generation nonvolatile random access memory. This is due to its excellent size
scalability down to nanometers, fast switching, low power, and simple struc-
ture [48; 49; 50; 51; 52; 53; 54]. Within the context of nanotechnologies, the pro-
duction of nanostructures by diffusion is a subject largely investigated [55; 56; 57].
Meanwhile, the observed stochasticity in many experiments has emerged as an
important inherent property of memristors. By stochasticity of a memristive sys-
tem, we mean the inherent fluctuations in structure, chemical reaction, physical
values and switching times, which can occur over multiple lengths and time scales
during the switching events.
The stochasticity has been perceived across a range of non-volatile memory
technologies such as phase-change memory [58; 59], resistive random access mem-
ory (ReRAM) [60; 61], electrochemical metallization memory [62], conductive
bridge random access memory [63], and among oxide-based memristive materials
[54; 64; 65; 66]. On the other hand, the non-deterministic behavior of circuit
elements is the common feature of nanoelectronics and gives the ground for the
newly established field of study named as stochastic electronics [67; 68]. With
extensive miniaturization, the circuit elements are increasingly diverting away
from their deterministic behavior and the effect of the fluctuations, which in the
classical theory have been considered as a small disturbing factor, cannot be ne-
glected at nanoscales [69]. This stochastic behaviour highly mimics the biological
medium within the brain. Therefore, using memristor as a basic element of future
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neural computers looks to be even more promising [54; 60; 70; 71; 72; 73; 74].
Four different approaches for the construction of the resistive swiching model
exist: dynamical, microstructural, thermodynamical and stochastic.
The dynamical approach is based on rather simple dynamic equations that
catch the key physical properties of memristor behavior. The models used in
references [49; 75; 76; 77; 78; 79] and the model of conductive filament (CF)
growth in [80] can be attributed to this approach. These models usually involve
at least two equations: one is the Ohmic-type relationship between voltage and
current and the second is a first-order differential equation for a state variable.
The stochasticity is not taken into account by dynamic models, while it appears
in the system due to many reasons including uncertainty of the model itself.
The uncertainty of the model arises because in the dynamic approach one uses
only the basic properties of the memristive system for the model construction
and omits some other details. The selected basic properties are mainly defined
by the choice of the internal state variable which is not observed from external
electrical behavior [78]. There are models of memristive systems described by
different state variables such as doping ratio [78], the width of doping region [77],
the concentration of vacancies in the gap region [81], the thickness of CF [80],
tunneling barrier width [82] etc.
The microstructural approach provides more accurate models for all phys-
ical processes taking place at the microlevel [83; 84; 85]. While the dynamic
approach provides a practical fit of an abstract mathematical formulation with
generalized experimental data of switching processes, the microstructure models
aimed to precisely meet the physical dynamics of fabricated devices. In this case
the mathematical complexity growths significantly, the model includes a large
number of various differential equations and can be analysed only by numerical
simulation.
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The thermodynamic models include fluctuations in a natural way. In this
approach, the state of a memristive system also can be described by an internal
state variable, the system parameter, the representative or configurational coor-
dinate, etc. At the equilibrium, the thermodynamic models provide well-defined
Boltzmann probability distribution of the internal state variable. The evolution
of nonequilibrium system is often described by the Fokker-Planck equation (FPE)
for the probability distribution of the state variable in the field of thermodynamic
force, defined by the profile of the free energy [86]. The FPE takes into account
for the fluctuations and the nonequilibrium distribution with time relaxes to the
equilibrium Boltzmann one. If there is a constant flow, the system can relax to
a nonequilibrium steady state (NESS) [87; 88; 89].
In the framework of the stochastic approach, the mathematical models involve
the random forces. Similar to the dynamic approach the stochastic models are
based on at least two equations: an Ohmic-type relationship and a first-order
differential equation but with the noise source [68; 90; 91; 92]. On the one hand,
the thermodynamic and stochastic approaches may have a common base because
the first order Langevin equation corresponds to the FPE. On the other hand, the
stochastic model can be constructed by adding the random force to the dynamic
one [68; 82].
Nowadays, we face with a lack of stochastic models of memristors. First of
all, it is important to understand what is the equilibrium or steady-state of the
memristive system for a set of external parameters, and analyze the related time
characteristics such as the relaxation time to the steady-state, the transition time
to another equilibrium state and the lifetime of metastable states under the in-
fluence of noise. The statistics of switching times and the appropriate probability
distributions were investigated in [68; 82; 93; 94] and some common properties
for the mean switching time values were revealed for different systems investi-
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gated. It was established that internal and external noise plays a positive role
in switching dynamics. In fact, in [95] has shown that internal noise helps in-
crease the contrast ratio between low and high resistive states, and in the [96]
the authors experimentally observed, in a memristor system, a phenomenon sim-
ilar to stochastic resonance [97; 98; 99] with a beneficial role of noise in resistive
switching. In particular, they studied the effect of external noise on the resis-
tive switching of a memristor system and found an optimal noise amplitude that
maximizes the contrast between high and low resistive states. However, basic
stochastic properties, such as the distribution of the balance of the parameters,
the relaxation or the transition time have not been investigated.
1.3 Objectives and Contributions
Chapter 2 is devoted to analysis of the nonlinear dynamical systems subjected
to Le´vy noise source. First of all, we present general apparatus of the Marko-
vian theory, including new theoretical results for calculating of the transient and
the steady-state characteristics. Further we investigate: (i) the noise-enhanced
stability phenomenon (NES) in fully unstable system, namely in the symmetric
inverse parabolic potential with two sinks; (ii) the steady-state probabilistic and
time characteristics in a bistable quartic potential; (iii) the stationary correlation
characteristics of Le´vy flights in one-dimensional confined potentials; (iv) the
probabilistic characteristics of the different types of the diffusion on the plane. It
is worthwhile to note that all systems considered, except system (i), are charac-
terised by confined potential profiles.
As far as the memristors concerned, for investigating the properties of stochas-
ticity of memristors and understanding how it influences the system it is impor-
tant to construct the appropriate mathematical model. This model should catch
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the fundamental balance laws that govern memristor behavior and include infor-
mation about stochastic properties. Chapter 3 is dedicated to the investigation of
the basic model for stochasticity of memristors and thereby providing the ground
for understanding how the intrinsic fluctuations can limit or provide new ad-
vantages for emerging applications. In particular, two models of an ideal Chua
memristor with the external Gaussian noise were considered and a stochastic
macroscopic model of a memristive system based on a generalization of known
approaches and experimental results has been proposed.
The main part of the results presented in the thesis was obtained personally by
the author. In most of the joint works, the author performed analytical calcula-
tions. Formulation of problems, development of approaches and interpretation of
the results were carried out jointly with co-authors of scientific papers published.
1.4 Dissemination of Results
The main results of the work were presented in the form of oral and poster
presentations at six Russian and seven International scientific conferences and
schools as follows
• XX-XXIII Scientific conferences on Radiophysics (N. Novgorod, Lobachevsky
State University);
• XX-XXII Sessions of young scientists (Natural and Mathematical Sciences)
(N. Novgorod);
• Summer school on Le´vy processes ( Lille, France, 2016);
• International conference on Statistical Physics Sigma Phi-2017 (Corfu, Greece,
2017);
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• Summer School on Stochastic Processes with Applications to Physics and
Biophysics (Acre, Israel, 2017);
• International conference “New trends in nonequilibrium statistical mechan-
ics: classical and quantum systems” (Erice, Italy, 2018);
• Special session “Stochastic Multistable Systems” at the 2nd International
Workshop “From ReRAM and Memristors to new Computing Paradigms
(MEM-Q) (Rethymno, Greece, 2018);
• 25rd International Conference on Noise and Fluctuations (Neuchatel, Switzer-
land, 2019);
• International conference “New Trends in Non-equilibrium Stochastic Mul-
tistable Systems and Memristors (NES 2019)” (Erice, Italy, 2019).
The thesis materials are published in 7 printed works, including 4 papers
in the International Scientific journals [A2, A3, A6, A7] and 3 proceedings of
conferences [A1, A4, A5].
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Chapter 2
Statistical characteristics of
diffusions
This chapter is focused on the analysis of the statistical characteristics of anoma-
lous diffusion in the form of Le´vy flights. In section 2.1 the general relations of
the Markovian theory for the calculation of the transient and the steady-state
characteristics are presented. Section 2.2 is devoted to the noise-enhanced stabil-
ity phenomenon (NES) in fully unstable system, namely in the symmetric inverse
parabolic potential with two sinks. In section 2.3 the steady-state probabilistic
and temporal characteristics in a bistable quartic potential are investigated. The
stationary correlation characteristics of Le´vy flights in one-dimensional confined
potentials are studied theoretically and numerically in section 2.4. In section 2.5
we conduct a comparative analysis of the probabilistic characteristics of Brownian
motion and anomalous diffusion on the plane.
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2.1 General relations of Markovian theory
This opening section provides a basic apparatus of the Markovian theory for the
calculation of the transient and the steady-state characteristics. It presents not
only the previous studies regarding statistical analysis but also new results, which
constitute the starting point of this research work.
We consider an arbitrary homogeneous Markovian random process x(t) with
the probability density of transitions P (x, t|x0, t0) which depends only on the
time difference τ = t−t0 ≥ 0. The conditional probability density P (x, t|x0, t0) =
P (x, t− t0|x0, 0) obeys the Kolmogorov forward equation [100]
∂P (x, t− t0|x0, 0)
∂t
= Lˆ (x)P (x, t− t0|x0, 0) , (2.1)
where Lˆ (x) is the kinetic operator, which does not depend on time.
Meanwhile, the Kolmogorov backward equation for the transition probability
density reads as
−∂P (x, t− t0|x0, 0)
∂t0
= Lˆ+ (x0)P (x, t− t0|x0, 0) , (2.2)
where Lˆ+ (x0) is the adjoint kinetic operator.
According to the definition, if the random process x(t) initially starts from
the value x0 at t = 0, the residence time T (x0) in the given domain G for the
infinite observation time reads [32]
T (x0) =
∫ ∞
0
1G (x(t)) dt, (2.3)
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where 1G(y) is the indicator of the domain G, determined as
1G(y) =
 1, y ∈ G,0, otherwise. (2.4)
Averaging both parts of equation (2.3), we find the mean residence time in the
domain G
〈T (x0)〉 =
∫ ∞
0
Pr(t, x0)dt =
∫ ∞
0
dt
∫
G
P (x, t|x0, 0) dx, (2.5)
where Pr(t, x0) is the probability to find the particle in the domain G at the
time t. We suppose that all the integrals in time in Eq. (2.5) are convergent.
It means that the probability Pr(t, x0) and the conditional probability density
P (x, t|x0, 0) tend to zero fast enough when t → ∞, and the Markovian process
x(t) describes a nonlinear system without steady state. Changing the order of
integration, we can write equation (2.5) in the following form
〈T (x0)〉 =
∫
G
Y (x, x0) dx, (2.6)
where
Y (x, x0) =
∫ ∞
0
P (x, t|x0, 0) dt. (2.7)
From definition (2.3) the second moment of the residence time can be calcu-
lated as
〈
T 2(x0)
〉
=
∫ ∞
0
dt
∫ ∞
0
dτ 〈1G (x(t))1G (x(τ))〉
=
∫ ∞
0
dt
∫ ∞
0
dτ
∫
G×G
P (x, t; y, τ |x0, 0) dx dy.
13
2.1 General relations of Markovian theory
Using Markovian property of the random process x(t)
P (x, t2; y, t1|x0, t0) = P (x, t2 − t1| y, 0)P (y, t1 − t0|x0, 0)
where t0 < t1 < t2, we have
〈
T 2(x0)
〉
=
∫ ∞
0
dt
∫ ∞
t
dτ
∫
G
dx
∫
G
dy P (x, t|x0, 0)
× P (y, τ − t|x, 0) +
∫ ∞
0
dτ
∫ ∞
τ
dt
∫
G
dx
×
∫
G
dy P (y, τ |x0, 0)P (x, t− τ | y, 0) .
Changing variables under the integrals and taking into account equations (2.6)
and (2.7), we finally find
〈
T 2(x0)
〉
= 2
∫
G
Y (x, x0) dx
∫
G
Y (y, x) dy = 2
∫
G
Y (x, x0) 〈T (x)〉 dx. (2.8)
The variance of the residence time can be calculated as
Var (x0) =
〈
T 2(x0)
〉− 〈T (x0)〉2 . (2.9)
Similarly, the n-th moment of the residence time (2.3) can be written as
〈T n(x0)〉 = n
∫
G
Y (x, x0)
〈
T n−1(x)
〉
dx. (2.10)
Now we derive a closed equation for the characteristic function of the residence
time. According to the definition, we have
θ (k, x0) =
〈
eikT (x0)
〉
= 1 +
∞∑
n=1
(ik)n
n!
〈T n(x0)〉 . (2.11)
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Substitution of equation (2.10) in equation (2.11) gives
θ (k, x0) = 1 +
∞∑
n=1
(ik)n
(n− 1)!
∫
G
Y (x, x0)
〈
T n−1(x)
〉
dx
= 1 + ik
∫
G
Y (x, x0)
∞∑
m=0
(ik)m
m!
〈Tm(x)〉 dx. (2.12)
Thus, from equations (2.11) and (2.12) we arrive at the following integral equation
for the characteristic function of the residence time
θ (k, x0) = 1 + ik
∫
G
Y (x, x0) θ (k, x) dx. (2.13)
The integro-differential equation for the probability density function Wx0 (τ) =
(1/2pi)
∫∞
−∞ θ(k, x0)e
−iktdk of the residence time (2.3) can be obtained by inverse
Fourier transform of equation (2.13)
Wx0 (t) = δ (t)−
d
dt
∫
G
Y (x, x0)Wx (t) dx. (2.14)
Equations (2.13) and (2.14) describe the full statistics of the residence time
and are valid for an arbitrary homogeneous Markovian random process x(t).
These results are new and represent a contribution to the Markovian theory of
stochastic processes. Unfortunately, equations (2.13) and (2.14) can be solved
only in some simple cases.
Further the formulas to perform calculations of the statistical characteristics
of the stationary Markovian processes are given.
The correlation function of a stationary Markovian process can be calculated
by definition
K[τ ] = 〈x(t)x(t+ τ)〉st =
∫ +∞
−∞
x0Pst(x0)dx0
∫ +∞
−∞
xP (x, τ |x0, 0)dx. (2.15)
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Here the angular brackets with the subscript st denote averaging over the steady-
state probability distribution Pst(x), which satisfies Kolmogorov equation (see
equation (2.1))
Lˆ(x)Pst(x) = 0. (2.16)
Using the obvious initial condition P (x, 0|x0, 0) = δ(x − x0), we write the
solution of the equation (2.2) in the formal operator form
P (x, τ |x0, 0) = eLˆ+(x0)τδ(x− x0). (2.17)
Substituting equation (2.17) in equation (2.15), we arrive at [101]
K[τ ] =
〈
x eLˆ
+(x)τx
〉
st
. (2.18)
Based on equation (2.18), the correlation function can be represented by the
following series [102]
K[τ ] = 〈x〉2st +
∞∑
n=1
α2n e
−λnτ , (2.19)
where αn = 〈xψn(x)〉st, ψn(x) and λn are the eigenfunctions and positive eigenval-
ues of the adjoint kinetic operator Lˆ+(x), respectively, which obey the following
equation
Lˆ+(x)ψn(x) = −λnψn(x). (2.20)
The correlation time of a stationary random process x(t) can be defined as
the width of equivalent rectangle (see, e.g. [103] and figure 2.1)
τc =
1
〈x, x〉
∫ ∞
0
(
K[τ ]− 〈x〉2) dτ, (2.21)
where K[τ ] = 〈x(t)x(t + τ)〉 is the correlation function of x(t) changed from
K[0] = 〈x2〉 to K[∞] = 〈x〉2, and 〈x, x〉 = 〈x2〉 − 〈x〉2 is the variance. As
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seen from equation (2.19), the correlation function of an arbitrary stationary
Markovian process is non-negative and monotonically decreasing, as shown in
figure 2.1. This fact indicates the applicability of definition (2.21) in this case if
the integral in equation (2.21) converges.
Figure 2.1: Illustration to the definition (2.21) of the correlation time τc. The
shaded areas should be equal.
Let us show that the calculation of the correlation time of a stationary Marko-
vian process by the formula (2.21) can be performed accurately without finding
the probability density of transitions in some cases. Substituting equation (2.18)
in equation (2.21) and execute integration, we arrive at
τc = − 1〈x, x〉st
〈
x,
1
Lˆ+(x)
x
〉
st
, (2.22)
where 〈f(x), g(x)〉 = 〈f(x)g(x)〉 − 〈f(x)〉 〈g(x)〉. It should be noted that result
(2.22) in the particular case of 〈x〉st = 0 was previously obtained in paper [104].
Using the definition of the adjoint kinetic operator Lˆ+(x)
∫ ∞
−∞
f (x) Lˆ(x)g (x) dx =
∫ ∞
−∞
g (x) Lˆ+(x)f (x) dx, (2.23)
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from equation (2.22) we obtain
τc =
1
〈x, x〉st
∫ ∞
−∞
x
1
Lˆ(x)
(〈x〉st − x)Pst(x) dx. (2.24)
As seen from formula (2.24), we have to find a particular solution φ(x) of the
following integro–differential equation
Lˆ(x)φ (x) = (〈x〉st − x)Pst (x) (2.25)
and then calculate the correlation time as
τc =
1
〈x, x〉st
∫ ∞
−∞
xφ (x) dx. (2.26)
For discontinuous Markovian process x(t) the Kolmogorov equation for PDF
becomes integro-differential [3] and to solve equation (2.25) the Fourier transform
is usually used. In this sense, the correlation time τc in equation (2.26) is conve-
niently expressed in terms of the function φ˜(k) which is the Fourier image of the
function φ (x)
φ˜ (k) =
∫ ∞
−∞
φ (x) eikxdx. (2.27)
Using the first remarkable limit we write the formula (2.26) in more simple form
(see [31])
τc =
1
〈x, x〉st
∫ ∞
−∞
φ (x) lim
k→0
sin kx
k
dx (2.28)
=
1
〈x, x〉st
lim
k→0
ϕ(k)− ϕ(0)
k
dx =
ϕ′ (0)
〈x, x〉st
,
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where, in accordance with equation (2.27),
ϕ(k) =
∫ +∞
−∞
φ(x) sin kxdx = Im{φ˜(k)}. (2.29)
Thus, in order to find the correlation time after Fourier transform of equa-
tion (2.25) we should obtain an equation for the imaginary part of the function
φ˜(k), solve it and then substitute the result in equation (2.28).
Based on the general operator formula (2.18) for the correlation function K[τ ]
of stationary Markovian process x(t), its spectral characteristics can be found.
According to the Wiener–Khinchin theorem, one can calculate the spectral power
density as
S(ω) =
∫ ∞
−∞
K[τ ] cosωτdτ = 2Re
{∫ ∞
0
K[τ ]eiωτdτ
}
= 2 Re
{
K˜[iω]
}
, (2.30)
where K˜[p] is the Laplace transform of K[τ ] and Re{K˜[iω]} denotes the real part
of expression. According to equation (2.18) function K˜[p] reads
K˜[p] =
〈
x
1
p− Lˆ+(x)x
〉
st
. (2.31)
As seen from equation (2.31), we have to solve the following integro–differential
equation for the auxiliary function ϕp (x)
Lˆ+(x)ϕp (x)− pϕp (x) = −x (2.32)
and then calculate the average
K˜[p] = 〈xϕp (x)〉st. (2.33)
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In the framework of this study we consider two models of Markovian random
processes frequently used in calculations.
The overdamped motion under non-Gaussian white noise ξ (t) in an arbitrary
potential U(x) is governed by the following Langevin equation
dx
dt
= −U ′ (x) + ξ (t) , (2.34)
where x(t) is the coordinate of a particle.
The corresponding Kolmogorovs equation for probability density of the Marko-
vian process x(t) was obtained in [3] and reads as
∂P
∂t
=
∂
∂x
[U ′(x)P ] +
∫ +∞
−∞
ρ(z)
z2
[
exp
{
−z ∂
∂x
}
− 1 + sin z ∂
∂x
]
dzP, (2.35)
where ρ(z) ≥ 0 is the kernel function.
In particular, the corresponding kernel function for a white Gaussian noise
ξ (t) with zero mean and the intensity 2D is ρ(x) = 2Dδ(x). Therefore, we
obtain from equation (2.35) the ordinary Fokker–Planck equation
∂P
∂t
=
∂
∂x
[U ′(x)P ] +D
∂2P
∂x2
. (2.36)
Meanwhile, for non-Gaussian driving force ξ (t) with symmetric α-stable Le´vy
distribution (Le´vy index 0 < α < 2), the kernel function is ρ(x) = Qα|x|1−α. As
a result, equation (2.35) transforms to the fractional Fokker-Planck equation
∂P
∂t
=
∂
∂x
[U ′ (x)P ] +Dα
∂αP
∂|x|α (2.37)
with the fractional space derivative
Dα
∂αP (x, t)
∂|x|α = Qα
∫ +∞
−∞
P (x− z, t)− P (x, t)
|z|1+α dz. (2.38)
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Here: Dα is the noise intensity parameter and
Qα =
DαΓ(α + 1) sin (piα/2)
pi
.
Equation (2.37) describes the anomalous diffusion in the form of Le´vy flights.
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2.2 NES effect for Le´vy flights in inverse parabolic
potential
Further we investigate the mean residence time of a particle in given area in the
case of Le´vy flight superdiffusion in the unstable parabolic potential U(x) = −bx2/2
(b > 0), see figure 2.2.
−L Lx0
x
U(x)
Figure 2.2: The inverse parabolic potential.
Substituting the parabolic potential in the Langevin equation (2.34) with Le´vy
noise source ξα(t), we arrive at the following linear differential equation
dx
dt
= bx+ ξα(t). (2.39)
Solution of the above equation can be written in explicit form
x(t) = x0e
bt +
∫ t
0
eb(t−τ)ξα(τ)dτ, (2.40)
where x0 is the initial position of a particle. Using the exact solution (2.40), we
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can find the characteristic function of the particle position x by the definition
ϑ (k, t) =
〈
eikx(t)
〉
. (2.41)
Substituting x(t) from equation (2.40) in equation (2.41), we get
ϑ (k, t) = eikx0e
bt
〈
exp
{
ik
∫ t
0
eb(t−τ)ξα(τ)dτ
}〉
. (2.42)
To calculate the average in equation (2.42) we use the expression for the charac-
teristic functional of symmetric white α-stable noise with the intensity parameter
Dα = σ
α (see the formula (4) in [27] and also the general result (8) in [3])
〈
exp
{
i
∫ t
0
u(τ) ξα(τ)dτ
}〉
= exp
{
−
∫ t
0
|σu(τ)|α dτ
}
, (2.43)
where u(t) is an arbitrary deterministic function.
Replacing in equation (2.43) u(τ) with keb(t−τ) and substituting in equa-
tion (2.42), we finally arrive at
ϑ (k, t) = exp
{
ikx0 e
bt − σ
α |k|α
αb
(
eαbt − 1)} . (2.44)
Further, we analyze the residence time of a particle in the symmetric interval
(−L,L), for x0 ∈ (−L,L). Applying the inverse Fourier transform to equa-
tion (2.44), we find the conditional probability density P (x, t|x0, 0) and then the
probability to find a particle in the interval (−L,L)
Pr (t, x0) =
∫ L
−L
P (x, t|x0, 0) dx = 2
pi
∫ ∞
0
sin kL
k
cos
(
kx0 e
bt
)
× exp
{
−(σk)
α (eαbt − 1)
αb
}
dk. (2.45)
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In the limit of t → ∞ the main contribution to the integral (2.45) comes from
the region close to zero in k so that, using the approximation sin kL ' kL and
expαbt >> 1, we obtain
Pr (t, x0) ' 2L
pi
∫ ∞
0
cos
(
kx0 e
bt
)
exp
{
−
(
σk ebt
)α
αb
}
dk
or, after setting q = kebt,
Pr (t, x0) ' 2L
pi
e−bt
∫ ∞
0
cos (qx0) exp
{
−(σq)
α
αb
}
dq. (2.46)
Thus, the integral in equation (2.5) converges. Moreover, all the moments of the
residence time (2.3) are finite.
Substituting equation (2.45) in equation (2.5), after some rearrangements we
obtain the following exact formula for the mean residence time
〈T (x0)〉 = 2
pib
∫ ∞
0
cos (qx0)
q
exp
{
−(σq)
α
αb
}
dq ×
∫ q
0
sin kL
k
exp
{
(σk)α
αb
}
dk
(2.47)
or
〈T (x0)〉 = 2
pib
∫ ∞
0
sin kL
k
exp
{
(σk)α
αb
}
dk ·
∫ ∞
k
cos (qx0)
q
exp
{
−(σq)
α
αb
}
dq,
(2.48)
which gives the average residence time as a function of the initial conditions,
the parameters of the system and of Le´vy noise source. This is, together with
equations (2.13) and (2.14), the main result of this section.
Let us check result (2.47) in the absence of the noise ξα(t). Putting σ = 0 in
equation (2.47), we arrive at
Tdyn =
2
pib
∫ ∞
0
cos (qx0)
q
dq
∫ q
0
sin kL
k
dk =
2
pib
∫ ∞
0
cos (qx0) si (qL)
q
dq, (2.49)
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where si(x) is the sine integral function. Using the auxiliary integral (α, β > 0)
∫ ∞
0
cos (βx) si (αx)
x
dx =
 (pi/2) ln (α/β) , α > β,0, α < β
and taking into account that |x0| < L, we find the dynamical (deterministic)
residence time
Tdyn =
1
b
ln
L
|x0| . (2.50)
At the same time, the direct integration of equation (2.39) without noise, but
with separable variables ∫ L
x0
dx
x
=
∫ Tdyn
0
b dt,
gives the same result.
Let us show that for the Cauchy stable noise with α = 1 we can write equa-
tion (2.47) in the form of single integral. Substituting α = 1 in equation (2.47)
and changing the order of integration, we arrive at
〈T (x0)〉 = 2
pib
∫ ∞
0
sin kL
k
eσk/bdk
∫ ∞
k
cos (qx0)
q
e−σq/bdq. (2.51)
Differentiating equation (2.51) with respect to the parameter x0 and calculating
the internal integral, we get
d 〈T (x0)〉
dx0
= − 2
pi
∫ ∞
0
(bx0 cos kx0 + σ sin kx0) sin kL
k (σ2 + b2x20)
dk. (2.52)
Using Dirichlet ∫ ∞
0
sinαx
x
dx =
pi
2
sgn (α)
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and Frullani formulae
∫ ∞
0
cos ax− cos bx
x
dx = ln
∣∣∣∣ ba
∣∣∣∣ ,
where sgn (x) is the sign function, we obtain from equation (2.52)
d 〈T (x0)〉
dx0
=
σ
pi
ln
∣∣∣L−x0L+x0 ∣∣∣− bx01 (L− x0)
σ2 + b2x20
, (2.53)
where 1(x) is the step function. According to equation (2.47),
lim
x0→∞
〈T (x0)〉 = 0.
As a consequence, we find from equation (2.53)
〈T (x0)〉 =
∫ ∞
x0
[
bz1 (L− z) + σ
pi
ln
∣∣∣∣L+ zL− z
∣∣∣∣] dzσ2 + b2z2
or
〈T (x0)〉 = 1
2b
ln
σ2 + b2L2
σ2 + b2x20
+
σ
pi
∫ ∞
x0
ln
∣∣∣∣L+ zL− z
∣∣∣∣ dzσ2 + b2z2 , (2.54)
where |x0| < L. Of course, in the case σ = 0 equation (2.54) coincides with
equation (2.50).
The plot of the normalized mean residence time τ(x0) = 〈T (x0)〉 /Tdyn as a
function of the scale parameter σ (noise intensity) for L = 1, with various initial
conditions and different values of the Le´vy index α is shown in figure 2.3.
Points correspond to the Monte Carlo simulation of the Langevin equation (2.39)
while solid lines present numerical integration of exact formula (2.47). The al-
gorithm used in this work to simulate Le´vy noise sources is that proposed by
Weron [105] for the implementation of the Chambers method [106]. Monte Carlo
simulations nicely corroborate exact results.
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Figure 2.3: Normalized mean residence 〈T (x0)〉/Tdyn time as a function of the
scale parameter σ (noise intensity) for L = 1, various initial initial positions of a
particle (a) x0 = 0.01, (b) x0 = 0.1, (c) x0 = 0.5, and different values of the Le´vy
index α, namely α = 0.5, 1.0, 1.5, 2.0. Error bars, which are standard deviations
of the mean, are within the symbol size.
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In all panels of figure 2.3, one can observe a nonmonotonic behavior, with a
maximum, of the normalized average residence time of the particle in the interval
(−L,L) as a function of the scale parameter σ (noise intensity). This is a signature
of the noise enhanced stability (NES) phenomenon because the noise increases
the average lifetime of the particle in a defined region of the potential profile [107;
108; 109; 110; 111; 112], and confirms its first observation in metastable states of
short and long Josephson junctions [113; 114]. The NES phenomenon increases
as the Le´vy index increases and the initial position of the particle approaches the
boundary of the interval. Moreover, increasing the value of the x0, the value of the
scale parameter σ for which we have the maximum increases too. This is due to
the increase in the height of the potential barrier as the value of x0 increases. The
particle “needs” larger noise intensity to overcome the potential barrier during its
stay in the defined interval, that is when x(t) ∈ (−L,L). The decreasing of the
NES effect with decreasing Le´vy index is due to the peculiarity of fat tails in the
distribution of Le´vy noise. In fact, with low values of the α index it is easier for
the particle to overcome the barrier of the unstable parabolic potential from one
side to the other one and to reach the boundaries of the interval (−L,L) more
quickly compared to normal Brownian diffusion.
Figure 2.4 shows the dependence of the mean squared residence time versus
the scale parameter σ for various initial conditions and different values of the Le´vy
index α. Points correspond to the Monte Carlo simulation of the Langevin equa-
tion (2.39), while lines simply connect these points. The mean squared residence
time 〈T 2(x0)〉 displays the same nonmonotonic behavior on the scale parameter
as the normalized mean residence time.
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Figure 2.4: Mean squared residence time 〈T 2(x0)〉 for L = 1 for various initial
positions of a particle: (a) x0 = 0.01, (b) x0 = 0.1, (c) x0 = 0.5, and different
values of the Le´vy index α, namely α = 0.5, 1.0, 1.5, 2.0.
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2.3 Barrier crossing event for Le´vy flights in
bistable potential
Further, we examine the steady-state Le´vy flights in the asymmetric bistable
quartic potential
U(x) = γ
(
x4
4
− ax
2
2
− bx
)
, (2.55)
where γ is the potential steepness and b is the asymmetry parameter (a, b, γ > 0).
2.3.1 Steady-state probability density function
Asymptotically (t → ∞), after the Fourier transform of the fractional Fokker-
Planck equation (2.37), we obtain
U ′
(
d
d(ik)
)
ϑst − iDα|k|α−1sgn(k)ϑst = 0, (2.56)
where ϑst(k) is the steady-state characteristic function of the particle position x(t)
which is the Fourier transform of the steady-state probability density function
(PDF) Pst(x)
ϑst(k) =
〈
eikx
〉
st
=
∫ ∞
−∞
eikxPst(x)dx. (2.57)
For asymmetric quartic potential (2.55) equation (2.56) becomes a homoge-
neous differential equation of the third order
d3ϑst
dk3
+ a
dϑst
dk
+
[
ib− βα|k|α−1sgn(k)
]
ϑst = 0, (2.58)
where βα = Dα/γ. Equation (2.58) can be solved analytically only in the case of
driving Cauchy noise (α = 1), when it takes the form
d3ϑst
dk3
+ a
dϑst
dk
+ [ib− β1 sgn(k)]ϑst = 0. (2.59)
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In principle, we should consider both positive and negative values of k. Look-
ing for the solution in the form ϑst(k) = Ce
zk, for k > 0 we arrive from equa-
tion (2.59) at the characteristic equation
z3 + az + (ib− β1) = 0. (2.60)
By studying cubic equation (2.60), we find that it has three complex roots, two
of which (z1 and z2) have negative real part and one (z3) – positive.
The general solution of equation (2.59) can be written in the form ϑst(k) =
C1e
z1k + C2e
z2k + C3e
z3k. Since ϑst(k) → 0 as k → ∞, the coefficient C3 is zero
and the steady-state characteristic function for positive values of k reads
ϑst(k) = C1e
z1k + C2e
z2k. (2.61)
According to the relation ϑst(−k) = ϑ∗st(k), which follows from definition (2.57)
of ϑst(k), for k < 0 we get
ϑst(k) = C
∗
1e
−z∗1k + C∗2e
−z∗2k, (2.62)
where the symbol ∗ denotes complex conjugation.
The two unknown complex coefficients C1 and C2 are determined from the
normalization condition ϑst(0) = 1 and conditions of continuity for the first and
second derivatives in the point k = 0, i. e.
dϑst(0
+)
dk
=
dϑst(0
−)
dk
,
d2ϑst(0
+)
dk2
=
d2ϑst(0
−)
dk2
. (2.63)
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Finally, from these conditions, we find C1 = a1 + ib1 and C2 = a2 + ib2, where
a1 =
x2
x1 + x2
[
1− 2x1 (x1 − x2)
(y2 − y1)2 + (x2 − x1)2
]
,
a2 = 1− a1,
b1 =
2x1x2(y2 − y1)
(x1 + x2) [(y2 − y1)2 + (x2 − x1)2] ,
b2 = −b1 (2.64)
and zk = −xk + iyk (k = 1, 2) are the complex roots of equation (2.60) with
negative real parts (xk > 0).
Making the inverse Fourier transform, we get the stationary PDF in the case
of α = 1
Pst(x) =
1
2pi
∫ +∞
−∞
ϑst(k)e
−ikxdk =
1
pi
Re
{
C1
ix− z1 +
C2
ix− z2
}
=
1
pi
{
b1(x− y1) + a1x1
(x− y1)2 + x21
+
b2(x− y2) + a2x2
(x− y2)2 + x22
}
. (2.65)
The validity of formula (2.65) can be confirmed by comparing with the exact
results recently obtained in paper [28] for the symmetric case (b = 0).
The potential profile considered and the shapes of the stationary PDFs (2.65),
for different values of the noise intensity parameter D1, are depicted in figure 2.5.
For the considered potential, parameters a = 7 and b = 6, the minima of potential
profile are located at the points−2 and 3. As for the symmetric bistable potential,
the positions of the minima of the potential and the maxima of the stationary
probability distribution do not coincide, as occurs for Brownian diffusion. In [28]
it was shown that the distance between the maxima Pst(x) and the minima U(x)
increases indefinitely with increasing parameter D1, characterizing the intensity
of the noise (and consequently the flight length increases) and decreases with
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increasing height of the potential barrier.
Figure 2.5: Asymmetric bistable quartic potential U(x) (red curve) and station-
ary PDF Pst(x) of the particle position for different values of D1. The other
parameters are: γ = 1, a = 7 and b = 6.
The stationary PDFs (2.65) for different values of the asymmetry parameter
b are shown in figure 2.6. Here, the maxima shift to the right and to the left with
respect to the positions of minima of potential with increasing the asymmetry
parameter b. While the left maximum decreases and becomes wider, the right
one increases and narrows.
The presence of two maxima or bimodality in the stationary probability dis-
tribution is a feature of Le´vy flight superdiffusion. In the case of a monostable
symmetric potential, i.e. in the absence of a potential barrier, due to the rapid
diffusion caused by Le´vy flights, the particle very quickly reaches areas near the
“walls” of the potential on the left or right with respect to the reference point
x = 0. Then the particle diffuses around this position until a new flight moves it
in the opposite direction and it reaches another “wall” of potential. As a result,
the particle spends most of its time in some symmetric regions with respect to
the equilibrium state of the system x = 0, as opposed to Brownian diffusion in
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Figure 2.6: Stationary PDF Pst(x) for different values of the asymmetry param-
eter b of the potential. The values of the other parameters are: γ = 1, D1 = 2
and a = 7. The case b = 0 corresponds to the symmetric bistable potential.
a monostable potential profile. These symmetric regions are located near the
maxima of the bimodal steady-state probability distribution.
In the case of a bistable potential with Gaussian noise, the Brownian par-
ticle spends most of its time in the vicinity of local potential minima. In the
superdiffusion case, the particle reaches one of the external “walls” of the poten-
tial barrier, therefore the potential force brings the particle back into a state of
equilibrium. Since the system has two potential minima, the maxima of the prob-
ability distribution (PD) move with respect to apart with respect to the maxima
of PD for the monostable potential. On other words, these maxima are between
the minima and the “walls” of the potential profile and are narrower.
2.3.2 Calculation of correlation time
In this subsection we find the correlation time of steady-state Le´vy flights in the
symmetric bistable potential, which is determined by the transitions of a particle
from one stable state to another, and therefore has an obvious analogy with the
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Kramers’ time.
Substituting the functional kinetic operator of equation (2.37) into equa-
tion (2.25), we get
Dα
dαφ
d|x|α +
d
dx
[U ′(x)φ] = (〈x〉st − x)Pst(x). (2.66)
After Fourier transform of equation (2.66) we obtain
ikU ′
(
d
idk
)
φ˜+Dα|k|αφ˜ = −
(
〈x〉st + i
d
dk
)
ϑst (k) . (2.67)
For b = 0 quartic potential (2.55) becomes symmetric and can be written in the
following form
U(x) = ∆U
(
1− x
2
a2
)2
, (2.68)
where ∆U is the height of a potential barrier separating the two stable states
located at the points ±a.
In such a case 〈x〉st = 0 and equation (2.67) becomes inhomogeneous differ-
ential equation of the third order
d3φ˜
dk3
+ a
dφ˜
dk
− Dα
γ
|k|α−1sgn(k) φ˜ = i
kγ
dϑst (k)
dk
, (2.69)
where γ = 4∆U/a4. According to formula (2.28), we have to find only the
imaginary part of solution of equation (2.69). Because of the odd function ϕ(k),
deriving from the properties of the sine-Fourier transform and the symmetry of
the steady-state characteristic function ϑst (k), deriving from the symmetry of
the potential considered, we can analyze only the case k ≥ 0, that is to find a
particular solution of the following equation
d3ϕ
dk3
+ a2
dϕ
dk
− Dα
γ
kα−1ϕ =
1
kγ
dϑst (k)
dk
. (2.70)
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Equation (2.70) can be solved analytically only in the case of driving noise with
the stable Cauchy distribution (α = 1). In this case equation (2.70) becomes
d3ϕ
dk3
+ a2
dϕ
dk
− D1
γ
ϕ =
1
kγ
dϑst (k)
dk
, (2.71)
where the steady-state characteristic function ϑst(k) in the right side of equation
has been recently found in the paper [28] and reads
ϑst(k) =
1
z − z∗
(
zez
∗|k| − z∗ez|k|) . (2.72)
Here: z, z∗ and z3 = p − q are three roots of the characteristic cubic equation:
z3 + a2z − D1/γ = 0 for homogeneous differential equation (2.71); z = −(p −
q)/2 + i
√
3 (p+ q)/2; z∗ and z are complex conjugate, and
p =
√(a2
3
)3
+
(
D1
2γ
)2
+
D1
2γ
1/3 , (2.73)
q =
√(a2
3
)3
+
(
D1
2γ
)2
− D1
2γ
1/3 (p > q).
Substitution of equation (2.72) into equation (2.71) gives
d3ϕ
dk3
+ a2
dϕ
dk
− D1
γ
ϕ =
|z|2
kγ (z − z∗)
(
ez
∗k − ezk) . (2.74)
The general solution of linear differential equation (2.74) can be found by the
method of the inverse operator and has the form
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ϕ(k) = C1 e
zk + C2 e
z∗k + C3 e
z3k (2.75)
+
|z|2
γ (z − z∗)
(
1
z − z3 e
zk
∫ k
0
e(z
∗−z)y ln y dy − 1
z − z3 e
z3k
∫ k
0
e(z
∗−z3)y ln y dy
− 1
z∗ − z3 e
z∗k
∫ k
0
e(z−z
∗)y ln y dy +
1
z∗ − z3 e
z3k
∫ k
0
e(z−z3)y ln y dy
)
.
Three unknown coefficients C1, C2 and C3 are determined from the properties of
Fourier transform and because ϕ(k) is the odd function
lim
k→∞
ϕ (k) = 0, ϕ (0) = 0, ϕ′′ (0) = 0.
Using these conditions in equation (2.75) we arrive at
C1 + C2 + C3 = 0,
C1z
2 + C2z
∗2 + C3z23 = 0, (2.76)
C3 =
|z|2
γ (z − z∗)
(
1
z − z3
∫ ∞
0
e(z
∗−z3)y ln y dy − 1
z∗ − z3
∫ ∞
0
e(z−z3)y ln y dy
)
.
From equation (2.75) we find the first derivative of the function ϕ(k) at the zero
point
ϕ′(0) = C1z + C2z∗ + C3z3. (2.77)
According to the definition of cumulants, we can calculate the variance from
equation (2.62) as
〈x, x〉st = −
d2 lnϑst(k)
dk2
∣∣∣∣
k=0+
= |z|2 . (2.78)
A detailed solution of the equation (2.71) is described in Appendix A.
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From equations (2.76)-(2.78) and formula (2.28), after some rearrangements,
we obtain the following expression for the correlation time of the particle position
in a steady state
τc =
1
γ (z2 − z∗2)
[
(z − z3)
∫ ∞
0
e(z−z3)y ln y dy − (z∗ − z3)
∫ ∞
0
e(z
∗−z3)y ln y dy
]
.
After integrating the expression in the parentheses by parts we arrive at
τc =
1
γ (z2 − z∗2)
∫ ∞
0
ez
∗y − ezy
y
e−z3y dy. (2.79)
Expressing the roots of the cubic equation z, z∗ and z3 in equation (2.79) in terms
of the parameters p and q, we get
τc =
2√
3 γ (p2 − q2)
∫ ∞
0
e−
3
2
(p−q)y sin
√
3
2
(p+ q)y
y
dy. (2.80)
Finally, from equation (2.80) we obtain the exact analytical formula for the
correlation time of confined Cauchy-Le´vy flights in the symmetric bistable quartic
potential
τc =
2√
3 γ (p2 − q2) arctg
(
1√
3
p+ q
p− q
)
. (2.81)
Discussion. It is interesting to analyze the dependence of the correlation
time on the height of potential barrier and positions of potential wells. In the
limit of sufficiently high potential barrier (or small noise intensity parameter D1)
at fixed positions ±a of the potential wells
∆U
aD1
 1,
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from equations (2.73) and (2.81) we find
τc ' pia
2D1
, (2.82)
i. e. the correlation time does not depend on the height of potential barrier.
We try to explain this result using the analogy between the escape time from a
metastable state and the correlation time of steady-state diffusion in a bistable po-
tential. Indeed, the correlation time of confined diffusion in a symmetric double-
well potential is determined by the fast intrawell motion and slow transitions
through a potential barrier. For a sufficiently high barriers a contribution of rare
crossing events to the correlation time becomes dominant and we get some tem-
poral characteristic like that of the escape time from a deep potential well. The
results of the paper [102], where the characteristic exponential Kramers’ factor
e∆U/D (see [43]) was found in the dependence of the correlation time of steady-
state Brownian diffusion in a bistable potential, confirm this analogy. To cross
a very high potential barrier, a particle must have a large activation energy D,
which is essentially the intensity of the white Gaussian noise. Conversely, a stable
Le´vy process ξα (t) has infinite intensity of jumps and, as a result, a particle can
overcome any barrier height by a single flight. A formal substitution of D = ∞
into Kramers’ factor indicates the independence of the correlation time from the
height of a potential barrier for Le´vy flights.
Also we should mentioned the result for the mean transition time of Le´vy
particle from one potential well to another in the symmetric quartic potential
with γ = 1, obtained in [36], in the limit of small noise intensity parameter Dα
for arbitrary Le´vy index α. The authors of paper [36] have found the expression
〈τtr〉 ' αa
α
Dα
. (2.83)
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Figure 2.7: The dependence of the correlation time on the height of potential
barrier ∆U at fixed positions of potential wells (a = 1) for different values of
noise intensity parameter D1.
Equation (2.83) is similar to equation (2.82) in the case α = 1.
The dependence of the correlation time on the height of potential barrier
∆U at fixed positions of potential wells for different values of noise intensity
parameter D1, is shown in figure 2.7. This figure confirms a weak dependence
of the correlation time on the height of potential barrier and shows a saturation
value given by equation (2.82). Thus, we can introduce new Kramers’ law for
anomalous diffusion in the form of Le´vy flights in polynomial potentials, starting
by the fractional Fokker-Planck equation (2.37).
The dependence of the correlation time on the distance a between potential
wells and potential barrier, at fixed height of a barrier and for different values of
noise intensity parameter D1, is shown in figure 2.8.
As seen from figure 2.8, for sufficiently large distances a we have power-law
dependence. Let us find the exponent of this law. Indeed, for sufficiently large a
a ∆U
D1
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(a) (b)
Figure 2.8: The correlation time versus the position of potential wells a in the
normal (a) and log-log scale (b) at the fixed height of potential barrier ∆U = 0.1
for different values of the noise intensity parameter D1.
from equations (2.73) and (2.81) we obtain for the correlation time
τc ' pi
3
√
3
3
√
a4
4 ∆UD21
∼ a4/3. (2.84)
Thus, the correlation time of the particle position increases with the distance
of potential wells from a barrier, according to a power law with the exponent
4/3. To explain this behavior we note that, as follows from equation (2.68), with
increasing the parameter a at the fixed height of potential barrier, the potential
wells move away from the origin simultaneously with decreasing their steepness.
As a result, the intrawell motion of a particle becomes slower and the correlation
time increases.
As expected, figure 2.9 shows that the correlation time decreases with in-
creasing the noise intensity parameter, but the form of this dependence at the
fixed height of potential barrier varies from the hyperbolic (2.82) (see also equa-
tion (2.83)), for very small D1, to a power law D
−2/3
1 for large D1, in accordance
with equation (2.84). At last, in the absence of a barrier (∆U → 0, a → 0,
γ = 4∆U/a4) and from (2.73) we have p = (D1/γ)
1/3, q = 0 and equation (2.81)
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Figure 2.9: The correlation time versus the noise intensity parameter D1 for
different heights of potential barrier ∆U . The positions of potential wells are
fixed: a = 1.
gives
τc ' pi
3
√
3 3
√
γD21
. (2.85)
Expression (2.85) coincides with the result recently obtained in [31] for the monos-
table symmetric quartic potential that proves the correctness of these calculations.
Finally, we have to note that the proposed method can be applied, in principle,
to analytical calculations of time characteristics of confined Le´vy flights in more
steep potentials.
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2.4 Spectral characteristics of steady-state Le´vy
flights in monostable confined potential
In this section we consider Le´vy flights in the symmetric steep potential well of
the following type
U(x) =
γ
2m
(x
L
)2m
, (2.86)
where L is the width of the potential well.
For this potential profile, as shown in [27], the stationary probability distri-
bution of the particle displacement for anomalous diffusion in the form of Le´vy
flights with index α = 1 has the following expressions for odd m = 2n+ 1
Pst(x) =
β4n+1
pi(x2 + β2)
n−1∏
l=0
1
x4 − 2β2x2 cos [pi(4l + 1)/(4n+ 1)] + β4 (2.87)
and for even m = 2n
Pst(x) =
β4n−1
pi
n−1∏
l=0
1
x4 − 2β2x2 cos [pi(4l + 1)/(4n− 1)] + β4 , (2.88)
where β = L 2m−1
√
D1L/γ and D1 is the intensity parameter of the noise with
stable Cauchy distribution.
In the limit of very large exponent m, the potential (2.86) transforms to an
infinitely deep rectangular potential well (see figure 2.10)
U(x) =
 0, |x| ≤ L,∞, |x| > L. (2.89)
To make this limit in equations (2.87) and (2.88) we need to rearrange them into
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Figure 2.10: Infinitely deep rectangular potential well.
a more convenient form (see Appendix B)
Pst(x) =

1
piβ
exp
{ ∞∑
k=1
1
2k cos pik
2m−1
(
x
β
)2k}
, |x| ≤ β,
1
piβ
(
β
x
)2m
exp
{ ∞∑
k=1
1
2k cos pik
2m−1
(
β
x
)2k}
, |x| > β.
(2.90)
In the limit m → ∞, the steady-state probability distribution (2.90) transforms
to the arcsine distribution (see the curve with α = 1 in figure (2.11))
Pst(x) =
 1pi 1√L2−x2 , |x| ≤ L,0, |x| > L. (2.91)
The validity of this transformation can be confirmed by comparing equa-
tion (2.91) with the exact results obtained in [29] for arbitrary Le´vy index α
Pst(x) =
(2L)1−α Γ(α)
Γ2(α/2)(L2 − x2)1−α/2 , (2.92)
Note that formula (2.92) was derived by using the special conditions for imper-
meable boundaries at x = ±L.
The stationary probability densities (2.92) for different values of the Le´vy
index α, are depicted in figure 2.11. Points in the figure have been obtained
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Figure 2.11: Stationary probability densities Pst(x) for different values of the
Le´vy index α. The value of the parameters are: γ = 1, Dα = 1 and L = 1.
by numerically integration of the stochastic differential equation (2.34), with
Le´vy noise source, and applying the Euler-Maruyama method within the Ito
scheme [115; 116]. More precisely, a large number of very long realizations of
the stochastic process x(t) is generated. From these realizations the time de-
pendent densities P (x, t) are estimated. Finally, the stationary density Pst(x) is
approximated.
The case α = 2 corresponds to usual Brownian motion. In such a case the
steady-state probability distribution of particle position
Pst(x) = C0 e
−U(x)/D, (2.93)
is of the Boltzmann-Gibbs type and for the infinitely deep rectangular potential
well becomes uniform (C0 is the normalization constant). As noted above, the
infinitely deep rectangular potential well can be achieved from equation (2.86)
in the limit of m → ∞. Practically, such a convergence is quite fast and with
m = 800 we obtain a very good agreement between numerical simulations and
exact formula (2.92), except the points close to the boundaries (see figure 2.11).
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Figure 2.12: Stationary probability distributions Pst(x) for α = 1 and increasing
exponent m (see (2.86)–(2.88)). The values of the other system parameters are
the same as those of figure 2.11.
In figure 2.12 we show the stationary probability density functions for α = 1,
obtained with increasing exponent m. Exact results, which are given by equa-
tion (2.88), are represented by solid lines. Points correspond to results of Monte
Carlo simulations of the Langevin equation (2.34) with the potential (2.86). In
the limit of m→∞, the stationary probability density function tends to the arc-
sine distribution of equation (2.91). Figure 2.12 demonstrates how we can obtain
the stationary probability distributions in the infinitely deep rectangular poten-
tial well, starting from a steep potential and without considering the problem of
the boundary conditions.
The steady-state spectral characteristics of Le´vy flights with potential pro-
file (2.86) can not be obtained analytically for arbitrary Le´vy index α, in con-
trast to asymptotic expression of the spectral power density of steady-state Le´vy
flights. From equations (2.18), (2.37), (2.86) and (2.90) for α = 1 we get the first
derivative of the steady-state correlation function at zero point
K ′
[
0+
]
=
〈
xLˆ+ (x)x
〉
= −〈xU ′(x)〉 = −γ
〈(x
L
)2m〉
= −∞. (2.94)
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This result differs from the result for ordinary Brownian motion (α = 2), for
which from equations (2.18), (2.36) and (2.93) we have
K ′[0+] = −D.
Figure 2.13 demonstrates the normalized autocorrelation functions K[τ ] for
different values of the exponent m (see (2.86)) at a fixed Le´vy index α. As
seen, the decay of the correlation function accelerates as the value of Le´vy index
α decreases, i. e. its derivative decreases rapidly when approaching the point
τ = 0. Furthermore, figure 2.13(c) shows that for the symmetric power potential
K ′[0+] = −∞, as predicted by the formula (2.94). This asymptotic behavior
becomes more noticeable for small Le´vy index α.
In accordance with formula (2.94), we can assume a non-analytical dependence
of the correlation function on τ near the point τ = 0+ in the form of stretched
exponent
K [τ ] ' σ2 exp
{
−
(
τ
τ0
)ν}
' σ2
[
1−
(
τ
τ0
)ν]
, 0 < ν < 1. (2.95)
Applying the Laplace transform to equation (2.95), we arrive at
K˜[p] ' σ2
[
1
p
− Γ(1 + ν)
τ ν0 p
1+ν
]
, p→∞. (2.96)
Substitution of equation (2.96) into equation (2.30) gives the following asymptotic
expression of the spectral power density
S(ω) ∼ 1
ω1+ν
, ω →∞. (2.97)
The exponent ν is a function of the potential exponent m, noise intensity pa-
rameter Dα, Le´vy index α, steepness of potential γ and size of the potential well
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(a)
(b)
(c)
Figure 2.13: The correlation function for α = 1.9 (a), α = 1.5 (b) and α = 1.1
(c). Various curves correspond to different values of the exponent m of poten-
tial (2.86). The values of the other system parameters are the same as those of
figure 2.11.
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Figure 2.14: The spectral power density for m = 100 and for different values of
the Le´vy index α in log-log scale.
L.
In figure 2.13 one can see the best fitting of the normalized correlation func-
tion K[τ ] to the stretched exponential function (2.95), obtained by numerical
simulation of the Langevin equation (2.34) with the potential profile (2.86) and
calculated at different values of the exponent m. The values of σ2, τ0, and ν
derived from the fitting procedures are given in table 2.1.
α σ2 τ0 ν
1.0 0.342 ± 0.008 0.608 ± 0.062 0.686 ± 0.057
1.1 0.025 ± 3×10−5 0.790 ± 0.003 0.975 ± 0.005
1.3 0.950 ± 0.001 0.702 ± 0.003 0.987 ± 0.006
1.5 0.967 ± 0.001 0.622 ± 0.002 0.980 ± 0.004
1.9 0.999 ± 0.001 0.452 ± 0.002 0.984 ± 0.005
Table 2.1: Values of stretched exponential parameters fitted to the normalized
correlation function.
Figure 2.14 displays the spectral power density obtained by numerical simu-
lation of Langevin equation (2.34) with the potential profile of equation (2.86)
for m = 100 and for different values of the Le´vy index α. Thin black lines re-
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confined potential
fer to spectral power densities for α = 1.3, 1.5 and 1.9 estimated, starting from
the fitted stretched exponent given in equation (2.96) and calculating its Fourier
transform. Trajectories have been constructed by the Langevin dynamics with the
integration step ∆t = 10−6. Every trajectory x(t) consists of 224 elements. Spec-
tral power densities has been averaged over 300 realizations. In all simulations
we fixed a noise intensity parameter to Dα = 1. The agreement between these
curves and those calculated by direct simulation of the corresponding Langevin
equation is very good.
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2.5 Probabilistic characteristics of diffusion in
2D potentials
As it has been emphasized above, the analytical analysis of the temporal, spectral
and correlation characteristics of anomalous diffusion in the form of Le´vy flights
still remains a complex problem even for the one-dimensional case. Here, we
study the probabilistic characteristics of diffusion in two-dimensional potentials.
According to Newton’s dynamics, the motion of a particle in a viscous medium
in the potential profile U(x, y) under the action of random external forces in a
two-dimensional plane can be described by a system of equations
mx¨+ νx˙ = −U ′x(x, y) + ξ1(t),
my¨ + νy˙ = −U ′y(x, y) + ξ2(t), (2.98)
where x(t) and y(t) are the particle coordinates on the plane (x, y), m is a particle
mass, ν is a coefficient of viscosity, and ξ1(t) and ξ2(t) are external random
forces. The particle acceleration (inertial effects) can be neglected if the viscosity
coefficient is large enough. In such a case, we arrive at the following system
of overdamped Langevin equations describing the diffusion of the particle in an
arbitrary two-dimensional potential U(x, y)
x˙ = −U ′x(x, y) + ξ1(t),
y˙ = −U ′y(x, y) + ξ2(t), (2.99)
where ξ1(t) and ξ2(t) are arbitrary statistically independent white noise sources
with zero means 〈ξ1(t)〉 = 〈ξ2(t)〉 = 0, and we put ν = 1.
To obtain a closed equation for the joint probability density function of ran-
dom Markovian processes x(t) and y(t) which can be written in the form of the
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average
P (x, y, t) = 〈δ(x− x(t))δ(y − y(t))〉, (2.100)
we apply the functional method developed in [3].
Differentiating both sides of equation (2.100) with respect to time and using
equations (2.99), we arrive at
∂P
∂t
=
∂
∂t
〈δ(x− x(t))δ(y − y(t))〉
= −
〈
∂
∂x
δ(x− x(t))x˙(t)δ(y − y(t))
〉
−
〈
∂
∂y
δ(y − y(t))y˙(t)δ(x− x(t))
〉
= − ∂
∂x
〈[
−U ′x + ξ1(t)
]
δ(x− x(t))δ(y − y(t))
〉
− ∂
∂y
〈[
−U ′y + ξ2(t)
]
δ(y − y(t))δ(x− x(t))
〉
=
∂
∂x
(
∂U
∂x
P
)
+
∂
∂y
(
∂U
∂y
P
)
− ∂
∂x
〈ξ1(t)δ(x− x(t))δ(y − y(t))〉
− ∂
∂y
〈ξ2(t)δ(x− x(t))δ(y − y(t))〉 .
To split a correlation between a stochastic functional and the processes ξi(t)
(i = 1, 2) we use the following formula (see equation (10) in the paper [3])
〈ξi(t)δ(x− x(t))δ(y − y(t))〉
=
∫ +∞
−∞
ρi(z)
z2
dz
∫ z
0
〈(
e
k δ
δξi(t) − 1
)
δ(x− x(t))δ(y − y(t))
〉
dk,
where ρi(z) are the kernel functions determining the statistics of white noises
ξi(t).
Using the equivalence of operators
δ
δξ1(t)
and
(
− ∂
∂x
)
,
δ
δξ2(t)
and
(
− ∂
∂y
)
with respect to the product δ(x− x(t))δ(y − y(t)), which follows from Langevin
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equations (2.98) we get the general Kolmogorov equation for the joint PDF
∂P (x, y, t)
∂t
=
∂
∂x
(
∂U
∂x
P (x, y, t)
)
+
∂
∂y
(
∂U
∂y
P (x, y, t)
)
+
∫ +∞
−∞
ρ1(z)
z2
(
e−z
∂
∂x − 1 + z ∂
∂x
)
P (x, y, t)dz
+
∫ +∞
−∞
ρ2(z)
z2
(
e−z
∂
∂y − 1 + z ∂
∂y
)
P (x, y, t)dz. (2.101)
Further we find the steady-state joint probability distribution in the potential
with radial symmetry U(r) (r =
√
x2 + y2) in the case of two identical noises
ξ1(t) and ξ2(t).
2.5.1 Gaussian white noise sources
In the case of two Gaussian white noises with equal intensities: ρ1(z) = ρ2(z) =
2Dδ(z) equation (2.101) transforms into usual Fokker-Planck equation
∂P
∂t
= div(PgradU) +D∆P, (2.102)
which can be written in polar coordinates as
∂P
∂t
=
1
r
∂
∂r
(
rU
′
rP
)
+
1
r2
∂
∂ϕ
(
U
′
ϕP
)
+
D
r
∂
∂r
(
r
∂P
∂r
)
+
D
r2
∂2P
∂ϕ2
. (2.103)
In the steady-state regime (t → ∞), for potential U(r) with radial symmetry,
the steady-state distribution does not depend on the angle ϕ, therefore equa-
tion (2.103) gives
1
r
d
dr
(
rU
′
rPst
)
+
D
r
d
dr
(
r
dPst
dr
)
= 0. (2.104)
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Thus, the steady-state distribution for additive Gaussian noises is of the Boltzmann-
Gibbs type
Pst(x, y) = Ce
−U(r)
D , (2.105)
where the normalization constant C can be calculated as
C =
(
2pi
∫ ∞
0
r e−
U(r)
D dr
)−1
,
and r =
√
x2 + y2.
As an example of a potential with radial symmetry, we consider the parabolic
potential U(x, y) = γ(x2 + y2)/2 = γr2/2. In this case the joint steady-state
probability distribution (2.105) takes the form
Pst(x, y) =
γ
2piD
e−
γ(x2+y2)
2D . (2.106)
Figure 2.15 shows the 2D-plot of the steady-state joint PDF (2.106) in the
parabolic potential U(x, y) = γ(x2 + y2)/2 and illustrates its radial symmetry
property in the case of two-dimensional Brownian diffusion.
2.5.2 Le´vy noise sources
For the case of two identical Le´vy noise sources with kernel function ρ(z) =
K|z|1−α equation (2.101) takes the following form
∂P
∂t
=
∂
∂x
(
∂U
∂x
P
)
+
∂
∂y
(
∂U
∂y
P
)
+K
∫ +∞
−∞
1
|z|α+1 (P (x− z, y, t) + P (x, y − z, t) −2P (x, y, t)) dz
= div(PgradU) +DαOαP (x, y, t), (2.107)
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Figure 2.15: 2D-plot of steady-state joint PDF for the harmonic potential
U(x, y) = γ(x2 + y2)/2 in the case of white Gaussian driving noises. The values
of parameters are D = 5, γ = 2.
where Dα =
Kpi
Γ(α + 1) sin(piα/2)
and Oα = ∂
α
∂|x|α +
∂α
∂|y|α is the fractional Lapla-
cian.
After two-dimensional Fourier transform of equation (2.107) (see Appendix C)
we arrive at the following equation for the joint characteristic function of coordi-
nates Θ(k, q, t)
∂Θ(k, q, t)
∂t
= −ikU ′x
(
−i ∂
∂k
,−i ∂
∂q
)
Θ(k, q, t)− iqU ′y
(
−i ∂
∂k
,−i ∂
∂q
)
Θ(k, q, t)
−Dα (|k|α + |q|α) Θ(k, q, t). (2.108)
Equation (2.108) generalizes the results obtained in [117] for 2D harmonic poten-
tial and the bivariate α-stable noise.
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Equation for stationary characteristic function has the following form
ikU
′
x
(
−i ∂
∂k
,−i ∂
∂q
)
Θst(k, q) + iqU
′
y
(
−i ∂
∂k
,−i ∂
∂q
)
Θst(k, q)
+Dα (|k|α + |q|α) Θst(k, q) = 0. (2.109)
In the case of the parabolic potential U(x, y) = γ(x2 + y2)/2 Langevin equa-
tions (2.98) become
x˙ = −γx+ ξ1(t),
y˙ = −γy + ξ2(t) (2.110)
and are independent.
The joint PDF splits into the product of separate probability density func-
tions due to statistical independence of random processes x(t) and y(t), and, as
a consequence, the joint characteristic function also splits into the product of
separate characteristic functions. Thereby, we seek a solution of equation (2.109)
in the following form
Θst(k, q) = ϑst(k) · ϑst(q)
and obtain the following differential equation
kγϑst(q)
dϑst(k)
dk
+ qγϑst(k)
dϑst(q)
dq
+Dα (|k|α + |q|α)ϑst(k) · ϑst(q) = 0.
Applying the standard method of separation of variables with condition ϑst(0) =
1, we finally arrive at
Θst(k, q) = exp
{
−Dα
γα
(|k|α + |q|α)
}
. (2.111)
As well known [6], the entire class of stable probability distribution Pα,β(x)
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has the following characteristic function
ϑα,β(k) = exp{−|k|αe
ipiβ
2
sgnk}, (2.112)
where α is Le´vy index (0 < α < 2), β is the parameter of asymmetry (|β| ≤
1 − |α − 1|). In the symmetry case (β = 0) the corresponding stable probabil-
ity distribution can be calculate by inverse Fourier transform of characteristic
function (2.112)
Pα,0(z) =
1
2pi
∫ +∞
−∞
e−|k|
α−ikzdk. (2.113)
Therefore, from equation (2.111) the steady-state joint PDF can be written
in the following form
Pst(x, y) =
1
4pi2
∫ +∞
−∞
∫ +∞
−∞
Θst(k, q)e
−ikx−iqydkdq
=
1
2pi
∫ +∞
−∞
e−
Dα
γα
|k|α−ikxdk · 1
2pi
∫ +∞
−∞
e−
Dα
γα
|q|α−iqydq.
Using (2.113), we finally obtain the following expression for arbitrary α
Pst(x, y) =
(
γα
Dα
)2/α
· Pα,0
((
γα
Dα
)1/α
x
)
· Pα,0
((
γα
Dα
)1/α
y
)
. (2.114)
According to equation (2.113), for the Cauchy noise (α = 1)
P1,0(z) =
1
2pi
∫ +∞
−∞
e−|k|−ikzdk (2.115)
and from equation (2.114), we arrive at
Pst(x, y) =
(
γD1
pi
)2
1
(D21 + γ
2x2)(D21 + γ
2y2)
. (2.116)
The 2D-plots of steady-state joint PDF (2.116) in the parabolic potential
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(a) D1 = 0.5 (b) D1 = 5
Figure 2.16: 2D-plot of steady-state joint PDF for the harmonic potential
U(x, y) = γ(x2 +y2)/2 subject to the Cauchy stable noises with (a) D1 = 0.5 and
(b) D1 = 5. The value of parameter γ is 2.
U(x, y) = γ(x2 + y2)/2 for different values D1 are shown in figure 2.16. Unlike
the steady-state joint PDF for Gaussian noises (2.106), two-dimensional Le´vy
flights do not possess property of radial symmetry due to independence of flights
in perpendicular directions. It should be noted that if we consider the quartic
potential U(x, y) = γ(x2 +y2)2/4 as a potential with radial symmetry, the system
of Langevin equations (2.98) does not decay into independent equations as in the
case of the harmonic potential. This is a natural consequence of the fact that the
motion along the axes is no longer independent, despite the independence of the
noise components.
The violation of the radial symmetry of the probability distribution was first
discovered by the authors of [117] for a noise source with a discrete spectral
measure by means of numerical simulations. The authors also showed that if the
sources are correlated in a special way, the particle flights will be isotropic and
the distribution will retain the radial symmetry inherent in the potential under
consideration.
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Chapter 3
Stochastic approach to the
description of memristors
Summary
This chapter presents the study of stochastic models of memristor. In section 3.1
the simplest model of resistive switching is considered. In section 3.2 the models of
the charge-controlled and the current-controlled ideal memristors are presented.
Finally, in section 3.3 we propose a stochastic model of a memristive system based
on a generalization of known approaches and experimental results.
3.1 Resistive switching model
First of all, we study the macro model of the resistive switching. All two-terminal
non-volatile memory devices based on resistive switching (or resistance change)
are memristors, regardless of the device material and physical operating mech-
anisms. They all are characterized by a pinched hysteresis loop confined to the
first and the third quadrants of the current-voltage plane, whose contour shape
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in general changes with both the amplitude and frequency of any periodic input
voltage or current source.
For the simplest resistive switching model the current I(t) and the voltage
U(t) are connected by the following relation [118]
I(t) =
U(t)
R(U(t))
= G(U(t))U(t), (3.1)
where R(t) and G(t) are the resistance and the conductivity respectively. We
propose to construct a model in which the resistance depends only on the voltage
derivative U ′(t). In this case the resistance change can be specified by the sign
function, which corresponds to the two states of the memristor with high RH =
a+ b and low RL = a− b resistance (a > b)
R(U ′(t)) = a+ b sgn(U ′(t)), |U(t)| ≤ Uth, (3.2)
where Uth is the threshold voltage of memristor.
In this case, equation (3.1)
I(t) =
a
a2 − b2U(t)−
b
a2 − b2 sgn(U
′
(t))U(t) (3.3)
=
A
2
(GH +GL)U(t)− A
2
(GH −GL) sgn(U ′(t))U(t), |I(t)| ≤ GHUth
where we introduce new variables – high and low conductivities
a
a2 − b2 =
1
2
(GH +GL) ,
b
a2 − b2 =
1
2
(GH −GL) .
The current-voltage characteristic is depicted on figure 3.1 and can be consid-
ered as an approximation of the I − V curve of a real memristor.
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Figure 3.1: Current-voltage characteristic of the resistive switching model.
Harmonic signal.– Firstly, we choose the harmonic signal as the input
U(t) = A sinωt, (3.4)
where A = Uth and observe how the spectral composition of the current changes
at the output of the resistor.
Based on trigonometric Fourier series expansion, we obtain the following ex-
pression for the current
I(t) =
A
2
(GH +GL) sinωt− A
2
(GH −GL)
∞∑
k=0
(−1)k+1 8k
pi(4k2 − 1) sin 2kωt. (3.5)
Figure 3.2 demonstrates the plots of the applied sinusoidal voltage (3.4) and
resulting current (3.5). As one can note, there are the basic harmonic and even
harmonics of the basic frequency at the output.
Sawtooth signal.– Secondly, we consider a sawtooth signal with a period
T = 2pi
ω
and an amplitude U0 (see figure 3.3(a)). In this case we have to decompose
in the Fourier series both the signal and its product on the sign function. The
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(a) (b)
Figure 3.2: The applied sinusoidal voltage (a) and resulting current (b) as a
function of ωt.
final expression reads as
I(t) =
1
2
(GH +GL)
∞∑
k=0
8U0
pi2(2k + 1)2
(−1)k+1 sin (2k + 1)ωt
− 1
2
(GH −GL)
∞∑
k=1
2U0
pik
(−1)k+1 sin 2kωt. (3.6)
The applied sawtooth voltage and resulting current (3.6) are shown in fig-
ure 3.3. In this case the current includes both even and odd harmonics of the
basic frequency. The main limitation of the considered model is the monotonic
variation of the applied voltage between the lower and upper thresholds values.
We can conclude that the appearance of even harmonics regardless of the
signal type illustrates the properties of the considered nonlinear device.
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(a) (b)
Figure 3.3: The applied sawtooth voltage (a) and resulting current (b) as a
function of ωt.
3.2 Ideal memristor model under Gaussian noise
In this section we demonstrate how the Gaussian fluctuations of the applied
voltage or current may change the memristors state. These changes are indicated
on an example of the ideal memristor using the probability characteristics of its
resistance.
The simplest model of a memory device is the so-called ideal memristor pro-
posed by Leon Chua in [48; 76]. For this nonlinear element of electrical circuit
the Ohm’s law and the associated equations of state are written as follows
U(t) = R(q)I(t), I(t) =
dq
dt
, (3.7)
where U(t), I(t) and q(t) are the voltage, the current and the charge on the
memristor respectively. Equations (3.7) describe the charge-controlled memristor
which resistance R(q) depends on the charge. As follows from equation (3.7), the
ideal memristor is an integrable model and, hence, can be defined by an equivalent
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algebraic relation
w(t) =
∫ t
0
U(t)dt =
∫ q(t)
0
R(q)dq = Φ(q(t)). (3.8)
First of all, we apply to the memristor a stochastic voltage U(t) in the form of
a stationary Gaussian noise with non-zero mean U0 and the correlation function
K(τ). According to equation (3.8), the random process w(t) is again a Gaussian
random process with the following probability distribution
Pw(y, t) =
1√
4piD(t)
· exp
{
−(y − U0t)
2
4D(t)
}
, (3.9)
where
D(t) =
∫ t
0
(t− τ)K(τ)dτ. (3.10)
Then we can apply the theorem of the probability theory to calculate from
equations (3.8)-(3.9) the probability density function (PDF) of the charge flowing
through a memristor
Pq(z, t) =
Φ
′
(z)√
4piD(t)
· exp
{
−(Φ(z)− U0t)
2
4D(t)
}
(3.11)
and, as a consequence, the PDF of the resistance
PR(r, t) =
r√
4piD(t)
∑
k
1
|Φ′′(qk(r))| · exp
{
−(Φ(qk(r))− U0t)
2
4D(t)
}
, (3.12)
where qk(R) is the k-th branch of uniqueness of the function R = Φ
′
(q).
Further, we consider the monotonic exponential dependence of the resistance
on charge [119]
R(q) = RON +
∆R
e−(q+q1)/q0 + 1
, (3.13)
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where ∆R = ROFF − RON (RON  ROFF ), q0 specifies the steepness of the
transition between the low resistance state (LRS) RON and the high resistance
state (HRS) ROFF , q1 is a parameter determining the memristance at the initial
time moment. In this case the exact expression for PDF of the reristance R(t)
has the following form
PR(r, t) =
qo∆R√
4piD(t)
r
(ROFF − r)(r −RON) · exp
{
−(Φ(q(r))− U0t)
2
4D(t)
}
, (3.14)
where
Φ(q(r)) = −q1RON − q0∆R ln
(
eq1/q0 + 1
)
+ q0ROFF ln
(
∆R
ROFF − r
)
− q0RON ln
(
∆R
r −RON
)
, RON < r < ROFF . (3.15)
For white Gaussian noise U(t) with the correlation function
K(τ) = 2Dδ(τ), (3.16)
where 2D is the noise intensity, we have to substituteD(t) = Dt in equation (3.14)
in accordance with equation (3.10). Figure 3.4 demonstrates the plots of PDF
of the resistance (3.14) for the case of white Gaussian noise. As seen, the noise
causes the memristor to switch to high resistance state. In the case of the noise
with zero mean one can observe both states.
For the case of colored Gaussian noise U(t) with the exponential correlation
function
K(τ) = σ2e−|τ |/τc , (3.17)
where σ2 and τc are the variance and the correlation time respectively, expres-
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(a) (b)
Figure 3.4: Evolution of PDF of the resistance (3.14) for white Gaussian noise
for (a) U0 = 0 and (b) U0 = 1. The values of the parameters are q0 = 1, q1 = 0.1,
RON = 1, ROFF = 5, D = 0.5.
sion (3.10) gives
D(t) = σ2τc
[
t− τc
(
1− e−t/τc)] . (3.18)
The plots of corresponding PDF of the memristance (3.14) in the case of colored
Gaussian noise are shown in figure 3.5. One can observe in figure 3.5 the same
tendencies as in figure 3.4.
For comparison, we apply to memristor the current I(t) in the form of a
stationary Gaussian noise with zero mean and the correlation function K(τ). In
accordance with equation (3.7), the charge q(t) is a Gaussian process with the
following probability distribution
Pq(r, t) =
1√
4piD(t)
· exp
{
− z
2
4D(t)
}
. (3.19)
Corresponding to equation (3.19) the PDF of the memristance in this case reads
PR(r, t) =
1√
4piD(t)
∑
k
1
|R′(qk(r))| · exp
{
− q
2
k(r)
4D(t)
}
, (3.20)
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(a) (b)
Figure 3.5: Evolution of PDF of the resistance (3.14) for colored Gaussian noise
for (a) U0 = 0 and (b) U0 = 5. The values of the parameters are q0 = 1, q1 = 0.1,
RON = 1, ROFF = 5, σ
2 = 1, τc = 1.
Here we use the same notations as in equation (3.12). For the case of an expo-
nential dependence (3.13) we obtain
PR(r, t) =
1√
4piD(t)
qo∆R
(ROFF − r)(r −RON) ·
· exp
{
− 1
4D(t)
(
q1 + q0 ln
ROFF − r
r −RON
)2}
, (3.21)
The 2D-plot of PDF of the memristance (3.21) for the case of white Gaussian
fluctuations of the current is depicted in figure 3.6. As seen, the initial uni-
modal probability distribution of the resistance becomes bimodal with increasing
the time of observation. Two peaks correspond to LRS and HRS and manifest
switching between them caused by fluctuations of the current.
Further, we study a current-controlled ideal memristor. Based on the propo-
sition that the hysteresis in the current-voltage characteristic requires some sort
of atomic rearrangement, modulating the electronic current, we consider a thin
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Figure 3.6: 2D-plot of PDF of resistance for the case of white Gaussian noise
excitation as a function of resistance and time. The values of the parameters are
q0 = 1, q1 = 0.1, RON = 1, ROFF = 5, D = 0.5.
semiconductor film of thickness L sandwiched between two metal contacts, as
shown in figure 3.7. The total resistance of the device is determined by two
variable resistors connected in series
Rm = RONw(t) +ROFF (1− w(t)) , (3.22)
where w(t) = l(t)/L is the normalized size of the doped region (w(t) ∈ [0; 1], see
figure 3.7), RON is the resistance of the memristor if it is completely doped (LRS)
and ROFF is its resistance if it is undoped (HRS).
Based on the theoretical model recently described in [49], we analyze the same
characteristics as for the charge-controlled memristor considered above. Specifi-
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Figure 3.7: Schematic image of a memristor of length L, made of a doped and
an undoped region. The doped region of normalized length w(t) has resistance
w(t)RON and the undoped region has resistance [1− w(t)]ROFF .
cally, we have the following system of equations
U(t) = RmI(t),
dw(t)
dt
=
µVRON
L2
I(t), (3.23)
where µV is the average ion mobility and L is the full length of the device.
We study the case of the applied current I(t) in the form of white Gaussian
noise with non-zero mean I0 and the intensity 2D1. The charge q(t) is again
Gaussian process, but according to the second equation of system (3.23), the
PDF of the bounded random process w(t) is non-Gaussian and contains two
delta functions
Pw(y, t) = p1(t)δ(y) + p2(t)δ(1− y) + 1√
4piD1c20t
· exp
{
−(y − c0I0t)
2
4D1c20t
}
1(0,1)(y),
(3.24)
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where c0 = µVRON/L
2, 1A(y) is the indicator of set A and
p1(t) =
∫ 0
−∞
1√
4piD1c20t
· exp
{
−(y − c0I0t)
2
4D1c20t
}
dy,
p2(t) =
∫ ∞
1
1√
4piD1c20t
· exp
{
−(y − c0I0t)
2
4D1c20t
}
dy.
From equations (3.23) and (3.24) the PDF of the resistance has the following
form
PR(r, t) =
1
∆R
· Pw
(
ROFF − r
∆R
, t
)
. (3.25)
Analysis of time evolution of the PDF gives results similar to the figure 3.6.
3.3 Stochastic model of memristor
The main physical parameter describing the state of a memristor is its resistance.
Among a wide variety of resistive-switching memory devices implemented with
different materials, a significant part is based on the formation and destruction of
the CF in a thin dielectric film by applying an external voltage. The stochasticity
of the memristors is mainly attributed to this process [51; 64; 68]. The process of
conductive filament (CF) formation and destruction is based on a random hopping
of the metal ions or dielectric structural defects (oxygen vacancies), which are
positively charged, between the trapping sites within the structure of dielectric
material. Let us call these ions or vacancies as diffusing particles. This diffusion
process leads eventually to the formation or destruction of CF, depending on the
direction of the external electric field, which defines the average drift direction.
A conducting path is thus formed through the areas where the concentration of
the particles is high enough.
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3.3.1 Description of model
Following [91], we describe the motion of diffusing particles by Langevin equation
η
dx
dt
= −∂U(x, V )
∂x
+ ξ(t), (3.26)
where x is the coordinate of a particle, η is the coefficient of viscosity, U(x, V )
is the potential profile defining the regular force acting on the particles, which
depends on the voltage V of the electrodes of the memristor, and ξ(t) is delta-
correlated white Gaussian noise with zero mean and the noise intensity 2θ. When
the fluctuations have only thermal nature, according to the Sutherland-Einstein
relation, the intensity is proportional to the temperature of the thermal bath
T : θ = kBT , where kB is the Boltzmann constant. The average concentra-
tion of randomly walking particles as a function of time and space coordinate is
used as internal state parameter defining the state of the memristor. Following
[94; 120; 121], for simplicity of analysis, we consider the one-dimensional model,
which can be generalized to threedimensional if necessary. Let the top electrode
(TE) be positioned at x = 0 and the bottom electrode (BE) at x = L. The
uncertainty provided by the model itself and the inevitable uncertainties in the
calculation of macrophysical parameters (such as electrical and thermal conduc-
tivity of the material, viscosity, variations in activation energies for defect and
electron transport, etc.), inaccurate control of the structure and boundary condi-
tions, imprecise control of the initial conditions (such as the initial concentration
of the defects, the inhomogeneity of the initial states, etc.) and the presence
of thermal fluctuations are described by the stochastic force ξ(t) (see equation
(3.26)), whose intensity is proportional to the temperature in the presence of only
thermal fluctuations.
The potential profile U(x) for hopping particles is represented by the potential
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wells separated by the barriers and is depicted on figure 3.8. The height of
the barriers is the activation energy Ea which must be provided to the hopping
particle to surmount the barrier and move to the neighboring well in a random
direction. Besides the periodic component Φ(x) of the function U(x), the external
field provides the slope F of potential profile directed to one or another electrode
depending on the polarity of the applied voltage as it is shown in figure 3.8 (a,
b, c)
U(x, V ) = Φ(x)− Fx, (3.27)
where F = qV/εL, q is the charge of the particle and ε is the dielectric constant.
Figure 3.8: The potential profile U(x) defining the regular force acting on diffusing
particles under zero external bias F = 0 (a, d), negative F < 0 corresponding to
ON set (b, e) and positive F > 0 corresponding to OFF set (c, f). The view of
potential profile taking into account the influence of the top electrode (TE) and
the bottom electrode (BE) materials (d, e, f) in a general case.
Using various electrode materials, we can modify the energy properties of the
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interface that influence the shape of the potential profile near the boundaries
x = 0 and x = L. The role of these changes can be important as it can influence
the resistance values in LRS and HRS as well as the properties of the switching
dynamics [122; 123]. Usually, TE has a low and easily oxidizable work function
(WF) and BE has a higher WF. In general, it can be taken into consideration
by the potential additional well with the depth Et near the TE and the potential
barrier with the height Eb near BE, as shown in the figure 3.8 (d, e, f). In this
paper we consider only two special cases, when Et = Eb = Ea and when Eb →∞
under Et = Ea. The latter case corresponds to the ideally inert material of BE.
The Langevin equation (3.26) corresponds to the Fokker-Planck equation
(FPE) for the concentration of particles n(x, t)
∂n
∂t
=
1
η
∂
∂x
[
∂U(x, V )
∂x
n
]
+D
∂2n
∂x2
, (3.28)
where D = θ/η2 is the diffusion coefficient. The Brownian diffusion in tilted
periodic potential (3.27), described by equation (3.28), can be replaced by the
diffusion in the flat tilted potential U1 without barriers [3; 123; 124; 125; 126; 127]
U1(x, V ) = −veffx, (3.29)
with effective drift coefficient veff and the effective diffusion coefficient Deff . As
a result, equation (3.28) for the coarse-grained concentration of particles n1(x, t)
takes the following form
∂
∂t
n1(x, t) =
∂
∂x
[
n1(x, t)
∂U1(x, V )
∂x
]
+Deff
∂2
∂x2
n1(x, t) (3.30)
and the exact expression for the effective drift and diffusion coefficients, valid for
73
3.3 Stochastic model of memristor
arbitrary values of F and θ, are the following [126; 127]
veff =
l
T1(x0, x0 + l)
, (3.31)
Deff =
l2
2
∆T2(x0, x0 + l)
[T1(x0, x0 + l)]
3 , (3.32)
where l is the period of periodic component Φ(x) of potential (3.27), T1 is the
mean first passage time (FPT) of the particle through the boundary x0 + l, when
it starts from the point x0, and ∆T2 is the variance of this FPT. If for any value
of external voltage V we can consider that the resulting energy of activation is
much greater than the intensity of fluctuations, E ≈ Ea−Fl/2 θ, then we can
use the following approximate expressions for (3.31) and (3.32)
veff =
2l
τkr
sinh
Fl
2θ
, (3.33)
Deff =
l2
τkr
cosh
Fl
2θ
, (3.34)
where
τkr = τ0 exp {Ea/θ}. (3.35)
is the Kramers time. Here Ea is the activation energy for zero bias and τ0(θ) is
defined by the specific shape of periodic potential Φ(x). For thermal fluctuations,
θ = kBT , the expressions (3.33) and (3.34) satisfy the following relation [128]
Deff = θ
d
dF
veff . (3.36)
The approximate expressions for effective drift (3.33) and diffusion (3.34) co-
efficients provide a monotonic dependence on the parameters θ and F and were
obtained under some specific assumption about the shape of the periodic poten-
tial profile Φ(x). Namely, the width of the barriers is about the width of the
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Figure 3.9: Effective diffusion coefficient as a function of dimensionless fluctuation
intensity θ/Ea for potential profile (c) shown in the inset with the value a = 0.8.
Inset: examples of tilted periodic potentials for which the acceleration of diffusion
can be observed. Ea is the activation energy or the barrier height at V = 0.
wells and the top of each barrier is in the middle between two nearby wells for
any value of F . The real shape of the potential profile is defined by the spe-
cific structure of the dielectric material and can be different. It was shown in
[3; 127; 129; 130] that the functions Deff (θ) and Deff (F ) can be nonmonotonic
for some particular shapes of potential wells and barriers. For example, these
functions will have a maximum if the potential profile Φ(x) has wide wells and
narrow barriers or vice versa, as it is shown in the inset a) and b) of figure 3.9.
A similar potential profile can be created by inserting rows of metallic nanopar-
ticles into the dielectric layer [131]. This nonmonotonicity with a maximum is
a signature of the phenomenon of acceleration of diffusion in subcritically tilted
periodic potentials. To take it into account, we should use the exact expressions
for the effective drift and diffusion coefficients (3.31) and (3.32).
The complete memristor model, in addition to the drift-diffusion equation
(3.30) and Ohmic type relationship, should also include the equations that con-
nect the coarse-grained concentration of the defects n1(x, t) with the resistance
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R, taking into account that the current I flowing between the electrodes heats the
material locally and therefore contributes to the increase of the noise intensity.
It can also be taken into account that the electric field inside the memristor can
be distorted since there are areas with different conductivity depending on the
n1(x, t) distribution. Therefore, in a general case one can consider the potential
field as a function of a larger number of parameters U1(x, V, I, n1) obeying the
additional equations and then the FPE (3.30) can become nonlinear in n1. Note
that the drift term in (3.30) can be represented as the following sum
∂
∂x
[
∂U1(x, V, I, n1)
∂x
n1
]
=
∂U1(x, V, I, n1)
∂x
∂n1
∂x
+
∂2U1(x, V, I, n1)
∂x2
n1. (3.37)
The case U1 = U1(x, n1) was investigated in [120] for one-dimensional case
with the assumption that the second term in (3.37) can be neglected. This is true
when U1(x) is a linear function. The influence of Joule heating was investigated
numerically in [66; 83; 84; 85] for the three-dimensional case. We consider the
most simple case, when Joule heating and nonlinear effects are not taken into
account. The specific form of R(n1) is not crucial for the model considered here
and depends on the properties of specific materials. Further we investigate the
case when a low value of n1 leads to high resistance and vice versa [132]. Let this
dependence is strongly nonlinear and threshold-like: the resistance is drastically
reduced when n1 becomes greater than the threshold value n1 = nth. In this
simplified case, the total resistance of the memristor can be calculated by formula
(3.22).
3.3.2 Comparison with the experiment
To validate the stochastic model of a memristive device described in the previ-
ous subsection, we verify the fundamental properties of resistive switching such
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Figure 3.10: I−V characteristic of the memristive device. Color lines: experimen-
tal, measured on the device based on Au/Ta/ZrO2(Y)/Ta2O5/TiN/Ti structure
(different colors correspond to different switching cycles). Black line: theoretical,
based on numerical solution of equations (3.29), (3.30), (3.33), (3.34), (3.35) and
(3.22) with boundary conditions (3.38). Voltage sweeping period is 4s. Other
parameters are Ea/θ = 23, ∆E/θ = 4.23, l
2/τ0 = 6 · 10−13 cm2 s−1, L = 10 nm,
N1 = 100%, N2 = 25% and nth = 50%.
as the I − V characteristic and its dependence on the driving frequency. The
experimental memristive device used for validation was fabricated on the basis of
a newly engineered Au/Ta/ZrO2(Y)/Ta2O5/TiN/Ti multilayer structure, which
is described in more details in [133]. I − V sweep measurements were carried
out at room temperature in atmospheric conditions by using the Agilent B1500A
semiconductor device analyzer. The measured I−V characteristics are presented
in figure 3.10 by color lines, where the colors correspond to the different cycles.
The sweeping period is 4s and sweeping amplitude is 3 V. The sign of bias
on the device corresponds to the potential of the Au electrode relative to the
grounded TiN/Ti electrode. The experimental memristive device demonstrates
typical bipolar switching of anionic type related to reconstruction and destruction
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of the CF composed of oxygen vacancies [134]. The SET process at positive bias
corresponds to the transition from the HRS to the LRS. The backward transition
at negative bias is denoted as the RESET process in figure 3.10.
The results of numerical solution of equations (3.29), (3.30), (3.33), (3.34),
(3.35) and (3.22) are shown by the black line at the figure 3.10. For the model
test we use the following parameters: The dimensionless activation energy in
the equations (3.33, 3.34, 3.35) is Ea/θ = 23, which becomes Ea = 0.6 eV at
room temperature, when fluctuations have the thermal nature. This fact is in
agreement with recent measurements of activation energy based on the analysis
of flicker noise generated by a memristive device [135]. The maximum dimen-
sionless variation of activation energy corresponding to the maximal value of the
sweeping voltage V = 2.2 V is ∆E/θ = 4.23. The other parameter values are
l2/τ0 = 6 · 10−13 cm2 s−1 and L = 10 nm (the length of the structure). The
sweeping period is 4s and the sweeping amplitude 2.2 V. For modeling we used
the following boundary conditions
n1(0, t) = N1, n1(L, t) = N2, (3.38)
where 0 and L are the coordinates of the TE and BE made of different materials.
For the relative concentration of defects at the boundaries, we consider N1 =
100% for the easily oxidizable TiN/Ti electrode and N2 = 25% for the opposite
Au electrode, which assumes that its ability to provide defects is 4 times lower.
Such an assumption may be appropriate for a non-ideal inert material of BE.
In the case of the ideal inert material we should use at the BE the reflective
boundary conditions, which could be more appropriate for Au in the case of high
material purity. The threshold value of the concentration for resistance switching
is nth = 50%.
Comparing the experimental and simulated results shown in the figure 3.10
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we can see that the analytic model describes the experiment with a quite good
qualitatively agreement and captures the key fundamental properties of the real
I − V characteristic. There is a hysteresis on the characteristic I − V and its
area and shape correspond to that observed in the experiment. During the SET
process, the sharp switching from HRS to LRS appears at approximately the
same voltage around 2 V. The SET value of the current is different because the
current through the experimental sample is limited by the compliance current
Ic = 300 µA. The analytic equations introduced in subsection 3.3.1 do not model
the circuits for current restriction at the SET regime. Therefore the value of
the resistance in LRS reached in the model is less comparable to that in the
experiment. Additional conditions that model the limitation of the current can
be added to the analytic model, if necessary, while it is not crucial for the model
verification.
In the RESET regime we can see that the switching process from LRS to
HRS starts approximately at the same value of driving voltage V = 1.1 V, but
the model switches to the HRS state slightly faster. This difference may be due
to the particular choice of boundary conditions. Conditions (3.38), used for the
test of the model, allow to reduce the concentration of the defects at V < 0
by two ways: by inverse flow of the defects back to the TE located at x = 0
and through the BE boundary at x = L, which works as the sink of defects,
when n1(L, t) > N2. If we consider the reflecting boundary condition at x = L,
suitable for a material ideally inert of the electrode, the dispersion of the defects
through the electrode will become impossible and we will observe a slowing down
of the switching process. On the other hand, in the literature we can find the
experimental data with I − V characteristics that show a faster RESET process
appropriate to the result of the above simulation with boundary conditions (3.38)
(see, for example, paper [136]).
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Figure 3.11: Theoretical I − V characteristic for different driving frequencies:
black is for f = 0.25 Hz, the same frequency as for the black plot in figure 3.10,
green – 2f , red – 3f and blue – 4f . The other parameters of the model are equal
to those used for figure 3.10.
Another fundamental property of real memristive devices is the shrinking of
the hysteresis loop with the driving frequency [137]. This basic property is cap-
tured by the proposed model, as we can see from figure 3.11, where the theoretical
I −V characteristic, with the same parameters but for different values of driving
frequencies, is shown. This dependence of hysteresis of the I − V characteristic
on the driving frequency is in agreement with experimental results shown in [137]
and references therein. In the next subsection, we show that the proposed model
is not only able to capture the key properties of real memristive systems, but
allows to obtain the exact analytical solutions, which implies the qualitative and
quantitative improvement of the theoretical techniques to analyze such systems
in different physical conditions.
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(a) (b)
Figure 3.12: Steady-state concentration nst(x) for different values of external force
F = qV/L and diffusion coefficient Deff equal to D1 and D2, where D2 < D1: (a)
for boundary conditions (3.38); (b) for boundary conditions (3.42) corresponding
to the ideally inert material of the BE.
3.3.3 Exact solution and analysis
The stationary solution nst(x) of the FPE (3.28) is[
∂
∂x
∂U1(x, V )
∂x
+Deff
∂2
∂x2
]
nst(x) = 0. (3.39)
For the linear potential profile (3.27) equation (3.39) reads
Deff
d2nst(x)
dx2
− veff dnst(x)
dx
= 0. (3.40)
Taking the boundary conditions (3.38), one may obtain the following stationary
solution (shown in figure 3.12(a))
nst(x) =
N2 −N1
exp
(
veffL
Deff
)
− 1
[
exp
(
veffx
Deff
)
− 1
]
+N1. (3.41)
As was mentioned before, if BE is made of inert material with a very high
WF, it can be modelled as a reflecting boundary, that is infinitely high barrier,
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for the defects at the point x = L. Replacing boundary conditions (3.38) with
the following ones
nst(0) = N1, Gst(L) = veffnst(L)−Deff dnst(x)
dx
∣∣∣∣
x=L
= 0, (3.42)
where Gst(L) is the stationary flux of the diffusing defects at the point x = L, we
can repeat all the procedure and obtain the following equilibrium concentration
which is shown in figure 3.10b
nst(x) = N1 exp
(
veffx
Deff
)
. (3.43)
We can see that for the reflecting boundary condition (3.42), the variations of
nst(L) with external bias F is much wider than that obtained with the boundary
conditions (3.38). It means that the amplitude of the resistive switching between
LRS and HRS will be greater when the BE material is inert. The same conclusion
based on experimental results was realized in [122]. An exponential dependence
of the resistance value from the maximum reset voltage has been experimentally
observed also in memristive devices with inert BE [123]. The concentration (3.43)
corresponds to the equilibrium state of the system described by (3.28), while the
concentration (3.41) appears in the nonequilibrium steady state, because there is
the constant flow of defects between the electrodes in this steady state.
Further we obtain the non-stationary solution of equation (3.28) and see how
the concentration of defects is changed with time under arbitrary values of exter-
nal voltage, noise intensity, effective diffusion coefficient and other parameters.
Let us consider first the boundary conditions (3.38) and write the general solution
n(x, t) of equation (3.28) as a sum of two terms
nst(x, t) = nst(x) + nnst(x, t), (3.44)
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where nst(x) is the stationary part (3.41) satisfying the boundary conditions (3.38)
and nnst(x) the non-stationary part with zero boundary conditions
nnst(0, t) = nnst(L, t) = 0.
Taking the non-stationary part as a function with separable variables
nnst(x, t) = T (t)S(x), (3.45)
we transform equation (3.28) into the following form
S(x)
dT (t)
dt
= −T (t)veff dS(x)
dx
+ T (t)Deff
d2S(x)
dx2
. (3.46)
Now, by grouping terms with spatial and temporal variables, we finally obtain
the equations for the functions S(x) and T (t)
dT (t)
dt
= CT (t), (3.47)
d2S(x)
dx2
− veff
Deff
dS(x)
dx
− C
Deff
S(x) = 0, (3.48)
where C is an arbitrary constant, which should be negative to make solution
(3.47) bounded
T (t) = C1e
Ct. (3.49)
Linear and homogeneous equation (3.48) has two characteristic roots λ1,2
λ1,2 =
1
2
 veff
Deff
±
√(
veff
Deff
)2
+ 4
C
Deff
 . (3.50)
Since the constant C is negative, the characteristic roots λ1,2 may be either
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real or complex. For real ones, the solutions of the equation (3.48) are
S(x) = C2 exp
x
2
 veff
Deff
+
√(
veff
Deff
)2
+ 4
C
Deff

+ C3 exp
x
2
 veff
Deff
−
√(
veff
Deff
)2
+ 4
C
Deff
, C < 0 (3.51)
S(x) = C4 + C5 exp
(
veff
Deff
)
, C = 0.
However, in this case, according to the boundary conditions S(0) = S(L) = 0
both arbitrary constants C2,3 are equal to zero. Thus, the constant C should be
chosen in such a way that characteristic roots λ1,2 are complex
λ1,2 = a± ib, (3.52)
where
a =
veff
2Deff
, (3.53)
b =
1
2
√
−
(
veff
Deff
)2
− 4 C
Deff
. (3.54)
and, because the solution S(x) should be real, we consider the constraint C3 = C
∗
2
for the complex coefficients C2 and C3 of equation (3.51). With this choice of the
constants C, C2, C3, we obtain the following solution of the equation (3.48)
S(x) = eax
[
Cˆ2 sin(bx) + Cˆ3 cos(bx)
]
, (3.55)
where Cˆ2 and Cˆ3 are new real unknown constants. Finally, using boundary con-
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ditions
S(0) = Cˆ3 = 0, S(L) = Cˆ2 sin(bL) = 0, (3.56)
one can find the equation for the constant C
L
2
√
−
(
veff
Deff
)2
− 4 C
Deff
= pin. (3.57)
Therefore, the set of possible values of the constant C is the following
C(n) =
Deff
4
(
−4(pin)
2
L2
−
(
veff
Deff
)2)
< 0, n = 0, 1, 2, ... (3.58)
As a result, the non-stationary solution may be written as follows
nnst(x, t) =
∞∑
n=0
C1(n)e
C(n)teaxCˆ2(n) sin
(pinx
L
)
. (3.59)
Denoting the product of C1(n) and Cˆ2(n) as a new constant C0(n) we finally
obtain
nnst(x, t) = exp
(
veffx
2Deff
) ∞∑
n=0
C0(n) exp [C(n)t] sin
(pinx
L
)
, (3.60)
where the set of arbitrary constants C0(n) is defined by the initial conditions
C0(n) =
2
L
L∫
0
exp
(
− veffx
2Deff
)
nnst(x, 0) sin
(pinx
L
)
dx. (3.61)
Equations (3.60)-(3.61) are the exact non-stationary solution of FPE (3.28)
with the boundary conditions (3.38). Figure 3.13(a) shows the nonstationary
concentration of the defects n1(x, t) for different times during the set process
under V > 0 and constant, when the system is switched from HRS to LRS.
85
3.3 Stochastic model of memristor
(a) (b)
Figure 3.13: Evolution of non-stationary concentrations (3.60) and (3.62) from
initial state to the steady-state ON under V > 0 and constant, for times mul-
tiple of relaxation time τ : (a) for boundary conditions (3.38); (b) for boundary
conditions (3.42) corresponding to the ideally inert material of the BE.
The area of the doped region, initially located only close to TE, it grows and
reaches steady state, in which the doped region fills almost all the area from
TE to BE. According to equation (3.22) it corresponds to the switching of the
resistance value from HRS to LRS. The growth process of the doped region is
qualitatively similar to the drift-diffusion model introduced in [94], but in our
case we do not need to introduce any additional constrains in the equations of the
model, the so-called window functions (see also [77; 78; 79]). The nonstationary
concentration (3.60) naturally evolves towards the stationary one under the action
of regular and random forces.
The nonstationary concentration n1(x, t) for the reflecting boundary condi-
tions (3.42) can be obtained with the same theoretical procedure starting from
equation (3.44), with the first term given by (3.43). Similarly to the equa-
tion (3.60) the non-stationary term reads
nnst(x, t) = exp
(
veffx
Deff
) ∞∑
n=0
C0(n) exp (C(n)t) sin b(n)x (3.62)
with only difference in the equations for the constants C, a and b. From the
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boundary conditions (3.42) it follows
S(0) = 0, (3.63)
veffS(L)−Deff dS(x)
dx
∣∣∣∣
x=L
= 0. (3.64)
Consequently, instead of the equation (3.56) we can obtain
Cˆ3(n) = 0, (3.65)
Cˆ2(n)
[(
veff
Deff
− a
)
sin(bL)− b cos(bL)
]
= 0. (3.66)
Taking into account equations (3.53) and (3.54), expression (3.66) leads to the
following transcendental equation for a, b and C
tan(bL) =
b
a
, (3.67)
which has no analytic solution, but can be solved numerically or graphically. The
plot of non-stationary concentration of particles n(x, t) for reflecting boundary
(3.42) is shown in figure 3.13(b) for different times during the set process under
V > 0, when the system is switched from HRS to LRS.
For the understanding of switching variability of resistance values in LRS and
HRS it is important to compare the switching time observed in experiment with
the relaxation time of the defects concentration towards the stationary state. In
other words, for the complete analysis it is necessary to understand if the system
under observation has reached the stationary state or it remains far from equilib-
rium. Now, the information about the relaxation time τ towards the steady-state
concentration under the boundary conditions (3.38) can be easily extracted from
the equation (3.58). Indeed for every space coordinate x the function nnst(x, t)
tends to zero with time as a sum of exponents. The slowest one of them corre-
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sponds to C(1)
C(1) =
Deff
8
(
−4pi
2
L2
−
(
veff
Deff
)2)
. (3.68)
Thus, the relaxation time reads
τ =
−1
C(1)
=
2L
veff
2Deff/veffL
1 + pi2 (2Deff/veffL)
2 . (3.69)
The relaxation time (3.69) as a function of the bias voltage is shown in fig-
ure 3.14 for two values of fluctuation intensity. In accordance with known the-
oretical and experimental results [64; 68; 94], this dependence is close to the
Arrhenius law, which is shown by dashed lines in figure 3.14. The exact expres-
sion τ(V ) deviates from the Arrhenius law for small voltages, when the switching
times become large.
Figure 3.14: Relaxation time as a function of bias voltage for two values of noise
intensity θ1 (curve 1) and θ2 (curve 2), with θ1 > θ2. Dashed straight lines
represent the Arrhenius law.
The relaxation time (3.69) as a function of fluctuations intensity is shown in
figure 3.15. The origin of fluctuations can be either thermal or from an external
source. For example, the latter can be caused by a voltage driving noise added
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Figure 3.15: Relaxation time as a function of dimensionless noise intensity θ/Ea
for potential profile with equal widths of barriers and wells a = b = 0.5, where Ea
is activation energy at V = 0 (solid line). Relaxation time for potential profile
with the wide wells a = 0.8 and narrow barriers b = 0.2 shown in the inset
in figure 3.9(c) (dashed line). Inset: the same relaxation time as a function of
dimensionless noise intensity but for large values of θ/Ea.
into the system. In a general case τ(θ) is a nonmonotonic function (see the inset in
figure 3.15). The range in which τ decreases with the intensity of the fluctuations
θ < Ea is the most interesting from practical point of view, since it provides the
possibility of accelerating the relaxation process through noise. As can seen from
the inset of figure 3.15 there is an optimal value of the noise intensity so that
the relaxation time is minimal. In the case of use of the dielectric structures,
with the special shapes of potential barriers and wells allowing the acceleration
of diffusion (that is the nonmonotonic behavior of Deff (θ) shown in figure 3.9),
the relaxation time will become shorter. In particular, the curve with dashed
line refers to a periodic potential profile with wide wells a = 0.8 and narrow
barriers b = 0.2, while the solid line curve refers to a periodic potential profile
with a = b = 0.5. Therefore, the choice of a particular potential profile gives rise
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to a further possibility of accelerating the relaxation process.
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Chapter 4
Conclusions
In the foregoing thesis, I have carried out the further development of statistical
analysis of nonlinear dynamical systems with both Gaussian and non-Gaussian
random perturbations and its application to study the probabilistic, temporal
and spectra-correlation characteristics of the anomalous diffusion in the form of
Le´vy flights. Moreover, the properties of the memristive systems for an ideal
memristor and macroscopic model using stochastic approach were investigated.
The main results, obtained in the work, are the following:
1. The residence time problem of a particle subject to a non-Gaussian noise
source in arbitrary potential profile has been analyzed. We obtain the exact
analytical results for the statistical characteristics of the residence time for
anomalous diffusion in the form of Le´vy flights in the inverse parabolic
potential. The noise enhanced stability phenomenon for Le´vy flights can
be observed in the system investigated, as for usual Brownian diffusion.
2. The exact analytical expression for the correlation time of Le´vy flights in
the symmetric bistable quartic potential has been first obtained. As it has
been shown, the correlation time ceases to depend on the height of potential
barrier separating the two stable states for sufficiently high barriers unlike
the Kramers’ law for Brownian motion. Also, the interesting power-law
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dependence with the exponent 4/3 of the correlation time on the position
of potential wells has been found. Our findings are in a good agreement
with previous exact results and numerical simulation data.
3. The exact analytical result for the stationary PDF of the particle posi-
tion in the case of confined Le´vy flights with the unit Le´vy index in the
asymmetric bistable quartic potential has been found. The result obtained
could be useful for solving the barrier crossing problem for Le´vy flights and
estimating the nonlinear relaxation time.
4. The new analytical expression of the steady-state probability density func-
tion for Cauchy-Le´vy flights with index α = 1 in the symmetric steep
potential well of the type U(x) ∝ x2m has been derived. In the limit case
m→∞ our results coincide with those previously obtained for the infinity
well of deep rectangular potential profile, without considering the problem
of the boundary conditions.
5. The asymptotic expression of the spectral power density for the steady-state
superdiffusion in symmetric steep potential profiles, for arbitrary Le´vy noise
index α, has been found. The theoretical results obtained were compared
with those obtained for the normal Brownian diffusion. The results obtained
by numerical simulations are in a very good agreement with the analytical
ones.
6. For two-dimensional diffusion the general Kolmogorov equation for the joint
probability density function of particle coordinates has been obtained by
functional methods directly from two Langevin equations with statistically
independent noise sources. We compared the properties of Brownian dif-
fusion and Le´vy flights in parabolic potential with radial symmetry and
92
came to the conclusion that the radial symmetry property of the steady-
state joint probability distribution available for normal diffusion is broken
for Le´vy flights.
7. Two models of an ideal Chua memristor with the external Gaussian noise
have been investigated. We have shown that for charge-controlled memris-
tor the shape of the probability density function of resistance depends on
what is applied in the form of Gaussian noise, the voltage or the current.
Also, different noise excitations in the form of white and colored Gaussian
noise have been analyzed. In the specific example of an exponential depen-
dence of the resistance on the charge flowing through the memristor the
influence of the noise mean value and the type of driven Gaussian noise on
the memristors switchings between two states has been found. A stochastic
voltage applied to the memristor in the form of a stationary Gaussian noise
causes the memristor to switch to high resistance state and one can observe
both states for the noise with zero mean. In the case of white Gaussian fluc-
tuations of the current the initial unimodal probability distribution of the
memristance becomes bimodal with increasing the time of observation. Two
peaks correspond to LRS and HRS and manifest switching between them
caused by fluctuations of the current. For the current-controlled memristor
we have obtained exact analytical expressions for the PDF of the memris-
tance.
8. A simple stochastic model for memristive systems was proposed. The model
is validated experimentally and its ability to reproduce some fundamental
properties of resistive switching such as the hysteresis of the I − V char-
acteristic and its dependence on the driving frequency was confirmed. The
proposed model takes fluctuation into account and allows to obtain the
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exact analytic solutions for the concentration of defects, considered as an
internal parameter of the system. This model paves the way to improve the
theoretical techniques to deeper investigate the switching dynamics of the
memristor devices. The steady states of the model systems are shown to
be of equilibrium or nonequilibrium depending on the boundary conditions,
which in turn depend on the materials of the electrodes. The relaxation
time to the stationary state is obtained in analytic form and it has a non-
monotonic dependence on the intensity of the fluctuations for a certain set
of values of the external parameters. There is an optimal intensity of ex-
ternal noise so that the relaxation time is minimal. Some specific shapes
of potential profiles, that describe the internal structure of the memristive
material, have been shown to accelerate the relaxation process. This paves
the way to the use of noise as a control parameter for switching dynamics,
and provides insight on the interplay between the properties of the dielectric
structure and the switching times of the memristive devices.
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Appendix A
Solving a third-order
inhomogeneous differential
equation for calculating the
correlation time in steady state
The goal is to to find the solution of the following inhomogeneous differential
equation of the third order
d3ϕ
dk3
+ a2
dϕ
dk
− β1ϕ = 1
kγ
dϑst (k)
dk
, (A.1)
where β1 = D1/γ. The stationary characteristic function ϑst(k) was recently
found in [28] and is given by the expression (2.62).
For the case k > 0 the solution of the homogeneous differential equation
corresponding to (A.1) is sought as ϕ(k) = Cezk. In this case, the characteristic
equation reads as
z3 + a2z − β1 = 0,
and has three roots: two of which z = −(p − q)/2 + i√3(p + q)/2 and z∗ are
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complex and one z3 = p− q is real, where
p =
(
β1/2 +
√
(a2/3)3 + (β1/(2))2
)1/3
,
q =
(√
(a2/3)3 + (β1/(2))2 − β1/(2)
)1/3
, p > q.
Then the solution of a homogeneous differential equation corresponding to equa-
tion (A.1), has the form
ϕgh = C1e
zk + C2e
z∗k + C3e
z3k. (A.2)
Denote by D the differentiation operator, i.e. D = d
dx
. Then, taking into ac-
count the expression for the steady-state characteristic function (2.62), the equa-
tion (A.1) will be written in operator form as
(D3 + a2D − β1)ϕ = A
k
(
ez
∗k − ezk) , (A.3)
where A = |z|2/(γ(z − z∗)).
Equation (A.3) can be rewritten in the following form
F (D)ϕ = f(k),
where F (D) = D3 + a2D − β1.
Applying to (A.3) the inverse operator 1
F (D)
, we arrive at
ϕpi(k) =
1
F (D)
f(k).
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Using the properties of the inverse operator, we obtain
ϕpi(k) =
1
D3 + a2D − β1
A
k
(
ez
∗k − ezk)
=
1
(D − z)(D − z∗)(D − z3)
A
k
(
ez
∗k − ezk)
=
1
(D − z)(D − z3) Ae
z∗k 1
D
1
k
− 1
(D − z∗)(D − z3) Ae
zk 1
D
1
k
=
A
z − z3
[
1
D − z −
1
D − z3
]
ez
∗k ln k − A
z∗ − z3
[
1
D − z∗ −
1
D − z3
]
ezk ln k
=
A
z − z3 e
zk
∫ k
0
e(z
∗−z)y ln y dy − A
z∗ − z3 e
z∗k
∫ k
0
e(z−z
∗)y ln y dy
− A
z − z3 e
z3k
∫ k
0
e(z
∗−z3)y ln y dy +
A
z∗ − z3 e
z3k
∫ k
0
e(z−z3)y ln y dy.
Finally, the general solution of (A.3) can be written as
ϕ(k) = C1e
zk + C2e
z∗k + C3e
z3k +
A
z − z3 e
zk
∫ k
0
e(z
∗−z)y ln y dy
− A
z∗ − z3 e
z∗k
∫ k
0
e(z−z
∗)y ln y dy − A
z − z3 e
z3k
∫ k
0
e(z
∗−z3)y ln y dy
+
A
z∗ − z3 e
z3k
∫ k
0
e(z−z3)y ln y dy. (A.4)
To find the unknown coefficients C1, C2 and C3 in (A.4), we firstly use the con-
dition arising from the properties of the Fourier transform
lim
k→+∞
ϕ(k) = 0.
Because of Rez < 0 and Rez∗ < 0 for first two terms in (A.4) we have
lim
k→+∞
(C1e
zk + C2e
z∗k) = 0.
Applying L’Hoˆpital’s rule twice for the fourth and the fifth terms in (A.4), it
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easily to show that
lim
k→∞
ezk
∫ k
0
e(z
∗−z)y ln y dy = lim
k→∞
∫ k
0
e(z
∗−z)y ln y dy
e−zk
=
(∞
∞
)
= lim
k→∞
e(z
∗−z)k ln k
−z e−zk
= lim
k→∞
ln k
−z e−z∗k =
(∞
∞
)
= lim
k→∞
1
|z|2ke−z∗k = 0,
and
lim
k→∞
ez
∗k
∫ k
0
e(z−z
∗)y ln y dy = lim
k→∞
∫ k
0
e(z−z
∗)y ln y dy
e−z∗k
=
(∞
∞
)
= lim
k→∞
e(z−z
∗)k ln k
−z∗ e−z∗k
= lim
k→∞
ln k
−z∗ e−zk =
(∞
∞
)
= lim
k→∞
1
|z|2ke−zk = 0.
From (A.4) we have
lim
k→∞
ez3k
(
C3 − A
z − z3
∫ k
0
e(z
∗−z3)y ln y dy +
A
z∗ − z3
∫ k
0
e(z−z3)y ln y dy
)
= 0
and find the coefficient C3
C3 =
A
z − z3
∫ ∞
0
e(z
∗−z3)y ln y dy − A
z∗ − z3
∫ ∞
0
e(z−z3)y ln y dy.
Then the first derivative of the function ϕ in zero point can be written as
ϕ′(0) = C1z + C2z∗− Az3
z∗ − z3
∫ ∞
0
e(z−z3)y ln y dy
+
Az3
z − z3
∫ ∞
0
e(z
∗−z3)y ln y dy. (A.5)
The unknown coefficients C1 and C2 in (A.5) can be calculated from the conditions
ϕ(0) = 0 and ϕ′′(0) = 0, arising from the odd function ϕ(k) (see (2.29)). Finally,
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we arrive at
ϕ′(0) =
A(z − z3)
z + z∗
∫ ∞
0
e(z−z3)y ln y dy − A(z
∗ − z3)
z + z∗
∫ ∞
0
e(z
∗−z3)y ln y dy
=
A
z + z∗
[∫ ∞
0
ln y
d
dy
e(z−z3)ydy −
∫ ∞
0
ln y
d
dy
e(z
∗−z3)ydy
]
=
A
z + z∗
[
ln y
[
e(z−z3)y − e(z∗−z3)y] |∞0 − ∫ ∞
0
(
ezy − ez∗y) e−z3y dy
y
]
= − 2i|z|
2
γ(z2 − z∗2)
∫ ∞
0
(
ezy − ez∗y) e−z3y dy
y
.
Using the expressions for the roots z, z∗ and z3 through the parameters p and q
and taking into account that
|z|2 = p2 + pq + q2, z2 − z∗2 = −i
√
3(p2 − q2),
we arrive at
ϕ′(0) =
2√
3γ
p2 + pq + q2
p2 − q2
∫ ∞
0
e−3(p−q)y/2 sin
√
3
2
(p+ q)y
dy
y
. (A.6)
Thus, it is required to calculate the integral of the form
I(α, β) =
∫ ∞
0
e−αx
sin βx
x
dx,
after differentiating which by β we have
I ′β(α, β) =
∫ ∞
0
e−αx cos βx dx = Re
{∫ ∞
0
e−αx eiβx dx
}
= Re
{
1
α− iβ
}
=
α
α2 + β2
.
Then
I(α, β) =
∫
αdβ
α2 + β2
=
∫
d (β/α)
1 + (β/α)2
= arctan
β
α
+ C(α).
Note that I(α, 0) = 0 = C(α). Therefore,∫ ∞
0
e−αx
sin βx
x
dx = arctan
β
α
.
In the framework of Section 2.2: α = 3(p − q)/2 and β = √3(p + q)/2. Finally,
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the first derivative of the function ϕ(k) at zero is
ϕ′(0) =
2√
3γ
p2 + pq + q2
p2 − q2 arctan
1√
3
p+ q
p− q .
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Appendix B
Modification of formulas for a
steady-state probability
distribution in a symmetric
power monostable potential
Earlier in paper [30] the authors have obtained the general expression for the
stationary probability density of the particle coordinate in a smooth symmetric
potential of the form
U(x) = γ
x2m
2m
(B.1)
with anomalous diffusion in the form of Le´vy flights with Le´vy index α = 1. For
the odd exponent m = 2n+ 1 it has the form
Pst(x) =
β4n+1
pi(x2 + β2)
n−1∏
l=0
1
x4 − 2β2x2 cos [pi(4l + 1)/(4n+ 1)] + β4 (B.2)
and respectively for even m = 2n
Pst(x) =
β4n−1
pi
n−1∏
l=0
1
x4 − 2β2x2 cos [pi(4l + 1)/(4n− 1)] + β4 , (B.3)
where β = 2m−1
√
D1/γ and D1 is the intensity parameter of driven noise with
Cauchy stable distribution.
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Replacing the steepness γ with γ/L2m in (B.1), we arrive at
U(x) =
γ
2m
(x
L
)2m
(B.4)
For the new potential (B.4) the parameter β is rewritten as β = L 2m−1
√
DL/γ.
Further we convert expression (B.2) for the case of an odd exponent m. For
convenience, we introduce the notation A(l) = 4l+1
4n+1
. Performing factorization of
the denominator of a fraction under the sign of the product
x4 − 2β2x2 cos piA+ β4 = (β2 − x2 e−ipiA)(β2 − x2 eipiA), (B.5)
we obtain the sum instead of the product
Pst(x) =
β4n+1
pi(x2 + β2)
n−1∏
l=0
1
(β2 − x2 e−ipiA)(β2 − x2 eipiA)
=
β4n+1
pi(x2 + β2)
exp
{
n−1∑
l=0
ln
1
(β2 − x2 e−ipiA)(β2 − x2 eipiA)
}
(B.6)
=
β4n+1
pi(x2 + β2)
exp
{
−
n−1∑
l=0
[
ln (β2 − x2 e−ipiA) + ln (β2 − x2 eipiA)]} .
Let use the Taylor series expansion of the logarithm, which is valid for |x| < β
ln (β2 − x2 e−ipiA) = ln
[
β2
(
1− x
2e−ipiA
β2
)]
= ln β2 + ln
(
1− x
2e−ipiA
β2
)
= ln β2 −
∞∑
k=1
1
k
(
x
β
)2k
e−ipikA.
By analogy
ln (β2 − x2 eipiA) = ln β2 −
∞∑
k=1
1
k
(
x
β
)2k
eipikA.
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Then
Pst(x) =
β4n+1
pi(x2 + β2)
exp
[
n−1∑
l=0
(
ln
1
β4
+
∞∑
k=1
1
k
(
x
β
)2k (
eipikA + e−ipikA
))]
=
β4n+1
pi(x2 + β2)
exp
[
n ln
1
β4
+
n−1∑
l=0
( ∞∑
k=1
1
k
(
x
β
)2k (
eipikA + e−ipikA
))]
=
β
pi(x2 + β2)
exp
[ ∞∑
k=1
1
k
(
x
β
)2k n−1∑
l=0
(
eipik
4l+1
4n+1 + e−ipik
4l+1
4n+1
)]
. (B.7)
To calculate the internal sum of l, use the formula for the sum of the geometric
progression
n−1∑
l=0
(
eipik
4l+1
4n+1 + e−ipik
4l+1
4n+1
)
=
n−1∑
l=0
(
e
ipik
4n+1
)4l+1
+
n−1∑
l=0
(
e−
ipik
4n+1
)4l+1
= e
ipik
4n+1 · 1− e
4ipink
4n+1
1− e 4ipik4n+1
+ e−
ipik
4n+1 · 1− e
− 4ipink
4n+1
1− e− 4ipik4n+1
=
e
ipik
4n+1 − eipik
1− e 4ipik4n+1
+
e
−ipik
4n+1 − e−ipik
1− e− 4ipik4n+1
=
e
ipik
4n+1 − (−1)k
1− e 4ipik4n+1
+
e
−ipik
4n+1 − (−1)k
1− e− 4ipik4n+1
=
e
ipik
4n+1 − (−1)k
1− e 4ipik4n+1
+
e
3ipik
4n+1 − (−1)ke 4ipik4n+1
e
4ipik
4n+1 − 1
=
e
ipik
4n+1 − (−1)k − e 3ipik4n+1 + (−1)ke 4ipik4n+1
1− e 4ipik4n+1
=
e
ipik
4n+1 (1− e 2ipik4n+1 )− (−1)k · (1− e 4ipik4n+1 )
1− e 4ipik4n+1
=
e
ipik
4n+1
1 + e
2ipik
4n+1
− (−1)k = 1
e−
ipik
4n+1 + e
ipik
4n+1
− (−1)k = 1
2 cos pik
4n+1
− (−1)k.
Substituting the obtained result in (B.7), we arrive at
Pst(x) =
β
pi(x2 + β2)
exp
{ ∞∑
k=1
[
1
2 cos pik
4n+1
· 1
k
(
x
β
)2k
+ (−1)k+1 1
k
(
x
β
)2k]}
=
β
pi(x2 + β2)
exp
{ ∞∑
k=1
[
1
2 cos pik
4n+1
· 1
k
(
x
β
)2k
+ ln
(
1 +
(
x
β
)2)]}
(B.8)
=
1
piβ
exp
{ ∞∑
k=1
1
2 cos pik
4n+1
· 1
k
(
x
β
)2k}
=
1
piβ
exp
{ ∞∑
k=1
1
2 cos pik
2m−1
· 1
k
(
x
β
)2k}
.
The result for the case of even exponent m = 2n is obtained similarly, but the
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calculation of the internal sum by l will be different, namely
n−1∑
l=0
(
eipik
4l+1
4n−1 + e−ipik
4l+1
4n−1
)
=
n−1∑
l=0
(
e
ipik
4n−1
)4l+1
+
n−1∑
l=0
(
e
−ipik
4n−1
)4l+1
= e
ipik
4n−1 · 1− e
4ipink
4n−1
1− e 4ipik4n−1
+ e−
ipik
4n−1 · 1− e
− 4ipink
4n−1
1− e− 4ipik4n−1
= e
ipik
4n−1 · 1− e
ipik e
ipik
4n−1
1− e 4ipik4n−1
+ e−
ipik
4n−1 · 1− e
−ipik e−
ipik
4n−1
1− e− 4ipik4n−1
=
e
ipik
4n−1 − (−1)ke 2ipik4n−1
1− e 4ipik4n−1
+
e
−ipik
4n−1 − (−1)ke−2ipik4n−1
1− e− 4ipik4n−1
=
e
ipik
4n−1 − (−1)ke 2ipik4n−1
1− e 4ipik4n−1
+
e
3ipik
4n−1 − (−1)ke 2ipik4n−1
e
4ipik
4n−1 − 1
=
e
ipik
4n−1 − (−1)k e 2ipik4n−1 − e 3ipik4n−1 + (−1)k e 2ipik4n−1
1− e 4ipik4n−1
=
e
ipik
4n−1
1 + e
2ipik
4n−1
=
1
e−
ipik
4n−1 + e
ipik
4n−1
=
1
2 cos pik
4n−1
.
Finally, for m = 2n we have
Pst(x) =
1
piβ
exp
{ ∞∑
k=1
1
2 cos pik
4n−1
· 1
k
(
x
β
)2k}
=
1
piβ
exp
{ ∞∑
k=1
1
2 cos pik
2m−1
· 1
k
(
x
β
)2k}
(B.9)
and obtain complete match with the case (B.8) for the odd exponent m.
Using similar calculations, it is not difficult to obtain the stationary probabil-
ity distribution for the case of |x| > β with even and odd values of the parameter
m. The final expression for an arbitrary m reads
Pst(x) =
1
βpi
(
β
x
)2m
exp
{ ∞∑
k=1
1
2 cos pik
2m−1
· 1
k
(
β
x
)2k}
. (B.10)
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Finally we have the following modification of initial relations (B.2)-(B.3)
Pst(x) =

1
piβ
exp
{ ∞∑
k=1
1
2 cos pik
2m−1
· 1
k
(
x
β
)2k}
, |x| < β;
1
piβ
(
β
x
)2m
exp
{ ∞∑
k=1
1
2 cos pik
2m−1
· 1
k
(
β
x
)2k}
, |x| > β.
(B.11)
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Appendix C
Derivation of the formula for the
joint characteristic function in
the case of diffusion in 2D
potential
To obtain an equation with respect to the joint characteristic coordinate func-
tion Θ(k, q, t), we apply double Fourier transform to the following equation
∂P
∂t
=
∂
∂x
(
∂U
∂x
P
)
+
∂
∂y
(
∂U
∂y
P
)
+K
∫ +∞
−∞
1
|z|α+1 (P (x− z, y, t)
+P (x, y − z, t)− 2P (x, y, t)) dz (C.1)
Let consider the first term of the right side of equation (C.1) by entering the
notation f = ∂U
∂x
P . The Fourier transform for it gives∫ +∞
−∞
∫ +∞
−∞
∂f
∂x
· eikx+iqydxdy =
∫ +∞
−∞
eiqydy
∫ +∞
−∞
∂f
∂x
· eikxdx
=
∣∣∣∣∣∣ dv =
∂f
∂x
dx→ v = f
u = eikx → du = ik · eikxdx
∣∣∣∣∣∣ =
∫ +∞
−∞
eiqydy
(
eikxf
)∣∣+∞
−∞ (C.2)
− ik
∫ +∞
−∞
∫ +∞
−∞
feikx+iqydxdy.
Due to the fact that the probability distribution P decreases faster than U
′
x grows,
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the substitution in expression (C.2) turns to zero.
We present the derivative of the smooth potential as the following sum
U
′
x(x, y) =
∑
n,m
anmx
nym,
then
− ik
∫ +∞
−∞
∫ +∞
−∞
U
′
xP · eikx+iqydxdy
= −ik
∑
n,m
∫ +∞
−∞
∫ +∞
−∞
anmx
nymP · eikx+iqydxdy (C.3)
= −ik
∑
n,m
∫ +∞
−∞
∫ +∞
−∞
anm
(
∂
∂ik
)n(
∂
∂iq
)m
P · eikx+iqydxdy
= −ikU ′x
(
∂
∂ik
,
∂
∂iq
)
·Θ(k, q, t
For the second term of equation (C.1) we obtain by analogy∫ +∞
−∞
∫ +∞
−∞
∂
∂y
(
∂U
∂y
P
)
· eikx+iqydxdy = −iqU ′y
(
∂
∂ik
,
∂
∂iq
)
·Θ(k, q, t). (C.4)
We consider the integral term of equation (C.1). After the double Fourier
transform and applying the displacement formula, we arrive to
K
∫ +∞
−∞
eikz + eiqz − 2
|z|α+1 dz ·Θ(k, q, t) = K
∫ +∞
−∞
eikz − 1
|z|α+1 dz ·Θ(k, q, t)
+K
∫ +∞
−∞
eiqz − 1
|z|α+1 dz ·Θ(k, q, t). (C.5)
Each of the integrals above can be reduced using Euler’s formula to the following
form∫ +∞
−∞
eikz − 1
|z|α+1 dz =
∫ +∞
−∞
cos kz + i sin kz − 1
|z|α+1 dz = 2
∫ +∞
0
cos kz − 1
zα+1
dz,
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where∫ +∞
0
1− cos kz
zα+1
dz = −|k|α cos piα
2
Γ(−α) = |k|
α
α
cos
piα
2
Γ(1− α).
If 0 < α < 1
|k|α
α
cos
piα
2
pi
Γ(α) sinpiα
=
|k|αpi
Γ(α + 1)2 sin (piα/2)
;
if 1 < α < 2
|k|α
α(1− α) cos
piα
2
Γ(2− α) = |k|
α
α(1− α) cos
piα
2
pi
Γ(α− 1) sinpi(α− 1)
=
|k|αpi cos (piα/2)
−αΓ(α) sinpiα cos pi =
|k|αpi
Γ(α + 1)2 sin (piα/2)
.
Thus, the right side of (C.5) will take the form
− Kpi
Γ(α + 1) sin (piα/2)
(|k|α + |q|α) Θ(k, q, t).
If one enters the notation Dα =
Kpi
Γ(α + 1) sin(piα/2)
, the final equation for the
joint characteristic function is written as follows
∂Θ(k, q, t)
∂t
= −ikU ′x
(
−i ∂
∂k
,−i ∂
∂q
)
Θ(k, q, t)
− iqU ′y
(
−i ∂
∂k
,−i ∂
∂q
)
Θ(k, q, t)−Dα (|k|α + |q|α) Θ(k, q, t). (C.6)
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