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Abstract
We present metrics for measuring the similar-
ity of states in a finite Markov decision process
(MDP). The formulation of our metrics is based
on the notion of bisimulation for MDPs, with an
aim towards solving discounted infinite horizon
reinforcement learning tasks. Such metrics can
be used to aggregate states, as well as to bet-
ter structure other value function approximators
(e.g., memory-based or nearest-neighbor approx-
imators). We provide bounds that relate our met-
ric distances to the optimal values of states in the
given MDP.
1 Introduction
Markov decision processes (MDPs) offer a popular math-
ematical tool for planning and learning in the presence of
uncertainty (Boutilier et al., 1999). MDPs are a standard
formalism for describing multi-stage decision making in
probabilistic environments. The objective of the decision
making is to maximize a cumulative measure of long-term
performance, called the return. Dynamic programming al-
gorithms, e.g., value iteration or policy iteration (Puterman,
1994), allow us to compute the optimal expected return for
any state, as well as the way of behaving (policy) that gen-
erates this return. However, in many practical applications,
the state space of an MDP is simply too large, possibly even
continuous, for such standard algorithms to be applied. A
typical means of overcoming such circumstances is to par-
tition the state space in the hope of obtaining an “essen-
tially equivalent” reduced system. One defines a new MDP
over the partition blocks, and if it is small enough, it can
be solved by classical methods. The hope is that optimal
values and policies for the reduced MDP can be extended
to optimal values and policies for the original MDP.
Recent MDP research on defining equivalence relations
on MDPs (Givan et al., 2003) has built on the notion of
strong probabilistic bisimulation from concurrency theory.
Bisimulation was introduced by Larsen and Skou (1991)
based on ideas of Park (1981) and Milner (1980). Roughly
speaking, two states of a process are deemed equivalent if
all the transitions of one state can be matched by transitions
of the other state, and the results are themselves bisimilar.
The extension of bisimulation to transition systems with
rewards was carried out in the context of MDPs by Givan,
Dean and Greig (2003) and in the context of performance
evaluation by Bernardo and Bravetti (2003). In both cases,
the motivation is to use the equivalence relation to aggre-
gate the states and get smaller state spaces. The basic no-
tion of bisimulation is modified only slightly be the intro-
duction of rewards.
The notion of equivalence for stochastic processes is
problematic to use in practice because it requires that the
transition probabilities agree exactly. This is not a robust
concept, especially considering that usually, the numbers
used in probabilistic models come from experimentation or
are approximate estimates. A small change in probability
estimates can cause bisimilar states to appear non-bisimilar.
Dean, Givan and Leach (1997) addressed this issue by al-
lowing the state space to be partitioned into blocks of states
such that the states within a block are “close” in terms of
their transition probabilities. However, their technique in-
volves moving to a slightly generalized model, namely, the
bounded-parameter MDP.
In this paper we address the same problem in a differ-
ent way, by developing metrics, or distance functions, on
the states of an MDP. Unlike an equivalence relation, a
metric may vary smoothly as a function of the transition
probabilities. Yet, a metric can be used to aggregate states
in a manner similar to an equivalence relation. For exam-
ple, we can choose a tolerance parameter, ε, and cluster
together states that are in ε-neighborhoods. A metric can
have broader applicability to other classes of function ap-
proximators as well. For instance, a metric can be used in
a nearest-neighbor approximator in order to decide on the
data points to be used as prototypes.
The metrics we develop are based on the notion of
bisimulation. More precisely, we will require that if one
162 FERNS ET AL. UAI 2004
of our metrics assigns a distance of 0 to a pair of states,
then those states have to be bisimilar. Thus, our metrics
provide a quantitative analogue of bisimulation. Addition-
ally, our metrics will possess the following pleasing prop-
erty: if the system parameters of two bisimilar states are
perturbed slightly, then the two states will remain “close”
in metric distance. We build on previous work by Deshar-
nais, Panangaden, Jagadeesan and Gupta (Desharnais et al.,
1999; Desharnais et al., 2002) and by van Breugel and Wor-
rell (2001), in which the theory of bisimulation, metrics
and approximation was developed for labeled Markov pro-
cesses with continuous state spaces. Their work was devel-
oped in the context of formal verification; here we take the
first steps to apply and extend their results in the context of
optimization problems. Although we present our work cur-
rently in the context of discrete MDPs, our recent research
indicates that the results can be extended for continuous
MDPs.
The paper is organized as follows. Sections 2 and 3
provide the definitions and theoretical results required to
construct our metrics. In section 4 we introduce two kinds
of bisimulation metrics and in section 5 provide bounds on
the optimal value function of MDPs that can be obtained by
using these metrics for state aggregation. In section 6 we
provide some experimental results to compare and contrast
our metrics. Section 7 contains conclusions and directions
for future work.
2 Background
A finite Markov decision process consists of a finite set of
states, S, a finite set of actions, A, and for every pair of
states s and s
 
and action a, a Markovian state transition
probability, Pa
ss
 , and a numerical reward, ras . In the rest of
this work we will focus on a fixed, known MDP. Moreover,
since rewards are necessarily bounded, we will assume
without loss of generality that

a  A 

s  S. ras  0  1  .1
We will now review briefly some basic definitions and re-
sults from MDP theory (e.g., (Puterman, 1994), sec.6.1-
6.3).
A way of behaving or policy is defined as a map-
ping from states to actions, pi : S  A, and s  S. The
value of a state s under policy pi, V pi 	 s 
 , is defined as:
V pi 	 s 
 E ∑∞t  0 γt rt  s0  s  pi  , where s0 is the state at time
0, γ  	 0  1 
 is a discount factor for future rewards, rt is the
reward obtained at time t, and the expectation is achieved
by following the state dynamics induced by pi. The map-
ping V pi : S  is called the value function according to pi.
The goal of decision making in an MDP is to find a policy
pi that maximizes V pi 	 s 
 for each s  S. Such a maximiz-
ing policy and its associated value function are said to be
1If rewards are bounded between Rmin and Rmax, we can
achieve this by subtracting Rmin from all rewards and dividing
by Rmax  Rmin
optimal. Note that while there may be many optimal poli-
cies, the optimal value function, V  , is unique and satisfies
a family of fixed point equations,
V  	 s 
 max
a  A
	 ras  γ ∑
s

 S
Pass  V  	 s
 




s  S 
These are known as the Bellman optimality equations.
They lead to the following theorem, which expresses V 
as the limit of a sequence of iterates.
Theorem 2.1. Let V0 	 s 
 0 and
Vn  1 	 s 
 max
a  A  s 
	 ras  γ ∑
s

 S
Pass  Vn 	 s
 



Then ff Vn fi n ffifl converges to V  uniformly.
These results can be realized via a dynamic program-
ming (DP) algorithm that computes a value function up to a
prescribed degree of accuracy. For example, if one is given
a positive tolerance ε then iterating until the maximum dif-
ference between consecutive iterates is ε  1  γ 2γ guarantees
that the current iterate differs from the true value function
by at most ε.
Unfortunately, it is sometimes the case that the state
space is too large for DP to be feasible. A standard strategy
is to approximate the given MDP by aggregating its state
space. The hope is that one can obtain a smaller “equiva-
lent” MDP, with an easily computable value function, that
could provide information about the value function of the
original MDP. Givan, Dean, and Greig (2003) investigated
several notions of state equivalence and determined that the
most appropriate is stochastic bisimulation:
Definition 2.2. A stochastic bisimulation relation is an
equivalence relation R on S that satisfies the following
property:
sRs
 ! 

a  A  	 ras  ras  and

C  S " R  Pas 	 C 
# Pas  	 C 


where S " R is the state partition induced by R and Pas 	 C 

∑c  C Pasc. Stochastic bisimulation, $ , is the largest stochas-
tic bisimulation relation.
In (Givan et al., 2003) it was shown that the stochas-
tic bisimulation (henceforth simply “bisimulation”) parti-
tion could be found by iteratively refining partitions based
on rewards and equivalence class transition probabilities,
beginning with an initial partition in which all states are
lumped together. This could be done in O 	

A
%
S

3

 opera-
tions.
Unfortunately, bisimulation is too stringent. Consider
the sample MDP in figure 1 with 4 states labeled s, t, u,
and v, and one action labeled a. Suppose rav  0. Then all
states are bisimilar, because they share the same immedi-
ate reward and transition among themselves w.p.1. On the
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other hand, if rav
  0 then v is the only state in its bisim-
ulation class since it is the only one with a positive re-
ward. Moreover, s and t are bisimilar iff they share the
same probability of transitioning to v’s bisimulation class.
Each is bisimilar to u iff that probability is zero. Thus,
u, s, t $ v, s $ t  p  q; s $ u  p  1  0, and
t $ u  q  1  0.
	

 










	ff fiffifl
ff
	  fi!fl
ff
	 "

	ff#fi!$
&%
"

	  '

	ff#fi!$
&%
'

Figure 1: Sample MDP
This example demonstrates that bisimulation is simply
too strong a notion; if rv is just slightly positive, and p dif-
fers only slightly from q then we should expect s and t to
be practically bisimilar. From the point of view of the value
function, these states will also be very close, and one can
argue that aggregating them would be ”safe”. However,
such a fine distinction cannot be made using bisimulation
alone. Therefore, we seek a quantitative notion of bisimu-
lation so that we can obtain a measure of “how bisimilar”
two states are. To formulate such a notion we use semimet-
rics, distance functions on the state space.
Definition 2.3. A semimetric on S is a map
d : S ( S   0  ∞ 
 such that for all s, s
 
, s
   
:
1. s  s
 
 d 	 s  s
 

 0
2. d 	 s  s
 

 d 	 s
 
 s 

3. d 	 s  s
   

*) d 	 s  s
 



d 	 s
 
 s
   


If the converse of the first axiom holds as well, we say d is
a metric.
Let M be the set of all semimetrics on S that assign
distances of at most 1. Note that every semimetric d in-
duces an equivalence relation, Rd , on S, obtained by equat-
ing points assigned distance zero by d.
Definition 2.4. We say that d  M is a bisimulation rela-
tion metric if Rd is a bisimulation relation. We say that d is
a bisimulation metric if Rd is $ .
3 Probability metrics
Our goal is to construct a class of bisimulation metrics for
use in MDP state aggregation. Specifically, such metrics
would be required to be easily computable and provide in-
formation concerning the optimal values of states. How-
ever, if we denote by +-,X ./ Y 0 the bisimulation metric that
assigns distance 1 to states that are not bisimilar then it
is not hard to show that +, X ./ Y 0 satisfies both requirements,
while possessing no more distinguishing power than that
of bisimulation itself. So we additionally require that met-
ric distances vary smoothly and proportionally with differ-
ences in rewards and differences in probabilities. Formally,
we will construct bisimulation metrics via a metric on re-
wards and a metric on probability functions. The choice
of metric on rewards is an obvious one: we simply use the
absolute value of the difference. However, there are many
ways of defining useful probability metrics (Gibbs & Su,
2002). Two of the most important are the Kantorovich met-
ric and the total variation metric.2
Given d  M , the Kantorovich metric, TK 	 d 
 , applied
to state probability functions P and Q is defined by the fol-
lowing linear program:
max
ui 1 i  1 2 2 2 3 S 3
3 S 3
∑
i  1
	 P 	 si 
54 Q 	 si 

 ui
subject to:  i  j  ui 4 u j 6 d 	 si  s j 


i  0 ) ui ) 1
which is equivalent to the following dual program:
min
lk j 1 k  1 2 2 2 3 S 3 1 j  1 2 2 273 S 3
3 S 3
∑
k
1
j  1
lk jd 	 sk  s j 

subject to:  k  ∑
j
lk j  P 	 sk 

 j  ∑
k
lk j  Q 	 s j 


k  j  lk j 8 0
The origins of the Kantorovich metric lie in mass trans-
portation theory. Consider two copies of the state space,
one in which states are labeled as supply nodes, and the
other in which states are labeled as demand nodes. Each
supply node has a supply whose value is equal to the prob-
ability mass of the corresponding state under P. Each de-
mand has a value equal to the probability mass of the cor-
responding state under Q. Furthermore, imagine there is a
transportation arc from each supply node to each demand
node, labeled with a cost equal to the distance of the cor-
responding states under d. This constitutes a transportation
network. A flow with respect to this network is an assign-
ment of quantities to be shipped along each arc subject to
the conditions that the total flow leaving a supply node is
equal to its supply, and the total flow entering a demand
node is equal to its demand. The cost of a flow along an
arc is the value of the flow along that arc multiplied by the
cost assigned to that arc. The goal of the Kantorovich op-
timal mass transportation problem is to find the best total
flow for the given network, i.e. the flow of minimal cost.
This formulation is captured exactly in the dual program
2Note that the Kullbach-Leibler divergence, also known as
KL-distance, which is commonly used to estimate the similarity
of probability distributions, is not a metric.
164 FERNS ET AL. UAI 2004
above. The distance assigned to P and Q, TK 	 d 
 	 P Q 
 , is
the cost of the optimal flow, which is known to be com-
putable in strongly polynomial time. This formulation can
be computed in O 	

S

2 log

S


 time (Orlin, 1988).
Since the underlying cost function d is a semimetric,
the Kantorovich metric may be further simplified.
Lemma 3.1. Let d  M . Then
TK 	 d 
 	 P Q 
 max
vC
∑
C  S
 
Rd
	 P 	 C 
 4 Q 	 C 
 
 vC
subject to:  C  D  vC 4 vD ) min
i  C
1
j  D
d 	 si  s j 


C  0 ) vC ) 1
and TK 	 d 
 	 P Q 
 0
 
P 	 C 
 Q 	 C 
 ,  C  S " Rd.
Proof. Let ff vi fi be any feasible solution to the primal LP
for TK 	 d 
 	 P Q 
 . Note that if siRds j then we must have
vi  v j. Define for each C  S " Rd, vC  vi for some si  C.
Then collecting terms yields the desired expression. From
this expression it is clear that if P 	 C 
  Q 	 C 
 for every
equivalence class C, then TK 	 d 
 	 P Q 
  0. For the con-
verse, suppose that  C such that P 	 C 
  Q 	 C 
 . Without
loss of generality, suppose P 	 C 
   Q 	 C 
 . Clearly C  S,
so we may take vC  mink  C
1
j  S  C d 	 sk  s j 
 and vD  0
for all other classes and obtain a positive lower bound on
TK 	 d 
 	 P Q 
 .
By contrast, the total variation probability metric, TTV ,
is defined independently of d by
TTV 	 P Q 
  12 ∑
s  S

P 	 s 
 4 Q 	 s 


which is half the L1-norm of P and Q. It clearly has the
advantage of being simply defined and easily computable.
Yet, it may still be placed within the previous context since
TTV can be expressed as TK 	 +-,X . Y 0 
 .
4 Bisimulation Metrics
Our construction of bisimulation metrics is heavily based
on the following two lemmas, which are important conse-
quences of lemma 3.1. Here the usefulness of the Kan-
torovich metric becomes evident.
Lemma 4.1. If d is a bisimulation metric then  s  s    S,
d 	 s  s
 

# 0
 

a  A  	 ras  ras  and TK 	 d 
 	 P
a
s  P
a
s


 0 

(1)
Since condition 1 is necessary for d  M to be a bisim-
ulation metric, the question naturally arises as to whether
or not it is sufficient as well. In general, the answer is neg-
ative. However, it is sufficient for d to be a bisimulation
relation metric.
Lemma 4.2. Suppose d  M satisfies (1). Then
d 	 s  s
 

 0  s $ s
 
We have stated that our goal is to construct bisimula-
tion metrics that provide useful information concerning the
optimal values of states, but we have not mentioned how
this can be done. For inspiration we look to the Bellman
optimality equations for the optimal value function, which
yield the following bound:

V  	 s 
4 V  	 s
 



) max
a  A
	

ras 4 r
a
s



γ
 ∑
u  S
	 Pasu 4 P
a
s

u 
 V  	 u 
  

The first component of the RHS is simply the distance in
immediate rewards, while the second component is strik-
ingly similar to the primal LP for the Kantorovich distance
in distributions.
Based on these observations we fix a particular form for
our bisimulation metrics, namely
d 	 s  s
 

# max
a  A
	 cR  r
a
s 4 r
a
s



cT dP 	 Pas  Pas  
 

where dP is some probability metric and cR and cT are two
positive 1-bounded constants. Intuitively, these constants
weight the importance given to the distance between re-
wards relative to the distance between transition probabil-
ities respectively. For instance, in MDPs a natural choice
would be cT  γ and cR  	 1 4 γ 
 . The particular choice of
probability metric leads to two kinds of bisimulation met-
rics, which we now describe in detail.
4.1 Fixed-Point Metrics
In this section, we will use the Kantorovich distance as a
basis for formulating a bisimulation metric. Before we do
so, we need some definitions and results from fixed-point
theory. These may be found, for example, in (Winskel,
1993). We present them in general notation first, then we
explain it in the context of our problem.
Let 	 X   
 be a partial order. An ω-chain of this partial
order is an increasing sequence ff xn fi . The partial order is
said to be an ω-complete partial order (ω-cpo) if it contains
least upper bounds of all ω-chains. It is called an ω-cpo
with bottom if it additionally contains a least element,  ,
called bottom. A function f : X  Y between ω-cpos is said
to be monotonic if x  x
 
  f 	 x 
 f 	 x   
 . It is continuous
if for every ω-chain ff xn fi , f 	 n ffifl ff xn fi 
   n ffifl ff f 	 xn 
 fi . A
point x  X is said to be a prefixed-point of f if f 	 x 
	 x.
It is a fixed-point if x  f 	 x 
 . With these definitions, the
following important theorem can be established.
Theorem 4.3 (Fixed-Point Theorem). Let f : X  X be
a continuous function on an ω-cpo with bottom X. Define
f ix 	 f 
   n ffifl f n 	  
 . Then f ix 	 f 
 is the least prefixed-
point of f and the least fixed-point of f .
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In order to use this result, we equip M with the usual
pointwise ordering: d ) d
 
iff d 	 s  s
 

 ) d
 
	 s  s
 

 for all
s  s
 
 S. As a result, we obtain an ω-cpo with bottom,
where  is the constant zero function and  n  fl ff dn fi is
given by  n ffifl ff dn fi 	 s  s
 

  supn ffifl ff dn 	 s  s
 


fi
. Moreover,
the same can be said of the set MP of semimetrics on the
set of probability functions on S. With this in mind it is
now easy to see that this ordering is preserved by the Kan-
torovich metric, i.e.
Lemma 4.4. TK : M  MP is continuous.
Proof. See appendix.
We are now ready to establish the bisimulation metric
based on the Kantorovich probability metric:
Theorem 4.5. Let cR, cT
8
0 with cR

cT ) 1. Define
F : M  M by
F 	 d 
 	 s  s
 

 max
a  A
	 cR  r
a
s 4 r
a
s



cT TK 	 d 
 	 Pas  Pas  


Then F has a least fixed-point, d f ix, and d f ix is a bisimula-
tion metric.
Proof. Clearly, existence of the least fixed-point will fol-
low from theorem 4.3, so we only need to show that F is
continuous. For future reference we will denote the iter-
ates, Fn 	  
 , by dn and remark that they form an ω-chain in
M .
Continuity of F follows from lemma 4.4, since it estab-
lishes the monotonicity of F , and from the fact that given
an ω-chain ff xn fi in M and a pair of states s and s
 
,
F 	 n ffifl ff xn fi 
 	 s  s
 


 max
a  A
	 cR  r
a
s 4 r
a
s



cT TK 	 n ffifl ff xn fi 
 	 Pas  P
a
s


 

 max
a  A
	 cR  r
a
s 4 r
a
s



cT sup
n ffifl
ff TK 	 xn 
 	 Pas  P
a
s



fi


 sup
n ffifl
max
a  A
	 cR  r
a
s 4 r
a
s



cT TK 	 xn 
 	 Pas  P
a
s




 sup
n ffifl
ff F 	 xn 
 	 s  s
 


fi

	 
n ffifl ff F 	 xn 
 fi 
 	 s  s
 


So d f ix exists, and d f ix   n ffifl Fn 	  
 . Note that by
construction, d f ix satisfies (1), and so, from lemma 4.2
d f ix 	 s  s
 

  0  s $ s
 
. On the other hand, since +&,X ./ Y 0 is
a bisimulation metric, by applying lemma 4.1 and the defi-
nition of F , F 	 +-, X ./ Y 0 
 is also a bisimulation metric. There-
fore, F 	 +,X ./ Y 0 
 ) +,X ./ Y 0 , i.e. +,X ./ Y 0 is a prefixed-point of F.
So d f ix ) +,X ./ Y 0 , since d f ix is the least prefixed-point of F.
Thus, s $ s
 
  d f ix 	 s  s
 

 0.
Note that by induction d f ix 4 dn ) cnT for every n. Thus,
we can compute d f ix up to a prescribed degree of accu-
racy δ by iteratively applying F for   lnδlncT  steps. Since this
essentially reduces to computing a Kantorovich metric at
each iteration for every action and pair of states, d f ix can
be computed in O 	

A
%
S

4 log

S

lnδ
lncT 
 operations.
4.2 Metrics based on Total Variation
We remarked in the proof of theorem 4.5 that F( + ,X ./ Y 0 ),
which we now denote by d / is also a bisimulation metric.
The advantage to using d / in place of d f ix is that its compo-
nent probability semimetric, TK 	 + ,X ./ Y 0 
 , admits an explicit,
easily computable formulation, similar to that of the total
variation metric.
Lemma 4.6.
TK 	 + ,X ./ Y 0 
 	 P Q 

1
2 ∑C  S   / P
	 C 
 4 Q 	 C 


Proof: By lemma 3.1, we have:
TK 	 + ,X ./ Y 0 
 	 P Q 
 max
uC
∑
C  S
 
/
	 P 	 C 
 4 Q 	 C 
 
 uC
subject to:  C  D  uC 4 uD ) min
i  C
1
j  D
+,X ./ Y 0
	 si  s j 


C  0 ) uC ) 1
However, for distinct bisimulation equivalence classes C
and D, +-,X ./ Y 0 	 si  s j 
 is 1, and so the first constraint is extra-
neous. Thus, if we define uC to be 1 if P 	 C 

8
Q 	 C 
 and 0
otherwise, then it is clear that ff uC fi is a feasible solution at
which the maximum is achieved. For this solution we have,
TK 	 + , X ./ Y 0 
 	 P Q 
# ∑
C  S
 
/
	 P 	 C 
 4 Q 	 C 

 uC
 ∑
C  S
 
/
	 P 	 C 
 4 Q 	 C 
 
 	 uC 4 12 
 
1
2
	 P 	 S 
 4 Q 	 S 
 


1
2 ∑C  S   / P
	 C 
54 Q 	 C 

 
Thus, d / can be computed via the bisimulation partition in
O 	

A
 
S

3

 operations.
5 Value Function Bounds
We are now ready to provide value function bounds. We
will state the bounds in terms of d f ix only. The bounds
hold immediately for d / as well, because d f ix ) d / .
Theorem 5.1. Suppose γ ) cT . Then

s  s
 
 S:
cR Vn 	 s 
 4 Vn 	 s
 



) dn 	 s  s
 


cR V  	 s 
 4 V  	 s
 



) d f ix 	 s  s
 


Proof: Clearly the proof of the second item follows
from the first by taking limits. For the proof of the first
item we proceed by induction. Note that since γ ) cT
0 ) cRγ
cT
Vi 	 u 
 )
	 1 4 cT 
 γ
cT
	 1 4 γ 
 ) 1
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and by the induction hypothesis
cRγ
cT
Vn 	 u 
 4
cRγ
cT
Vn 	 v 
 ) cR Vn 	 u 
 4 Vn 	 v 
  ) dn 	 u  v 
 
So ff cRγ
cT
Vn 	 u 
 : u  S fi constitutes a feasible solution to the
primal LP for TK 	 dn 
 	 Pas  Pas  
 . It follows that
cR Vn  1 	 s 
 4 Vn  1 	 s
 



 cR  max
a  A
	 ras  γ ∑
u  S
PasuVn 	 u 
 
 4 max
a  A
	 ras


γ ∑
u  S
Pas  uVn 	 u 

 
) cR max
a  A

ras 4 r
a
s


γ ∑
u  S
	 Pasu 4 P
a
s

u 
 Vn 	 u 
 
) max
a  A
	 cR  r
a
s 4 r
a
s



cT  ∑
u  S
	 Pasu 4 P
a
s

u 

cRγ
cT
Vn 	 u 
  

) max
a  A
	 cR  r
a
s 4 r
a
s



cT TK 	 dn 
 	 Pas  Pas  


 F 	 dn 
 	 s  s
 

 dn  1 	 s  s
 



These bounds can be extended to relate the optimal values
of states in the given MDP and an aggregate MDP. First, let
us fix some notation and assumptions concerning the form
of an aggregate MDP. We assume the aggregate is given by
	 S
 
 A  ff PaCD : a  A  C  D  S
 
fi
 ff raC : a  A  C  S
 
fi

 where
S
 
is a partition of the state space S, A is the same finite set
of actions, and transition probabilities and rewards are each
averaged over equivalence classes, i.e.
PaCD 
1

C

∑
s  C
Pas 	 D 
 and raC 
1

C

∑
s  C
ras
Additionally in the following we will denote the map from
S to S
 
taking a state to its equivalence class by ρ, and the
average distance from state s to all states in its equivalence
class under semimetric d, by g 	 s  d 
  1
3 ρ  s 3 ∑s   ρ  s  d 	 s  s
 

 .
Theorem 5.2. Suppose γ ) cT . Then

s  S, the following
inequalities hold:
cR Vn 	 ρ 	 s 

 4 Vn 	 s 
  ) g 	 s  dn 


n  1
∑
k  1
γn  k max
u  S
g 	 u  dk 

cR V  	 ρ 	 s 

 4 V  	 s 
  ) g 	 s  d f ix 


γ
1 4 γ maxu  S g
	 u  d f ix 
 

Proof: See appendix.
The proposed distance metrics can be used for aggre-
gating states in a straightforward way. For some positive ε
we choose several seed states and for each, we cluster all
the states within an ε-neighborhood (while ensuring that
each state is placed in only one cluster). Then for a cluster
C and any state s belonging to it, the above theorem tells
us that

V  	 C 
 4 V  	 s 


)
2ε
cR  1  γ  , provided γ ) cT . Thus,
as ε decreases, the optimal values of a class and its states
converge.
6 Illustration
We illustrate our distance metrics and error bounds on a
very simple toy MDP, consisting of a 5 ( 5 grid. There are
5 actions, north, south, east, west and stay. Transitions for
each cell are uniformly distributed among adjacent cells.
Rewards are distributed as follows. Moving south from
rows 1-4 to rows 2-5 yields rewards of 0.1, 0.2, 0.3, 0.4
respectively. Moving east from columns 1-4 to columns
2-5 yields rewards of 0.5, 0.53, 0.56, 0.59 respectively. Fi-
nally, staying in the southeast corner yields a reward of 1.
All other actions give 0 reward. We used these parameters
in order to be able to inspect the partitions obtained. More
extensive (but similar) illustrations, using random MDPs,
are discussed in (Ferns, 2003).
In all experiments, cR  1 4 γ and cT  γ. We first com-
pute the pairwise distances between all pairs of states. Note
that this is not a practical approach; here, we are just trying
to understand the behavior of the metrics. Then, from an
initial seed state we grow a partition of ε-clusters of states,
adding a new cluster each time we encounter a state at dis-
tance greater than ε from the seed states of each cluster
presently in the partition. Of course, the quality of the par-
tition will depend on the choice of seeds, and more sophis-
ticated methods can be employed here (e.g., picking the
seeds for subsequent partitions as far as possible from the
previous ones). Once a partition is established, we perform
value iteration to find the value of the optimal policy.
We varied the parameter ε which bounds the allowed
distance between states, and well as the discount factor γ.
Note that low ε (close to 0) means that we only allow states
to be aggregated if they are very close in terms of the dis-
tance. Hence, at this end of the spectrum, very little ag-
gregation will occur and the value function in the aggre-
gated MDP should be very close (or identical) to the one
in the original MDP. When ε  1, all states can be ag-
gregated, resulting in a single-state MDP, and a poor ap-
proximation of the optimal value function. Figure 2 shows
the size of the aggregated MDPs, obtained using the Kan-
torovich metric and the total variation metric, for values of
γ  0  1, 0  5 and 0  9. The two metrics are close for low
γ but behave quite differently for high values of γ (which
are typical in the MDP community). In particular, the total
variation metric has a very abrupt transition from no ag-
gregation to aggregating all states in one lump. We note,
though, that this metric is much faster to compute (by an
order of 100 4 10000 in our experiments, in a Java imple-
mentation). Figure 3 compares the metrics in terms of ac-
tual and estimated error. The lower curves represent the
maximum error between the optimal value functions of the
aggregated MDP and the original MDP. The higher curves
are the upper bound on the error, based on Theorem 5.2.
The straight line is the naive estimate, 2ε
cR  1  γ  . Note that
the bounds in the theorem are much tighter than the naive
bound (which is omitted in the last graph to make the fig-
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Figure 2: Size of aggregated MDP as a function of ε, for γ  0  1 (left), γ  0  5 (middle) and γ  0  9 (right).
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Figure 3: True error and estimated error bounds between the optimal value function of the original and aggregated MDP,
as a function of ε, for γ  0  1 (left), γ  0  5 (middle) and γ  0  9 (right).
ure clear). The bounds get looser as γ increases, due to the
1
1  γ factor. We note, though, that the shape of the bound
mimics very well the shape of the actual error.
7 Conclusion
In this paper, we introduced metrics for measuring the dis-
tance between the states of an MDP, based on the notion of
bisimulation. Unlike equivalence relations, the metrics are
robust to perturbations in the parameters of the MDP: if two
bisimilar states are slightly perturbed, the metric will still
show them as “close”. Moreover, the same can be said of
the states’ optimal values, as reflected by the bounds relat-
ing these to our metrics. Such metrics are obviously useful
for state aggregation, but also for other value function ap-
proximators (e.g. memory-based). We are currently pursu-
ing an interesting connection to diffusion kernels on graphs
(Kondor & Lafferty, 2002).
The existence of bisimulation metrics for finite MDPs
allows us to tackle compression of such systems in a new
manner. A metric defined on the state space of an MDP
can be extended to a metric on the space of finite MDPs.
With this in mind, we are now concerned with answering
the following question: given a finite MDP and a positive
integer k, what is its “best” k-state approximation? Here by
“best” we mean a k-state MDP of minimal distance to the
original. We also aim to extend these results to other prob-
abilistic models. We have mostly established an extension
for continuous-state MDPs. In the future, we hope to tackle
factored MDPs and partially observable MDPs as well.
Appendix: Proof of Lemma 4.4
Fix probability functions P and Q. Monotonicity of TK
follows from the primal LP: for, if d ) d
 
then every
feasible solution to TK 	 d 
 	 P Q 
 is a feasible solution to
TK 	 d
 


	 P Q 
 . Thus, TK 	 d 
 ) TK 	 d
 

 .
Next, given ω-chain ff dn fi note that by monotonicity
supTK 	 dn 
 	 P Q 
 ) TK 	 dn 
 	 P Q 
 . For the other direc-
tion, we use the dual LP. For each n, let ff l  n k j fi denote a
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feasible solution of TK 	 dn 
 yielding the minimum. Then
each is also a feasible solution for TK 	  dn 
 . Define ε  n k j 
	
ff dn fi 
 	 sk  s j 
 4 dn 	 sk  s j 
 and δk j  min 	 P 	 sk 
  Q 	 s j 

 .
Then for every k, j, and n, ε  n k j 8 0, limn   ∞ ε  n k j  0, and
l  n k j ) δk j . Thus,
TK 	 ff dn fi 
 	 P Q 
*) ∑
k
1
j
l  n k j 	 ff dn fi 
 	 sk  s j 

) TK 	 dn 
 	 P Q 


∑
k
1
j
l  n k j ε
 n 
k j ) supTK
	 dn 
 	 P Q 


∑
k
1
j
δk jε  n k j
By taking n  ∞ on both sides of the inequality, we obtain
the desired result.
Appendix: Proof of Theorem 5.2
Once more we proceed by induction.

Vn  1  ρ  s   Vn  1  s 



max
a  A

raρ  s 	
 γ ∑
D  S 
Paρ  s 	 DVn  D   max
a  A

ras


γ ∑
u  S
PasuVn  u 


1

ρ

s 
 ∑
s   ρ  s 	
max
a  A 

ras   r
a
s





γ
 ∑
D  S 
∑
u  D
Pas  uVn  D   ∑
u  S
PasuVn  u 



1

ρ

s 
 ∑
s

 ρ  s 	
max
a  A 

ras   r
a
s



γ
 ∑
u  S
Pas  uVn  ρ  u   PasuVn  u 



1

ρ

s 
 ∑
s   ρ  s 	
max
a  A


ras


ras



γ
 ∑
u  S

Pas

u  P
a
su  Vn  u 



γ
 ∑
u  S
Pas  u  Vn  ρ  u   Vn  u 



cR 
1

ρ

s 
 ∑
s   ρ  s 	
max
a  A

cR

ras  r
a
s 



cT
 ∑
u  S

Pas  u  P
a
su 
cRγ
cT
Vn

u 




γ

ρ

s 
 ∑
s   ρ  s 	
max
a  A ∑u  S P
a
s

u

Vn

ρ

u 

Vn

u 

Note by theorem 5.1 that ff cRγ
cT
Vn 	 u 
 : u  S fi constitutes
a feasible solution to the primal LP for TK 	 dn 
 	 Pas  Pas  
 .
Hence we can continue as follows:

cR 
1

ρ

s 
 ∑
s   ρ  s 	
max
a  A

cR

ras  r
a
s 



cT TK

dn 

Pas  P
a
s  


γ

ρ

s 
 ∑
s   ρ  s 	
max
a  A ∑
u  S
Ps

u max
u  S

Vn

ρ

u 

Vn

u 


cR 
1

ρ

s 
 ∑
s   ρ  s 	
dn  1  s

s 


γmax
u  S

Vn

ρ

u 

Vn

u 


g

s

dn  1 
cR


γmax
u  S

g

u

dn 
cR


n

1
∑
k  1
γn

k max
v  S
g

v

dk 

1
cR

g

s

dn  1 


γmax
u  S
g

u

dn 


n

1
∑
k  1
γn  1

k max
u  S
g

u

dk 

1
cR

g

s

dn  1 


n
∑
k  1
γ  n  1 	

k max
u  S
g

u

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References
Bernardo, M., & Bravetti, M. (2003). Performance measure
sensitive congruences for Markovian process algebras.
Theoretical Computer Science, 290, 117–160.
Boutilier, C., Dean, T., & Hanks, S. (1999). Decision-
theoretic planning: Structural assumptions and compu-
tational leverage. Journal of Artificial Intelligence Re-
search, 11, 1–94.
Dean, T., Givan, R., & Leach, S. (1997). Model reduction
techniques for computing approximately optimal solu-
tions for Markov decision processes. Proceedings of UAI
(pp. 124–131).
Desharnais, J., Gupta, V., Jagadeesan, R., & Panangaden,
P. (1999). Metrics for labeled markov systems. Inter-
national Conference on Concurrency Theory (pp. 258–
273).
Desharnais, J., Gupta, V., Jagadeesan, R., & Panangaden,
P. (2002). The metric analogue of weak bisimulation for
probabilistic processes. Logic in Computer Science (pp.
413–422). IEEE Computer Society.
Ferns, N. (2003). Metrics for markov decision processes.
Master’s thesis, McGill University. URL: http://
www.cs.mcgill.ca/˜nferns/mythesis.ps.
Gibbs, A. L., & Su, F. E. (2002). On choosing and bound-
ing probability metrics. International Statistical Review,
70, 419–435.
Givan, R., Dean, T., & Greig, M. (2003). Equivalence no-
tions and model minimization in markov decision pro-
cesses. Artificial Intelligence, 147, 163–223.
Kondor, R. I., & Lafferty, J. (2002). Diffusion kernels on
graphs and other discrete structures. Proceedings of the
ICML.
Larsen, K., & Skou, A. (1991). Bisimulation through prob-
abilistic testing. Information and Computation, 94, 1–
28.
Milner, R. (1980). A calculus of communicating systems.
Lecture Notes in Computer Science Vol. 92. Springer-
Verlag.
Orlin, J. (1988). A faster strongly polynomial minimum
cost flow algorithm. Proceedings of the Twentieth an-
nual ACM symposium on Theory of Computing (pp. 377–
387). ACM Press.
Park, D. (1981). Concurrency and automata on infinite
sequences. Proceedings of the 5th GI-Conference on
Theoretical Computer Science (pp. 167–183). Springer-
Verlag.
Puterman, M. L. (1994). Markov decision processes: Dis-
crete stochastic dynamic programming. John Wiley &
Sons, Inc.
van Breugel, F., & Worrell, J. (2001). An algorithm for
quantitative verification of probabilistic transition sys-
tems. Proceedings of the 12th International Conference
on Concurrency Theory (pp. 336–350). Springer-Verlag.
Winskel, G. (1993). The formal semantics of programming
languages. Foundations of Computing. The MIT Press.
UAI 2004 FERNS ET AL. 169
