ABSTRACT Multi-objective optimization (MOO) is widely used for solving various engineering real-life problems. Meta-heuristic optimization has been regarded as an effective solution for such problems because it enables the successful examination of a broad range of candidate solutions and the selection of optimal ones. However, there is a high probability of the algorithms becoming ensnared in local minima due to the complex optimization surface and the unlimited number of viable solutions. Therefore, to provide the decision maker with the optimal non-dominated set of solutions, significant improvements must be made to the search process, where the efficient exploration of the population has a vital role in maintaining a good non-dominated solution in evolutionary algorithms. NSGA-II is regarded as the state of the art for the meta-heuristic MOO. NSGA-II and its variants have adopted the concept of crowding distance as a measure that can leverage the characteristics of the distribution of solutions in the search space and provide a highlevel of exploration. However, this method is not sufficient to effectively explore the search space because it ignores the direction of the exploration. In this paper, the angle quantization of solutions is combined with the crowding distance to create the MOGA-AQCD algorithm, which preserves equal exploration in all directions and aims at finding equal distribution of solutions within the search space. This approach is applied to a set of standard benchmark MOO functions. The results show that MOGA-AQCD is superior to NSGA-II and NSGA-III on the most evaluation measures for MOO.
I. INTRODUCTION
There are numerous problems associated with several optimization aspects or criteria in the real world [1] . Multiobjective optimization has become an increasingly prominent research topic. Unlike single-objective optimization problems, a multi-objective optimization (MOO) problem has a series of non-inferior alternative solutions, also known as Pareto optimal solutions (the set of Pareto optimal solutions is called a Pareto front [2] ),which represent possible compromises among the various conflicting objectives. Therefore, multi-objective optimization algorithms should be able to:
(1) discover solutions as near to the optimal solutions as possible; (2) find solutions as uniformly as possible in the resulting non-dominated front; and (3) determine as broadly as possible which solutions make up the true Pareto front (PF). However, achieving these three goals simultaneously remains a challenge for multi-objective optimization algorithms.
Solving multi-objective optimization while maintaining solution diversity and good exploration and less computational complexity is a widely researched area. Over the recent years, various researchers have attempted to enhance this multi-objective optimization algorithm, by proposing many approaches such as finding a novel strategy to select the solutions. The crowding distance method was initially proposed in the form of NSGA-II [2] to achieve a high level of exploration and solution diversity, a variant NSGA-II in this context was introduced by modifying the formula for crowding distance, a novel dynamic crowding distance (NDCD) was proposed in [3] . The NDCD is calculated based on the degree of deviation of each individual relative to adjacent individuals and incorporates a deletion mechanism for solutions with the lowest crowding distance. Similarly, a novel procedure for computing crowding distances was proposed in [4] . In this procedure, solutions in less crowded regions have a higher probability of being preserved, and simple 'hill-climbing'is employed to escape from local optima. Also In [5] was introduced a variant in NSGA-II called as AP-NSGA-II with significant changes in selection operator that maintain the diversity by creating some average points. Other improvements in the selection process were introduced by replacing the crowding distance with a set of reference points as NSGA-III in [6] , where the selection operator is changed unlike NSGA-II to ensure diversity by using a predefined set of reference points that be able to predefine in a structured way. Similarly, the multi-objective genetic algorithm based on fitting (MOGA/F) and interpolation (MOGA/I) [7] where define the optimal reference points uniformly distributed in the objective space, which is calculated by applying a fitting function or interpolation method from a finite set of objective function values. In [8] a scalarization approach was proposed, termed angle penalized distance (APD), to balance convergence and diversity of the solutions. The convergence is calculated by the distance between the solutions and the ideal point, and the diversity measured by the acute angle between the solutions and the reference vectors. The adaptive strategy provides the distribution of the reference vectors to maintain a uniform distribution of the solutions in the objective space. Also in the last improvements on NSGA-III, for example, the non-dominated sorting scheme based on θ -dominance that proposed in θ -NSGA-III [9] where the solutions are allocated into different clusters represented by well-distributed reference points. Similarly, an improved I-NSGA-III was proposed in [10] based on the framework of NSGA-III, that use Guide-niche preservation consists the process of a bias-selection, a fit-selection. A unification of NSGA-III was proposed in [11] named as U-NSGA-III, which adapts selection pressure automatically by using the new niching based selection operator. Another method aims to improve NSGA-II by incorporating a local search strategy at each iteration [12] , with this approach the NSGA-II algorithm gains a better local search ability, which facilitates the optimization process. Also, several efforts have been made to combine NSGA-II with other search algorithms. An example is in [13] , where a local search strategy was developed based on the covariance matrix adaptation evolution strategy (CMA-ES). Another way to improve multiobjective optimization is through the computational complexity of the search algorithm itself. For example, a reduction in computational complexity was achieved in [14] , where the sorting mechanism for the solutions was implemented differently. During the sort, the index of each individual is tracked, so that the position value of any given individual is known in each sorted array. Non-domination is achieved by assigning the sums of the objectives as the ranks of the solutions. Through this approach, the computational complexity is reduced without affecting the exploration performance. The work in [15] also aimed at reducing the computational complexity. In this case, the aim is to minimize the worst-case time complexity; the best-case time complexity is O (N log(N ) ). However, in all cases, the algorithm sorts only the non-dominated solutions. Similarly, in HNDS [16] that aims to speed up the non-dominated sorting of a population, which sorts all solutions in ascending order according to the first objective Then it compares the first solution with all others, the solutions dominated by the first solution will not be compared again. Another path to development in this field is by adapting other types of meta-heuristic search optimization algorithms, to work in the multi-objective context. For example in [17] , denoted as DNSGA2-PSA, which adopts a new vector-ranking scheme, utilize Part and Select Algorithm (PSA), and implement dominance degree approach (DDA-NS) for non-dominated sorting. Similarly, in [18] a shift-based density estimation (SDE) strategy was integrate with NSGA-II in order to maintain the distribution and convergence of individuals. Also, another adaptation proposed in [19] , called as (MOCE) which implement the non-dominant sorting to solve the Pareto dominance issue and tournament selection based crowing distance to keeps the solution diversity. Also in [20] , this approach was undertaken for differential evolution (DE) is called multi-objective evolutionary algorithm differential evolution (MOEA/DE).
By reviewing this previous work, it can be determined that four types of development have been attempted: (1) finding a novel selection process; (2) integrating local search to assist NSGA-II; (3) reducing computational complexity without affecting exploration; and (4) adapting other meta-heuristics to MOO and comparing them with NSGA-II. This approach is useful for searching, but it ignores another issue involved in the solution exploration that is important for practical problem solving, namely, the direction of search. Nevertheless, limited attention has been paid to this issue by researchers.
In this article, we address these issues, by proposing a new approach for sorting and selecting non-dominated solutions, in which the exploratory power of the algorithm is increased by introducing an additional search criterion. In this case, a novel criterion for exploration in the search space is combined with the crowding distance. This criterion is the angle of the solutions, which defines a direction in the search space. Recognizing this direction is very important for obtaining feedback on the significance of the search region in terms of its potential to provide better solutions. The search process described in this article aims to expand the generation of solutions to include all possible angles where this criterion gives priority to the angle that is not identified his solutions VOLUME 7, 2019 previously, and allows us to explore the fronts properly, without ignoring any region of the fronts. This process maintains equal exploration in all directions, and aims at finding equal distribution of solutions within the search space. The results prove that MOGA-AQCD outperforms NSGA-II and NSGA-III for most MOO evaluation measures; it provides more diverse solutions and a better Pareto front. These results encourage the application of MOGA-AQCD to real-world multi-objective optimization problems. The importance of this methods is that it can be generalized to any of the crowding distance formulas found by the other researchers. To the best of the author's' knowledge, this process has never been proposed for NSGA-II.
The remainder of this article is organized as follows. Section II presents background Thereafter, Section III presents the proposed MOGA-AQCD algorithm followed by Section IV simulation results, which describes the evaluation measures, and provides the results and analysis which is followed finally, by Section V which presents the summary and conclusions.
II. BACKGROUND
This article aims to solve the MOO problem, which can be expressed mathematically as follows. Let us assume that we have m objective functions given by vector
where the vector
where a; b, is the boundaries of the candidate solutions.
The presence of trade-offs between the conflicting objectives does not allow the single solution to satisfy all the objective functions m simultaneously. Hence, the goal of MOO is to find a set of trade-off solutions called non-dominated solutions or Pareto optimal solution for all the objective functions m. These solutions are defined as follows: A vector X = x i i = 1, 2 . . . , is Pareto optimal, if and only if, the values for each of the components of X are at least equal to the values of the solution space, and that a value from X is strictly greater than the corresponding value from the solution space [7] .
A. WORKING PRINCIPLES OF NSGA-II AND NSGA-III
Based on the meta-heuristic searching algorithm, NSGA-II, and NSGA-III are taken as the baseline approaches. To enable more effective searching and obtained more optimal nondominated solutions. In NSGA-II, a mating pool is developed by combining the parent and offspring populations (with size 2N ) and then selecting the best solution to preserve elite members to next population (with size N ). To achieve this, after the combined population is sorted according to nondomination. If the size of the Pareto front rank (1) smaller than N, then we select all solutions of the rank (1). The remaining solutions for the next population are chosen from subsequent non-dominated fronts in the order of their ranking (the next lower rank). Until reaching at the rank where the number of solutions exceeds the population size N . The algorithm enables the crowding distance to select the remaining required number of solution from the last Pareto front partially, only those solutions that will maximize the diversity are chosen. Based on the concept of crowding distance. That is, when comparing two solutions with the same rank, the solution located in a less crowded region is preferred the black dots in Figure 1a over white dots [6] . In NSGA-III, the crowding distance is replaced by set of reference points to maintain diversity among solutions [11] . as mentioned before in NSGA-II when reaching at rank where the number of solutions exceeds the population size N the NSGA-III algorithm selects the remaining required number of solution for the next population from the last Pareto front according to the reference points. The solutions that have the minimum perpendicular distance to the reference line (the line that starts from the center and passes on the reference point), are selected as shown in Figure 1b .
III. MULTI-OBJECTIVE GENETIC ALGORITHM BASED ON ANGLE QUANTIZATION AND CROWDING DISTANCE A. OVERVIEW
We propose a multi-objective genetic algorithm that uses angle quantization and the crowding distance, termed MOGA-AQCD. This algorithm is a generalization of the non-dominated sorting genetic algorithm NSGA-II [2] , that updates the selection operator, and the method to extract the next population, (the selection operator in NSGA-II works to find the best local optimal solution). The proposed multiobjective genetic algorithm (MOGA-AQCD) detects the optimal solution in the Pareto front space with searching of uniform distribution concerning the angles, using angle quantization to explore all possible directions. In subsection III-B, we present the concept of angle quantization.
B. CONCEPTUAL EXPLANATION OF THE MOGA-AQCD
MOGA-AQCD adds the concept of angle quantization to the crowding distance of NSGA-II. The angle quantization is to divide the solution space into angular sectors, each one has an angle α, we call it the quantification factor. Then the number of sectors in the solution space is 2π/α. In order to do equal searching in the space, we care about the counter of solutions that are found inside each sector of α. Each solution has an angle that can be determined by calculating the angle (with respect to the F1 axis) of the vector that starts at O and ends at the objective solution. The angle range is obtained by counting the number of solutions inside the quantized angle interval.
The goal of using the angle quantization concept is to maintain equal distribution of the obtained solutions in the space by including the angle in the selection criterion. Figure 2 illustrates the angle quantization concept with the selection strategy of the algorithm. In figure 2a , we see both the previously selected solutions and the candidate solutions. In figure 2b , we see that the algorithm has only selected the solutions with red color because they maintain two criteria in addition to domination: equal distribution concerning angular sectors and higher possible crowding distance of selected solutions.
C. FRAMEWORK OF PROPOSED ALGORITHM
The framework of the proposed multi-objective genetic algorithm based on angle quantization and crowding distance (MOGA-AQCD) can be described in Algorithm 1.The algorithm takes Number of generations NGen, Number of solutions within one generation NSol, the quantification factor α and the set of objective functions SOB as inputs, and returns Pareto front PF as output. The algorithm starts with an initialization of the first population P0, then NGen iterations will be executed. In each iteration, the angle range rank is updated, the elites are selected based on the three criteria, and the genetic operations are executed for generating the off-spring from the elites. The elites are combined with their off-spring to create a pool of solutions that will be entered to the algorithm of extracting NSol to the next iteration.
The role of algorithm 2 is to update the angle range rank i angleRangeRank (:) of the found solutions until the current moment. It is done through calculating the angle ranges of each solution in the new-found solutions. Next, it uses this 6: solutions Ranges = ceil (solutions Angle/α) ; 7: for each index of Pop do 8: range = solutions Ranges (index ); 9: angle Range Rank (range) = angle Range Rank (range) + 1; 10: end for angle range to update the angle range rank that has been calculated until previous state of solutions. The angle range represents an angular sector that is calculated with quantification factor α using the ceil as it is described in the pseudocode.
Algorithm 3 presents the core of the MOGA-AQCD. This algorithm considers three criteria for selecting elites form the pool of solutions. The first, which has highest priority, is the solutions rank i rank (Sol), for which the solution with lowest rank is selected. The next is the solution angle rank i angleRangeRank (Sol), for which the solution with lowest angle range rank is selected. The last is the rank of the solution VOLUME 7, 2019 distance i distance (Sol), for which the solution with greatest distance is selected. The algorithm selects NSol elites that will be subject to the genetic operations to produce the offspring. The description of the genetic operation is application dependent. However, the same normal crossover and mutation that are used in genetic can be used here for general mathematical functions. After obtaining the combined population, the algorithm 4 has to be executed to extract the solutions that will go to the next iteration or the next generation from the combined population. (Parents and offspring) . The algorithm will start by sorting the solutions according to the non-domination rank. Next, each non-domination rank is selected one at a time to construct a next-generation, starting from the first rank, until reaching a rank at which the number of solutions exceeds the required number to complete NSol. In this stage, the algorithm will select the solutions that have lower angle range rank i angleRangeRank from the last rank, and then select the solutions that have higher distance i distance among them.
Algorithm 3 select Elites

IV. SIMULATION RESULTS
A. EVALUATION MEASURES
Generating solutions close to the Pareto front and diverse in the non-dominated front is the main purpose of the multiobjective optimization algorithm, which requires a set of evaluation measures to evaluate the obtained Pareto front, where a single metric cannot provide enough results for the evaluation. In general, the evaluation measures that used in the current study can be classified into three main categories [21] : convergence; coverage; and the number of solutions. We describe the evaluation measures we used as follows: 3: counter ←− 0, rank ←− 1, n ←− 0; 4: NoI = count(Pop(rank)) ; 5: while n + NoI < NSol do 6: Move current rank to the next Generation; 7: n = n + NoI ; 8: rank = rank+1 ; 9: NoI = number of individuals in this rank ; 10: end while 11: while counter < (NSol − n) do 12: SelectedInd = Select individuals with minimum I angleRangeRank ; 13: ChosenInd = individuals with maximum I Distance among SelectedInd ; 14: Add(ChosenInd) to nextGeneration ; 15: Remove SelectedInd from Pop //to prevent reselecting them in the next iteration ; 16: counter ←− counter + count(SelectedInd); 17: end while 1) SET COVERAGE MEASURE or C-metric which compares the Pareto sets P s1 and P s2 as follows [22] :
C equals the ratio of non-dominated solutions in P s2 that are dominated by non-dominated solutions in P s1 , to the number of solutions in P s2 . Thus, when evaluating a set P s , it is important to minimize the value of C(X , P s )for all Pareto sets X.
2) HYPER-VOLUME MEASURE the HV-metric has been used widely in evolutionary multiobjective optimization to evaluate the performance of search algorithms. It computes the volume of the dominated portion of the objective space relative to a worst solution (reference point); this region is the union of the hypercube whose diagonal is the distance between the reference point and a solution x from the Pareto set P S [22] . Higher values of this measure indicator imply more desirable solutions. HV is given by the equation 3
3) DELTA MEASURE or the diversity metric , indicates the extent to which spread is achieved among the obtained solutions. To calculate the delta measure, the function receives the non-dominated set of solutions and provides the result according to the equation [ 
where N is the number of solutions d i . 
4) GENERATIONAL DISTANCE MEASURE
also called the GD-metric, this measure is used to evaluate the performance of an obtained Pareto set (P S ) in comparison with a reference point set (a true Pareto set (P T )) [23] .This measure is based on the distance between obtained solutions and a reference points, which is calculated by the equation 5
where |P S | is the number of solutions in the Pareto set, P T is the true Pareto front, d i is the Euclidean distance between the solutions in P S and the nearest solutions in P T . The value of GD should be small.
5) NDS
the number of non-dominated solutions which express the effectiveness of the optimization algorithm, can be calculated as the cardinality of P S [22] NDS (N ) = |P s |
It is best to obtain a higher value for NDS, which indicates that an adequate number of solutions exists.
B. RESULTS AND DISCUSSION
To validate MOGA-AQCD, we have selected a set of mathematical multi-objective benchmark functions. The functions have been chosen from several significant past studies in this area. Veldhuizen [24] cited a number of test functions that have been used in the past. From among them, we chose two test functions based on Fonseca and Fleming's study (FON) [25] , and Kursawe's study (KUR) [26] . In 1999, a systematic method was suggested for developing functions for multi-objective optimization [27] . Zitzler et al. [28] followed those guidelines and suggested six test functions. We choose four of those six functions here and call them ZDT1, ZDT2, ZDT3, and ZDT6. The mathematical formulas for each of them are presented in Table 3 . Each function is combined with multiple objectives either two as 1 and 2, or three as 3, 4, 5, and 6. The dimensions of the functions (3, 10, or 30) can also differ. The convexity is also different from one function to another. The table shows the bounds of the variables and the optimal solutions or Pareto fronts. Through these, it is possible to validate our proposed approach with the ground truth given. In order to evaluate MOGA-AQCD, we have selected two states of the art approaches NSGA-II and NSGA III that were presented in the background section. For objective quantitative evaluation, ten experiments have been done for each function with different seeds. The detailed results of the experiments are provided in the appendix. The parameters we used for both NSGA-II, MOGA-AQCD algorithms, and NSGA-III are presented in Table 1, Table 2 respectively. It is observed from these two tables that the same number of solutions and generations was used for the three algorithms. The reason is to make the evaluation fair as usually increase the number of solutions and generations yields better performance results. The number of population and number of generation were selected to be (100) and (500) respectively. These numbers were selected to obtain the Pareto front within fair time, however, increasing both of them or one of them yields more dominated solutions, as more exploration will be done in the searching space. Quantification of angle space (α) has been selected to be 0.0000001 for all test problems, except at KUR 0.0000005. Increasing the value of α yields more fine searching in the space but it affects the computational cost negatively.
The evaluation measures for the 6 test functions are provided in the Figures 3-7 . Observing figures 3, we find that MOGA-AQCD has outperformed both NSGA-II and NSGA-III from the perspective of set coverage for most mathematical functions. The only case where NSGA-III was superior is the case of FON and KUR. Yet in these two functions, MOGA-AQCD has outperformed NSGA-II. However, the generational distance for MOGA was lower than NSGA-III for these two functions as depicted in figure 4 which means that despite the domination of NSGA-III, the solutions of MOGA-AQCD were closer to the TP. We note that the generational distance for NSGA-III was higher than MOGA-AQCD for all mathematical functions, and it went to orders of 10^85 for ZDT6; we indicated to this by a triangular bar. In addition, we see that MOGA-AQCD achieved for these two functions higher hyper-volume than NSGA-III as it is depicted in figure 7 . Furthermore, MOGA-AQCD has outperformed NSGA-III in the generational distance, delta measure and achieved similar NDS for these two functions. Observing figures 6, we see that MOGA-AQCD was superior from the perspective of hypervolume over NSGA-II for all functions and has outperformed NSGA-III for three functions: FON, KUR, and ZDT6. This is interpreted by the angle oriented searching that exists in MOGA-AQCD. Another measure that shows the superiority of MOGA-AQCD over NSGA-III and NSGA-II, regarding uniform distributions of solutions is the delta measure. As it is seen in figures 5, MOGA-AQCD has achieved lower value for delta measure than the two benchmarks for all mathematical functions. This is interpreted by the angle rank range which enables equal search for the solutions of the approach.
In order to verify the statistical significance of the improvement that has been added by MOGA-AQCD over both NSGA-II and NSGA-III, two-tailed distribution paired the level of 0.01. This emphasizes on the hypothesis of significant improvement of our developed MOGA-AQCD over the two-benchmark approaches. Some values were omitted from the table due to equal results, which have causes division by zero for some cases in NDS and only one case of generational distance. 
V. SUMMARY AND CONCLUSION
Meta-heuristic multi-objective optimization is very important for obtaining solutions for conflicting multi-objectives. NSGA-II, which is one of the most popular algorithms in this area, uses the concept of crowding distance to enable extensive exploratory search. In this article, a generalization of NSGA-II is developed namely, MOGA-AQCD, by combining the angle quantization with the crowding distance to allow more exploratory search in different directions in the solution space. An evaluation of MOGA-AQCD under a set of mathematical multi-objective optimization functions is conducted, and the results are compared with those of NSGA-II. The results indicate that, compared to and NSGA-III, MOGA-AQCD is superior on several evaluation measures and is competitive on all others. Accordingly, in future work, we will apply this method to real applications, such as wireless sensor network deployment, in which multi-objective optimization is required for solving problems.
Future Work: In future work, we develop an approach for automatically tune the resolution of the angle quantization which makes the algorithm searches in all direction equally. Furthermore, we will apply this method to real applications, such as wireless sensor network deployment, in which multi-objective optimization is required for solving problems. Other possible applications are in design, manufacturing, and planning solutions in economy. . . etc. Lastly, we will explore the applicability of angle based searching for high dimensional multi objective problems which requires simplifying the increased complexity because of the high dimension.
APPENDIX
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