ABSTRACT In the system of face recognition, the tradition method of data dimension reduction method is used to rearrange the face image vectors, resulting in the structural characteristics of the data itself lost and the recognition accuracy not high. In this paper, we develop a data dimension reduction method based on tensor-multilinear discriminant subspace projection. The algorithm directly describes the face with tensor and projects the tensor data into the vector discriminant subspace through a new projection mode tensor to vector projection (TVP). This method finds a set of orthogonal projection vector sets to maximize the dispersion between the data classes and minimize the intra-class dispersion in the discriminant subspace. Then, the high-dimensional tensor data is mapped to low-level vector data by TVP. These vector features after dimension reduction will be the most representative feature data in the whole face data under the appropriate constraint condition. Finally, these feature data are classified by the K-nearest neighbor classifier. Experiments on classical face database Olivetti Research Laboratory and face recognition technology verify the effectiveness of this method.
I. INTRODUCTION
Face recognition is a kind of technology for face image analysis and recognition by computer, which has a high application value in the field of criminal identification, entry and exit authentication and other security fields. Researches on face recognition applications are often faced with the problem of ''dimension of disaster'', that is, too high the dimension of face data needed to identify is, too large the amount of data, and usually there are much noise, resulting in a long processing time, low recognition rate [24] . Thus, it turns out the new focus of the researches on current face recognition technology about how to extract the low-dimensional discriminant features favorable to the classification, how to reduce the computational complexity and how to improve the recognition precision in the high-dimensional feature.
In order to achieve this goal, we need to reduce the dimension of data. Data dimension reduction is a data analysis method for reduce high-dimensional data to lowdimensional [3] . There are one kind of feature extraction method, which is divided into linear types and nonlinear types. The representative of linear feature extraction method is principal component analysis (PCA) [5] , [6] , its main idea is to use less comprehensive variables to replace the original more variables, with preserving as much the original data variance energy as possible. The main difference between the nonlinear and the linear dimensionality reduction method is that the non-linear feature transformation is used in the dimension reduction process. The existing nonlinear methods include kernel function-based algorithms (such as Kernel PCA [7] ) and manifold learning based-on algorithms [8] , [9] (eg, Locally Linear Embedding(LLE) [10] , ISOMAP [11] ).
However, when used directly in the field of face recognition, the algorithm accuracy can not fully meet the requirements of current research and application. For the reason, the gray face image is essentially a two-dimensional matrix and not a one-dimensional vector. The feature reduction algorithm is re-arranging the two-dimensional image data into one-dimensional vector, which actually loses the structural nature of the data itself, and the correlation between the data points. If directly dealing with the two-dimensional matrix itself, its possible to greatly increase the accuracy of digital image classification with the information of its own association.
In order to directly deal with the two-dimensional face data, so as to obtain the more essential expression of the face image, this paper develops a data-dimension reduction method based on tensor-Multidimensional Discriminant Subspace Projection (MDSP)). The method is intended to construct a multi-dimensional linear dimensionality reduction method for processing tensor data. The original face image is regarded as the second-order tensor as the data input of the MDSP algorithm. By solving the optimization problem of the constructed objective function, the target projection matrix [12] is obtained. The second-order face tensor is transformed into the orthogonal low-dimensional eigenvector through the projection matrix. The MDSP algorithm also gives the constraint of the objective function, which ensures that the distance between the different classes is the largest and the distance within a class smallest in the low-dimensional feature space, with reaching the purpose of removing redundancy, preserveing and extracting the effective grayscale features and topological features of images. The main progress of this paper are as follows:
1. Developing a tensor-based MDSP method, which takes the face image as a tensor to directly reduce the dimension, rather than reordering the vector. Thus, it preserves the structure and topological properties of the data itself.
2. Introducing a Tensor to Vector Projection(TVP) method, which is different from the traditional VVP (Vector to Vector Projection) method and the TTP (Tensor to Tensor Projection) method. TVP is a method of is projecting the tensor data into the vector discriminant subspace, and obtaining the vector data from the tensor data.
3. Using the discriminant subspace method for tensor space. This method uses the supervisory information in the original data to extract irrelevant discriminant features from the tensor data. These features have the following characteristics: the intra-class dispersion is the smallest and the interclass dispersion is the largest, and the data are orthogonal to each other.
The following sections of this article is organized as follows: Section 1 describes the basic theory of the methods used in this paper, including tensor operations and TVP mapping; Section 2 introduces the multidimensional orthogonal discriminant subspace projection algorithm (MDSP); Section 3 gives the results of this algorithm compared with the PCA and other classical methods. Finally, section 4 summarizes and prospects this paper.
II. METHODOLOGY A. TENSOR OPERATIONS AND TVP PROJECTION
The original face data is tensor data. The tensor is a multilinear function defined in some vector spaces and some dual spaces. The coordinates of the tensor are in the n-dimensional space, and there is an amount of N components, where each component is a function of coordinates, And in the coordinate transformation, these components are also in accordance with certain rules for linear transformation. N is called the order of the tensor. In the sense of isomorphism, the zero order tensor (N = 0) is scalar, the first order tensor (N = 1) is the vector, and the second order tensor (N = 2) is the matrix. The tensor operation associated with this method can be found in the literature [13] - [16] .
In order to reduce the dimension of the data, we need to project the original high-dimensional tensor data to the feature space, so as to get low-dimensional data. The traditional projection methods include TTP [18] (Tensor to Tensor Projection) and VVP (Vector to Vector Projection). The TTP method is to project the tensor data into the tensor feature space, and the resulting dimensionality data is also tensor. The VVP method is to project the vector data into the vector feature space, and obtain the vector data after dimension reduction. This article will introduce a new projection method TVP (Tensor to Vector Projection). The TVP method [19] is to project a tensor x into the vector y where Q and p < 
. . , P). And its projection operation is:
(1)
B. MULTIDIMENSIONAL ORTHOGONAL DISCRIMINANT SPACE PROJECTION
By solving the appropriate projection vector set PV, multidimensional orthogonal discriminant space projection algorithm (MDSP) projects the original tensor data to the discriminant subspace through the TVP method, and obtains the projected feature dimension data and the best projection vector set. Finally, the original data is mapped by the projection vector set, and the reduced dimension data is taken as input to be classified.
This method deals with M original tensor samples. The initial tensor X m (m-th sample) (X m ∈ R I 1 ×I 2 ×···×I N , m = 1, 2, M) will be reduced to a P-dimensional vector, where
The general idea of the algorithm is as follows: Firstly, the P projection vector sets of X m , called PV, is determined by the MDSP method. The p-th projection vector set is:
Using P PVs, the TVP method is used to project the resulting vector y m ∈ R p , m = 1, 2, M. Where the p-th element of y m is denoted as y m p .
The main purpose of the MDSP approach is to find the most suitable PV. In order to measure the projection effect and find the best set of projection vectors, this method defines the inter-class dispersion S B p and the intra-class dispersion S W p of the reduced data set y m M m=1 and the criterion function F p (1, 2, . . . , p), which measures the accuracy of classification. S B p is the inter-class dispersion of the results of all the reduced-size samples after the p-th PV projection, and S W p is the intra-class dispersion of the results of all the reduced-size samples after the p-th PV projection. F p is the discriminant VOLUME 6, 2018 function of the sample after the dimension reduction in the p-th PV projection.
C is the number of samples, N c is the number of samples in the c-th class, and c m is the class label for the m-th training
In order to obtain the best projection effect, the degree of inter-class dispersion after projection should be the largest, and the intra-class dispersion should be the smallest, that is, to maximize F p , so we need to solve the following optimization problem:
At the same time, in order to make the vector of the projected data set orthogonal to each other, this method introduces the base vector g p . Let g p be the p-th base vector, where the m-th element of g p is g p (m) = y m p , m = 1, 2, . . . , M. We use these basis vectors to construct the constraints of (6):
. . , P, where
The core of the MDSP method is to solve the equation (6) with orthogonal constraints to obtain the best projection vector set PV after dimensionality reduction. The first PV is calculated by solving the optimization problem that maximizes F 1 , and
In addition to maximizing F p , its needed to join the constraints, q = 1, 2, . . . , p − 1, so order to get the p-th
In calculating the p-th projection vector set PV p , we need to find u (n * ) p for each given n * , 1 ≤ n * ≤ N . To this end, we use the iterative method to find u (n * ) p . It is assumed that the other values u (n)T p , n = n * have been found in the last iteration. The projection of the tensor data on the other N−1 dimensions is
In order to facilitate the subsequent calculations, so that y
p , so that the vector of the vector set after the original tensor is projected on the other N-1 dimensions is orthogonal to each other and the inter-class dispersion is the highest, and the intra-class dispersion is the lowest. In order to digitize this statement, we follow the above method, and define the inter-class dispersion S
Where y (10) can be solved by the method of feature decomposition and the optimal u (n * ) p be obtained, p = 1, 2,....n * can take 1, 2, . . . , N. By changing the value of n * , all the P PVs can be obtained. And then according to (2) , it is easy to find the vector set after dimensionality.
In order to make the whole calculation step clearer, this section gives complete algorithm steps. The algorithm for the MDSP method is as follows:
The original tensor data is dimensioned by the MDSP algorithm, and the resulting data set is used as the training set. And the test data set (which is different from the original tensor data used to generate the training set) is obtained by mapping the projection vector set. The data is used as input to the classifier KNN, so that the class labels for each sample in the test set are available, and the correct rate of the classification is counted.
The algorithm uses the iterative method to solve the optimization function. The convergence problem directly restricts the final classification effect of the algorithm, so it is necessary to analyze the convergence. Given the subspace dimension P of dimensionality reduction, we need to solve a total of P projection vector sets (PVs), where the p-th projection vector set is
The iterative process takes place in the process of solving PVp.
When solving PVp, a total of KM cycles are performed. In each iteration, the optimization process (Eq. (10)) for each variable u (n * ) p , p = 1, 2, . . . , P is a multivariable convex optimization problem, and the global optimal solution can be obtained by feature decomposition. Similar to the literature [28] , [29] , it has been proved that this iterative algorithm can guarantee that the total objective function values given in equation (10) are monotonically increasing in each iteration process and that the total objective function values are bounded (To our problem, the objective function value has an upper bound), so the method adopted in this paper can guarantee convergence to the local optimal solution. In the experimental part, we will analyze the relationship between the objective function value and the iteration number KM in
Algorithm 1
Input: Tensor training data set.
The length of the feature vector to be obtained P; Maximum number of iterations KM; Test data set.
Output: P projection vector sets PVs, where the p-th projection vector set is denoted as
p ∈ R I n , p = 1, 2, ..., P; Dimensionality reduced data set; MDSP algorithm process: FOR p = 1 to P (The pth step is to compute the pth PV) FOR n = 1 to N, initialize the projection vector; FOR k = 1 to KM (start k-th iteration) FOR n = 1 to N ; If p <P, p + 1-th cycle will be performed. If p = P, terminate the program. The training data set and the test data set are multiplied by the projection vector set to obtain the reduced dimension data the formula (10) , and prove that the algorithm does converge to a good state.
III. EXPERIMENTS
In order to verify the effect of the feature reduction algorithm proposed in this paper, we respectively use the original image data and the feature data dimensioned by MDSP, PCA or LDA [22] algorithm as input data to do face recognition experiments, and the count their classification accuracies. In the experiment, for each person, randomly selecting different numbers (5 and 6, respectively) for the training of images, and using the remaining images to test the experimental accuracy. Each group of experiments was repeated 10 times. The nearest neighbor parameter K in KNN is 3, and the subspace dimension reduced is P. The average recognition rate of each method and the comparison of the subspace dimension are obtained, as shown in Fig1. According to the empirical data, if the subspace dimension is too large, the classification effect will be poor. So here taking the subspace dimension P from 1 to 101 by a step of 5. As the ORL database only has 40 classes, so the use of LDA dimensionality, the input of high-dimensional data can only be reduced to 39 degrees or less. KNN method does not involve dimensionality reduction. In order to be more intuitive, the accuracy of KNN is represented by a horizontal line in Fig. 1 , where ordinate of the line indicates the classification accuracy of KNN when K = 3.It can be seen from the figure that the method proposed in this paper is superior to the contrast method. Specifically, for each method, the subspace dimension of the method is chosen to achieve the best recognition accuracy, and the experiment is repeated to obtain the best experimental results of the method. Table 1 shows the best classification of the four methods. In order to further analyze the advantages of MDSP algorithm in face recognition, this paper analyzes and compares the error rates of four different methods in each category of ORL database. In the experiment, the KNN neighborhood number K = 3 and the subspace dimension P = 20 are fixed. Each experiment randomly select 5 samples in each class for training, the remaining five samples for testing. Each method was repeated 10 times, and the number of times that each category was predicted to be wrong are shown in Table 2 .
In order to verify that the iterations in the algorithm are convergent, we do a lot of experiments using different iterations, and we get the relationship between the objective VOLUME 6, 2018 function values and the iteration times in Eq. (10) . Figure 2 shows the relationship between the objective function value and the number of iterations KM in equation (10) in an experiment.
B. FERET FACE DATABASE EXPERIMENT RESULTS
FERET (Face Recognition Technology) database [24] contains 14126 multi-pose, different-light gray face image, involving 1199 individuals, and collected at different stages, is one of the most widely used face database in the field of face recognition. Each person in the FETET database contains a wide range of changes in face images. The main changes include size, attitude, light, expression, and age. The change of light has a great effect on the display of face images,even some images all black (still grayscale).
In this experiment, we selected 200 people, 7 face images per person in the FERET database. During the experiment, for each person, randomly selected images of different numbers (4 and 5, respectively) were used for training, and the remaining images were used for accuracy testing. Each group of experiments was repeated 10 times. The nearest neighbor parameter K in KNN is 3, and the subspace dimension P is reduced. The average recognition rate of each method and the comparison of the subspace dimension are obtained, as shown in Fig3. The subspace dimension P changes from 1 to 101 and the step size is 5. According to the analysis on the ORL database, since the FERET database has 200 categories, the LDA method has a maximum dimension of 199. The accuracy of directly using the KNN method is the same as the experiment on the ORL database, represented by a horizontal line. For each method, when the number of KNN neighborhoods K is 3, the subspace dimension of the method is selected to achieve the best recognition accuracy, and the experiment is repeated to obtain the best experimental results of the method. The best experimental results for the four methods are shown in Table 2 .
C. ANALYSIS OF EXPERIMENTAL RESULTS
1. Figure 1 and Figure 3 show the results of different face recognition experiments in different databases (ORL database and FERET database). We found that in the case of the same dimension of the reduced dimension space and the same input parameters of KNN method, the MDSP method has obvious advantages over the traditional method PCA and LDA in improving the recognition accuracy of the face image, which means that the MDSP method uses the tensor data to deal with it directly, instead of the vector processing method, which is very effective.
2. Through the comparison of the accuracy in Fig. 1, Fig. 3 and Table 1 and Table 3 , we find that the classification accuracy by KNN method improved after the data was dimensionreduced. This shows that the data dimension reduction is very effective for the classification of the model, the data dimensionality can eliminate the redundant information in the data, extract the most representative of the original data of the expression. In the feature extraction, the tensor method adopted by MDSP can preserve the effective features [26] of the original data, such as topological characteristics, local association and so on, so its classification accuracy is much ahead of other methods of reducing the local correlation PCA and LDA.
3. Figure 1 and Figure 3 show the classification accuracy of the four methods under different subspace dimensions P. It can be seen that when P increases within the range of 1 to 10, the classification accuracy of each method will be significantly improved. However, when P>50, the increase in P will lead to lower classification accuracy. Through this experiment, we can get the dimensionality dimension which makes the classification accuracy the highest.
4. For each method, we select the subspace dimension P which makes this method the highest classification accuracy, and repeat the experiment several times to get the best classification accuracy of this method on each database. Since the algorithm is randomly sampling, the resulting average classification accuracy is slightly different from the maximum accuracy shown in Figure 1 and Figure 3 , but these accuracy are within acceptable limits after taking into account the standard deviation of the algorithm classification. It can be seen from Table 1 and Table 3 that the best classification effect of MDSP method is obvious better than the best classification effect of the other three methods.
5. Using KNN, PCA, LDA methods in the ORL database, fixed parameters for repeated experiments, the classification accuracy of the standard deviation is small. While repeated experiments in the FERET database, the variance is large. The MDSP method in the ORL database and FERET database classification standard deviation is small, indicating that MDSP method stability much more than the other three methods.
6. To more specifically analyze the advantages of the MDSP algorithm, we counted the error rate for each method on each ORL database. The results shown in Table 2 show that the MDSP algorithm is significantly lower than other methods on Category 4 and 28, and Table 4 is a partial face image of these two categories.
It can be seen that these two types of face is very difficult to distinguish, because both of them are wearing glasses, which is very negative for face recognition. On the other hand, for the light is dark, these two types of face and the background is difficult to distinguish. The image of the fourth type of face also appeared the eyes-closed phenomenon, which is not conducive to classification.And the 28th face takes much beard, cover the whole part of the face characteristics, so the traditional identification algorithm is difficult to distinguish.However, MDSP method, described in this paper, takes a good recognition of these two types of face, which shows that MDSP algorithm can effectively eliminate the interference data, extract more and more conducive to classification of information.
IV. CONCLUSION AND OUTLOOK
Dimensional reduction method is an important means to improve the accuracy of face recognition. This paper develops a new dimensionality reduction method -multidimensional orthogonal subspace projection (MDSP). The algorithm uses a new projection method TVP (Tensor to Vector Projection [17] ) instead of the traditional TTP method and VVP method, directly extracts irrelevant vector discriminant characteristics from the tensor data, and the formation of data size is much smaller than the original tensor data Lowdimensional vector. The classifier can classify and identify the data after dimensionality reduction directly.
This method has done a lot of contrast experiments on the ORL database and the FERET database. The relationship between the classification accuracy of each method and the subspace dimension is analyzed, and the parameters that can maximize the performance of the algorithm are found out. The experimental results show that MDSP is much higher than the traditional dimensionality reduction algorithm in classification accuracy and classification stability.
Although this method has obvious advantages in the accuracy of face recognition over traditional methods, there are still some shortcomings. The method proposed in this paper does not take into account the data noise. In fact, we directly use less noise data for experiments and therefore achieved good results. However, more data is noisy, and these noises make the sample different materially from the normal sample, causing greater difficulty in classifying the pattern. Therefore, how to effectively remove or reduce the noise in the data, reduce the impact of noise on the classification, making the algorithm more robust and universal, is the focus of the next study.
