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Abstract— In this paper, a construction of a pair of quasi-
cyclic LDPC codes to construct a quantum error-correcting code
is proposed. Our construction method is based on algebraic
combinatrics and have lots of variations for length, code rate.
I. INTRODUCTION
This paper presents a construction of a pair of quasi-cyclic
low-density parity-check codes as ingredients of a CSS code.
A class of CSS codes is one of the most famous quantum
error-correcting codes. Since CSS codes find their applications
not only for quantum error-correction but also for privacy
amplification of quantum cryptography, they have become
important research objects for quantum information theory
[10].
A CSS code is constructed by a pair of linear codes. The
pair of linear codes are required to have twisted relation, that
is, one of the codes includes the dual code of another one. (In
this paper, we denote the condition for a pair of codes to be
twisted by (T).) Since the twisted relation is not required in
classical coding theory, the ways of constructing such codes
have not yet been sufficiently investigated. In this paper, a pair
of linear codes is realized to be quasi-cyclic LDPC. Quasi-
cyclic LDPC codes are a practical class of classical error-
correcting codes due to its compact representation and good
performance, especially for short code lengths [11], [1].
There are related works aiming at constructing CSS codes,
i.e. to realize a pair of linear codes with twisted relation. If
we roughly classify them into two classes, one is based on
algebraic-geometry codes (e.g. [6]) and the other is based on
LDPC codes. Our research is the later one. In the previous
related works, computational approach is used to design a
parity-check matrix of a LDPC code, for example Monte-Carlo
method [5], Finding Low-Weight Codeword problem [2]. Our
method of designing a parity-check matrix of a LDPC code
does not rely on using a computer search. Furthermore, one
of advantages of our method is a guarantee to obtain a good
property for a parameter “girth”, which affects performance
of an LDPC code. (In this paper, explicit statement of this
property is denoted by (G).)
This paper is organized as follows. In §II, we introduce
notations, definitions and state our main results. To prove our
main results in §IV, we prepare key lemmas in §III. In §V, we
report simulation results of error correcting property for some
of our codes. At last, in §VI, variations of our code and the
future directions of our research will be discussed.
II. NOTATION, PRELIMINARIES, AND MAIN RESULTS
CSS (Calderbank-Shor-Steane) codes are quantum codes
constructed by a pair of classical linear codes C,D. The
following condition (T), called twisted relation, is required
for the two codes to define a CSS code:
(T) D⊥ ⊂ C,
where D⊥ is the dual code of D. Definition of a dual code
D⊥ of a given code D is the following:
D⊥ := {d′|d×T (d′) = 0, ∀d ∈ D},
where T (d′) is the transposed vector of d′. In this paper, we
assume that our linear codes are binary. Note that D⊥ is equal
to the linear code generated by a parity-check matrix of D.
A function 〈, 〉, defined by 〈x, y〉 := x ×T y, gives an inner
product over the binary field. The dual code D⊥ is regarded
as an orthogonal space of D via 〈, 〉.
The relation of such a pair of “classical” linear cored C,D
and a “quantum” CSS code is not mentioned in this paper.
Our paper focuses on constructing such a pair C,D, in order
to obtain CSS codes, which are quasi-cyclic LDPC. Please see
[8] for the relation of them.
Remark 2.1: In general, a pair of linear codes forming a
CSS code is denoted by C1, C⊥2 . For the ease of notation, we
use C (D) instead of C1 (C⊥2 ), respectively.
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then C is said to be a quasi-cyclic (QC) LDPC code, where














For an integer b ≥ 0, we put I(b) = I(1)b and denote the size
of I(1) by P . Let us denote a matrix which consists of the
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cJ−1,0 cJ−1,1 . . . cJ−1,L−1

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We call HC an index matrix of HC .
Quasi-cyclic LDPC codes are one of important classes of
the classical error-correcting codes. For example, as we have
shown, they have a compact representation of a parity check
matrix via the index matrix. With sum-product decoding, it is
expected that quasi-cyclic LDPC codes has good performance,
especially for short code length.
Remark 2.2: In some studies of quasi-cyclic LDPC codes,
I(bi,l) stands for a zero-matrix if bi,l < 0. However, in this
paper, bi,l is regarded as an element of ZP = {0, 1, . . . , P−1}.
Therefore, I(b) cannot be a zero-matrix.
The notion of girth, which has been mentioned in the
introduction, is one of the properties of the Tanner graph
associated with a given parity-check matrix. (Please see [4]
for details.) We introduce the condition which is equivalent to
the following informal statement “the girth of a given parity-
check matrix is greater than or equal to 6.”
Fact 2.3: The girth of a parity-check matrix H = (hi,j) is
greater than or equal to 6 if and only if we cannot have hx,y =
hx,y′ = hx′,y = hx′,y′ = 1 for any quadruple x < x′, y < y′.
For the ease, we denote the following condition by (G).
(G) The girth of Tanner graph of a parity-check matrix is
greater than or equal to 6.
Our main results are the following:
Theorem 2.4: Let C,D be QC LDPC codes.
(i) For any odd L > 0, there is no pair C,D such that (G),
(T) hold simultaneously.
(ii) For any even L > 0 and any 1 ≤ J,K ≤ L/2, there
exists P such that C is a (J, L, P )-QC LDPC code and D is a
(K,L, P )-QC LDPC code and C,D satisfy both (G) and (T).
Theorem 2.4 (ii) is obtained, as a corollary of the following
result.
Theorem 2.5: Let P be an integer which is greater than
2 and σ an element of Z∗P := {z|z−1 exists} with ord(σ) 6=
#Z∗P , where ord(σ) := min{m > 0|σm = 1} and #X means




σ−j+l 0 ≤ l < L/2
−τσj−1+l L/2 ≤ l < L
dk,l :=
{
τσ−k−1+l 0 ≤ l < L/2
−σk+l L/2 ≤ l < L
and put
HC = [cj,l]0≤j<J,0≤l<L,HD = [dk,l]0≤k<K,0≤l<L,
where L/2 = ord(σ) and 1 ≤ J,K ≤ L/2, then C,D satisfy
(G) and (T).
Example 2.6: Let P = 7, (Z∗P = {1, 2, 3, 4, 5, 6}) and
choose σ = 2, τ = 3. Then L/2 = ord(2) = 3 and we put
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 5 3 6 6 5 36 5 3 5 3 6
3 6 5 3 6 5


provide us with C and D which are QC-LDPC codes and
which satisfy (G) and (T).
If C = D and C⊥ ⊂ C, the CSS code obtained by C is
called self-dual containing ([3], [5]). With quasi-cyclic LDPC
conditions, we have the following negative result for self-dual
containing.
Theorem 2.7: There is no self-dual containing QC-LDPC
code which satisfy (G) and (T).
III. QUASI-CYCLIC LDPC CODES WITH (T)
In this section, we give some necessary and sufficient
conditions for QC-LDPC codes C,D to satisfy (T).
Let us denote rows of index matrices C,D by cj , dk,
respectively, in other words,
cj := (cj,0, cj,1, . . . , cj,L−1),
dk := (dk,0, dk,1, . . . , dk,L−1).
In Example 2.6, c0 = (1, 2, 4, 2, 4, 1), d1 = (6, 5, 3, 5, 3, 6).
For an integer sequence x = (x0, x1, . . . , xL−1), we
call x multiplicity even if each entry appears even times.
For example, (0, 1, 1, 0, 3, 3, 3, 3) is multiplicity even. And
(0, 2, 2, 4, 4, 4, 0) is not multiplicity even, since “4” appears
odd times.
Proposition 3.1: Let C be a (J, L, P )-QC LDPC code and
D a (K,L, P )-QC LDPC code. The codes C and D satisfy
(T) if and only if cj −dk is multiplicity even for any 0 ≤ j <
J, 0 ≤ k < K .
It is easy to verify that the parameters from Example 2.6
satisfy Proposition 3.1. In fact, c0 − d1 = (1 − 6, 2 − 5, 4 −
3, 2− 5, 4− 3, 1− 6) = (2, 4, 1, 4, 1, 2) is multiplicity even.
To prove Proposition 3.1, we prepare some lemmas.
Lemma 3.2: Let C and D be linear codes. (T) holds on C
and D if and only if any row of HC is orthogonal to any row
of HD.
Proof: Remember that HD is a generator matrix of the
dual code D⊥.
D⊥ ⊂ C
⇐⇒ ∀d′ ∈ D⊥, HC(d′)T = 0
⇐⇒ HC(d′)T = 0, for any row d′ of HD
⇐⇒ 〈c′, d′〉 = 0 for any row d′ of HD and any row c′ of
HC
⇐⇒ any row d′ of HD are orthogonal to any row c′ of HC .
We divide HC into the following J row-blocks:
HCj := (I(cj,0), I(cj,1), . . . , I(cj,L−1)), 0 ≤ j < J.
In a similar way, we divide HD into K row-blocks.
Before moving to Lemma 3.3, we make the following
observation: It is easy to verity that any row of HC and any
row of HD are orthogonal if and only if any row of HCj and
any row of HDk are orthogonal for any 0 ≤ j < J, 0 ≤ k <
K .
Lemma 3.3: For 0 ≤ j < J, 0 ≤ k < K , any row of HCj
and any row of HDk are orthogonal if and only if cj − dk is
multiplicity even.
Proof: In this proof, for the ease, denote a-th row of
HCj by Ca and denote b-th row of HDk by Db. Put a binary
matrix X := (xa,b)0≤a,b<P , where
xa,b := 〈Ca,Db〉 = Ca ×
T Db.
Then for 0 ≤ j < J, 0 ≤ k < K , X = 0 if and only if any
row of HCj and any row of HDk are orthogonal.
By the definition of X , X = HCj ×T (HDk). And by




Since I() is a binary circulant permutation matrix, X = 0
if and only if cj − dk is multiplicity even.
IV. PROOFS OF MAIN RESULTS
To prove Theorem 2.4, 2.5, 2.7, we quote the following
facts:
Fact 4.1 ([1]): A necessary and sufficient condition to have
girth ≥ 6 in the Tanner graph representation of the parity-
check matrix of a (J, L)-QC LDPC code is cj1,l1 − cj1,l2 +
ck1,l2 − ck1,l1 6= 0 for any 0 ≤ j1 < j2 < J, 0 ≤ l1 < l2 < L.
It is obvious that the above Fact 4.1 is equivalent to the
Proposition 4.2 below. A term “multiplicity free” means
that there is no pair of the same entries in a given vector.
For example, (0, 1, 2, 3, 4, 5, 6, 7) is multiplicity free, however,
(0, 0, 1, 2, 3, 4, 5) is not.
Proposition 4.2: A necessary and sufficient condition of
a QC-LDPC code C to have girth ≥ 6 is cj1 − cj2 to be
multiplicity free for any 0 ≤ j1 < j2 < J .
A. Proof of Theorem2.7
Proof: Assume that C and D are a pair of linear codes
which are the ingredients of a self-dual containing CSS code.
It implies D = C. By Proposition 3.1, cj − cj′ must be
multiplicity even for any 0 ≤ j, j′ < J . It follows that the
difference cannot by multiplicity free. On the other hand,
cj − cj′ must be multiplicity free if (G) holds by Proposition
4.2. Therefore (G) and (T) cannot hold simultaneously.
B. Proof of Theorem2.5
We quote some fundamental group-theoretical facts.
Fact 4.3 ([7]): For any P ≥ 2, Z∗P := {z ∈
ZP |z−1 exists} is an abelian (i.e. commutative) group with
multiple operation of ZP .
Fact 4.4 ([7]): Let G be a group and H a subgroup of G.
Put [g] := {hg|h ∈ H} for g ∈ G.
Then we have
[g]∩[g′] 6= ∅ ⇐⇒ [g] = [g′] ⇐⇒ g/g′ ∈ H ⇐⇒ g′/g ∈ H.
Proof: [of Theorem 2.5] First we prove that (G) holds on
C. To prove (G), we use Proposition 4.2.
Fix any 0 ≤ a < b < J . Denote the first L entries of
ca − cb by X , and the remaining L entries by Y . Then we
have X = (σ−a − σ−b) × (1, σ−1, σ−2, . . . , σ−L+1), Y =
(−σa−1 + σb−1)τ × (1, σ, σ2, . . . , σL−1)
To be multiplicity free for ca − cb, it is necessary and
sufficient that there is no pair of the same elements in X,Y .
In fact, there is no such a pair in X , and the same holds for Y .
Put G := Z∗P and H := {1, σ, σ2, . . . , σL−1}. By using the
same notation as in Fact 4.4, we obtain that the elements of X
are [σ−a−σ−b] and the elements of Y are [(−σa−1+σb−1)τ ].
By (σ−a − σ−b)/((−σa−1 + σb−1)τ) = σ−a−b+1/τ ∈/ H , it
follows that X ∩ Y = ∅.
By a similar argument, we may show that (G) holds on D.
At last, we show that (T) holds on the pair (C,D) by using
Proposition 3.1. Choose any 0 ≤ j < J, 0 ≤ k < K and
denote the first L entries of cj − dk by Z and the remaining
by W .
The elements of Z are [σ−j − τσ−k−1] and the elements
of W are [−τσj−1 +σk]. Since (σ−j − τσ−k−1)/(−τσj−1 +
σk) = σ−j−k ∈ H , the elements of Z are equal to the
elements of W . Thus cj − dk is multiplicity even.
C. Proof of Theorem 2.4
We quote some fundamental facts from group theory and
number theory.
Fact 4.5 ([7]): If P is a prime, then Z∗P is a cyclic group.
In other words, there exists z ∈ Z∗P such that Z∗P =
{1, z, z2, . . . zP−2}.
Fact 4.6 (Dirichlet’s Theorem [9]): For a series An := b+
an, primes appear infinitely in A1, A2, . . . if the greatest
common divisor of a, b is equal to 1.
Proof: (i) Let L be an odd integer and C,D QC-LDPC
codes. To satisfy (T) for C,D, it is necessary to be multiplicity
even for cj − dk by Proposition 3.1. It is impossible since L
is odd.
(ii) Let L be an even integer and J,K integers with 1 ≤
J,K < L/2.
In case L = 2, put P = 3, σ = 1, and τ = 2. Then Theorem
2.5 provides us with a pair of linear codes which satisfy (G)
and (T).
From here on, we assume L ≥ 4. If there exist a prime
P = 1 + (L/2)n, x > 2, Theorem 2.4 holds. Since Z∗P is a
cyclic group of order (L/2)n (Fact 4.5), there is a generator
z. Put σ := zn, then we have ord(σ) = L/2 and we may
choose τ . By Theorem 2.5, it follows that Theorem 2.4 holds.
On the other hand, by Dirichlet’s theorem (Fact 4.6), such a
prime P exists.
V. SIMULATION RESULTS OF ERROR-CORRECTING
PERFORMANCE
We performed simulations for error-correcting performance
of our codes with sum-product decoding, which is generally
used as decoding method for LDPC codes, and with some
parameters (J, L, P, σ, τ). We assumed that the channel is
binary symmetric. The reason is the following. It is known that
if we implement C/D⊥ for deleting the noise in the shared
keys by the BB84 protocol, then we have applications not only
for error-correction but also for privacy amplification. And the

















Fig. 1. Simulation Results: Block Error Rate and Cross Over Probability of
BSC
Figure 1 shows simulation results for our codes C. The list
of the parameters (J, L, P, σ, τ) are written south-east side of
the figure. The code lengths are obtained by L× P .
VI. VARIATIONS AND FUTURE SUBJECTS
A. Variation of the Length
We observe the length of our code obtained by Theorem
2.5.
In general, parameters J,K should be greater than or equal
to 3. If they are smaller than 3, then sum-product decoging
does not work well. Thus L/2 is expected to be greater than
or equal to 3, since J,K ≤ L/2.
Figure 2 is a histogram of “length ≤ 10000 and the
cardinality of the triples (P, σ, τ)” with P ≤ 200 and L ≥ 3.
As we see on Figure 2, various lengths are realizable by our
code. For example, there exist 35514 triples (P, σ, τ) which
provide us with codes whose lengths are more than 500 or
less than 1001.
B. Code Space and Code Rate
The code rate of a CSS code is the following:
dimC − dimD⊥.
Fig. 2. Histogram of Lengths and Numbers of triples
By our proposal, we can construct a (J, L, P )-QC LDPC code
C and a (K,L, P )-QC LDPC code D for any L, 1 ≤ J,K ≤
L/2. The code rates of C,D are dimC ≃ 1−(JP−J+1)/LP
and dimD⊥ ≃ (KP −K+1)/LP , respectively. This implies
that the code rate, achieved by our proposal, is
1− (JP +KP − J −K + 2)/LP ≃ 1− (J +K)/L.
Therefore we can see that almost any code rate can be provided
by our proposal.
We have constructed parity-check matrices HC , HD. It is
easy to verify that if we choose J and K to be less than
L/2, then the parity-check matrices are submatrices of parity-
check matrix, constructed from parameters J = K = L/2.
In fact, this phenomenon can be generalized to the following
proposition: if we construct parity-check matrices H ′C , H ′D
by deleting rows from given parity-check matrices HC , HD
whose associated codes satisfy (G)(T), then the code con-
structed from H ′C , H ′D also satisfy (G)(T).
Let C′, D′ be code spaces associated to submatrices of
parity-check matrices HC , HD, respectively. Since C ⊂ C′
and D′⊥ ⊂ D⊥, it follows that (T) holds. On the other hand,
codes with parity-check matrices HC , HD satisfy (G). Hence
subcodes with parity-check matrices HC′ , HD′ also satisfy
(G).
By deleting rows, we could arrange the code space and the
code rate very finely. Another advantage of deleting is that it
is possible to remove small loops of Tanner graph. We may
expect to improve error-correcting performance. To find good
deleting algorithm is the subject of our future research.
C. Indices cj,l, dk,l
It is interesting to characterize indices cj,l, dk,l which pro-
vide us with codes satisfying (T) and (G) both. We can obtain
ones of different examples from our proposal by simultane-
ously replacing cj,l, dk,l to cj,l− z, dk,l− z (0 ≤ l < L/2) for
all z ∈ ZP . Similarly, we can simultaneously replace them to
cj,l−z, dk,l−z (L/2 ≤ ∀l < L). Furthermore, we can replace
them to zcj.l, zdk,l (0 ≤ l < L) for any z ∈ Z∗P .
D. With a Zero Matrix
As we mentioned in Remark 2.2, a zero-matrix is used as a
block of a parity-check matrix. Our propositions 3.1 and 4.2
can be applied to such the case by generalizing the definitions
of multiplicity free and multiplicity even as follows:
Let us denote the index ca,b or da,b by ∞ if (a, b) block
of a parity-check matrix is a zero-matrix, generalizing the
difference − by defining
z −∞ = ∞,∞− z = ∞,∞−∞ = ∞.
We call a vector “multiplicity free” if there is no duplication in
its entries except for symbol ∞. We call a vector “multiplicity
even” if each entry of the vector appears even number of times
except for symbol ∞.
By the generalization above, Propositions 3.1 and 4.2 work
well. Thus, we can easily verify that given QC-LDPC codes,
with zero-matrices satisfy (G) and (T). However, we did not
find a good construction method, like our main theorem 2.5.
It is also a future research subject.
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