In this paper, we propose an effective scene text recognition method using sparse coding based features, called Histograms of Sparse Codes (HSC) features. For character detection, we use the HSC features instead of using the Histograms of Oriented Gradients (HOG) features. HSC features are extracted by computing sparse codes with dictionaries, which are learned from data using K-SVD, and aggregating perpixel sparse codes to form local histograms. For word recognition, we integrate multiple cues including character detection scores and geometric contexts in an objective function. The final recognition result is obtained by searching for the word which corresponds to the maximum value of the objective function. The parameters in the objective function are learned using the Minimum Classification Error (MCE) training method. Experiments on the ICDAR2003 and SVT datasets demonstrate that the HSC-based scene text recognition method outperforms the HOG-based method significantly and achieves the state-of-the-art performance.
INTRODUCTION
Since texts in images and videos contain rich high-level semantic information, which is valuable for understanding the scenes, scene text recognition has attracted increasing attentions in the computer vision community in recent years. However, scene text recognition is nontrivial due to background clutters, illumination changes, and the variation of text position, size, font, color and line orientation.
Since the work of [1] , object recognition/detection based scene text recognition methods have achieved significant progress for scene text recognition [2] [3] [4] . In this type of methods, each character class is considered as a visual object, and a character detector is used to detect and recognize character candidates simultaneously. The final word recognition result is obtained by combining character detection results and other contexts (e.g. geometric constraints, language model, etc.). Since methods of this kind jointly optimize text detection and recognition, they have shown superior perfor- * the corresponding author. mance to traditional Optimal Character Recognition (OCR) based methods.
Related work. In object recognition/detection based scene text recognition methods, a key issue is to design character features for character detection. In [1] [2] , the Histograms of Oriented Gradients (HOG) features are used for character detection. In [3] , a convolutional neural network (CNN) based character classifier is used for character detection and classification. Shi et al. [4] adopt a part-based tree-structured detector for character detection and classification. However, it needs to artificially design a tree-structured model and annotate training samples for each class, which is nontrivial and time-consuming. Ren et al. [5] develop the Histograms of Sparse Codes (HSC) features but they only use the HSC features for object detection.
In this paper, we propose an effective scene text recognition method using the HSC features. In extracting the HSC features, per-pixel sparse codes are firstly computed with dictionaries, which are learned from data using K-SVD in an unsupervised way. The per-pixel sparse codes are then aggregated to form local histograms similar to HOG. For word recognition, we design an objective function to integrate character detection results and geometric constraints. The parameters in the objective function are learned using the Minimum Classification Error (MCE) training method [6] . Experiments on the popular ICDAR2003 and SVT datasets show that, for scene text recognition, our method using the HSC features significantly improves the performance of that using the HOG features, and achieves the state-of-the-art performance.
THE HISTOGRAMS OF SPARSE CODES FEATURES
Feature representation is an important issue in pattern recognition and computer vision problems. The HOG features have been proven effective and popularly used in object detection [7] [8] [9] as well as in scene text recognition [1] [2] . The core of HOG is to use gradient orientation at every pixel to represent local appearance and shape of an object. While HOG is very effective in describing local features (such as edges) and robust to appearance and illumination changes, it can not effectively describe local structure information [10] .
In scene text recognition, character structure information is important to characters and has been used in [4] . However, 978-1-4799-5751-4/14/$31.00 ©2014 IEEE the structured features used in [4] are artificially designed, and for each character class one needs to design its specific structure and annotate its training samples. This is nontrivial and it is difficult to apply this method to tasks with more character classes (such as Chinese characters).
In this paper, we propose to learn a feature representation that describes much richer structures of characters based on sparse coding. In [5] , sparse coding is used to compute per-pixel sparse codes, which are aggregated into histograms, i.e., forming the Histograms of Sparse Codes (HSC) features. HSC shows its advantages over HOG in representing richer structures. We adopt the HSC features to represent structures of characters for scene text recognition.
Local Representation via Sparse Coding
For computing per-pixel sparse codes, we need to learn a dictionary from data. We employ K-SVD [11] for dictionary learning, which learns common structures of objects in an unsupervised way. Given a set of image patches X = [x 1 , ..., x n ], K-SVD jointly learns a dictionary D = [d 1 , ..., d k ] and an associated sparse code matrix α α α = [α α α 1 , ..., α α α n ] by minimizing the reconstruction error:
where α α α i are the columns of α α α, l 0 norm (i.e., || · || 0 ) counts the non-zero entries in the sparse code α α α i , and K is a constant for constraining the sparsity level. K-SVD solves this problem iteratively by alternately optimizing over D or α α α while fixing the other. Fixing D, the codes α α α can be efficiently computed using the greedy Orthogonal Matching Pursuit (OMP) algorithm [13] ; Fixing α α α, the problem reduces to a least square estimation problem that can be solved by using singular value decomposition. Once the dictionary D is learned, sparse codes at each pixel in an image pyramid are computed using OMP again. When learning the dictionaries, we can set the patch size and the dictionary size (i.e., m) to different values. In this paper, we set the dictionary size to 100 empirically. The learned dictionaries with three patch sizes are showed in Fig. 1 . We can see that, with a larger patch size, the dictionary can represent more rich and detailed structures. Thus in our experiments, we use the dictionary with a patch size of 9 × 9.
Aggregation into Histograms of Sparse Codes
With the learned sparse codes at each pixel, we aggregate them into histograms using a strategy similar to HOG. In extracting the HSC features, a character candidate is divided into small cells (8 × 8) and a feature vector of each cell is computed. Denote the sparse codes at a pixel by α α α ∈ IR m . For each non-zero element α i in α α α, we use bilinear interpolation to assign its absolute value |α i | to one of the four spatiallysurrounding cells. On each cell, a feature vector F is obtained by averaging the codes in a 16 × 16 neighborhood. This feature is called the HSC feature in [5] . F is normalized with its L 2 norm. Finally, to increase the discriminative power of HSC, each value is transformed using the Box-Cox transformation (also called variable transformation [12] ). We set the power of variable transformation to 0.25. For character detection, we train a multi-class character classifier using a supervised training procedure. For each character class, the HSC features of the training samples are extracted using the learned dictionary. The HSC features of the whole training samples are fed into a classifier (such as random fern and SVM) to train the character classifier. Fig.  2 shows examples of the HSC and HOG features for some character samples (as well as some non-character samples extracted from background regions). The HSC features capture richer structural information, and can better localize local patterns (such as textures, edges, corners, etc.) in each cell. In contrast, HOG captures less structural information and the edges in HOG can be off center. Fig. 3 shows the flow chart of the proposed method. For detecting character candidates, we train a character classifier based on the HSC features using a training set of character samples. In the character detection procedure, we detect potential character candidates using a multi-scale sliding window procedure with the character classifier. Non-maximum suppress (NMS) [8] is adopted to get final character detection results. Based on the character detection results, word recognition is then performed by integrating character detection scores and geometric constraints in an objective function (which will be introduced in the following subsection). Using the Dynamic Programming (DP) algorithm, we get the word recognition result which yields the minimum of the objective function. For each word image, a lexicon containing a list of words is given, and the word recognition result is retrieved from the lexicon using a word spotting strategy. 
THE WORD RECOGNITION METHOD

The Word Recognition Model
For word recognition, we design an objective function using the Pictorial Structures (PS) [8] formulation to evaluate each word in the lexicon. The PS formulation has been used for scene text recognition in [1] to find an optimal configuration of a given word. However, in [1] , the objective function does not consider the word length, which leads to a drawback that words' scores are influenced by their lengths, and thus words of different lengths are not comparable. We improve it by adding the word length into the objective function.
Let w = (c 1 , c 2 ,...,c n ) be a word with n characters from the provided lexicon, x i be a character candidate of the i-th character in w (i.e., c i ), and S(c i , x i ) be the score given by the character classifier for the character c i . The objective function is designed as follows:
where g(x i , x i+1 ) is a geometric model to evaluate the compatibility of x i and x i+1 in geometric constraints, and λ 1 (> 0) and λ 2 (< 0) are coefficients to balance the contributions of g and the word length n. The last term in (2) can be viewed as a penalty term. This term is also called as the word insertion penalty (WIP) in [14] , and is used to overcome the bias brought by long words. The geometric model g is modeled by a linear SVM classifier, and the extracted features for g include scale similarity, overlapping of the two regions, distance between the top positions and the bottom positions of the two regions, etc. The parameters (i.e., λ 1 and λ 2 ) in the objective function in (2) are learned using the Minimum Classification Error training method that has been used in speech recognition [6] and handwriting recognition [15] [16].
EXPERIMENTS
We evaluate the proposed HSC-based scene text recognition method on two public datasets: ICDAR2003 [17] and Stree View Text (SVT) [1] . The ICDAR2003 dataset contains 507 natural scene images (including 258 training images and 249 test images) in total . The SVT dataset is composed of 100 training images and 249 test images.
Character Classification
We first test the performance of character classification using the HOG features and the HSC features. For training the character classifier, we combine the cropped characters from the training set of the ICDAR2003 dataset (6,185 samples), 930 training samples of C74k 1 , and the training set of the synthetic data (60,219 samples) produced by Wang. et. al [1] , to form the training set. For better detection performance, we consider background images as a class, and a classifier with 63 classes is used for character detection. The training samples of the non-character class are extracted from the training images of the ICDAR2003 dataset. In evaluation, we use the ICDAR2003-CH dataset for classification, which contains totally 5,379 character samples. The classifiers we test in this paper include random fern (which is very simple and has been used in [1] ), linear SVM, and sparse coding (SC). In sparse coding, for each character class, we learn a dictionary using the training samples of the class. In classification, an input character pattern is classified 1 http://www.ee.surrey.ac.uk/CVSSP/demos/chars74k/. into the class that gives the minimum reconstruction error, similar to [18] . For implementation, we use the SPArse Modeling Software (SPAMS) developed by Mariral et al. [19] for dictionary learning and sparse coding.
The classification results are showed in Table 1 . We can see that, for SVM and SC, the HSC features improve the HOG features significantly, while for the random fern classifier, the HSC features improves the HOG features only slightly. This may be due to the fact that, the discriminative power of the random fern classifier is quite low (lower than that of SVM and SC), and thus using the HSC features can only slightly improve the performance. We also see that SC with HSC can achieve the highest accuracy in character classification. 
Word Recognition
We evaluate the performance of word recognition using the character classifiers (i.e., FERN, SVM, and SC) described in Section 4.1. The cropped word images from the IC-DAR2003 and SVT datasets are used for evaluation. For the ICDAR2003 datset, we use a lexicon created from all the words in the test set (denoted by ICDAR-F), and a lexicon consisting of the ground truth word plus 50 random words from the test set (denoted by ICDAR-50). For the SVT dataset, we use the lexicons provided by [1] . The word recognition results using different classifiers and features are showed in Table 2 . From the results, we can see that the HSC features perform significantly better than the HOG features for all classifiers. Comparing the three classifiers, SVM and SC perform much better than the random fern classifier, while SC performs the best among the three classifiers. Though using simple classifiers (such as random fern, linear SVM), the proposed method still achieves high recognition accuracy. The experimental results demonstrate the effectiveness of the sparse coding based features for scene text recognition.
We also compare the proposed method (the HSC features with the SC classifier) with several state-of-the-art methods, as showed in Table 3 . We can see that the proposed method outperforms the competing state-of-the-art methods on the SVT dataset, and on the ICDAR2003 dataset it outperforms most of the competing methods except for the one proposed in [3] . However, the authors of [3] use a CNN based character detector, which is more complex for implementation and computationally expensive. Fig. 4 shows some recognition results obtained by the proposed method. Table 3 . Comparing with the state-of-the-art methods. Method ICDAR-F ICDAR-50 SVT ABBYY9.0 [1] 55 56 35 K. Wang [1] 62 76 57 A. Mishra [2] 67.79 81.78 73.26 T. Wang [3] 84 90 70 T. Novikova [20] -82.8 72.9 C. Shi [4] 79.30 87.44 73.51 HSC+SC 80.56 88.24 74.34 Fig. 4 . Some results of word recognition obtained by the proposed method.
CONCLUSION
This paper presents an effective scene text recognition method using the sparse coding based features (i.e., the HSC features) and the SC classifier. The HSC features can present much richer structural information of characters, and thus significantly improve the HOG features in scene text recognition. Experimental results show that the proposed method achieves better or similar word recognition results than the state-ofthe-art methods. 
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