We consider the problem of estimating the underlying graph associated with a Markov random field, with the added twist that the decoding algorithm can iteratively choose which subsets of nodes to sample based on the previous samples, i.e., active learning. Considering both Ising and Gaussian models, we provide algorithm-independent lower bounds for high-probability recovery within the class of degree-bounded graphs. Our main results are minimax lower bounds for the active setting that match the best known lower bounds for the passive setting, which are known to be tight in several cases.
activating every sensor at every time instant. Only upper bounds were provided in [7] , and the problem of finding lower bounds was left as an open problem.
A. Contributions
In this paper, we complement the work of [7] by providing algorithm-independent lower bounds on active learning for graphical model selection. Our main findings are summarized as follows: 1) For both Ising models and Gaussian models, we provide lower bounds that essentially match the best known lower bounds for the passive setting [8] , [9] , in terms of the minimax probability of error with respect to the class of bounded-degree graphs. The passive learning bounds are known to be tight in several cases, and our results show that active learning does not help significantly in the minimax sense in such cases.
2) We provide a class of Gaussian graphical models where the average degree dictates the lower bounds as opposed to the maximal degree, and where we match upper bounds based on the average degree in [7] .
Hence, we identify a graph class where the average degree is provably the fundamental quantity dictating the fundamental limits. Moreover, we provide a class of Ising models where the maximal degree provably remains the key quantity dictating the performance, hence revealing that one cannot always improve the dependence from the maximal to the average degree.
Our analysis uses a novel variation of Fano's inequality for the active setting, which is proved using analogous techniques to those used in channel coding with noiseless feedback [10] . We apply this result to a variety of restricted graph ensembles in which the graphs are difficult to distinguish from each other, with notable examples being (i) isolated edges that are difficult to detect; (ii) cliques with a single edge removed such that the removal is difficult to detect. While the ensembles that we use are similar or identical to those used in the passive setting, analyzing them in the active setting requires new techniques, particularly for bounding a mutual information quantity associated with partial observations instead of full observations.
B. Related Work
In the same way that feedback often provides little or no gain in the capacity for channel coding [10] , it is often observed that adaptivity provides little or no gain in the information-theoretic sample complexity of inference and learning problems. For example, in the compressive sensing problem, it has been shown that the improvement amounts to at most a logarithmic factor [11] . For the group testing problem, under a broad range of scalings of the sparsity level, not even the constant factors improve [12] , [13] . However, it should be noted even when adaptivity does not help asymptotically in an information-theoretic sense, it can still help in the sense of leading to simpler and less computationally expensive algorithms, and also in improving the non-asymptotic performance [13] - [15] .
In the context of graphical model selection, the active learning problem was introduced by Dasarathy et al. [7] . A general algorithm was proposed using abstract subroutines for neighborhood selection and neighborhood verification, and applications to the Gaussian setting revealed cases where the total number of node observations is improved from O(d max p log p) to O((1 + d max )p log p). Here d max is the average of the node-wise maximum degree, where the latter is defined as the highest degree among a node and all its neighbors. This quantity can be significantly smaller than d max , in which case the improvement in the sample complexity is substantial.
Information-theoretic lower bounds for the passive setting were given in [8] , [16] - [21] for the Ising model, and [9] , [22] , [23] for the Gaussian model. Let n be the sample complexity on the number of p-dimensional observations. The best minimax lower bounds for degree-bounded graphs are summarized as follows for the Ising model [8] :
where p is the number of nodes, d is the maximal degree, and λ is the inverse temperature of the Ising model (see Section II for precise definitions). For the Gaussian model, the best known lower bounds for degree-bounded graphs are [9] n = Ω max log p τ 2 , d log
where τ corresponds to the smallest allowed off-diagonal magnitude in the inverse covariance matrix corresponding to the p random variables (see Section II).
A wide range of polynomial-time algorithms have been proposed for the passive learning of graphical models; see [16] , [17] , [21] , [24] - [29] for Ising models, and [17] , [30] - [32] for Gaussian models. The best performance bounds among these algorithms match those of (1)- (2) in several cases of interest, though there are other cases where gaps remain, and where the results are difficult to compare due to the differences in the underlying assumptions (e.g., additional coherence assumptions).
C. Structure of the Paper
In Section II, we formally define the Ising and Gaussian graphical models, and formulate the active learning problem. Our main results are presented and discussed in Section III. The proofs are given in Section IV (Fano's inequality), Section V (Ising model), and Section VI (Gaussian model). In Section VII, we discuss the role of the average vs. maximal degree is discussed, as well as drawing conclusions.
II. ACTIVE LEARNING FOR GRAPHICAL MODEL SELECTION

A. Preliminaries
We consider a collection of p random variables (X 1 , . . . , X p ) whose joint distribution is encoded by a graphical model G = (V, E) with vertex set V = {1, . . . , p} and undirected edge set E. The elements of V are referred to as nodes or variables interchangeably. We use the standard terminology that the degree of a node i ∈ V is the number of edges in E containing i, and that a clique is a fully-connected subset of V of cardinality at least two.
We consider two classes of joint probability distributions encoded by G, namely, Ising models and Gaussian models. These are described as follows.
Ising Model:
In the ferromagnetic Ising model [33] , [34] , each vertex is associated with a binary random variable X i ∈ {−1, 1}, and the corresponding joint distribution is described by the probability mass function where Z is a normalizing constant called the partition function. Here λ > 0 is a parameter to the distribution, sometimes called the inverse temperature.
In the context of Ising model selection, we write G d as G d,λ to emphasize that the results depend on λ. Although we let λ be a constant here, our lower bounds remain valid in the minimax sense when one considers the larger class in which the edges have differing parameters
Gaussian Model: In the Gaussian graphical model [34] , each vertex is associated with a real random variable X i ∈ R, and the corresponding joint distribution is
where 0 is the vector of zeros, and Σ is a covariance matrix whose inverse Σ −1 contains non-zeros only in the diagonal entries and the indices corresponding to pairs in E. By the Hammersley-Clifford theorem [34] , this implies the Markov property for the graph, namely, that a given node is conditionally independent of the rest of the graph given its neighbors. The joint density function corresponding to (4) is denoted by P G , overloading the notation from the Ising model.
A typical restriction on the entries of
is lower bounded by some constant τ > 0 [7] , [9] . We consider the simplest special case of this in which the lower bound always holds with equality:
We write G d as G d,τ to emphasize that the results depend on τ . Similarly to the Ising model, our lower bounds remain valid in the minimax case when we consider the larger class with
B. Problem Statement
The problem of graphical model selection with active learning proceeds in rounds i = 1, 2, . . . , as illustrated in Figure 1 . In the i-th round, the algorithm selects a subset of V to observe, encoded by a binary vector Z (i) ∈ {0, 1} p July 11, 2016 DRAFT equaling one for observed nodes and zero for non-observed nodes. The resulting sample (or observation) is a pdimensional vector X (i) such that:
• The joint distribution of the entries of X (i) , corresponding to the entries where Z (i) is one, coincide with the corresponding joint distribution of the vector (X 1 , . . . , X p ) ∼ P G , with independence between rounds;
• The values of the entries of X (i) , corresponding to the entries where Z (i) is zero, are deterministically given by * , a symbol indicating that the node was not observed.
For convenience, we let N denote the maximum possible number of active learning rounds (e.g., we can simply set N = n), and use the convention that for values of i beyond the actual (possibly random) final round, X (i) = ( * , . . . , * ). Letting |Z (i) | denote the number of entries where Z (i) is one, we refer to
as the total number of node observations used throughout the course of the algorithm, and we impose an upper bound on its maximum allowed value, denoted by n. Note that this differs by the quantity n in (1)-2 by a factor of p.
At the end of the final round, the algorithm constructs an estimateĜ of G, and the error probability is given by
We consider the class G d of degree-bounded graphs, in which all nodes have degree at most d. Specifically, we are interested in bounds on the minimax (worst-case) error probability for graphs in this class:
where the dependence on the total number of node samples n is kept implicit.
Note that when we consider the Gaussian setting, the maximum in (6) is not only over the graph G, but also implicitly over the signs (+1 or −1) in the second case of (5).
III. MAIN RESULTS
In this section, we state and discuss our main results. To simplify the expressions, we write these in terms of asymptotic o(1) terms, but non-asymptotic versions are easily inferred from the proofs.
A. Ising Model
Theorem 1. For Ising graphical models with λd ≥ 1, in order to recover any graph in G d,λ with probability at least 1 − δ, it is necessary that the total number of node observations, n, satisfies n ≥ max 2p log p λ tanh λ , e λd log(pd)
Proof: See Section V.
The second bound in (8) reveals that the sample complexity is very large when λd → ∞ at a rate that is not too slow, due to the exponential term e λd . On the other hand, when λ = O 1 d , the first bound gives a sample complexity of Ω(d 2 p log p), since tanh λ = O(λ) as λ → 0. Finally, in any case, the third bound gives n = Ω pd log p d . These observations coincide with those for the lower bounds on passive learning in [8] (see (1) with n = np), suggesting that active learning does not help much in the minimax sense for G d,λ . Note that compared to [8] , we lose a factor of p in the second bound, but this factor is insignificant compared to e λd provided that λd = ω(log p).
B. Gaussian Model
Theorem 2. For Gaussian graphical models with d = o(p), in order to recover any graph in G d,τ with probability at least 1 − δ, it is necessary that the total number of node observations, n, satisfies n ≥ max 4p log p log
Proof: See Section VI.
When
While the above findings indicate that active learning does not help much in the minimax sense for G d , we discuss a more restricted class of graphs in Section VII for which active learning helps when τ is a constant. Specifically, similarly to the upper bound in [7] , the linear dependence on the maximal degree d in the second term of (9) is improved to the average degree.
IV. FANO'S INEQUALITY FOR ACTIVE LEARNING
We first provide a novel variant of Fano's inequality [10] for active learning in graphical model selection. The proof bears some resemblance to that of the converse bound for channel coding with noiseless feedback [10, Sec. 7.12].
For z ∈ {0, 1} p , we let G(z) denote the subgraph of G obtained by keeping only the nodes corresponding to entries where z equals one, and denote the resulting joint distribution by P G(z) . More generally, for a joint distribution Q on p random variables labeled {1, · · · , p}, we let Q (z) denote the joint marginal distribution corresponding to the entries where z is one.
In the following lemma, we let G be uniformly random on some subset of G d , and define the average error probability
where in contrast with (7), the probability is now additionally over G. Clearly any lower bound on the sample complexity for achieving P e ≤ δ implies the same lower bound for achieving P e ≤ δ, since P e is defined with respect to the worst case.
Lemma 1. Let G be uniform over a restricted graph class T ⊆ G d . In order to achieve P e ≤ δ, it is necessary
Moreover, if there exists a p-dimensional joint distribution Q such that D(P G(z) Q (z) ) ≤ (z) for all G ∈ T and z ∈ {0, 1} p , where (z) is some non-negative function, then we have
for all i.
Proof: We start with the following form of Fano's inequality [19, Lemma 1]:
where X = (X (1) , . . . , X N ). This remains valid in the active learning setting since it only relies on the fact that G → X →Ĝ forms a Markov chain. Despite this common starting point, we bound the mutual information significantly differently. Defining
where (14) follows from the chain rule, (15) follows since
is conditionally independent of X (1,i−1) given (G, Z (i) ), and (18) follows since conditioning reduces entropy. This completes the proof of (11).
Conditioned on Z (i) = z (i) , the only variables in X (i) conveying information about G are those corresponding to entries where z (i) is one, since the others deterministically equal * . By applying the mutual information upper bound of [8] (see also [19] ) to the restricted graph G(z (i) ) with an auxiliary distribution Q (z (i) ) , we obtain that
The inequality in (12) then follows by averaging both sides of the mutual information bound over Z (i) .
V. PROOF OF THEOREM 1 (ISING MODEL)
A. First Bound for the Ising Model
We use the following ensemble in which every node has degree one.
Ensemble1 [Isolated edges ensemble]
• Each graph in T consists of p/2 node-disjoint edges that may otherwise be arbitrary.
The total number of graphs is |T | =
. . . , yielding
To obtain a mutual information bound of the form (12), we choose Q = P G with G being the empty graph, and note that for a fixed z ∈ {0, 1} p containing n(z) ones, G(z) consists of at most n(z)/2 node-disjoint edges. Since the divergence corresponding to graphs differing in a single edge is upper bounded by λ tanh λ [19] , and since the divergence is additive for independent products, we obtain
2 λ tanh λ, and hence (12) becomes
Summing over i and noting that N i=1 n(Z (i) ) ≤ n with probability one, since the active learning algorithm can only use up to n node observations, we obtain
and substitution into (11) yields the necessary condition
where the numerator arises from (21).
B. Second Bound for the Ising Model
We use the following ensemble from [8] .
Ensemble2(m) [Clique-minus-one ensemble]:
• Form p m arbitrary node-disjoint cliques containing m nodes each, to obtain a base graph G .
• Each graph in T is obtained by removing a single edge from G .
We choose m = d + 1, so that the maximum degree is d. The total number of graphs is 
We obtain a bound of the form (12) by choosing Q = P G with G as in the ensemble definition. The divergence associated with the full graphs satisfies D(P G P G ) ≤ 
satisfies the same upper bound as D(P G P G ) regardless of z. Hence, we can write (12) as
Since the node observation budget is n, the active learning can be done in at most n/2 rounds without loss of optimality (i.e., excluding trivial cases where only one node is observed), and we have
Substitution into (11) yields the necessary condition n ≥ e λd log(pd)
where the numerator arises from (25).
C. Third Bound for the Ising Model
We use the following ensemble, which was also used in [8] .
Ensemble3 [Complete ensemble]:
• T contains all graphs with maximal degree at most d, i.e., T = G d .
It was shown in [8] that log |T | ≥ dp 4 log p 8d . To bound the mutual information in (11), we note that the following holds when z (i) contains n(z (i) ) ones, and hence n(z (i) ) nodes are observed in the i-th round:
This is because the remaining p − n(z (i) ) nodes are deterministically equal to * , whereas the n(z (i) ) nodes are binary and hence reveal at most log 2 bits of information each. Summing (29) over i and averaging over
and substitution into (11) yields the desired result.
VI. PROOF OF THEOREM 2 (GAUSSIAN MODEL)
A. First Bound for the Gaussian Model
We re-use Ensemble 1 above and apply the same analysis, with the only difference being the bounding of the divergence D(P G1 P G0 ) when G 1 contains one edge and G 0 contains no edges.
When an edge is present, we let the resulting 2 × 2 covariance matrix and its inverse be given by The divergence between two zero-mean Gaussian vectors of dimension k is
and with the above covariance matrices and k = 2, this simplifies to
Hence, in analogy with (24), we obtain n ≥ 4p log p log
B. Second Bound for the Gaussian Model
We make use of the following ensemble that is similar to one in [9] , but with multiple cliques as opposed to only a single one. It can also be thought of as a generalization of Ensemble 1, which is recovered by setting m = 2.
Ensemble4(m) [Disjoint cliques ensemble]:
• Each graph in T consists of (1)). We choose m = d + 1 so that the maximal degree is d, yielding
As in [9] , we let the inverse covariance matrix associated with a single clique be given by
for a > 0, yielding a covariance matrix given by
We set a = τ 1−τ to ensure that the ratio of off-diagonals to diagonals in Σ −1
1 is τ , in accordance with (5) . Note that this form of the inverse covariance matrix is slightly different to that in (5), but the difference merely amounts to July 11, 2016 DRAFT scaling all observations by a factor of √ 1 + a, and hence the recovery problem is unchanged regardless of which form is assumed. The above form turns out to be more mathematically convenient.
To obtain a bound of the form (12), we let Q be jointly Gaussian with mean zero and identity covariance matrix,
We first study the behavior of the divergence D(P G(z) Q (z) ) when all of the non-zero values of z correspond to nodes within a single clique in G. Hence, z contains m ∈ {1, . . . , m} non-zero entries.
Letting Σ 1 denote an arbitrary sub-matrix of Σ 1 corresponding to m ∈ {1, . . . , m} nodes, a straightforward computation gives
Defining Σ 0 analogously simply gives Σ 0 = Σ −1 0 = I, and hence (32) with k = m gives
Suppose now that a single measurement consists of n(z) nodes indexed by z ∈ {0, 1} p . For a fixed graph G ∈ T , this amounts to observing m j nodes from each clique j = 1, . . . , j=1 m j = n(z). Since the divergence is additive for independent products, we obtain
To simplify the subsequent exposition, we write the summation as
where α j = mj a 1+ma and f (α) = − log(1−α)−α α . We consider the maximization of (43) subject to 0 ≤ α j ≤ ma 1+ma
and j α j = n(z)a 1+ma , where these constraints follow immediately from 0 ≤ m j ≤ m and j m j = n(z). It is easy to verify that the function f (α) is increasing in α, and therefore, the maximal value of (43) is obtained by setting as many values of α j as possible to the maximum value ma 1+ma , and letting an additional value of α j equal the remainder (if any). This amounts to setting as many values of m j as possible to m, and letting an additional value of m j equal the remainder. The corresponding maximum value is
where r denotes the remainder value (i.e., the additional value of m j mentioned above), and (45) follows by writing f ra 1+ma ≤ f ma 1+ma using the above-mentioned monotonicity of f .
July 11, 2016 DRAFT Roughly speaking, we have argued that given a budget of n(z) nodes to observe, the ones that yield a graph that is "furthest" from the empty graph are those that correspond to n(z) m complete m-cliques, with any remainder also concentrated within a single clique. Intuitively, this is because taking measurements from a variety of different cliques yields more independent nodes, thus being closer to the behavior of the empty graph in which all nodes are independent.
Upper bounding the summation on the right-hand side of (42) by the maximum value (45), we obtain D(P G(z) Q (z) ) ≤ n(z) 2m − log 1 − ma 1 + ma − ma 1 + ma .
Applying the inequality − log(1 − 
We obtain from (47) and (12) that
and summing over i and again noting that N i=1 n(Z (i) ) ≤ n with probability one, we obtain
Substitution into (11) yields the necessary condition n ≥ 4pd log 
where the numerator arises from (36), and we have set m = d + 1 and a = τ 1−τ .
VII. DISCUSSION AND CONCLUSION
A. Minimax Bounds
We have provided, to our knowledge, the first lower bounds on active learning for graphical model selection. Using a non-trivial variation of Fano's inequality and a variety of restricted graph ensembles, we recovered analogous bounds to those for the passive setting, revealing that active learning does not help much in the minimax sense for the degree-bounded class G d .
Our ensembles can also directly be applied to the edge-bounded class G k in which all graphs have at most k edges, analogously to previous works such as [8] , [20] . This leads to the exact same conclusion, namely, that even in the active learning setting we can obtain bounds essentially matching the best known for the passive setting. We have focused on G d for the sake of brevity, and because it is the more commonly-considered class of the two in the existing literature.
complexity.
An important direction for further research is to characterize the gain (if any) that can be achieved by active learning in the case of random graphs (e.g., Erdös-Rényi [17] , [22] , power law [18] ), since this is an important case in which the maximal and average degrees can differ considerably.
