Sensitizing Rules are commonly applied to Shewhart Charts to increase their e ectiveness in detecting shifts in the mean that may otherwise go unnoticed by the usual \out-of-control" signals. Since most control chart data are collected as time series, it is of interest to examine the performance of Shewhart's x Chart using autocorrelated data. In this paper, measurements arising from autoregressive (AR), moving average (MA) and autoregressive moving average (ARMA) processes are examined using Shewhart Control charts in conjunction with several sensitizing rules (Western Electric Company, 1956).
Introduction
The primary goal of this study is to assess the ability of control chart sensitizing rules to detect dependency, both individually and in combinations, by simulating autocorrelated data and applying the tests. A second part of this study involves simulating various lengths of in-control or \normal" data and testing whether the length of the series has an e ect on the false signal rate of the sensitizing rules.
The standard analysis and interpretation of a Shewhart x chart assumes that the data are normally and independently distributed (NID) with mean and standard deviation which remain constant over time. It is common to apply runs tests in the analysis to increase the chart's e ectiveness in detecting small changes in the process mean. Such tests are referred to as sensitizing rules. Some of these tests are found in Table 1 (see also, Montgomery (1996) or Western Electric Company (1956) ). ** Insert Table 1 about here ** The sensitizing rules make use of exclusive and exhaustive zones which divide the area between the upper and lower control limits into three regions. The zones refer to the region between the center line and the 1 sigma limits as zone C; between the 1 sigma limits and 2 sigma limits as zone B; and between the 2 and 3 sigma limits as zone A. Figure 1 displays the zones graphically. ** Insert Figure 1 about here ** The drawback to using these rules is that while they increase the chance of detecting changes in the process mean, they lead to a greater Type I error rate. Work on Type I error rates when applied to NID data can be found in Champ and Woodall (1987) , Davis and Woodall (1988), Wheeler (1983) , and Chang, Tiao, and Chen (1988) . Type I errors rates for the sensitizing rules applied to various control charts by simulating NID data can be found in Walker, Philpot, and Clement (1991) .
Since the data for Shewhart's x chart are collected as a time series, we test the ability of the sensitizing rules to identify a violation of the independency assumption using linearly autocorrelated data generated from conventional time series models. This paper will describe the autocorrelation structures which are used in the simulation testing of the sensitizing rules, provide an interpretation of the results of the simulation followed by a study of the impact of series length on the probability of false positives. We conclude with a discussion of the outcomes and recommendations practitioners.
Autocorrelated Data
The standard assumptions associated with the use of control charts include the data being generated by a NID( ; ) process with the parameters xed but unknown (Montgomery, 1996) . This assumption is often invalid as time series data is frequently correlated. When a series drifts over time, it is said to be autocorrelated. The level of autocorrelation is measured using the autocorrelation function:
V ar(x t ) ; k = 0; 1; : : :
and estimated using:
P N t=1 (x t ? x) 2 ; k = 0; 1; : : : ; K where N is the length of the time series. As a general rule, the rst K N=4 sample are computed (Montgomery, Johnson, & Gardiner, 1990) . In this study, autocorrelated data are simulated using Linear Gaussian Models as the generating process. Linear Gaussian models are frequently used in time series analysis to explain the movement of a series as a function of its past performance plus random shocks. We will use the Linear Gaussian models described below to induce correlation in the data.
The rst type of linear model studied will be the autoregressive process of order p (AR(p) This type of scheme is used when both moving average and autoregressive tendencies are present.
Simulation Procedure
Our goal is to evaluate the ability of the sensitizing rules to detect dependency in a series of observations, not to decide on an optimal batch size. Thus, we will only look at series of individual observations (batch size of 1). For each model speci ed in Table 2 , a series of 100 data points was generated with Normal(0, 1) error terms. The NID case occurs when all parameter values of the AR, MA or ARMA model are set to zero and will serve as a \benchmark" for comparison.
Shewhart Control limits are then determined using the mean of the series as the center line and the moving range of successive observations to determine the control limits. The moving range is de ned in Montgomery (1996) as MR i = jx i ? x i?1 j. The mean of the moving range is used to estimate the process variability. The interpretation of the chart is then similar to that of the ordinary Shewhart-x control chart. ** Insert Table 2 about here ** All eight tests were then performed on the control chart noting when each rule was violated. Ten thousand (10,000) sets of 100 data points were generated via this process for the di erent linear models. The values reported are the fraction of generated series found in violation of each rule and the percentage of series which violated at least one of the rules. The series were generated and tested using the software package S-plus version 3.3.
Results and Discussion
Tables 3 through 6 show the results from the simulations. In the following section we study the results of each model simulation, examining each rule and its performance under the various models. ** Insert Tables 3, 4, 5, 6 Here ** Rule 1 : A point falls outside the 3 sigma limit Rule 1 corresponds to having an observation fall relatively far from the process mean. Violation of this rule can indicate an out of control point or dependency of the process. This rule is typically violated when the generating process has a large autoregressive coe cient in absolute value or negatively large moving average term. For example, AR(1)-6, AR(2)-25, MA(2)-1 and ARMA-21 are all examples of models detected by this rule.
Rule 2 : 8 points in a row in zone C or beyond on the same side of the center line Rule 2 corresponds to a trend in the data. Violation of this rule is indicative of dependency in the data. This rule is typically violated when 2 is large for the AR schemes, when 1 and 2 are negatively large for the MA schemes and when 1 is large and 1 is negatively large for the ARMA scheme. Models AR (1) Rule 4 corresponds to a series that is mean reverting. This is characteristic of an AR(1) scheme with negative coe cient. Thus, it is no surprise that this test is most often violated by the AR(1) and ARMA(1, 1) schemes with largely negative autoregressive coe cients, by AR(2) schemes with largely negative 1 and positive 2 and hardly ever by pure moving average schemes. Models AR(1)-1, AR(2)-5, and ARMA-3 are examples where this rule is e ective. Rule 6 is similar to Rule 5 in that it states that several points in a row were large, either positively or negatively. This also is indicative of dependency. This rule is typically violated by AR(1) schemes with a large coe cient and by AR(2) schemes when both coe cients are positive. It is also frequently violated by MA schemes with a largely negative 1 value as well as the combination of when 1 is large and 1 is negatively large for the ARMA processes. This rule is violated by models such as AR(1)-6, AR(2)-25, MA(1)-1, MA(2)-1 and ARMA-21.
Rule 7 : 15 points in a row in zone C Rule 7 corresponds to the observations falling too close to the center line for an extended period of time. This can be interpreted as an indication of dependency. This rule is typically violated when 1 is largely negative and infrequently when applied to series with moving average structure. For example, models AR(1)-1, AR(2)-5 and ARMA-3 cause this rule to be violated.
Rule 8 : 8 points in a row not in zone C Rule 8 can also be used to detect dependency in the data. It is typically violated when 2 is large for the AR(2) schemes and somewhat less frequently when is negative for the ARMA schemes. AR(1)-6, AR(2)-25 and ARMA-21 are examples of schemes that consistently violate this rule.
Overall, it appears that high levels of autocorrelation are e ectively detected. Strong negative coe cient moving average structures also tends to violate the rules frequently. It is apparent, however, that series with weak to moderate dependencies slip passed the rules such as schemes AR(1)-3, AR(2)-7, MA(1)-4, MA(2)-10 and ARMA-4.
Probability of False Positives
In practice, a single violation of any of the sensitizing rules would result in an investigation into what was causing the process to go out of control. Walker, Philphot and Clement (1991) experimented with series of length 20 and 30. Consistently, as the series gets larger, so does the probability of obtaining a false positive. The simulation process explained above was run on di erent series lengths where the series where generated according to a standard normal process. Table 6 gives the series length, the proportion out of 10,000 each individual rule was violated, and the percentage of times any rule was violated.
** Insert Table 6 about here ** It is clear that large Type I errors are an artifact of large series lengths. In particular, rules 1, 2 and 6 appear particularly prone to falsely violating a large series. Thus, practitioners must be careful when applying all eight rules to long series as the probabilities of falsely rejecting increase with series length.
Recommendations
From the simulations, it is evident that the sensitizing rules are not reliable for determining dependency, especially as series length increase. The original intent for these rules was to make it possible for a person on a factory oor to quickly determine if a process was out-of-control or not. However, with the current level of computer power, there exist more e ective techniques for doing this job.
A simple way to show the correlation structure of a series is by its the Autocorrelation Function (see Montgomery et al. (1990) The correlograms e ectively show when a series' observations are not independent with signi cantly large spikes at some lags. Moreover, Montgomery et al. (1990) explains how to use the plots to identify a particular ARMA model.
Conclusion
Each of the rules applied has its place in detecting for structure in a time series. No one rule is adequate to use in determining if the series is random or not. For instance, Rule 1, the easiest to apply, is only e ective for certain types of autocorrelation. The rules that are e ective simply look for characteristics of AR or MA schemes. Hence, how well a rule does is dependent on how strong the characteristic is. For example, the pattern searched for by Rule 4 is found in AR(1) models with a negative coe cient. The larger the negativity, the greater the proportion of violations found.
In conclusion, the sensitizing rules were not as e ective in identifying moving average processes as they are for autoregressive series. This is not completely surprising as moving average processes are only correlated for a nite number q lags. Most of the runs tests rely on a multi-point pattern as a means of violation detection. There is a high level of falsely classifying a series as out of control when using the sensitizing rules on long series. A possible alternative to the Shewhart Chart and sensitizing rules are SACF and SPACF plots which identify signi cant correlation between lagged points of the series. These plots are easy to obtain using almost any statistical package and should be considered for use in practice. -0.9 -0.5 0.1 0.5 0.9 Table 2 : Parameter values used in simulations 
