and quantitative [7] genetics as well as in animal breeding !16) .
Recently Foulley and Gianola [8] [9] and to a log link exponential model by Trottier [35) . Similarly for the expectations, a structure is postulated for residual variances so as to account for the effects of factors causing heteroskedasticity. As in Foulley et al. [13, 14] , heterogeneity of residual variances is described by a structural linear model and a log link function, as follows:
where p' is the (1 x r) row vector of covariates and 6 is the (r x 1) vector of real-valued dispersion parameters.
Estimation
The estimation procedure described here includes two steps. The first step consists in setting up the quasi-score equations based on the first two marginal moments according to the quasi-likelihood theory [30] and its extension to correlated observations [29] . The second step lies in replacing the variancecovariance matrix of observations by an approximation which is analogous to solving for fixed effects using the mixed model equations of Henderson (23] . Equations in (6) In the marginal model, 1-iij is the expectation of fJi j ( u * ) with respect to the distribution of u * . Remember that if X N N ( fJ ,u 2 ), the E(4 l (X)) = !(!(1 + ( 2 )-1 / 2 ) !2!. Here, the expectation of (7) reduces to:
As shown in detail in the Appendix, the variance-covariance matrix E of the observations can be decomposed as the sum of two components: (14) by its combined expression D' = T'H'o from equations (15) and (16) where EA is the same as defined in equations (10) and (11) [19] from the mixed model structure of equation (26) , one can extract two by-products of this system: i) a BLUP-type prediction of the random effects represented by the u solution to equation (26) .
ii) a EM-REML-type estimation of the variance component, say here p 2 via:
where C uu is the portion of the inverse of the coefficient matrix in equation (26) corresponding to u.
In some instances, one may consider a backtracking procedure [3] 3 2 ,( 3 3 ,( 3 4 ) ', ¡.t = (f Jl1 ,fJ 12 ,fJ1 3 , fJ24 ,fJ 25 )' and B is the (5 x 5) matrix of coefficients given previously, the incidence matrix X used in equations (3) and (16) The general procedure presented here was applied to both standard (S-TM) and heteroskedastic (H-TM) threshold models with the fixed parametrization effects described above for the location and dispersion parameters, and random sire effects within year x breed subclasses. [38] . The justifications for considering this extension were discussed at length by Foulley and Gianola [8] and include alternatives such as the variable threshold concept and its relationship with H-TM. Here, heterogeneous variances were considered within the framework of the usual mixed linear model with heteroskedasticity described by structural models [14, 15] . This problem can also be tackled under different model structures such as for instance the multilevel models of Golstein !20!.
In the H-TM context, the GAR quasi-likelihood procedure turns out to be a natural alternative to the MAP approach proposed by Foulley and Gianola !8!. The expression of the covariance calculated before can be easily generalized to the case of two distinct populations i and i'. Then, it follows:
Finally, the variance-covariance matrix E of y can be written as the sum of two components:
where E A is a block diagonal matrix defined as:
1 with E!, = &mdash;(Bo,,: -E B , ii ), and E B = {Eg iin!i,i!=1,...,1)! where £0,it is ni given in equation (A6), and E B ,ii and E B , ii , are given in equations (A7) and (A9).
