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Downstream separation of mixtures in a variety of fields such as protein 
purification, quality control of drugs, pharmacokinetic studies, and determination of 
pollutants or food additives has traditionally been carried out using particulate HPLC 
columns where the separation efficiency increases with decreasing particle size, at the 
cost of higher operating pressures. Monoliths are a class of chromatographic columns 
cast in the form of tubes, rods or disks as a single and co-continuous block that is 
porous and permeable. A high external porosity resulting from a regular network of 
through-macropores and a mesoporous skeleton network provide a combination of 
low hydraulic resistance to the mobile phase and enhanced mass transfer rates of 
sample molecules through the column, respectively. In this research, an analysis of 
the transport properties of the bulk homogeneous core of a silica monolith is 
presented via direct numerical simulations in a topological model reconstructed from 
3D nanotomographic scans.  
A commercially available silica monolith (Chromolith
®
) was scanned at three 
isotropic resolutions to investigate the resolution required to adequately capture the 
throughpore and skeleton-surface heterogeneity. Hydrodynamic behaviour of the 
macropore space in domains representative of the bulk porosity was analysed via 
computational fluid dynamics. A 30 m cubic unit cell at 190 nm scanning resolution 
was found to be representative of the Darcy permeability, with a ±6% deviation from 
experimental and reported literature data. Transcolumn eddy dispersion, reported to 
be the single-most dominant contributor of inefficiency in the first generation of silica 
monoliths, was estimated from the deviation of axial dispersion simulations under 
non-porous, porous/non-retained and retained simulations from experiments using 
 x 
 
appropriate molecular probes. A phenomenological approach was developed to 
estimate the transcolumn eddy dispersion contribution from the simulated transverse 
dispersion coefficients at all ranges of superficial velocities and retention factors.  
Comparison of simulations with experimental dispersion also helped estimate the 
contribution of external-film mass transfer resistance to the overall dispersion. The 
simulation resources utilized to study the hydrodynamic and dispersion phenomena 
were substantially lower than those reported in literature. 
The effect of external porosity on the hydrodynamic and dispersion 
characteristics of the silica monolith was theoretically investigated by manual 
segmentation of the scanned images so as to obtain unit cells of different porosities, 
but identical domain-sizes. Characteristic lengths that describe the hydrodynamic and 
dispersion behaviour under various conditions of retention were identified through a 
scaling analysis. Monoliths with higher external porosity were found to be more 
efficient than lower porosity ones, albeit at the cost of a reduced capacity. Availability 
of high performance computing resources and rapid improvements in non-invasive 3D 
scanning technology has enabled realistic microscopic insight into the transport 
properties of porous media at the pore level.  The advent of a second generation of 
silica monolithic columns in 2011, with a more radially homogeneous structure, calls 
for an urgent need to perform a similar morphology-structure analysis to study the 
source of various dispersion phenomena, and thereby to recommend improvements in 
the morphology. Similar analysis can also be performed in the other two dominant 
stationary phases, viz. solid core-porous shell 3μm particles and sub-2μm particles, as 
also in processes that involve transport through porous media such as catalytic bed 
reactors, gas-liquid absorption columns, GC columns, multiphase flow in reservoir 
rocks, etc.  
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1.1 Background and Motivation 
Downstream separation of mixtures in a variety of fields such as protein 
purification, quality control of drugs, pharmacokinetic studies, and determination of 
pollutants or food additives has traditionally been carried out using particulate HPLC 
columns where the separation efficiency increases with decreasing particle size, at the 
cost of higher operating pressures. The high pressures associated with small particles, 
however, impose a practical limit to the increase in separation efficiency. This trade-
off between column backpressure and efficiency has resulted in the use of short 
columns or low flow rates, often sacrificing one for the other (Mistry and Grinberg, 
2005). Slow diffusional mass transfer of solutes into the stagnant mobile phase in the 
pores of particulate solids as well as packing heterogeneity lead to further decrease in 
column efficiency. 
Monoliths are a class of chromatographic columns which provide generally 
higher performance than conventional particulate columns in pressure-driven liquid 
chromatography (Ikegami and Tanaka, 2004). They are cast in the form of tubes, rods 
or disks as a single and co-continuous block that is porous and permeable. An 
important characteristic of monoliths is their high external porosity resulting from a 
network of through-macropores (Miyabe and Guiochon, 2004). The regular structure 
of macropore channels is less constricted and less tortuous than in packed beds. 
Another characteristic is that the stationary phase skeleton is made up of a network of 
small, thin threads of porous silica or organic polymers. As these thin threads have no 
effect on hydraulic resistance, they can be reduced to accelerate the mass transfer of 
sample molecules. These two structural characteristics provide a combination of low 
 2 
 
hydraulic resistance to the mobile phase, and enhanced mass transfer rates of sample 
molecules through the column. Silica monolithic columns have found many 
applications in diverse fields such as high throughput analysis of drugs and 
metabolites, separation of environmentally relevant substances and food additives, 
separation of enantiomers and separation of complex biological samples like tryptic 
digests (Cabrera, 2004). 
A quick search on ScienceDirect reveals the relative interest in silica 
monoliths among researchers in recent years. Figure 1.1 shows the number of 
publications on silica monoliths in comparison to the total number of papers published 
for all monoliths in the last few years. The successful commercialization and reliable 
reproducibility of Chromolith
®
 has triggered an immense interest in characterizing 
silica monoliths (Cabrera, 2004). 
Monoliths owe their versatility to the fact that, unlike conventional packed 
beds where the flow channel and stationary phase dimensions are closely related to 
the average particle diameter, the pore and skeleton dimensions can be controlled 
independently during the in-situ polymerization process (Guiochon, 2007). This poses 
a challenge in modelling monoliths since there is no single geometrical feature that 
can uniquely characterize both their hydrodynamic as well as separation performance. 
Several authors have used ‗domain size‘ – sum of the average through macropore 
diameter (as deduced from mercury porosimetry) and the average skeleton element 
size (as observed from SEM images) – as the average characteristic distance in the 
monolithic bed to describe both phenomena (Minakuchi et al., 1998; Tanaka et al., 









However, there has been no consensus among researchers about its 
applicability to all monoliths. Gzil et al. (2004) showed that the reduced HETP curves 
for different monoliths using domain size as the characteristic dimension do not 
coincide with each other, especially at high flow rates. Furthermore, as the pore 
network and morphology in monoliths are distinctly different from that in packed 
beds, classical models and correlations developed for packed beds, such as the 
Carman-Kozeny equation, fail to predict monolith behaviour. In order to explore and 
develop new correlations for monoliths, a fundamental understanding of the pore 
space characteristics as well as their role in shaping monolith performance is required. 
Physico-chemical models for monolithic columns that exist in the literature 
can be broadly classified into macroscopic and microscopic models based on the 
approaches adopted to represent the physical domain in which the constitutive 
transport equations are solved (Guiochon, 2007). The former involves simplifying the 
underlying structural features of the porous medium by incorporating averaged 
morphological parameters on a macroscopic (Darcy) scale. The non-idealities 
introduced into the separation behaviour due to the inhomogeneity and anisotropy of 
the morphological features are lumped into an axial dispersion coefficient in the 
general chromatography rate model (Miyabe and Guiochon, 2006). Although 
macroscopic models are widely used because of their convenience and familiarity in 
engineering practices, an inherent disadvantage is the empirical or semi-empirical 
estimation of morphological parameters such as porosity, pore size distribution and 
tortuosity from averaging information obtained via experimental techniques such as 
mercury porosimetry, inverse size-exclusion chromatography and nitrogen adsorption 
(Guiochon, 2007). Macroscopic models fail (or do not attempt) to relate the observed 
transport behaviour to the morphological characteristics of the porous medium. In 
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order to do so, the microstructure of the porous material should be known so that the 
inherent structural and morphological non-idealities are explicitly included. For a 
given physical phenomenon, microscopic models can then derive the macroscopic 
behaviour from the description at the microscopic level over a representative 
elementary volume (REV), or a unit cell (Tang et al., 2010). 
 The microstructure in monoliths has been constructed as a pore-network 
model (Meyers and Liapis, 1999) where the morphology was represented by a 
percolating cluster formed by a cubic lattice of inter-connected cylindrical pores. On 
the other hand, process-based and stochastic reconstruction techniques have been used 
to represent the 3D morphology in porous media such as sandstone (Zhao et al., 
2007), ceramics (Politis et al., 2008) and alumina (Capek et al., 2009; Capek et al., 
2011). In all these cases, the pore network was fine-tuned to fit morphological results 
obtained from 2D micrographs, inverse size-exclusion chromatography, mercury 
porosimetry and/or nitrogen adsorption. Though such models may 
phenomenologically capture porosity, pore size distributions, tortuosity, pore 
interconnectivity and permeability on a macroscopic scale, there is no way of 
knowing if such randomly generated microstructure does indeed represent the actual 
morphology. It is hence difficult to make recommendations to improve the existing 
microstructure based on conclusions drawn from these models. For example, monolith 
microstructure morphology was visualised as a cross-linked network of porous 
tetrahedral units embedded in a continuous fluid, akin to the crystal lattice structure of 
diamond (Vervoort et al., 2003). The model was modified by introducing a statistical 
distribution of distances between the porous cylinders with a known standard 
deviation to simulate a degree of irregularity in the monoliths (Vervoort et al., 2005). 
However, the inability of these models to accurately capture the 3D heterogeneity in 
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the monolithic structure was cited as the primary reason for their failure to relate 
monolith performance to its microstructure. 
As opposed to the indirect techniques to infer morphological details, direct 
visualization techniques offer great promise to capture the true morphology of porous 
materials without having to introduce model dependencies (Langford et al., 2006). 
Recently, TEM sections at less than 100nm transverse resolution have been used to 
characterize the macropore size distribution in monoliths (Courtois et al, 2007). 
However, artificial artefacts were reported to be present in the images due to physical 
sectioning and no effort was made to relate microstructure information to the 
separation performance of the columns. Advances in non-invasive 3D scanning 
techniques have led to the use of nuclear magnetic resonance imaging (MRI) 
(Baldwin et al., 1996; Chen et al., 2002; Humby et al., 2002), laser scanning confocal 
microscopy (LSCM) (Saito et al., 2007; Hlushkou et al., 2010), x-ray computed 
microtomography (µCT) (Ho and Hutmacher, 2006) and electron tomography 
(Langford et al., 2006) to capture as-is the inherent morphologies of porous materials. 
Accurate reconstruction of 3D morphologies of porous materials from non-invasive 
scans has enabled detailed study of structural parameters (Jinnai et al., 2003) and 
development of improved microscale models (Prodanovic et al., 2006; Dong and 
Blunt, 2009). On the other hand, direct use of reconstructed 3D images as bounding 
geometries in an environment amenable to solving fundamental transport equations 
has facilitated more realistic microscale models and obviated the need for model-
dependent fitting parameters (Nowak et al., 2003; Selomulya et al., 2006; Jeong et al., 




A search on ScienceDirect for publications of CFD studies on CT scans of 
porous media reveals the growing interest in characterising porous morphology via 
non-invasive CT scans. Advances in the availability and power of parallel computing 
resources has led to using the raw CT images as bounding geometries to perform fluid 
dynamics studies in the porous matrix. Figure 1.2 shows the relative increase in the 
past few years in the number of publications that directly use CT scans to study the 
transport properties in porous media. 
LSCM was recently used to capture the inter-skeleton macropore space in a 
bare-silica Chromolith CapRod
™
 (Bruns et al., 2010), Chromolith Performance
™
 
(Hormann et al., 2012) and Chromolith High-Performance
™
 (Hormann et al., 2012) 
columns (all from Merck), while backscatter SEM was employed to image and 
serially section a portion of a commercial polymeric monolithic disk (CIM
™
 DEAE 
anion-exchanger, BIA Separations) (Koku et al., 2011) to generate the flow-through 
pore network. The silica monoliths were scanned at a resolution of 30nm  30nm  
120nm, while the polymer monolith was imaged at a resolution of 18.5nm  18.5nm 
in 50nm serial sections. The former employed the Lattice-Boltzman equation (LBE) 
approach to directly model the pore scale hydrodynamic flow and non-retained 
dispersion in the reconstructed 3D pore network of bare-silica Chromolith CapRod
™
 
(Hlushkou et al., 2010). Although the simulated and experimental permeabilities were 
in excellent agreement (≤4.1% for 70:30 ACN/water; ≤2% for pure water), the high 
scanning resolution comprised of 320 million voxels (225 million voxels in 
macropore space), resulting in a long computational time (40 hours) as well as high 
utilization of computational resources (64 processors) to simulate the steady-state 










The same group (Hlushkou et al., 2011) employed a larger simulation domain  
(1.6 billion voxels, with 1.12 billion voxels in macropore space) at an identical 
scanning resolution which yielded improved simulation accuracy (≤1.6% for 70:30 
ACN/water; ≤0.4% for pure water). The computational time for a single steady-state 
velocity field also improved to 9 hours at the expense of 512 processor cores.   
Koku et al. (2011) also employed the LBE approach to calculate the velocity 
distribution in the polymeric monolith with simulated permeability within 
experimental ranges. Their simulation domain consisted of 5.5 billion voxels (~3.18 
billion voxels in macropore space) utilizing 2048 processor cores and 4 hours for a 
single steady-state velocity field. 
In this study, we attempt to capture the inhomogeneities in the macropore 
network of a silica monolith at lower scanning resolutions. We attempt to show that if 
a lower resolution is able to relate the hydrodynamic and dispersion performance of 
the silica monolith to its pore structure, without significant loss of accuracy and at an 
appreciably reduced computational expense, then detailed studies on the dispersion 
behaviour of the macropore network under retained conditions could be investigated 
for the first time. We, therefore, focus our attention on reconstructing the 3D 
morphology of the macropore network in a commercially available Chromolith
®
 
Performance column (RP-18e) at a lower resolution than those reported in the 
literature (Hlushkou et al, 2010; Hlushkou et al., 2011; Koku et al., 2011) without a 
significant loss in prediction accuracy. 
The performance of HPLC columns is generally characterised in terms of 
various contributions to overall dispersion. Eddy dispersion, which plays a vital role 
in monoliths, arises from band spreading caused by velocity biases in the convective 
zone within the column. This band broadening is accounted for in the overall band 
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dispersion by the coupling theory of eddy dispersion by Giddings (1965) as a sum of 
four contributions that describe the erratic mass transfer by flow and diffusion on 
different length scales: (i) transchannel, (ii) short-range interchannel, (iii) long-range 
interchannel, and (iv) transcolumn. Monolithic columns would have a lower eddy 
diffusion term and be more efficient than packed columns if they did not suffer from 
an intrinsic and undesired radial structural heterogeneity that arises due to shrinkage 
of silica during the sol-gel preparation process (Guiochon, 2007; Mriziq et al., 2008; 
Abia et al., 2009). This radial heterogeneity, though nearly impossible to assess from 
SEM images, has been experimentally observed by local electrochemical detection at 
various radial positions of the outlet cross-sectional area of a silica monolith (Mriziq 
et al., 2008). Transcolumn dispersion, which accounts for about 75% of the total eddy 
dispersion in silica monoliths (Gritti and Guiochon, 2009a), arises due to the inability 
of analyte molecule to sample the entire cross sectional area before leaving the 
monolithic column due to the relative difference in the linear velocities between the 
column centre and wall. We propose to calculate the transverse dispersion coefficient 
from our simulation studies that would enable us to estimate the radial distance 
covered by an analyte molecule during its residence in the column, which can then be 
phenomenologically related to the transcolumn dispersion. 
The advantage of a theoretical computational model is often to investigate the 
effects of important parameters on the performance of a complex non-linear system 
for which simple, intuitive analytical solutions are not available. The average size of 
throughpores in silica monoliths can be increased by increasing concentration of 
porogen and the gel morphology can be controlled by adjusting the solvent 
composition, porogen concentration and temperature (Nakanishi et al., 1998; 
Guiochon, 2007). Given that the monolith morphology can be tuned based on the 
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polymerization conditions, we theoretically investigate the effect of external porosity 
on the dispersion behaviour of silica monoliths. The aim of choosing any stationary 
phase in HPLC is to improve the existing possible resolution between the constituents 
in a mixture under a given set of operating conditions. From the simulation results of 
the effects of external porosity on the dispersion behaviour of silica monoliths, we 
propose an optimum morphology to improve the resolution between the components 
of a binary mixture under given operating conditions. 
1.2 Research objectives 
The overall research objective of this doctoral dissertation was to develop a 
theoretical computational model of a commercially available silica monolith from 
sub-micron x-ray computed tomography scans and study its hydrodynamic and 
dispersion behaviour using a commercial computational fluid dynamics program. 
The research work comprised the following: 
a) Develop a computational model to capture the inherent structural morphology 
in silica monoliths from non-invasive 3D scans at several resolutions and 
compare their accuracy from image analysis. 
b) Use the scanned images as bounding geometries in a commercially available 
CFD environment (Ansys Fluent) and compare the hydrodynamics of the 
flow-through pores at different resolutions. Identify a unit cell at the 
appropriate resolution that is representative of the hydrodynamics. 
c) Use the unit cell to model dispersion under non-porous, porous/non-retained 
and retained conditions to identify the transcolumn dispersion contribution – a 
major source of inefficiency in the current generation of silica monoliths. 
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d) Study the effect of external porosity on hydrodynamic and dispersion 
characteristics of silica monoliths. 
1.3 Thesis Organisation 
This thesis comprises of eight chapters. The first chapter briefly discusses the 
role of monoliths in current HPLC practices and provides an insight into the 
motivation for modelling the hydrodynamic and dispersion characteristics of 
monoliths in commercially available CFD software, Ansys Fluent, using geometry 
reconstructed from sub-micron CT scans. This chapter also lists the overall and 
specific objectives of the research program. An extensive literature review follows in 
chapter two that traces i) the history of the development of monoliths and their 
applications in HPLC, ii) several modelling efforts to describe the hydrodynamic and 
dispersion behaviour of monoliths, iii) non-invasive scanning approaches utilised to 
capture the morphology of porous media in several applications and iv) use of CT 
scans and fluid dynamics to capture hydrodynamic and dispersion characteristics of 
silica and polymer monoliths. Chapter three details the materials used and 
experimental protocols followed in this research work. Chapter four explains the 
workflow followed in the program with emphasis on a description of the image 
analysis techniques, CFD model setup, and numerical analyses and equations 
employed in this work. The model validation via image analyses results and 
hydrodynamic and non-porous dispersion studies is presented in chapter five. Chapter 
six focuses on extending the model to simulate dispersion under porous and retained 
conditions with special emphasis on the transcolumn and film mass transfer resistance 
contributions to axial dispersion. The impact of varying external porosity is explored 
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in chapter seven. Finally, important contributions from this research work are 




2. LITERATURE SURVEY 
This chapter summarises the current research on monoliths in general and 
silica monoliths in particular. Various models for transport in porous media are listed, 
with salient features of each. Further, imaging techniques used to characterise porous 
media are enumerated and computational efforts to use these images as boundaries for 
solving transport equations are summarised. Finally, monolith models, in specific, are 
addressed and drawbacks in the current first generation of silica monoliths are 
enumerated.  
2.1 Monoliths and applications 
A demand for fast and efficient separation of different substances has 
increased dramatically with the development of combinatorial chemistry. Thousands 
of chemical substances are synthesized daily and the impurities are removed from the 
target substances for their characterization (Podgornik, et al., 2002). In such cases, 
separation or purification steps become a bottleneck of the entire process. 
Downstream separation of mixtures in a variety of fields such as protein purification, 
quality control of drugs, pharmacokinetic studies, and determination of pollutants or 
food additives has traditionally been carried out using particulate HPLC columns. 
To increase the chemical stability of HPLC columns, stationary phases based 
on polymers, zirconia, or a combination of silica and polymer were introduced 
(Buchmeiser, 2001). To enable fast and efficient separations, besides optimizing the 
chemical composition, an optimization of the matrix structure is a key feature 
(Rodrigues, 1997). Conventional stationary phases for HPLC consist of a few micron-
sized particles. The pores within the particles are important to enlarge surface area 
and, consequently, to increase the binding capacity of the matrix. However, the pores 
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are closed from one side and the molecules to be separated can reach the active sites 
on the surface only by diffusion. Since this process is rather slow, especially for large 
molecules, this becomes a limiting step when fast analyses are required. 
Preparation of perfusion particles (Afeyan, et al., 1990) was one of the first 
steps toward the elimination of the diffusion bottleneck. Perfusion particles contain 
large perfusion pores, in addition to small diffusive ones, through which there is a 
degree of mobile phase flow. Transport inside these pores is governed by convection 
that significantly improves its transport characteristics. However, the particle nature 
of the stationary phase causes, most of the liquid to flow through the voids between 
the particles, diminishing the beneficial effects of convection (Rodrigues et al., 1992). 
Typically, in packed columns, the separation efficiency increases with 
decreasing particle size. The high pressures associated with small particles, however, 
impose a practical limit to the increase in separation efficiency. This trade-off 
between column backpressure and efficiency has resulted in the use of short columns 
or low flow rates, often sacrificing one for the other (Mistry and Grinberg, 2005). 
Slow diffusional mass transfer of solutes into the stagnant mobile phase in the pores 
of particulate solids as well as packing heterogeneity lead to further decrease in 
column efficiency. 
Monoliths are a class of chromatographic columns which provide generally 
higher performance than conventional particulate columns in pressure-driven liquid 
chromatography (Ikegami and Tanaka, 2004). They are cast in the form of tubes, rods 
or disks as a single and co-continuous block that is porous and permeable. An 
important characteristic of monoliths is their high external porosity resulting from a 
network of through-macropores (Miyabe and Guiochon, 2004). The regular structure 
of macropore channels is less constricted and less tortuous than in packed beds.  
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Another characteristic is that the stationary phase skeleton is made up of a network of 
small, thin threads of porous silica or organic polymers. As these thin threads have no 
effect on hydraulic resistance, they can be reduced to accelerate the mass transfer of 
sample molecules. These two structural characteristics provide a combination of low 
hydraulic resistance to the mobile phase, and enhanced mass transfer rates of sample 
molecules through the column.   
Silica monolithic columns have found many applications in diverse fields such 
as high throughput analysis of drugs and metabolites, separation of environmentally 
relevant substances and food additives, separation of enantiomers and separation of 
complex biological samples like tryptic digests (Cabrera, 2004). They are essentially 
used for conventional RPLC separations and analyses of small or medium molecular 
weight range compounds, typical of those analyzed in the fine chemical, agricultural, 
food, and classical pharmaceutical industries (Guiochon, 2007). Polymer monoliths, 
on the other hand, have been typically used for separations of large biomolecules such 
as proteins, peptides, DNA and plasmids. Both columns have unique selling points 
over traditional packed columns with regards to their applications towards biological 
or clinical samples. The former can handle complex ―dirty‖ mixtures, while the latter 
are more suited to handle large biomolecules and cell-culture supernatants.  
Monoliths owe their versatility to the fact that, unlike packed beds, the pore 
and skeleton dimensions can be controlled independently during the in-situ 
polymerization process (Guiochon, 2007), while these two dimensions are closely 
related to the average particle diameter in conventional packed columns. This poses a 
challenge in modelling monoliths since there is no single geometrical feature that can 
uniquely characterize both their hydrodynamic as well as separation performance. 
Several authors have used ‗domain size‘ – sum of the average through macropore 
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diameter (as deduced from mercury porosimetry) and the average skeleton element 
size (as observed from SEM images) – as the average characteristic distance in the 
monolithic bed to describe both phenomena (Miyabe and Guiochon, 2004). However, 
there has been no consensus among researchers about its applicability to all 
monoliths. Gzil et al. (2004) showed that the reduced HETP curves for different 
monoliths using domain size as the characteristic dimension do not coincide with each 
other, especially at high flow rates. This is especially true for monoliths with different 
degrees of structural heterogeneities. Furthermore, as the pore network and 
morphology in monoliths are distinctly different from that in packed beds, classical 
models and correlations developed for packed beds, such as the Carman-Kozeny 
equation, fail to predict monolith behaviour. In order to explore and develop new 
correlations for monoliths, a fundamental understanding of the pore space 
characteristics as well as their role in shaping monolith performance is required. 
2.2 Models for porous media 
Physico-chemical models for porous media that exist in the literature can be 
broadly classified into macroscopic and microscopic models based on the approaches 
adopted to represent the physical domain in which the constitutive transport equations 
are solved (Guiochon, 2007). The former involves simplifying the underlying 
structural features of the porous medium by incorporating averaged morphological 
parameters on a macroscopic (Darcy) scale. The non-idealities introduced into the 
transport behaviour due to the inhomogeneity and anisotropy of the morphological 
features are lumped into a dispersion coefficient in the general chromatography rate 
model (Miyabe and Guiochon, 2006; Zabka, et al., 2006; Zabka, et al., 2007). 
Although macroscopic models are widely used because of their convenience and 
familiarity in engineering practices, an inherent disadvantage is the empirical or semi-
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empirical estimation of morphological parameters such as porosity, pore size 
distribution and tortuosity from averaging information obtained via experimental 
techniques such as mercury porosimetry, inverse size-exclusion chromatography and 
nitrogen adsorption (Guiochon, 2007). Most macroscopic models fail (or do not 
attempt) to relate the observed transport behaviour to the morphological 
characteristics of the porous medium and hence, cannot relate the observed transport 
behaviour to the inherent pore morphology. In order to do so, the microstructure of 
the porous material should be known so that the inherent structural and morphological 
non-idealities are explicitly included. For a given physical phenomenon, microscopic 
models can then derive the macroscopic behaviour from the description at the 
microscopic level over a representative elementary volume (REV), or a unit cell 
(Tang et al., 2010). 
The microstructure in monoliths has been constructed as a pore-network 
model (Meyers and Liapis, 1999) where the morphology was represented by a 
percolating cluster formed by a cubic lattice of inter-connected cylindrical pores. On 
the other hand, process-based and stochastic reconstruction techniques have been used 
to represent the 3D morphology in porous media such as sandstone (Zhao et al., 
2007), ceramics (Politis et al., 2008) and alumina (Capek et al., 2009; Capek et al., 
2011).  In all these cases, the pore network was fine-tuned to fit morphological results 
obtained from 2D micrographs, inverse size-exclusion chromatography, mercury 
porosimetry and/or nitrogen adsorption. Though such models phenomenologically 
capture porosity, pore size distributions, tortuosity, pore interconnectivity and 
permeability on a macroscopic scale, there is no way of knowing if such randomly 
generated microstructure does indeed represent the actual morphology. It is hence 
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difficult to make recommendations to improve the existing microstructure based on 
conclusions drawn from these models. 
2.3 Direct imaging techniques 
The monolith microstructure morphology was visualised as a cross-linked 
network of porous tetrahedral units embedded in a continuous fluid, akin to the crystal 
lattice structure of diamond (Vervoort et al., 2003). The model was modified by 
introducing a statistical distribution of distances between the porous cylinders with a 
known standard deviation to simulate a degree of irregularity in the monoliths 
(Vervoort et al., 2005).  However, the inability of these models to accurately capture 
the 3D heterogeneity in the monolithic structure was cited as the primary reason for 
their failure to relate monolith performance to its microstructure. 
As opposed to the indirect techniques to infer morphological details, direct 
visualization techniques offer great promise to capture the true morphology of porous 
materials without having to introduce model dependencies (Langford et al., 2006). 
Recently, TEM sections at less than 100nm transverse resolution have been used to 
characterize the macropore size distribution in monoliths (Courtois et al, 2007). 
However, artificial artefacts were reported to be present in the images due to physical 
sectioning and no effort was made to relate microstructure information to the 
separation performance of the columns. Advances in non-invasive 3D scanning 
techniques have led to the use of nuclear magnetic resonance imaging (MRI) 
(Baldwin et al., 1996; Chen et al., 2002; Humby et al., 2002), laser scanning confocal 
microscopy (LSCM) (Saito et al., 2007; Hlushkou et al., 2010), x-ray computed 
microtomography (µCT) (Ho and Hutmacher, 2006) and electron tomography 
(Langford et al., 2006) to capture as-is the inherent morphologies of porous materials. 
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Accurate reconstruction of 3D morphologies of porous materials from non-invasive 
scans has enabled detailed study of structural parameters (Jinnai et al., 2003) and 
development of improved microscale models (Prodanovic et al., 2006; Dong and 
Blunt, 2009). On the other hand, direct use of reconstructed 3D images as bounding 
geometries in an environment amenable to solving fundamental transport equations 
has facilitated more realistic microscale models and obviated the need for model-
dependent fitting parameters (Nowak et al., 2003; Selomulya et al., 2006; Jeong et al., 
2007; Petrasch et al., 2008; Piller et al., 2009; Gerbaux et al., 2010; Zubov et al., 
2010). 
2.4 Transport in models reconstructed from 3D scans 
Recently, non-invasive 3D imaging techniques (Table 2.1) have been used to 
capture the pore morphologies of analytical silica monoliths (Courtois, et al., 2007), 
bare-silica capillary monoliths (Bruns et al., 2010), capillary hybrid silica monoliths 
(Bruns et al., 2011), 2.6m bare silica core-shell particles (Bruns and Tallarek, 2011) 
and the first two generations of analytical silica monoliths (Hormann et al, 2012). 
CLSM was employed to capture the inter-skeleton macropore space in a bare-silica 
Chromolith CapRod
™
 (Bruns et al., 2010), Chromolith Performance
™
 (Hormann et 
al., 2012) and Chromolith High-Performance
™
 (Hormann et al., 2012) columns (all 
from Merck), while backscatter SEM was used to image and serially section a portion 
of a commercial polymeric monolithic disk (CIM
™
 DEAE anion-exchanger, BIA 
Separations) (Koku et al., 2011) to generate the flow-through pore network. The silica 
monoliths were scanned at a resolution of 30nm  30nm  120nm, while the polymer 
monolith was imaged at a resolution of 18.5nm  18.5nm in 50nm serial sections 
(Table 2.1). The former employed the Lattice-Boltzman equation (LBE) approach to
 21 
 




Reconstructed volume size Resolution Cubic voxels Reference 
Chromolith SpeedRod TEM† --- < 100nm3 --- Courtois et al., 2007 
Bare-silica Chromolith CapRod CLSM‡ 61.5m2  21.4m 30nm2  126nm 713 million Bruns et al., 2010 
11 improved capillary hybrid 
silica monoliths 
CLSM 




  126nm 1.33 billion Bruns et al., 2011 
Capillary with 2.6m Kinetex 
bare-silica core-shell particles 








CLSM 60m2  12.6m 30nm2  126nm 417 million Hormann et al., 2012 
†Transmission electron microscopy 





directly model the pore scale hydrodynamic flow and non-retained dispersion in the 
reconstructed 3D pore network of bare-silica Chromolith CapRod
™
 (Hlushkou et al., 
2010). 
Although the simulated and experimental permeabilities were in excellent 
agreement, the high scanning resolution resulted in long simulation times as well as 
high utilization of computational resources to simulate the steady-state velocity field. 
The same group (Hlushkou et al., 2011) employed a larger simulation domain at an 
identical scanning resolution which yielded improved simulation accuracies. Koku et 
al. (2011) also employed the LBE approach to calculate the velocity distribution in 
the polymeric monolith with simulated permeability within experimental ranges.   
In this study, we attempt to capture the inhomogeneities in the macropore 
network of a silica monolith at lower scanning resolutions. We attempt to show that if 
a lower scanning resolution is able to relate the hydrodynamic and dispersion 
performance of the silica monolith to its pore structure, without significant loss of 
accuracy and at an appreciably reduced computational expense, then detailed studies 
on the dispersion behaviour of the macropore network under retained conditions could 
be investigated for the first time. We, therefore, focus our attention on reconstructing 
the 3D morphology of the macropore network in a commercially available 
Chromolith
®
 Performance column (RP-18e) at a lower resolution than those reported 
in literature (Hlushkou et al., 2010; Hlushkou et al., 2011; Koku et al., 2011). With 
non-invasive 3D scans and high computational resources available, it is now possible 
to visualise the heterogeneities in monoliths and quantify the loss of efficiency in 
terms of transcolumn eddy dispersion (Hlushkou et al., 2011). 
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2.5 Eddy dispersion 
The A-term in the HETP equation has long been recognised to be higher for 
silica monoliths due to the flow-through pore heterogeneities (Guiochon, 2007). Eddy 
dispersion arises from band spreading caused by velocity biases in the convective 
zone within the column. This band broadening is accounted for in the overall band 
dispersion by the coupling theory of eddy dispersion by Giddings (1965) as a sum of 
four contributions that describe the erratic mass transfer by flow and diffusion on 
different length scales: (i) transchannel, (ii) short-range interchannel, (iii) long-range 
interchannel, and (iv) transcolumn. Typically in packed columns, at high linear 
velocities, 45% of the eddy dispersion was accounted by transchannel velocity bias, 
45% by short-range interchannel velocity bias and 10% by long-range interchannel 
velocity bias. The transcolumn velocity bias was severe only under non-adiabatic 
conditions where a radial temperature gradient increased the degree of radial 
heterogeneity (Gritti and Guiochon, 2008; Gritti and Guiochon, 2009b). Transcolumn 
dispersion, however, was suspected to be the primary cause of inefficiency in the first 
generation of silica monoliths ever since they were commercially available in the 
early 2000s (Gritti and Guiochon, 2009a). Monolithic columns would have a lower 
eddy diffusion term and be more efficient than packed columns if they did not suffer 
from an intrinsic and undesired radial structural heterogeneity that arises due to 
shrinkage of silica during the sol-gel preparation process (Guiochon, 2007; Mriziq et 
al., 2008; Abia et al., 2009). This radial heterogeneity, though nearly impossible to 
assess from SEM images, has been experimentally observed by local electrochemical 
detection at various radial positions of the outlet cross-sectional area of a silica 
monolith (Mriziq et al., 2008). Transcolumn dispersion, which accounts for about 
75% of the total eddy dispersion in silica monoliths (Gritti and Guiochon, 2009a), 
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arises due to the inability of analyte molecule to sample the entire cross sectional area 
before leaving the monolithic column due to the relative difference in the linear 
velocities between the column centre and wall. Recent advances in non-invasive 
imaging and high speed computation have enabled to quantify the transcolumn eddy 
dispersion from a theoretical point-of-view. We propose to calculate the transverse 
dispersion coefficient from our simulation studies that would enable us to estimate the 
radial distance covered by an analyte molecule during its residence in the column, 
which can then be phenomenologically related to the transcolumn dispersion.  
The advantage of a theoretical computational model is often to investigate the 
effects of important parameters on the performance of a complex non-linear system 
for which simple, intuitive analytical solutions are not available. The average size of 
throughpores in silica monoliths can be increased by increasing concentration of 
porogen and the gel morphology can be controlled by adjusting the solvent 
composition, porogen concentration and temperature (Nakanishi et al., 1998; 
Guiochon, 2007). Given that the monolith morphology can be tuned based on the 
polymerization conditions, we can theoretically investigate the effect of external 
porosity or pore/skeleton size distributions on the dispersion behaviour of silica 
monoliths. Such theoretical studies would help decouple porosity and heterogeneity 
effects and isolate the causes for inefficiency in the current generation of monoliths. 
Conversely, such studies also help determine the ideal column morphology devoid of 
the identified inefficiencies and point the polymer scientists towards synthesising 
better supports for chromatography. 
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3. EXPERIMENTAL METHODS 
This chapter outlines the various experimental protocols followed in this 
research program. 
3.1 Apparatus, columns and chemicals 
Hydrodynamic and dispersion experiments were performed on a Waters 
(Milford, MA, USA) HPLC system equipped with a 600E multi-solvent delivery 
pump, in-line degasser AF, a 717 plus auto-sampler and a 2487 dual-wavelength 
absorbance detector. The system was operated using the Empower 2 Pro software 
supplied by Waters. 
Three analytical 4.6mm  100mm silica monoliths (Chromolith® RP-18e) (S/R 
Nos.: UM 6105/023, UM 6105/035, UM 1116/046) were purchased from Merck 
(Darmstadt, Germany). UM 1116/046 was destroyed to collect samples for CT scans 
and mercury porosimetry. All hydrodynamic and dispersion experiments were 
performed in the other two monoliths. The experiments were repeated at least twice in 
each column and mean values were calculated.  
De-ionized filtered water from Milli-Q plus 185 (Millipore, Bedford, USA) 
was used in the preparation of all solutions and mobile phases. HPLC-grade 
acetonitrile (ACN), methanol (MeOH) and tetrahydrofuran (THF) and reagent-grade 
trifluoroacetic acid (TFA) and benzene were obtained from Fisher Scientific (Fair 
Lawn, NJ, USA). Bovine Serum Albumin (BSA, 67000 Da) was purchased from 
Sigma (St. Louis, MO, USA) and phenol from Merck (Hohenbrunn, Germany). 
Polystyrene standards with molecular masses ranging from 2kDa to 21000kDa were 
purchased from Supelco (Bellefonte, PA, USA).  
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3.2 Pressure drop measurements  
System pressure drop measurements were taken from the HPLC instrument 
pressure gauge for mobile phase flow rates of 0.5 ml/min to 10 ml/min. De-ionized 
filtered water from Milli-Q plus 185 was used as mobile phase in all pressure drop 
experiments. The system pressure drop was corrected for the extra-column pressure 
drop by replacing the column with a zero-volume connector to obtain the pressure 
drop across the column. All experiments were performed at room temperature of 22 
°C. The experiments were conducted at least in duplicates for each flow rate under the 
same experimental conditions. Column permeability was then calculated based on the 
superficial velocity according to the equation:   
     
     
  
 (3.1) 
where,  is mobile phase viscosity, L is length of the column, usf is the superficial 
velocity and P is the column pressure drop. 
3.3 Inverse Size Exclusion Chromatography 
The ISEC data to determine the porosities in silica monoliths were obtained by 
injecting 10l of 1 mg/ml polystyrene standard solution in THF using the auto-
sampler at a flow rate of 1ml/min. The retention times measured were used to 
determine the elution volumes at the said flow rate. 
3.4 Tomographic scan 
A 4.6mm  100mm Chromolith® Performance column (RP-18 endcapped) 
from Merck (Darmstadt, Germany) (UM 1116/046) was cleansed with methanol 
followed by 60/40 acetonitrile/water (v/v) mixture before being cut into five 20 mm 
transverse sections using a microtome. The cut sections were stored in methanol vials. 
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The polyetheretherketone (PEEK) cladding around a couple of sections was cut open 
with a microtome. Samples for CT scans were prepared by gently breaking the porous 
silica pieces into fragments and sealing them in 4mm capillaries. CT scans were 
performed at Skyscan, Belgium with Skyscan 2011 X-ray nanotomograph at isotropic 
resolutions of 390nm, 290nm and 190nm 
3.5 Mercury porosimetry 
Monolith samples of different weights (12.5mg, 18mg and 22.5mg) were dried 
at 100 °C for 5-6 hours. The porosimetry tests were carried out on a Micromeritics 
(Norcross, GA, USA) AutoPore III 9420 mercury intrusion porosimeter capable of 
generating pressures up to 414 MPa, corresponding to a minimum cylindrical pore 
diameter of 3nm. The mercury contact angle was set to 130° and intrusion was 
performed up to 400 MPa. Data acquisition was done using AutoPore III software, 
v2.00. 
3.6 Non-porous dispersion 
The HETP data for non-porous pulse experiments were obtained by injecting 
10l of 1 mg/ml BSA solution using the auto-sampler. The flow rate of mobile phase 
ranged from 0.5 ml/min to 10 ml/min. The 2487 dual-wavelength absorbance detector 
was set at 280nm with single channel detection. The mobile phase used was 55% 
ACN-water + 0.1% v/v TFA (density 904 kg/m
3





/s). This ensured non-retention of BSA on the monolith (Geng and Loh, 
2001). Prior to injection, the column was equilibrated with at least 20 column 
volumes of the mobile phase. Extra-column effects were taken into account by 




3.7 Porous/Non-retained dispersion 
The procedure to determine porous/non-retained dispersion followed the 
general protocol outlined in Section 3.6. The HETP data for porous/non-retained 
pulse experiments were obtained by injecting 2µl phenol solution (1 mg/ml) using the 
autosampler. The UV absorbance detector was set at 254 nm with single channel 
detection. Pure ACN was used as mobile phase to ensure non-retention of phenol 
(density 786 kg/m
3
, viscosity 0.35 cP, diffusivity 2.0  10-9 m2/s) (Loh and Geng, 
2003).   
3.8 Retained dispersion 
Phenol in 15:85 v/v MeOH/H2O was used to mimic strongly retained 
conditions on a C18 silica monolith (Gritti and Guiochon, 2004). The diffusion 
coefficient in mobile phase (8  10-10 m2/s) was estimated from Wilke and Chang 
equation (Wilke and Chang, 1955): 
    
                       
     
    (3.2) 
where, where    and   ,     and   ,    and    are the molar fractions, the 
associative factors (1.9 for methanol, 2.6 for water), and the molecular weights of the 
two solvents A and B used (32 g/mol for methanol, 18 g/mol for water), respectively 
(Gritti and Guiochon, 2010a). Viscosity (   ) of the binary eluent was estimated as 
1.168cP (Kubota et al., 1979).    is the molar volume of phenol at its boiling point 
(104.2 cm
3
/mol), estimated from the LeBas group method (Poling et al., 2001; Gritti 
and Guiochon, 2006a). The HETP data for retained pulse experiments were obtained 
by injecting 2µl phenol solution (1 mg/ml) using the autosampler. The retention was 
under linear conditions at these concentrations (Gritti and Guiochon, 2004).  
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3.9 Dispersion Data Analysis 
All recorded chromatograms were exported to Microsoft Excel
®
 by Empower 
2 Pro software for numerical analysis. HETP data were obtained from the half-height 
peak bandwidth method as suggested by Gritti and Guiochon (2010a) where the 
authors performed a pore-blocking experiment to show that this method gave more 
physically meaningful values than those measured by moment analysis due to the 
sensitivity of the second moment to peak tailing and integration limits. This method 
consisted of measuring the elution time of the chromatogram at its apex and its 
bandwidth at exactly half its height. The method ignored the consequences of peak 
asymmetry due to tailing and/or fronting of the peak close to its base. The three 
corresponding elution times are   ,        (adsorption front) and        (desorption 
rear). The same procedure was repeated for the analysis of extra-column band profiles 
and the measurement of elution times      ,           and          .   
       
               
 
                      
 
               




4. COMPUTATIONAL METHODS 
This chapter briefly explains the workflow followed in the program with 
emphasis on a description of the image analysis techniques, CFD model setup, and 
numerical analyses and equations employed in this work. 
4.1 Image Analysis 
The series of 2D images received from SkyScan were reconstructed and 
subsequently analyzed using Analyze
®
 9.0 (Biomedical Imaging Resource, Mayo 
Clinic, USA). The reconstructed images were subjected to a low-pass median filter to 
enhance the image quality. The voxel-intensity histogram of the reconstructed volume 
was segmented with a single automatic threshold function into a binarized volume 
representing the pore and skeleton network. Porosity of the extracted pore network 
was computed as a ratio of the number of extracted voxels to the number of voxels in 
the original image. The surface defining the boundary between the skeleton and pore 
network was approximated as a surface mesh consisting of triangular elements using 
the Surface Extractor module and was saved as a stereolithographic (STL) file. STL 
files of various sizes were extracted to determine the representative unit cell by 
steady-state hydrodynamic simulations.  
A text (CSV) file describing the spatial voxel distribution in the binarized 
segmented image representing the pore and skeleton network was generated. This 
served as a template to formulate a function describing the pore sizes by specifying 
the distance of every pore voxel from the nearest skeleton voxel and vice versa, for 
the skeleton sizes (Zubov et al., 2010). Briefly, to determine the pore sizes along the 
x-axis, a slice at z = 0 was processed to count the number of consecutive zeroes in the 
x-direction for every value of y. This was repeated for every slice along the z-axis to 
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get a complete pore size distribution in the x-direction. At every slice, the pore sizes 
that projected outside the cube were discarded. Combining the size distributions 
obtained in the x, y and z axes yielded the cumulative pore size distribution. The 
skeleton size distribution was obtained in a similar fashion. 
4.2 Development of CFD model  
3.1.1 Hydrodynamics 
The triangulated surface mesh files (*.stl) generated in the Surface Extractor 
module were exported to a specialized pre-processor (TGrid
®
 5.0.6) for unstructured 
tetrahedral volume mesh generation. The unstructured tetrahedral meshes were 
generated in the volume enclosed by the surfaces representing the skeleton and pore 
network. The truncation of the pore-skeleton network interface along three mutually 
perpendicular axes on the six faces of each cube extracted created artificial boundaries 
which served as bounding faces within which the pore and skeleton volumes were 
meshed. Cubic volumes of different sizes were extracted to determine the 
representative elementary volume (unit cell). Volume meshes generated in TGrid
®
 
were then exported to the flow modelling simulation software, Ansys Fluent
®
 12.1.4, 
for hydrodynamic simulations.  
Since there is negligible bulk flow in the mesoporous skeleton network 
(Leinweber et al., 2002), only the pore volume was discretized for hydrodynamic 
simulations. Flow was simulated in both forward and reverse directions. In each case, 
boundary faces parallel to the flow direction were set as symmetry faces so that the 
unit cell behaves as if it is embedded in an infinitely replicated structure. The 
symmetry boundary condition basically served to set a zero momentum gradient 
across that boundary. The pore-skeleton interface was set as a wall to simulate the no 
slip boundary condition. An operating pressure of 1 atm (Patm) was set at the flow 
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outlet, while the inlet velocity was set to the inlet interstitial velocity to simulate a 
flow rate range of 0.5-10 ml/min through the column. Water (density 1000 kg/m
3
 and 
viscosity 1.003 cP) was chosen as the mobile phase. The corresponding Reynolds 
number (Re), based on a macropore diameter of 2m (Guiochon, 2007), was of the 
order of 0.001-0.01 such that flow conditions were strictly creeping flow. The 
simulations were carried out at the High Performance Computing Linux clusters at the 
National University of Singapore Computer Centre. Three types of clusters were 
utilized in the simulations: 2 Intel Xeon Harpertown E5430 2.66 GHz Quad-core 
processors (16 GB memory), 2 Intel Xeon Nehalem-EP X5550 2.67 GHz Quad-core 
processors (48 GB memory) and 2 Intel Xeon Westmere-EP X5650 2.67 GHz Hexa-
core processors (48 GB memory). At each surface-grid resolution (390nm, 290nm and 
190nm), the steady-state velocity field was simulated by monitoring the residual sum 
of the velocity field at every iteration, thus following the convergence history. A 
scaled residual of 10
-4
 was employed to ensure convergence. The volume mesh was 
then refined based on the velocity-gradients using a gradient adaption technique and 
the simulation was run for another 300 iterations. The differences in the volume-
averaged velocities before and after gradient adaption were less than 1%. 
The equation of continuity (Equation 4.1) and Navier Stokes equation 
(Equation 4.2) were solved simultaneously at the generated tetrahedral mesh nodes in 
the macropore volume.  
       
   
  
 
   
  
 
   
  




                      
    
   
  
   
   
  
   
   
  
   
  
  
   
    
   
 
    
   
 
    
   
      
    
   
  
   
   
  
   
   
  
   
  
  
   
    
   
 
    
   
 
    
   
      
    
   
  
   
   
  
   
   
  
   
  
  
   
    
   
 
    
   
 
    
   
      
(4.2) 
3.1.2 Peak Parking Simulations 
Numerical peak parking simulations (Detobel et al., 2009) were performed by 
patching a rectangular plug (0.3m) of an analyte at the centre of the simulation 
domain in the macropore space (convection zone), in the absence of a velocity field. 
Diffusion (under isothermal conditions) in the absence of convection was simulated 
by solving the mass balance equation (Equation 4.3) for the injected analyte species of 
mass fraction C.  
  
  
    
   
  
  
    
   
   
 
   
   
 
   
   
  
(4.3) 
The axially spreading concentration profile was monitored as a function of 
time at various cross-sections of the macropore volume along the axial direction. As 
an initial estimate, the simulation time step was calculated such that it was less than 
that required to diffuse through half the grid resolution. At regular time intervals, the 
mean location   and spatial (axial) variance   




   
     




          
    
 (4.5) 
where, C is the species mass fraction and z is the axial coordinate. Simulations were 
performed till the calculated variance of the developed pulse varied linearly with 
simulation time at every instant. The simulations were continued till the overall 
regression coefficient for the linear fit of calculated variance versus simulation time 
was > 0.98. The effective diffusion coefficient (Deff) and the external obstruction 
factor (  ) were calculated as: 
     
 
 




   
    
  
 (4.7) 
where, Dm is the molecular diffusivity of the analyte. The simulations were performed 
under non-porous, porous/non-retained and retained conditions depending on the 
access and affinity of the analyte molecule to the mesopore network in the skeleton.  
For porous/non-retained peak parking studies, in addition to solving Equation 
4.3, Equation 4.8 was also solved simultaneously to depict diffusion in the 
mesoporous skeleton matrix. 
   
  
    
    
   
  
    
    
   
 
    
   
 
    
   
  
(4.8) 
At the pore-skeleton interface, Cs = 0.5C. This relationship depends on the internal 
porosity of the skeleton matrix (as explained later in Section 4.2.4 b)). 
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 Under retained conditions, Equation 4.9 was solved simultaneously with 
Equation 4.3 to depict diffusion in the mesoporous skeleton in the presence of species 
retention. 
   
  
    
       
   
 
  
     
   
  
    
    
   
 
    
   
 
    
   
           
  
   
 
  
          
  
(4.9) 
where, Rs is the net mass rate of generation of species Cs. kf and kb are the adsorption 
and desorption rate constants, respectively, while    and   
  are the unadsorbed and 
adsorbed species mass fractions in the skeleton matrix. (The exact nature of 
adsorption and desorption is further explained in Section 4.2.4 c). 
3.1.3 Dispersion Simulations 
Dispersion simulations were performed for each case of zone retention factor 
at various flow rates. Axial dispersion simulations were performed by patching an 
instantaneous rectangular pulse (dx  dy  dz = 30m  30m  0.15m) at the inlet 
(z = 0), while for transverse dispersion simulations, an instantaneous rectangular pulse 
(dx  dy  dz = 0.3m  30m  0.15m) was patched at the inlet (z = 0) centred at x 
= 15m.  The analyte mass fraction was set to 0.1 in the patched region in both cases 
to simulate locally linear conditions. The inlet pulse was superimposed on the pre-
calculated velocity field and only a species balance was performed to track the 
dispersion of the injected pulse. It should be noted here that the calculated velocity 
field does not depend on the choice of mobile phase but only on the imposed flow rate 
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(inlet velocity). It was assumed that the injected pulse did not alter the velocity field 
in any way.  
For non-porous dispersion studies, diffusion in the presence of the steady-state 
velocity field was simulated in the macropore volume by solving the general 




          
   
  
  
   
  
  
   
  
  
   
  
  
    
   
   
 
   
   
 
   
   
  
(4.10) 
For porous/non-retained and retained dispersion studies, Equations 4.8 and 4.9, 
respectively, were solved simultaneously with Equation 4.10. 
The axial dispersion of the injected pulse was monitored by calculating the 
average species mass fraction at several detection planes (normal to the flow 
direction) in the convection zone as a function of time. The transverse dispersion was 
also monitored at regularly spaced detection planes parallel to the flow direction (in 
the yz plane). For both peak parking and dispersion simulations, an initial estimate of 
the simulation time-step size was calculated as a value less than that required to 
disperse the analyte over half the grid resolution (  ) by convection (Equation 4.11) 
or diffusion (Equation 4.12).  





   (4.11) 
      
 
 
     
  
 (4.12) 
where,   
  is the average interstitial velocity. Simulations were repeated at double and 
half the estimated time step size to determine the effect of time-step on simulation 
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accuracy. It was observed that the initial estimate made was accurate to capture the 
diffusion/dispersion phenomena without significant loss of accuracy and within 
manageable simulation times. A downstream boundary condition (outflow condition) 
was applied at the flow outlet implying that species gradient in the flow direction at 
the exit was zero. The symmetry boundary conditions served to set a zero 
concentration gradient across the respective boundaries. 
Dispersion simulations were performed until the injected pulse remained 
within the simulation domain (Desmet et al., 2008). The dispersion coefficient value 
underwent a transient regime where the injected plug transited from its initial 
rectangular shape into a Gaussian shape. When the species had dispersed through a 
sufficiently representative part of the entire medium, a constant dispersion coefficient 
was obtained. This sufficiently representative part of the simulation domain was 
quantified in terms of a transverse dispersion length, beyond which the dispersion 
coefficient remained fairly constant. Continued simulations in the finite domain led to 
a decrease in the dispersion coefficient as soon as a significant amount of analyte 
reached the end of the simulation domain. Depending on the mobile phase flow rate, 
the simulations were terminated either till the overall regression coefficient for the 
linear fit of variance versus simulation time was > 0.98, or < 0.95, whichever was 
earlier. Transient longitudinal dispersion coefficient and the corresponding HETP 
were calculated from: 
      
 
 




     
      
    
 (4.14) 
where,   
  is the spatial variance of the analyte pulse and uave is the average linear 
interstitial velocity. Likewise, the transverse dispersion coefficient was determined 
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from the average slope of the transverse spatial variance of the injected pulse with 
time.   
      
 
 




The retention times at each detection plane in the axial direction were 
calculated from the zeroth
 
and first order absolute moments of the obtained 
breakthrough curves using: 
     
      
 
 




All numerical integrations were evaluated in Microsoft Excel
®
 using Simpson‘s ⅓rd 
rule. 
3.1.4 Retention conditions 
Both peak parking and dispersion simulations were carried out under 
conditions of non-porous, porous/non-retained and retained conditions.  
a) Non-porous conditions 
The analyte has no access to the mesopores in the skeleton and hence, the 
pore-skeleton interface was set as an impermeable wall. A mixture of acetonitrile and 
water (55/45 %, v/v) (density 904 kg/m
3
 and viscosity 0.79 cP) was chosen as the 
mobile phase, while bovine serum albumin (BSA) with a molecular diffusivity (Geng 
and Loh, 2001) of 7.5  10-11 m2/s was selected as the solute. These conditions 
represented high reduced-superficial velocities (sf > 5). For non-porous dispersion 
simulations at lower reduced-superficial velocities (sf ≤ 5), a solute with molecular 
diffusivity of 2  10-9 m2/s was selected. 
b) Porous/non-retained conditions 
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The skeleton zones are treated as porous zones embedded in a continuous fluid 
zone. This is known as EHM – effective homogeneous medium approach (Sahimi, 
1995). Its basic idea is to replace a microscopically heterogeneous medium by a 
hypothetical, homogeneous medium that mimics properties of the original one 
(Hlushkou et al., 2011). The effective (volume-averaged) concentration, determined 
by accounting for the composite volume of the skeleton, would hence be         , 
where       is the internal / skeleton porosity and C is the bulk mobile-phase 
concentration. The internal porosity of the stationary zones is a user-input parameter 
in the solver and is fixed at 0.5, for all porous and retained simulations, to 
approximate the conditions in a silica monolith, (this work, Al-Bokari et al., 2002; 
Gzil et al., 2003; Guiochon, 2007). To mimic the effect of slow intraparticle 
diffusivity, a user defined function (additional, user-written source code implemented 
in the solver) was written to give the species entering the stationary zones a diffusion 
coefficient smaller than that in the fluid zone. In the present study, the skeleton 
diffusivity (Dskel) was assumed to be two times smaller than the diffusivity in the 
through-pore region (Dm). The latter assumption corresponds roughly to the data on 
the Dm to Dskel ratio in silica monoliths (Tallarek et al., 2002). The skeleton diffusivity 
obtained from peak parking simulations hence served as an additional check to 
validate the representative geometry. In the simulations, it was also assumed that the 
transport through the porous skeleton zone occurred by pure molecular diffusion, i.e. 
it was assumed that there is no convective transport through the skeleton (Vervoort et 
al., 2004). This assumption was justified because the ratio of through pore to meso-
pore sizes in a typical monolith is of the order of 100 (Tallarek et al., 2002). 
Phenol in pure ACN was used to mimic non-retention on the C18 stationary 
phase in the silica monolith (Loh and Geng, 2003). This was confirmed from the 
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evaluation of total porosity in the experimental runs. A molecular diffusivity (Dm) of 2 
 10-9m2/s was used in the simulations (Loh and Geng, 2003). 
c) Retained conditions 
Phenol in 15:85 v/v MeOH/H2O was used to mimic strongly retained 
conditions on a C18 silica monolith (Gritti and Guiochon, 2004). The diffusion 
coefficient in mobile phase was estimated as 8  10-10m2/s from Wilke-Chang 
equation, using the parameters quoted in Gritti and Guiochon (2006a, 2010a). An 
equilibrium constant (K) of 20.15 was determined from the experimental residence 
times from Equations 6.3-6.5. This was within the linear range for adsorption of 
phenol on C18 silica monoliths (Gritti and Guiochon, 2004).  
To represent the phenomenon of selective adsorption (retention), the species in 
the stationary zones were subjected to two instantaneous chemical reactions; the first, 
transforming the freely diffusing species phenol into a species phenol* with identical 
physical properties but with a zero diffusivity, as to express its adsorbed state; while 
the other, to transform the adsorbed species phenol* back to the freely diffusing form 
phenol. The two-step instantaneous irreversible reactions were: 
      
          
            (4.17) 
       
          
           (4.18) 
The individual kinetic rate constants were assigned after studying the 





 to 20.15  106 s-1 and 102 s-1 to 106 s-1, respectively. It was observed that 
increasing the kinetic rates beyond 20.15  104 s-1 (time constant: 5μs) and 104 s-1 
(time constant: 100μs) showed no significant change in the simulated dispersion 
behaviour. This was in contrast with a time constant of 50-100μs for diffusion and 6μs 
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for convection (at the highest flow rate of 10ml/min). Thus, when the adsorption rate 
is faster or comparable to the convection rate, the kinetic rate constants cease to have 
a significant effect on the overall dispersion phenomenon.  




 and desorption rate constant 




 was assumed to mimic the instantaneous adsorption and desorption 
processes in the mesoporous skeleton. The fluid zone (macropore volume) was set to 
be devoid of any reactions. It was observed that, under retained conditions, 30m 
cube was not sufficient for transient dispersion coefficients to reach asymptotic 
dispersion coefficient values. Hence, the 30m cube was reflected axially to form a 




5. MODEL VALIDATION FROM HYDRODYNAMICS 
AND NON-POROUS DISPERSION SIMULATIONS 
5.1. Introduction 
Non-invasive 3D scanning techniques have been recently employed to capture 
the macroporous network in monoliths (Table 2.1). TEM scans were used to capture 
the macropore network in an analytical silica monolith (Courtois et al. 2007), while 
CLSM was used to capture the inter-skeleton macropore space in a bare-silica 
capillary monolith (Chromolith CapRod
™
) (Bruns et al., 2010), capillary hybrid silica 
monolith (Bruns et al., 2011) and two generations of bare-silica analytical monolith 
(Hormann et al., 2012). Backscatter SEM was employed to image and serially section 
a portion of a commercial polymeric (CIM
™
 DEAE anion-exchanger) monolith to 
reconstruct the flow-through pore network (Koku et al., 2011). Hydrodynamic and 
non-retained dispersion simulations were performed to characterize the transport 
behaviour in reconstructed volumes of capillary silica monoliths (Hlushkou et al., 
2010a; Hlushkou et al., 2010b; Hlushkou et al., 2011) and polymer monoliths (Koku 
et al., 2011; Koku et al., 2012). Table 5.1 shows the detailed simulation times and 
computing resources used in this work compared with those in literature. 
Significant computational resources were utilised to accurately simulate the 
hydrodynamic and dispersion characteristics (Table 5.1). For example, a typical 
simulation of velocity field in the reconstructed capillary monolith took about 40 
hours on 64 processors and around 100GB of memory. A double precision binary 
output file with the calculated velocity field had a size of about 20GB (Hlushkou et 
al., 2010a). Likewise, a typical velocity-field simulation in the reconstructed polymer 
monolith used 2048 processor cores and required approximately ten thousand
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iterations and four hours for convergence (Koku et al., 2011). Resolutions up to 30nm 
 30nm  120nm and 18.5nm  18.5nm  50nm, respectively, were employed to 
capture the morphological heterogeneities in the monoliths.  
Compared to the high computational resources and/or long simulation times 
required by these higher resolution reconstructions of silica monoliths, we attempt to 
capture the inherent inhomogeneities in the macropore network at lower scanning 
resolutions. We attempt to show that if a lower resolution is able to relate the 
hydrodynamic and dispersion performance of the silica monolith to its pore structure, 
without significant loss of accuracy and at an appreciably reduced computational 
expense, then detailed studies on the dispersion behaviour of the macropore network 
under retained conditions could be investigated for the first time. 
Transcolumn dispersion has been suspected to be the primary cause of 
inefficiency in the 1
st
 generation of silica monoliths ever since they have been 
commercially available in the early 2000s (Gritti and Guiochon, 2009a). To our 
knowledge, there has been no attempt to relate the transcolumn dispersion in a RP-18e 
analytical silica monolith to its pore morphology from non-invasive 3D 
reconstructions. Gritti and Guiochon (2009a, 2011) developed an experimental 
protocol to estimate the transcolumn dispersion in analytical RP-18e silica monolith 
from an experimental and theoretical determination of various processes that 
contribute to the overall dispersion process under non-retained and retained 
conditions. In the former (Gritti and Guiochon, 2009a), the contribution of 
transcolumn effect to total peak variance was modelled to be independent of linear 
velocity in three analytical research grade silica monoliths. The transcolumn 
dispersion was later modelled to exhibit a coupled behaviour that indicated 
contributions from pure convection as well as lateral molecular diffusion in 
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commercial monolithic Onyx C18 columns (Gritti and Guiochon, 2011). Hlushkou et 
al. (2010b) estimated the transcolumn dispersion in a 100m I.D. bare-silica 
Chromolith capillary CapRod™ from CLSM reconstructions and noted it to be 
different from that observed in analytical silica monoliths. Under non-zero zone-
retention conditions (i.e., when the analyte is small enough to access the mesopores in 
the skeleton network), an additional mass-transfer resistance in form of the external 
film resistance contributes to the overall band broadening phenomena. Although 
theoretical expressions for traditional mass transfer processes such as longitudinal 
molecular diffusion and stationary-phase mass transfer resistance have been derived 
for silica monoliths, no such concrete theory exists to estimate the film mass transfer 
resistance contribution to overall dispersion (Gritti and Guiochon, 2009a; Gritti and 
Guiochon, 2011). In order to unambiguously determine the transcolumn contribution 
to overall dispersion and hence, quantify the resulting inefficiency, we propose to 
estimate the overall dispersion in an analytical silica monolith under non-
porous/excluded conditions. 
5.2. Research Objectives 
The specific objectives of the research work presented in this chapter are: 
a) To reconstruct a representative model of an analytical silica monolith at an 
appropriate resolution and verify its pore and skeleton size distributions 
b) To verify the simulated permeability and determine the axial and radial 
directions in the reconstructed model.  
c) To estimate the short-scale heterogeneities via peak parking, transverse and 
axial dispersion simulations. 
d) To estimate the transcolumn dispersion as a deviation of HETP simulations 
from experimental data and characterise the persistence-of-velocity length 
 47 
 
       and lateral diffusion distance        according to Giddings‘ coupling 
theory for the estimated transcolumn dispersion; and 
e) To comment on the effect of lower scanning resolution on the accuracy of 
hydrodynamic and dispersion characteristics predicted by the simulations 
versus savings in computational resources and/or simulation times. 
5.3. Research Approach 
The raw scanned dataset at the three isotropic resolutions (390nm, 290nm and 
190nm) was segmented using an automatic threshold function in image analysis 
software (Analyze
®
) to yield reconstructed images. Different-sized cubes from 
various locations within the reconstructed dataset were extracted for porosity analysis. 
Different-sized cubes were also exported into Fluent
®
 for hydrodynamic simulations 
and the simulated permeability was compared with experimental pressure drop 
measurements. A representative cube size at an appropriate resolution and orientation 
was identified based on the porosity analysis and permeability simulations. The pore 
and skeleton size distributions of the representative cubes at each resolution were 
computed from image analysis and compared with distributions obtained from 
mercury porosimetry as well as with those in literature obtained from similar non-
invasive 3D scans of silica monoliths. Peak parking simulations were performed 
under non-porous conditions to estimate the degree of heterogeneity in the 
reconstructed model as well as to quantify the contribution of longitudinal molecular 
diffusion to overall dispersion. Transient axial and transverse dispersion simulations 
were then performed to estimate the overall simulated dispersion (HETP) under non-
porous conditions. Deviations of simulated HETP from experimental dispersion 
values were attributed to transcolumn eddy dispersion. Finally, the axial molecular 
diffusion contribution was subtracted from the simulated HETP values to estimate the 
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transchannel and short-range interchannel eddy dispersion contributions. The overall 
research approach adopted to address the specific research objectives above is 
illustrated in Figures 5.1 and 5.2. 
5.4. Results and Discussions 
5.4.1 Inverse Size Exclusion Chromatography (ISEC) 
ISEC experiments were performed to determine the external and internal 
porosities of a 4.6mm  100mm commercial RP-18e silica monolith. Retention of 
polystyrene standards of narrow molecular weight distribution and known molecular 
mass were measured at a flow rate of 1ml/min. Figure 5.3 shows a plot of the 
molecular weight of polystyrene standards versus their corresponding peak retention 
volumes. The retention volume of the smallest non-retained marker (benzene) is also 
plotted to indicate the total porosity of the monolith. It was assumed that benzene was 
able to access all the pores (macropores and mesopores) in the monolith column. 
There was <1% error in retention volume estimation at all molecular weights. As seen 
in the figure, two distinct pore volumes were discernible – the macropore or external 
pore zone (steeper line) and the mesopore or internal pore zone (less steep line). The 
retention volume of the excluded molecular mass is the volume corresponding to the 
intersection point of the interpolated straight lines which demarcate the internal and 
the external pore zones in the silica monolith. 
The external and total porosities were calculated as a ratio of the 
corresponding retention volumes (ml) to the total column volume (1.662 ml). The 
external porosity     0.6913  was estimated from the retention volume at this point 













Figure 5.3:  ISEC plot of logarithm of the molecular masses of polystyrene 





of benzene     0.8603 . The internal porosity       0.5475 , viz. porosity of the 
mesoporous skeleton, was estimated from the chemical engineer‘s definition: 
     
     
    
 (5.1) 
The porosities measured were in agreement with those in the literature for analytical 
RP-18e silica monoliths (Al-Bokari et al., 2002; Gritti and Guiochon, 2011). 
5.4.2 Porosity Analysis 
Table 5.2 shows the scanned dataset of the CT scans of the porous silica 
monolith pieces at isotropic resolutions of 390nm, 290nm and 190nm. The 
reconstructed image size (in cubic voxels) at each resolution is an indication of the 
computing memory required to run the corresponding simulations. It is to be noted 
that at the scanning resolutions employed, only the macropore network, and hence 
only the external (inter-skeleton) porosity, could be captured by the CT scans. Table 
5.2 also shows the physical size as well as the voxel dimensions of the representative 
unit cells that were used to characterize the porosity, hydrodynamics and dispersion 
characteristics of the scanned silica monolith. 
Cubic volumes of different sizes were reconstructed from three different 
locations (top, middle and bottom) in the largest model size at each resolution. Top 
refers to cubic volumes generated using the top-left-front corner as the origin. Middle 
orientation uses the central voxel as the mid-point of the generated volumes, while 
bottom refers to cubic volumes generated using the bottom-right-back corner as the 
origin. Thus, with reference to Table 5.2, the positions of the top-left-front, central 
and bottom-right-back voxels of the different sized generated volumes at the different 
resolutions are indicated in Table 5.3. The reference/fixed voxels were not varied for 
each resolution. For example, no other initial point was chosen to generate cubes at
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Table 5.2: CT Image Reconstruction at Different Resolutions 
Isotropic 
Resolution 
Largest model size 
(m  m  m, 
m3) 
No. of slices, 
cubic voxels 
Unit cell size 
(m  m  m, 
m3) 
No. of slices, 
cubic voxels 
390nm 
86  84  54 
3.9  105 
221  216  140 
6.6  106 
50  50  50 
12.7  104 
130  130  130 
2.1  106 
290nm 
104  96  81 
8.1  105 
361  331  281 
33.3  106 
50  50  50 
12.7  104 
174  174  174 
5.2  106 
190nm 
63  46  59 
1.7  105 
331  241  310 
24.5  106 
30  30  30 
2.7  104 
159  159  159 
3.9  106 
40  40  40 
6.4  104 
212  212  212 
9.4  106 
 
Table 5.3: CT Image Reconstruction from Different Locations 
Isotropic 
Resolution 
No. of slices, 
Size (m3) 
Location Fixed voxel Largest cube 
390nm 
221  216  140 
86  84  54 
Top 1 1 1 
54m3 Middle 111 108 70 
Bottom 221 216 140 
290nm 
361  331  281 
104  96  81 
Top 1 1 1 
81m3 Middle 181 166 141 
Bottom 361 331 281 
190nm 
331  241  310 
63  46  59 
Top 1 1 1 
46m3 Middle 166 121 155 
Bottom 331 241 310 
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the top location. This was deemed unnecessary from the observed trend in Figure 5.4 
as different initial top locations would only yield a large variation in porosity values 
for smaller cubes, while the porosity value would tend towards to overall sample 
porosity as the cube size increased. 
The reconstructed volumes were then segmented using an automatic threshold 
value of 47, 24 and 14 for resolutions of 390nm, 290nm and 190nm, respectively. The 
porosity of each reconstructed volume as well as of the largest volume was calculated 
as a ratio of the number of voxels in the macropore space to the total number of 
voxels in the corresponding cubic volume. In some cases, when large cubes could not 
be extracted from the maximum reconstructed model size at a given resolution, larger 
parallelepipeds containing the largest cube were used. For example, at 390nm, the 
largest cube size was 54m3, beyond which larger parallelepipeds containing the 
54m3 cube were used for porosity estimation. Figure 5.4 shows the macro-porosity 
variation with cube size and location at each resolution. The value at 100m cube size 
is the macro-porosity calculated for the largest reconstructed model at that resolution. 
No apparent relation is observed between the scanning resolution and the computed 
porosity. Error bars indicate the variation of the calculated macro-porosity with 
location. It was found that irrespective of model location, a cube size of about 50m 
was representative of the scanned monolith sample in terms of its overall external 
porosity for resolutions of 390nm and 290nm. However, a smaller cube of 30m was 
found to be representative of the overall porosity at 190nm resolution. An external 
porosity of 0.6-0.65 was calculated for all resolutions, which is typical for C18 silica 
monoliths (Leinweber et al., 2002; Al-Bokari et al., 2002; Minakuchi et al., 1996). 
The overall porosity at 190nm resolution (0.6455) matches well with that estimated 
from recent CLSM scans of the 1
st








(0.662) (Hormann et al., 2012). The values, however, are lower than those calculated 
from CLSM reconstructions of bare-silica capillary monoliths (0.695) (Bruns et al., 
2010) indicating a possible morphological difference between capillary and analytical 
column formats of bare-silica monoliths. 
5.4.3 Pore and Skeleton Size Distributions 
In the identified cube sizes at each resolution, spatial co-ordinates of the 
voxels in the pore and skeleton network in the segmented images were exported to 
MS Excel
®
. To determine the pore sizes along the x-axis, a slice at z=0 was processed 
to determine the number of consecutive zeroes in the x-direction for every value of y. 
This was repeated for every slice along the z-axis to get a complete pore size 
distribution in the x-direction. At every slice, the pore sizes that projected outside the 
cube were discarded. Combining the size distributions obtained in the x, y and z axes 
yielded the cumulative pore size distribution. The skeleton size distribution was 
obtained in a similar fashion. 
The pore size distributions (PSD) at the different resolutions are shown in 
Figure 5.5. It is apparent that the distributions become narrower and well-defined at 
higher resolutions. Smaller structural features, be it pore or skeleton, are observed at 
higher resolutions, thus painting a truer picture of the real morphology. The PSD of a 
larger cell (40m, 190nm resolution) is also shown to illustrate the negligible 
difference in distribution compared to that of the 30m unit cell. Figure 5.6 compares 
the PSD of the 30m cell with the distributions obtained from the graphical 
reconstruction from CLSM scans (Bruns et al., 2010; Hormann et al., 2012), TEM 
reconstruction (Courtois et al., 2007) and mercury porosimetry data (this work). The 
porosimetry curve is typical of the distribution obtained for the 1
st
 generation of 




Figure 5.5: Macropore size distributions at three scanned resolutions. 
 
Figure 5.6: Comparison of macropore size distribution with CLSM scans 
(Bruns et al., 2010; Hormann et al., 2012), TEM reconstruction 




since mercury porosimetry assumes a cylindrical pore shape, the method generally 
erroneously estimates the pore size distribution due to an ―ink-bottle‖ effect (Abell et 
al., 1999). It is our opinion that the difference between our size distributions and those 
in the literature (Courtois et al., 2007; Bruns et al., 2010; Hormann et al., 2012) 
mainly resulted from differences in scanning resolutions. 
It is however interesting to note that the chord length distribution obtained 
from TEM scans of a commercial Chromolith SpeedRod (Courtois et al., 2007) and 
that from CLSM scans of bare-silica analytical Chromolith (Hormann et al., 2012) 
were also different from each other. This might be due to the use of a commercially 
available SpeedRod in the former case, while research samples from Merck were used 
in the latter work. Interestingly, the pore sizes obtained from mercury porosimetry 
were 1.79m (this work), 1.86m (Hormann et al., 2012) and 1.73m (Courtois et al., 
2007).  
Figure 5.7 shows the skeleton size distributions at the different resolutions. In 
particular, we note the excellent agreement (at 190nm) with the distribution estimated 
from CLSM scans for a capillary silica monolith (Bruns et al., 2010). Deviations from 
skeleton size distribution estimated from CLSM scans of bare-silica analytical 
Chromolith are attributed to the lower scanning resolutions employed in this work. 
The estimated pore and skeleton size distributions were typically unsymmetrical and 
tailed towards larger diameters representing lengths measured parallel to the pseudo-
cylindrical axis of the pores and/or skeletons. This is characteristic of the distributions 
obtained from chord length measurements where chords drawn within a pore/skeleton 
network are used to estimate size distributions (Courtois et al., 2007; Bruns et al., 
2010; Koku et al., 2011; Hormann et al., 2012). Differences between the size 




Figure 5.7: Skeleton size distributions at three scanned resolutions and 





estimated from chord length distributions arise because of the way chords were 
measured. In this work, chords were measured only along the x, y and z axes at any 
given voxel. Methods in literature included as many as 80 equispaced chords at any 
given location to estimate the chord length distribution (Courtois et al., 2007), thus 
possibly increasing the chord lengths calculated along the pseudo-cylindrical axis. A 
more appropriate method would include identification and elimination of the chord 
lengths measured along the pseudo-axis. 
Tables 5.4 and 5.5 show the pore and skeleton size distributions estimated for 
all resolutions and these are compared with those estimated for silica monoliths in a 
capillary format (Bruns et al., 2010) and analytical columns (Courtois et al., 2007; 
Hormann et al., 2012) . 
5.4.4 Hydrodynamic Simulations 
The scanning resolution to be used to study dispersion characteristics of the 
inter-skeleton pore network in the silica monolith was further arrived at by simulating 
the steady-state flow-field in the reconstructed cubes at all three resolutions. An 
unconsolidated porous medium is isotropic if the permeabilities are identical in all 
directions. Moreover, representative geometry of such a medium should have 
identical pressure drops in both the forward and reverse directions. This was 
investigated by simulating the forward and reverse steady-state flow-fields through 
cubes of different sizes along the three mutually perpendicular axes, viz. x, y and z 
directions. 
The reliability of the simulated velocity-fields was confirmed from the following: 
a) Grid independence was ensured by adapting the grid to the velocity field 
gradient and running the simulation for a further 300 iterations. The change in 
the velocity field values and pressure drop was always within 1-2%, a small
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Table 5.4: Pore Size Distributions 






et al. (2007) 
Bruns 
et al. (2010) 
Hormann 
et al. (2012) 
Mean (µm) 4.30 3.45 2.83 2.94 3.75 3.8 4.75 
Mode (µm) 1.95 1.74 1.33 1.33 2.50 2.2 3.04 
Median (µm) 3.51 2.61 2.09 2.28 2.94 3.2 4.08 
Std. Dev. (µm) 3.41 2.78 2.34 2.42 ---- 2.76 2.90 
 
Table 5.5: Skeleton Size Distributions 






et al. (2010) 
Hormann 
et al. (2012) 
Mean (µm) 2.87 2.19 1.58 1.61 1.4 2.10 
Mode (µm) 1.56 1.45 0.95 0.95 0.9 1.52 
Median (µm) 2.34 1.74 1.33 1.33 1.2 1.83 
Std. Dev. (µm) 2.37 1.67 1.20 1.22 0.89 1.06 
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enough difference to conclude that the solutions were grid-independent and 
sufficiently converged. 
b) A second point of validation was the linear relation between the simulated 
inlet pressure drop and imposed superficial velocity, as predicted by Darcy‘s 
law for laminar flows through porous media (Kaviany, 1995). Figure 5.8 
shows a sample plot of inlet P vs. usf for a 30m unit cell at 190nm 
resolution. From the slope, a permeability of 7.71  10-14 m2 was calculated 
(viscosity = 0.79cP). 
c)  The porosity and tortuosity factor of the porous medium computed from the 
simulated velocity fields were compared at different flow rates. Porosity was 
computed as a ratio of the imposed superficial velocity to the simulated 
volume-averaged axial velocity. Tortuosity factor was computed as the ratio of 
the simulated volume-averaged velocity to the simulated volume-averaged 
axial velocity. The porosity values thus estimated were in excellent agreement 
with those calculated from the raw images, indicating a successful image 
transfer and simulation protocol. Moreover, the geometrical parameters 
calculated from the simulated flow fields at different superficial velocities 
were constant, confirming our simulation technique and convergence criteria. 
Figure 5.9 shows the computed porosities and tortuosity factors for the same 
set of simulation data as in b). 
The porosities computed through image analysis (0.644), volume reporting 
function of the grid generator-TGrid (0.642) and velocity ratios from flow-field 
simulations (0.643) were a close match indicating a successful transfer of the scanned 
dataset to the simulation environment. Since the external obstruction factor is 
inversely proportional to square of the macropore tortuosity factor     
 




Figure 5.8: Simulated pressure drop vs. superficial velocity for confirmation 








and Guiochon, 2006), we expect an external obstruction factor of about 0.8 from peak 
parking simulations. 
Figure 5.10 shows the simulated permeabilities of cubes of different sizes at 
two resolutions, viz. 190nm and 390nm. Error bars indicate the variation of 
permeability in the forward and reverse direction along a given axis for a given cube 
size. At 390nm, cubes smaller than 40m show disparate permeabilities in the 
forward and reverse directions, and the flow-field becomes representative for a cube 
size of 50m. A similar behaviour was observed for cubes reconstructed from 290nm 
resolution scans. At 190nm resolution, however, cube sizes larger than 20m 
exhibited representative permeabilities in both directions. Hence, a representative unit 
cell size of 50m for 390nm and 290nm resolutions, and 30m for 190nm resolution 
scans were identified. 
 Figure 5.11 shows the simulated permeabilities along the x, y and z directions 
in the unit cells at the different resolutions. The non-linear effect of scanning 
resolution on permeability did not allow for prediction of permeability values at 
higher resolutions. The scanning resolution had a significant effect on permeability, 
due to the extent of surface features that were captured from the CT scans and also 
due to smaller pores being resolved at higher resolutions. The data suggested that the 
monolith was non-isotropic, with x- and y-axes representing radial symmetry, and z-
axis representing the axial direction. The experimental standard deviation is indicated 
as dotted lines above and below the average experimental value of 7.25  10-14 m2, 
while an average permeability of 7.83  10-14 m2 was estimated by Kele and 
Guiochon (2002) on six Chromolith columns. For the representative unit cells at each 
resolution, it was noted that the simulated steady-state flow field was independent of 








Figure 5.11:  Comparison of simulated permeabilities at the scanned resolutions 
in different flow directions with experimental (this work) and 




boundary condition. Moreover, the velocity fields at different inlet velocities were 
self-similar when scaled to the respective average axial velocity under the flow rate 
ranges studied (0.5-10ml/min). A constant permeability value hence emerged from a 
set of simulations for a given cube size and resolution. 
The simulated permeabilities at 190nm resolution (z-direction) are in good 
agreement (~6%) with both experimental and literature values (Kele and Guiochon, 
2002). Hydrodynamic permeability (z-direction) in a larger cell of 40m was obtained 
as (7.54 ± 0.24)  10-14 m2, which was less than 1.5% from that for the 30m model. 
An equivalent diameter of 8.8m for the throughpore channels in the reconstructed 
silica monolith was calculated from the Kozeny-Carman equation (Equation 5.2) 
(Bird et al., 2002). This gives the particle diameter of a packed bed that is 
hydrodynamically equivalent to a silica monolith. The simulated value was 
comparable to that found in the literature for silica monolithic columns, viz. 9.5m 




             
     
 (5.2) 
To our knowledge, this is the first instance where the hydrodynamic 
permeability in an analytical silica monolith (Chromolith Performance RP-18e) has 
been simulated in volumes reconstructed from CT scans. Other instances of flow-
field simulations in silica monoliths involved reconstruction of bare-silica capillary 
monoliths from CLSM scans. Deviations of 2-4.1% and 0.4-1.6% were observed 
between experimental values (4.91-5.01  10-14 m2) and permeability simulations 
performed in a sub-domain and complete scanned domain (Hlushkou et al., 2010a; 
Hlushkou et al., 2011), respectively. Although Hlushkou et al. (2010a) obtained an 
excellent match of permeabilities at a resolution of 30nm, their hydrodynamic 
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simulations took around 40 hours in 64 processor cores with a double precision file 
size of ~ 250GB [improved to 9 hours in 512 processor cores with a file size of 20GB 
(Hlushkou et al., 2011)]. A single velocity field in our 30m unit cell took about 30 
minutes in 4 processor cores and ~450 MB file size. Simulation times in the 40m 
model were also less than 30 minutes. 
Figures 5.12 and 5.13 compare the axial and transverse velocity distributions 
in the entire flow field in the 30m unit cell, respectively. The zero-velocity 
components corresponding to the no-slip condition at the pore-skeleton interface were 
excluded from the figures. Both velocities were scaled by the average axial velocity 
(  
       mm/s, corresponding to a superficial velocity of 1.003mm/s). The axial 
velocity distribution (Figure 5.12) showed a peak close to 0 mm/s with a rapidly 
decaying negative velocity distribution (min ~ -0.25  
  ), and a gradual decay towards 
large positive velocities (max ~ 5.17  
  ). The inset in the figure shows the fraction of 
velocities in a direction opposite to the bulk flow. Occurrences of negative axial 
velocities in the laminar regime of flow through complex porous media have been 
experimentally observed (Kutsovsky et al., 1996; Sederman et al., 1997; Sederman et 
al., 1998) and predicted by simulations (Maier et al., 1998; Maier et al., 2003; Schure 
et al., 2004; Hlushkou et al., 2010a; Koku et al., 2011). The flow in the macropores 
simply conformed to the local topology. Areas with negative flow indicated that pores 
were locally oriented in a direction transverse to the bulk axial flow, which 
necessitated the fluid to flow in a transverse direction, and in cases, opposite to the 
bulk flow direction to follow the path of locally lower hydrodynamic resistance. 
The actual shape of the axial velocity profile depended on the nature of the 
volumetric mesh generated. Since there were many nodes near the skeleton-pore 




Figure 5.12:  Scaled axial velocity frequency distributions at usf = 1.003 mm/s. 
Inset shows magnitude and frequency of negative axial velocities. 
 




near zero velocity. Majority of the bulk flow occurred away from the interface, where 
the mesh density was relatively lower. The actual pore sizes determined the maximum 
axial velocities, which ranged between 0.5 to 2-times the average axial velocity. The 
―hump‖ beginning at scaled velocity = 1 represents the distribution of nodes that have 
maximum velocities in this region. A combination of these effects resulted in the 
observed axial velocity profile. 
We were thus able to demonstrate the presence of back-flow regions in 
laminar flow through the porous medium at a comparatively lower resolution of 
190nm. The transverse x- and y-velocity distributions were symmetric about zero 
(Figure 5.13). Though the net transverse flow was zero due to the symmetry boundary 
conditions, there was considerable local transport in the transverse direction (-3.36  
   
to +3.86  
  ), with mean positive and negative velocities of the order of the average 
axial velocity. As discussed by Hlushkou et al. (2010b), this lateral convective motion 
reduces the persistence-of-velocity inequality on a single-pore level and hence, the 
transchannel eddy dispersion contribution is expected to be velocity dependent over a 
large range of reduced-velocities. Additionally, this contribution is anticipated to be 
smaller than that estimated by Gritti and Guiochon (2009a) based on purely Taylor-
Aris type dispersion in a single straight capillary. The velocity distributions very 
closely resemble those reported by Hlushkou et al. (2010a) for a bare-silica capillary 
monolith. 
All subsequent analyses and simulations were performed for the 190nm 
resolution models – 30m cubic unit cell along the positive z-direction, with an 
identical simulation in the 40m model to compare finite size effects arising from 
model truncation. Figure 5.14 shows the representative 30m unit cell, and the 





Figure 5.14: Representative geometry for hydrodynamic and dispersion analysis. (A) 30m unit cell (B) Steady-state velocity profile at 





heterogeneous skeleton (white) is clearly seen in the unit cell, while the shaded 
regions correspond to the macropore volume (Figure 5.14A). The velocity profiles 
indicate a large fraction of zero-velocities corresponding to the no-slip condition at 
the pore-skeleton interface, and fairly high velocities (~4-5 mm/s) in the throughpores 
(Figure 5.14B). The associated pressure profile shows the outlet pressure boundary 
condition (Patm), with a gradual build-up of pressure towards the inlet face (Figure 
5.14C). 
5.4.5 Peak Parking Simulations 
In order to estimate the degree of heterogeneity in the reconstructed model as 
also to quantify the contribution of longitudinal molecular diffusion to overall 
dispersion, peak parking simulations were performed in the representative model 
under non-porous conditions. An analyte pulse was introduced in the macropore space 
at the centre of the representative cube and the axial and transverse spreading was 
monitored in the absence of any velocity field to determine the axial and transverse 
obstruction factors (Deff/Dm), respectively. Figure 5.15 shows the evolution of the 
axial and transverse obstruction factors with diffusion length in the 30m unit cell.  
The evolution of the axial obstruction factor for a larger cell of 40m is also shown. 
The obstruction factors, by definition, should display an asymptotic value less than 
unity. At short-times, in the transient phase, the value of Deff shows values greater 
than unity. It is likely that due to local channelling near the plane of injection, the 
injected pulse proceeds faster along specific pores leading to a larger variance value. 
It was observed, however, that the analyte pulse redistributed to yield a uniform 
Gaussian profile, and that transient diffusion coefficient approached an asymptotic 
value (Deff) determined by the tortuosity of the pore channels in the axial and 




Figure 5.15:  Transient diffusion coefficient D(t) in the axial and transverse 





/s) vs. effective diffusion length. Horizontal lines indicate the 




variance is calculated by forward difference from the second time-step. There is no y-
intercept as at t=0 since the pulse has just been injected and no diffusion has occurred. 
Interestingly, all curves appear to originate from the origin. 
For both the 30 and 40m cells, we obtained obstruction factors of ~0.8 and 
~0.66 in the axial and transverse directions, respectively, compared to an obstruction 
factor of 0.73-0.75 reported for silica monoliths from peak parking experiments 
(Gritti and Guiochon, 2009a; Miyabe et al., 2010). An isotropic obstruction factor of 
0.73 was measured from transient diffusion simulations in a morphological 
reconstruction of 100m I.D. silica capillary monolith (Hlushkou et al., 2010b). We 
attribute the apparent non-isotropic nature of the pore morphology to our lower 
scanning resolution. The transient diffusion coefficient reached within 1% of its 
asymptotic value after a distance of 2.5m. The effective diffusion equilibration 
length was, thus, of the order of the sum of the modes of the distributions of 
macropore space (1.33m) and monolith skeleton (0.95m) (Tables 5.4 and 5.5). The 
axial obstruction factor was used to determine the contribution of axial molecular 
diffusion to the overall plate height without resorting to its determination from a plate 
height equation. 
5.4.6 Transient Dispersion Simulations 
Non-retained dispersion simulations under non-porous conditions were 
performed to investigate the length scales of eddy dispersion and its contribution to 
simulated plate height data. Analysis of transient axial and transverse dispersion in the 
reconstructed silica monolith model can help determine these lengths if the model size 
is sufficient to capture the dispersion behaviour in the reconstructed silica monolith. 
Figure 5.16 shows the time evolution of an injected pulse of BSA at usf = 1mm/s in 
the representative geometry. The axial dispersion of the injected pulse is clearly
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Figure 5.16:  Time evolution of a pulse of BSA in the non-porous representative geometry at usf = 1mm/s. 
 75 
 
visible in the figure. 
Figures 5.17 and 5.18 show the development of the transverse and axial 
dispersion coefficients at various reduced-linear velocities (     
         
  
) 
where      
   
 
, usf being the imposed superficial velocity. A skeleton size of dskel 
= 0.95m (Table 5.5) was used as reference length. Simulations were performed for 




/s) as probe molecule 
(9.9≤ave≤197). In the transient phase, the actual nature of the curve depends on the 
local morphology near the injection plane. All transient dispersion coefficients 
reached an asymptotic value in the 30m model confirming that a cube size of 30m 
was sufficient to capture the dispersion phenomena in the non-porous silica monolith. 
This was further confirmed by analysing the dispersion behaviour in the larger 40m 
model. Analyses of similar transient dispersions in fluid flow through porous media 
(Maier et al., 2003; Khirevich et al., 2009), in general, and capillary silica monoliths 
(Hlushkou et al., 2010b; Hlushkou et al., 2011), in particular, have been related to the 
spatio-temporal characteristics of mass transport. 
Figures 5.17 and 5.18 revealed the presence of only a short-range interchannel 
heterogeneity in the macropore space. Heterogeneities on a larger length scale were 
absent as the dispersion coefficients displayed an asymptotic behaviour within a 
lateral distance of ~3μ
model also showed an asymptotic behaviour within a lateral distance of one to two 
domain lengths (Figures 5.17 and 5.18). This indicated the absence of a long-range 
interchannel heterogeneity. Similar conclusions on the absence of a long-range 







Figure 5.17:  Transient transverse dispersion coefficients normalized by 
molecular diffusion vs. transverse dispersion length at various 
reduced-linear velocities. Dotted lines indicate the transient 
transverse coefficients simulated in the 40m model. 
 
 
Figure 5.18:  Transient axial dispersion coefficients normalized by molecular 
diffusion vs. transverse dispersion length at various reduced-linear 
velocities. Dotted lines indicate the transient coefficients simulated 
in the 40m model. 
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and Hlushkou et al. (2011). Mass transfer processes, such as transcolumn eddy 
dispersion and dispersion due to inlet and outlet distributors, that occurred on a 
transcolumn scale were not captured by the model. 
Dispersion due to these processes was estimated from deviations of simulated 
data from experimental HETP values. The simulated residence times were 5-8% 
lower than the experimentally measured residence times under non-retained, non-
porous conditions. The simulated residence times were, however, 2-3% higher than 
those determined from steady-state velocity-field simulations (   
 
    
). The 
simulation times varied between 9 to 25 hours on 4 processors. The double precision 
data file was about 875 MB to 1 GB for all cases. In contrast, complete simulation of 
dispersion by Hlushkou et al. (2010b) took about 112 hours on 256 processor cores 
(improved to 3 hours on 256 processor cores for simulations) under porous conditions 
(Hlushkou et al., 2011). 
5.4.7 Estimation of Transcolumn Dispersion 
The general reduced-HETP equation corrected for extra-column dispersion 
was expressed as a sum of four main independent mass transfer terms (Equation 5.3) 
(Giddings, 1965). 
      
     
     
                           (5.3) 
where, 
hLong.: accounted for longitudinal diffusion of analyte during its migration along the 
column, 
hEddy: represented the eddy dispersion of analyte in the throughpores, due to a different 
migration velocity along and across the column, 
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hSkel.: accounted for the diffusional mass transfer resistances through the porous 
skeleton, and  
hFilm: represented the film mass transfer resistance between the mobile phase in the 
throughpores and the stagnant eluent inside the mesopores of the cylindrical silica 
skeleton.  
The individual terms were expanded as derived for silica monoliths by Gritti 
and Guiochon (2009a, 2011). Due to the non-porous skeletons employed in this part 
of the work, hSkel. and hFilm did not exist and hence made no contribution to the overall 
dispersion. The two remaining sources of dispersion are explained below: 
Longitudinal diffusion (hLong.) 
The analyte band spreads axially along the column to relax the axial 
concentration gradient. At a zero linear velocity, the band spreads as the result of 
diffusion taking place in the throughpore volume. Under non-porous conditions, this 
term is unambiguously related to the external obstruction factor (Gritti and Guiochon, 
2011) by:  
       
   
    
 (5.4) 
Eddy dispersion (hEddy) 
Large distributions in size, shape, and position of the throughpores in a three 
dimensional monolithic rod induce interstitial velocity biases which increase band 
broadening of the analyte at the column exit. Analyte transfer from one streamline to 
another takes place either by diffusion or convection and is accounted for in porous 
media by the coupling theory of eddy dispersion (Giddings, 1965). It is expressed as a 
sum of four contributions that describe the erratic mass transfer by flow and diffusion 
on different length scales: (i) transchannel, (ii) short-range interchannel, (iii) long-
range interchannel, and (iv) transcolumn.  
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(i) Transchannel contribution arises from a transverse distribution of velocities 
inside individual macropores, equivalent to the Hagen-Poiseuille flow profile 
in a cylindrical tube, only more complicated due to channel tortuosity. 
Transchannel velocity biases result from a higher velocity in the channel 
centre than close to the silica skeletons. Thus, equilibration across individual 
macropores is present in any monolith. 
(ii) Short-range interchannel contribution arises due to local porosity fluctuations 
transverse to the flow direction, resulting in locally preferential flow paths and 
is thus associated with the local disorder in real monoliths. Through our 
analysis of transient dispersion coefficients, we captured the short-range 
interchannel contributions over a distance of 2-3 domain lengths. 
(iii) Long-range interchannel contribution is typically evident over distances of 
about 10 particle diameters in packed columns. Long-range interchannel 
velocity bias is negligible in a monolithic column, which does not result from 
a slurry packing process. Consistent with our simulations and those reported in 
the literature (Gritti and Guiochon, 2009a; Hlushkou et al., 2010b), analysis of 
the length scales of the transient dispersion coefficients led us to eliminate the 
long-range interchannel contribution. 
(iv) The transcolumn contribution arises from a systematic variation of mobile 
phase velocity between the core and wall regions of a monolithic column. The 
relative velocity difference between the centre and the wall of commercial 
silica monolithic columns has been experimentally found to be about 2% 
(Abia et al., 2009). Monolithic columns generally show smaller radial 
dispersion coefficients due to relatively less abrupt changes in streamline 
directions than in packed beds (Maier et al., 1998). These result in slower 
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radial mixing, and hence require a longer time for radial concentration 
gradients to be relaxed, yielding higher transcolumn dispersion contributions. 
Under non-porous conditions, simulated HETP, therefore, captured only the 
longitudinal diffusion and two eddy dispersion contributions. Equation 5.3 hence 
takes the following form: 
                        (5.5) 
                                                          (5.6) 
Figure 5.19 shows a plot of reduced experimental and simulated plate heights 
for bovine serum albumin (BSA)               . A skeleton size of dskel = 
0.95m (Table 5.5) was used as reference length for reduced-HETP and reduced-
linear velocity. It was noted that under experimental conditions, BSA was excluded 
from the mesopores in the skeleton. The porosity values estimated from the retention 
times of BSA in the flow rate range of 0.5-10ml/min varied between 0.686-0.717. 
This was in agreement with the external porosities of analytical silica monoliths 
determined from inverse size exclusion studies (this work; Al-Bokari et al., 2002; 
Gritti and Guiochon, 2011). 
A 21-33% deviation was observed in the experimentally measured reduced-
HETP values. The large error bars were attributed to significant extra-column 
dispersion. As the elution peaks became narrower at higher Peclet number flow rates, 
the number of points per peak for the employed data collection rate decreased to less 
than 30 points: a reasonable number for a well-defined reproducible peak (Gerber et 
al., 2004). Detector response time was set to the minimum setting of the UV 
absorbance detector, viz. 0.1s (10 Hz). It was observed, however, that when 




Figure 5.19: Experimental and simulated reduced-plate heights for BSA vs. 
reduced-linear velocity. Dotted line indicates fit after estimation of 
transcolumn eddy dispersion from    . 
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6), the contribution of extra-column dispersion was relatively lower due to a slower 
elution profile. Typically characteristic of high Peclet number flows under excluded 
conditions, a flattening of the HETP curve was observed at high reduced velocities. 
Deviations of simulated data from experimental values were attributed to the 
transcolumn contribution. At high reduced-linear velocities, the simulated data was 
almost parallel to the experimental points, indicating that the transcolumn 
contribution is controlled by a convection mechanism. Hence, its contribution to total 
peak variance is somewhat velocity independent. The reduced-eddy HETP term 
associated with transcolumn effect was therefore modelled as 
 
     
    
 
  
 (Gritti and 
Guiochon, 2009a). The parameter      is a measure of the degree of velocity 
heterogeneity across the monolithic column, and is equivalent to the relative 
difference between the linear velocities at the wall and column centre (Equation 5.13). 
This depends on the radial dispersion coefficient of the analyte sample across the 
column, and varies from 2% for small molecules to 6.7% for large molecules such as 
insulin (Gritti and Guiochon, 2009a). The reduced-transcolumn contribution was 
estimated to be 16.28, giving     equal to 4.31%, which was more than 89% of the 
experimental HETP. The estimate was within the range for large molecules in silica 
monoliths (Gritti and Guiochon, 2009a). 
In a general sense, like any other eddy dispersion phenomena, reduced-
transcolumn dispersion can be modelled as a combination of flow and diffusion 
processes (Giddings, 1965): 
             
             
  
             





             
    




             
    
     
 
 (5.9) 
where,           and           are the lateral diffusion length and persistence-of-
velocity length, respectively. Best-fits of             and              to the 
deviation of simulated data from experimental values (Equations 5.5 and 5.7) yield  
             
     
             
 (5.10) 
The persistence-of-velocity length was 8.7mm, while the lateral diffusion distance 
was 93.5m. It implies that under experimental conditions, a BSA molecule travels 
about 9mm (or ~9% of the column length) before sampling the entire range of 
velocities across the column. This distance is shorter than that estimated for uracil 
(2.2cm) and toluene (3.5cm) by Gritti and Guiochon (2011) in their estimation of 
transcolumn dispersion in the 1
st
 generation of 4.6mm I.D. silica monoliths. They 
estimated the corresponding lateral diffusion lengths as 870m and 370m, 
respectively. It would be incorrect to compare the lateral diffusion lengths between 
this work and that of Gritti and Guiochon (2011) as we have determined the coupled 
equation as an extrapolation from data at high reduced-linear velocities, while an 
accurate estimation can be made only at low reduced-linear velocities. The difference 
in persistence-of-velocity lengths, however, is primarily because of three factors: (i) 
Estimation of transcolumn velocity bias, (ii) Zone retention factor of experimental and 
simulation work and (iii) Estimation of skeleton diameter. 
(i) The differences in the persistence-of-velocity lengths primarily arise because 
of differences in the estimation of the transcolumn velocity bias. We estimated 
the transcolumn velocity bias as 4.3% from an almost constant contribution of 
 84 
 
htranscolumn to overall dispersion, while they assumed a transcolumn velocity 
gradient of 3%, a value measured across a 10mm I.D. wide silica rod (Mriziq 
et al., 2008). Substituting           in Equation 5.8 yielded a persistence-
of-velocity length of 1.8cm, a value in much better agreement with those of 
Gritti and Guiochon (2011). 
(ii) In this work, BSA was excluded from the mesoporous skeleton, while they 
used uracil and toluene (both with non-zero zone retention factors) for 
transcolumn dispersion estimation. Penetration theory model was assumed to 
hold good for silica monoliths to estimate the external film-mass transfer 
resistance contribution, although the model has not yet been validated for 
silica monoliths (Gritti and Guiochon, 2011). 
(iii) We estimated the skeleton diameter from the skeleton size distribution (Table 
5.5), while ISEC results were used to indirectly estimate the skeleton diameter 
as 0.8m in their work. 
5.4.8 Estimation of Transchannel and Short-Range interchannel eddy 
dispersion 
The two eddy dispersion contributions were estimated after calculating the 
axial molecular diffusion contribution (hLong.) from peak parking simulations. An 
educated estimate was made regarding the two contributions in order to fit Equation 
5.11 to the simulated dispersion data. 
                                            
(5.11) 
     
   
    
 
              
  
              
                 
 
                  
  
                  




A coupled convective-diffusive behaviour was assumed for the transchannel 
dispersion as it was expected to exhibit more than a purely diffusive equilibration 
mechanism over the simulated range of reduced-linear velocities           
    . The time taken by an analyte to migrate from the pore-centre to the pore-wall is 
likely to be determined by the molecular diffusivity as well as the local fluid velocity. 
The short-range interchannel dispersion, on the other hand, was assumed to be flow-
controlled over the simulated range as a rapid equilibration of analyte between the 
velocity streamlines in adjacent domains was expected, mainly due to significant 
lateral convection around the non-porous skeleton matrix and low molecular 
diffusivity of BSA. Figure 5.20 shows the relative contributions of longitudinal 
diffusion, transchannel dispersion and short-range interchannel dispersion to the 
simulated HETP.  
Longitudinal molecular diffusion contributed less than 10% of the overall 
HETP. Three parameters, viz.              ,               and                  , 
were fitted to Equation 5.10 to obtain: 
An independent fit of                   yielded 13353. The two eddy dispersion 
contributions were characterized by widely disparate reduced transition velocities, 
                        and                              
- . The short-range 
interchannel dispersion had an almost velocity-independent contribution of 0.886 
(                  ). A low reduced transition velocity for the short-range 
interchannel contribution was indicative of a rapid equilibration of analyte between 
the velocity streamlines in adjacent domains. Conversely, a moderate reduced 
transition velocity for transchannel contribution indicated a slower equilibration of the
     
     
    
 
     
             




Figure 5.20:  Longitudinal diffusion, transchannel and short-range interchannel 








analyte between the velocity extremes within a single pore (as compared to rapid 
equilibration of analyte between streamlines at the domain-level). 
The transchannel contribution arose from the velocity distribution inside 
individual macropores, which, in turn, depended solely on the imposed inlet velocity. 
The transchannel contribution, therefore, would not change under porous and retained 
conditions. Our estimate under non-retained non-porous conditions, hence, appears to 
be the best approach to determine the transchannel contribution. The short-range 
interchannel contribution is likely to exhibit a coupled behaviour under porous and 
retained conditions as equilibration between streamlines at the domain-level would 
involve competing tendencies between diffusion through the porous matrix versus 
lateral dispersion around the skeleton. 
In order to estimate the persistence-of-velocity lengths and lateral diffusion 
distances of transchannel and short-range interchannel eddy dispersion, we need to 
estimate the corresponding velocity biases. In general, the relative velocity bias from 
one extreme velocity to another, with respect to the mean velocity is given by (Gritti 
and Guiochon, 2009a): 
We used the values estimated by Gritti and Guiochon (2009a) for the 
transchannel and short-range interchannel velocity biases, i.e. (                 ) 
and (                       ). The corresponding persistence-of-velocity lengths 
were 1.19m and 2.34m, respectively. An analyte thus travels an axial distance of 
approximately one pore length (dpore=1.33m) and one domain-length (ddom=2.28m) 
before sampling the range of velocities at the macropore-scale and short-range 
interchannel (domain) scale, respectively. The corresponding radial diffusion lengths 
   
         




were 0.291m and 259m, respectively. The large lateral diffusion distance for short-
range transchannel dispersion is indicative of the underlying flow-dominance. As 
noted by Hlushkou et al. (2010b), a lower contribution from the short-range 
interchannel velocity bias (~2.5dskel) than that estimated by Gritti and Guiochon 
(2009) based on a higher lateral equilibration length (~4dskel), indicated a rather 
homogeneous bulk monolith core structure.  
The transchannel and short-range interchannel contributions to total dispersion 
in a 100m I.D. capillary silica monolith were estimated by Hlushkou et al. (2010b) 
as              =0.133,                  =0.711 and                  =1.641. Using 
velocity-bias estimates from Gritti and Guiochon (2009), the short-range persistence-
of-velocity length was 3.95m, which was of the order of 1-1.5 domain lengths 
(ddomain~3m). The corresponding radial diffusion lengths were 0.516m and 3.02m 
(ddomain~3m).  
5.5. Conclusions 
  In this chapter, we presented the 1
st
 attempt to simulate the hydrodynamic and 
dispersion characteristics of an analytical silica monolith in representative volumes 
reconstructed from CT scans. An analytical silica monolith was scanned at three 
isotropic resolutions and a representative model size was arrived at from porosity 
estimations (via image analysis) and hydrodynamic simulations. The pore and 
skeleton size distributions were estimated from image analysis and differences 
between the distributions and those in literature were attributed to the lower scanning 
resolutions employed in this work. The skeleton size distribution was in excellent 
agreement with the distributions estimated for a capillary silica monolith (Bruns et al., 
2010). The axial and radial / transverse directions in the scanned monolith were 
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identified based on permeability simulations. A representative 30m unit cell was 
identified from permeability values that were within 6% of experimental and literature 
data. An analysis of axial velocity distributions revealed the presence of a small 
fraction of back-flow regions, a phenomenon commonly observed in laminar flow 
through porous media. Considerable transverse flow was observed at the pore-level 
indicating a coupled behaviour of the transchannel eddy dispersion contribution to 
overall dispersion.  
External obstruction factor from peak parking simulations were used to 
estimate the contribution of longitudinal molecular diffusion to overall band-
broadening. An effective diffusion length of the order of one domain size was 
estimated indicating a relatively homogeneous core in silica monoliths. Analysis of 
transient dispersion coefficients also revealed heterogeneities of the order of 1-2 
domain lengths, thus eliminating the presence of any long-range heterogeneities in the 
scanned sample.  Phenomena occurring on a transcolumn scale, viz. transcolumn eddy 
dispersion, were not captured by the model and deviations of simulated data from 
experimental values were attributed to this effect. It was estimated that about 10-20% 
of the column length was utilised in relaxing the transcolumn velocity gradients. The 
transchannel and short-range interchannel eddy dispersions were estimated to persist 
for an axial length of a pore diameter and domain size, respectively. The said 
transcolumn eddy dispersion accounted for more than 89% of the observed HETP, 
indicating a severe loss in column performance due to radial heterogeneity on the 
column-scale. Conversely, the simulations provided an estimate of the gain in 
efficiency that is possible by minimising the radial heterogeneities and improving the 
inlet/outlet distributor design in an analytical silica monolith. Efforts in this direction 
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were recently made with the introduction of a 2
nd
 generation of analytical silica 
monoliths (Gritti and Guiochon, 2012). 
The morphology of a capillary silica monolith has already been shown to be 
isotropic from CT scans at a resolution of 30nm  30nm  120nm (Hlushkou et al., 
2010a). There is no reason to believe that the morphology of an analytical silica 
monolith would be non-isotropic, as both are synthesized from the same starting 





generation) have been scanned at the same high resolutions (Hormann et al., 2012). 
However, no information on the isotropic nature of the morphology was presented. 
The apparent anisotropy observed in our peak parking simulations stems from the 
relatively lower scanning resolution (190nm) employed in this work. The objective of 
this work was not to study the effect of scanning resolution on the model morphology. 
Instead, the objective was to identify a scanning resolution at which the size 
distributions, morphology, permeability and velocity fields can be captured with 
reasonable accuracy at a low computational expense, so that the dispersion 
phenomenon (which would require a higher computational expense) can be studied in 
detail; specifically, the contribution of transcolumn dispersion to the overall 
dispersion can be quantified. The residence times, as well as percentage contribution 
of transcolumn dispersion in the non-porous dispersion analysis, provide further 
evidence that our presumed flow directions (axial and radial) were correct and a 
resolution of 190nm was sufficient to capture the hydrodynamic and dispersion 
behaviour in the reconstructed silica monolith. This work is naturally followed by a 
study of dispersion under porous/non-retained and retained conditions (Chapter 6), 
which further increase the computational requirements.  
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Given the large memory and computational resources required to simulate the 
permeability within 4% in a reconstructed silica monolith at 120nm resolution (Table 
5.1), we were able to significantly reduce the computational cost with a minimal 
effect on simulation accuracy. A protocol to transfer scanned images from an image 
analysis software (Analyze) into a volume-mesh generator (TGrid), and further 
conduct fluid dynamic simulations (in Fluent) using only 4 cores was successfully 
devised. From a scientific standpoint, however, accuracy and computational 
efficiency were traded off to obtain an optimum simulation scenario. Significant 
savings in simulation times and computational resources were noted, thus justifying 
our proposal to employ lower scanning resolutions to study the hydrodynamic and 




6. MODEL VALIDATION FROM NON-RETAINED 
AND RETAINED DISPERSION SIMULATIONS 
6.1. Introduction 
In the previous chapter, a representative volume of an analytical silica 
monolith was reconstructed from CT scans and was validated through 
hydrodynamics and non-porous dispersion. Silica monolithic columns are essentially 
used for conventional RPLC separations and analyses of small or medium molecular 
weight range compounds (Guiochon, 2007). Hence it is important to validate the 
model‘s ability to predict dispersion behaviour under such conditions. In this chapter, 
the model was further extended to study the dispersion behaviour under non-zero zone 
retention conditions, i.e. to study the dispersion for small molecules that have access 
to the mesoporous skeleton network. Transcolumn dispersion contribution in each 
case was estimated from the differences between the simulated and experimental 
dispersion values after accounting for external film mass transfer resistance. 
Transcolumn dispersion, the principle cause of inefficiency in the 1
st
 
generation of silica monoliths (Gritti and Guiochon, 2009a), is dependent on the 
ability of a molecule to sample the entire cross-section of the column before its exit. 
Hence, in principle, an estimate of this contribution would be possible if the radial 
distance sampled by an analyte during its residence in the column can be calculated 
from simulations. Such a phenomenological approach would then enable us to 
estimate the transcolumn dispersion under theoretical conditions when improvements 
to morphology are investigated. 
6.2. Research Objectives 
The specific objectives of the research work presented in this chapter are: 
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a) To estimate the transcolumn dispersion under non-retained and retained 
conditions for small molecules as a deviation of HETP simulations from 
experimental data and compare against experimental work (Gritti and 
Guiochon, 2009a; Gritti and Guiochon, 2011). To simultaneously estimate the 
dispersion due to film mass transfer resistance based on deviations from 
penetration theory model. 
b) To compare the transcolumn, film mass transfer resistance and short-range 
interchannel dispersion contributions to overall dispersion under various zone 
retention factors; and 
c) To propose a phenomenological approach to estimate transcolumn dispersion 
from transient transverse dispersion and residence time simulations, and 
thereby verify its accuracy by comparison with the transcolumn dispersion 
contributions estimated in a). 
6.3. Research Approach 
Peak parking simulations were performed under non-retained and retained 
conditions in the representative model identified in the last chapter to estimate the 
degree of heterogeneity as well as to quantify the contribution of longitudinal 
molecular diffusion to overall dispersion. Transient axial and transverse dispersion 
simulations were then performed to estimate the overall simulated dispersion (HETP). 
Parameters to characterise transcolumn dispersion and external film mass transfer 
resistance were best-fitted to describe differences between simulation and 
experimental data. As discussed in the previous chapter, the transchannel eddy 
dispersion contribution estimated from non-porous simulations was assumed to be the 
same for the non-retained and retained conditions. The axial molecular diffusion, 
stationary-phase mass transfer resistance and transchannel contributions were 
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subtracted from the simulated HETP values to estimate the short-range interchannel 
eddy dispersion contributions. A phenomenological approach was proposed to 
estimate the transcolumn dispersion based on the simulated transverse dispersion 
coefficients and residence times in the column. The persistence-of-velocity and lateral 
diffusion lengths predicted by this approach were compared with those estimated 
earlier for non-porous, non-retained and retained cases to test the potential accuracy 
of the proposed method to estimate transcolumn dispersion. The overall approach to 
address the specific research objectives above is illustrated in Figure 6.1. 
6.4. Model Setup 
The parameters used to setup the model under non-retained and retained 
conditions are briefly discussed here. 
5.4.9 Porous Conditions 
When setting up the problem in Fluent
®
, the skeleton zones are treated as 
porous zones embedded in a continuous fluid zone. This is known as EHM – effective 
homogeneous medium approach (Sahimi, 1995). The basic idea is to replace a 
microscopically heterogeneous medium by a hypothetical, homogeneous medium that 
mimics properties of the original one (Hlushkou et al., 2011). The effective (volume-
averaged) concentration, determined by accounting for the composite volume of the 
skeleton, which includes both void and solid volume fractions, would hence be      
      , where      is the internal/skeleton porosity and Cm is the bulk mobile-phase 
concentration. The internal porosity of the stationary can easily assigned because the 
software package has a built-in function that allows attributing a given, freely 
selectable, internal porosity to the porous zone. To approximate the conditions in a 
silica monolith, a value of      0.5 was assumed in all calculations (Al-Bokari et 




Figure 6.1:  Research approach to validate model through porous/non-retained and retained dispersion simulations. 
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diffusivity, a user defined function (additional, user-written source code that is 
implemented in the solver) was written to give the species entering the stationary 
zones a diffusion coefficient smaller than that in the fluid zone. In the present study, 
the skeleton diffusivity (Dskel) was assumed to be two times smaller than the 
diffusivity in the through-pore region (Dm). The latter assumption corresponds 
roughly to the data on the Dm to Dskel ratio in silica monoliths (Tallarek et al., 2002). 
The skeleton diffusivity obtained from peak parking simulations hence served as an 
additional check to validate the representative geometry. In the simulations, it was 
also assumed that the transport through the porous skeleton zone occurred by pure 
molecular diffusion, i.e. it was assumed that there is no convective transport through 
the skeleton (Vervoort et al., 2004). This assumption was justified because the ratio of 
through pore to meso-pore sizes in a typical monolith is of the order of 100 (Tallarek 
et al., 2002). 
5.4.10 Non-retained conditions 
Phenol in pure ACN was used to mimic non-retention on the C18 stationary 
phase in the silica monolith (Loh and Geng, 2003). This was confirmed from the 
evaluation of total porosity in the experimental runs. A molecular diffusivity (Dm) of 2 
 10-9m2/s was used in the simulations (Loh and Geng, 2003). 
5.4.11 Retained conditions 
 Phenol in 15:85 v/v MeOH/H2O was used to mimic strongly retained 
conditions on a C18 silica monolith (Gritti and Guiochon, 2004). The diffusion 
coefficient in mobile phase was estimated as 8  10-10m2/s from Wilke-Chang 
equation, using the parameters quoted in Gritti and Guiochon (2006a, 2010a). An 
equilibrium constant (K) of 20.15 was determined from the experimental residence 
times from Equations 6.3-6.5. This was within the linear range for adsorption of 
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phenol on C18 silica monoliths (Gritti and Guiochon, 2004). An adsorption rate 
constant of 20.15  104s-1 and desorption rate constant of 104s-1 was assumed to 
mimic the dynamic adsorption and desorption processes in the mesoporous skeleton. 
The rate constants were chosen such that the adsorption rate was faster than 
convection at the highest velocity studied in this work (10mm/s), and hence was not 
rate-limiting. The forward and reverse reactions were set to occur simultaneously only 
in the porous skeleton zone. It was observed that 30m cube was not sufficient for 
transient dispersion coefficients to reach asymptotic values. Hence, the 30m cube 
was reflected axially to form a 30  30  60 m3 parallelepiped. The simulated 
permeability through the parallelepiped was 8.1510-14 m2 (3% higher than that 
obtained for 30m cube). The velocity field simulations took about 1 hour on 8 cores 
with a double precision file size of 1.7GB. 
6.5. Results and Discussions 
5.4.12 Peak Parking Simulations 
In order to estimate the degree of heterogeneity in the reconstructed model as 
also to quantify the contribution of longitudinal molecular diffusion to overall 
dispersion, peak parking simulations were performed in the representative model 
under non-retained and retained conditions. An analyte pulse was introduced in the 
macropore space at the centre of the representative cube and the axial spreading in the 
macropore space was monitored in the absence of any velocity field to determine the 
axial obstruction factors (Deff/Dm). Figure 6.2 shows the evolution of the axial 
obstruction factor with diffusion length in the 30m unit cell under non-retained and 
retained conditions. The non-porous obstruction factor determined earlier (Section 




Figure 6.2: Transient axial diffusion coefficient Deff(t) normalised by 
molecular diffusivity (Dm) vs. effective diffusion length. Horizontal 




coefficient reached within 1% of its asymptotic value within a diffusion distance of 
2.5-3m – of the order of 1-1.5 domain-lengths (ddom = 2.28m), thus revealing the 
presence of only short-range heterogeneities in the reconstructed model. The effective 
diffusivity under retained conditions was much smaller than that under non-retained 
conditions because of the strong retention which caused the pulse to spread very 
slowly through the porous medium. 
Assuming additivity of the contributions of throughpore and surface diffusion 
(Gritti and Guiochon, 2006b), the effective diffusivity (Deff) from peak parking 
simulations was used to calculate the skeleton diffusivity (Dskel) from Equation 6.1.  
     
                  
          
 (6.1) 
Ratio of the diffusivity of the analyte through the porous silica C18 skeleton to the 
bulk diffusion coefficient (Dm) is defined as Ω, i.e.,         . Since the 
internal/skeleton diffusivity was independently set as 0.5Dm in the model setup, Ω 
served as an additional check to validate the accuracy of the simulations. Values of 
0.46 for non-retained and 0.49 for retained simulations were obtained, confirming the 
accuracy of the simulated peak profiles.  
Axial diffusion serves to relax the axial concentration gradient. At zero linear 
velocity, the band spreads as the result of a combination of diffusion taking place in 
the throughpore volume (the volume fraction   , bulk molecular diffusion coefficient 
Dm) and in the porous skeleton volume (volume fraction     , effective skeleton 
diffusivity Dskel). As a first approximation, a parallel contribution of these two 
diffusion processes was assumed (Gritti and Guiochon, 2006a). The classical reduced 
longitudinal HETP term was therefore expressed as: 
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(6.2) 
       is the external obstruction factor of the macropore network obtained in 
Section 5.4.5 for non-porous conditions. 
5.4.13 Transient Dispersion Simulations 
Transient dispersion simulations were performed to investigate the length 
scales of eddy dispersion and their contributions to simulated plate height data. 
Analysis of transient axial and transverse dispersion helped determine these lengths 
and to confirm if the model size was sufficient to capture the dispersion behaviour in 
the reconstructed silica monolith under non-retained and retained conditions. 
Dispersion simulations were performed under non-retained conditions for flow rates 
between 0.5-10ml/min. Figures 6.3 and 6.4 show the development of transient 
transverse and axial dispersion curves for reduced-linear velocities corresponding to 
1, 5 and 10ml/min under porous/non-retained conditions. The corresponding transient 
dispersion curves for non-porous conditions are also shown for comparison. As 
observed in the peak parking simulations, the plots showed a shorter dispersion length 
as compared to the corresponding non-porous case at the same reduced-linear 
velocities indicating a more rapid relaxation of gradients across the porous skeleton. 
Since the transverse dispersion coefficients were of similar magnitudes in both cases 
(Figure 6.3), it was expected that the transcolumn contribution in the porous case 
would be lower because of longer residence times and hence better relaxation of 
transcolumn gradients. Significant differences were seen in the axial dispersion 
coefficient (DL) values, especially at higher flow rates, between the porous and non-





Figure 6.3:  Transient transverse dispersion coefficients normalized by 
molecular diffusion vs. transverse dispersion length at various 
reduced-linear velocities under non-retained conditions. Dotted 
lines indicate the transient transverse coefficients simulated for the 
non-porous case. 
 
Figure 6.4: Transient axial dispersion coefficients normalized by molecular 
diffusion vs. transverse dispersion length at various reduced-linear 
velocities under non-retained conditions. Dotted lines indicate the 




As noted earlier, the 30m model was insufficient to capture the dispersion 
behaviour under retained conditions. Hence the model was reflected axially to 
generate a 30  30  60 m3 parallelepiped to simulate retained conditions. Figures 
6.5 and 6.6 show the transient transverse and axial dispersion simulations under 
retained conditions for flow rates of 0.5, 2, 4, 6, 8 and 10ml/min. The transverse 
dispersion coefficients were significantly smaller than those obtained under non-
retained conditions, indicating that transcolumn gradients were relaxed very slowly in 
the retained case. The axial dispersion coefficient values were very high compared to 
the non-retained case suggesting high HETP values due to the strong retention factor. 
As noted in the non-porous dispersion simulations, Figures 6.3-6.6 revealed 
the presence of only a short-range interchannel heterogeneity in the macropore space. 
Heterogeneities on a larger length scale were absent as the dispersion coefficients 
displayed an asymptotic behaviour within a lateral distance of ~3m, i.e. within a 
distance of 1-2 domain lengths. As in the case of non-porous dispersion simulations, 
the model did not capture dispersion processes that occurred on a transcolumn scale, 
viz. transcolumn eddy dispersion. Moreover, the model did not capture the dispersion 
that would take place due to the resistance to mass transfer in the external film 
surrounding the porous skeleton. These two processes were estimated from best-fits of 
deviations of simulated data from experimental values.  
The zone retention factor (k”) and phase retention factor (k’) were defined as 
follows (Gzil et al., 2003):  
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Figure 6.5:  Transient transverse dispersion coefficients normalized by 
molecular diffusion vs. transverse dispersion length at various 
reduced-linear velocities under retained conditions.  
 
 
Figure 6.6:  Transient axial dispersion coefficients normalized by molecular 
diffusion vs. transverse dispersion length at various reduced-linear 




   
 
    
       
(6.5) 
The zone retention factor under non-retained conditions is defined as   
 . The zone 
retention factors under non-retained and retained conditions were 
   
  0.277 and    5.87, respectively. Likewise, the phase retention factors were 
    0 and    4.38. 
The simulated residence times were 1-6% lower than the experimentally 
measured residence times under non-retained conditions. The simulated residence 
times were, however, 2-5% higher than those determined from theoretical zone 
retention factors and steady-state velocity-field simulations. For retained simulations, 
the simulated residence times were 0-3% higher than experimental values and 0-2% 
higher than that determined from the retention factors. As noted in the case of non-
porous simulations, lower scanning resolution and smaller representative volumes did 
not significantly affect the accuracy of determining the residence times from our 
simulations. In case of non-retained simulations, the simulation times varied between 
39hrs to 8 days on 4 processors with a double precision data file size of 855 MB to 1 
GB for all flow rates. For retained conditions, the simulations took 7-20 days on 12 
cores with a data file size of 3.5-4GB The primary reasons for the long simulation 
times under retained conditions are the high retention factor (K=20.15) and a larger 
simulation domain (30  30  60 m3). To our knowledge, this is the first work to 
incorporate retention in the study of dispersion behaviour in reconstructed models for 
monoliths, in general, and silica monoliths, in particular. Due to manageable 
computational resources required for non-retained simulations, we were able to model 
dispersion under retained conditions, albeit at a considerable computational cost and 
simulation time. Through such retained analysis, we aim to estimate the transcolumn 
contribution to overall dispersion as it has been suggested and experimentally proven 
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that the contribution of transcolumn dispersion to overall HETP is strongly affected 
by the retention factor in packed columns (Gritti and Guiochon, 2010b). 
5.4.14 Estimation of dispersion due to transcolumn velocity bias and 
external film mass transfer resistance 
As discussed in Section 5.4.7, the general reduced-HETP equation corrected 
for extra-column dispersion was expressed as a sum of four main independent mass 
transfer terms (equation 6.6) (Giddings, 1965). 
      
     
     
                           (6.6) 
The individual terms were expanded as derived for silica monoliths by Gritti and 
Guiochon (2009, 2011). In addition to the axial molecular diffusion (hLong.) and eddy 
dispersion (heddy) contributions (discussed earlier in Section 5.4.7), contributions from 
porous skeleton mass transfer (hSkel.) and external film mass transfer (hFilm) resistances 
were calculated from: 
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   (6.9) 
  is an adjustable parameter which measures the distance between the value estimated 
from penetration theory and that measured from best-fits to experimental dispersion 
data (Gritti and Guiochon, 2009a). The film mass transfer coefficient in silica 
monoliths is usually calculated according to the penetration model theory (Bird et al., 
2002; Miyabe, 2008). However, this model has not yet been validated for silica 
monoliths and hence its deviation from penetration theory ( ) was used as one of the 
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fitting parameters (Gritti and Guiochon, 2009a). In addition to axial molecular 
diffusion (hLong.), transchannel eddy dispersion (htranschannel) and short-range 
interchannel eddy dispersion (hS-R interchannel), simulated HETP, therefore, also captured 
the dispersion due to mass transfer across the porous skeleton (hskel). Dispersion due 
to film mass transfer (hfilm) and transcolumn dispersion (htranscolumn) were then 
estimated from best-fits of deviations of simulated data from experimental values. 
Figures 6.7 and 6.8 show plots of reduced experimental and simulated plate 
heights for phenol in ACN                 and phenol in MeOH/H2O       
          . A skeleton size of dskel = 0.95m (Table 5.5) was used as reference 
length for reduced-HETP and reduced-linear velocity. It was noted that with pure 
ACN as mobile phase, phenol was not retained in the mesopores of the silica skeleton. 
This was confirmed by calculating the total porosities from the residence times at 
each flow rate. The porosity values estimated from the retention times of non-retained 
simulations of phenol in the flow rate range of 0.5-10ml/min varied between 0.83-
0.87. This was in agreement with the total porosities of analytical silica monoliths 
determined from inverse size exclusion studies (this work, Al-Bokari et al., 2002; 
Gritti and Guiochon, 2011).  
Deviations of 6-13% and 3-9% were observed in the experimentally measured 
reduced-HETP values for the non-retained and retained experiments, respectively. 
The deviations were much lower than those observed for reduced-HETP values under 
non-porous conditions due to lower contributions from extra-column dispersion.  
The deviations of simulation data from experimental values were modelled in 





Figure 6.7:  Experimental and simulated reduced-plate heights vs. reduced-
linear velocity under non-retained conditions. Dotted line indicates 
fit after estimation of transcolumn eddy dispersion and external 
film mass transfer from     a   , respectively. 
 
Figure 6.8:  Experimental and simulated reduced-plate heights vs. reduced-
linear velocity under retained conditions. Dotted line indicates fit 
after estimation of transcolumn eddy dispersion and external film 
mass transfer from     a   , respectively. 
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1) Transcolumn dispersion controlled by convection mechanism (    ) and 
deviation from film theory ( ) were fitted to the difference between simulated 
and experimental data. The results were compared with those estimated by 
Gritti and Guiochon (2009a) for analytical silica monoliths. 
2) Film theory assumed to hold good and the transcolumn contribution was 
modelled as a coupled mechanism in line with Giddings‘ theory. The 
persistence-of-velocity lengths were determined and compared with those 
estimated by Gritti and Guiochon (2011) for silica monoliths. 
3) As a general case, both film mass transfer ( ) and the transcolumn 
contribution (Giddings‘ coupled theory) were fitted to the difference between 
simulated and experimental data. The persistence-of-velocity distances, lateral 
diffusion lengths and   were compared with case 1). 
 
1)      and   
Deviations of simulated data from experimental values were attributed to the 
transcolumn contribution and dispersion due to film-mass transfer resistance. The 
transcolumn contribution was considered to be controlled by a convection mechanism 
and hence was modelled as 
L
     
    
 
12
. The transcolumn velocity bias for non-retained 
and retained conditions was 3.62% and 4.01%, respectively. These values were larger 
than that measured for a commercial analytical silica monolith (~2%) (Abia et al., 
2009) - a result that was also observed in the non-porous case. The estimated 
transcolumn velocity bias values for small molecules were within the range of values 
(3.3-5.9%) obtained by Gritti and Guiochon (2009) for similar small molecules.  
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The   values for non-retained and retained conditions were 0.0182 and 0.128, 
respectively. The low values suggested that the film mass transfer coefficient was 
actually much smaller than the values estimated from penetration theory. The actual 
mass transfer coefficient appears to be only a few percent of the predicted value 
(1.82% for unretained phenol, 12.8% for retained phenol) due to the assumptions 
involved in the penetration model theory. The theory assumes that the mass transfer 
across the stagnant film surrounding a solid surface to be a first order process (Bird et 
al., 2002). The mass flux density through the stagnant film is directly proportional to 
the sample concentration in the mobile phase in the macro-pore network and that in 
the skeleton at the hypothetical homogeneous external surface of the solid skeleton 
(Gritti and Guiochon, 2009a). SEM images of silica monoliths clearly show that the 
external surface area of the mesoporous skeleton is rather heterogeneous (Guiochon, 
2007). It is made of a silica wall covered of C18 bonded ligands and mesopore inlets 
through which the analyte penetrates into the mesoporous network. Locally, the 
driving force depends on whether the sample is transferred through the stagnant film 
to adsorb onto the external surface or to diffuse inside the internal liquid phase and 
adsorb on the mesopore surfaces. This heterogeneous nature of driving forces causes 
the observed mass transfer coefficient to be smaller than that predicted from the 
penetration theory. It was also observed that the deviations from penetration theory 
( ) depended on the phase retention factor or the adsorption strength of the analyte, 
with larger deviations (lower  ) for non-retained solutes. The driving force for mass 
transfer across the stagnant external film seemed to be more heterogeneous for a non-
retained solute as compared to a retained solute that would adsorb on both the external 
surface as well as on the mesopore surfaces. A similar trend was observed by Gritti 
and Guiochon (2009a) in their experimental work where the strongly retained solute 
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(phenol) showed lesser deviation (higher  ) than weakly retained solute (toluene). 
The R
2
-value for goodness-of-fits for non-retained and retained conditions were 0.72 
and 1.00, respectively.  
Under non-retained conditions, the film resistance constituted 7-30% of total 
dispersion, while transcolumn dispersion contributed to about 57-70%. Likewise, 
under retained conditions, film resistance constituted 19-29% of total dispersion, 
while transcolumn dispersion contributed to about 21-60%. As suggested by Gritti 
and Guiochon (2010b), transcolumn dispersion contributed to a smaller fraction of the 
overall dispersion under retained conditions. The transcolumn and external film mass 
transfer resistance contributions to overall dispersion under porous/non-retained and 
retained conditions are also shown in Figures 6.7 and 6.8, respectively.  
2)              and            ;     
In order to estimate the transcolumn persistence-of-velocity lengths and 
compare with the estimates made for analytical silica monoliths (Gritti and Guiochon, 
2011), the transcolumn dispersion was modelled as a combination of convective and 
diffusive processes (Giddings, 1965). Film penetration theory was assumed to hold 
good to determine the dispersion due to external film resistance. 




             
     
              
 (6.10) 
The persistence-of-velocity length was 17.41mm (  =3%) and lateral diffusion 
length was 447m. Film mass transfer made a negligible contribution to the overall 
dispersion (0.1-0.5%), while transcolumn contribution increased to 66-87% in the 




Figure 6.9:  Experimental and simulated reduced-plate heights vs. reduced-
linear velocity under non-retained conditions. Dotted line indicates 
fit after estimation of transcolumn eddy dispersion from Gi  i gs’ 





The coupled equation for transcolumn dispersion under retained conditions (R
2
=0.97) 
was (Figure 6.10): 
The persistence-of-velocity length was 29mm (  =3%) and lateral diffusion length 
was 316m. Film mass transfer resistance contributed 2-4% to overall dispersion, 
while, transcolumn dispersion made up for 42-75% of overall dispersion. 
The persistence-of-velocity lengths estimated by this approach were in good 
agreement with those determined by Gritti and Guiochon (2011) for a non-retained 
compound (uracil-22mm) and a retained compound (toluene-35mm). 
Figure 6.11A shows the transcolumn dispersion under non-porous, 
porous/non-retained and retained conditions estimated from Giddings‘ coupled 
equation. Figure 6.11B shows the transcolumn dispersion estimated by Gritti and 
Guiochon (2011) for a small non-retained (uracil) and retained (toluene) analyte. Film 
penetration theory was assumed to hold good in both cases. Both the non-porous and 
non-retained conditions showed higher velocity dominance, while the retained 
transcolumn dispersion showed a coupled behaviour at the superficial velocities 
examined in this work. For non-retained conditions, as expected, the porous skeleton 
allowed for better relaxation of transcolumn gradients, hence exhibiting lower 
transcolumn dispersion. Gritti and Guiochon (2011) estimated the transcolumn 
dispersion for a small retained compound, toluene, as being lower than that for the 
non-retained marker, uracil, at low superficial velocities (<3mm/s). Our transcolumn 
dispersion estimation under retained conditions was higher than that for non-retained 
condition at all examined velocities. The higher value was plausibly due to very high 
retention factor for phenol (4.37), compared to toluene (1.85) in their work. 
 
             
     






Figure 6.10: Experimental and simulated reduced-plate heights vs. reduced-
linear velocity under retained conditions. Dotted line indicates fit 
after estimation of transcolumn eddy dispersion from Gi  i gs’ 






Figure 6.11:  Comparison between transcolumn dispersions estimated in (A) this work and (B) Gritti and Guiochon (2011). 
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Higher retention leads to very small transverse dispersion coefficients (Figure 6.5) 
and hence very slow relaxation of the transcolumn gradients. It is possible that 
analytes with lower retention factors may exhibit smaller absolute transcolumn 
contributions than non-retained analytes at the same superficial velocities. 
The transverse dispersion coefficient can be modelled as a sum of diffusive and 
convective diffusion coefficients (Gritti and Guiochon, 2011): 





        
             (6.12) 
where, B is the dimensional axial diffusion coefficient (         ) and   accounts 
for the fraction of eddy diffusion that contributes to the overall radial dispersion 
coefficient. 
A value of 1 (    ) indicates the general convective axial diffusion coefficient.    
has been estimated as 0.3 for well-packed beds (Tallarek et al., 1998). Gritti and 
Guiochon (2011) assumed a value of 0.2 for silica monoliths as transverse convection 
contribution to radial dispersion was expected to be smaller due to a higher 
obstruction factor (~0.7) in silica monoliths. 
From our simulated transverse dispersion coefficients and equation 6.12, we 
calculated values of   as 0.1011 (± 0.0137) under retained conditions. The relatively 
lower value resulted from the higher external obstruction factor (~0.8) that was 
determined from non-porous peak parking simulations. The low values indicated that 
transcolumn gradients were relaxed primarily through a lateral diffusion mechanism, 
and that transverse velocities played a minor role in relaxing these gradients. 
3)                           and   
As a general case, all the three parameters, viz.                           for 
Giddings‘ coupled expression for transcolumn contribution and   for deviation from 
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penetration film theory, were fitted simultaneously to deviations of simulated data 
from experimental values. 
Figure 6.12 shows the fit for non-retained conditions (R
2
=0.95). α was determined as 
4.3%, while the transcolumn dispersion was modelled as: 
             
     
              
 (6.13) 
The persistence-of-velocity length was 15.27mm (  =3%) and lateral diffusion 
length was 518m. Film mass transfer made up about 19-29% of overall dispersion, 
while transcolumn contribution was about 21-60% in the velocity ranges examined. 




             
     
              
 (6.14) 
The persistence-of-velocity length was 14.92mm (  =3%) and lateral diffusion 
length was 2932m. The large diffusive distance is reflective of the convective 
dominance of transcolumn dispersion behaviour. α was determined as 12.8%. The 
transcolumn and film mass transfer contributions fitted through the 3-parameter 
approach showed negligible differences from those fitted in the 1
st
 approach (     and 
 ). 
Table 6.1 summarises the various fitting approaches employed to estimate 
transcolumn and external film mass transfer contributions to overall dispersion under 
non-porous, porous/non-retained and retained conditions. The   values obtained 






Figure 6.12: Experimental and simulated reduced-plate heights vs. reduced-
linear velocity under non-retained conditions. Dotted line indicates 
fit after estimation of transcolumn eddy dispersion and external 
film mass transfer (    a   ). 
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Table 6.1:  Parameter estimation for transcolumn dispersion and external film mass transfer resistance 
 2-parameter fit coupled fit 3-parameter fit  
Retention      (%)   (%) R
2
 ω λ R2 ω λ   (%) R2 
Non-porous 4.31 - 0.28 8.99 8.515 0.73 - - - - 
Non-retained 3.62 1.82 0.72 99.57 8.246 0.87 134 7.23 4.29 0.95 
Retained 4.01 12.8 1.00 49.74 13.95 0.97 4285 7.07 12.8 1.00 








Non-porous 8.33 18 134 - - 
Non-retained 8.33 17.41 447 15.27 518 
Retained 8.33 29 316 14.92 2932 
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5.4.15 Estimation of short-range interchannel eddy dispersion 
The short-range interchannel eddy dispersion (hS-R interchannel) was estimated 
after subtracting the axial molecular diffusion (hLong.), stationary-phase mass transfer 
(hSkel.) and transchannel eddy dispersion (htranschannel) contributions from the simulated 
dispersion (hsim) (Equations 5.6 and 6.7). As discussed in Section 5.4.8, the 
tranchannel dispersion was assumed to be the same as that in the non-porous case. 
The short-range interchannel dispersion was thus estimated as best-fit of coupled 
Giddings‘ equation. The following equations show the estimated short-range 
interchannel contributions along with the calculated values of the constants 
corresponding to axial molecular diffusion, stationary-phase mass transfer and 
transchannel eddy dispersion for non-porous (Equation 6.16), porous/non-retained 
(Equation 6.17) and retained (Equation 6.18) conditions, respectively. As in the non-
porous case, a velocity bias of 0.6 was assumed at the domain-level to estimate the 
persistence-of-velocity and radial diffusion distances (Gritti and Guiochon, 2009a). 
Figures 6.13 and 6.14 show the individual contributions to the simulated HETP under 
non-retained and retained conditions, respectively. 
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Figure 6.13: Longitudinal diffusion, stationary-phase mass transfer, 
transchannel and short-range interchannel dispersion 
contributions to simulated HETP under non-retained conditions. 
 
 
Figure 6.14: Longitudinal diffusion, stationary-phase mass transfer, 
transchannel and short-range interchannel dispersion 





Table 6.2 shows the reduced-transition linear velocities, persistence-of-velocity 
lengths and radial diffusion distances associated with the short-range interchannel 
dispersion estimations for the three simulated cases, viz. non-porous, porous/non-
retained and retained conditions. 






velocity length (μm) 
Radial diffusion 
distance (μm) 
Non-porous 6.63  10-5 2.337 258.8 
Non-retained 5.383 10.46 1.922 
Retained 23.28 182 3.85 
The large persistence-of-velocity lengths in case of non-retained and retained 
conditions are indicative of the dominant role played by lateral diffusion in 
equilibration of gradients at the domain-level. The lateral diffusion distances in both 
cases are of the order of ~1-2 domain lengths. An increasing trend of reduced-
transition linear velocities indicates the increasing dominance of lateral diffusion in 
equilibration. As the zone retention factor increases, molecules get ‗trapped‘ in the 
stationary zone for a longer time and hence the combined diffusion through the 
mobile phase and stationary phase plays a vital role in the relaxation of domain-level 
concentration gradients. 
Short-range interchannel dispersion played an increasing role in contributing 
to the simulated dispersion with increasing zone retention factors. This was unlike the 
nature of short-range interchannel contribution estimated by Hlushkou et al. (2010b). 
The short-range interchannel contribution estimated under non-porous conditions was 
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applied by Gritti and Guiochon (2011) to calculate the interchannel dispersion under 
porous/non-retained and retained conditions as well. They assumed that the short-
range interchannel contribution remained constant for all retention factors. However, 
it was proposed in this work that the short-range interchannel dispersion would 
depend on the zone retention factor since retention would cause delay in the 
concentration gradient equilibration across domains and hence contribute to the 
overall dispersion. 
5.4.16 Phenomenological approach to estimate transcolumn dispersion 
In order to assess the transcolumn effect, one must estimate whether an 
analyte is able to radially sample the column cross-sectional area during its residence 
in the column. A flow mechanism is expected if the radial dispersion coefficient is 
small and the linear velocity is large; Aris-Taylor type behaviour is expected in the 
opposite case (Gritti and Guiochon, 2009a). We propose to relate the transcolumn 
dispersion to the radial distance (x) an analyte would sample based on its transverse 
dispersion coefficient and residence time in the column (Equation 6.18).  
         (6.18) 
where, tR is the residence time, DT is the transverse dispersion coefficient (both 
estimated from section 6.5.2), x is the radial dispersion distance and R is the column 
radius (2.3mm). 
Figure 6.15 shows a plot of the normalised radial distance an analyte is unable 
to sample during its residence in the column versus superficial velocity for all 3 cases 
studied, viz. non-porous, non-retained and retained conditions. It was observed that 
nature of the graph is reflective of the coupled behaviour that transcolumn dispersion 




Figure 6.15: Normalised radial distance not accessed by sample during its 




Hence, for each case, in addition to estimation of α (film mass transfer 
resistance), transcolumn dispersion was estimated from Equation 6.19 as a best-fit of 
predicted transcolumn dispersion to deviations of simulations from experimental data. 
                 
 
 
  (6.19) 
It was assumed that transcolumn dispersion was directly proportional to the 
unsampled distance. The constant of proportionality, in each case, indicated the 
theoretical maximum transcolumn dispersion that would exist in the absence of any 
transverse dispersion. Since the simulated radial dispersion length would include the 
effects of flow conditions (    ), morphology (    ) and retention equilibrium (K), it 
was investigated whether the C-value estimated from the three cases were 
independent of the aforementioned factors. 
The best-fits for C and α are given in the table below for the three simulated 
cases. The α-values are compared with those estimated in the general case of fitting 
transcolumn dispersion by coupled Giddings‘ equation (Approach 3 in section 6.5.3). 
Table 6.3:  Comparison of parameters in phenomenological approach to 
estimate transcolumn dispersion 
Retention C α R2 α† % change 
Non-porous 17.66 - 0.41 - - 
Non-retained 16.55 5.5% 0.94 4.29% 28% ↑ 
Retained 18.72 15.4% 1.00 12.8% 20% ↑ 
†: Approach 3, Table 6.1 
It was observed that the C-value had a 12% variation, while the respective α 
values were higher by 20-30%. Given that there are currently no methods to 
accurately measure or predict both the transcolumn dispersion (or the transcolumn 
velocity-bias) and the external film mass transfer resistance for solutes or relate them 
 125 
 
to their retention factors, it was concluded that the phenomenological approach to 
estimate transcolumn dispersion and film resistance served as a first approximation to 
judge the magnitude of each contribution to overall dispersion. 
Figure 6.16 shows a comparison of the transcolumn contributions predicted by 
phenomenological approach (Equation 6.19 and Table 6.3) to those estimated from 










The dispersion characteristics under non-zero zone retention conditions were 
simulated in the representative volume identified in the last chapter. The effective 
diffusivities calculated from peak parking simulations were used to estimate the 
contribution of longitudinal molecular diffusion to overall band-broadening. Effective 
diffusion and transverse dispersion lengths of the order of 1-1.5 domain sizes were 
estimated confirming our earlier conclusions of a relatively homogeneous core in 
silica monoliths. The effective diffusivity under retained conditions was much smaller 
than that under non-retained conditions because of the strong retention which caused 
the pulse to spread very slowly through the porous medium. The non-retained 
simulations exhibited a shorter dispersion length as compared to the non-porous case 
indicating faster relaxation of concentration gradients across the porous skeleton. The 
axial dispersion coefficients, under retained conditions, were very high as compared 
to the non-retained case, due to larger contributions from the stationary-zone and 
external film mass transfer terms. 
Phenomena not captured by the model, viz. transcolumn eddy dispersion and 
dispersion due to external film mass transfer resistance, were estimated from 
deviations of simulated data from experimental values via three routes, depending on 
the assumptions made to estimate each of them. In case of transcolumn dispersion 
controlled by a convection mechanism, the transcolumn velocity biases estimated for 
the non-retained and retained conditions were within the range of values (3.3-5.9%) 
for silica monoliths obtained through an experimental approach (Gritti and Guiochon, 
2009a). It was also observed that transcolumn dispersion contributed lesser to overall 
dispersion under retained conditions as compared to the non-retained case. Dispersion 
due to film mass transfer resistance showed larger deviations from that predicted by 
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penetration theory in case of non-retained simulations as compared to that for retained 
simulations. This was attributed to a larger variation in the driving force for mass 
transfer across the stagnant external film in case of non-retained conditions as 
compared to the retained case.  
When transcolumn dispersion was modelled to exhibit a coupled diffusive-
convective behaviour according to Giddings‘ equation, the persistence-of-velocity 
lengths estimated were in good agreement with the estimates made by an 
experimental route (Gritti and Guiochon, 2011). The results implied that about 20-
30% of the column length was utilised in relaxing the transcolumn velocity gradients 
under non-zero zone retention conditions. The distance was larger for retained 
conditions because of the low transverse dispersion coefficients and hence slower 
relaxation of transcolumn concentration gradients. The coefficient for convective 
contribution to transverse dispersion (  ) was small indicating that transverse 
convection played a minor role in relaxing transcolumn gradients. Both transcolumn 
dispersion (Giddings‘ coupled equation) and external film mass transfer were also 
fitted simultaneously to form a basis of comparison for the said values estimated from 
a phenomenological approach. 
Under non-retained and retained conditions, equilibration at the domain-level 
occurred mainly through lateral diffusion over a distance of 1-2 domain lengths. The 
residence times were predicted to within 0-6% of experimental residence times in 
both cases. To our knowledge, this was the first instance to incorporate retention in 
dispersion behaviour of reconstructed models for monoliths. There was a marked 
increase in the computational resources requirement and simulation times for retained 
simulations. However, the lower resolutions employed in this work allowed us to 
simulate retained dispersion behaviour in a reconstructed silica monolith with 
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minimal loss of prediction accuracy. Table 5.1 shows the detailed simulation times 
and computing resources used in this work compared with those in literature. 
A phenomenological approach to estimate transcolumn dispersion was 
suggested based on the simulated transverse dispersion coefficients and column 
residence times. There was a 20% variation in the values for the constant of 
proportionality obtained for the three cases of zone retention. The respective α values 
were higher by 20-30% than those estimated from the general 3-parameter fit of 
transcolumn dispersion and external film resistance. To our knowledge, there is no 
theory to predict dispersion due to transcolumn velocity bias and external film mass 
transfer resistance. It was hence concluded that the variation in the parameter values 
was acceptable and that the proposed phenomenological approach served as a first 




7. EFFECT OF MACROPOROSITY ON DISPERSION 
BEHAVIOUR OF SILICA MONOLITHS 
7.1. Introduction 
A representative model to study the dispersion characteristics in an analytical 
silica monolith was developed in the previous chapters. The model was validated by 
studying the external porosity, hydrodynamic permeability and dispersion behaviour 
under non-porous conditions. The model was further extended to study the dispersion 
behaviour under porous/non-retained and retained conditions. A phenomenological 
approach was proposed to estimate the transcolumn eddy dispersion from transverse 
dispersion simulations and column residence times. In this chapter, the model was 
extended to study the effect of macroporosity on the dispersion behaviour of silica 
monoliths. 
Trancolumn eddy dispersion was estimated to account for more than 89% 
under non-porous conditions, and about 21-60% under non-retained and retained 
conditions. Since there is very little theoretical or experimental work to predict 
transcolumn dispersion in silica monoliths, it is unclear as to what morphological 
changes would lead to lower transcolumn velocity biases. CFD simulations of band 
broadening in a perfectly ordered 3D model of silica monoliths suggested that the 
pore heterogeneity played a key role in determining the dispersion behaviour in real 
silica monoliths (Vervoort et al., 2004). The relatively poor performance of the first 
generation of silica monoliths was attributed to the random fluctuations of the 
throughpore size (Guiochon, 2007). Although the column efficiency in silica 
monoliths was controlled by the domain size, scaling down the monolithic structure 
did not exhibit a proportional decrease in column HETP as the relative variance in the 
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size distributions did not scale down proportionately with decreasing domain sizes. 
Conversely, at constant domain sizes, it was suggested that column performance can 
be improved if the relative heterogeneity can be decreased. 
It is nearly impossible to compare monoliths of different porosities via an 
experimental route since they are very likely to have different degrees of 
heterogeneities (Billen et al., 2005). The resultant band broadening would be a 
cumulative effect of two factors: porosity and structural heterogeneity. Decoupling 
them would help isolate the individual contributions to overall dispersion. Towards 
this end, this study focused on artificially changing the external porosity and hence, 
the pore and skeleton sizes, in the reconstructed monolith without affecting the 
relative variances in the pore and skeleton size distributions. Any improvements in the 
dispersion behaviour of such artificially constructed monolith mimics could then be 
attributed to purely the change in porosity, through changes in pore and skeleton 
sizes, or to changes in the heterogeneity of the size distributions, if any. It was 
expected that all the artificially constructed monolith mimics would show the similar 
simulated dispersion behaviour provided the degree of local heterogeneity remained 
constant. 
To our knowledge, this is the first theoretical attempt at studying the effect of 
external porosity on the dispersion behaviour of silica monoliths artificially 
constructed from CT scans of an analytical silica monolith. The phenomenological 
approach developed in the previous chapter was applied to estimate, as a first 
approximation, the contribution of transcolumn eddy dispersion to the overall 
dispersion in the artificially constructed silica monoliths. These monolith models 
would help decouple the effects of bed porosity and structural heterogeneity on the 
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overall dispersion behaviour, and serve as a template to attribute any improvements in 
the transcolumn dispersion to well-defined morphological changes. 
7.2. Research Objectives 
The specific objectives of the research work presented in this chapter are: 
a) To artificially construct, from the representative model, mimics of silica 
monoliths with varying external porosities. To relate the skeleton and pore size 
distributions determined at the different porosities to the respective domain 
sizes. 
b) To study and identify a characteristic dimension that describes the 
hydrodynamic behaviour in the reconstructed monoliths. 
c) To study the dispersion behaviour in the reconstructed models under non-
porous, porous/non-retained and retained conditions and then, to identify a 
characteristic dimension that describes the dispersion behaviour in each case. 
d) To estimate the transchannel and short-range interchannel dispersion 
contributions to the simulated dispersion under various zone retention factors. 
e) To estimate the transcolumn dispersion from the phenomenological approach 
outlined in the previous chapter  
7.3. Research Approach 
The external porosity of the representative model was artificially altered by 
manually changing the threshold value during image segmentation. The manual 
segmentation procedure incrementally transferred voxels previously assigned to a 
pore to the neighbouring skeleton or vice versa.  Since the total number of voxels in 
the representative model was constant, this led to the creation of models with varying 
external porosities and skeleton/pore sizes, but with a fixed domain size. It was 
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expected that the shape of the pore-skeleton interface identified by automatic 
segmentation did not change during manual segmentation. 
Hydrodynamic steady-state simulations were performed to compare the 
simulated permeabilities with those in the literature for silica monoliths. The 
simulations were also compared with computational efforts in literature where the 
effect of model porosity on permeability has been studied. The dispersion behaviour 
in the reconstructed models was studied under identical conditions of retention 
described in the earlier chapters, except for the change in external porosity.  
Peak parking simulations were performed under non-porous, porous/non-
retained and retained conditions to estimate the degree of heterogeneity in the 
reconstructed models as well as to quantify the contribution of longitudinal molecular 
diffusion to overall dispersion. Transient axial and transverse dispersion simulations 
were then performed to estimate the overall simulated dispersion (HETP). 
Characteristic lengths that describe the dispersion processes were identified through 
scaling analysis. The transchannel eddy dispersion contribution was estimated from 
non-porous simulations and was assumed to be the same for the non-retained and 
retained conditions for each particular porosity model. The axial molecular diffusion, 
stationary-phase mass transfer resistance and transchannel contributions were 
subtracted from the simulated HETP values to estimate the short-range interchannel 
eddy dispersion contributions. Dispersion due to transcolumn velocity bias and 
external film mass transfer resistance were estimated from a phenomenological 
approach. 
7.4. Generation of artificial monolithic mimics 
The image volume at 190nm resolution that corresponded to the representative 
30m unit cell was subjected to manual segmentation to artificially change the macro-
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porosity of the monolith image. The following table gives the manual threshold values 
set and the corresponding porosity sample generated.   
Table 7.1:  Manual threshold values for artificial monolith generation 







The porosity ranges examined were from 0.56-0.80. As seen from the Table 7.1, 0.56 
was the lowest porosity model that could be extracted from the scanned dataset. 0.64 
(this work) and 0.70 were the porosities that are typically found for commercial silica 
monoliths (Al-Bokari et al., 2002; Gritti and Guiochon, 2011). 0.8 is typically 
representative of high porosity monoliths produced in fused-silica capillaries (Tanaka 
et al., 2002; Gzil, et al., 2006).  
7.5. Results and Discussion 
5.4.17 Pore and Skeleton Size Distributions 
Table 7.2 outlines the pore and skeleton size distributions of the reconstructed 
monolith mimics that were calculated from image analysis as outlined in Table 5.2 
and 5.3. It was noted that the sum of modes of the skeleton and pore size distributions 
was constant at 2.28m for all porosities. Thus, as expected, all the reconstructed 





Table 7.2:  Pore and skeleton size distributions of reconstructed monoliths 
 Pore Size Distribution Skeleton Size Distribution 
Porosity 0.56 0.64 0.70 0.80 0.56 0.64 0.70 0.80 
Mean (m) 2.38 2.83 3.25 4.44 1.86 1.58 1.42 1.16 
Mode (m) 1.14 1.33 1.33 1.52 1.14 0.95 0.95 0.76 
Median (m) 1.90 2.09 2.47 3.23 1.52 1.33 1.14 0.95 
Std. Dev. (m) 1.96 2.34 2.72 3.91 1.46 1.20 1.06 0.83 
 Domain     
Mode (m) 2.28 2.28 2.28 2.28     
Figures 7.1 and 7.2 show the pore size and skeleton size distributions, 
respectively. As noted in Table 7.2, the mode and variance of the pore size 
distributions increased with increasing porosities, while the reverse was observed for 
the skeleton size distributions. As a measure of the degree of heterogeneity of the 
distribution, the relative standard deviations (RSD) of the pore and skeleton size 
distributions were calculated as: 
    
        
    
 (7.1) 
The skeleton heterogeneity was also quantified in terms of a shape factor, Kv 
(Saito et. al., 2006), that is based on porosity, surface area and skeleton thickness 
(Equation 7.2). The surface shape factor (ks) was defined as the ratio of the skeleton 
surface area (S) to the square of the mean skeleton size (      ), while the volumetric 
surface factor (kv) was defined as the ratio of the skeleton volume (V) to the third 
power of its mean size. 
   
 






Figure 7.1: Pore Size Distributions of artificially reconstructed monoliths 
 
 





   
 
      
  (7.3) 




Figure 7.3 shows the RSD calculated for both the pores and skeletons for the 
different porosity models. The figure also shows the variation of the skeleton shape 
factor at various porosities. The RSDs of both the pore and skeleton size distributions 
are fairly constant for all porosities. There is a slight increase in the skeleton shape 
factor at higher porosities. It remains to be seen if this change in the degree of 
heterogeneity in the size distributions is significant to affect the efforts to identify the 
unique physical dimension(s) that would characterize the hydrodynamic and/or 
dispersion behaviour in the reconstructed monoliths. 
5.4.18 Hydrodynamic Simulations 
The steady-state velocity fields in the macropore space of the reconstructed 
models were simulated to calculate the permeability for each porosity model. The 
permeability (Kx) was calculated based on the interstitial velocity (ux) (Equation 7.5) 
while the corresponding flow-resistance factor (  ) based on the interstitial velocity 
was defined as (Equation 7.6): 
   
    
  
 (7.5) 
   




Figure 7.4 shows a plot of the flow-resistance factor (    ) at all porosities using 








Figure 7.4: Variation of skeleton-reduced interstitial flow-resistance factor vs. 
external porosity. Also shown are experimental points from 
various literature sources. Dotted line indicates the flow-resistance 




As seen in the figure, the reconstructed hypothetical monoliths were able to 
capture the inherent heterogeneities in real monoliths, something which the 
homogeneous tetrahedral skeleton model (TSM) (Vervoort et al., 2003) was unable 
to. The plot also shows the flow resistance-factor computed from various literature 
sources listed in Vervoort et al. (2003).  
The flow-resistance factor based on the chromatographic velocity is defined as:: 
        
    
  
      (7.7) 
An internal porosity (    ) of 0.5 was assumed in calculation of the above mentioned 
resistance factor. A plot of the skeleton-reduced flow-resistance factor (    ) against 
porosity is shown in Figure 7.5. The values were compared against the homogeneous 
TSM model (Vervoort et al., 2003) for silica monoliths as well as some experimental 
data for real monoliths synthesised by Saito et al. (2006). It can be seen that the 
hypothetical monoliths constructed in this work are able to capture the heterogeneity 
of real systems as opposed to the homogeneous TSM model.  
When the flow-resistance factor is defined on the basis of pore diameter 
(instead of skeleton diameter) (           ), one instantly sees a flattening of the 
flow-resistance curve (Figure 7.6) indicating that pore size is probably a better choice 
to represent the hydrodynamic characteristics in silica monoliths. Also shown for 
comparison are the flow-resistance curves exhibited by the three TSM models 
(Vervoort, et al., 2005) where artificial heterogeneities were introduced into the 
model to capture the flow-resistance behaviour. As seen, the models reconstructed in 
this work capture the inherent heterogeneities in a more realistic manner. The 
experimental flow-resistance factor determined in this work for the original silica 




Figure 7.5: Variation of skeleton-reduced chromatographic flow-resistance 
factor vs. external porosity. Also shown are experimental points 
from Saito et al., 2006. Dotted line indicates the flow-resistance 
factor computed in the TSM model (Vervoort et al., 2003). 
 




Figure 7.7 shows a plot of the tortuosity factors (as defined in Section 5.4.4) 
calculated from the steady-state flow-fields vs porosity. Interestingly, the tortuosity 
factor decreases linearly with increasing macroporosity. This is possibly due to the 
constant domain-size in each reconstructed model. The voxels previously assigned as 
skeleton at a lower porosity are progressively assigned as pore with increasing 
porosity, thereby proportionately widening the pore diameter and hence reducing the 
tortuosity.      
Equivalent sphere dimensions to characterise the hydrodynamic behaviour of 
silica monoliths can be estimated by plotting the Darcy-Weißbach friction factor (F)-
Reynolds number (Rex) relation (Equation 7.8) to arrive at a unique physical 
dimension that describes the flow behaviour in the reconstructed monoliths 
(Leinweber and Tallarek, 2003). 
  
  
      
     
 
       
          
 
  (7.8) 
The (dimensionless) Darcy–Weißbach friction factor is a function of several 
dimensionless parameters, but for conditions of identical heterogeneities (i.e., 
negligible deviations in porosity, shape and size distributions), it becomes a function 
of only the Reynolds number. Several physical dimensions such as the pore (Figure 
7.8A), skeleton (Figure 7.8B) and domain sizes (Figure 7.8C) were attempted to 
investigate if a unique curve existed for the reconstructed monoliths. Scaling with the 
average interstitial velocity (as opposed to the superficial velocity), and the pore 








Figure 7.8: Darcy-Weißbach friction factor-Reynolds number relation for the reconstructed monoliths using (A) pore, (B) skeleton 
and (C) domaion size as the scaling dimension. 
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The pore diameter was hence, the most suitable physical dimension to 
characterise the hydrodynamic behaviour in the reconstructed silica monoliths. The 
small variations observed could be due to the small variations or changes in the 
degree of heterogeneity at different porosities (Figure 7.3). 
5.4.19 Peak Parking Simulations 
In order to estimate the degree of heterogeneity in the reconstructed model as 
also to quantify the contribution of longitudinal molecular diffusion to overall 
dispersion, peak parking simulations were performed in the reconstructed 
representative models under non-porous, porous/non-retained and retained conditions. 
An analyte pulse was introduced in the macropore space at the centre of the 
reconstructed cubes and the axial spreading in the macropore space was monitored in 
the absence of any velocity field to determine the axial obstruction factors (Deff/Dm). 
Figure 7.9 show the evolution of the effective diffusion coefficient with diffusion 
length in the 30m unit cells under non-porous, porous/non-retained and retained 
conditions for each porosity investigated. For all the zone retention conditions 
studied, the transient diffusion coefficient reached within 1% of its asymptotic value 
within a diffusion distance of 2.5-3.5m - of the order of 1-1.5 domain-lengths (ddom = 
2.28m), thus revealing the presence of only short-range heterogeneities in the 
reconstructed models. For both non-porous and porous/non-retained conditions, the 
effective diffusion distance was about 2.5m. For retained conditions, the distance 
increased from 2.5m to 3.5m with increase in porosity. At higher porosities, the 
pulse took a longer time to equilibrate between the pores and mesoporous skeletons 
due to smaller skeletons / stationary phase to slow down the spreading analyte. 
Under non-porous conditions, as porosity increased, the effective diffusivity 




Figure 7.9: Transient axial diffusion coefficient Deff(t) normalised by molecular diffusivity (Dm) vs. effective diffusion length for the 
reconstructed models. Horizontal lines indicate the respective asymptotic obstruction factors. 
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(skeletons) grew smaller. A similar trend was seen under porous/non-retained 
conditions as well. At a given porosity, in general, effective diffusivity under porous 
conditions was greater than that under non-porous conditions, suggesting that porous 
skeleton helped in faster equilibration of axial concentration gradients. However, this 
difference diminished with increasing porosity, till at εe = 0.8, no significant 
difference was seen. The effective diffusivity under retained conditions was much 
smaller than that under non-retained conditions because of the strong retention which 
caused the pulse to spread very slowly through the porous medium. However, the 
effective diffusivity increased with increasing porosity due to the smaller volume 
fraction of skeletons to decelerate the diffusion process. The axial molecular diffusion 
contribution to overall dispersion (B-term) was calculated from these simulations in a 
manner similar to that described earlier (Equation 6.2). 
5.4.20 Dispersion simulations 
Transient dispersion simulations were performed under non-porous, 
porous/non-retained and retained conditions for all reconstructed geometries. The 
simulation conditions and data processing steps were identical to those outlined in 
Section 6.5.3. Retained simulations were performed in a larger 30  30  60 m3 
model for all porosities. The retention times increased with increasing porosities for 
all values of zone retention. This was primarily due to a lower interstitial velocity in 
the higher porosity models. 
a) Transverse Dispersion Coefficients 
The asymptotic transverse dispersivities (DT/Dm) calculated from the transient 
transverse dispersion simulations in the reconstructed models under non-porous, 
porous/non-retained and retained conditions are shown in Figures 7.10, 7.11 and 7.12, 




Figure 7.10: Transverse dispersion coefficient (DT) normalised by molecular 
diffusivity (Dm) vs. reduced superficial velocity (νsf) for the various 
reconstructed monoliths under non-porous conditions. 
 
 
Figure 7.11: Transverse dispersion coefficient (DT) normalised by molecular 
diffusivity (Dm) vs. reduced superficial velocity (νsf) for the various 




Figure 7.12: Transverse dispersion coefficient (DT) normalised by molecular 
diffusivity (Dm) vs. reduced superficial velocity (νsf) for the various 




velocities so as to compare the transverse dispersion behaviour of all geometries at the 
same superficial velocity. Under non-porous conditions (Figure 7.10), for large 
molecules such as BSA (sf > 5), lower porosity monoliths showed higher transverse 
dispersivities. This was plausibly due to higher transverse velocities at lower 
porosities. For sf < 1, the transverse dispersivities for the higher porosity models 
were higher, possibly due to higher effective diffusivities in the larger pores. Similar 
phenomenon was observed under porous/non-retained conditions (Figure 7.11). The 
lower porosity models exhibited higher transverse dispersivities at higher velocities, 
while the trend was reversed at lower velocities. For retained conditions (Figure 7.12), 
however, the transverse dispersivities for the lower porosity models were uniformly 
lower than those for higher porosity models due to a higher solid fraction to ‗trap‘ the 
solute in the retained state. 
b) Longitudinal Dispersion Coefficients 
In case of packed columns, the parameters that characterise porosity, particle 
shape and distribution for permeability play a similar role in axial dispersion. The 
advantage of representing plate heights in a reduced form was that beds operated with 
different solvents (but yielding the same retention factor) and filled with a 
geometrically similar packing (i.e., differing only by its geometrical scale) yielded 
perfectly overlapping (h, ν) curves (Giddings, 1965; Knox, 1973; Billen et al., 2005). 
Failure to do so was regarded as a sign that the two columns had a different packing 
geometry. 
However, for monoliths, since the pore and skeleton sizes play distinct roles in 
the hydrodynamic and mass transfer behaviour, the choice of a reference length to 
characterise them is quite ambiguous. In the analysis of longitudinal dispersivities 
(DL/Dm), the reduced-velocity was scaled by the average interstitial velocity (uave). 
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The skeleton size (dskel), pore size (dpore) and domain size (ddom) were used to identify 
the characteristic length that described the axial dispersion behaviour under the zone 
retention condition explored. 
i) Non-porous conditions 
 For the non-porous case, it would be intuitive to characterise the non-porous 
axial dispersion behaviour using the pore diameter (dpore) since dispersion occurs only 
in the macropore network outside the non-porous skeletons. A wide scatter was 
observed when the reduced-linear velocity was scaled with pore diameter (Figure 
7.13A). Similar observations were made when scaled with the domain size (ddom) 
(Figure 7.13C). When the linear velocities were scaled with skeleton diameter (dskel) 
(Figure 7.13B), however, all the reconstructed models exhibited identical longitudinal 
dispersivities at the reduced conditions. It was observed that using the skeleton size as 
reference length resulted in a unique DL/Dm curve for all porosities, indicating that 
under non-porous/excluded conditions, the physical features that hinder the axial 
dispersion of the analyte (viz., the skeletons) play a major role in characterising the 
dispersion behaviour, and hence the overall HETP. In other words, monoliths with 
identical heterogeneities in their skeleton size distributions would exhibit identical 
axial dispersion behaviour under non-porous/excluded conditions. 
ii) Porous/non-retained conditions: 
A similar analysis was performed to scale the axial dispersion data under non-
retained conditions. Since both the macropore and mesoporous skeleton are involved 
in the dispersion process, one would expect the domain size to characterise the axial 
dispersion behaviour under these conditions. However, plots using the domain size 
(Figure 7.14C) or pore diameter (Figure 7.14A) as reference lengths showed 




Figure 7.13: Longitudinal dispersion coefficient (DL) normalised by molecular diffusivity (Dm) vs. reduced-linear velocity (νave) under 





Figure 7.14: Longitudinal dispersion coefficient (DL) normalised by molecular diffusivity (Dm) vs. reduced-linear velocity (νave) under 
porous/non-retained conditions. The linear velocity is reduced by (A) pore diameter, (B) skeleton diameter and (C) 
domain size. (D) shows the graph in (B) rescaled to Figure 7.12B. 
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Interestingly, when the skeleton diameter was used to characterise the 
dispersion, all the data fell into a close knit group (Figure 7.14B), indicating that the 
skeleton diameter size could be a suitable candidate to scale axial dispersion under 
non-retained conditions. A clearer unique curve as that obtained for the non-porous 
case was visualised when the x-axis of the original non-retained graph (Figure 7.14B) 
was rescaled to that in Figure 7.14D. As concluded for the non-porous case, monoliths 
with identical heterogeneities in their skeleton size distributions exhibited identical 
axial dispersion behaviour under non-retained conditions. 
iii) Retained conditions: 
The axial dispersion data under strongly retained conditions (K=20.15) was 
scaled to the pore (Figure 7.15A), skeleton (Figure 7.15B) and domain sizes (Figure 
7.15C) to identify the characteristic length that described the dispersion behaviour. 
The domain-size–reduced plot showed a unique curve for all the porosities studied. 
Domain-size has been used as the reduction-parameter to characterise dispersion 
behaviour in monoliths under retained conditions by several groups (Minakuchi et al., 
1998; Vervoort et al., 2004; Billen et al., 2005; Guiochon, 2007). Domain-size is the 
natural choice for characteristic length since the dispersion phenomena in silica 
monoliths occurs due to mass transfer processes in both the macropore and the 
mesoporous silica skeletons, each characterised by independently tuneable parameters 
- the pore diameter and skeleton diameter. Hence a combination of these two sizes, 
viz. the domain size, was expected to characterise the axial dispersion behaviour in 




Figure 7.15: Longitudinal dispersion coefficient (DL) normalised by molecular diffusivity (Dm) vs. reduced-linear velocity (νave) under 
retained conditions. The linear velocity is reduced by (A) pore diameter, (B) skeleton diameter and (C) domain size. 
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In conclusion, the skeleton size and the domain size characterised the axial 
dispersion behaviour in artificially constructed silica monoliths with a constant 
domain size (and similar degrees of heterogeneities) under non-retained (non-porous 
and porous) and retained conditions, respectively. Conversely, differences in the axial 
dispersion behaviour of monoliths with varying external porosities would be 
indicative of the differences in the degree of heterogeneity in their pore and skeleton 
size distributions. The results confirm similar conclusions reached earlier (Billen et 
al., 2005) in a theoretical work on 2D packed beds. The skeleton size- (for non-porous 
and porous/non-retained) and domain size- (for retained) reduced plate heights can be 
used as a means to compare the performance of monolithic columns of different 
porosities, but with a similar degree of packing heterogeneity. The fact that skeleton 
size describes non-retained dispersion is interesting. It may be an artefact of the 
constant domain size used in this work and further work with varying skeleton and 
domain sizes, but with constant degrees of heterogeneities, needs to be explored. 
5.4.21 Estimation of transchannel and short-range interchannel eddy 
dispersion 
As elaborated in Section 5.4.8, the transchannel dispersion was estimated from 
the non-porous dispersion simulations and was assumed constant for that particular 
porosity monolith under porous/non-retained and retained conditions. The 
transchannel contribution was assumed to exhibit a coupled behaviour in the velocity 
ranges examined, while for non-porous conditions, the short-range interchannel 
contribution was assumed to be dominated by lateral convection. The short-range 
interchannel and transchannel contributions were estimated after subtracting the axial 
molecular diffusion contribution from the simulated dispersion. Table 7.3 shows the 
fitting parameters estimated under non-porous conditions for transchannel eddy 
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dispersion. The persistence-of-velocity and lateral diffusion distances were calculated 
assuming a relative velocity bias of unity at the pore level (ωβ transchannel = 1) (Gritti 
and Guiochon, 2011). The persistence-of-velocity lengths at the pore level were of the 
order of 1-1.3 dskel. The pores in larger porosity models were hence shorter or more 
interconnected, while the smaller porosity model had longer pores or had lesser 
interconnectivity. This was also observed in hydrodynamic studies where the 
tortuosity of higher porosity models was lesser than that of the lower porosity models. 
A molecule in the pore of a higher porosity model travelled about 0.97m along the 
pore before being able to sample the entire pore cross section. 
Table 7.4 shows the estimates of short-range interchannel parameters under 
non-porous conditions. A relative velocity bias of 0.6 was assumed at the domain-
level to estimate the corresponding persistence-of-velocity and radial diffusion 
distances (ωβ SR-interchannel = 0.6) (Gritti and Guiochon, 2011). Large lateral diffusion 
distances indicated dominance of transverse velocities around the non-porous 
skeletons for equilibration at the domain-level. The domain-level velocity inequalities 
persist for axial distances of 0.5ddom-1.3ddom, indicative of a homogeneous core in the 
constructed monoliths. The persistence-of-velocity lengths decrease with increasing 
porosities, indicating earlier transfer of analyte across the smaller non-porous 
skeletons. The persistence-of-velocity lengths estimated for a monolith with external 
porosity of 0.7 in this work was in excellent agreement with that estimated by Gritti 





Table 7.3: Parameters characterizing transchannel dispersion in the 
reconstructed monoliths. 
   ω λ      
Persistence-of-velocity  
(m) 
Radial diffusion distance  
(μm) 
      
0.56 0.0302 0.571 37.8 1.302 0.280 
0.64 0.0468 0.626 26.7 1.189 0.291 
0.70 0.0476 0.583 24.5 1.108 0.293 
0.80 0.0778 0.639 16.4 0.972 0.300 





0.133 --- --- --- 0.413 
†
 Estimated from transchannel eddy dispersion contribution in capillary silica monoliths under non-
porous conditions (Hlushkou et al, 2010) 
 
Table 7.4: Parameters characterizing short-range interchannel dispersion 
under non-porous conditions. 





      
0.56 36.6 0.476 0.026 3.013 16.26 
0.64 13353 0.442 6.63  10-5 2.337 258.8 
0.70 36.9 0.367 0.020 1.934 13.60 




1.64 0.711 0.867 1.899 0.534 
†
 Estimated from short-range interchannel eddy dispersion contribution in capillary silica monoliths 





Table 7.5 shows the estimates of short-range interchannel parameters under 
porous/non-retained conditions. The short-range interchannel contribution was 
estimated as a coupled behaviour after subtracting the axial molecular diffusion, 
stationary-phase mass transfer and transchannel eddy dispersion contributions to the 
simulated dispersion. Dispersion occurred mainly by lateral diffusion through porous 
skeleton over distances of about 0.5-1ddom. Large persistence-of-velocity lengths 
indicated that mass transfer was dominated by diffusion across the porous skeleton, 
and that convection played a minor role. This was understandable since there is 
negligible convection in the porous skeleton and hence equilibration on the domain-
level occurs as a combination of transverse dispersion in the macropores and 
transverse diffusion through the mesoporous skeleton. The increase in lateral 
diffusion distances with lower porosities indicated a longer time spent in the 
mesopores of the larger skeletons, causing a delay in equilibration at the domain-level 
(evidenced by higher     ). 
Table 7.6 shows the estimates of short-range interchannel parameters under 
retained conditions. The large persistence-of-velocity lengths indicate diffusion 
dominance. As observed in the non-retained case, the reduced-transition linear 
velocity (    ) decreased with increasing porosity; indicating that higher velocities 
were required to equilibrate at domain-level due to strong retention in the larger pores 
at lower porosities. All porosities exhibited a constant radial diffusion distance of ~ 
3.8m, or about ~1.6-1.7 domain lengths. This was an indication that domain length 




Table 7.5:  Parameters characterising short-range interchannel dispersion 
under porous/non-retained conditions in the reconstructed 
monoliths. 
   ω λ      
Persistence-of-velocity 
(m) 
Radial diffusion distance 
(μm) 
      
0.55 0.5900 2.154 7.303 13.65 2.064 
0.64 0.7364 1.982 5.383 10.46 1.922 
0.70 0.6202 1.582 5.103 8.351 1.763 
0.80 0.4776 1.090 4.565 4.603 1.238 
 
 
Table 7.6: Parameters characterising short-range interchannel dispersion 
under retained conditions in the reconstructed monoliths. 
   ω λ      
Persistence-of-velocity 
(m) 
Radial diffusion distance 
(μm) 
      
0.55 1.973 30.04 30.45 190.3 3.775 
0.64 2.963 34.49 23.28 182.0 3.855 
0.70 2.959 32.30 21.83 170.48 3.852 





5.4.22 Estimation of dispersion due to transcolumn velocity bias and 
external film mass transfer resistance 
The reconstructed models did not capture dispersion processes that occurred 
on a transcolumn scale, viz. transcolumn eddy dispersion. Moreover, the models also 
did not capture the dispersion that would take place due to resistance to mass transfer 
in the external film surrounding the porous skeleton. These two processes were 
estimated from the phenomenological approach proposed in the previous chapter 
(Section 6.5.5). 
The external film mass transfer resistance was calculated from Equation 7.9 
using the  values estimated in the phenomenological approach (Table 6.3).  is 
deviation of the observed external film mass transfer coefficient from that predicted 
by film penetration theory. The deviation arises because of a non-homogeneous 
skeleton surface and hence non-homogeneity of driving forces across the stagnant 
film. Although changing the external porosity changed the skeleton size, the degree of 
homogeneity remained the same (Figures 7.3, 7.13 and 7.14). Moreover, all 
considered porous skeletons were assumed to have an internal porosity of 0.5. Hence 
it was assumed that the local driving forces that drive mass transfer across the 
stagnant film remained the same at all considered external porosities. Hence the  
values estimated for the non-retained and retained conditions in Table 6.3 were used 
for the corresponding cases at all the considered porosities. 




      
 
  
    
 
 
    
   
 (7.9) 
The radial distance sampled by an analyte under particular conditions of zone 
retention and porosity was calculated from: 
         (7.10) 
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And the corresponding transcolumn dispersion contribution was calculated from the 
equation: 
                 
 
 
  (7.11) 
The constant C estimated in the earlier chapter (Table 6.3) for non-porous, non-
retained and retained conditions were used respectively, to calculate the transcolumn 
dispersion at the various porosities. Since x captured the effect of flow rate and 
changes in external porosity, the C-value was assumed to be independent of the said 
factors and hence could be used to predict transcolumn dispersion at different 
morphologies under identical conditions of retention (K). 
Figure 7.16 shows the transcolumn contributions at various porosities under 
non-porous conditions. The transcolumn contribution was highest at 0.56 and was 
convection-dominated in all the velocity ranges studied. The low residence times at 
lower porosities under non-porous conditions caused rapid elution of the analyte, 
thereby giving lesser time to sample the column cross-section. For the large analyte 
studied (BSA), diffusivity was low (high reduced velocities), and hence lateral 
diffusion made almost no contribution to equilibration at transcolumn level. Because 
of the fairly straight and regular channels in monoliths, axial convection played a 
significant role in eluting the sample before lateral convection could disperse the 
analyte across the column diameter. 
Figure 7.17 shows the transcolumn and external film mass transfer resistance 
contributions to overall dispersion at the various porosities under porous/non-retained 
conditions. The monolith performance deteriorated with decreasing porosity. Film 
mass transfer resistance was highest for the 0.56 geometry, while transcolumn 








Figure 7.17: Estimation of transcolumn and external film mass transfer dispersion to overall dispersion in the reconstructed monoliths 
under porous/non-retained conditions. 
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increase in overall dispersion observed for the 0.56 geometry at higher velocities was 
due to increase in the stationary-phase mass transfer resistance and film mass transfer 
resistance terms. The high zone retention factors at the lower porosities contributed to 
this observed increase. The transcolumn contribution was also high for the 0.56 
model. This was due to the shorter residence times and hence lesser time for 
transcolumn equilibration. 
Under retained conditions (Figure 7.18), a similar trend was observed. The 
high HETP values shown by the 0.56 geometry was primarily due to a large short-
range interchannel, stationary-phase mass transfer and external film mass transfer 
terms. The transcolumn dispersion was higher than other porosities, though the 






Figure 7.18: Estimation of transcolumn and external film mass transfer dispersion to overall dispersion in the reconstructed monoliths 




The effects of external porosity and structural heterogeneity on overall 
dispersion in reconstructed theoretical models of constant domain-sized first 
generation analytical silica monoliths were decoupled for the first time. The external 
porosity was varied between 0.56 – 0.8 with a constant domain size of 2.28m. The 
degree of heterogeneity in the pore and skeleton size distributions, in terms of their 
relative standard deviations (RSD) and shape factor, remained fairly constant 
indicating that the shape of the pore-skeleton interface was preserved during the 
manual segmentation process. 
The generated models provided a more accurate picture of the flow-through 
heterogeneities in real monoliths than regular TSM models. Scaling the hydrodynamic 
characteristics of the generated models via a flow-resistance factor, the pore diameter 
was identified as a possible reference length that characterised the hydrodynamic 
behaviour. Higher porosity models were observed to be less tortuous than lower 
porosity ones. 
Peak parking simulations were performed under different zone retention 
conditions to estimate the degree of heterogeneity. Under non-porous conditions, the 
effective diffusivity (Deff) approached unity due to a larger fraction of macropores in 
the higher porosity monoliths. Under retained conditions, the effective diffusivities 
increased with increasing porosity due to lower retention factors allowing a higher 
fraction of the analyte to diffuse in the larger external pores. A similar behaviour was 
observed under porous/non-retained conditions. 
Under non-retained and non-porous conditions, the transverse dispersivities 
for lower porosity models were higher than those for the higher porosity ones, 
especially at high velocities. Under retained conditions, however, higher porosity 
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models displayed higher transverse dispersion coefficients, thus indicating possibly 
lower transcolumn dispersion contributions. The axial dispersivities were scaled 
according to the pore, skeleton and domain sizes to determine which characteristic 
dimension best described the dispersion behaviour under those conditions of 
retention. Interestingly, skeleton size characterised axial dispersion under all non-
retained conditions. The physical obstruction to axial spreading in the macropores (i.e. 
skeletons) played a vital role in describing axial dispersion in silica monoliths under 
non-retained conditions. These confirmed that all the models generated had similar 
degrees of heterogeneity in the skeleton network. Under retained conditions, the 
domain-size was found to characterise the axial dispersion behaviour, confirming the 
conclusions reached by several groups for silica monoliths (Minakuchi et al., 1998; 
Vervoort et al., 2004; Billen et al., 2005; Guiochon, 2007). The results provided a 
quantitative support for the use of skeleton size- (for non-porous and porous/non-
retained) and domain size- (for retained) reduced plate heights as a means to compare 
the performance of monolithic columns of different porosities, but with a similar 
degree of structural heterogeneity.  
 The transchannel eddy dispersion contribution was estimated from the non-
porous dispersion simulations. The associated persistence-of-velocity lengths 
decreased with increasing porosities indicating shorter pores/higher connectivity 
between channels. The persistence-of-velocity length of short-range interchannel 
contribution under non-porous conditions for the geometry with an external porosity 
of 0.7 was in excellent agreement with that estimated for a silica monolith of external 
porosity 0.72 (by Gritti and Guiochon, 2011). The lateral diffusion distance increased 
with decreasing porosities under non-retained conditions indicating more time for 
equilibration at the domain-level. Under retained conditions, all porosities exhibited a 
 168 
 
lateral diffusion distance of 1.6-1.7 ddom, indicating that domain-size played a crucial 
role in determining the short-range dispersion behaviour in silica monoliths. 
Finally, the phenomenological approach was applied to estimate transcolumn 
and film mass transfer dispersion at the various porosities. Under all cases of retention 
factors examined, the lowest porosity system (0.56) showed higher contributions from 
transcolumn and external film mass transfer resistance to overall dispersion. It was 
concluded that the highest porosity model (0.8) showed least dispersion. However, 
this was at the cost of reduced phase retention factor (and hence reduced capacity). 
7.7. Improvements to morphology 
1) Rapid convective transport seems both a boon and a bane for silica monoliths. 
Rapid convection and fast mass transfer through thin porous skeletons allows for a 
quick separation and elution. However, a large volume of the monolith seems to 
be inefficiently used in the analytical format since a long time is required for 
transcolumn equilibration leading to a large dispersion at the outlet. A 
recommendation would be to use silica monoliths in a capillary format so as to use 
to the column cross-section more efficiently. A transverse dispersive mechanism 
would determine transcolumn dispersion in capillary monoliths as compared to a 
convective mechanism in the analytical format (Hlushkou et al., 2010b). 
Alternatively, short analytical columns with intermediate radial redistributors 
could be used to increase the transverse dispersion of the analyte. 
2) For a given domain-size, higher porosity columns seem to be more efficient in the 
analytical format due to their lower transcolumn and overall dispersion. However, 
this is at the cost of a reduced capacity. Hence, one needs to optimise between 
lower dispersion at higher porosity versus higher capacity at lower porosity. 
Under experimental conditions, it is difficult to maintain the same degree of 
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heterogeneity with changes in porosity or the pore / skeleton sizes. Typically, 
smaller porosity systems (higher capacity) have a larger degree of pore 
heterogeneity, thus decreasing their separation efficiency. Thus, it is important to 
be able to monitor/control the in-situ polymerisation process so that a relatively 




8. CONCLUSIONS AND RECOMMENDATIONS FOR 
FUTURE WORK 
8.1 Conclusions 
This research aimed at studying the hydrodynamic and dispersion 
characteristics of the flow-through pores in analytical silica monoliths using a 
computational fluid dynamics approach. It was the first such attempt, to our 
knowledge, to capture the inherent pore morphology in an analytical silica monolith 
via non-invasive 3D CT scans. A representative scanning resolution, model size and 
flow orientation were identified to mimic the overall porosity and permeability of the 
macropores. Pore and skeleton size distributions were calculated from image analysis 
and compared with traditional techniques such a mercury porosimetry as well as with 
recent 3D scans of capillary silica monoliths. The skeleton size distribution was found 
to be an excellent match with that calculated from higher resolution scans. 
Hydrodynamic simulations revealed the presence of back-flow regions in the 
reconstructed monolith, a phenomenon that has been experimentally observed and 
visualised in laminar flows through porous media via PFG-NMR studies.  
Peak parking and dispersion studies were simulated in the model under non-
porous conditions to mimic the effect of exclusion of large molecules from the 
mesopores in the skeleton. The effective diffusion and dispersion lengths (of the order 
of 1-2 domain lengths) thus estimated indicated a fairly homogeneous core in silica 
monoliths. A comparison of simulated and experimental plate heights confirmed that 
current sources of observed inefficiencies in analytical silica monoliths arose at the 
transcolumn level. Simulation under non-porous conditions helped isolate the 
transcolumn dispersion as purely the difference between simulated and experimental 
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plate heights. The transcolumn velocity bias estimated was within the range of 
experimentally estimated transcolumn biases for large molecular solutes in silica 
monoliths. Significant savings in simulation times and computational resources were 
noted, justifying the proposal to employ lower scanning resolutions to study the 
hydrodynamic and dispersion characteristics in analytical silica monoliths. 
The representative model was then extended to study the dispersion behaviour 
under porous/non-retained and retained conditions. Effective diffusion and dispersion 
distances were of the order of 1-1.5 domain lengths – a confirmation that silica 
monolithic structures are relatively homogeneous on the order of a few domain-
lengths. Transverse dispersion coefficients under retained conditions were very low 
suggesting a slow equilibration of transcolumn gradients. In addition to transcolumn 
eddy dispersion, band spreading due to mass transfer resistances in the external film 
were also not captured by the simulations. Both these phenomena were estimated 
from the differences of simulated data from experimental values. Large differences 
were seen between the mass transfer coefficients predicted by film penetration theory 
and those estimated in this study, confirming the heterogeneous nature of the silica 
skeleton surface. The estimated persistence-of-velocity lengths for transcolumn 
dispersion were comparable to those estimated by Gritti and Guiochon (2011) for 
small analytes. In this first attempt to simulate dispersion in models reconstructed 
from 3D scans, the lower resolution scans facilitated investigation of dispersion under 
retained conditions using manageable computing resources, something that had not 
been attempted in models reconstructed from higher resolution scans.   
A phenomenological approach was proposed to estimate the transcolumn 
dispersion from transverse dispersion and residence time simulations. The 
transcolumn dispersion thus estimated was compared with that obtained as a deviation 
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from experimental data. A 20% variation was observed in the predicted values for 
transcolumn and external film mass transfer dispersion. In the absence of any solid 
theory/experimental protocol to calculate/measure these phenomena, the proposed 
approach provided a very good estimate of the transcolumn and film mass transfer 
dispersion. 
A theoretical study of the effect of external porosity on column performance 
was performed in monolithic mimics created from manual segmentation of the 
representative model scan data. Calculation of the pore and skeleton size distributions 
confirmed that the mimics thus created had a constant domain size. All the models 
created also showed similar degrees of heterogeneities on the basis of a skeleton 
shape factor analysis. Since monoliths with identical domain sizes and similar degrees 
of heterogeneity share a common characteristic length, it was examined whether an 
easily definable characteristic length existed to describe the hydrodynamic and 
dispersion behaviour in the models. The flow-resistance factor showed minimum 
scatter when scaled according to the pore diameter, indicating that the pore size 
typically characterises the flow behaviour in silica monoliths. Under non-retained 
conditions (both non-porous and porous), the skeleton size was found to characterise 
axial dispersion behaviour. Dispersion occurs in the flow-through pores and in both 
the macropores and mesoporous skeletons under non-porous and porous/non-retained 
cases, respectively. However, interestingly, only the skeleton size determined the 
axial dispersion behaviour. Under retained conditions, however, the combination of 
pore and skeleton sizes, namely, the domain size, was responsible in determining the 
overall dispersion behaviour. 
Using the phenomenological approach, transcolumn and film mass transfer 
dispersion were estimated in all the reconstructed models. Irrespective of the zone 
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retention condition, the lowest porosity model (0.56) exhibited the highest 
transcolumn, film and overall axial dispersion than the other models. It was concluded 
that higher porosity silica monoliths (or monoliths with smaller skeleton sizes) 
exhibited better dispersion characteristics. This would always be at the price of lower 
capacity, as the lower retention factor results in a longer column to achieve a 
satisfactory resolution. Hence, an optimised approach is needed to evaluate the best 
monolith morphology. 
In conclusion, the hydrodynamic and dispersion characteristics of a silica 
monolithic mimic reconstructed from sub-μCT scans were examined. Transcolumn 
dispersion was found to account for a large fraction of the overall dispersion in silica 
monoliths, under both non-retained and retained conditions. A phenomenological 
approach to estimate transcolumn dispersion was proposed and verified with 
experimental data. Finally, the effect of external porosity on the transport properties 
of artificially constructed silica monoliths was investigated. Characteristic lengths that 
define the hydrodynamic and dispersion behaviour were identified. 
8.2 Novelty and impact 
Novelty of the work: 
1) Use of non-invasive sub-micron CT scans to capture as-is the inherent 3D 
morphology in an analytical silica monolith. 
2) The first attempt to include retention in the study of dispersion behaviour in 
reconstructed models for monoliths. 
3) A phenomenological approach was developed to predict the transcolumn 
dispersion contribution to overall dispersion in analytical silica monoliths. The 
approach gives a realistic picture of the dispersion that can be expected in a given 
 174 
 
separation. Conversely, the approach also quantifies the extent of improvement 
possible in silica monoliths to achieve their true separation potential if this effect 
could be minimised or eliminated. 
4) A theoretical study on the effect of external porosity on the performance of silica 
monoliths was carried out for the first time. In particular, the external porosity of 
the model was varied without affecting the degree of heterogeneity of the porous 
structure, something that has not been achieved experimentally. 
Impact of the work: 
1) Use of non-invasive imaging technique obviates the need for any fitting parameter 
to match simulations with experimental results. Observed deviations are attributed 
to phenomena not captured by the model. Separation performance can be directly 
linked to the morphological features in the monolith. 
2) Successful incorporation of retention in the dispersion study would assist to 
extend the model to predict the residence times of several real-world applications 
of silica monoliths. The only input parameters required are the diffusion 
coefficients and the retention equilibrium constants. 
3) The phenomenological approach can be used to estimate the transcolumn 
dispersion contribution to overall dispersion in several real-world scenarios. In 
turn, one can calculate the temporal variance (as measured at the detector), and 
hence the total resolution, from the spatial variance estimated from the overall 
HETP (Equations 4.13 and 4.14). as: 







   
  
 (8.1) 
4) The theoretical study of the effect of external porosity on the dispersion behaviour 
led us to conclude that higher porosity monoliths exhibit lower transcolumn and 
overall dispersion, although at the cost of lower capacity. It thus points the way to 
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synthesize high porosity systems with improved radial redistribution of mobile 
phase flow so as to improve the transverse dispersion and hence reduce the 
transcolumn contribution. The study also serves as a benchmark to compare the 
heterogeneities of analytical silica monoliths with different external porosities 
based on their dispersion performance though a scaling analysis. 
8.3 Advantages and limitations 
Advantages: 
1) Use of low resolution decreased computational resources required to study 
dispersion under non-retained conditions, without a significant decrease in 
prediction accuracy. This, in turn, allowed us to explore the effects of retention, 
for the very first time, on the dispersion behaviour of silica monoliths. 
2) Transcolumn dispersion can be estimated phenomenologically from simulation 
data without resorting to experiments. This helps to explore a variety of real-world 
scenarios to quantify the overall dispersion. 
3) Transchannel dispersion has been assumed to be identical to the non-porous case 
in this work. This facilitated estimation of short-range interchannel dispersion 
with varying zone retention factors, something that had also been assumed 
constant in earlier works. It seems unlikely that the stationary zone‘s retention 
ability would affect dispersion in a single channel, while dispersion across 
adjacent domains would be very likely affected by the stationary zone‘s retention 
capability. This approach also helped ascertain that short-range heterogeneities in 
a silica monolith existed over distances of only a couple domain lengths – an 
indication that the silica monolith core region is fairly homogeneous. 
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4) Lower computing resources also helped investigate the effect of changing external 
porosity on the hydrodynamic and dispersion behaviour in an analytical silica 
monolith, without a significant change in skeleton heterogeneity. To our 
knowledge, this was the first study to decouple effects of external porosity and 
heterogeneity on dispersion behaviour. 
Limitations: 
1) Lower scanning resolution resulted in small loss of prediction accuracy for 
hydrodynamic simulations (6% as against 4% in literature). 
2) The chords used to estimate pore and skeleton sizes were projected only along the 
three principal axes (six directions) as opposed to as many as 80 equispaced 
directions used in the literature. This resulted in an approximate estimation of pore 
and skeleton size distributions. 
3) With the current computing resources available, simulations under retained 
conditions (especially at lower flow rates) take as long as 20 days for completion. 
The high retention equilibrium constant (20.15) is also responsible for the slow 
elution (and hence long simulation times). Although computing power available 
for general research is expected to increase in the coming years, a lower retention 
constant will invariably lower the simulation time required to study the dispersion 
phenomena. 
4) Though direct numerical simulations in geometries reconstructed from CT scans 
obviate the need for fitting parameters, the scan is unique to that particular 
stationary phase. Non-invasive 3D scans in the sub-micron range are only just 
beginning to be available for general research, and scanning each new stationary 
format in the market may not be a viable option. 
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8.4 Recommendations for future work 
The research presented here used analytical RP-18e silica columns. Similar 
studies on other porous matrices can be carried out to comprehensively define and 
relate the various sources of inefficiencies to the inherent morphology. These studies 
will also confirm/support the phenomenological approach suggested in this work. 
Theoretical investigations on the search for an optimum pore structure can be 
continued by altering the original scanned images to obtain pore structures of uniform 
or lower heterogeneities. 
The following areas of exploration are therefore proposed: 
1. The approach outlined in this work can be applied to several stationary phases 
to study their transport behaviour. The currently dominant stationary phases in 
HPLC literature, viz. sub-2μm fully porous particles (UHPLC) and sub-3μm 
pellicular particles, as well as any future novel supports can be quickly 
characterized and optimized through this approach. With high-resolution 3D 
imaging being increasingly accessible to research facilities as well as a rapid 
increase in computational power available to the common research lab, there 
are numerous opportunities to study the microscopic details of the influence of 
pore morphology on the resultant transport behaviour. 
2. The phenomenological approach outlined in this study needs to be validated / 
examined for a wide variety of chromatographic supports. Good candidates 
are conventional 5μm particles whose dispersion behaviour is very well 
known. A systematic estimation of the transcolumn dispersion via 
experimental and simulation studies for several stationary phases would help 
establish the phenomenological approach and help scientists design novel 
stationary phases to minimize this detrimental eddy dispersion. 
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3. The current set of geometries has identical domain-sizes and a fairly constant 
skeleton heterogeneity. CT scans of several different silica monoliths in 
various formats are required so that a comprehensive study on the effects of 
varying domain-sizes, heterogeneities and porosities can be explored. A more 
complete picture and a deeper understanding of the interplay between 
morphological features and chromatographic performance parameters can then 
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