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Does free and fair trade benefit the workers in an industry? My thesis investigates this 
question in the context of the Multifiber Arrangement, a system of quotas established in 
1974 to protect the textile industries in developed countries by restricting cheaper imports 
from developing countries. Lifting of these quotas mandated by the WTO between 1995 
and 2005, therefore, meant opportunities for greater textile production in internationally-
competitive developing economies such as India, where the textile industry accounts for 
over 5.2% of global production and is the second largest generator of employment after 
agriculture. In labor-intensive industries, an increase in production should further mean 
more employment, and possibly higher wages and improved livelihood. Using variation 
in the pre-agreement industry mix across states in India, my results suggest that textile 
and clothing production and employment grew as the MFA quotas were lifted, and that 
larger textile-producing states pre-reform saw a greater increase in output and 
employment than smaller producers. I also find that larger producers of textiles 
experienced a greater decline in absolute poverty, but a differential rise in inequality; 
benefits to the quota removal seem to be going to the owners of big textiles businesses, 
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Free and fair trade is a highly coveted notion; scholars and proponents of free trade often 
claim a world without distortions in global trade flows as an ideal. But what are the 
benefits of trade liberalization? Barriers or restrictions on trade are often implemented by 
importers to protect their economies from cheaper alternatives produced elsewhere. It 
would then follow that fewer barriers encourage growth in economies by promoting 
greater competition and enhancing productivity, which has been supported by various 
studies on trade liberalization of entire economies (Pavcnik 2002; Amiti and Konings 
2007; P. Goldberg et al. 2009; P. K. Goldberg et al. 2008; Topalova and Khandelwal 
2010; P. K. Goldberg et al. 2010; Loecker et al. 2012; Kim 2000). The benefits or 
consequences of liberalization in one sector on a particular economy, however, are highly 
context-specific, and economic theory does not provide clear predictions (World Trade 
Report 2008: Trade in a Globalizing World 2008).  
 Removal of quotas established under the Multifiber Arrangement (MFA) on 
January 1, 2005, brought three decades of bilateral trade barriers on textiles and clothing 
(T&C) to an end. The MFA was established in 1974 as a short-term measure by 
developed economies to restrict the flow of cheaper imports from developing countries. 
Developing countries are usually labor abundant and have lower labor and production 
costs. Lower production costs allow developing countries to produce labor-intensive 
goods such as textiles and clothing at lower prices than capital-abundant industrialized 
nations, thus, providing developing countries a comparative advantage in production of 
these goods.  
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The MFA quotas were seen as predatory and unfair for countries that were able to 
produce T&C at more competitive prices and with greater efficiency. As a result, during 
the formation of the World Trade Organization (WTO), member countries were asked to 
remove the quotas in four phase-outs between 1995 and 2005. The amount of quotas 
removed during each phase-out increased over time, as shown in the quota-removal 
schedule in Table 1.  
 My thesis examines the impact of the end of the MFA on India, the second largest 
producer of textiles globally. With 5.2% of the share in the global textiles and clothing 
market in 2014, India is the largest player after China (Press Information Bureau, 
Ministry of Textiles, Government of India 2014). The T&C industry is the second largest 
employer within India after agriculture, and contributed almost 17% of total export 
earnings and 3% of the nation’s GDP in 2014 (A Brief Report on Textiles Industry in 
India 2014). Any policy that affects the T&C industry in India, thus, can potentially not 
only impact international textiles trade, but also affect employment and livelihood of 
people in the country.  
It is difficult to predict with certainty the effect of the end of the MFA on India’s 
textile industry. The quotas under the MFA were binding on India, as India was exporting 
over 80% of the limits imposed on its textile products. The end of the MFA then might 
have encouraged greater production for exports in India as the constraints were taken 
away. Regions that were larger producers of textiles before the MFA removal began may 
also have seen a differential change in production; larger producers probably had greater 
investments in fixed capital and should have found it easier and less costly to expand 
production. Greater production may subsequently translate into higher productivity or 
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more employment, and possibly higher wages in the industry. Conversely, it is also 
possible that larger textiles businesses faced diminishing marginal returns, because of 
which smaller textiles producers saw greater expansion. The impact of the end of the 
MFA on India’s textile industry is also highly contingent on changes in the textile 
industry in other economies. It is possible that a greater expansion of the textiles industry 
in large exporters of T&C such as China might have led to smaller or even negative 
growth in the Indian industry compared to what might have been if China never joined 
the WTO (Brambilla, Khandelwal, and Schott 2007).  
The effects of changes in India’s T&C industry on worker’s wages or people’s 
livelihood are also ambiguous. Reduction in trade barriers should have a net positive 
effect, but there might be distributional consequences. Larger firms or states that adapt 
faster to the change and increase productivity quickly may receive greater benefits. 
Moreover, if there is significant expansion in the industry in India, greater production 
would likely benefit someone—either the workers or the owners of textiles businesses or 
both, but a priori we do not know who.  
Using variation in the relative importance of the textiles sector for employment 
across states before discussions on MFA’s removal took place in 1991, I investigate 
whether lifting of the quotas impacted production of agricultural and industrial textiles 
and clothing in India. Subsequently, if there is an effect of the end of the MFA on textiles 
production, I investigate whether employment, poverty and inequality change 




My results show statistically significantly larger increases in production of 
agricultural textiles in all textiles-producing states after each phase-out period. 
Furthermore, there are statistically significantly larger increases in the production of 
agricultural textiles in the states with a greater presence of the textiles industry pre-
reform than those where the textiles industry was not as important. Agricultural textiles 
include production of raw cotton, jute, mulberry silk and wool. These goods were not 
covered under the MFA restrictions, but were used in manufacturing of T&C products, 
which had quota restrictions under the MFA. Consequently, I also examine changes in 
production of industrial textiles and clothing products during MFA’s removal. Estimates 
show that industrial textiles output increased for all states in the last period of the phase-
out. There is no significant differential effect on industrial textiles based on the pre-
agreement industry mix across states, but point estimates suggest a larger increase in 
output and employment in the states where the industry was more important.  
After changes in agricultural and industrial textiles production, I examine 
differential changes in poverty and inequality in states with a larger textiles industry pre-
reform. I find statistically significantly larger reductions in the poverty rate as well as 
increases in the per capita consumption of the 10th percentile and 50th percentile 
households during the earlier phases. Early phases of the quota removal seem to be 
benefitting farmers and textiles workers, but I find an overall increase in inequality. The 
90th percentile and decile dispersion ratio increase substantially during all phases for the 
states where the industry was most important. This might be because the largest textiles 
businesses were based in major textile-producing states and had lower costs of expanding 
production. These results suggest that the returns to the end of the quotas were first going 
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to textiles farmers and blue-collar workers, but owners of large T&C businesses 
ultimately had disproportionate increases in income, enhancing the gap between the 
haves and the have-nots.  
My results suffer from lack of precision due to limited variation in the textiles 
production data, however, the point estimates suggest that the MFA had a larger impact 
during the last two phase-out periods. This is consistent with the how the quota removal 
was structured. First, a greater percentage of quotas were taken away during the later 
phases, which may directly imply a bigger change in output and employment outcomes 
during the later half of the period. Second, it is likely that developed countries removed 
quotas on goods that they imported in large quantities from developing countries later. 
This would allow industrialized nations time to improve productivity in their domestic 
textiles industry before removing trade barriers. It is, however, unlikely that developed 
countries were able to gain a comparative advantage over developing countries in 
production of all textile products in less than a decade. As a result, major textile 
exporting countries may have seen greater changes in production after 2002. Third, it is 
possible that there was a lag between the initial phase-outs and the time it took Indian 
businesses and farmers to adopt new technology and expand production capacity, which 
resulted in greater growth of the textiles industry during the later period MFA’s end.   
The rest of the paper proceeds as follows: Section II describes the Multifiber 
Arrangement and the quota removal; Section III describes current literature on the MFA 
as well as trade liberalization in general; Section IV describes the data used in the 
analysis; Section V presents the empirical strategy employed; Section VI describes and 
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discusses results; Section VII discusses robustness checks; Section VIII concludes, and 




Lower labor and production costs along with continued improvements in production 
processes during the second half of the twentieth century allowed developing countries to 
produce textiles and clothing that were relatively cheaper than textiles products 
manufactured in the West. In 1974, industrialized nations imposed trade restrictions on 
cheaper imports from developing countries in order to support their own domestic textiles 
industry. These set of quotas on trade of textiles and clothing called the Multifiber 
Arrangement. The agreement grew out of two early trade negotiations on cotton textiles 
and apparel—the Short-Term Cotton Arrangement and the Long-Term Arrangement 
(“Dispute Settlement, World Trade Organization 3.11 Textiles and Clothing” 2003). 
Although initially implemented as a short-term measure, quotas under the Multifiber 
Arrangement governed global trade flows of T&C for the next 30 years.  
 Because of the MFA, textiles and clothing were kept out of the multilateral trade 
negotiations under the General Agreement on Tariffs and Trade (GATT) and, its 
successor, the World Trade Organization. During the Uruguay Round in 1991, it was 
decided that quotas on T&C hampered free trade, and signatories to the WTO were asked 
to remove the quotas. The MFA was replaced by the Agreement on Textiles and Clothing 
(ATC) in 1994 as an intermediate step to integrate T&C products into GATT-WTO. 
Integration happened in four phases between 1995 and 2005 and is outlined in Table 1. 
During each phase, importing countries were required to integrate some portion of their 
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1990 import volumes; in Phase 1, which commenced on January 1, 1995, importing 
countries had to lift quotas that represented 16% of their 1990 import volumes; 17% in 
Phase 2, 18% in Phase 3, and the remaining 49% in Phase 4. Apart from the share of 
quota removal during each phase, the only major binding constraint under the ATC was 
that quotas removed must contain products from four groups: tops and yarns, fabrics, 
made-up textile products and clothing.  
The gradual increase in the amount of quotas that had to be removed allowed 
member countries’, both importers’ and exporters’, textiles industries time to adjust. As 
long as the required amount of quotas was removed during each phase-out period and 
quotas were lifted in all four product groups, two countries could negotiate allocation of 
the quota removal over different products.  It is likely, however, that developed countries 
first lifted quotas on goods where they had a comparative advantage relative to other 
countries. This would allow them more time to develop production processes for the 
T&C products that they imported more than they produced domestically. In the absence 
of such a control, there would be a surge of certain cheaper alternatives in developed 
economies, and their domestic industries would face tough competition from imports. 
Because a period of a few years is likely not enough time for developed nations to gain 
comparative advantage in textiles production over developing countries, I expect quota 
removal to have a larger impact on exports from developing countries during the last two 






III. Literature Review 
 
(a) Trade Liberalization 
 
Lifting of the MFA quotas was part of the greater worldwide movement towards free and 
fair trade in the late 20th century. According to trade theories and models such as 
Heckscher-Ohlin, countries export products that use factors of production that are 
available locally in abundance (Krugman, Obstfeld, and Melitz 2014). Developing 
countries, for example, are generally endowed with abundant labor. Goods and services 
that require a large amount of labor would, thus, be produced at a lower cost in 
developing countries compared to developed ones. Lower costs of production then 
provide developing countries a comparative advantage relative to countries where the 
factors of production are scarce. As a result, developing countries export labor-intensive 
products to industrialized countries, and capital abundant developed countries export 
capital-intensive goods and services. According to the model, when an entire economy is 
liberalized through removal of tariffs, quotas or other restrictions on trade, benefits of 
free trade go to the abundant factors of production in the economy, i.e. usually labor in 
developing economies and capital in developed economies. Many scholars have 
empirically studied the impact of trade liberalization in various economies at the firm or 
household level.  
 A paper by Goldberg and Pavcnik (2004) reviews the empirical literature on the 
relationship between trade liberalization, poverty and inequality in developing countries 
including India, Brazil, Turkey, Mexico et cetera. The cross-country studies they review 
suggest certain findings common to most developing nations that have recently 
undergone trade reforms. These findings include a negative impact of trade liberalization 
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on unskilled workers in developing countries in the short-run as they form a large 
proportion of heavily protected sectors that the country does not have a comparative 
advantage in and, therefore, find it more difficult to face growing competition. 
Additionally, while their results point only to a strong correlation between trade 
liberalization and certain indicators of poverty, Goldberg and Pavcnik argue that trade 
liberalization probably impacts poverty through a direct effect in price changes. Yet, 
despite certain common patterns across developing countries, their study does not provide 
conclusive evidence on a relationship between trade, inequality and poverty.  
Since my thesis is focused on the effect of the end of the MFA on India’s textile 
industry and its beneficiaries, literature on trade liberalization specific to the country is 
highly relevant. Most of the studies on trade liberalization in India examine the effect of 
India’s nationwide trade liberalization in 1991 on firm productivity as well as on poverty 
and inequality. The 1991 trade liberalization was a set of economic reforms that were 
conditioned as part of an IMF bailout to India during its extreme balance of payments 
crisis. Among other policy changes, these trade reforms included reduction in tariffs, de-
licensing, lower taxes, as well as increased private investment differentially across 
industries (P. K. Goldberg et al. 2008)1.  
Khandelwal and Topalova (2010) evaluate the impact of changes in tariffs during 
India’s liberalization on firm productivity. Using variation in the industry mix across 
states and timing of liberalization in different industries, they find some evidence that 
access to better quality inputs as well as greater competition due to trade liberalization !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!1!India’s balance of payments crisis in 1991 was a result of a centralized economy with extensive 
trade barriers and licensing, exacerbated by a sudden, unexpected increase in oil prices due to the 
Gulf War in 1990, fall in remittances from workers in the Middle East, and decline in investor 
confidence after fall of the coalition government. (Goldberg et al., (2008)) 
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policies enhance firm productivity. In another paper, Topalova (2007) uses similar 
variation to analyze the effect of the 1991 liberalization on poverty and inequality at the 
district level. She finds that contrary to trade theory that predicts the greatest benefits of 
trade liberalization to abundant factors, which is labor in India, the 1991 trade reforms 
inconsistently benefitted industrial workers and employees due to lack of labor mobility 
in the country.  
 
(b) Multifiber Arrangement  
 
Past literature on the removal of textile trade quotas under the Multifiber Arrangement2 
(MFA) largely consists of cross-country studies on changes in exports. Brambilla, 
Khandelwal and Schott (2007) analyze China’s textile exports during the end of the 
MFA. Using US trade data, they find that, compared to other countries, China faced 
relatively stronger constraints under the MFA regime. Due to this variation, as the quotas 
were phased-out between 1995 and 2005, China’s exports to the US grew 
disproportionately, possibly negatively impacting exports by other nations, including 
India’s.  
A similar paper by Evans and Harrigan (2005) uses variation in geographical 
proximity and repeated ordering of certain products during busy sale seasons to examine 
the effect of the end of the MFA quotas on exports from various East Asian economies to 
the United States. They find evidence that Mexico and a few Caribbean countries took 
away some market share of East Asian economies in textile exports to the US as the 
quotas were lifted.  
!!
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 In contrast to these cross-country studies that analyze changes in the quantity of 
textile exports to the US during the end of the MFA, Harrigan and Barrows (2006) 
examine changes in prices and quality of textile imports to the US as the MFA quotas 
were phased-out. They find that lifting of trade quotas led to a fall in prices for quota-
constrained goods compared to those not constrained by the quotas, which confirmed 
their hypothesis that quotas raised prices and led to inefficient quality upgrades.  
The literature on the end of the Multifiber Arrangements is mostly focused on 
comparing exports across countries and does not directly look at its effect on the textiles 
sector in an economy or on people’s welfare. Drawing from past studies on the MFA as 
well as those on trade liberalization in India, my thesis fills a gap in the current literature 
by analyzing the effect of the removal of the quotas on production and employment in the 




Five major data sets drawn from multiple sources were used in the analysis. My sample 
period is generally from 1989 to 2007 and the unit of observation is a state in a year.  I 
have chose data sets that provide information on agricultural and industrial textiles 
production, employment in textiles manufacturing, as well as monthly per capita 







(a) Agricultural Production 
The first set of data consists of state-level production of agricultural goods and textiles 
such as cotton, mulberry silk, jute, wool, and jute from 1990 to 2012.2 These data were 
created using annual production data published by the Ministry of Agriculture and the 
Ministry of Textiles. They are used to analyze changes in production of agricultural 
textile output during the four phase-outs of the ATC starting in 1995, 1998, 2002 and 
2005. I use the data on production of non-textiles agricultural products as a robustness 
check to confirm that the MFA phase-outs did not affect production of goods other than 
textiles.  
 
(b) Industrial T&C Production and Employment (Annual Survey of Industries) 
 
The second data set is the Annual Survey of Industries (ASI), which is the primary data 
set that covers all factories registered under India’s Factory Act 1948, including all 
factories using electricity with 10 or more workers, as well as factories without power 
that employ at least 20 workers. With some variation in characteristics reported across 
years, ASI provides information on major characteristics of industries such as number of 
factories, number of workers employed, persondays 3 , capital invested, worker’s 
compensation and social security benefits, total value of output, et cetera. In my analysis, 
I use the state-level ASI data at the 3-digit industry level from 1989 to 2007. With 
changes in the National Industrial Classification for categorizing industries in 1998 and 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!2 I also had data for 1989, but there were outliers in the data. As a result, I do not include 1989 
agricultural textiles production in my analysis.  3 In the original data, persondays is called mandays, which is a measure of the number of workers 
and time worked in an industry over a year. In my paper, I refer to mandays as persondays.  
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again in 2004, I aggregate industry codes of earlier years to match those of NIC-2004.4 
This data set is used to both create the measure of importance of textiles in a state pre-
reform as well as to identify changes in employment and output in the industrial textiles 
sector during the MFA phase-outs.  
 
(c) State-Level Working-Age and Total Population (1991 Census) 
 
This data set consists of state-level total and working population figures published in 
India’s 1991 Census Survey. Along with persondays from ASI, I use these data to 
calculate the relative importance of textiles in each state before the phase-outs 
commence.  
My measure of the importance of the textiles industry pre-reform is the ratio of 
persondays employed in industrial textiles in 1989 to total population of a state.  I 
calculate the ratio using 1989 values because it is the first year in my sample and is 
unaffected by any changes that may have occurred in the Indian textiles industry in 
response to discussions of the quota removal. Here, persondays is a measure of 
employment that captures both number of workers employed as well as hours worked.5 
Since the census is conducted once every decade in India, I use population estimates from 
the census closest to 1989, i.e. 1991. Population grew between 1989 and 1991, but there !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!4 Certain industry codes in 1990 and 1993 include values of other industries with no apparent 
pattern or reason. This arbitrary aggregation poses a challenge to accurately matching industry 
codes to NIC-2004. As a result, I do not use 1990 and 1993 ASI figures in my analysis. Industry 
code 181  (Manufacture of wearing apparel, except fur apparel) as per NIC-2004 includes certain 
manufactured clothing as well as other items not covered under the MFA such as leather clothing 
and raincoats. I do not include industry 181 as part of the textiles industry, which may lead to 
some underestimation.  5 More specifically, persondays represents the total number of days worked and the number of 
days paid for during the accounting year. It is obtained by summing-up the number of persons 
attending each shift over all the shifts worked on all days. (Instructions to Field Officials on 
Annual Survey of Industries 2011) 
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is no reason to expect a change in the distribution of population across states. State-level 
level population estimates are also available for the working-age group. I use total 
population in my analysis because it is available for more states. The correlation between 
working-age population and total population is also very high (97%), which lends support 
to using total population as a proxy for the working-age population. Figure 1 shows the 
distribution of the 1989 persondays per capita measure. The ratio of persondays 
employed in textiles to total population within a state is, thus, a measure of how 
important the textiles industry is for employment of the population.  
Since persondays per capita is a continuous measure, I considered using the value 
for each state as the importance of textiles. However, it is possible that production or 
employment in the textiles industry did not change linearly with persondays per capita. 
As a result, I categorize states by whether the 1989 ratio of persondays per capita is 
higher than or lower than the median value, or by which quartile of the persondays per 
capita distribution the state falls in. This provides flexibility in the effect of the end of the 
MFA on outcomes for larger producers of textiles compared to smaller producers. While 
categorizing states into quartiles or by the median, I only include states with positive 
manufacturing textiles production in 1989. Table 2 reports the categorization of states 
based on persondays per capita and Figure 2 graphically shows this categorization. 
The persondays per capita measure allows me to distinguish states with relatively 
large and small textiles industries before removal of the MFA quotas. Using variation in 
the measure across states, I am able to investigate if the end of the MFA had a differential 
impact on textiles production, employment, poverty and inequality in states that had a 
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larger textiles industry before the end of the MFA compared to those that had a smaller 
textiles industry.   
 
(d) Household Consumption (National Sample Surveys) 
 
The fourth data set includes four rounds of the National Sample Surveys (NSS): 1987-88, 
1993-94, 1999-2000, and 2004-2005. NSS is a cross-sectional data set that can be used at 
the individual, household or firm level. It provides information on consumer expenditure, 
employment, health, migration, literacy, production, et cetera. For my analysis, I use four 
rounds of the consumer expenditure surveys at the household level. Each round samples 
approximately 75,000 rural and 45,000 urban households. Since NSS provides reliable 
data on consumption and the Indian government calculates poverty lines based on 
consumption, I use monthly per capita consumption (MPCE) for each household as my 
measure of wellbeing instead of income. 
In the 50th round of the NSS (1999), the survey changes the recall period for 
consumption of certain goods. This change implies an overestimation of consumption 
after the 50th round compared to earlier rounds. Many researchers including Deaton 
(2003) have calculated poverty lines for certain years that adjust for the differences in the 
recall period. Since my data sourced from IPUMS-International do not provide 
disaggregated product-wise consumption data, I am limited to using total monthly per 
capita expenditure for my analysis.   
Official poverty lines in India are determined to be the amount of money required 
for an adult to consume an adequate diet. They are calculated for rural and urban areas of 
each state separately to account for spatial differences in prices of commonly consumed 
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food items as well as different calorie needs of people. Using national-level poverty lines 
calculated by the Lakdawala Method from a Planning Commission Report (Report of the 
Expert Group to Review the Methodology for Measurement of Poverty 2014) and MPCE 
from NSS, I calculate my measures of poverty and inequality at the state level. These 
measures include the poverty rate, poverty gap, decile dispersion ratio, and the 10th, 50th 
and 90th percentiles of the consumption distribution within each state. Here, the poverty 
rate is defined as the percentage of households below the poverty line. Poverty gap refers 
to the average shortfall of MPCE from the poverty line. The decile dispersion ratio is the 
ratio of MPCE of the 90th percentile household to MPCE of the 10th percentile household. 
 
(e) Price Deflator (Consumer Price Index-Industrial Workers) 
 
I use Consumer Price Indices for Industrial Workers (CPI-IW) published by the Labor 
Bureau, Government of India, to deflate value of industrial textiles output and monthly 
per capita consumption. Other price indices are also available. There are benefits and 
shortcomings of all, but CPI-IW seems the most reasonable given my measure of the 
importance of the textiles industry and data for industrial production. Deflating nominal 
values of output and income removes the effect of inflation and makes estimates 
comparable over time.  
 
V. Empirical Strategy 
 
My strategy is to look for changes in textiles production and employment in India during 
the removal of MFA, and for differential changes over time in states with relatively large 
textile industries before discussions of the quota removal. Since the MFA quotas were 
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lifted in four phases, I look for changes in each year, but focus primarily on looking for 
changes in each phase-out period. I divide the sample period analyzed (1989-2007) into 
the following periods: 1989-1990 as Pre-Discussion, 1991-1994 as After-Discussion, 
1995-1997 as Phase I, 1998-2001 as Phase II, 2002-2004 as Phase III, and 2005-2007 as 
Phase IV.6 Here, pre-discussion refers to the period before any discussions of removing 
the MFA quotas had taken place, and is the reference period in my regressions. After-
discussion is the period after discussions on MFA removal had taken place and before the 
first set of quotas were lifted. It is possible that textile firms responded during the after-
discussion period in anticipation of the quota removal. As a result, I only take the years 
before discussion as my pre-reform period. The four phases correspond to the MFA 
phase-out periods described in Table 1.  
 
(a) Baseline  
 
The baseline specification is of the following form:  
    !!"!(!)!" = !! + !!! + !!! + !!"                                        (1) 
where !" ! !" is the log value of an output or employment measure in state s and year t. 
It is regressed on time and state fixed effects. Time dummies are either for years or 
phases. The specification is run only for states where the ratio of persondays per capita is 
positive; this criterion excludes states with no industrial textile sector prior to MFA’s 
phase-outs. Here, the coefficients of interests are !!, which show if there were any 
changes in production, employment, poverty or inequality in each year or phase that are 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!6!Data on production of agricultural textiles is available until 2012, but because much of my 




common to all textile-producing states. Most of my dependent variables are in log terms, 
so the coefficients should be interpreted as percentage changes. The only dependent 
variables I do not use the logged values of are the poverty rate and the decile dispersion 
ratio; the coefficients should be interpreted as a percentage point change for the poverty 
rate, and as an absolute change in ratio for the decile dispersion ratio.  
The main identification assumption of this baseline analysis is that domestic 
demand for Indian textiles is relatively stable over the time period of the study, so the 
changes in production of textiles over time are mostly driven by exports. Due to lack of 
state-level data on exports, I am unable to distinguish production meant to fulfill 
domestic demand from production for exports.7 This assumption is strong, but there is 
little reason to believe that domestic demand for textiles produced in India was increasing 
during the MFA phase-outs.  
 
(b) Differences-in Differences 
 
After observing changes for all states together, I focus on evaluating if the MFA phase-
outs had a differential impact on states that were ex-ante larger producers of textiles 
compared to smaller producers. It is possible that larger textiles producers pre-reform had 
access to better infrastructure or already had greater investment outlays in fixed capital, 
and found it easier or less costly to expand production as the quotas were lifted. It is also !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!7!In the initial stages of my analysis, I ran my specifications on the Inter-State Movements/Flows 
of Goods by Rail, River and Air published by the Directorate General of Commercial Intelligence 
and Statistics for the years 1990, 1996, 2001, 2003 and 2006. These data are a state-level panel 
that record inter-state trade by rail, river and air, and differentiate movement to and from ports 
and the rest of each state. These data were intended to allow me to investigate the impact of the 
removal of the MFA on transportation of products to ports, presumably for export. However, 
these data have several disadvantages— they do not record movement of goods by truck or cars, 
there are no observations for movement of textiles in 2003 or 2006, and there is insufficient 
power in the data—because of which I chose not to report results for these data.  
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possible that larger textile producers were faced with diminishing returns, and the 
industry in these states grew slowly compared to smaller textile-producing states during 
the end of the MFA.  
Using a differences-in-differences approach, the empirical strategy employed in 
rest of the paper exploits variation in the relative importance of the textiles industry 
across states prior to phasing-out of the MFA. The identification assumption underlying 
the differences-in-differences analysis is that, in the absence of quotas removal, all states 
would see similar percentage changes in their textile industry, but the end of the MFA 
might have affected states differently based on the size of their textiles industry pre-
reform.  
I run two sets of differences-in-differences specifications. In the first, I look for 
differences based on whether states are above or below median persondays per capita; in 
the second, I look for differences based on which quartile of the distribution they are in. 
These take the following form:  
                  !"!(!)!" = !! + !!!!"#$%! ∗ !"#$! + !! + !!! + !!"!!                     (2) !"!(!)!" = !! + !!!!"#$%&'(2! ∗ !"#$! + !!!!"#!"#$%3! ∗ !"#$! + !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"#$%&'(4! ∗ !"#$!+!!! + !!! + !!"!!                                  (3) 
where ln ! !" is the log value of an output or employment, poverty or inequality measure 
in state s and year t,  above is a dummy for whether the 1989 ratio of persondays per 
capita of a state is higher than the median, quartile2, quartile3 and quartile4 are dummies 
for the quartile of persondays per capita the state belongs to, and !"#$! is a dummy for 
either year or each period of the phase-out. In my results, I report regression coefficients 
for MFA phases in tables, and plot graphs for years.  
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As in Equation (1), these specifications are run only for states where the ratio of 
persondays per capita is positive, or where there existed an industrial textiles sector prior 
to MFA’s phase-outs. I include year and state fixed effects in all specifications to absorb 
any unobserved heterogeneity. The year dummies control for shocks common to all 
states, while the state dummies control for state-specific differences that remain fixed 
over time. Since the unit of observation is a state, I cluster robust standard errors at the 
state-level in my analysis to prevent any serial correlation in the error term. As is the case 
with Equation (1), most of my dependent variables are in log terms, so the coefficients 
should be interpreted as a percentage change. The only exceptions are the poverty rate 
and the decile dispersion ratio; the coefficients should be interpreted as a percentage 
point change when the dependent variable is the poverty rate, and as an absolute change 
in ratio for the decile dispersion ratio.  
In specification (2), the coefficients of interest are !! , which capture the 
percentage changes in production or employment in textiles, or poverty and inequality 
during each phase-out for states where the textiles sector was more important as 
compared to the change over the same period for states where the textiles sector was less 
important. All changes are measured relative to the omitted period, which is prior to 
discussions of MFA removal.  
In specification (3), the coefficients of interest are !!!, !!! ,!"#!!!! which capture 
the percentage change in production or employment in textiles, or poverty and inequality 
between each phase-out and the reference period for states in quartiles 2, 3 or 4 relative to 
those in quartile 1. This specification allows for inclusion of greater variation in the 
importance of textiles across states compared to specification (2).  
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VI.  Results & Discussion 
 
Summary statistics for my outcomes of interest are shown in Table 4. By definition, 
states above median persondays per capita have greater industrial output, net income, 
employment and average wages for workers in the textiles sector. Higher quartiles of 
persondays per capita, too, have greater production and employment in textiles, with 
relatively large differences between quartile 2 and quartile 1, as well as between quartile 
4 and quartile 3.  
Similar patterns persist for production of agricultural textiles. States with higher 
1989 persondays per capita have greater production of cotton and all textiles, with the 
exception of states in quartile 2 and quartile 3; the production in quartile 2 is slightly 
higher than in quartile 3. This might be due to a larger agricultural textiles sector in 
quartile 2 states than those in quartile 3. It is possible that quartile 2 states have a smaller 
industrial textiles industry, but have a more robust agricultural sector.  
Trends in poverty and inequality are more variable over the states’ textile 
category. The poverty rate is lower in the above median states than in below median, but 
the poverty gap, decile dispersion ratio and the different percentiles of MPCE are all 
higher in the above median states. These averages suggest that in states where the textiles 
industry was more important pre-reform, the proportion of poor households is lower, but 
inequality is greater; the ratio of MPCE for the 90th percentile to the 10th percentile is 
higher, as is the average shortfall for the poor from the poverty line. Similarly, the 
poverty rate declines and other measures rise as we move to a higher quartile, with an 




(a) Agricultural Textiles 
 
All agricultural textiles include cotton, jute, mulberry silk and wool.!Agricultural textiles 
are not products covered under the MFA, but are used in production of textiles goods 
where MFA quotas applied.  As shown in figure 3, cotton is the largest component of all 
agricultural textiles and is driving most of the trends in total agricultural textile 
production for states above and below median persondays per capita. Thus, I limit my 
analysis of agricultural production to changes in cotton and all textiles. Average yearly 
production of jute, wool and mulberry silk can be seen in Figure A1 in the Appendix. 
 Without any controls, Figure 3 makes clear that average yearly production of 
cotton and all textiles increase sharply after the third and fourth phase-outs in 2002 and 
2005, respectively. This is consistent with the terms of the quota removal. Because 
importing countries could decide which products to integrate first, it is likely that they 
first integrated textile products where they had a comparative advantage (Brambilla, 
Khandelwal, and Schott 2007). Integrating goods that developing countries had an 
economic advantage in producing later would give industrialized nations more time to 
develop production capacity and processes for these products.  A time lag in removal of 
quotas for certain goods may increase efficiency and reduce production costs in 
industrialized nations, but it is likely that developing countries continued to have a 
comparative advantage in textiles production in the short time span I am examining. 
Changes in exports from developing nations are, thus, expected to be larger in the later 
phase-outs of the MFA.  
 Controlling for state fixed effects, the baseline specifications for log cotton and 
log all textiles production show increases in production of cotton and all textiles for all 
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states after phases 3 and 4. These results are relative to the pre-discussion period (1990) 
and are reported in columns 1 and 2 of Table 5 and are shown visually in Figure 4. The 
point estimates are large for the last two-phase outs, suggesting a larger increase in 
production in later period of the MFA removal. Relative to 1990, cotton production 
increased on average by 11.9% and 43.8% during phase 3 and phase 4, respectively. The 
corresponding numbers for all textiles production are -7.56% and 21.2%. Due to high 
standards errors, these estimates are, however, not statistically significant for any period. 
For production to be significant in phase 4, cotton production and all textiles production 
would have to increase by about 48% each. Despite lack of statistical significance, point 
estimates for the baseline specification suggest positive growth in production of 
agricultural textiles for all states. !
Next I examine whether production changed differentially for states where the 
textiles industry was more important pre-reform. As mentioned in the empirical strategy 
section, I use median persondays per capita to ascertain the states where the textiles 
industry was larger in 1989. These differences-in-differences results are reported in 
columns 3 and 4 of Table 5, and coefficients are plotted in Figure 5. Estimates in columns 
3 and 4 of Table 5 suggest a larger change in production of cotton and all agricultural 
textiles in above median states relative to below median states. Except for the differential 
change in production of all agricultural textiles after the last phase-out in above median 
states, the results after each phase are statistically indistinguishable from zero; I cannot 
reject the null hypothesis that the removal of the MFA had no differential impact on 
textile production based on how large the textiles industry was pre-reform. Yet, the 
coefficients, as plotted in Figure 5, suggest that states where the textile industry was more 
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important before MFA removal had a greater increase in textile production during the 
later phases.   
Similar patterns emerge in the results of the differences-in-differences 
specification for quartiles, reported in columns 5 and 6 of Table 5. The point estimates 
for the differential change in production of cotton and all textiles are positive in quartiles 
2, 3 and 4, and are larger in magnitude for the last two phase-out periods. This suggests 
that states where the textiles industry was more important pre-reform saw a greater 
change in production of cotton and agricultural textiles. This differential increase was 
also larger in phases 3 and 4, which is consistent with the structure of the quota removal. 
A greater proportion of the quotas were lifted in the later phases, and it is also more likely 
that quotas on products where developing countries had a comparative advantage were 
lifted later.  
I ran a Wald F-test to test whether the changes in production of agricultural 
textiles in larger textiles-producing states compared to smaller producers during phases 3 
and 4 relative to 1990 are jointly significant, and find no statistically significant results 
for either differences-in-differences specification. I cannot reject the null hypothesis that 
the joint differential effect of the last two phases of the MFA on states with a larger 
textiles industry is zero.  
In the analysis of agricultural textiles, distinguishing states by quartiles of 
persondays per capita does not change results much from the first differences-in 
differences specification. The quartiles specification exploits more variation in the 
persondays per capita measure, as the R2  shows. Compared to the differences-in-
differences specification for above and below median states, R2 increases in the quartile 
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specifications. The quartiles specification explains 80.6% of the variation in cotton 
production, compared to 80% by the above-below median specification. Similarly, the 
quartiles specification explains 98.8% of the variation in all agricultural textiles 
production, up from 98.7% by the above-below median specification. Yet, too few 
observations within each quartile result in standard errors that are still very high. Most 
point estimates would have to be much larger in magnitude to be statistically significant. 
Nevertheless, the results for the quartiles differences-in-differences specification 
corroborate the findings in the above-below median specification, and provide support 
that I am likely capturing a causal effect.  
End of the MFA might have led to a differential positive effect on states where 
the textiles industry was more important ex-ante. It is possible that states that grew more 
cotton, jute, silk or wool initially had larger investments in fixed capital, and found it 
easier to scale up production than states that were smaller producers of agricultural 
textiles. The differential change may also be greater during the later phases due to two 
reasons. First, 66% of the quotas were lifted in the last two phases. Removal of a larger 
proportion of quotas should mean greater production, ceteris paribus. Second, it is likely 
that quotas on products where the developing countries had a comparative advantage 
were removed later. Industrialized nations may have wanted more time to develop their 
domestic industries and, thus, removed quotas on their major imported textiles products 
later. Yet, given the initial lower labor and production costs in developing economies, it 
is unlikely that pre-reform net importers of textiles were able to gain a comparative 
advantage in less than a decade. It would then follow that developing countries 
collectively see a greater change in exports during the later phases, but it is unclear how 
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exports will change for specific nations. It is possible that India would have seen a much 
larger change in textiles production during MFA’s removal, if China had not joined the 
WTO.  
 
(b) Industrial Textiles and Clothing 
 
After agricultural textiles, I examine the impact of MFA’s removal on manufactured 
textiles and clothing, which were products directly covered under MFA quotas. My 
analysis evaluates six measures of output and employment in the industrial textiles sector. 
These are the log values of total output, net income, persondays, number of blue-collar 
workers, number of total employees8 and average yearly wages per blue-collar worker.  
 Similar to agricultural textiles output, averages of industrial output and 
employment measures reflect increases in the later phases of the MFA, as shown in 
Figure A2 in the appendix. Controlling for state fixed effects, the baseline regression 
further lends support to the fact that the industrial textiles industry was growing in all 
states in India during MFA’s end. These results are shown in Table 6.1, and the 
regression coefficients are plotted in Figure 6. Column 1 of Table 6.1 shows that the real 
value of textiles output in all states grew between 37% and 67% during each of the 
MFA’s phases relative to the reference period (1989), with the largest increase in the last 
phase. The point estimates for total output are statistically significant for all phases of the 
MFA. Net income, shown in Column 2, also had the largest increase in the last phase, and 
is statistically significant.   
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!8 Number of total employees includes blue-collar workers, but does not include family members  
of the proprietor or volunteers.  
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Measures of employment—persondays, numbers of blue-collar workers employed 
as well as total number of employees—shown in Columns 3 through 5 of Table 6.1 
reflect similar results. The point estimates are not statistically significant, but are 
consistent with the greatest expansion in the industry during the last phase-out of the 
MFA. Average yearly wages for blue-collar, on the other hand, show mixed results, as 
reported in Column 6. Relative to the 1989, average wage for blue-collar workers is 
higher during the earlier part of the quota removal, but falls in real terms as the phase-
outs progress. The fall in workers’ real wages may be due to wages increasing at a slower 
pace than inflation, or excess supply of labor relative to what is required given changes in 
productivity. It may also be that returns to greater textiles production are not going to the 
workers directly involved in the production process, an issue I return to while 
investigating the effect of the MFA on poverty and inequality.  
 Next I examine if production and employment in industrial T&C changed 
differentially in states where the industry pre-reform was larger, as measured by 1989 
median persondays per capita. Results for this differences-in-differences specification are 
shown in Table 6.2 and are visually represented in Figure 7. The differential effect of the 
end of the MFA on larger textiles-producing states is not statistically significant, but 
Columns 1 and 2 show that the changes in output and net income for states with a larger 
textiles industry relative to a smaller industry during the later phases relative to before 
discussion of the MFA (1989) are positive and larger. States with a larger textiles 
industry ex-ante also seem to have a greater increase in employment relative to states 
with a smaller textiles industry during the last two phases relative to 1989, as shown in 
Columns 3 through 5. The results for average workers’ wages, as reported in Column 6, 
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show smaller changes in wages in larger textiles-producing states relative to smaller 
producers in all phases relative to 1989, but these estimates cannot be distinguished from 
a zero effect of the MFA at all conventional levels of significance.  
 The differences-in-differences results for quartiles reported in Table 6.3 show 
patterns consistent with the differences-in-differences specification based on median 
persondays per capita. The quartiles specification exploits more variation in the 
persondays per capita measure, but few observations within each quartile still lead to high 
standard errors, rendering most estimates statistically insignificant.  
As reported in Columns 1 and 2 of Table 6.3, states with a larger textiles industry 
pre-reform (quartiles 2, 3 and 4) have greater increases in the value of output and net 
income relative to the smaller producers of textiles during most of MFA’s phase-outs 
relative to 1989. Furthermore, the differential change in output and income for larger 
producers compared to smaller producers is greater in the later phases of the MFA. Some 
of the largest textiles-producing states have a smaller change in total output relative to 
smaller textiles producers during the earlier phases. This may be due to diminishing 
returns for the larger states, if there is a time lag in investments in fixed capital. It is 
possible that the larger states take some time to scale up production and, thus, see larger 
changes in output relative to smaller textiles producers in the later phases, but not the 
earlier ones.  
Employment measures including persondays, number of blue-collar workers and 
number of total employees employed reported in Columns 3 through 5 too show similar 
patterns. States that were initially larger producers of textiles have a greater increase in 
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productivity and number of employees compared to smaller producers during MFA’s 
later phases compared to the period before discussion of MFA’s removal.  
I also ran the Wald F-test to test whether the changes in industrial textiles output 
and employment in larger textile-producing states compared to smaller producers in 
phases 3 and 4 relative to the reference period are jointly significant. The test for the 
change in number of blue-collar workers in the states with the largest textiles industry 
(quartile 4) relative to the smallest producers in the later phases of the MFA is significant 
at the 10% level. Except for this result, I cannot reject the null hypothesis that the joint 
differential effect of the last two MFA phases on states with a larger textiles industry 
compared to states with a smaller industry is zero. 
As was the case with agricultural textiles production, the analysis for quartiles 
exploits more variation in persondays per capita, but also results in fewer observations in 
each quartile, keeping standard errors too high. Despite lack of power, estimates for the 
Annual Survey of Industries point toward certain general trends also seen for agricultural 
textiles production. States with a larger textiles industry pre-reform have a greater 
positive change in output and employment compared to smaller producers, which 
suggests that larger textiles producers expanded production more quickly than smaller 
producers. Differential changes in production and employment are also larger in the last 
two phases of integration of the MFA quotas. This finding is consistent with the 
prediction that the effect of the end of the MFA may be more pronounced in the later 
phases for reasons explained earlier.  
Results suggest growth of the textiles industry in India during the end of the 
MFA; both agricultural and industrial output as well as employment in the industrial 
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textiles sector grew. Larger textile-producing states also saw greater expansion, 
especially during the later phases of the quota removal. As discussed earlier, a priori it is 
unclear who benefits from trade liberalization in a particular sector; increases in 
production should benefit both workers and owners, but there might be disproportionate 
returns. Next I examine changes in the income distribution at the state-level to determine 
whether the end of the MFA benefitted workers or owners of textiles businesses, and if 
there were differential returns to liberalization based on the importance of the textiles 
sector across states.  
 
(c) Poverty and Inequality 
 
For evaluating changes in poverty and inequality due to the end of the MFA, I look at 
four different measures. First is the poverty rate or the proportion of households below 
the poverty line. Second is the poverty gap. This is the average shortfall between monthly 
per capita expenditure (MPCE) and the poverty line for poor households. Third is the 
decile dispersion ratio or the ratio of MPCE of the 90th percentile households to that of 
the 10th percentile households. 9  Fourth is the consumption expenditure in different parts 
of the distribution— the 10th, 50th and 90th percentiles. These show whether removal of 
the MFA is affecting income for farmers and industrial workers at the lower levels of the 
distribution or the owners of big textiles firms at higher levels of the distribution.  
Results for the baseline specification, reported in Table 7.1, show overall 
reduction in poverty and inequality during the sample period. Column 1 shows that the 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!9!In the case of poverty rate and decile dispersion ratio, the dependent variables are the actual 
values, not logs. The coefficients for poverty rate are, thus, to be interpreted as a percentage point 
change, and those for decile dispersion rate as the absolute change in magnitude of the ratio.!
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proportion of households below the poverty line went down by between 3.5 and 11.5 
percentage points. Additionally, there was also a reduction in relative poverty. Column 2 
shows that the poverty gap reduced by between 11.2% and 36.1%, suggesting that not 
only is the number of poor falling, but also the people still in poverty are better off than 
earlier. Column 3 also shows a reduction in the decile dispersion ratio, which is 
complemented by a greater increase in MPCE for the 10th percentile relative to the 90th 
percentile, as reported in Columns 4 through 6. These positive trends in poverty and 
inequality for the total population in all states may be driven by a multitude of factors 
including trade reforms enacted by India in 1991 as well as other welfare schemes and 
programs implemented with the goal of poverty reduction. To estimate changes in 
poverty or inequality due to the end of the MFA, I focus my analysis on the differences-
in-differences specifications to look for differential changes in states where textiles were 
more important than less important before discussions of MFA’s removal took place.  
 Results for the differences-in-differences specification, where states are divided 
by median persondays per capita, are shown in Table 7.2. During the MFA phases, there 
are no statistically significant differential changes in the poverty rate, poverty gap, decile 
dispersion ratio, or MPCE of the 10th and 50th percentiles in states where the textiles 
industry was relatively more important pre-reform. The point estimates shown in 
Columns 1 and 2 suggest that poverty seems to be falling more in larger textile-producing 
states compared to smaller producers during the MFA phases relative to the pre-
discussion period, but this difference is statistically indistinguishable from the changes 
below median states experience. (The reference period here is 1987.) 
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Along with a differential fall in poverty, I find that the decile dispersion ratio 
increases differentially for states that were larger textiles producers compared to smaller 
producers during removal of the MFA compared to pre-discussion; the increase in MPCE 
of the 10th percentile shown in Column 4 is greater for the states where the textiles 
industry was more important, but the 90th percentile sees a much larger and statistically 
significant differential increase in the larger textile-producing states, as shown in Column 
6. These results suggest that the benefits to removal of the MFA quotas seem to be going 
more to owners of larger textiles businesses than workers.  This differential is also larger 
in the later phases of the MFA, which is consistent with earlier results that showed 
greater expansion in textiles production and employment during the later phases.  
The differences-in-differences specification for quartiles further adds nuance to 
the estimated differential impact of the end of the MFA on poverty and inequality in 
states where the textiles industry was more important pre-discussion of the MFA 
removal. These results are reported in Table 7.3. Column 1 shows that states where the 
textiles industry was more important pre-reform (quartiles 2, 3 and 4) experienced a 
greater decline in poverty compared to smaller textile-producing states during the time 
quotas were removed. Furthermore, this differential fall in poverty in larger textiles 
producers was greater in magnitude and statistically significant in the earlier phases of 
the MFA. This is supported by the greater differential increases in MPCE of the 10th and 
50th percentiles in larger textile producers compared to smaller producers during earlier 
phases of the MFA, as shown in Columns 4 and 5. Benefits of the quota removal initially 
seem to be going to farmers and industrial textile workers.  
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 During the later phases, however, the differential increases in MPCE of the 90th 
percentile in larger textiles producers are higher than in smaller producers, and this 
differential increase in mostly concentrated in states where the textiles industry was most 
important (quartile 4). It is likely that the owners in the 4th quartile states own some of the 
largest textiles businesses in the country and were able to adapt their production 
processes to the quota removal more quickly and efficiently than smaller producers.  
The increase in MPCE of the 90th percentile is also higher than that of the 10th 
percentile in the larger producers of textiles relative to smaller textile-producing states. 
This differential translates into a greater increase in inequality for larger textiles 
producers compared to smaller producers, as shown by the decile dispersion ratio results 
in Column 3; the rich are getting richer much faster than the poor are getting “richer” in 
states with a larger textiles industry. 
I also ran a f-test to test whether the effect of later phases was jointly significant 
for poverty and inequality in larger producers of textiles. The tests for the change in the 
decile dispersion ratio and MPCE of the 90th percentile in the largest producers of textiles 
(quartile 4) relative to the smallest producers are statistically significant jointly for phases 
3 and 4. During the later phases of the MFA, returns to the quota removal seem to be 
going to owners of the largest textile businesses, which is further exacerbating inequality 
in the states where these businesses are established.  
Overall, results suggest that earlier phases of removal of the MFA are benefitting 
farmers and workers at the bottom of the income distribution. The poverty rate is falling 
more in states where the textiles industry was more important. Along with a reduction in 
poverty, results show significant increases in inequality as measured by the decile 
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dispersion ratio for the largest textile-producing states. Removal of the MFA quotas 
seems to benefit owners of the textiles businesses substantially more than blue-collar 
workers. Since NSS is at the household and individual level, there is enough variation in 
the data and precision is not hindered while estimating the distributional consequences of 
the end of the MFA.  
 
VII. Robustness Checks 
 
(a) Division of States by Quartiles 
 
In addition to using the median value of 1989 persondays per capita to determine states 
where the textiles industry was more important pre-reform, I also categorized states into 
different quartiles of the distribution of the measure. Running the specifications for 
quartiles exploits more variation in the persondays per capita measure. The results for the 
quartiles specification add nuance to the results of the above-below median specification; 
they suggest that larger textile producing states saw greater increases in output and 
employment compared to smaller producers during the end of the MFA, and that most of 
this differential effect was concentrated in the largest producers (4th quartile states). 
Although categorizing states by quartiles exploits more variation in persondays per 
capita, there are a small number of observations within each quartile, which sometimes 
leads to further loss in precision. In my analysis, high standard errors challenge the 






(b) Measure of the Importance of Textiles in States 
 
I tried many different measures of the importance of textiles across states such as the 
ratio of persondays in textiles to all other industries, the ratio of textiles output to total 
industrial output, the ratio of agricultural textiles production to total agricultural 
production, et cetera. I finally chose to use persondays per capita because it had the least 
amount of noise, and was highly correlated with most other measures. The correlation of 
the persondays per capita measure with the pre-reform ratio of persondays in textiles to 
all other industries is 89.23%, with the ratio of textiles output to total industrial output is 
96.32%, and with the ratio of number of blue-collar workers employed in textiles to total 
number of industrial blue-collar workers is 75.85%. 
 
(c) Production of Non-Textile Products 
 
To test that the MFA removal is only affecting production of textile products, I ran my 
differences-in-differences specification based on median persondays per capita on a few 
non-textile products. 10 
For agricultural produce, I ran the test on production of rice, gram flour and 
products, and sunflower oil, and find mixed results. The change in production of 
sunflower oil and gram in states that were larger producers of textiles pre-MFA removal 
is smaller compared to the change in smaller textile-producing states in all phases relative 
to the pre-period. Larger textile-producing states might have diverted resources from 
farming of non-textile products to textile products such as cotton, jute, silk and wool. 
There is more variation in the differential change in rice production across states based on !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
10 Tables for these results are available upon request.  
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the size of the textiles industry in 1989. The differential change in rice production for 
states where the textiles industry was more important is greater in phase 1, 3 and 4, and 
lower in phase 2 relative to the pre-period. It is possible that greater production of 
agricultural textiles in states that were larger ex-ante textile producers led to spillovers in 
production of other products. For example, farmers may use the equipment they bought 
for growing cotton for harvesting rice. These results are not statistically significant 
though. It is likely that the MFA did not impact production of agricultural goods that 
were not covered under the MFA, but I cannot say conclusively how the change in 
production of agricultural textiles impacted the agricultural sector for other products.  
I also ran the test on industrial output and employment for manufacturing of 
beverages and tobacco products.11 I find a smaller change in output and employment in 
the beverages industry in larger textile-producing states compared to smaller textiles 
producers during the later phases of the MFA. The differential change in output is 
statistically significant for the later phases. Similarly, I find a smaller increase in output 
and employment in the tobacco industry in larger textile-producing states compared to 
smaller producers during MFA’s later phases. These results suggest movement of 
workers to the textiles industry from other industries. Testing substitutability of workers 
across industries is beyond the scope of my thesis, but it would be interesting to examine 
which industries workers are moving from to textiles. Movement of workers across 
industries may be one of the reasons I do not see a significant change in MPCE of the 
10th percentile; wages may not be changing partially because the textiles industry is not 
creating new jobs, workers are merely shifting industries.  !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!11!Manufacturing of beverages is industry code 155 and manufacturing of tobacco products is 
160, as per the National Industrial Classification 2004.!!
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(d) Remaining Threats to Validity 
 
i. Assumption of Stable Domestic Demand for Indian Textiles 
 
Since disaggregated data that distinguishes production for exports from production for 
domestic consumption is unavailable, one of my identification assumptions is that 
domestic demand for Indian textiles remains relatively stable during my sample period. 
There is no reason to definitively believe that domestic demand for textiles increased or 
decreased during the end of the MFA, but it is also unlikely that domestic demand 
remained exactly the same as before discussions on removal of the MFA took place.  
 If demand for textiles within India increased as the MFA quotas were lifted, my 
estimates for changes in textiles production and employment due to the end of the MFA 
will be biased upward. Domestic demand for textiles may increase as people’s living 
standards increase and they demand more goods for consumption. It may also increase if 
Indian textile producers are able to supply products at cheaper prices compared to foreign 
alternatives.  
 It may also be that domestic demand for Indian textiles decreased during the end 
of the MFA if other countries such as China were able to supply textile products at 
cheaper prices than Indian producers. If this were the case, my estimates would be biased 
downwards; the MFA might have had a larger impact on textiles production and 
employment in India that what my results suggest.  
 
ii. State Time Trends & the Technology Fund Upgradation Scheme 
 
My regressions only allow for fixed differences across states and over time, but there 
might by state and time varying variables I would ideally like to control for. It is possible 
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that certain states implemented policies directed at the textiles industry in anticipation of 
the quota removal to safeguard the industry from foreign competition. If these states 
happen to be the larger textile-producing states pre-reform, their state-specific policies 
implemented during the end of the MFA might be driving some of the differential change 
in output and employment instead of the quota removal.  
Another threat to validity of my differences-indifferences approach is if states 
were already on different time trends prior to removal of the MFA. The identification 
assumption for my differences-in-differences approach is that states were on similar 
trends, so any differential change in production or employment in textiles after 1995 is 
driven by the end of the MFA. There is no clear reason to expect that different states were 
on differential trends before the quota removals commenced. I only had textiles 
production data that went back to 1989, so I was limited in my ability to confirm the 
parallel trends assumption far enough before the beginning of the quota removal, but 
yearly averages between 1989 and 1994 show similar trends across states, and lend 
support to my identification assumption.  
 Apart from state specific policies that might have been implemented during the 
end of the MFA, there is one national level policy that could have benefitted the textiles 
industry in certain states more than others and I would like to control for. The 
Technology Funds Upgradation Scheme (TUFS) was implemented by the Ministry of 
Textiles, Government of India in 1999 to encourage greater expansion of the textiles 
industry (“Resolution on TUFS on Techno-Operational Parameters” 2013). The scheme 
reimburses some portion of interest payments on loans taken out by textiles firms for 
capital investments. Funds are allocated on an application basis and are not earmarked by 
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region, but it is possible that firms in certain states have benefitted more from the scheme 
than others. Large producers of textiles might have better access to financial resources 
that might make it easier for them to take out bank loans, and perhaps receive interest 
subsidies under TUFS. This would again create an upward bias in the estimated 
differential effect of the end of the MFA on textiles production and employment in larger 
textile-producing states. It is also possible that smaller firms do not face diminishing 
returns to scale, and have greater disproportionate benefits to expansion. This might make 
them more likely to avail of TUFS subsidies. In this case, the regression estimates would 
be biased downward. Data on which regions TUFS funds are allocated to is not publicly 
available, but controlling for this would provide greater confidence to the differential 
effects of the end of the MFA on India’s textiles industry estimated by my regressions.     
 
VIII. Conclusion  
 
Removal of the last set of quotas under the Multifiber Arrangement in 2005 brought over 
three decades of distortions in the global textiles and clothing trade to an end. Since 
developing countries initially had a comparative advantage in production of T&C during 
the MFA regime due to lower production costs, end of the quotas were expected to lead 
to an increase in textiles exports from developing countries to developed countries. 
Scholars have conducted cross-country studies and have found disproportionate changes 
in exports from certain countries to industrialized nations, but no one has yet looked at 
the effect of the end of the MFA on the textiles industry within an economy. My thesis 
fills this gap in the current literature by investigating changes in the Indian textiles sector 
during removal of the MFA quotas. More specifically, I ask if production and 
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employment in the textiles sector grew during the end of the MFA, and if states that were 
ex-ante larger producers of textiles saw a differential change compared to smaller 
producers. Subsequently, since the textiles sector is labor-intensive in India, I further look 
at how the removal of the quotas may have affected welfare. I investigate if changes in 
the scale of the textiles industry impacted poverty and inequality differentially in larger 
textile-producing states.  
Using variation in the relative importance of the textiles sector across states 
before discussions on MFA’s removal took place in 1991, I find evidence that suggests 
expansion of the textile industry in India during the end of the MFA, with greater growth 
in states where the textiles industry was the largest pre-reform. I also find that compared 
to smaller producers, larger producers of textiles experience differential changes in 
poverty and inequality. States where the textiles industry was more important see a 
greater fall in poverty, but an increase in inequality, relative to smaller textile producing 
states, especially in the later phases of the MFA. Results suggest that benefits to trade 
liberalization in the textiles and clothing sector initially go to textiles farmers and 
industrial workers, but owners of large textiles businesses ultimately see disproportionate 
increases in income, resulting in a wider gap between the rich and the poor.  
 An extension of this research would be to examine changes in production and 
employment at the firm level. Production for exports cannot be distinguished from 
production meant for domestic consumption at the state level. It is possible that domestic 
demand for Indian textiles increased, and there was a smaller change in textiles 
production for exports than my specification captures. Firm data might be able to address 
this challenge to identification and lack of precision, and add nuance to the estimated 
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relationship between end of the MFA phase-outs and growth of the textiles industry in 
India.  
 Since China is the largest textiles producer globally and is likely to have been 
India’s greatest competitor during the end of the MFA, it would also be interesting to 
specifically examine changes in production of goods where China might have a slight 
comparative advantage over India. Using firm level data, I might be able to identify 
goods that China was able to produce more efficiently than India, and examine how 
changes in production of these goods in India compare to changes in production of textile 
products where India and China were more equally placed.  
 The textiles and clothing sector is the second largest employer in India, and 
contributes over 17% of the country’s total export earnings. Any international reform 
such as the MFA that affects the textiles industry, thus, potentially has repercussions for a 
large number of people in India. An enhanced understanding of the effect of the end of 
the MFA on India’s textiles and clothing sector can help the Indian government formulate 
effective policies to promote greater growth of the industry, as well as benefit those who 
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X. Tables and Figures
Table 1: MFA Phase-Out Schedule
Phase Starting Date
Cumulative Share of 
1990 Export Volume 
Integrated
I January 1, 1995 16%
II January 1, 1998 33%
III January 1, 2002 51%





























               Industry, Below or Above Median and Quartiles of Persondays 
               Per Capita in 1989
State Classification State Codes (data)
1. Andaman & Nicobar Zero 1
2. Chandigarh Zero 5
3. Jammu & Kashmir# Zero 13
4. Manipur Zero 18
5. Meghalaya Zero 19
6. Nagaland Zero 20
7. Puducherry# Zero 22
8. Tripura Zero 26
9. Arunachal Pradesh Zero 32
10. Mizoram Zero 33
11. Sikkim Zero 35
12. Lakshadweep Zero 37
13. Assam Below (Quartile 1) 3
14. Bihar* Below (Quartile 1) 4
15. Orissa Below (Quartile 1) 21
16. Goa, Daman & Diu Below (Quartile 1) 36
17. Andhra Pradesh Below (Quartile 2) 2
18. Himachal Pradesh Below (Quartile 2) 12
19. Karnataka Below (Quartile 2) 14
20. Madhya Pradesh* Below (Quartile 2) 16
21. Uttar Pradesh* Below (Quartile 2) 27
22. Rajasthan Above (Quartile 3) 24
23. Maharashtra Above (Quartile 3) 17
24. Kerala Above (Quartile 3) 15
25. Haryana Above (Quartile 3) 11
26. Delhi Above (Quartile 3) 8
27. West Bengal Above (Quartile 4) 28
28. Tamil Nadu Above (Quartile 4) 25
29. Punjab Above (Quartile 4) 23
30. Gujarat Above (Quartile 4) 10
31. Dadra & Nagar Haveli Above (Quartile 4) 6
Note: For consistency in territorial area of states across time, * states include new 
states that were created out of them in 2000; Bihar includes Jharkhand, Madhya 
Pradesh includes Chhattisgarh, and Uttar Pradesh includes Uttarakhand. # states do not 
have population estimates from the 1991 census and are, therefore, not included in the 
regression analysis. There are, however, included while calculating averages.
Table 2: Categorization of States into Zero Employment in the Textiles
Table 3: List of States with Positive Textiles Production in 1989
Cotton All Agricultural Textiles Annual Survey of Industries National Sample Survey
Andhra Pradesh Andhra Pradesh Andhra Pradesh Andhra Pradesh
Gujarat Assam Assam Assam
Haryana Bihar* Bihar* Bihar*
Karnataka Gujarat Chandigarh Dadra & Nagar Haveli
Madhya Pradesh* Haryana Dadra & Nagar Haveli Delhi
Maharashtra Himachal Pradesh Delhi Gujarat
Punjab Jammu & Kashmir# Gujarat Haryana
Rajasthan Karnataka Haryana Himachal Pradesh
Tamil Nadu Kerala Himachal Pradesh Karnataka
Madhya Pradesh* Jammu & Kashmir# Kerala
Maharashtra Karnataka Madhya Pradesh*
Manipur Kerala Maharashtra
Meghalaya Madhya Pradesh* Orissa
Nagaland Maharashtra Punjab
Orissa Orissa Rajasthan
Punjab Puducherry# Tamil Nadu
Rajasthan Punjab Uttar Pradesh*
Tamil Nadu Rajasthan West Bengal
Tripura Tamil Nadu Goa, Daman & Diu
Uttar Pradesh* Tripura
West Bengal Uttar Pradesh*
Arunachal Pradesh West Bengal
Mizoram Goa, Daman & Diu
Sikkim
Note: For consistency in territorial area of states across time, * states include new states that were created out of them in 2000; Bihar includes Jharkhand, 
Madhya Pradesh includes Chhattisgarh, and Uttar Pradesh includes Uttarakhand. # states do not have population estimates from the 1991 census and are, 
therefore, not included in the regression analysis. There are, however, included while calculating averages.
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All States Below Median States Above Median States Quartile 1 Quartile 2 Quartile 3 Quartile 4
Cotton 91,500,000 kg 97,900,000 kg 196,000,000 kg 0 kg 176,000,000 kg 175,000,000 kg 270,000,000 kg
[207,000,000] [165,000,000] [297,000,000] [0] [187,000,000] [214,000,000] [386,000,000]
All Agricultural Textiles 148,000,000 kg 141,000,000 kg 329,000,000 kg 87,700,000 kg 184,000,000 kg 179,000,000 kg 478,000,000 kg
[299,000,000] [164,000,000] [441,000,000] [85,500,000] [197,000,000] [216,000,000] [548,000,000]
Textiles Value of Output (in lakhs) Rs. 334,432 Rs. 167,036 Rs. 747,823 Rs. 26,557 Rs. 279,419 Rs. 470,774 Rs. 1,024,871
[532,282] [156,234] [679,478] [33,141] [120,569] [482,101] [735,607]
Textiles Net Income (in lakhs) Rs. 31,812 Rs. 18,083 Rs. 68,880 Rs. 2,538 Rs. 30,519 Rs. 38,822 Rs. 98,937
[51,666] [22,754] [66,667] [4,199] [23,889] [42,070] [73,100]
Textiles Persondays (in thousands) 15,720 8,149 34,665 1,744 13,273 19,957 49,372
[25121.05] [7601.128] [32554.71] [1410.188] [6570.209] [20289.71] [35830.07]
41,156 21,699 90,460 4,745 35,262 49,408 131,513
[66,363] [20,597] [86,541] [3,661] [18,389] [48,925] [96,247]
52,598 27,194 116,123 5,875 44,250 65,045 167,201
[93,145] [25,103] [127,338] [4,160] [21,545] [63,134] [152,830]
Rs. 32,822 Rs. 37,224 Rs. 43,105 Rs. 33,256 Rs. 40,398 Rs. 44,034 Rs. 42,175
[19,147] [7,061] [8,216] [7,114] [5,187] [8,356] [8,013]
Poverty Rate 24.51% 31.69% 20.19% 35.92% 29.64% 18.61% 21.63%
[11.43%] [9.70%] [7.74%] [11.01%] [8.42%] [6.83%] [8.34%]
Poverty Gap Rs. 85.34 Rs. 85.66 Rs. 86.01 Rs. 82.57 Rs. 87.16 Rs. 88.66 Rs. 83.61
[24.16] [14.09] [19.08] [15.88] [13.12] [21.07] [17.14]
Decile Dispersion Ratio 17.35 15.25 20.35 13.19 16.25 22.98 17.97
[5.66] [2.59] [6.3] [2.27] [2.12] [8.23] [1.88]
10th Percentile MPCE Rs. 315 Rs. 275 Rs. 332 Rs. 263 Rs. 282 Rs. 338 Rs. 326
[75] [43] [59] [50] [38] [64] [54]
50th Percentile MPCE Rs. 561 Rs. 482 Rs. 619 Rs. 438 Rs. 503 Rs. 650 Rs. 592
[133] [78] [116] [88] [65] [135] [89]
90th Percentile MPCE Rs. 1,312 Rs. 1,110 Rs. 1,525 Rs. 939 Rs. 1,193 Rs. 1,646 Rs. 1,416
[343] [212] [298] [189] [170] [369] [153]
N (Agricultural Textiles) 288 144 144 54 90 72 72
N (ASI) 323 153 170 68 85 85 85
N (NSS) 95 45 50 20 25 25 25
52
Notes: Mean values shown. Standard deviations are in brackets. One lakh=100,000. There are no cotton producing states in the 1st quartile. Value of output, net income, average wage, poverty gap, and 
monthly per capita consumption expenditure (MPCE) have been deflated using Consumer Price Index-Industrial Workers (CPI-IW) with base 2001. Here, poverty rate is defined as the number of 
households below the poverty line. Similarly, poverty gap, decile dispersion ratio and the percentile MPCE are calculated at the household level. After aggregation to the state level, poverty and inequality 
measures have been weighted by the number of households surveyed for each state in each survey round. Number of observations only include states that had positive textiles production in 1989, and are 
included in the regression analysis.
Table 4: Summary Statistics
Number of Blue-Collar Workers in 
Textiles
Average Yearly Wage per Blue-Collar 
Worker in Textiles
Number of Total Employees in Textiles
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Table 5: Regression Output for Agricultural Textiles
(1) (2) (3) (4) (5) (6)
Cotton All Textiles Cotton All Textiles Cotton All Textiles
After- Discussion 0.0684 -0.0112 0.0145 -0.170 -0.348
(1991-94) [0.0580] [0.0884] [0.147] [0.140] [0.295]
Phase 1 0.224 0.0453 0.198** -0.129 -0.448
(1995-1997) [0.124] [0.136] [0.0680] [0.219] [0.502]
Phase 2 0.0722 -0.124 0.116 -0.318 -0.933
(1998-2001) [0.165] [0.190] [0.0852] [0.321] [0.706]
Phase 3 0.119 -0.0756 0.0184 -0.365 -1.003
(2002-2004) [0.195] [0.211] [0.188] [0.340] [0.745]
Phase 4 0.438 0.212 0.230 -0.211 -0.818
(2005-2007) [0.242] [0.241] [0.235] [0.330] [0.685]
After-Discussion*Above 0.0808 0.317*
[0.153] [0.157]
Phase 1 *Above 0.0396 0.349
[0.198] [0.257]
Phase 2*Above -0.0662 0.387
[0.262] [0.369]
Phase 3*Above 0.151 0.579
[0.337] [0.396]
Phase 4*Above 0.312 0.846*
[0.413] [0.429]
After-Discussion*Quartile 2 0.0145 0.285
[0.149] [0.317]
Phase 1*Quartile 2 0.198** 0.510
[0.0692] [0.516]
Phase 2*Quartile 2 0.116 0.984
[0.0867] [0.710]
Phase 3*Quartile 2 0.0184 1.021
[0.191] [0.753]
Phase 4*Quartile 2 0.230 0.971
[0.239] [0.710]
After-Discussion*Quartile 3 0.0201 0.520
[0.149] [0.323]
Phase 1*Quartile 3 0.0692 0.687
[0.193] [0.519]
Phase 2*Quartile 3 -0.0315 0.983
[0.294] [0.735]
Phase 3*Quartile 3 0.170 1.228
[0.366] [0.776]
Phase 4*Quartile 3 0.170 1.485*
[0.433] [0.776]
After-Discussion*Quartile 4 0.142 0.470
[0.165] [0.301]
Phase 1*Quartile 4 0.0101 0.648
[0.340] [0.557]
Phase 2*Quartile 4 -0.101 1.022
[0.428] [0.771]
Phase 3*Quartile 4 0.132 1.207
[0.514] [0.824]
Phase 4*Quartile 4 0.453 1.420*
[0.623] [0.805]
Observations 162 288 162 288 162 288
R-squared 0.793 0.986 0.800 0.987 0.806 0.988
Significance: * 10 percent, ** 5 percent, *** 1 percent.
Baseline Differences-in-Differences
Notes: Number of states differ due to variation in states that produce cotton and other agricultural textiles. See Table 3 for list of states included in 
the cotton and all textiles specifications. Cotton does not have any observations in the first quartile of persondays per capita (second quartile is, 
thus, the omitted group). Robust standard errors (in brackets) are clustered at the state level. All specifications include state and year fixed effects.
Above/Below Median Quartiles
Table 6:
Table 6.1: Regression Output for Log ASI Textiles Output and Employment Outcomes (Baseline)
(1) (2) (3) (4) (5) (6)










After- Discussion 0.186 -0.131 0.0507 0.0385 0.0423 0.0147
(1991-94) [0.109] [0.187] [0.0710] [0.0712] [0.0691] [0.0164]
Phase 1 0.409** -0.109 0.178 0.152 0.174 0.00813
(1995-1997) [0.149] [0.223] [0.109] [0.116] [0.114] [0.0285]
Phase 2 0.379* -0.306 0.117 0.107 0.196 -0.0766*
(1998-2001) [0.205] [0.250] [0.179] [0.171] [0.167] [0.0402]
Phase 3 0.408* -0.0221 0.0155 0.0208 0.196 -0.0813**
(2002-2004) [0.228] [0.237] [0.207] [0.209] [0.204] [0.0377]
Phase 4 0.668** 0.499* 0.137 0.150 0.326 -0.0708
(2005-2007) [0.243] [0.262] [0.232] [0.232] [0.232] [0.0459]
Observations 323 313 285 323 323 323
R-squared 0.957 0.885 0.940 0.940 0.937 0.690
Significance: * 10 percent, ** 5 percent, *** 1 percent.
Notes: Persondays missing for 1997-98. Number of observations for net income and value of output differ because certain net 
income observations are negative and drop when the regression is run on their log values. Value of output, product, net income and 
average wage have been deflated using Consumer Price Index-Industrial Workers (CPI-IW) with base 2001. Robust standard errors 
(in brackets) are clustered at the state level. All specifications include state and year fixed effects.
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Table 6.2: Regression Output for Log ASI Textiles Output and Employment Outcomes (Differences-in-Differences: Above/Below Median)
(1) (2) (3) (4) (5) (6)
Value of Output Net Income Persondays Number of Blue-Collar Workers




After- Discussion 0.280 -0.120 0.0887 0.0806 0.0739 0.0261
(1991-94) [0.221] [0.386] [0.139] [0.141] [0.136] [0.0207]
Phase 1 0.530* -0.221 0.257 0.255 0.270 0.0258
(1995-1997) [0.294] [0.430] [0.201] [0.203] [0.202] [0.0327]
Phase 2 0.458 -0.394 0.193 0.204 0.279 -0.0430
(1998-2001) [0.418] [0.488] [0.308] [0.284] [0.286] [0.0568]
Phase 3 0.394 -0.129 -0.0381 -0.0377 0.117 -0.0467
(2002-2004) [0.458] [0.439] [0.364] [0.360] [0.358] [0.0331]
Phase 4 0.655 0.469 0.0344 0.0344 0.190 -0.0345
(2005-2007) [0.479] [0.458] [0.400] [0.393] [0.396] [0.0494]
After- Discussion*Above -0.179 -0.0225 -0.0723 -0.0799 -0.0601 -0.0216
[0.226] [0.412] [0.148] [0.148] [0.144] [0.0322]
Phase 1*Above -0.229 0.204 -0.150 -0.196 -0.181 -0.0336
[0.308] [0.479] [0.223] [0.235] [0.232] [0.0559]
Phase 2*Above -0.149 0.159 -0.144 -0.185 -0.158 -0.0638
[0.431] [0.540] [0.368] [0.347] [0.342] [0.0795]
Phase 3*Above 0.0265 0.192 0.102 0.111 0.152 -0.0656
[0.481] [0.503] [0.427] [0.429] [0.419] [0.0720]
Phase 4*Above 0.0247 0.0498 0.195 0.220 0.259 -0.0690
[0.511] [0.550] [0.475] [0.474] [0.473] [0.0891]
Observations 323 313 285 323 323 323
R-squared 0.958 0.886 0.942 0.943 0.940 0.693
Significance: * 10 percent, ** 5 percent, *** 1 percent.
Notes: Persondays missing for 1997-98. Number of observations for net income and value of output differ because certain net income 
observations are negative and drop when the regression is run on their log values. Value of output, product, net income and average wage have 
been deflated using Consumer Price Index-Industrial Workers (CPI-IW) with base 2001. Robust standard errors (in brackets) are clustered at 
the state level. All specifications include state and year fixed effects.
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Table 6.3: Regression Output for Log ASI Textiles Output and Employment Outcomes (Differences-in-Differences: Quartiles)
(1) (2) (3) (4) (5) (6)
Value of 









After- Discussion 0.165 -0.910 0.0306 0.0482 0.0449 0.0491**
(1991-94) [0.436] [0.558] [0.223] [0.221] [0.220] [0.0233]
Phase 1 0.386 -1.279** 0.296 0.314 0.338 0.0365
(1995-1997) [0.609] [0.453] [0.344] [0.333] [0.345] [0.0430]
Phase 2 0.305 -1.410** 0.219 0.225 0.302 0.0206
(1998-2001) [0.858] [0.567] [0.525] [0.475] [0.493] [0.0993]
Phase 3 0.0905 -0.940 -0.151 -0.114 0.0376 -0.0423
(2002-2004) [0.936] [0.659] [0.690] [0.677] [0.684] [0.0548]
Phase 4 0.408 -0.304 -0.117 -0.0853 0.0672 -0.0557
(2005-2007) [0.981] [0.605] [0.753] [0.725] [0.757] [0.0967]
After-Discussion*Quartile 2 0.206 1.246 0.105 0.0582 0.0523 -0.0415
[0.477] [0.729] [0.287] [0.289] [0.281] [0.0380]
Phase 1*Quartile 2 0.259 1.736** -0.0704 -0.107 -0.123 -0.0193
[0.645] [0.623] [0.423] [0.420] [0.422] [0.0649]
Phase 2*Quartile 2 0.275 1.620* -0.0470 -0.0375 -0.0404 -0.115
[0.917] [0.779] [0.648] [0.593] [0.602] [0.114]
Phase 3*Quartile 2 0.546 1.282 0.203 0.137 0.142 -0.00802
[0.994] [0.742] [0.783] [0.774] [0.772] [0.0689]
Phase 4*Quartile 2 0.446 1.210 0.272 0.215 0.221 0.0382
[1.046] [0.774] [0.858] [0.837] [0.852] [0.107]
After-Discussion*Quartile 3 -0.0364 0.815 -0.0340 -0.0550 -0.0386 -0.0501
[0.441] [0.622] [0.232] [0.229] [0.230] [0.0521]
Phase 1*Quartile 3 -0.142 1.066** -0.267 -0.359 -0.344 -0.0791
[0.628] [0.476] [0.379] [0.385] [0.392] [0.0805]
Phase 2*Quartile 3 -0.143 1.164* -0.420 -0.462 -0.413 -0.159
[0.863] [0.628] [0.573] [0.532] [0.541] [0.119]
Phase 3*Quartile 3 0.238 0.875 -0.0561 -0.0962 0.00128 -0.107
[0.953] [0.761] [0.723] [0.712] [0.711] [0.0732]
Phase 4*Quartile 3 0.114 0.612 0.00877 -0.00485 0.0632 -0.0881
[0.997] [0.714] [0.785] [0.760] [0.787] [0.116]
After-Discussion*Quartile 4 -0.0924 0.720 0.00573 -0.0401 -0.0234 -0.0392
[0.443] [0.568] [0.236] [0.234] [0.233] [0.0298]
Phase 1*Quartile 4 -0.0293 1.460** -0.111 -0.152 -0.155 -0.00952
[0.618] [0.594] [0.359] [0.355] [0.365] [0.0718]
Phase 2*Quartile 4 0.150 1.181 0.0790 0.0496 0.0518 -0.0956
[0.874] [0.685] [0.600] [0.548] [0.560] [0.134]
Phase 3*Quartile 4 0.422 1.131 0.485 0.471 0.460 -0.0332
[0.964] [0.729] [0.775] [0.772] [0.775] [0.130]
Phase 4*Quartile 4 0.430 1.033 0.683 0.685 0.701 -0.00748
[1.023] [0.766] [0.857] [0.842] [0.869] [0.165]
Observations 323 313 285 323 323 323
R-squared 0.960 0.893 0.947 0.947 0.944 0.702
Significance: * 10 percent, ** 5 percent, *** 1 percent.
Notes: Persondays missing for 1997-98. Number of observations for net income and value of output differ because certain net 
income observations are negative and drop when the regression is run on their log values. Value of output, product, net income and 
average wage have been deflated using Consumer Price Index-Industrial Workers (CPI-IW) with base 2001. Robust standard 
errors (in brackets) are clustered at the state level. All specifications include state and year fixed effects.
Table 7:
Table 7.1: Regression Output for Poverty & Inequality Measures (Baseline)
(1) (2) (3) (4) (5) (6)
Poverty Rate Poverty Gap Decile Dispersion Ratio 10th Percentile MPCE 50th Percentile MPCE 90th Percentile MPCE
After- Discussion -0.0353*** -0.112*** -0.370 0.144*** 0.115*** 0.0911***
(1993) [0.00812] [0.0332] [0.705] [0.0157] [0.0123] [0.0182]
Phase I & II -0.0623*** -0.216*** -2.210*** 0.146*** 0.0913*** 0.0330*
(1999) [0.0111] [0.0299] [0.677] [0.0174] [0.0173] [0.0189]
Phase III -0.104*** -0.346*** -1.010 0.146*** 0.0644*** 0.0566*
(2004) [0.00917] [0.0470] [0.702] [0.0155] [0.0148] [0.0292]
Phase IV -0.115*** -0.361*** -1.604** 0.178*** 0.0794*** 0.0572*
(2005) [0.0113] [0.0411] [0.709] [0.0206] [0.0178] [0.0282]
Observations 95 95 95 95 95 95
R-squared 0.954 0.781 0.868 0.956 0.960 0.952
Significance: * 10 percent, ** 5 percent, *** 1 percent.
Notes: Poverty Gap, 10th, 50th and 90th percentile MPCE are in logs. Monthly per capita consumption expenditure has been deflated using Consumer Price Index-Industrial Workers 
(CPI-IW) with base 2001 to make different percentiles of the distribution and poverty gap comparable across years.  After aggregation to the state level, poverty and inequality 
measures have been weighted by the number of households surveyed for each state in each survey round. Robust standard errors (in brackets) are clustered at the state level. All 
specifications include state and year fixed effects.
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(1) (2) (3) (4) (5) (6)
Poverty Rate Poverty Gap Decile Dispersion Ratio 10th Percentile MPCE 50th Percentile MPCE 90th Percentile MPCE
After- Discussion -0.0262* -0.102*** -0.910 0.128*** 0.0983*** 0.0718**
(1993) [0.0133] [0.0350] [0.557] [0.0199] [0.0212] [0.0293]
Phase I & II -0.0471** -0.196*** -1.849*** 0.134*** 0.0667** 0.0254
(1999) [0.0174] [0.0281] [0.486] [0.0248] [0.0248] [0.0239]
Phase III -0.103*** -0.331*** -1.904*** 0.128*** 0.0455** 0.0131
(2004) [0.0161] [0.0683] [0.611] [0.0207] [0.0200] [0.0314]
Phase IV -0.116*** -0.388*** -2.491*** 0.166*** 0.0642*** 0.0122
(2005) [0.0174] [0.0446] [0.545] [0.0230] [0.0221] [0.0321]
After-Discussion*Above -0.0200 -0.0205 1.183 0.0336 0.0359 0.0422
[0.0158] [0.0714] [1.467] [0.0317] [0.0237] [0.0356]
Phase I & II*Above -0.0335 -0.0452 -0.805 0.0268 0.0540* 0.0164
[0.0212] [0.0645] [1.517] [0.0366] [0.0308] [0.0396]
Phase III*Above -0.00162 -0.0322 1.940 0.0407 0.0411 0.0946*
[0.0182] [0.0951] [1.272] [0.0299] [0.0297] [0.0522]
Phase IV*Above 0.00288 0.0579 1.924 0.0259 0.0331 0.0977*
[0.0229] [0.0844] [1.359] [0.0438] [0.0374] [0.0515]
Observations 95 95 95 95 95 95
R-squared 0.959 0.788 0.878 0.957 0.962 0.958
Significance: * 10 percent, ** 5 percent, *** 1 percent.
Notes: Poverty Gap, 10th, 50th and 90th percentile MPCE are in logs. Monthly per capita consumption expenditure has been deflated using Consumer Price Index-Industrial Workers (CPI-
IW) with base 2001 to make different percentiles of the distribution and poverty gap comparable across years.  After aggregation to the state level, poverty and inequality measures have been 
weighted by the number of households surveyed for each state in each survey round. Robust standard errors (in brackets) are clustered at the state level. All specifications include state and 
year fixed effects.
Table 7.2: Regression Output for Poverty & Inequality Measures (Differences-in-Differences: Above/Below Median)
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Table 7.3: Regression Output for Poverty & Inequality Measures (Differences-in-Differences: Quartiles)
(1) (2) (3) (4) (5) (6)
Poverty Rate Poverty Gap Decile Dispersion Ratio 10th Percentile MPCE 50th Percentile MPCE 90th Percentile MPCE
After- Discussion 0.0113* -0.135*** -1.621*** 0.0935*** 0.0441** -0.00167
(1993) [0.00602] [0.0464] [0.373] [0.00938] [0.0178] [0.0418]
Phase I & II -0.00224 -0.207*** -1.822*** 0.0709 0.00201 -0.0253
(1999) [0.0145] [0.0509] [0.469] [0.0434] [0.0287] [0.0274]
Phase III -0.0776* -0.394*** -1.753*** 0.0856 0.0109 -0.0247
(2004) [0.0375] [0.0936] [0.387] [0.0584] [0.0447] [0.0488]
Phase IV -0.0838** -0.381*** -2.411*** 0.114** 0.0316 -0.0516
(2005) [0.0381] [0.108] [0.308] [0.0541] [0.0479] [0.0436]
After-Discussion*Quartile 2 -0.0553*** 0.0475 1.051 0.0510* 0.0798*** 0.108**
[0.00900] [0.0642] [0.843] [0.0285] [0.0230] [0.0465]
Phase I & II*Quartile 2 -0.0663*** 0.0160 -0.0421 0.0933* 0.0957** 0.0747*
[0.0218] [0.0617] [0.867] [0.0464] [0.0379] [0.0420]
Phase III*Quartile 2 -0.0373 0.0937 -0.231 0.0621 0.0508 0.0555
[0.0406] [0.127] [1.015] [0.0598] [0.0488] [0.0658]
Phase IV*Quartile 2 -0.0480 -0.0105 -0.123 0.0774 0.0478 0.0944
[0.0411] [0.119] [0.901] [0.0561] [0.0525] [0.0576]
After-Discussion*Quartile 3 -0.0518*** 0.0279 1.706 0.0531 0.0959*** 0.0889
[0.0178] [0.113] [2.818] [0.0445] [0.0198] [0.0569]
Phase I & II*Quartile 3 -0.0803*** -0.0489 -3.770 0.114 0.122*** 0.00128
[0.0259] [0.135] [2.439] [0.0666] [0.0371] [0.0388]
Phase III*Quartile 3 -0.0212 0.0952 0.908 0.0908 0.0743 0.0979
[0.0385] [0.134] [2.305] [0.0601] [0.0596] [0.0786]
Phase IV*Quartile 3 -0.0229 0.137 0.421 0.0797 0.0585 0.106
[0.0405] [0.151] [2.504] [0.0630] [0.0719] [0.0777]
After-Discussion*Quartile 4 -0.0627*** -0.00280 2.066 0.0817*** 0.0847*** 0.140**
[0.00807] [0.0914] [1.317] [0.0261] [0.0255] [0.0497]
Phase I & II*Quartile 4 -0.0767*** -0.0222 1.738** 0.0689 0.115** 0.125***
[0.0213] [0.0658] [0.654] [0.0510] [0.0410] [0.0378]
Phase III*Quartile 4 -0.0324 -0.0303 2.560* 0.0753 0.0772 0.163*
[0.0404] [0.126] [1.247] [0.0721] [0.0519] [0.0805]
Phase IV*Quartile 4 -0.0360 -0.0310 3.146*** 0.0771 0.0728 0.213***
[0.0469] [0.128] [0.983] [0.0894] [0.0598] [0.0593]
Observations 95 95 95 95 95 95
R-squared 0.966 0.806 0.899 0.964 0.967 0.966
Significance: * 10 percent, ** 5 percent, *** 1 percent.
Notes: Poverty Gap, 10th, 50th and 90th percentile MPCE are in logs. Monthly per capita consumption expenditure has been deflated using Consumer Price Index-Industrial Workers (CPI-IW) with base 2001 to make different 
percentiles of the distribution and poverty gap comparable across years.  After aggregation to the state level, poverty and inequality measures have been weighted by the number of households surveyed for each state in each 
survey round. Robust standard errors (in brackets) are clustered at the state level. All specifications include state and year fixed effects.
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   Figure 1: Distribution of the Ratio of 1989 Textile Persondays to Population
Note: Since the census happens once every decade in India, population values are drawn from 
the census closest to 1989, i.e. 1991. 
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Figure 3: Yearly Average Production of Cotton and All Agricultural Textiles 






























































































































Average State All Agricultural Textiles 
Production (Kilograms) 
After-Discussion/Phase-Outs 
Zero Manufacturing Textiles States 
Below Median States 




Figure 4: Yearly Baseline Regression Coefficients of Log Cotton and Log 




























































































































Note: Dashed lines represent the 95% confidence intervals around each point estimate.
Figure 5: Differences-in-Differences (Above Median) Coefficients of Log Cotton and 







































































Figure 6: Yearly Baseline Regression Coefficients of Industrial Textiles Log 




















Log Net Income  
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Figure 6.3:








































Log  Average Wage Per Blue-Collar 




Figure 7: Differences-in-Differences (Above Median) Coefficients of Industrial Textiles 
Log Output and Log Employment Measures (Correspond to Table 6.2)


















Log Net Income 
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Figure 7.3:
        Note: Persondays missing for 1997-98.
Figure 7.4:










































Table A1: Poverty Lines (Lakdawala Method)
Year Phase Rural Urban
1987 Pre-Discussion Rs. 115.20 Rs. 162.16
1993 After-Discussion Rs. 205.84 Rs. 281.35
1999 I & II Rs. 327.56 Rs. 454.11
2004 III Rs. 356.30 Rs. 538.60
2005 IV Rs. 356.30 Rs. 538.60
Poverty Line
Notes: Poverty Lines reported here are the original lines from the 
"Report of the Expert Group to Review the Methodology for 
Measurement of Poverty", Planning Commission 2014. Lines 





Figure A1: Yearly Average Production of Jute, Wool and Mulberry Silk for 
States Above and Below Median Persondays Per Capita
After-Discussion/Phase-Outs 
Zero Manufacturing Textiles States 
Below Median States 































































































































































































Average State Mulberry Silk Production 
(Kilograms) 
After-Discussion/Phase-Outs 
Zero Manufacturing Textiles States 
Below Median States 
Above Median States 
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Average Net Income (Rupees Lakhs) 
After-Discussion/Phase-Outs 
Zero Manufacturing Textiles States 
Below Median States 
Above Median States 
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Figure A2.3:


























































































































Average Number of Blue-Collar Workers 
After-Discussion/Phase-Outs 
Zero Manufacturing Textiles States 
Below Median States 




























































































































Average Yearly Wages Per Blue-Collar 
Worker (Rupees) 
After-Discussion/Phase-Outs 
Zero Manufacturing Textiles States 
Below Median States 
Above Median States 
