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a b s t r a c t
In this paper we consider Volterra integral equations with two constant delays and we
carry out the stability analysis of direct quadrature methods with respect to the linear
convolution test equation
y(t) = 1+
∫ t−τ1
t−τ2
(λ+ µ(t − s))y(s)ds, t ∈ [τ2, T].
We investigate the analytical behavior of the solution of the test equation and derive
the qualitative and quantitative properties of the numerical solution. The numerical
experiments show that the stability conditions obtained represent sufficient conditions for
the stability of the numerical method applied to a more general equation.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider a test equation for studying the stability of some numerical methods for the solution of the
following particular type of two delay Volterra Integral Equations (VIEs)
y(t) = f (t)+
∫ t−τ1
t−τ2
k(t − τ)g(y(τ))dτ, t ∈ [τ2, T], (1.1)
with y(t) = ϕ(t), t ∈ [0, τ2], where ϕ(t) is a known function such that
ϕ(τ2) = f (τ2)+
∫ τ2−τ1
0
k(τ2 − τ)g(ϕ(τ))dτ. (1.2)
In the following we assume that the given real-valued functions ϕ(t), f (t) and k(t) are at least continuous on [0, τ2], [0, T]
and [τ1, τ2] respectively and g(y) satisfies the Lipschitz condition. Existence and uniqueness results for (1.1) can be easily
proved by comparison with the theory for VIEs (see for example [6,8]). As a matter of fact, (1.1) can be recast in the form of
a classical VIE by proceeding recursively on the intervals [τ2, τ2 + τ1], [τ2 + τ1, τ2 + 2τ1] and so on (method of steps).
Provided that k, g, f and u in (1.1) are sufficiently smooth, condition (1.2) assures the continuity of y(t) for t ≥ 0 and
y(l)(t), l = 1, 2, . . . presents some points of primary discontinuities (τ2 for y′, τ2, τ2 + τ1, 2τ2 for y′′, . . .) and it is continuous
for t > lτ2.
Equations of type (1.1) arise in many problems of real life, as, for example in the mathematical simulation of the dynamics
of one or more subclasses of a population structured by age with a finite life span [7], see also the integral formulation of
the problem introduced in [3, Section 5], and can be obtained from the more general one that we introduce in [9], by putting
k1 = k2 = 0.
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As is known, a good numerical method should reproduce the continuous problem in any aspect and at any time, therefore,
in order to propose a numerical method for the solution of (1.1), we first want to validate it on a particular kind of equation for
which it is possible to give explicit analytical results. In [9] we studied a simple test equation for (1.1) and we showed under
which hypotheses the trapezoidal direct quadrature method produces a numerical solution which mimics the behavior of
the continuous one. Here we generalize this approach by considering the larger class of Direct Quadrature (DQ) methods for
(1.1) and the more significant test equation
y(t) = 1+
∫ t−τ1
t−τ2
(λ+ µ(t − s))y(s)ds, t ∈ [τ2, T], (1.3)
where λ,µ ∈ R.
Our aim is to compare the behavior of both the continuous and numerical solutions of (1.3) with the ‘hope’ that a
numerical method which ‘behaves well’ on (1.3) does the same on more general problems. In this sense we say that we
study the stability of the class of DQ methods for (1.1) by using (1.3) as the test equation. See for example [1,2,5,10] for
similar approaches based on test equations.
In order to assert that a numerical method ‘behaves well’ on (1.3), we are interested in checking that the numerical
solution inherits the properties of the continuous one. Of course, these properties may be qualitative (as positiveness or
boundedness) or quantitative (as it occurs, for example, when the explicit value of the bound or the limit of the solution is
known).
In this paper we are mainly interested in the second type of properties and our main results concern with some sufficient
conditions assuring that the DQ methods considered here preserve the bound and the limiting value of the true solution of
(1.3). Moreover, we also focus on the oscillating character of both the analytical and numerical solutions, this being an
interesting qualitative property in many applications of population dynamics.
In particular, in Section 2 we introduce the DQ methods [4] tuned to the particular form of (1.1) and we describe its
convergence; in Section 3 we look for the sufficient conditions for the boundedness of the solution of (1.3), we study
its asymptotic properties and we specify some interesting behaviors at finite times. In Section 4 we carry out analogous
studies on the DQ method and we characterize the values of the stepsize h which lead to a numerical solution that catch the
properties of the continuous one. On the basis of these investigations, in Section 5 the numerical stability of the DQ method
is defined and proved and in Section 6 some numerical examples and further discussions are given. Finally, in Section 7 our
concluding remarks are reported.
2. Adapted DQmethods
Let ΠN = {tn : 0 = t0 < t1 < · · · tN = T} be a partition of the time interval [0, T] with constant stepsize
h = tn+1 − tn, n = 0, . . . ,N − 1 and assume that
h = τ1
r1
= τ2
r2
, (2.1)
with r1, r2 positive and integer. Assume that we have an (s + 1)-point Newton–Cotes integration rule of closed type of the
form ∫ τ2
τ1
F(τ)dτ ∼= h
r2∑
j=r1
wjF(tj), (2.2)
where F(t) is any continuous integrand. The wj are the integration weights that we assume to be positive. Here h denotes
the constant stepsize for the integration and tj = jh. Using this to replace the integral in (1.1), we are led to consider the
numerical method
yn = f (nh)+ h
r2∑
j=r1
wjk(jh)g(yn−j), n > r2, (2.3)
where yn represents an approximation to the exact solution y of (1.1) at the point tn. Here, yl = ϕ(lh), l = 0, 1, . . . , r2, where
ϕ(t) is the known function satisfying (1.2).
Consistency of (2.3) can be easily proved by using the standard techniques for VIEs described, for example, in [4,8]. The
convergence of (2.3) is given by the following theorem.
Theorem 2.1. Let yn be the numerical solution of (1.1) obtained by the DQ method (2.3) and assume that p is the order of the
underlying quadrature formula (2.2). Assume that the sufficient conditions on k and g for the existence and uniqueness of the
solution y(t) of (1.1) are satisfied. What is more, let us suppose that k ∈ Cp[τ1, τ2], f ∈ Cp[0, T] and ϕ ∈ Cp[0, τ2]. Then, for all
sufficiently small stepsizes h satisfying condition (2.1), the DQ solution yn satisfies
max
1≤n≤N
‖y(tn)− yn‖ ≤ Chp,
for some finite C not depending on h.
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Proof. Condition (2.1) on h implies that the discontinuity points θ1, θ2, . . . , θm of order≤ p are all included in the mesh ΠN .
What is more, from the smoothness hypotheses on ϕ, f and k, the exact solution y(t) of (1.1) is at least p times continuously
differentiable on [θi, θi+1], i = 1, . . . ,m−1. From the expression for yν(t) obtained by successively differentiating (1.1) with
respect to t, it is readily seen that both the left and right limits of yν(t), ν = 0, . . . , p as t→ θi exist and are finite. Therefore,
take tn ∈ [θ1, θ2], (since θ1 = τ2, n ≥ r2) we have
en = y(tn)− yn = Qn(h)+ h
r2∑
j=r1
wjk(jh)[g(y((n− j)h))− g(yn−j)],
where Qn(h) are the quadrature errors for formula (2.2) in tn. By setting W = maxj |wj|, K = maxj |k(jh)| and L the Lipschitz
constant for g, we have
|en| ≤ |Qn(h)| + hWKL
n−r2∑
j=n−r1
|ej| ≤ |Qn(h)| + hWL
n∑
j=0
|ej|.
Thus
|en| ≤ hWKL1− hWL
n−1∑
j=0
|ej| + 11− hWL |Qn(h)|.
Here we apply the discrete Gronwall-type inequality ([4], p. 40) and, since there are no starting errors, we have
|en| ≤ 11− hWL (maxn |Qn(h)|)e
WKLtn
1−hWL .
So
|en| = O(max
n
|Qn(h)|).
Carrying out the same procedure step-by-step through the intervals [θi, θi+1] for i = 2, . . . ,m−1 and in [θi, T)we come out
with the proof of the theorem. 
In the next section we will use the following results on wj. Since wj are the weights of a quadrature formula of degree of
precision at least 1, this formula is exact for constant and first degree polynomials on [τ1, τ2] and thus
h
r2∑
j=r1
wj =
∫ τ2
τ1
dx = τ2 − τ1,
h
r2∑
j=r1
jwj =
∫ τ2
τ1
xdx = 1
2
(τ22 − τ21).
(2.4)
3. Properties of the convolution test equation
We investigate the analytical behavior of the solution of (1.3). Let us write (1.3) in the following form
y(t) = 1+
∫ τ2
τ1
(λ+ µτ)y(t − τ)dτ, t ∈ [τ2, T], (3.1)
and observe that, whenever λ + µτ has a constant sign in [τ1, τ2], (as a consequence of the integral mean value theorem)
there exists ξ ∈ [τ1, τ2] such that
y(t) = 1+ ρy(t − ξ), (3.2)
where
ρ = λ(τ2 − τ1)+ µ2 (τ
2
2 − τ21). (3.3)
Expression (3.2) will be useful in the following. Define
α = − 1
2µ
(λ+ µτ1)2,
β = 1
2µ
(λ+ µτ2)2,
(3.4)
and let Φ be the maximum of |ϕ(t)| in [0, τ2], the theorems below give the conditions for the boundedness and the
convergence of the solution of (1.3).
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Theorem 3.1. Assume that one of the following sets of conditions holds:
(a) (λ+ µτ1)(λ+ µτ2) ≥ 0, |ρ| < 1,
(b) (λ+ µτ1)(λ+ µτ2) ≤ 0, |α| + |β| < 1,
then y(t) is bounded for all t ≥ τ2.
Proof. We apply the method of steps and we examine the cases (a) and (b) separately.
(a) In this hypothesis, λ + µτ has a constant sign for all τ ∈ [τ1, τ2], thus (1.3) can be written in the form (3.2). For
t ∈ [τ2, τ2 + τ1]
|y(t)| ≤ 1+ |ρ|Φ, (3.5)
if we assume that Φ ≥ 11−|ρ| , (3.5) holds for every t ≤ 2τ2. In the next interval [2τ2, 3τ2], for the same reason
|y(t)| ≤ 1+ |ρ| + |ρ|2Φ.
Going on with the same procedure through the next L adjacent intervals, we come out with
|y(t)| ≤
L∑
j=0
|ρ|j + |ρ|L+1Φ.
Therefore, for L → +∞, |y(t)| will be bounded by a series which is convergent when |ρ| < 1. It is easy to show that when
Φ < 11−|ρ| we obtain the same result.
(b) In this caseλ+µτ changes its sign when τ = −λ/µ. Therefore, we can split the integral in (1.3) into two parts respectively
on [τ1,−λ/µ] and [−λ/µ, τ2] and apply the mean value theorem on each interval separately, hence
y(t) = 1+ αy(t − ξ)+ βy(t − η), (3.6)
with ξ ∈ [τ1,−λ/µ], η ∈ [−λ/µ, τ2] and α, β are given in (3.4). Then, for any t ∈ [τ2, τ2 + τ1], we have
|y(t)| ≤ 1+ (|α| + |β|)Φ. (3.7)
Let Φ ≥ 11−(|α|+|β|) , we have that (3.7) is satisfied for each t ≤ 2τ2. Stepping in the next interval and going further by the
method of steps we obtain that |y(t)| is bounded by a series which is convergent if |α| + |β| < 1. The case Φ < 11−(|α|+|β|) can
be proved by the same procedure and this yields the result stated in the theorem. 
Explicit values for the bounds of y(t) can be easily derived as shown in the following corollary whose result directly comes
out from the proof of Theorem 3.1.
Corollary 3.2. Assume that conditions (a) and (b) of Theorem 3.1 hold, then
|y(t)| ≤ 1
1− (|α| + |β|) + Φ.
Theorem 3.3. Let the conditions of Theorem 3.1 be satisfied, then
lim
t→+∞ y(t) =
1
1− ρ . (3.8)
Proof. We prove the two cases (a) and (b) separately.
(a) Since λ + µτ has a constant sign in τ ∈ [τ1, τ2], we use the expression (3.2) for (1.3), where ρ ≥ 0 if (λ + µτ1) and
(λ+ µτ2) are both greater than or equal to 0 and ρ < 0 otherwise. Let l′ = lim inf t→+∞ y(t) ≤ lim supt→+∞ y(t) = l′′, since
y(t) is a continuous function, there exist two sequences {t′n} and {t′′n} such that limn y(t′n) = l′ and limn y(t′′n) = l′′. On the other
hand,
y(t′n) = 1+ ρy(t′n − ξ′n), with ξ′n ∈ (τ1, τ2)
and
y(t′′n) = 1+ ρy(t′′n − ξ′′n), with ξ′′n ∈ (τ1, τ2).
Hence, for ρ > 0
l′ ≥ 1+ ρl′,
l′′ ≤ 1+ ρl′′
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and for ρ < 0
l′ ≥ 1+ ρl′′,
l′′ ≤ 1+ ρl′.
In any case it comes out that
l′′ − l′ ≤ |ρ|(l′′ − l′).
Since |ρ| < 1, then y is bounded (for Theorem 3.1), and the expression above can be true if and only if l′ = l′′. Let us denote
by y∗ the value l′ = l′′, the limit for t→+∞ in (3.2) leads to y∗ = 1+ ρy∗ and thus (3.8) is proved.
(b) Here (1.3) can be rewritten in the form (3.6) where α and β are given in (3.4). Notice that
λ+ µτ1 > 0, λ+ µτ2 < 0⇒ α > 0, β < 0,
λ+ µτ1 < 0, λ+ µτ2 > 0⇒ α < 0, β > 0. (3.9)
Let l′ = lim inf t→+∞ y(t) ≤ lim supt→+∞ y(t) = l′′, by applying the same procedure on Eq. (3.6) as in part (a) of the proof, we
get
l′′ − l′ ≤ |α− β|(l′′ − l′).
From (3.9), |α−β| = |α|+|β| and the hypothesis, |α|+|β| < 1 together with the boundedness of y(t) implies that l′ = l′′ = y∗,
then the solution of (1.3) is convergent. Passing to the limit for t → +∞ in (3.6), we have y∗ = 1 + (α + β)y∗ and, since
α+ β = ρ, (3.8) is proved. 
Remark 1. When λ+ µτ1 and λ+ µτ2 are both positive, condition ρ < 1 is also necessary for the boundedness of y(t); as
a matter of fact it is easy to prove that for ρ ≥ 1 limt→+∞ y(t) = +∞.
Theorem 3.3 gives the sufficient conditions for the solution of (1.3) to be convergent at infinity. In the next we show how
y(t) approaches its limit in some particular cases.
Theorem 3.4. Assume that λ+µτ1 ≥ 0 and λ+µτ2 ≥ 0, then if the solution y(t) of (1.3) is a monotone increasing (decreasing)
function in [t¯ − τ2, t¯] for some t¯ ≥ τ2, then it is ultimately increasing (decreasing) for all t ≥ t¯.
Proof. Since the kernel (λ+µ(t− s))y(s) in (1.3) and its derivative with respect to t are continuous in D = {(t, s) : τ2 ≤ t ≤
T, t − τ2 ≤ s ≤ t − τ1}, then we can differentiate (1.3) to obtain
y′(t) = (λ+ µτ1)y(t − τ1)− (λ+ µτ2)y(t − τ2)+
∫ t−τ1
t−τ2
µy(s)ds, t > τ2.
By simple manipulation it comes out that
y′(t) = (λ+ µτ1)[y(t − τ1)− y(t − ξ)] + (λ+ µτ2)[y(t − ξ)− y(t − τ2)], (3.10)
where ξ ∈ [τ1, τ2]. For t ∈ [t¯, t¯+τ1]we have that t−ξ ∈ [t¯−τ2, t¯], so if y is increasing in [t¯−τ2, t¯], then all the quantities in the
brackets in (3.10) are positive and hence y′(t) ≥ 0. By going on step-by-step through the adjacent intervals [t¯+ τ1, t¯+ 2τ1],
. . .we obtain that y′(t) ≥ 0,∀t ∈ [t¯, T]. The same procedure can be applied if we assume that y′ ≤ 0 in [t¯− τ2, t¯], in this case
y′(t) ≤ 0 for all t ∈ [t¯, T]. This yields the result stated in the theorem. 
Remark 2. Of course, when λ+ µτ1 ≥ 0 and λ+ µτ2 ≥ 0 the condition ϕ(t)monotone increasing (decreasing) in [0, τ2] is
sufficient to have a solution y(t)which is ultimately increasing (decreasing), for all t ≥ τ2.
Remark 3. Observe that, when ρ ≥ 1, ϕ(t) cannot be a monotone decreasing function in [0, τ2] because in that case (1.2)
does not hold anymore.
By using the same approach, it is easy to prove the following result.
Theorem 3.5. Assume that λ+ µτ1 < 0 and λ+ µτ2 < 0, then y′(t) is neither ultimately positive nor negative for t ≥ τ2.
Proof. Assume that y′(t) > 0, for t > t¯, then there exists ¯¯t such that y(t − τ1) > y(t − ξ) ≥ y(t − τ2) for all t > ¯¯t. Since
λ+µτ1 < 0 and λ+µτ2 < 0, this last relation implies that (λ+µτ1)(y(t−τ1)−y(t−ξ))+(λ+µτ2)(y(t−ξ)−y(t−τ2)) < 0
and thus, by Eq. (3.10), y′(t) < 0 for t > ¯¯t which is in contradiction with our assumption. The same procedure can be applied
if we assume that y′(t) < 0. 
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4. Properties of the numerical model
In this section we investigate the behavior of the solution of (1.3) by the DQ method (2.3), i.e.
yn = 1+ h
r2∑
j=r1
wj(λ+ µjh)yn−j, n > r2. (4.1)
When (λ+ µτ1)(λ+ µτ2) < 0, define r = b− λhµ c and
α(h) = h
r∑
j=r1
wj(λ+ µjh),
β(h) = h
r2∑
j=r+1
wj(λ+ µjh).
(4.2)
We first prove the following result which exhibits a connection between (3.4) and (4.2).
Lemma 4.1. Let α(h),β(h) be defined in (4.2) then limh→0 α(h) = α and limh→0 β(h) = β, where α,β are the parameters of the
problem defined in (3.4).
Proof. Let s+ 1 be the number of quadrature nodes on which (2.2) is based. Let K1 be the largest multiple of s+ 1 less than
or equal to r and, if r is a multiple of s+1, then let K2 = K1, otherwise K2 = K1+ s+1 is the smallest multiple of s+1 greater
than r, then by recalling that (2.2) is a composite quadrature formula, we have
α(h) = h
r∑
j=r1
wj(λ+ µjh) = h
K1−1∑
j=r1
wj(λ+ µjh)+ hwK12 (λ+ µK1h)+ h
wK1
2
(λ+ µK1h)+ h
r∑
j=K1+1
wj(λ+ µjh),
β(h) = h
r2∑
j=r+1
wj(λ+ µjh) = h
K2−1∑
j=r+1
wj(λ+ µjh)+ hwK22 (λ+ µK2h)+ h
wK2
2
(λ+ µK2h)+ h
r∑
j=K2+1
wj(λ+ µjh).
(4.3)
Since the order of the quadrature formula (2.2) is at least one, then we can rewrite (4.3) in the following form
α(h) =
∫ K1h
τ1
(λ+ µs)ds+ hwK1
2
(λ+ µK1h)+ h
r∑
j=K1+1
wj(λ+ µjh)
= 1
2µ
[
(λ+ µK1h)2 − (λ+ µτ1)2
]
+ hwK1
2
(λ+ µK1h)+ h
r∑
j=K1+1
wj(λ+ µjh)
= α+ p(h), p(h) = 1
2µ
(λ+ µK1h)2 + hwK12 (λ+ µK1h)+ h
r∑
j=K1+1
wj(λ+ µjh)
β(h) = h
K2−1∑
j=r+1
wj(λ+ µjh)+ hwK22 (λ+ µK2h)+
∫ τ2
K2h
(λ+ µs)ds
= h
K2−1∑
j=r+1
wj(λ+ µjh)+ hwK22 (λ+ µK2h)+
1
2µ
[
(λ+ µτ2)2 − (λ+ µK2h)2
]
= β− q(h), q(h) = 1
2µ
(λ+ µK2h)2 − h
K2−1∑
j=r+1
wj(λ+ µjh)− hwK22 (λ+ µK2h).
(4.4)
It is easily shown that both p(h) and q(h) vanish with h. 
Remark 4. Experimental tests clearly show that in general α(h) → α and β(h) → β in a non-monotonic way. Only in the
case of Trapezoidal DQ method it can be shown that α(h) ≥ α and β(h) ≤ β for each h ≥ 0.
By a simple procedure based on the method of steps it is possible to prove the following theorem which is the discrete
analogue of Theorem 3.1 and gives the conditions for the boundedness of yn for n ≥ r2.
Theorem 4.2. Assume that one of the following sets of conditions holds:
(a) (λ+ µτ1)(λ+ µτ2) ≥ 0, |ρ| < 1,
(b) (λ+ µτ1)(λ+ µτ2) ≤ 0, |α(h)| + |β(h)| < 1,
then |yn| < 11−(|α(h)|+|β(h)|) + Φ.
As Theorem 3.3 for the continuous solution, the theorem below gives conditions for the convergence of yn when n→+∞.
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Theorem 4.3. Let the conditions of Theorem 4.2 be satisfied, then
lim
n→+∞ yn =
1
1− ρ . (4.5)
Proof. We prove the two cases (a) and (b) separately.
(a) There exist {k′n} and {k′′n} such that l′ = lim infn→+∞ yn = limn→+∞ yk′n ≤ limn→+∞ yk′′n = lim supn→+∞ yn = l′′. Hence,
yk′n = 1+ h
r2∑
j=r1
wj(λ+ µjh)yk′n−j
yk′′n = 1+ h
r2∑
j=r1
wj(λ+ µjh)yk′′n−j.
If (λ+ µτ1) > 0 and (λ+ µτ2) > 0, then λ+ µjh > 0 for all j ∈ [r1, r2], so
l′ ≥ 1+ h
r2∑
j=r1
wj(λ+ µjh)l′
l′′ ≤ 1+ h
r2∑
j=r1
wj(λ+ µjh)l′′
and, by taking into account the relations (2.4), we have
l′ ≥ 1+ ρl′
l′′ ≤ 1+ ρl′′,
with ρ > 0. On the contrary, if (λ+ µτ1) < 0 and (λ+ µτ2) < 0, then λ+ µjh < 0 for all j ∈ [r1, r2] and we have
l′ ≥ 1+ ρl′′
l′′ ≤ 1+ ρl′,
with ρ < 0.
In any case it comes out that
l′′ − l′ ≤ |ρ|(l′′ − l′).
Since l′′ ≥ l′ and |ρ| < 1 by hypothesis, yn is bounded and the expression above can be true iff l′ = l′′. Let us denote by y∗ the
value l′ = l′′, the limit for n→+∞ in (4.1) leads to y∗ = 1+ ρy∗ and thus (4.5) is proved.
(b) In this case λ+µjh changes its sign for jh = − λ
µ
. Therefore, we can split the sum in (4.1) into two parts according to the
sign of λ+ µjh
yn = 1+ h
r∑
j=r1
wj(λ+ µjh)yn−j + h
r2∑
j=r+1
wj(λ+ µjh)yn−j.
If (λ+ µτ1) < 0 and (λ+ µτ2) > 0, then λ+ µjh < 0 for jh ∈ [r1,− λµ ] and λ+ µjh > 0 for jh ∈ [− λµ , r2], so
l′ ≥ 1+ hα(h)l′′ + hβ(h)l′
l′′ ≤ 1+ α(h)l′ + β(h)l′′.
Vice versa, if (λ+ µτ1) > 0 and (λ+ µτ2) < 0, then
l′ ≥ 1+ α(h)l′ + hβ(h)l′′
l′′ ≤ 1+ α(h)l′′ + β(h)l′.
So we get
l′′ − l′ ≤ |α(h)− β(h)|(l′′ − l′).
Since |α(h) − β(h)| < 1, then l′ = l′′ = y∗ and the solution of (4.1) is convergent. Passing to the limit for n→ +∞ in (4.1),
we have y∗ = 1+ ρy∗ and, (4.5) is proved. 
Remark 5. The theorem above asserts that, when λ + µτ has a constant sign in [τ1, τ2], the sufficient condition for the
convergence of the exact solution of (1.3) and its numerical approximation by (4.1) coincide. However, when the sign of
λ+µτ changes in [τ1, τ2] this equivalence does not generally hold (|α−β| < 1 and |α(h)−β(h)| < 1 respectively). In order
to establish a correspondence between the two conditions, observe that, as a result of Lemma 4.1, it is always possible to
find a stepsize h small enough such that |α(h)− β(h)| < 1 whenever |α− β| < 1.
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Fig. 1. k(t − s)g(y(s)) = (λ+ µ(t − s))y(s)with solution y(t) = exp(−t).
We now prove the following theorems which are the discrete analogues of Theorems 3.4 and 3.5 and give conditions
respectively for the monotonicity and the oscillatory behavior of yn for n > r2.
Theorem 4.4. Assume that λ + µτ1 ≥ 0 and λ + µτ2 ≥ 0, then if there exists a n¯ ∈ N such that yn is monotone increasing
(decreasing) for n = n¯− r2, . . . , n¯, then yn is increasing (decreasing) for all n ≥ n¯.
Proof. By simple manipulation on the DQ method applied to (1.3) it comes out that
yn+1 − yn = h
r2∑
j=r1
wj(λ+ µjh)(yn+1−j − yn−j), (4.6)
where n ≥ r2. For n = n¯+ 1, . . . , n¯+ r1, then n¯− r2 ≤ n− j ≤ n¯. If, for these values of n, yn+1 ≥ yn, then all the parentheses
involved in the previous expression are positive. Since wj > 0∀j = r1, . . . , r2 and λ + µτ > 0,∀τ ∈ [τ1, τ2], then yn+1 ≥ yn
for n = n¯ + 1, . . . , n¯ + r1. Advancing step-by-step and applying the same procedure, when n = n¯ + r1 + 1, . . . , n¯ + 2r1,
n = n¯+ 2r1 + 1, . . . , n¯+ 3r1 and so on, we obtain that yn+1 ≥ yn for all n ≥ n¯. The same proof can be carried on if we assume
that yn+1 ≤ yn for n = n¯ − r1, . . . , n¯, in this case it comes out that yn+1 ≤ yn for all n ≥ n¯. This yields the result stated in the
theorem. 
Theorem 4.5. Assume that λ + µτ1 < 0 and λ + µτ2 < 0, then, for n ≥ r2, yn is an oscillatory sequence in the sense that it is
not ultimately increasing nor decreasing.
Proof. The hypotheses λ + µτ1 < 0 and λ + µτ2 < 0 imply that λ + µjh < 0 for each j = r1, . . . , r2. Once again consider
the expression
yn+1 − yn = h
r2∑
j=r1
wj(λ+ µjh)(yn+1−j − yn−j), (4.7)
and assume that yj+1 > yj for each j, then the right-hand side of (4.7) is negative, this is in contradiction with our assumption.
The same procedure can be applied if we assume that yj+1 > yj. 
5. Numerical stability
In this section we investigate the numerical stability of the DQ method (2.3) according to the following definition.
Definition 1. A numerical method is stable with respect to (1.3) when its application to (1.3) gives a numerical solution
behaving like the continuous one.
Hence, we look for the conditions on the stepsize h and on the parameters of (1.3) that lead to a numerical solution yn
which replicates the global properties obtained in Section 3 for the analytical solution y(t). From the results of the previous
sections we immediately derive the following theorem.
E. Messina et al. / Journal of Computational and Applied Mathematics 228 (2009) 589–599 597
Fig. 2. k(t − s)g(y(s)) = (λ+ µ(t − s))y(s)with solution y(t) = t.
Fig. 3. k(t − s)g(y(s)) = (λ+ µ(t − s))y(s)with solution y(t) = t sin(t).
Theorem 5.1. Assume that one of the following sets of conditions holds:
(a) (λ+ µτ1)(λ+ µτ2) ≥ 0, |ρ| < 1,
(b) (λ+ µτ1)(λ+ µτ2) ≤ 0, |α| + |β| < 1, |α(h)| + |β(h)| < 1,
where ρ is defined by (3.3), α and β by (3.4) and α(h) and β(h) by (4.2), then the DQ method (2.3) is stable with respect to the
test equation (3.1).
6. Numerical experiments
In this section we report some numerical experiments that show the performances of the DQ method (2.3) based on the
trapezoidal rule, when applied to some problems of the form (1.1), with τ1 = .5, τ2 = 1. In order to relate the results of these
experiments to the stability conditions (a) and (b) of Theorem 5.1, we assume (by first approximation) that λ ≈ k(0)g′(y(0))
and µ ≈ k′(0)g′(y(0)). First we consider equations with kernels of the type (λ+µ(t− s))y(s) and solutions y(t) = exp(−t),
y(t) = t and y(t) = t sin(t) respectively. Figs. 1–3 show the behavior of the numerical solution (−.∗) with respect to the
analytical one (−) for different values of the parameters λ and µ. From these pictures it is clear that when condition (a) of
Theorem 5.1 is satisfied, the numerical solution is highly reliable, while it may skip away from the expected behavior when
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Fig. 4. k(t − s)g(y(s)) = (λ+ µ(t − s)) exp(−y(s))y(s)with solution y(t) = t.
Fig. 5. k(t − s)g(y(s)) = (λ+ µ(t − s))(1+ y(s))2 with solution y(t) = t.
it is not satisfied. From the second row of the same figures it emerges that, when (λ + µτ1)(λ + µτ2) < 0, provided that
|α − β| < 1 (that is, the equation itself is stable), the stability of the numerical solution is assured as soon as h is chosen in
such a way that |α(h)− β(h)| < 1 also.
Since the same behaviors can be observed when integrating more complicated linear kernels (e.g. (b + a sin(t − s))y(s),
(b + a(t − s)2)y(s) . . .), we do not report here the related plots. Other experiments by using DQ methods based on more
accurate quadrature rules produce analogous results, hence, we can assert that the DQ methods for (1.1) turn out to be
reliable when the sufficient conditions stated in Theorem 5.1 are satisfied. In Figs. 4 and 5 we report the results on analogous
experiments on nonlinear kernels of the type (λ+ µ(t − s))g(y(s)). These figures show that, in these cases also, conditions
(a) and (b) of Theorem 5.1 are sufficient to assure a stable numerical solution.
7. Concluding remarks
We have found some conditions under which the numerical solution obtained by a DQ method applied to (1.1) inherits the
properties of the analytical one. To be more specific, the numerical solution yn is bounded, monotone, oscillating whenever
the continuous solution y(t) is and also tends to the same limit as y(t). In this sense we say that the numerical method is
stable with respect to the test equation (1.3). Moreover, it is worth noting that Eq. (1.3) can be viewed as the linearized
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equation of the error with respect to a constant perturbation on the forcing function f (t) and thus our stability results can
be reinterpreted according to the classical Lyapunov definitions.
In the case µ = 0 the results stated in this paper generalize those obtained in [9] where we investigated the stability of
the Trapezoidal method only in the case y(t) ≥ 0 with respect to the basic test equation.
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