ABSTRACT Individual recognition of communication emitter can obtain the working mechanism, system parameters, and the usage model of the emitters based on the separation and interception of the specific emitter signals. In order to realize the individual recognition of communication emitter, a method of communication emitter recognition based on wavelet packet feature extraction and attribute reduction of granular computing is proposed. The method uses hierarchical and granularity to represent the subtle feature information of different emitter signals contained in the original data after the decomposition of wavelet packet, so that the feature attributes of different emitters are efficiently mapped to different levels of granular structure which can be used to search for an optimal reduced attributes operation for signal recognition. And then, the reduced attributes are used to distinguish the emitter signals correctly by label propagation method. The experimental results show that the proposed method based on wavelet packet feature extraction and granular computing attribute reduction has good classification performance in individual recognition of communication emitters.
Individual recognition of communication emitters refers to the analysis and research of communication signals using some signal processing means, from which subtle features can be extracted to characterize individual differences of communication emitters, and the process of specific emitter identification can be completed by these features. The identification of communication emitter can obtain the working mechanism, system parameters and the usage model of the emitters on the basis of the separation and interception of the specific emitter signals. With the continuous development of communication technology, various new systems of multi-functional communication emitters are emerging. A large number of communication emitters are distributed intensively in time, space and frequency domains, which brings severe challenges to the recognition of specific communication emitters. The effective identification of communication emitters plays an important role not only in the The associate editor coordinating the review of this manuscript and approving it for publication was Jing Liang.
military field for communication interference guidance, electromagnetic situation assessment and identification of friend or foe, but also in the civil field for wireless network security authentication, spectrum resource scheduling and communication equipment detection.
For the problem of individual identification of communication emitters, the methods commonly used include nearest neighbor algorithm [1] , [2] , SVM algorithm [3] , [4] , manifold learning algorithm [5] , Bayesian estimation algorithm [6] , etc. Among them, the nearest neighbor based classification algorithm is simple, effective and easy to implement, which is a commonly used classification method. However, this kind of algorithm has high computational complexity, strong dependence on label data and poor data fault tolerance. SVM-based classification algorithm has obvious effect in solving small sample classification problem. At the same time, this method can transform the original non-linear problem into a linear dimensional feature space through the kernel function, and realize the pattern classification of non-linear problems. But the biggest disadvantage of this kind of method is that when the training sample is too large, the efficiency VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of the algorithm is reduced and the memory occupied is too large. At the same time, the selection of different kernel functions will lead to the difference of classification results. Manifold learning based classification algorithm has unique advantages in dimension reduction, data visualization and classification recognition of high-dimensional data, but this kind of algorithm has high computational complexity, is not suitable for incremental learning, and its classification ability is weak. The classification algorithm based on Bayesian estimation needs fewer parameters to estimate, is not sensitive to missing data, is simple and supports incremental learning, but this kind of algorithm needs the prior probability of known classification data. In addition, with the continuous development of compressed sensing technology, some classification algorithms based on sparse representation are applied in the field of emitter identification. This kind of algorithm can achieve good identification results, but this kind of algorithm only emphasizes the importance of sparse representation and ignores the correlation between signal samples. The main operational tasks to be carried out in a communication emitter recognition system commonly involve signal feature extraction, attribute reduction and individual identification. With the growing quantity and dimensionality of communication signals, the issue of finding a comprehensive feature space and a method for its attribute reduction is of paramount relevance. Normally, for a C-class recognition problem in which S = {(s k , z k ), k = 1, 2, · · · , l + u} is a set of signal data, where s k ∈ R N is the original communication signal, N is the dimension of signal and z k ∈ , = {1, 2, · · · , C} is the class label of s k . Feature extraction and attribute reduction are to finding a mapping l : S → F and g : F → RED(F) respectively, where S is the original signal space, F ∈ R n is the feature space and RED(F) ∈ R m (m n) is the reduced attribute space. And then the individual recognition is to mapping the reduced attribute space to the class labeled space h :
Wavelet analysis is developed on the basis of modern harmonic analysis. It is widely used in many fields of signal processing as an effective means to analyze non-stationary signals. In essence, a wavelet transform divide the original signal into different frequency component in such a way the signal's time-frequency attributes can be extracted by studied the each frequency component at different resolutions. By this taken, wavelet transform has the significant capabilities of detecting and recognizing stationary, non-stationary or transitory attributes of communication signals. Wavelet packet was introduced by Coifman, Meyer and Wickerhauser [7] by generalizing the link between multi-resolution approximations and wavelets in 1992. Many applications of the wavelet packet have been reported in signal denoising [8] , compression [9] and pattern recognition [10] , [11] .
Granular computing is one of the research hotspots in the field of artificial intelligence. It can map the original data space to different granularity spaces through layering and granularity, and then divide the complex problem into several more understandable sub-problems for analysis and description. According to the relationship between the granular layers obtained by the characteristic information granular structure and the relationship between different granules, different communication emitters can be recognized effectively. In 1979, Zadeh et al. [12] proposed an information granularity model based on the theory of fuzzy sets. In 1997, on the basis of information granularity of Zadeh et al. [12] , Lin [13] proposed the granular computing model for the first time. This model simulates the natural mode of human thinking, takes granule as the basic computing unit, and establishes a computing model for efficient processing of massive data and information by granularizing and hierarchizing complex problems. Subsequently, in 1998, Yao [14] proposed a granular computing model based on neighborhood system, and in 1999, Ganter [15] proposed a granular computing model based on formal concept analysis. In 2005, Zheng et al. [16] proposed a consistent granularity space model, and proved that this model has good performance in signal classification. In addition, in 2014, Lin and Bo [17] proposed a granular computing model based on quotient space theory. This model points out that granular computing mainly studies the structure, analysis and representation of granules. When studying granular computing in different granularity spaces, we should also consider the selection of optimal granularity and the relationship between granular layers and between granules. Through granular computing, feature selection, attribute reduction, feature extraction and data mining in complex information systems can be realized [18] [19] [20] [21] .
Inspired by these two techniques, a novel communication emitter recognition method with wavelet packed feature extraction and granular computing is proposed in this paper. In the following, this paper shows a three-module scheme of our method, consisting of (1) a wavelet packet module, which extract the subtle attributes of communication emitter, and (2) a granular computing module, which uses the granular computing firstly to reduce the communication emitter's subtle attributes, and then (3) a label propagation module, which is used to determines the specific emitter of the radiometric signals whose subtle attributes have been extracted by the first module. The evaluations of this method show that it is endowed with significant performance in communication emitter recognition.
The remainder of this paper is organized as follows. Section 1 briefly reviews some existing classical algorithms as well as the state of the art that has motivated our method. Section 2 describes our wavelet packet based feature extraction procedures in some detail, and in Section 3 and Section 4, the model of granular computing based attribute reduction and the label propagation classification method are used to communication emitter recognition. Section 5 reports some experimental results on real world communication signals and comments the performance. Finally, conclusions are drawn in Section 6. The general algorithm diagram of wavelet packet and granular computing based communication emitter recognition method is shown in fig. 1 . 
II. FEATURE EXTRACTION WITH WAVELET PACKET
In the context of communication emitter recognition it is important to extract features from each signal data, which can capture the subtle attributes of specific emitter. Consider the fact that most of the coded and modulated communication signals are non-stationary and non-Gaussian, it is difficult to detect and describe the local subtle features of the signals by the traditional time-frequency analysis method. As an analytical method between Fourier analysis and δ analysis, wavelet analysis overcomes the disadvantage that window size does not change with frequency. It provides a ''timefrequency'' window that can change with frequency, and realizes multi-scale analysis of signals through scaling and translation operations. Compared with Fourier transform, this method can extract local subtle features of signals effectively.
In fact, in the problem of communication emitter recognition, we do not need to analyze and study the signals in all time or frequency bands. We are only interested in some specific time or frequency bands which can reflect the subtle features of communication emitters. We only need to extract the characteristic information at these specific time or frequency bands. Therefore, we hope to maximize the domain resolution at the frequency point of interest and the temporal resolution at the time point of interest. However, the time-frequency phase plane of orthogonal wavelet transform cannot meet this requirement. As shown in fig. 2 , with multi-resolution analysis, orthogonal wavelet transform leads to a dyadic pyramidal implementation. By using the two channel filter banks [22] , orthogonal wavelet transform splits the original data into V and W subspaces where V is the scale space that includes the low frequency information about the original data and W is the wavelet space that includes the high frequency information, the V and W are orthogonal complementary to each other, subsequently, the scale space V will continue to be decomposed repeatedly.
Compare to orthogonal wavelet transform, wavelet packet not only decomposes the V space but also the W space, which offer a broader of alternative signal decompositions for data analysis. In this sense, we use the wavelet packet to extract the subtle features of communication emitter signal in this paper, where the wavelet packet decomposition results (decomposition coefficients) are treated as subtle features in the signal recognition problem. As shown in fig. 3 , a wavelet packet splits the original data F (0, 0) into many decomposed subspaces F (j, k), where j denotes the decomposition level, and k denotes the index at each decomposition level.
Out of the plentiful decomposition possibilities, the valid wavelet packet decompositions will be many, such as
and also. Above all, to make the decomposition result valid, the corresponding subspaces should cover the entire horizontal ''range'' but without vertical overlap, and the number of valid decomposition of original data at level j is num(j) = num(j − 1) 2 + 1, where num(2) = 1. As the enormous valid decomposition possibilities and the impractical systematic enumeration, it is a challenge to find the optimal decomposition result operated for signal recognition. 
III. GRANULAR COMPUTING BASED ATTRIBUTE REDUCTION IN WAVELET PACKET
In order to obtain the optimal wavelet decomposition results which beneficial to signal recognition, it is necessary to reduce the attributes of many wavelet packet decomposition results (decomposition coefficients) as the features of communication emitter signals. Common algorithms for attribute reduction of wavelet packet decomposition are the local discriminant bases [23] , [24] and the joint best basis [25] .
The local discriminant bases uses ''distance'' measures among the energy distribution of signal class as the criterion in finding the optimal wavelet packet decomposition for signal recognition [24] . Let = {F i , i = 1, 2, · · · } be the set of all valid wavelet decomposition results, F i denotes the possible decomposition, in order to find the optimal orthonormal decomposition, F * among must with maximum energy distribution distance.
where P(F i ) is called a discriminant power, which is defined by different ''distance ''measures, such as relative entropy, Hellinger distance, and l 2 distance. In contrast to local discriminant bases, the joint best basis [25] is to search for an optimal orthonormal decomposition F * of with minimum entropy.
where H (F i ) is the Shannon entropy. The common wavelet packet optimal decomposition search methods of local discriminant bases and the joint best basis are concerned with the energy levels of the signal data and may exhibit some drawbacks especially when it comes to the accentuating the discriminatory attributes essential in recognition problems. To overcome this issue, in the follow, an attribute reduction method based on granular computing is proposed. According to the theory of granular computing, granularity entropy combined with sensitive factors is introduced as the heuristic information to identify the importance of attributes, so as to quantitatively represent the recognition ability of attribute set for signal data and effectively realize attribute reduction.
A. GRANULARITY MODEL
According to the definition of granular computing [26] , in the decision table of granular computing, U denotes the attribute space of the object studied, which is called universe. The granularity partition = {π i |1 ≤ i ≤ m} of attribute space U provides a simple granularity view of universe. Each subset π i in the partition represents a particle and satisfies (1) 
If all the particles of partition 1 are contained in the particles of partition 2 , it is said that partition 1 is the refinement of partition 2 . The empty set represents the coarsest granularity partition, and the partition defined by all the attributes of the research object represents the finest granularity partition. The conversion between granularities is achieved by adding and subtracting attributes. According to the literature [26] , the core attributes, unnecessary attributes and attribute reduction of consistent decision tables are defined as follows. For granularity partitioning, the core attributes are indispensable components in attribute data sets. They contain the necessary information for data recognition, while unnecessary attributes are redundant information, which can be reduced without affecting the results of data recognition.
B. ATTRIBUTE REDUCTION UNDER GRANULAR COMPUTING
In order to achieve the feature attribute reduction, according to the granular computing theory, the granularity entropy combined with the attribute sensitivity factor is introduced as the heuristic information for discriminating the importance of attributes. The smaller the granularity entropy, the larger the attribute sensitivity factor [27] , and the greater the influence of feature attributes on the signal data recognition.
The granularity entropy E(f ) and the sensitivity factor α f of arbitrary attribute ∀f ∈ F are expressed as
where IND(f ) is the granularity partition derived from the indistinguishable relationship of attribute f , d denote the intra-class and inter-class distances under attribute f , respectively. The joint factor that evaluates the importance of the attribute is expressed as
when the selected attribute f 1 with the minimum joint factor does not satisfy α f 1 ≥ᾱ f , the attribute is removed and the next attribute satisfying the condition is searched, whereᾱ f represents the average value of all attribute sensitive factors. The general flow chart of granular computing based attribute reduction method is shown in fig. 4 .
IV. LABEL PROPAGATION BASED COMMUNICATION EMITTER RECOGNITION
Given the feature data set of the signal to be recognized, it can be mapped to a graph. And each feature sample in the feature data set corresponds to a node in the graph. If the similarity between the two feature samples is very high, there is an edge between the corresponding nodes, and the strength of the edge indicates the similarity between the feature samples. Given a labeled communication emitter signal feature attribute reduc- 
F }, and the edge set E represents the affinity matrix, which is used to represent the degree of similarity between different feature data samples, defined as
where σ > 0 is the parameter of Gaussian function. Samples with similar features should have similar labels of communication emitters. Therefore, we define a regularization function to mapping the reduced attribute space O l ∪ O u to the class labeled space = {1, 2,
where Z k is a vector representation of the feature sample
×C is the non-negative label matrix, C is the number of communication emitter signal classes, and the k-th row vector L k represents the communication emitter category label of the k-th feature sample. The corresponding classification criterion is z k = arg max 1≤j≤C (L) kj . To solve equation (7), we construct a label propagation matrix =
where β is the weight coefficient, which is used to balance the label propagation term L(t) and the initial label term Z . From the convergence of (8), we have
The label ( z l+1 , z l+2 , · · · , z l+u ) of the samples in the feature data set O u of communication emitter signals can be obtained from formula (9), which can realize the recognition of communication emitter. The algorithm of wavelet packet and granular computing based communication emitter recognition is summarized as follows.
V. EXPERIMENTAL SIMULATION AND ANALYSIS
In order to verify the feasibility and robustness of the proposed algorithm in the classification and recognition of communication emitter signals, according to the steps described in Section 4, five different emitter signals collected in the field are verified by computer simulation. The sampling frequencies are 1.01MHz, and the simulation results are analyzed. The algorithm simulation is implemented on Intel Core i7, 2.93 GHz CPU @ 4 GB RAM using MATLAB 2014 a.
A. RECOGNITION ACCURACY WITH DECOMPOSITION LEVELS
In this section, we test the influence of the wavelet packet decomposition level and the number of training data on the performance of this proposed method. As previously mentioned, our experiments conduct on five kinds of real world communication emitters. For each communication emitter, 1000 signal samples are acquired, so there are 5000 signal data in total, 10%, 20%, 30% 40%, 50%, 60%,70%,80% and 90% of which are selected randomly as the labeled data and the others are selected as the unlabeled testing data. The experimental result of recognition accuracy rate versus the number of training data with varying levels of wavelet packet decomposition is shown in fig. 5 . All of the experiments are repeated 20 times and the results are the average recognition rate, beyond that, the wavelet packet decomposition performed in this paper is the typical Daubechies wavelet and periodic extension mode into four levels (db4) [28] . From the result we can see that with the increase of training data, the recognition rate of the algorithm increases slightly, and when level is larger than 7 our method outputs a high accuracy rate, in subsequent experiments we chose 9 level.
B. RECOGNITION ACCURACY WITH DIFFERENT SNR GAUSSIAN NOISE
In this section we test the performance of our method in noisy environment. Fig. 6 shows the communication emitter signals recognition result under different signal-to-noise (SNR) conditions after adding noise to unlabeled signals by awgn function in MATLAB. The comparison experiments in fig. 6 show that due to the unique advantages of our feature extraction method to noise which is based on wavelet packet, the proposed algorithm can achieve better emitter recognition result in a large SNR range.
C. RECOGNITION ACCURACY WITH DIFFERENT ATTRIBUTE REDUCTION METHODS
In addition, we evaluate the performance of the proposed method with different attribute reduction methods, such as the local discriminant bases (LDB) and the joint best basis (JBB). The detailed result of communication emitter recognition rate with various attribute reduction methods is illustrated in fig. 7 . Experiments show that the granular computing based attribute reduction method achieves higher recognition accuracy rate than the common wavelet packet optimal decomposition search methods of local discriminant bases and the joint best basis.
VI. CONCLUSION
Considering the slight differences in performance caused by the manufacturing process, structural design and device properties, there are some repeatable and detectable differences between the two communication emitters of the same type, which do not affect the transmission of information. Therefore, based on the subtle feature extraction and attribute reduction, this paper proposes a method of communication emitter recognition with wavelet packet decomposition and granular computing. Firstly, based on the advantages of wavelet packet decomposition in subtle feature extraction and description, the subtle features of emitter signals are extracted, and then the attribute reduction of the extracted emitter features is carried out by combining granular computing theory. Finally, the signal recognition of communication emitter is realized by label propagation clustering algorithm.
The experimental results show that the proposed algorithm is feasible and effective. 
