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Abstract
Given a compact four dimensional smooth Riemannian manifold (M, g) with smooth boundary, we
consider the evolution equation by Q-curvature in the interior keeping the T -curvature and the mean
curvature to be zero and the evolution equation by T -curvature at the boundary with the condition that
the Q-curvature and the mean curvature vanish. Using integral method, we prove global existence and
convergence for the Q-curvature flow (resp T -curvature flow) to smooth metric of prescribed Q-curvature
(resp T -curvature) under conformally invariant assumptions.
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1 Introduction
In the last decades there has been an intensive study on Geometric Flows in order to understand geomet-
rical, analytical, topological and physical problems. Such flows include the mean, inverse mean, Gauss
curvature and Willmore flows of submanifolds, Ricci, Ka¨hler-Ricci and Calabi flows of manifolds, Yang-
Mills flows of connection, Yamabe , Q-curvature and other conformal flows of metrics. Just to mention
some applications of the the study of such a flow, we have the Geometrization Conjecture, the Riemnann
Penrose inequality in General Relativity, Yang-Mills connection, Harmonic maps, some Uniformizations
Theorems in Ka¨hler geometry and Conformal geometry, ect...
In the context of 2-dimensional geometry, we have the example of the Gauss curvature flow
∂g(t)
∂t
= −2(Kg(t) −Kg(t))g(t) on Σ;
where Σ is a compact closed surface, Kg(t) the Gauss curvature of the evolving Riemannian manifold
(M, g(t)) and Kg(t) the mean value of Kg(t). From a Theorem of R. Hamilton[23] and an other one of
B. Chow[16], it is proved that for every closed surface Σ and every initial metric g0 on Σ, the initial
value problem 

∂g(t)
∂t
= −2(Kg(t) −Kg(t))g(t) on Σ;
g(0) = g0 on Σ.
admits a unique globally defined solution which converges exponentially (as t→ +∞) to a metric (confor-
mal to g0) of constant Gauss curvature. Hence providing an other proof of the Classical Uniformization
Theorem for compact closed Riemannian surfaces.
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In 4-dimensional geometry, we have the Q-curvature flow
∂g(t)
∂t
= −2(Qg(t) −Qg(t))g(t) on M
where M is a 4-dimensional compact closed manifold, Qg(t) = −
1
12 (∆g(t)Rg(t)−R
2
g(t)+3|Ricg(t)|
2) is the
Q-curvature of the evolving Riemannian manifold (M, g(t)) and Qg(t) its mean value with Rg(t) denoting
the scalar curvature and Ricg(t) the Ricci tensor.
Just to mention an existence and convergence results for this flow we cite the one of S. Brendle see[4].
He proved that for every four dimensional compact closed manifold M and for every initial metric
g0 on M , if the Paneitz operator P
4
g0
(for the definition see (4)) is non-negative with trivial kernel and∫
M
QgdVg < 8π
2 then the initial value problem

∂g(t)
∂t
= −2(Qg(t) −Qg(t))g(t) on M,
g(0) = g0 on M.
admits a unique globally defined solution which converges (as t → +∞) to a smooth metric (conformal
to g0) with constant Q-curvature.
Still in the context of 2-dimensional geometry, but for compact surfaces with boundary Σ, S. Brendle
has considered the following two flows:
(1)


∂g(t)
∂t
= −2(Kg(t) −Kg(t))g(t) on Σ;
kg(t) = 0 on ∂Σ.
(2)


∂g(t)
∂t
= −2(kg(t) − kg(t))g(t) on ∂Σ;
Kg(t) = 0 on Σ.
where Kg(t) denotes the Gauss curvature of the evolving Riemannian surface (M, g(t)) and kg(t) its
geodesic curvature. As a result of his study, see [5], he proved that if the initial metric has vanishing
geodesic curvature at the boundary then the initial value problem corresponding to (1) has a unique
globally define solution which converges to a metric (conformal to the initial one) with constant Gauss
curvature and vanishing geodesic curvature. Analogously he show also that if the initial metric has
vanishing Gauss curvature in the interior then the initial value problem corresponding to (2) admits a
unique globally defined solution which converges to a metric (conformal to the initial one) with constant
geodesic curvature and vanishing Gauss curvature.
In this paper we are interested to investiguate natural counterparts in 4-dimensional conformal ge-
ometry (for manifolds with boundary) of the flows on surfaces with boundary ((1), (2)) considrered by
S. Brendle .
In the theory of surfaces, it is well known that the Laplace-Beltrami operator on compact surfaces
with boundary Σ and the Neumann operator on the boundary are conformally invariant ones and govern
the transformation laws of the Gauss curvature and the geodesic curvature. In fact under the conformal
change of metric gu = e
2ug, we have

∆gu = e
−2u∆g;
∂
∂ngu
= e−u
∂
∂ng
;
and


−∆gu+Kg = Kgue
2u in Σ;
∂u
∂ng
+ kg = kgue
u on ∂Σ.
where ∆g (resp. ∆gu) is the Laplace-Beltrami operator of ( Σ, g) (resp. (Σ, gu)) and Kg (resp. Kgu) is
the Gauss curvature of (Σ, g) (resp. of (Σ, gu)),
∂
∂ng
(resp ∂
∂ngu
) is the Neumann operator of ( Σ, g) (resp.
2
of (Σ,gu)) and kg (resp. kgu) is the geodesic curvature of (∂Σ, g) (resp of (∂Σ,gu)) .
Moreover we have the Gauss-Bonnet formula which relates
∫
Σ
KgdVg+
∫
∂Σ
kgdSg and the topology of Σ
(3)
∫
Σ
KgdVg +
∫
∂Σ
kgdSg = 2πχ(Σ),
where χ(Σ) is the Euler-Poincare´ characteristic of Σ, dVg is the element area of Σ and dSg is the line
element of ∂Σ. Thus
∫
ΣKgdVg +
∫
∂Σ kgdSg is a topological invariant, hence a conformal one.
In 4-dimensional geometry, we have the Paneitz operator P 4g and the Q-curvature Qg defined as
follows.
(4) P 4g ϕ = ∆
2
gϕ+ divg
(
(
2
3
Rgg − 2Ricg)dϕ
)
; Qg = −
1
12
(∆gRg −R
2
g + 3|Ricg|
2)
where ϕ is any smooth function on M and (M, g) is a 4-dimensional Riemannian manifolds with bound-
ary. We have also that P 4g is conformally invariant in the following sens
P 4e4wg = e
−4wP 4g .
Likewise Chang and Qing, see [9], have discovered a boundary operator P 3g defined on the boundary of
compact four dimensional smooth manifolds and a natural third-order curvature Tg associated to P
3
g as
follows
P 3g ϕ =
1
2
∂∆gϕ
∂ng
+∆gˆ
∂ϕ
∂ng
−
4
3
Hg∆gˆϕ+ (Lg)ab(∇gˆ)a(∇gˆ)b +
2
3
∇gˆHg.∇gˆϕ+ (F −
Rg
3
)
∂ϕ
∂ng
.
Tg = −
1
12
∂Rg
∂ng
+
1
2
RgHg− < Gg, Lg > +3H
3
g −
1
3
Tr(L3) + ∆gˆHg,
where ϕ is any smooth function on M , gˆ is the metric induced by g on ∂M , Lg = (Lg)ab = −
1
2
∂gab
∂ng
is the second fundamental form of ∂M , Hg =
1
3 tr(Lg) =
1
2g
abLab (where ga,b are the entries of the
inverse g−1 of the metric g) is the mean curvature of ∂M , Rkbcd is the Riemann curvature tensor F =
Ranan, Rabcd = gakR
k
bcd (where ga,k are the entries of the metric g) and < Gg, Lg >= Ranbn(Lg)ab.
On the other hand, as the Laplace-Beltrami operator and the Neumann operator govern the trans-
formation laws of the Gauss curvature and the geodesic curvature on compact surfaces with boundary
under conformal change of metrics, we have that (P 4g , P
3
g ) does the same for (Qg, Tg) on compact four
dimensional smooth manifolds with boundary. In fact, after a conformal change of metric gu = e
2ug we
have that
(5)
{
P 4gu = e
−4uP 4g ;
P 3gu = e
−3uP 3g ;
and
{
P 4g + 2Qg = 2Qgue
4u in M
P 3g + Tg = Tgue
3u on ∂M.
Apart from this analogy we have also an extension of the Gauss-Bonnet formula (3) which is known as
the Gauss-Bonnet-Chern formula
(6)
∫
M
(Qg +
|Wg|2
8
)dVg +
∫
∂M
(T + Z)dSg = 4π
2χ(M)
where Wg denote the Weyl tensor of (M, g) and ZdSg is a pointwise conformal invariant. Moreover, it
turns out that Z vanishes when the boundary is totally geodesic (by totally geodesic we mean that the
boundary ∂M is umbilic and minimal).
And setting
κP 4g =
∫
M
QgdVg;
3
κP 3g =
∫
∂M
TgdSg;
we have that thanks to (6), and to the fact that WgdVg and LdSg are pointwise conformally invari-
ant, κP 4g + κP 3g is conformally invariant and will be denoted by
(7) κ(P 4,P 3) = κP 4g + κP 3g .
Therefore in the context of conformal geometry, the pair (Qg, Tg) is a natural generalization of (Kg, kg).
Thus the following flows are also natural generalization to the flows (1), (2) considered by S. Brendle

∂g(t)
∂t
= −2(Qg(t) −Qg(t))g(t) on M ;
Tg(t) = 0 on ∂M.
and 

∂g(t)
∂t
= −2(Tg(t) − Tg(t))g(t) on ∂M ;
Qg(t) = 0 on M.
However, since both of the flows are fourth order ones with a third order boundary condition, then from
the PDE’s point of view it is natural to impose a second boundary condition which is of first order. In
this spirit of solvability we will impose that the evolving Riemannian manifold (M, g(t)) to be minimal,
namely Hg(t) = 0. So the natural generalization of S. Brendle flows becomes
(8)


∂g(t)
∂t
= −2(Qg(t) −Qg(t))g(t) on M ;
Tg(t) = 0 on ∂M ;
Hg(t) = 0 on ∂M.
and
(9)


∂g(t)
∂t
= −2(Tg(t) − Tg(t))g(t) on ∂M ;
Qg(t) = 0 on M
Hg(t) = 0 on ∂M.
Here in this paper, we consider the following two flows
(10)


∂g(t)
∂t
= −2(Qg(t) −
Qg(t)
F
F )g(t) on M ;
Tg(t) = 0 on ∂M ;
Hg(t) = 0 on ∂M.
and
(11)


∂g(t)
∂t
= −2(Tg(t) −
Tg(t)
S
S)g(t) on ∂M ;
Qg(t) = 0 on M
Hg(t) = 0 on ∂M.
where F is a positive smooth function on M , and S a positive smooth function on ∂M . We point out
that, since the beginning the bar means the mean value with respect to g(t).
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Definding P 4,3g as follows
(12)〈
P 4,3g u, v
〉
L2(M)
=
∫
M
∆gu∆gvdVg+
2
3
Rg∇gu∇gvdVg−2
∫
M
Ricg(∇gu,∇gv)dVg−2
∫
∂M
Lg(∇gˆu,∇gˆv)dSg,
we obtain the following theorems:
Theorem 1.1 Let (M, g0) be a smooth compact Riemannian manifold with smooth boundary such that
Tg0 = 0 and Hg0 = 0. Assume P
4,3
g0
is non-negative, kerP 4,3g0 ≃ R and κ(P 4,P 3) < 4π
2, then the initial
boundary value problem corresponding to (10) with initial data g0 has a unique globally defined solution
which converges to a smooth metric (conformal to g0) with Q-curvature Q∞ verifying Q∞ =
Q∞
F
F and
vanishing T -curvature and mean curvature.
Theorem 1.2 Let (M, g0) be a smooth compact Riemannian manifold with smooth boundary such that
Qg0 = 0 and Hg0 = 0. Assume P
4,3
g0
is non-negative, kerP 4,3g0 ≃ R and κ(P 4,P 3) < 4π
2, then the initial
boundary value problem corresponding to (11) with initial data g0 has a unique globally defined solution
which converges to a smooth metric (conformal to g0) with T -curvature T∞ verifying T∞ =
T∞
S
S and
vanishing Q-curvature and mean curvature.
Remark 1.3 a) The assumptions in both theorems are conformally invariant.
b) Theorem 1.1 and Theorem 1.2 do not cover the case where M = B4 or M = S4+.
c) No umbilicity condition for ∂M and no local flatness condition for M is assumed for both theorems.
d) We point out that apart the proof of the short-time existence of Theorem 1.1, all the other steps remain
true with trivial adaptations for Theorem 1.2. Hence we will give only a full proof for Theorem 1.1, and
the proof of the short-time existence for Theorem 1.2.
Our approach to prove the Theorems above follows closely the one in [4] and [5]. However, due to the fact
that ∂M 6= ∅, there is an evident difference with the present case, which is mainly in the higher-order
estimates of the conformal factor. To obtain the W 4,2-bound, we use the same strategy as in [4] which
is based on deriving differential inequalities for the W 4,2-norm square of the conformal factor. To face
the fact that in our situation the underlying manifold has a boundary we use carefully some Sobolev
trace embeddings. An other difference comes in deriving W k,2-bounds. In fact due to the present of the
boundary, to get W k,2-bound for the conformal factor, it is not easy to do it by studing differential in-
equalities for ||∆
k
2 u(t)||2
L2
as it is done in [4]. However, it is natural to consider ||(P 4,3)
k
2 u(t)||2
L2
instead.
Using this new approach, it is no more possible to use the same arguments as in [4], because, there one
of the main ingredient was that ∆
k
2 ( k even) beeing a differential operator verifies Leibniz rule, which is
not the case for (P 4,3g0 )
k
2 (even if k is even), because beeing a pseudodifferential operator. To overcome
the lack of Leibniz rule for (P 4,3g0 )
k
2 , we use commutator formula in pseudodifferential calculus.
The structure of the paper is the following. In Section 2 we collect some notations and give some
preliminaries like the classical Sobolev embedding theorem and interpolation theorem, a Moser-Trudinger
type inequality, and a trace analogue of it envolving the operator P 4,3g0 , and regularity result. In Section
3 we give the proof of Theorem 1.1. The latter Section is divided into three Subsections. The first one
is concerned about the derivation of the evolution equation for the conformal factor, the Q-curvature
and the W 2,2-boundedness of the conformal factor. The second one deals with the higher-order bound
on fixed time interval for the conformal factor. And in the last one we establish the global existence and
convergence for the flow. The last Section is devoted to the the proof of the short-time existence for the
problem (11), hence with Remark 1.3, the proof of Theorem 1.2 follows.
Acknowledgements: The author have been supported by M.U.R.S.T within the PRIN 2006 Variational
methods and nonlinear differential equations.
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2 Notations and Preliminaries
In this brief Section, we collect some useful notations, give two geometric functionals which will play an
important role for the derivation of the W 2,2 bound for the conformal factor. Furthermore, we recall
some form of Sobolev embedding and interpolation inequalities since, we will often make use of them .
Moreover, we state a Moser-Trudinger type inequality onM , and derive a trace analogue of it , and state
a regularity result.
In the following, Wm,p(M, g) (respWm,p(∂M, gˆ)) will stands for the usual Sobolev space of functions
on (M, g) (resp (∂M, gˆ)) which are of class Wm,p in each coordinate system.
We remark that the appeareance of g (resp gˆ ) in the definition of the latters sets means that the covariant
derivatives are taken with respect to g (resp gˆ).
Large positive constant are always denoted by C, and the value of C is allowed to vary from formula to
formula and also within the same line.
Given u ∈ L1(M, g) (resp L1(∂M, gˆ), u¯ (resp u¯∂M ), denote the mean value of u on M (resp ∂M), that
is u¯ = (V olg(M))
−1
∫
M
udVg (resp u¯∂M = (V olgˆ(∂M))
−1
∫
∂M
udSg.
Sometimes the subscript in the definition of the mean value of a function defined on ∂M is omitted if
there is no possibility of confusion.
From now on the symbol bar will means the mean value with respect to the evolving metric unless
otherwise stated.
The notation u(t)g0 means the mean value of u(t) on M with respect to the metric g0.
As already said, we begin with the definition of two geometric functionals. Setting
(13) H ∂
∂n
= {u ∈ H2(M) :
∂u
∂ng0
= 0};
IIQ,F (u) =< P
4,3
g0
u, u >L2(M,g0) +4
∫
M
Qg0udVg0 − κ(P 4,P 3) log
∫
M
Fe4udVg; u ∈ H ∂
∂n
,(14)
and
IIT,S(u) =< P
4,3
g0
u, u >L2(M,g0) +4
∫
M
Qg0udVg0 −
4
3
κ(P 4,P 3) log
∫
M
Se4udVg; u ∈ H ∂
∂n
,(15)
We point out that critical points of IIQ,F (resp IIT,S) belonging to H ∂
∂n
give rise to metrics con-
formal to g0 with Q-curvature a constant multiple of F ( T -curvature a constant multiple of S), zero
T -curvature (resp zero Q-curvature) and zero mean curvature. The functional IIQ,1 (resp IIT,1) has
been studied respectively in [26] (resp [27]).
Next, we recall the classical Sobolev embedding theorem. Its proof in the Euclidean case can be found
in [20], page 28, Theorem 10.2. And the curved version (that we will state) can be obtained by standard
covering arguments.
Theorem 2.1 (Sobolev Emdedding)
Let (N, g) be a compact n-dimensional Riemannian manifold with or without boundary, and let u ∈
Wm,r(N, g), 1 ≤ r ≤ ∞. Then for every j ∈ [0,m[ , if j
n
+ 1
r
− m
n
> 0, then we have
||u||W j,p(N,g) ≤ C||u||Wm,r(N,g)
where p is given by 1
p
= j
n
+ 1
r
− m
n
, and C depends only on (N, g),m, j and r.
Now, we recall an interpolation theorem between Sobolev spaces. Its proof in the Euclidean case can
be found in [20], page 24, Theorem 9.3. And as above, the curved version (that we will state) can be
obtained by standard covering arguments.
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Theorem 2.2 (Interpolation Inequality)
Let (N, g) be a compact n-dimensional Riemmanian manifold with or without boundary. Let u ∈
Wm,r(N, g) ∩ Lq(N, g), 1 ≤ r, q ≤ ∞. Then, we have for any integer j ∈ [0,m[, and for any num-
ber a ∈ [ j
m
, 1[, there holds
||Dju||Lp(N,g) ≤ C(||u||Wm,r(N,g))
a(||u||Lq(N,g))
1−a,
where p is given by the following expression
1
p
=
j
n
+ a(
1
r
−
m
n
) + (1− a)
1
q
,
and C depends only on (N, g), r, q, j and a.
Next we give two Lemmas whose proof can be found in [26].
Lemma 2.3 Suppose kerP 4,3g0 ≃ R and P
4,3
g0
non-negative then we have that | · |P is an equivalent norm
to || · ||W 2,2 on {u ∈ H ∂
∂n
u¯ = 0}
Proposition 2.4 Assume P 4,3g0 is a non-negative operator with KerP
4,3
g0
≃ R. Then we have that for
all α < 16π2 there exists a constant C = C(M, g0, α) such that
(16)
∫
M
e
α(u−u¯)2
〈P4,3g0 u,u〉L2(M,g0) dVg0 ≤ C,
for all u ∈ H ∂
∂n
, and hence
(17) log
∫
M
e4(u−u¯)dVg0 ≤ C +
4
α
〈
P 4,3g0 u, u
〉
L2(M,g0)
∀u ∈ H ∂
∂n
.
Now we give a Proposition which is a trace analogue of the Moser-Trudinger type inequality above.
Proposition 2.5 Assume P 4,3g0 is a non-negative operator with KerP
4,3
g0
≃ R. Then we have that for
all α < 12π2 there exists a constant C = C(M, g0, α) such that
(18)
∫
∂M
e
α(u−u¯∂M )
2
〈P4,3g0 u,u〉L2(M,g0) dSg0 ≤ C,
for all u ∈ H ∂
∂n
, and hence
(19) log
∫
∂M
e3(u−u¯)dSg0 ≤ C +
9
4α
〈
P 4,3g0 u, u
〉
L2(M,g0)
∀u ∈ H ∂
∂n
.
Proof. First of all, without loss of generality we can assume u¯∂M = 0. Following the same argument
as in Lemma 2.2 in [10]. we get ∀β < 16π2 there exists C = C(β,M)∫
M
e
βv2R
M |∆gv|
2dVg0 dVg0 ≤ C, ∀v ∈ H ∂
∂n
with v¯∂M = 0.
From this, using the same reasoning as in Proposition 2.7 in [26], we derive
(20)
∫
M
e
βv2
〈P4,3g0 v,v〉L2(M,g0) dVg0 ≤ C, ∀v ∈ H ∂
∂n
with v¯∂M = 0.
Now let X be a vector field extending the the outward normal at the boundary ∂M . Using the divergence
theorem we obtain ∫
∂M
eαu
2
dSg0 =
∫
M
divg0
(
Xeαu
2
)
dVg0 .
7
Using the formula for the divergence of the product of a vector fied and a function we get
(21)
∫
∂M
eαu
2
dSg0 =
∫
M
(divg0X + 2uα∇gu∇g0X) e
αu2dVg0 .
Now we suppose < P 4,3g0 u, u >L2(M,g0)≤ 1, then since the vector field X is smooth we have
(22)
∣∣∣∣
∫
M
divg0Xe
αu2dVg0
∣∣∣∣ ≤ C;
thansk to (20). Next let us show that∣∣∣∣
∫
M
2αu∇g0u∇g0Xe
αu2dVg0 .
∣∣∣∣ ≤ C
Let ǫ > 0 small and let us set
p1 =
4
3− ǫ
, p2 = 4, p3 =
4
ǫ
.
It is easy to check that
1
p1
+
1
p2
+
1
p3
= 1.
Using Young’s inequality we obtain∣∣∣∣
∫
M
2αu∇g0u∇g0Xe
αu2dVg0
∣∣∣∣ ≤ C||u||L 4ǫ (M,g0)||∇g0u||L4(M,g0)
(∫
M
eα
4
3−ǫu
2
dVg0
) 3−ǫ
4
.
On the other hand, Lemma (2.3) and Sobolev embedding theorem imply
||u||
L
4
ǫ (M,g0)
≤ C;
and
||∇gu||L4(M,g0) ≤ C.
Furthermore from the fact that α < 12π2, by taking ǫ sufficiently small and using (20), we obtain(∫
M
eα
4
3−ǫu
2
dVg0
) 3−ǫ
4
.
Thus we arrive to
(23)
∣∣∣∣
∫
M
2αu∇g0u∇g0Xe
αu2dVg0
∣∣∣∣ ≤ C.
Hence (21), (22) and (23) imply ∫
∂M
eαu
2
dSg0 ≤ C,
as desired. So the first point of the Lemma is proved.
Now using the algebraic inequality
3ab ≤ 3γ2a2 +
3b2
4γ2
,
we have that the second point follows directly from the first one. Hence the Lemma is proved.
Now, we give a regularity result whose proof is a trivial adaptation of the arguments in Proposition
2.4 in [26].
Lemma 2.6 Let f ∈ Wm,p(M, g0), and h ∈Wm,p(∂M, gˆ0). Assume u ∈ H ∂
∂n
is a weak solution to{
P 4g u = f in M ;
P 3g u = h on ∂M.
then
||u||Wm,p(M,g0) ≤ C(||f ||Wm,p(M,g0) + ||h||Wm,p(∂M,gˆ0)).
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3 Proof of Theorem 1.1
This Section is concerned with the proof of Theorem 1.1. It is divided in three Subsections. The first
one deals with the short-time existence, the evolution of the Q-curvature and the derivation of the
W 2,2-bound for the conformal factor. The second one is concerned about the higher-order estimates on
fixed time interval for the conformal factor. The last one is about higher-order uniform estimates for the
conformal factor and the convergence of the flow.
3.1 Evolution equation of the conformal factor, Q-curvature and W 2,2-estimates
In this Subsection, we show the equivalence between our initial boundary value problem and a scalar
quasilinear parabolic initial boundary value problem. From this, we derive the short-time existence of so-
lution. Moreover, we derive the evolution equation for the Q-curvature and prove also the monotonicity
of the geometric functional IIQ,F along the flow. Furthermore using the Moser-Trudinger type inequality
(see Lemma 2.4), and the monotonocity of IIQ,F (u(t)), we get the W
2,2-boundedness for the conformal
factor u(t).
Now as said in the introduction of the Subsection, we start by giving an equivalent formulation of our
evolution problem which turns out to be a a scalar quasilinear parabolic initial boundary value one, and
the derivation of the evolution equation for the Q-curvature.
Lemma 3.1 The evolution equation (10) conserve the conformal structure of M . Moreover, setting the
evolving metric of the initial boundary value problem corresponding to g(t) to be g(t) = e2u(t)g0, we
have that the conformal factor u(t) satisfy the following quasilinear parabolic boundary value problem.
(24)


∂u(t)
∂t
= −
1
2
(
e−4u(t)(P 4g0u(t) + 2Qg0)− 2
Qg(t)
F
F
)
;
P 3g0u(t) = 0 on ∂M ;
∂u(t)
∂ng0
= 0 on ∂M ;
u(0) = 0 on M.
Furthermore we have that the volume is preserved by the flow (10) (hence Qg(t), too ) and (Qg(t) −
Qg(t)
F
F ) evolves as follows
(25)
∂(Qg(t) −
Qg(t)
F
F )
dt
= 4(Qg(t) −
Qg(t)
F
)−
1
2
P 4g(t)(Qg(t) −
Qg(t)
F
)− 4
Qg(t)
F
F
F
F
(Qg(t) −
Qg(t)
F
).
Proof. The fact that the evolution equation (10) conserves the conformal structure of M is evident.
Now writting the evolving metric g(t) = e2u(t)g0 we have that by differentiationg g(t)
(26)
∂g(t)
∂t
= 2
∂u(t)
∂t
e2u(t)g0 = 2
∂u(t)
∂t
g(t).
On the other hand using the evolution equation (10) we get
(27)
∂u(t)
∂t
= −(Qg(t) −
Qg(t)
F
F ) on M.
Next using the fact that the Paneitz operator governs the transformation law of Q-curvature (for con-
formal metrics), see (5), we have
(28) 2Qg(t) = e
−4u(t)
(
P 4g0u(t) + 2Qg0
)
on M.
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Hence (27) becomes
(29)
∂u(t)
∂t
= −
1
2
(
e−4u(t)(P 4g0u(t) + 2Qg0)− 2
Qg(t)
F
F
)
on M.
Furthermore using also the fact that the Chang-Qing operator governs the transformation law of T -
curvature (still for conformal metrics), see (5), we obtain
(30) P 3g0u(t) + Tg0 = Tg(t)e
3u(t) on ∂M.
Now from the fact that the initial metric g0 and the evolving metric g(t) all are T -flat, we infer that
(31) P 3g0u(t) = 0.
Next using the fact that the Neumann operator governs the transformation law of mean curvature (within
a conformal class), we get
(32)
∂u
∂n g0
+Hg0 = Hge
u on ∂M.
Hence using the fact that the initial metric and the evolving one all are such that the underlying manifold
endowed with is minimal, we derive that
(33)
∂u(t)
∂ng0
= 0.
So (29), (31), (32) and the fact that we start we the initial metric g0 imply that the first point of the
Lemma is proved.
Now let show that the volume is invariant with respect to time (t). First of all it is well known that
(34) dVg(t) = e
4u(t)dVg0 .
Hence from the definition of the volume and (34) we obtain
(35) V olg(t)(M) =
∫
M
e4u(t)dVg0 .
Now differentiating with respect to time (35) and using again (34), we get
(36)
dV olg(t)(M)
dt
= 4
∫
M
∂u(t)
∂t
dVg(t).
Thus using (27) we arrive to
dV olg(t)(M)
dt
= 4
∫
M
(F
Qg(t)
F
−Qg(t))dVg(t) = 0.
Hence the volume is invariant (with respect to time).
On the other hand since Tg(t) = 0 then from the general fact that the total integral (Q, T )-curvature
is conformally invariant, we get
∫
M
Qg(t)dVg(t) is invariant with time. Thus from the invariance of the
volume, we infer that Qg(t) is also invariant with respect to time.
Now let us derive the evolution equation of (Qg(t) −
Qg(t)
F
F ). Firts recalling that Qg(t) is invariant with
respect to time we have
(37)
∂(Qg(t) −
Qg(t)
F
F )
∂t
=
∂Qg(t)
∂t
+
Qg(t)
F
2 F
dF
dt
.
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Now using the fact that Qg(t) =
1
2e
−4u(t)(P 4g0u(t) + 2Qg0), see (5) and Leibniz rule we get
(38)
∂Qg(t)
∂t
= −2
∂u(t)
∂t
e−4u(t)(P 4g0u(t) + 2Qg0) +
1
2
P 4g(t)(
∂u(t)
∂t
).
Thus using again the formula for Qg(t) we have that (38) becomes
(39)
∂Qg(t)
∂t
= −4
∂u(t)
∂t
Qg(t) +
1
2
P 4g(t)(
∂u(t)
∂t
)
Now (27) and (39) give
(40)
∂Qg(t)
∂t
= 4(Qg(t) −
Qg(t)
F
F )Qg(t) −
1
2
P 4g(t)(Qg(t) −
Qg(t)
F
F ).
On the other hand, by trivial calculations, one can easily check that the following holds
(41)
dF
dt
= −4F (Qg(t) −
Qg(t)
F
).
Thus (37), (40), and (41) imply
(42)
∂(Qg(t) −
Qg(t)
F
F )
dt
= 4(Qg(t) −
Qg(t)
F
)−
1
2
P 4g(t)(Qg(t) −
Qg(t)
F
)− 4
Qg(t)
F
F
F
F
(Qg(t) −
Qg(t)
F
).
So the last point of the Lemma holds. Hence the proof of the Lemma is concluded.
Next, we give a Proposition which shows the short-time existence of the flow, the monotonicity of
IIQ,F along it, and the W
2,2 bound of the conformal factor.
Proposition 3.2 Under the assumptions of Theorem 1.1, we have that the initial boundary value prob-
lem corresponding to (10) has a unique short time solution g(t) = e2u(t)g0. Moreover the conformal
factor u(t) satisfies
(43)
dIIQ,F (u(t))
dt
= −4
∫
M
(
Qg(t) −
Qg(t)
F
F
)2
dVg(t).
Furthermore there holds
(44) ||u(t)||W 2,2(M,g0) ≤ C ∀t.
Proof. By Lemma 3.1, we have that the evolution equation in consideration is equivalent to the
following quasilinear parabolic BVP
(45)


∂u(t)
∂t
= −
1
2
(
e−4u(t)(P 4g0u+ 2Qg0)− 2
Qg(t)
F
F
)
;
P 3g0u(t) = 0 on ∂M ;
∂u(t)
∂g0
= 0 on ∂M ;
u(0) = 0 on M.
Since by asummption P 4,3g0 is non-negative with trivial kernel, then the problem (45) is parabolic. Hence
the theory for short time existence for scalar parabolic evolution equation ensure the existence of a unique
11
short-time solution.
Now let us show that
(46)
dIIQ,F (u(t))
dt
= 4
∫
M
(Qg(t) −
Qg(t)
F
F )
∂u(t)
∂t
dVg(t).
From the fact that P 4,3g0 is self-adjoint, we infer that
(47)
dIIQ,F (u(t))
dt
= 2 < P 4,3g0 u(t),
∂u(t)
∂t
>L2(M,g0) +4
∫
M
Qg0
∂u(t)
∂t
dVg0 − 4κ(P 4,P 3)
∫
M
Fe4u(t)
∂u(t)
∂t
dVg0∫
M
Fe4u(t)dVg0
.
Now recalling that dVg(t) = e
4u(t)dVg0 we have that (47) becomes
(48)
dIIQ,F (u(t))
dt
= 2 < P 4,3g0 u(t),
∂u(t)
∂t
>L2(M,g0) +4
∫
M
Qg0
∂u(t)
∂t
dVg0 −
∫
M
4
Qg(t)
F
F
∂u(t)
∂t
dVg(t).
Next, from (5) and Lemma 3.1, we get
(49)


P 4g0u(t) + 2Qg0 = 2Qg(t)e
4u(t) in M ;
P 3g u(t) = 0 on ∂M ;
∂u(t)
∂ng0
= 0 on ∂M.
Using (49) we derive
(50) 2 < P 4,3g0 u(t),
∂u(t)
∂t
>L2(M,g0) +4
∫
M
Qg0
∂u(t)
∂t
dVg0 = 4
∫
M
Qg(t)e
4u(t) ∂u(t)
∂t
dVg0 .
Furthermore using (34), we have that (50) becomes
(51) 2 < P 4,3g0 u,
∂u
∂t
>L2(M,g0) +4
∫
M
Qg0
∂u
∂t
dVg0 = 4
∫
M
Qg(t)
∂u
∂t
dVg(t).
Thus we obtain
(52)
dII(u(t))
dt
= 4
∫
M
(Qg(t) −
Qg(t)
F
F )
∂u(t)
∂t
dVg(t).
Hence the claim (46) is proved. Now recalling that ∂u(t)
∂t
= −(Qg(t) −
Qg(t)
F
F ) (see (27) ) we have that
(46) becomes
dIIQ,F (u(t))
dt
= −4
∫
M
(Qg(t) −
Qg(t)
F
F )2dVg(t).
as desired.
Next let us show that
(53) ||u(t)||W 2,2(M,g0) ≤ C ∀t.
First of all using (43) we have that the Energy functional is decreasing along the the flow, hence we infer
that
(54) IIQ,F (u(t)) ≤ C.
Now suppose κ(P 4,P 3) < 0. We have by Jensen’s inequality that
(55) IIQ,F (u(t)) ≥< P
4,3
g0
u(t), u(t) >L2(M,g0) +4
∫
M
Qg0(u(t)− u(t)g0)dVg0 − C.
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Next using Ho¨lder inequality, Poincare´ inequality, and Lemma 2.3 we get
(56) IIQ,F (u(t)) ≥ β||u(t)− u(t)g0 ||W 2,2(M,g0) − C.
for some β > 0.
Now if 0 < κ(P 4,P 3) < 4π
2, we have by using Lemma 2.3 Poincare inequality and Moser-Trudinger type
inequality (see Lemma 2.4), we obtain
(57) IIQ,F (u(t)) ≥—. |u(t)− u(t)g0 ||W 2,2(M,g0) − C
for some δ > 0. Thus (56) and (57) imply that in both cases, there holds
(58) IIQ,F (u(t)) ≥ γ||u(t)− u(t)g0 ||W 2,2(M,g0) − C
for some γ > 0. Hence to prove the W 2,2-boundedness of u(t), it is sufficient to prove that
(59) − C ≤ u(t)g0 ≤ C.
To do this we first use Moser-Trudinger type inequality ( see Lemma 2.4), (58) and (54) to infer that
(60)
∫
M
e
4(u(t)−u(t)g0
)
dVg0 ≤ C.
Next from the fact that the volume is conserved, we have that (60) implies
(61) u(t)g0 ≥ −C.
Furthermore from the conservation of the volume and Jensen’s inequality, we derive
(62) u(t)g0 ≤ C.
Hence (61) and (62) gives
−C ≤ u(t)g0 ≤ C.
Thus (59) is proved.
Now using (58) and (59) we get
(63) ||u(t)||W 2,2(M,g0) ≤ C.
So the W 2,2-boundedness of u(t) is proved. Hence ending the proof of the Proposition.
3.2 Higher order a priopri estimates on fixed time interval
This Subsection is concerned about higher-order estimates of the conformal factor u(t) on fixed time
interval. We start with a Lemma showing the W 4,2-estimate.
Lemma 3.3 Suppose that the assumptions of Theorem 1.1 holds and let u(t) be the unique short-time
solution to initial scalar parabolic boundary value problem (24). Then for every T > 0 such that u(t) is
defined on [0, T [, there exists C = C(T ) > 0 such that
(64) ||u(t)||W 4,2(M,g0) ≤ C ∀t ∈ [0, T [.
Proof. Let us set
(65) v(t) = e2u(t)
∂u(t)
∂t
.
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Then using the evolution equation for u(t) (see (24)) we get
(66) v(t) =
1
2
(
−e−2u(t)(P 4g0u(t) + 2Qg0)− 2e
2u(t)Qg(t)
F
F
)
.
From this last formula we derive the expression of P 4g0u(t) in term of v(t) as follows
(67) P 4g0u(t) = −2ve
2u(t) − 2Qg0 + 2e
4u(t)Qg(t)
F
F.
Now let us show that
(∫
M
(P 4,3g0 u(t))
2dVg0
)
satisfies a differential inequality that will allow us get an
upper bound for it. Hence by the properties of P 4,3g0 , we obtain the W
4,2-bounds for u(t) as desired.
Using the rule of differentiation under the sign integral, we get
(68)
d
dt
(∫
M
(P 4,3g0 u(t))
2dVg0
)
= 2
∫
M
P 4,3g0 u(t)P
4,3
g0
(
∂u(t)
∂t
)dVg0 .
Next, using (67) and the fact that P 3g0u(t) = 0, we have that (68) becomes
(69)
d
dt
(∫
M
(P 4,3g0 u(t))
2dVg0
)
= 2
∫
M
(
−2ve2u(t) − 2Qg0 + 2e
4u(t)Qg(t)
F
F
)
P 4,3g0 (
∂u(t)
∂t
)dVg0 .
Using the definition of v(t) and expanding the left hand side of (69), we get
(70)
d
dt
(∫
M
(P 4,3g0 u(t))
2dVg0
)
=
∫
M
(
−4ve2u(t)P 4,3g0 (ve
−2u(t)) + (4e4u(t)
Qg(t)
F
F − 4Qg0)P
4,3
g0
(v(t)e−2u(t))
)
dVg0
On the other hand, from the definition of the operator P 4,3g0 , we have that (70) becomes
d
dt
(∫
M
(P 4,3g0 u(t))
2dVg0
)
=
∫
M
[
−4∆g0(v(t)e
2u(t))∆g0(v(t)e
−2u(t))−
8
3
Rg0∇g0(v(t)e
2u(t))∇g0(v(t)e
−2u(t))
]
dVg0
+
∫
M
8Ricg0(∇g0(v(t)e
2u(t)),∇g0 (v(t)e
−2u(t)))dVg0 + 8
∫
∂M
Lg0(∇gˆ0(v(t)e
2u(t)),∇gˆ0(v(t)e
−2u(t)))dSg0
+
∫
M
[
(4e4u(t)
Qg(t)
F
F − 4Qg0)P
4,3
g0
(v(t)e−2u(t))
]
dVg0 .
(71)
Now using the identity
∆g0(v(t)e
2u(t))∆g0 (e
−2u(t)v(t)) =
(
∆g0v(t) + 4|∇g0u(t)|
2v(t)
)2
− (4(∇g0u(t),∇g0v(t)) + 2∆g0u(t)v(t))
2
we obtain
(72)
∆g0(v(t)e
2u(t))∆g0(e
−2u(t)v(t))−
1
2
(∆g0v(t))
2 ≥ −C
(
|∇g0u(t)|
4v(t)2 + (∇g0u(t)∇g0v(t))
2 + (∆g0u(t))
2v(t)2
)
.
On the other hand using Ho¨lder inequality we get
(73)
∫
M
|∇g0u(t)|
4v(t)2dVg0 ≤ ||∇g0u||
4
L8(M,g0)
||v||2L4(M,g0);
Now using Sobolev embedding Theorem (see Theorem 2.1), one can easily see that the following hold
||u(t)||W 1,8(M,g0) ≤ C||u(t)||W 2,
8
3 (M,g0)
.
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On the other hand, since −C ≤ u(t)g0 ≤ C, then we have
||u(t)||
W
2, 8
3 (M,g0)
≤ C||∇2g0u(t)||L
8
3 (M,g0)
.
Next using interpolation inequality (see Theorem 2.2), we have
||∇2g0u(t)||L
8
3 (M,g0)
≤ C||∇2g0u(t)||
3
4
L2(M,g0)
||∇2g0u(t)||
1
4
W 2,2(M,g0)
.
Thus we arrive to
||∇2g0u(t)||L
8
3 (M,g0)
≤ C||u(t)||
3
4
W 2,2(M,g0)
||u(t)||
1
4
W 4,2(M,g0)
.
Hence we obtain
(74) ||u(t)||W 1,8 ≤ C||u(t)||
3
4
W 2,2(M,g0)
||u(t)||
1
4
W 4,2(M,g0)
;
On the other hand, using again the same interpolation Theorem as above, we get
(75) ||v(t)||L4(M,g0) ≤ C||v(t)||
1
2
L2(M,g0)
||v(t)||
1
2
W 2,2(M,g0)
.
Hence (73), (74) and (75) imply
(76)
∫
M
|∇g0u(t)|
4v(t)2dVg0 ≤ C||u(t)||
3
W 2,2(M,g0)
||u(t)||W 4,2(M,g0)||v(t)||L2(M,g0)||v(t)||W 2,2(M,g0);
Using again Ho¨lder inequality we get
(77)
∫
M
(∇0u(t),∇g0v(t))
2dVg0 ≤ ||∇g0u(t)||
2
L8(M,g0)
||∇g0v(t)||
2
L
8
3 (M,g0)
;
Now using interpolation as above, we get
||∇g0v(t)||L
8
3 (M,g0)
≤ C||∇g0v(t)||
1
2
L2(M,g0)
||∇g0v(t)||
1
2
W 1,2(M,g0)
,
and
||∇g0v(t)||L2(M,g0) ≤ C||v(t)||
1
2
L2(M,g0)
||v(t)||
1
2
W 2,2(M,g0)
.
The last two formulas imply
(78) ||∇g0v(t)||L
8
3 (M,g0)
≤ C||v(t)||
1
4
L2(M,g0)
||v(t)||
3
4
W 2,2(M,g0)
.
Hence (74), (77) and (78) imply
(79)
∫
M
(∇0u(t),∇g0v(t))
2dVg0 ≤ C|||u(t)||
3
2
W 2,2(M,g0)
||u(t)||
1
2
W 4,2(M,g0)
||v(t)||
1
2
L2(M,g0)
||v(t)||
3
2
W 2,2(M,g0)
;
Still from Ho¨lder inequality we get
(80)
∫
M
(∆g0u(t))
2v(t)2dVg0 ≤ ||∆g0u(t)||
2
L4(M,g0)
||v(t)||2L4(M,g0).
Furthermore using again interpolation inequality, we have
||∆g0u(t)||L4(M,g0) ≤ C||∆g0 ||
1
2
L2(M,g0)
||∆g0u(t)||
1
2
W 2,2(M,g0)
.
Thus, we obtain
(81) ||∆g0u(t)||L4(M,g0) ≤ C||u(t)||
1
2
W 2,2(M,g0)
||u(t)||
1
2
W 4,2(M,g0)
.
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Hence (75), (80) and (81) imply
(82)
∫
M
(∆g0u(t))
2v(t)2dVg0 ≤ ||u(t)||W 2,2(M,g0)||u(t)||W 4,2(M,g0)||v(t)||L2(M,g0)||v(t)||W 2,2(M,g0).
Now using the fact that ||u(t)||W 2,2(M,g0) ≤ C (see Lemma 3.2), we have that (72), (76) (79) and
(82) imply
∫
M
−4∆g0(v(t)e
2u(t))∆g0(v(t)e
−2u(t))dVg0 ≤ − 2
∫
M
(∆g0v(t))
2dVg0
+ C
(
|u(t)||W 4,2(M,g0)||v(t)||L2(M,g0)||v(t)||W 2,2(M,g0)
)
+ C
(
||u(t)||
1
2
W 4,2(M,g0)
||v(t)||
1
2
L2(M,g0)
||v(t)||
3
2
W 2,2(M,g0)
)
(83)
Next using the relation
(84) ∇g0(v(t)e
2u(t))∇g0 (v(t)e
−2u(t))) = (|∇g0v(t)|
2 − 4|∇g0u(t)|
2v(t)2),
we get
(85)
∫
M
∣∣∣∇g0(v(t)e2u(t))∇g0 (v(t)2e−2u(t)))∣∣∣ dVg0 ≤ ||∇g0v(t)||2L2(M,g0) + 4
∫
M
|∇g0u(t)|
2v(t)2dVg0
Now using again Ho¨lder inequality, we have∫
M
|∇g0u(t)|
2v(t)2dVg0 ≤ C||∇g0u(t)||
2
L4(M,g0)
||v(t)||2L4(M,g0).
Furthermore, applying the Sobolev embedding theorem, we get
||∇g0u(t)||L4(M,g0) ≤ ||u(t)||W 2,2(M,g0).
Thus (75) and the fact that ||u(t)||W 2,2(M,g0) ≤ C imply∫
M
|∇g0u(t)|
2v(t)2dVg0 ≤ C||v(t)||W 2,2(M,g0)||v(t)||L2(M,g0).
Hence we obtain
∣∣∣∣
∫
M
−
8
3
Rg0∇g0(ve
2u)∇g0(ve
−2u) + 8Ricg0(∇g0 (ve
2u),∇g0 (ve
−2u))dVg0
∣∣∣∣ ≤ C||v(t)||L2(M,g0)||v(t)||W 2,2(M,g0)
+C||∇g0v(t)||
2
L2(M,g0)
.
(86)
On the other hand using again interpolation inequality, we get
||∇g0v(t)||
2
L2(M,g0)
≤ C||v(t)||L2(M,g0)||v(t)||W 2,2(M,g0).
So we have
(87)∣∣∣∣
∫
M
−
8
3
Rg0∇g0(ve
2u)∇g0(ve
−2u) + 8Ricg0(∇g0(ve
2u),∇g0(ve
−2u))dVg0
∣∣∣∣ ≤ C||v(t)||L2(M,g0)||v(t)||W 2,2(M,g0).
Next by using the expression of P 4g0 one can easily check that the folowing holds
(88)
|P 4g0(e
4u(t))| ≤ Ce4u(t)
(
|∇4g0u(t)|+ |∇
2
g0
u(t)|+ |∇g0u(t)||∇
3
g0
u(t)|+ |∇2g0u(t)|
2 + |∇g0u(t)|
2 + |∇g0u(t)|
4
)
.
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Thus, we obtain
|e−4u(t)P 4g0(e
4u(t))| ≤ C
(
|∇4g0u(t)|+ |∇
2
g0
u(t)|+ |∇g0u(t)||∇
3
g0
u(t)|+ |∇2g0u(t)|
2 + |∇g0u(t)|
2 + |∇g0u(t)|
4
)
.
Now, taking the square of both side, integrating both sides, after taking the square root and using Ho¨lder
inequality and Sobolev embedding we get
||e−4uP 4g0(e
4u(t))||L2(M,g0) ≤ C
(
||u(t)||W 4,2(M,g0) + ||u(t)||W 1,4(M,g0)||u(t)||W 3,4(M,g0) + ||u(t)||
2
W 2,4(M,g0)
)
+C||u(t)||4W 1,8(M,g0).
(89)
On the other hand, using Sobolev embedding theorem, we have
||u(t)||W 1,4(M,g0) ≤ C||u(t)||W 2,2(M,g0)
and
||u(t)||W 3,4(M,g0) ≤ C||u(t)||W 4,2(M,g0).
From the fact that −C ≤ u(t)g0 ≤ C, we get
||u(t)||W 2,4(M,g0) ≤ C||∆g0u(t)||L4(M,g0).
Hence, using (81) we obtain
(90) ||u(t)||W 2,4(M,g0) ≤ C||u(t)||
1
2
W 2,2(M,g0)
||u(t)||
1
2
W 4,2(M,g0)
Thus (74) and (90) imply that (89) becomes
||e−4u(t)P 4g0(e
4u(t))||L2(M,g0) ≤ C
(
||u(t)||W 4,2(M,g0) + ||u(t)||W 2,2(M,g0)||u(t)||W 4,2(M,g0)
)
+C
(
||u(t)||3H2(M,g0)||u(t)||W 4,2(M,g0)
)
.
(91)
Thus using again the fact that ||u(t)||W 2,2(M,g0) ≤ C, we get
(92) ||e−4u(t)P 4g0(e
4u(t))||L2(M,g0) ≤ C||u(t)||W 4,2(M,g0).
Now from Moser-Trudinger inequality we infer that
(93) sup{||e2u(t)||L4(M,g0), ||e
−2u(t)||L2(M,g0)} ≤ C.
Using Young’s inequality we get∫
M
|P 4g0(e
4u(t))|ve−2u(t) ≤ C||e−4u(t)P 4g0 (e
4u(t))||L2(M,g0)||v||L4(M,g0)||e
2u(t)||L4(M,g0)
Hence (75) (92) and (93) imply
(94)
∫
M
|P 4g0(e
4u(t))|ve−2u(t) ≤ C||u(t)||W 4,2(M,g0)||v(t)||H2(M,g0).
On the other hand using the definition of P 3g0 one can check easily that the following hold
|P 3g0(e
4u(t))| ≤ Ce4u(t)
(
|
∂∆g0u(t)
∂ng0
|+ |∇2gˆ0u(t)|+ |
∂(|∇g0u(t)|
2)
∂ng0
|+ |∇gˆ0u(t)|
)
.
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Hence, using the same trick as above, we obtain
||e−4u(t)P 3g0(e
4u(t))||L2(∂M,gˆ0) ≤ C
(
||
∂∆g0u(t)
∂ng0
||L2(∂M,gˆ0) + ||∇
2
gˆ0
u(t)||L2(∂M,gˆ0) + ||
∂(|∇g0u(t)|
2)
∂ng0
||L2(∂M,gˆ0)
)
+C||∇gˆ0u(t)||L2(∂M,gˆ0).
(95)
Now using trace Sobolev embedding we get
(96) ||
∂∆g0u(t)
∂ng0
||
W
1
2
,2(∂M,gˆ0)
≤ C||∆g0u||W 2,2(M,g0),
(97) ||
∂(|∇g0u(t)|
2)
∂ng0
||
W
1
2
,2(∂M,gˆ0)
≤ C|||∇g0u(t)|
2||W 2,2(M,g0),
and
(98) ||∇2gˆ0u(t)||L2(∂M,gˆ0) + ||∇gˆ0u(t)||L2(∂M,hatg0) ≤ C||u(t)||W 2+
1
2
,2(∂M,gˆ0)
≤ C||u(t)||W 3,2(M,g0).
Hence (96)-(98) imply that (95) becomes
(99) ||e−4u(t)P 3g0(e
4u(t))||L2(∂M) ≤ C
(
||∆g0u||W 2,2(M,g0) + |||∇g0u(t)|
2||w2,2(M,g0) + ||u(t)||W 3,2(M,g0)
)
.
Now using Sobolev embedding, we obtain
(100) ||∆g0u||W 2,2(M,g0) ≤ ||u||W 4,2(M,g0),
(101) ||u(t)||W 3,2(M,g0) ≤ C|||u(t)||W 4,2(M,g0).
Furthermore using Ho¨lder inequality, we derive
(102) |||∇g0u(t)|
2||W 2,2(M,g0) ≤ C
(
||∇3g0u(t)||L4(M,g0)||∇g0u(t)||L4(M,g0) + ||∇
2
g0
u(t)||2L4(M,g0)
)
;
hence we obtain
(103) |||∇g0u(t)|
2||W 2,2(M,g0) ≤
(
||u(t)||W 3,4(M,g0)||u(t)||W 1,4(M,g0) + ||u(t)||
2
W 2,4(M,g0)
)
.
Now using again Sobolev embedding we get
(104) ||u(t)||W 3,4(M,g0) ≤ C||u(t)||W 4,2(M,g0);
and
(105) ||u(t)||W 1,4(M,g0) ≤ C||u(t)||W 2,2(M,g0)
Thus from the fact that ||u(t)||W 2,2(M,g0) ≤ C, (90) and (99)-(105) we infer
(106) ||e−4u(t)P 3g0(e
4u(t))||L2(∂M,gˆ0) ≤ C||u(t)||W 4,2(M,g0).
On the other hand using Ho¨lder inequality we obtain
(107)
∫
∂M
|P 3g0 (e
4u(t))|ve−2u(t)dVg0 ≤ ||e
−4u(t)P 3g0(e
4u(t))||L2(∂M)||v(t)||L4(∂M)||e
2u(t)||L2(∂M).
Next using Moser-Trudinger inequality, trace Sobolev embedding and Sobolev embedding we get
(108) ||e2|u(t)|||L4(∂M,gˆ0) ≤ C,
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and
(109) ||v(t)||L4(∂M,gˆ0) ≤ C||v(t)||W 1,4(M,g0) ≤ C||v(t)||W 2,2(M,g0).
Hence we have (106), (108) ’and (109) imply that (107) becomes
(110)
∫
∂M
|P 3g0(e
4u(t))|ve−2u(t)dSg0 ≤ C||v(t)||W 2,2(M,g0)||u(t)||W 4,2(M,g0).
Now let us estimate ∣∣∣∣∣
∫
M
[
(4e4u(t)
Qg(t)
F
F − 4Qg0)P
4,3
g0
(v(t)e−2u(t))
]
dVg0
∣∣∣∣∣
Using the self-adjointness of P 4,3g0 , we have∫
M
[
(4e4u(t)
Qg(t)
F
F − 4Qg0)P
4,3
g0
(v(t)e−2u(t))
]
dVg0 =
∫
M
4
Qg(t)
F
P 4,3g0 (e
4u(t)F )(v(t)e−2u(t))dVg0
−
∫
M
4P 4,3g0 (Qg0)(v(t)e
−2u(t))dVg0
(111)
Thus we obtain
∣∣∣∣∣
∫
M
[
(4e4u(t)
Qg(t)
F
F − 4Qg0)P
4,3
g0
(v(t)e−2u(t))
]
dVg0
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
M
4
Qg(t)
F
P 4,3g0 (e
4u(t)F )(v(t)e−2u(t))dVg0
∣∣∣∣∣
+
∣∣∣∣
∫
M
4P 4,3g0 (Qg0)(v(t)e
−2u(t))dVg0
∣∣∣∣ .
(112)
Now, using Ho¨lder inequality, we get∣∣∣∣
∫
M
4P 4,3g0 (Qg0)(v(t)e
−2u(t))dVg0
∣∣∣∣ ≤ ||v(t)||L4(M,g0)||e−2u(t)||L4(M,g0).
Hence using, we obtain∣∣∣∣
∫
M
4P 4,3g0 (Qg0)(v(t)e
−2u(t))dVg0
∣∣∣∣ ≤ ||v(t)|| 12L2(M,g0)||v(t)|| 12W 2,2(M,g0).
Next let us estimate
∣∣∫
M
P 4,3g0 (e
4u(t)F )(v(t)e−2u(t))dVg0
∣∣.
First of all we have∫
M
P 4,3g0 (e
4u(t)F )(v(t)e−2u(t))dVg0 =
∫
M
(
P 4,3g0 (e
4u(t)F )− FP 4,3g0 (e
4u(t))
)
(v(t)e−2u(t))dVg0
+
∫
M
FP 4,3g0 (e
4u(t))(v(t)e−2u(t))dVg0 .
(113)
Thus, we get∣∣∣∣
∫
M
P 4,3g0 (e
4u(t)F )(v(t)e−2u(t))dVg0
∣∣∣∣ ≤
∣∣∣∣
∫
M
(
P 4,3g0 (e
4u(t)F )− FP 4,3g0 (e
4u(t))
)
(v(t)e−2u(t))dVg0
∣∣∣∣
+
∣∣∣∣
∫
M
FP 4,3g0 (e
4u(t))(v(t)e−2u(t))dVg0 .
∣∣∣∣
(114)
Now using Ho¨lder inequality. (94), and (110), we have that the second term in the left hand side of the
above inequality can be estimated as follows∣∣∣∣
∫
M
FP 4,3g0 (e
4u(t))(v(t)e−2u(t))dVg0 .
∣∣∣∣ ≤ C||v(t)||W 2,2(M,g0)||u(t)||W 4,2(M,g0).
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Next using again Holder inequality, we infer that the first term can be estimated in the following way
∣∣∣∣
∫
M
(
P 4,3g0 (e
4u(t)F )− FP 4,3g0 (e
4u(t))
)
(v(t)e−2u(t))dVg0
∣∣∣∣ ≤ ||(P 4,3g0 (e4u(t)F )− FP 4,3g0 (e4u(t))) ||L2(M,g0)||v(t)||L4(M,g0)
||e−2u(t)||L4(M,g0).
(115)
On the other hand, using commutators formula in pseudodifferential calculus, we have
||
(
P 4,3g0 (e
4u(t)F )− FP 4,3g0 (e
4u(t))
)
||L2(M,g0) ≤ C||e
4u(t)||W 3,2(M,g0).
moreover using the same argument as above one can check easily that the following holds
||e4u(t)||W 3,2(M,g0) ≤ ||u(t)||W 4,2(M,g0).
Thus we derive
(116)∣∣∣∣
∫
M
(
P 4,3g0 (e
4u(t)F )− FP 4,3g0 (e
4u(t))
)
(v(t)e−2u(t))dVg0
∣∣∣∣ ≤ ||u(t)||W 4,2(M,g0)||v(t)|| 12L2(M,g0)||v(t)|| 12W 2,2(M,g0).
Hence combining all, and the fact that Qg(t), is invariant with respect to t we get
(117)
∫
M
[
(4e4u(t)
Qg(t)
F
F − 4Qg0)P
4,3
g0
(v(t)e−2u(t))
]
dVg0 ≤ C||v(t)||W 2,2(M,g0)||u(t)||W 4,2(M,g0).
Now let us estimate 8
∫
∂M
Lg0(∇gˆ0 (v(t)e
2u(t)),∇gˆ0(v(t)e
−2u(t)))dSg0 . Using the identity (84) (with
g replaced by g˜) we get∣∣∣∣8
∫
∂M
Lg0(∇g˜(ve
2u(t)),∇g˜(ve
−2u(t)))dSg0
∣∣∣∣ ≤ C
∫
∂M
|∇g˜v(t)|
2dSg0 + C
∫
∂M
|∇g˜u(t)|
2v(t)2.
Now for ǫ > 0 small enough, we have by Lemma 2.3 in [10]
(118)
∫
M
|∇g˜0v(t)|
2dSg0 ≤ ǫ
∫
M
(∆g0v(t))
2 + Cǫ||v(t)||
2
W 1,2 .
Hence using Sobolev embedding we get
(119)
∫
M
|∇g˜0v(t)|
2dSg0 ≤ ǫ
∫
M
(∆g0v(t))
2 + Cǫ||v(t)||L2(M,g0)||v(t)||W 2,2(M,g0).
On the other hand, using again Ho¨lder inequality we get
(120)
∫
∂M
|∇gˆ0u(t)|
2v(t)2 ≤ ||∇gˆ0u(t)||
2
L6(∂M,gˆ0)
||v(t)||2L3(∂M,gˆ0).
Now using trace Sobolev embedding and sobolev emdedding we derive
(121) ||∇g˜0u(t)||
2
L6(∂M,gˆ0)
≤ C||∇g˜0u(t)||
2
W 1,2(∂M,gˆ0)
≤ C||u(t)||2W 3,3(M,g0);
On the other hand using interpolation, it is easily seen that the following holds
||u(t)||2W 3,3(M,g0) ≤ C||u(t)||
1
3
W 2,2(M,g0)
||u(t)||
5
3
W 4,2(M,g0)
Hence we obtain
||∇g˜0u(t)||
2
L6(∂M,gˆ0)
≤ C||u(t)||
1
3
W 2,2(M,g0)
||u(t)||
5
3
W 4,2(M,g0)
.
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Now using trace Sobolev embedding, we get
(122) ||v(t)||2L3(∂M,gˆ0) ≤ C||v(t)||
2
W 1,3(M,g0)
.
Next using interpolation, we obtain
||v(t)||2W 1,3(M,g0) ≤ C||v(t)||
1
3
L2(M,g0)
||v(t)||
5
3
W 2,2(M,g0)
.
Hence we arrive to
||v(t)||2L3(∂M,gˆ0) ≤ C||v(t)||
1
3
L2(M,g0)
||v(t)||
5
3
W 2,2(M,g0)
.
Thus using the fact that ||u(t)||W 2,2(M,g0) ≤ C, we get∫
∂M
|∇gˆ0u(t)|
2v(t)2 ≤ C||u(t)||
5
3
W 4,2(M,g0)
||v(t)||
1
3
L2(M,g0)
||v(t)||
5
3
W 2,2(M,g0)
Hence collecting all, we get
∣∣∣∣8
∫
∂M
Lg0(∇g˜(v(t)e
2u(t)),∇g˜(v(t)e
−2u(t)))dSg0
∣∣∣∣ ≤ ǫ
∫
M
(∆g0v(t))
2 + Cǫ||v(t)||L2(M,g0)||v(t)||W 2,2(M,g0)
+C||u(t)||
5
3
W 4,2(M,g0)
||v(t)||
1
3
L2(M,g0)
||v(t)||
5
3
W 2,2(M,g0)
.
(123)
Hence we arrive to
d
dt
(∫
M
(P 4,3g0 (u(t)))
2dVg0
)
≤ −2
∫
M
(∆g0v(t))
2 + C||v(t)||W 2,2(M,g0)||v(t)||L2(M,g0)
+C||v(t)||W 2,2(M,g0)||u(t)||W 4,2(M,g0)
+C
(
||u(t)||W 4,2(M,g0)||v||L2(M,g0)||v(t)||W 2,2(M,g0) + ||u(t)||
1
2
W 4,2(M,g0)
||v(t)||
1
2
L2(M,g0)
||v(t)||
3
2
W 2,2(M,g0)
)
+ǫ
∫
M
(∆g0v(t))
2 + Cǫ||v(t)||L2(M,g0)||v(t)||W 2,2(M,g0) + C||u(t)||
5
3
W 4,2(M,g0)
||v(t)||
1
3
L2(M,g0)
||v(t)||
5
3
W 2,2(M,g0)
.
From this and taking ǫ so small, we have that by interpolation
(124)
d
dt
(∫
M
(P 4,3g0 (u(t)))
2dVg0
)
≤ C(||v(t)||2L2(M,g0) + 1)(||u(t)||
2
W 4,2(M,g0)
+ 1).
Now using the fact that P 4,3g0 is non-negative with trivial kernel and the the relation |u(t)g0 | ≤ C we
derive the following
(125)
∫
M
(P 4,3g0 u(t))
2dV0 ≥ C||u(t)||
2
W 4,2 (M, g0)− C.
Furthermore, from the definition of v(t) one can check easily that the following holds
(126) ||v(t)||2L2(M,g0) =
∫
M
(Qg(t) −
Qg(t)
F
F )2dVg(t).
Hence we have that
∫
M
(P 4,3g0 u(t))
2dVg0 + 1 satisfies the following differential inequality
(127)
d
dt
(∫
M
(P 4,3g0 (u(t)))
2dVg0 + 1
)
≤ C(
∫
M
(Qg(t) −
Qg(t)
F
F )2dVg + 1)(
∫
M
(P 4,3g0 (u(t)))
2dVg0 + 1).
On the other hand, using the fact that IIQ,F (u(t)) is bounded from below and
dIIQ,F (u(t))
dt
= −4
∫
M
(Qg(t)−
Qg(t)
F
F )2dVg(t) we have that the following holds
(128)
∫ T
0
∫
M
(Qg(t) −Qg(t))
2dVg(t)dt ≤ C.
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Thus from the differential inequality that verifies
(∫
M
(P 4,3g0 (u(t)))
2dVg0 + 1
)
, we infer that
(129)
∫
M
(P 4,3g0 (u(t)))
2dVg0 ≤ C for 0 ≤ t ≤ T.
So we obtain
||u(t)− u(t)||W 4,2(M,g0) ≤ C for 0 ≤ t < T.
Therefore, recalling that −C ≤ u(t)g0 ≤ C we arrive to
||u(t)||W 4,2(M,g0) ≤ C for 0 ≤ t < T
as desired. Hence the proof of the Lemma is concluded.
Proposition 3.4 Suppose that the assumptions of Theorem 1.1 holds and let u be the unique short-time
solution to initial boundary value problem corresponding to (24). Then for every T > 0 such that u is
defined on [0, T [, and and for every positive (relative) integer k ≥ 3 there exists C = C(T, k) > 0 such
that
(130) ||u(t)||W 2k,2(M) ≤ C ∀t ∈ [0, T [.
Proof. We first derive a differential inequality for
∫
M
(
(P 4,3g0 )
k
2 (u(t))
)2
dVg0 . To do so we compute
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
. Using the rule of differentiation under the sign integral, we get
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
= 2
∫
M
(P 4,3g0 )
k
2 (u(t))(P 4,3g0 )
k
2 (
∂u(t)
∂t
)dVg0 .
From the self-adjointness of P 4,3g0 , we get
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
= 2
∫
M
(P 4,3g0 )
k(u(t))(
∂u(t)
∂t
)dVg0 .
Next, using the eveolution equation for u(t), we obtain
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
= −
∫
M
(P 4,3g0 )
ku(t)
(
e−4u(t)(P 4g0u(t) + 2Qg0)− 2
Qg(t)
F
F
)
dVg0 .
Since Qg(t) and V olg(t)(M) are invariant with respect to t, then we have
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
= −
∫
M
(P 4,3g0 )
ku(t)
(
e−4u(t)(P 4g0u(t) + 2Qg0)
)
dVg0
+O
(
||(P 4,3g0 )
k
2 (u(t))||L2(M,g0)
)
.
(131)
Expanding the left hand side of the later inequality, we obtain
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
= −
∫
M
(P 4,3g0 )
ku(t)e−4u(t)P 4g0(u(t))dVg0 − 2
∫
M
(P 4,3g0 )
k(u(t))e−4u(t)Qg0dVg0
+O
(
||(P 4,3g0 )
k
2 (u(t))||L2(M,g0)
)
.
(132)
Using the fact that P 3g0(u(t)) = 0, we get
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
= −
∫
M
(P 4,3g0 )
ku(t)e−4u(t)P 4,3g0 (u(t))dVg0 − 2
∫
M
(P 4,3g0 )
k(u(t))e−4u(t)Qg0dVg0
+O
(
||(P 4,3g0 )
k
2 (u(t))||L2(M,g0)
)
.
(133)
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From the self-adjointness of P 4,3g0 , we have
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
= −
∫
M
(P 4,3g0 )
k
2+
1
2 (u(t))(P 4,3g0 )
k
2−
1
2 (e−4u(t)P 4,3g0 (u(t)))dVg0
−2
∫
M
(P 4,3g0 )
k
2 (u(t))(P 4,3g0 )
k
2 (e−4u(t)Qg0)dVg0
+O
(
||(P 4,3g0 )
k
2 (u(t))||L2(M,g0)
)
.
(134)
The latter expression can be rewritten in the following way
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
= −
∫
M
e−4u(t)
(
(P 4,3g0 )
k
2+
1
2 (u(t))
)2
dVg0 +O
(
||(P 4,3g0 )
k
2 (u(t))||L2(M,g0)
)
−
∫
M
(P 4,3g0 )
k
2+
1
2 (u(t))
[
(P 4,3g0 )
k
2−
1
2
(
e−4(u(t)P 4,3g0 (u(t))
)
− e−4u(t)(P 4,3g0 )
k
2−
1
2 ((P 4,3g0 )u(t))
]
−2
∫
M
(P 4,3g0 )
k
2 (u(t))(P 4,3g0 )
k
2 (e−4u(t)Qg0)dVg0 .
(135)
Using the same trick as above, we obtain
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
= −
∫
M
e−4u(t)
(
(P 4,3g0 )
k
2+
1
2 (u(t))
)2
dVg0 +O
(
||(P 4,3g0 )
k
2 (u(t))||L2(M,g0)
)
−
∫
M
(P 4,3g0 )
k
2+
1
2 (u(t))
[
(P 4,3g0 )
k
2−
1
2
(
e−4(u(t)P 4,3g0 (u(t))
)
− e−4u(t)(P 4,3g0 )
k
2−
1
2 ((P 4,3g0 )u(t))
]
dVg0
−2
∫
M
(P 4,3g0 )
k
2 (u(t))
[
(P 4,3g0 )
k
2
(
e−4(u(t)Qg0
)
− e−4u(t)(P 4,3g0 )
k
2 (Qg0)
]
dVg0
−2
∫
M
e−4u(t)(P 4,3g0 )
k
2 (u(t))(P 4,3g0 )
k
2 (Qg0)dVg0 .
(136)
Now from the W 4,2-estimates, we derive from Sobolev embedding that
||u(t)||C0(M) ≤ C.
Thus using Ho¨lder inequality, we have that the last term can be estimated as follows∣∣∣∣2
∫
M
e−4u(t)(P 4,3g0 )
k
2 (u(t))(P 4,3g0 )
k
2 (Qg0)dVg0
∣∣∣∣ ≤ C||(P 4,3g0 ) k2 (u(t))||L2(M,g0).
Still using Ho¨lder inequality, we have that the following estimate holds for the third term
∣∣∣∣
∫
M
(P 4,3g0 )
k
2+
1
2 (u(t))
[
(P 4,3g0 )
k
2−
1
2
(
e−4(u(t)P 4,3g0 (u(t))
)
− e−4u(t)(P 4,3g0 )
k
2−
1
2 ((P 4,3g0 )u(t))
]
dVg0
∣∣∣∣ ≤
C||(P 4,3g0 )
k
2+
1
2 (u(t))||L2(M,g0)||
[
(P 4,3g0 )
k
2−
1
2
(
e−4(u(t)P 4,3g0 (u(t))
)
− e−4u(t)(P 4,3g0 )
k
2−
1
2 ((P 4,3g0 )u(t))
]
||L2(M,g0)
(137)
On the other hand. still using Ho¨lder inequality, we have the following estimate for the fourth term∣∣∣∣2
∫
M
(P 4,3g0 )
k
2 (u(t))
[
(P 4,3g0 )
k
2
(
e−4(u(t)Qg0
)
− e−4u(t)(P 4,3g0 )
k
2 (Qg0)
]
dVg0
∣∣∣∣ ≤
C||(P 4,3g0 )
k
2 (u(t))||L2(M,g0)||
[
(P 4,3g0 )
k
2
(
e−4(u(t)Qg0
)
− e−4u(t)(P 4,3g0 )
k
2 (Qg0))
]
||L2(M,g0)
(138)
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Now using commutator formulas in the theory of pseudodifferential operators, we get
||
[
(P 4,3g0 )
k
2
(
e−4(u(t)Qg0
)
− e−4u(t)(P 4,3g0 )
k
2 (Qg0))
]
||L2(M,g0) ≤
C
∑
k1≥1,k2≥0,k1+k2≤2k
||u(t)||Wk1 ,2(M,g0)||Qg0 ||Wk2 ,2(M,g0) ≤ C||(P
4,3
g0
)
k
2 (u(t))||L2(M,g0).
(139)
and
||
[
(P 4,3g0 )
k
2−
1
2
(
e−4(u(t)P 4,3g0 (u(t))
)
− e−4u(t)(P 4,3g0 )
k
2−
1
2 ((P 4,3g0 )u(t))
]
||L2(M,g0) ≤
C
∑
k1≥1,k2≥4,k1+k2≤2k+2
||u(t)||Wk1 ,2(M,g0)||u(t)||Wk2,2(M,g0).
(140)
Nex using interpolation, we obtain
||u(t)||Wk1,2(M,g0) ≤ C||u(t)||
2k+2−k1
2k+2
L2(M,g0)
||u(t)||
k1
2k+2
W 2k+2,2(M,g0)
and
||u(t)||Wk2,2(M,g0) ≤ C||u(t)||
2k+2−k2
2k
W 2(M,g0)
||u(t)||
k2−2
2k
W 2k+2,2(M,g0)
Thus using again the fact that ||u(t)||W 2,2(M) ≤ C, we obtain
||
[
(P 4,3g0 )
k
2−
1
2
(
e−4(u(t)P 4,3g0 (u(t))
)
− e−4u(t)(P 4,3g0 )
k
2−
1
2 ((P 4,3g0 )u(t))
]
||L2(M,g0) ≤
C
∑
k1≥1,k2≥4,k1+k2≤2k+2
||u(t)||
k1
2k+2+
k2−2
2k
W 2k+2,2(M,g0)
(141)
Collecting all, we get
d
dt
(∫
M
((P 4,3g0 )
k
2 (u(t)))2dVg0
)
≤ −
1
C
||u(t)||2W 2k+2(M,g0)C
(
||u(t)||W 2k,2(M,g0) + ||u(t)||
2
W 2k,2(M,g0)
+ 1
)
+C
∑
k1≥1,k2≥4,k1+k2≤2k+2
||u(t)||
1+
k1
2k+2+
k2−2
2k
W 2k+2,2(M,g0)
(142)
Thus, we have that
∫
M
(
(P 4,3g0 )
k
2 (u(t)
)2
dVg0 verifies the following differential inequality
d
dt
[∫
M
(
(P 4,3g0 )
k
2 (u(t)
)2
dVg0
]
≤ C
(∫
M
(
(P 4,3g0 )
k
2 (u(t)
)2
dVg0 + 1
)
.
Hence we obtain
||u(t)||W 2k,2(M,g0) ≤ C
as desired.
3.3 Global existence and exponential convergence
This subsection deals with the global exitence and the convergence of the flow. Firts of all, the Propo-
sition 3.4 rule out the formation of singularities in finite time. Hence it ensure the long-time existence.
Now it remains to prove the convergence. To do so we start by giving the following Lemma.
Lemma 3.5 Under the assumptions of Theorem 1.1, seeting
x(t) =
∫
M
(Qg(t) −
Qg(t)
F
F )2dVg(t),
we have that
x(t)→ 0 as t→ +∞.
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Proof. First of all using the fact that IIQ,F is bounded below and Proposition 3.2 we have that x(t) is
integrable. Hence for ǫ > 0, δ > 0 fixed, there exist a time t0 such that
x(t0) ≤ ǫ.
and ∫ +∞
t0
x(t)dt ≤ δ.
We claim that
x(t) ≤ 3ǫ ∀t ≥ t0.
To prove the claim we argue by contradiction. So let us suppose that the claim does not hold and let us
argue for a contradiction. We define
t1 = inf{t ≥ t0 : x(t) ≥ 3ǫ}.
Therefore by definition t1, we have that the following holds
(143) x(t) ≤ 3ǫ ∀t ∈ [t0, t1].
Hence from the fact that
∫
M
Qg(t)dVg(t) is invariant and also Qg(t) (with respect to t), we infer that
(144)
∫
M
Q2g(t)dVg(t) ≤ C ∀t ∈ [t0, t1].
Therefore from the equation of transformation of Q-curvature, we derive
(145)
∫
M
e−8u(t)(P 4g0u(t) + 2Qg0)
2dVg0 ≤ C ∀t ∈ [t0, t1].
On the other hand from the Moser-Trudinger inequality we have
(146)
∫
M
e24u(t)dVg0 ≤ C ∀ t ∈ [t0, t1].
Moreover using Ho¨lder inequality we get
(147)
∫
M
|P 4g0u(t) + 2Qg0 |
3
2 dVg0 ≤
(∫
M
e−8u(t)(P 4g0u(t) + 2Qg0)dVg0
) 3
4
(∫
M
e24u(t)dVg0
) 1
4
.
Therefore we obtain
(148)
∫
M
|P 4g0u(t)|
3
2 dVg0 ≤ C ∀ t ∈ [t0, t1].
So using the regularity result in Lemma 2.6, we get
(149) ||u(t)||
W
4, 3
2 (M,g0)
≤ C ∀ t ∈ [t0, t1].
Hence from Sobolev enbedding theroem we infer that
(150) ||u(t)||C0(M) ≤ C ∀ t ∈ [t0, t1].
We remark here that C does not depend on ǫ, δ, t0, t1.
Now let us compute d
dt
(∫
M
(Qg(t) −
Qg(t)
F
F )2dVg(t)
)
. We have by differentiation rule under the sign
integral, the evolution of the volume form , of the Q-curvature and the conformal factor that there holds
d
dt
(∫
M
(Qg(t) −
Qg(t)
F
F )2dVg(t)
)
= 8
∫
M
Qg(t)(Qg(t) −
Qg(t)
F
F )2dVg − 4
∫
M
(Qg(t) −
Qg(t)
F
F )3dVg(t)
−
∫
M
(Qg(t) −
Qg(t)
F
F )P 4g(t)(Qg(t) −
Qg(t)
F
F )dVg(t) − 8
Qg(t)
V olg(t)(M)
(∫
M
F
F
(Qg(t) −
Qg(t)
F
F )dVg(t)
)2
.
(151)
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Hence using the expression of P 4,3
g(t) we arrive to
d
dt
(∫
M
(Qg(t) −
Qg(t)
F
F )2dVg(t)
)
= 8
∫
M
Qg(t)(Qg(t) −
Qg(t)
F
F )2dVg − 4
∫
M
(Qg(t) −
Qg(t)
F
F )3dVg(t)
−
∫
M
(Qg(t) −
Qg(t)
F
F )P 4,3
g(t)(Qg(t) −
Qg(t)
F
F )dVg(t) + 2
∫
∂M
(Qg(t) −
Qg(t)
F
F )P 3g(t)(Qg(t) −
Qg(t)
F
F )dSg(t)
−8
Qg(t)
V olg(t)(M)
(∫
M
F
F
(Qg(t) −
Qg(t)
F
F )dVg(t)
)2
.
(152)
On the other hand, using Gagliardo-Nirenberg inequality, we obtain
(153)
∫
M
|Qg(t) −
Qg(t)
F
F |3dVg0 ≤ C
(∫
M
(Qg(t) −
Qg(t)
F
F )2dVg0
)
||Qg(t) −
Qg(t)
F
F ||W 2,2(M,g0).
So from Lemma 2.3, we infer that
(154)∫
M
(Qg(t)−
Qg(t)
F
F )3dVg0 ≤ C
∫
M
(Qg(t)−
Qg(t)
F
F )2dVg0
(∫
M
(Qg(t) −
Qg(t)
F
F )P 4,3g0 (Qg(t) −
Qg(t)
F
F )dVg0
) 1
2
.
Using the fact that ||u(t)||C0(M) ≤ C and the conformal invariance of the Paneitz operator and the
Chang-Qing one, we get
(155)∫
M
|Qg(t)−
Qg(t)
F
F |3dVg(t) ≤ C
∫
M
(Qg(t)−
Qg(t)
F
F )2dVg(t)
(∫
M
(Qg(t) −
Qg(t)
F
F )P 4,3
g(t)(Qg(t) −
Qg(t)
F
F )dVg(t)
) 1
2
Now let γ > 0 small, using γ-Cauchy inequality we obtain
∫
M
|Qg(t) −
Qg(t)
F
F |3dVg(t) ≤ γ
(∫
M
(Qg(t) −
Qg(t)
F
F )P 4,3
g(t)(Qg(t) −
Qg(t)
F
F )dVg(t)
)
+Cγ
(∫
M
(Qg(t) −
Qg(t)
F
F )2dVg(t)
)2
.
(156)
On the other hand , we have also
2
∫
∂M
(Qg(t) −
Qg(t)
F
F )P 3g(t)(Qg(t) −
Qg(t)
F
F ) ≤ γ
(∫
M
(Qg(t) −
Qg(t)
F
F )P 4,3
g(t)(Qg(t) −
Qg(t)
F
F )dVg(t)
)
+Cγ
(∫
M
(Qg(t) −
Qg(t)
F
F )2dVg(t)
)2
.
Hence recollecting all, we obtain that x(t) satisfies the following differential inequality
(157)
d
dt
(x(t)) ≤ Cx(t)2 + Cx(t).
We remark that here C depends on γ but not on ǫ and δ.
Now integrating both sides of (157), we get
(158) 2ǫ ≤ x(t1)− x(t0) ≤ C
∫ t1
t0
(x(t)2 + x(t))dt ≤ C(1 + ǫ)δ.
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Recalling that C does not depend on ǫ and δ, we reach a contradiction. Therefore we have
(159) lim
t→+∞
x(t) = 0.
as desired.
Proposition 3.6 Under the assumptions of Theorem 1.1, the eternal solution to the initial boundary
value problem corresponding to (10) with initial data g0 is uniformly bounded in every C
k and converges
to a smooth metric g∞ = e
2u∞ (conformal to g0). Moreover the Q-curvature Q∞ of the limiting metric
g∞ satisfy Q∞ =
Q∞
F
F , and its T -curvature and mean curvature vanish.
Proof. Arguing as in the Lemma above, we derive the following two facts∫
M
e−8u(t)(2Qg0 + P
4
g0
u(t))2dVg0 ≤ C.
||u(t)||C0 ≤ C .
for every non-negative t. Hence we obtain∫
M
(2Qg0 + P
4
g0
u(t))2dVg0 ≤ C,
which implies ∫
M
(P 4g0u(t))
2dVg0 ≤ C
Thus using the regularity result in Lemma 2.6, we derive
(160) ||u(t)||W 4,2(M,g0) ≤ C ∀t ≥ 0.
From this last estimate and arguing as in Proposition 3.4, we obtain
(161) ||u(t)||wk,2(M,g0) ≤ C ∀t ≥ 0 ∀k ≥ 4.
Hence the boundedness in every Ck of g(t) follows.
Now, we remark the flow is the gradient flow of the geometric functional IIQ,F . Hence from the fact that
IIQ,F is real analytic, we have that the convergence follows directly from Leon Simon result, see [30].
4 Proof of Theorem 1.2
As already remarked at the Introduction, in this small Section, we give the proof of the short-time exis-
tence for the initial boundary value problem corresponding to (11).
First of all, if we write the evolving metric metric as g(t) = e2u(t)g0, we have that u(t) satifies the
following evolution equation on ∂M
∂u(t)
∂t
= −
(
e−3u(t)(P 3g0 (u(t)) + Tg0)−
T g(t)
S
S
)
.
Moreover, we have also
P 4g0(u(t)) = 0, on M
∂u(t)
∂ng0
= 0, on ∂M and u(0) = 0 on M.
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Now given a function v on ∂M , we extend v (and denote still the extension by v) to a solution
(162)


P 4g0w = 0 on M ;
w = v on ∂M ;
∂w
∂ng0
= 0 on ∂M.
Next, we define an operator on functions defined on ∂M as follows
Av = −e−3uP 3g0v.
With this, we have that u(t) solves (162),is equivalent to
∂u(t)
∂t
= Au− (e−3uTg0 −
Tg(t)
S
S).
We will study the latter problem in order to prove short-time existence for the flow under study. To do
so, we will use linearization techniques. Hence it is useful to study the corresponding linearized equation.
Therefore we start with the following Lemma.
Lemma 4.1 Let f ∈ L2(∂M × [0, 1]), and let us assume that ||u||L∞(∂M×[0,1]) ≤ C. Then if v solves
(163)


∂v
∂t
= Av + f
v(0) = 0
then there holds
||v||W 1,2(∂M×[0,1]) ≤ C||f ||L2(∂M×[0,1]).
Proof. Using the identity (a− b)2 + 2ab = a2 + b2, we get∫ 1
0
∫
∂M
(
∂v
∂t
)2dSg(t)dt+
∫ 1
0
∫
∂M
(Av)2dSg(t)dt =
∫ 1
0
(
∂v
∂t
−Av)2dSg(t)dt+ 2
∫ 1
0
∫
∂M
∂v
∂t
AvdSg(t)dt.
On the other hand, using the expression of the operator A and the relation of the volume, we get∫ 1
0
∫
∂M
∂v
∂t
AvdSg(t)dt = −
∫ 1
0
∫
∂M
∂v
∂t
P 3g0vdSg0dt.
Recalling that P 4g0v = 0, we arrive to∫ 1
0
∫
∂M
∂v
∂t
AvdSg(t)dt = −
∫ 1
0
<
∂v
∂t
, P 4,3g0 v >L2(M,g0) dt.
Now from the self-adjointness of P 4,3g0 , we derive∫ 1
0
∫
∂M
∂v
∂t
AvdSg(t)dt = −
1
2
∫ 1
0
d
dt
< v, P 4,3g0 v >L2(M,g0) dt.
Thus using the fact that v(0) = 0 and P 4,3g0 is non-negative, we get∫ 1
0
∫
∂M
∂v
∂t
AvdSg(t)dt ≤ 0.
Hence, we obtain∫ 1
0
∫
∂M
(
∂v
∂t
)2dSg(t)dt+
∫ 1
0
∫
∂M
(Av)2dSg(t)dt ≤
∫ 1
0
(
∂v
∂t
−Av)2dSg(t)dt.
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Next, using the evolution equation solved by v, we get∫ 1
0
∫
∂M
(
∂v
∂t
)2dSg(t)dt+
∫ 1
0
∫
∂M
(Av)2dSg(t)dt ≤
∫ 1
0
f2dSg(t)dt.
Recalling that u(t) is bounded in time and space and dSg(t) = e
3u(t)dSg0 , we obtain∫ 1
0
∫
∂M
(
∂v
∂t
)2dSg0dt+
∫ 1
0
∫
∂M
(P 3g0v)
2dSg0dt ≤
∫ 1
0
f2dSg0dt.
Thus using the regularity result in Lemma 2.6, we derive
||u||W 1,2(∂M×[0,1]) ≤ C||f ||L2(∂M×[0,1]);
as desired. Hence the Lemma is proved.
The next Lemma is a higher-order analogue of the previous one. Precisely, we have
Lemma 4.2 Let m ∈ N, and f ∈Wm,2(∂M × [0, 1]). Assuming that u is bounded in L∞(∂M × [0, 1]),
in Wm−1,4(∂M × [0, 1]), and in Wm−1,2(∂M × [0, 1]), we have, if v is solution of the initial linear
evolution equation
(164)


∂v
∂t
= Av + f
v(0) = 0
then
||v||Wm−1,2(∂M×[0,1]) ≤ C||f ||Wm,2(∂M×[0,1]).
To prove the Lemma, we will argue by induction on m. The Lemma above ensure the validity for m = 0.
Now let us suppose the it holds for m. By the assumptions on, we have
||e3uAv||Wm−2,2(∂M×[0,1]) ≤ C||Av||Wm−2,2(∂M×[0,1]).
On the other hand, using the expression of A, and the equation solved by v, it is easily seen that
Av solves the following initial value problem
(165)


∂Av
∂t
= A(Av) +Af − 3
∂u
∂t
Av
v(0) = 0
Therefore the hypothesis of induction imply
||Av||Wm−1,2(∂M×[0,1]) ≤ C||
∂u(t)
∂t
Av||Wm−2,2(∂M×[0,1]) + ||Af ||Wm−2,2(∂M×[0,1]).
Now, using the assumptions on u(t), we get
||Av||Wm−1,2(∂M×[0,1]) ≤ C||P
3
g0
v||Wm−2,4(∂M×[0,1]) + ||Af ||Wm−2,2(∂M×[0,1]).
Next, by interpolation we obatin
||Av||Wm−1,2(∂M×[0,1]) ≤ C||P
3
g0
v||
1
2
Wm−2,2(∂M×[0,1])||P
3
g0
v||
1
2
Wm−1,2(∂M×[0,1]) + ||Af ||Wm−2,2(∂M×[0,1]).
Hence we arrive to
||Av||Wm−1,2(∂M×[0,1]) ≤ C||v||
1
2
Wm+1,2(∂M×[0,1])||P
3
g0
v||
1
2
Wm−1,2(∂M×[0,1]) + ||f ||Wm+1,2(∂M×[0,1]).
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Using again the hyphothesis of induction, we get
||Av||Wm−1,2(∂M×[0,1]) ≤ C||f ||
1
2
Wm,2(∂M×[0,1])||P
3
g0
v||
1
2
Wm−1,2(∂M×[0,1]) + ||f ||Wm+1,2(∂M×[0,1]).
Thus we derive
||P 3g0v||Wm−1,2(∂M×[0,1]) ≤ C||f ||
1
2
Wm,2(∂M×[0,1])||P
3
g0
v||
1
2
Wm−1,2(∂M×[0,1]) + ||f ||Wm+1,2(∂M×[0,1]).
Hence we obtain
||v||Wm+2,2(∂M×[0,1]) ≤ C||f ||Wm+1,2(∂M×[0,1]),
as desired. This ends the proof of the Lemma.
Proposition 4.3 Under the assumptions fo Theorem 1.2, we have that the initial boundary value problem
corresponding to (11), has a unique short-time solution g(t) = e2u(t)g0.
Proof. Writting g(t) = e2u(t)g0, we have that g(t) solves the initial boundary value problem corre-
sponding to (11) is equivalent to
(166)


∂u
∂t
= Au− (e−3uTg0 −
Tg(t)
S
S)
u(0) = 0
Therefore our strategy will be to solve thie scalar evolution equation. To do so, we will look for zero of
a operator. We define G :Wm+1.2(∂M × [0, 1])→Wm,2(∂M × [0, 1]) as follows
G(u) =
∂u
∂t
−Au+ (e−3uTg0 −
Tg(t)
S
S).
Now we choose u0 such that
∂iG(u0)
∂ti
= 0 ∀ 1 ≤ i ≤ m, and u0 is bounded in L∞(∂M × [0, 1]), in
Wm−1,4(∂M × [0, 1]), and in Wm,2(∂M × [0, 1]). We have that the Frechet derivative of G at u0 is
DG(u0)w =
∂w
∂t
−Aw − 3e−3u0w.
Thus Lemma 4.2 implies that the Linearization of G at u0 is bijective. Hence the Local Inversion
theorem ensures that G is bijective around u0. On the other hand, since u0 satisfies
∂iG(u0)
∂ti
= 0 ∀ 1 ≤
i ≤ m, then there exists a function w closed to G(u0) in the strong topology of W
m,2(∂M × [0, 1]) such
that
(167) w(t) = 0, t ∈ [0, ǫ],
for some positive and small ǫ. Thus using the local invertibility of G around u0, we get
u = G−1(w)
is well-defined. Thus, from (167), we infer that u is a short-time solution to our initial evolution
problem, thus we have the existence. The uniqueness is consequence of Local inversion Theorem. Hence
the Proposition is proved
1E-mail addresses: ndiaye@sissa.it
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