We propose a new flexible modelling framework for spatial extremes, based on the class of max-infinitely divisible processes, extending the class of max-stable processes while retaining dependence properties that are natural for maxima: max-infinitely divisible models are positively associated, and they yield a self-consistent family of models for block maxima defined over any time unit. We propose two parametric construction principles for maxinfinitely divisible models, emphasising a spectral representation that allows for asymptotic independence while keeping the max-stable extremal-t model as a special case. Parameter estimation is performed by pairwise likelihood, and we illustrate the benefits of our new modelling framework with an application to Dutch wind gust maxima calculated over different time units.
Introduction
Max-stable processes have emerged as useful models for spatial extremes (Davison et al., , 2018 . Thanks to their asymptotic characterization for spatial block maxima, maxstable processes are usually fitted to maxima observed over temporal blocks at a given set of locations. In practice, the choice of a suitable block size implies a bias-variance trade-off: larger blocks typically yield a better representation of the data's tail properties, but also mean that fewer maxima are available for fitting, thus inflating the estimation uncertainty. Therefore, we always need to choose a finite, and often relatively small, block size, which casts doubts on the validity of the max-stability assumption in practice. Empirical studies on environmental extremes have indeed revealed that the max-stability assumption arising asymptotically is often violated at finite levels, and that the spatial dependence strength is often weakening as events become more extreme (Huser et al., 2017; Huser and Wadsworth, 2018) . To illustrate the limitations of max-stable models in a sub-asymptotic setting, Figure 1 shows empirical extremal coefficients for the Dutch wind speed dataset analyzed in §5, calculated over daily, weekly and monthly blocks. The D-variate extremal coefficient θ D (z) ∈ [1, D] (here with D = 30), defined in (6), reflects the equivalent number of independent variables at level z, and by max-stability θ D (z) ≡ θ D . Figure 1 reveals that θ D (z) is increasing rather than being constant with respect to z and the time unit over which maxima are calculated, which contradicts max-stability for these block sizes.
In this paper, we suggest using max-infinitely divisible (max-id) processes as models for capturing dependence in finite block maxima. Max-id models play an important role in the limit theory of triangular arrays of random vectors (Balkema et al., 1993) and naturally extend the class of max-stable models, relaxing their restrictive stability properties. They retain attractive theoretical properties reflecting the particular positive dependence structure of maxima, and ensure validity of distributions after a change of temporal support, e.g., when characterising the joint distribution of daily maxima from a model fitted to yearly maxima.
We here propose general construction principles for building new parametric max-id models, and we characterise their dependence properties. We design max-id models for spatial maxima that bridge asymptotic independence and dependence, while keeping the widely-used extremal-t process (Opitz, 2013) as a max-stable submodel. The increased tail flexibility of our new models makes them attractive for modelling maxima taken over relatively small blocks such as days or weeks, which also increases the effective sample size, Theoretical properties of max-id processes have been explored in depth (Giné et al., 1990; Dombry and Eyi-Minko, 2013) . However, applications beyond max-stability are rare. Padoan (2013) proposed a Gaussian-based max-id model whose dependence strength varies with the intensity of the extreme event. Here, we offer a much wider class of new max-id models by extending the spectral representation and construction principles of max-stable processes.
As monotone increasing marginal transformations do not affect the max-id structure, we propose using the generalized extreme value (GEV) distribution for univariate margins.
In §2, we recall some theory on max-id distributions. In §3, we discuss two general construction principles for max-id processes and propose new parametric models capturing both asymptotic dependence and independence. Likelihood-based inference and a simulation study are presented in §4, and an application to wind gusts is discussed in §5.
2 Max-infinitely divisible distributions
Definition and Poisson process construction
A distribution function G is max-id if and only if G r is a valid distribution function for any r > 0. In particular, a max-id distribution G describes the componentwise maximum of m independent random variables with distribution F = G 1/m , for any m = 1, 2, . . .. In practice, this property permits to switch from the joint distribution G of the componentwise maximum over a given time unit to alternative time units and in particular to the distribution F of the original events. For example, by fitting a max-id model to annual maxima of a variable of interest, conclusions may be drawn for monthly, weekly or daily maxima, modulo non-stationary and temporal dependence aspects. Unlike the univariate case, multivariate distributions are not always max-id.
To propose useful max-id models, we will exploit a constructive characterisation of maxid distributions based on Poisson processes (Resnick, 1987, Chapter 5) . For simplicity, we provide the following definitions and characterisations in terms of multivariate distributions and refer to Giné et al. (1990) and Kabluchko and Stoev (2016) for the generalization to 
and we extend the measure Λ to R D by setting Λ(A) = Λ(A ∩ E) for all Borel sets A of R D .
We then define a random vector Z = (Z 1 , . . . , Z D ) T ∈ R D with support contained in E as the componentwise maximum over the points X i and the lower endpoint , i.e., Z := max max i=1,2,...
The value Z = arises when the Poisson process contains no points in E \{ }. From Resnick (1987, Proposition 5.8) , it follows that Z is max-id, and its joint distribution function is
where 
nondecreasing functions h j (j = 1, . . . , D) remains max-id. Therefore, the max-id property concerns primarily the dependence structure (i.e., the copula) and not the margins.
Any random vector Z with independent components Z j is max-id with exponent measure concentrated on the half-axes
Any fully dependent random vector is also max-id. Section §2.2 investigates further dependence properties.
Dependence properties
Max-id random vectors Z are associated (Resnick, 1987, Proposition 5.29) , such that a certain form of positive dependence prevails. Thus, negatively correlated random vectors cannot be max-id; see the Supplementary Material for a Gaussian counter-example.
Extremal dependence is closely related to the tail behavior of the exponent measure Λ since
If a max-id distribution G with exponent measure Λ is used to model the componentwise maximum over m independent random vectors with distribution F such that F m = G, then
which gives the first-order tail approximation 1 − F (z) ≈ Λ([−∞, z] C )/m when z has large components, such that the extremal dependence structures of F , G and Λ are alike.
There is no loss of generality in assuming that the distribution G in (3) has common margins. In the extreme-value literature, it is common to assume unit Fréchet margins, in which case = (0, . . . , 0)
Such a random vector is called simple. A useful dependence summary for simple max-id distributions is the level-dependent extremal coefficient (Padoan, 2013) , defined at quantile level z > 0, by
From this definition and from (3), it follows that
so the extremal coefficient can be interpreted, at the level z, as the equivalent number of independent variables amongst Z 1 , . . . , Z D . In the bivariate case, we have that
When χ = lim z→∞ χ(z) = 0, which occurs when θ 2 (z) → 2 or more strongly when θ D (z) → D, as z → ∞, the pair of variables (Z 1 , Z 2 ) T is called asymptotically independent, whilst they are asymptotically dependent if χ > 0.
Max-stable distributions
Max-stable processes have been widely used for modeling spatial extremes . If a joint distribution F is such that for some sequences of vectors a m > 0 and b m ,
where the distribution G has non-degenerate margins, then the limit G is max-stable. Maxstable processes form a subclass within the class of max-id processes. Indeed, if we allow F = F m to depend on m in the convergence (9), then the limit distribution G is max-id but not necessarily max-stable (Balkema et al., 1993) . If G is max-stable with unit Fréchet marginal distributions (i.e., G is simple), then E = [0, ∞] D , Λ({z : z j > z}) = 1/z, and
is constant with level z > 0. Max-stable models can only capture asymptotic dependence or exact independence, but fail at representing weakening dependence; recall (8). This is often too strong an assumption for environmental data (see Figure 1 ). The broader class of max-id models allows us to gain in flexibility by relaxing this stability requirement.
By analogy with (2), simple max-stable processes are often defined constructively through their spectral representation (de Haan, 1984; Schlather, 2002) Z(s) = max i=1,2,...
where {R i } are the points of a Poisson process on R + with intensity r −2 dr, and W i (s) are independent copies of a random process W (s) with E[max{W (s), 0}] = 1, independent of {R i }.
Modeling

Construction principles
We broadly distinguish three approaches to building useful max-id models: either by (i) directly specifying the measure Λ in (1) and (3), or (ii) defining the points X i constructively in the representation (2), or (iii) exploiting the fact that max-id distributions arise as limits of F m m as m → ∞ where the distributions F m are not necessarily identical. This last approach was used by Padoan (2013) , who obtained a max-id model as the limit of multivariate Gaussian ratios with increasing correlation. We here propose two new general construction principles: in §3.2, we follow (i) by defining a finite measure Λ, while in §3.3, we follow (ii) and define the points X i in (2), generalizing the spectral representation of max-stable processes in (10).
3.2 Models with finite exponent measure Λ Using a finite exponent measure Λ = cH parametrized by an arbitrary probability distribution H on E and a constant c > 0, the max-id vector Z in (2) has joint distribution
From the construction (2), Z can be interpreted as the componentwise maximum over a finite number N of independent events, where N follows the Poisson distribution with mean c. To simulate the max-id vector Z, we first sample N , then conditionally generate X 1 , . . . , X N independently from H, and set Z = max(X 1 , . . . , X N , ). As Λ is finite and the event {N = 0} has probability exp(−c) > 0, this yields positive mass at the lower boundary . In practice, this singularity is rather a nuisance than a relevant model feature, and we may restrict c to the range [c 0 , ∞) with a relatively large value of c 0 > 0, to ensure that exp(−c) ≈ 0. Once a parametric model for H has been chosen, the additional parameter c refines the tail behavior of G as compared to that of H and adds flexibility. Consider the distribution F = G 1/m c,H of the original observations, for some fixed m > 0. Using (5),
as m → ∞ and/or min j=1,...,D z j → ∞, so that the constant c controls the tail weight of F with respect to that of H. Using the approximation (11) in (8) shows that the asymptotic dependence class of F and H is the same: the value of χ in (8) is the same for F and H. This property may be useful for modelling, as it gives us a way of constructing new asymptotically (in)dependent max-id models from essentially arbitrary distributions H with the same characteristics.
In the spatial context, the above discussion generalizes to max-id processes constructed as the pointwise maximum Z(s) = max{X 1 (s), . . . , X N (s), (s)}, where
are independent realisations of X(s) (conditionally on N ), and (s) is their lower bound function.
Generalized spectral construction
To prevent the singularity at the lower endpoint (recall §3.2), we develop a general approach for constructing max-id models with infinite exponent measure by mimicking the spectral representation of max-stable processes in (10), using a more flexible Poisson point process intensity for {R i } > 0. We then propose a parametric model that smoothly bridges asymptotic dependence and independence. As in (10), let W i (s) be independent copies of a random process W (s) with 0 < E[max{W (s), 0}] < ∞, independent of {R i }. Instead of taking κ([r, ∞)) = 1/r, r > 0, as mean measure for {R i }, we consider max-id processes constructed as
where the mean measure κ γ , parametrized by the vector γ ∈ Γ ⊂ R q , is such that 
As the exponent measure Λ resulting from (12) must be Radon on E \ { }, we must ensure that
where F W denotes the distribution of the process W (s) observed at any finite collection of
An intuitive interpretation of (12) is to see the max-id process Z(s) as the pointwise maximum of an infinite number of independent "storms" R i W i (s) characterized by their amplitude R i and their spatial extent W i (s). Apart from the different measure κ γ , a major distinction between the max-stable and max-id constructions in (10) and (12), respectively, is that the assumption of independence between R i and W i (s) is essential in (10) while it is not critical in (12). For example, we could choose W i (s) as a
Gaussian process with weakening correlation as the points R i become larger. We do not pursue this route further in this paper; rather, we focus on choices of κ γ which already lead to a rich class of models.
The power-law tail of the measure κ in the max-stable construction (10) yields asymptotic dependence. To extend this to asymptotic independence, we propose several lighter-tailed models, with a Pareto tail on the boundary of the parameter space. Similarly to Huser et al.
(2017), our max-id construction shifts focus towards asymptotic independence while keeping the max-stable spectral representation (10) as a special case. We say that a measure κ is
for some constants c > 0, α > 0, β > 0 and γ ∈ R, where we refer to β as the Weibull coefficient of κ. We propose the following two models for the measure κ γ in (12):
For β = 0, we interpret κ
γ as the limits as β ↓ 0, giving κ
γ is a well-defined measure that is Weibull-tailed when β > 0 and that ensures κ γ , we also get a max-stable model when β = 0, albeit possessing α-Fréchet marginal distributions.
Specifically, when the process W (s) in (12) is chosen to be a standard Gaussian process, the resulting exponent measures Λ Then, the max-stable extremal-t process with α > 0 degrees of freedom arises from κ [2] γ when β = 0 (Opitz, 2013) . By fixing α = 1 in κ
γ , we obtain a more parsimonious model that corresponds to the max-stable Schlather process (Schlather, 2002) when β = 0:
For the max-stable submodels stemming from (15), (16) and (17), we get asymptotic dependence except in the degenerate case of complete independence. In all other non-maxstable cases, the tail decay of κ [k] γ (k = 1, 2, 3) is of Weibull type and yields asymptotic independence with Gaussian W (s); see Proposition B.2 in the appendix. Under this setting, more information is carried through the coefficient of tail dependence η ∈ (0, 1] (Ledford and Tawn, 1996) ; its definition is recalled in the Supplementary Material. For our proposed models κ [k] γ (k = 1, 2, 3), used in (12) with a standard Gaussian process W (s) with correlation function ρ(h), the coefficient of tail dependence between two sites s 1 , s 2 at distance h =
β/(β+2) ; see Proposition B.2 in the appendix. The parameter β plays a crucial role for the joint tail decay rate, while the parameter α also impacts the dependence structure of Z(s) for both κ
γ and κ
γ but to a milder degree. To illustrate the flexibility of Model (16), Figure 2 displays the bivariate level-dependent extremal coefficient θ 2 (z) = zV (z, z), recall (6), for various parameter values. For β = 0, the model is max-stable and θ 2 (z) ≡ θ 2 is constant with respect to the level z, whereas for β > 0, the dependence strength weakens as the level z increases (i.e., θ 2 (z) approaches 2 as z → ∞). The parameter α modulates the overall dependence strength.
Using the spectral construction (12), simulation mechanisms for max-id models are similar to those for max-stable models; see the Supplementary Material for details. Our Gaussianbased models can be simulated exactly by exploiting multivariate elliptical representations.
Inference
Pairwise likelihood approach
Suppose that n independent replicates of a max-id process Z(s) with unit Fréchet margins, parametrized by a vector ψ ∈ Ψ ⊂ R p , are observed at D sites s 1 , . . . , s D ∈ S. We write z i = (z i1 , . . . , z iD ) T , where z ij is the ith observation at the jth site (i = 1, . . . , n, j = 1, . . . , D).
Furthermore, suppose that the density of Z(s) with respect to Lebesgue measure on R 
Figure 2: Bivariate level-dependent extremal coefficient θ 2 (z) = zV (z, z), see (6), for Model (16) with α = 1, 2, 5 (left to right) and β = 0 (black), β = 0.5 (red), β = 1 (green) and β = 2 (blue), combined with an underlying standard Gaussian vector {W (s 1 ), W (s 2 )} T with correlation ρ(h) = 0.5. The level z on the x-axis is on a logarithmic scale.
Poisson point process {R
The density of Z(s) never exists for the finite measure model proposed in §3.2 because of the singularity at the lower boundary ; see the discussion in the Supplementary Material. From (3), the full likelihood function is
where P D denotes the collection of all partitions π = {π 1 , . . . , π |π| } of D = {1, . . . , D} (of size |π|), and where the exponent function V (z) = Λ [−∞, z] C and its partial derivatives
both depend on the parameter ψ. For large D, the sum in (18) contains too many terms to be computed and the likelihood is intractable (Castruccio et al., 2016) . Stephenson and Tawn (2005) improved the computational and statistical efficiency by conditioning on event times, at the price of introducing bias. Thibaud et al. (2016) and Huser et al. (2018a) showed how to perform likelihood inference for max-stable processes by integrating out event times, but these approaches remain fairly demanding in moderately high dimensions. Another challenge for certain models is linked to the computation of V (z)
and V π k (z). Appendix A gives expressions for these functions for the infinite measure models introduced in §3.3.
Pairwise likelihood inference has been widely used for max-stable processes (Padoan et al., 2010; Huser and Davison, 2013) , and allows us to significantly reduce the computational burden while maintaining satisfactory statistical efficiency. This approach naturally extends to max-id processes. Instead of maximizing (18), pairwise likelihood inference relies on
where the innermost term is the bivariate likelihood computed from (18), with each independent contribution given by L(ψ;
}, and where ω j 1 ;j 2 ≥ 0 denotes a nonnegative weight attributed to this contribution. Usually, weights are chosen to be binary, i.e., ω j 1 ;j 2 ∈ {0, 1}, to improve computations.
Moreover, weights are often fixed according to distance: ω j 1 ;j 2 = 1 if s 1 − s 2 < δ, where δ > 0 is a suitable cut-off distance and ω j 1 ;j 2 = 0 otherwise (Padoan et al., 2010) .
As pairwise likelihoods are constructed from valid likelihood terms, they inherit appealing asymptotic properties. Under mild regularity conditions, the maximum pairwise likelihood estimator ψ is strongly consistent and asymptotically normal with the well-known Godambe covariance matrix. For model comparisons, the scaled composite likelihood information criterion (CLIC ) may be used. More details are provided in the Supplementary Material.
Simulation study
To validate our pairwise likelihood inference approach detailed in §4.1, we consider the models (16) and (17) combined with a standard Gaussian process W (s) in (12). We simulate n = 50 independent replicates of the max-id model at D = 10, 15, 20, 30 sites uniformly generated in S = [0, 1] 2 , considering β = 0 (max-stable model) and β = 0.5, 1, 2 (asymptotically independent max-id models), and taking an isotropic exponential correlation function ρ(h) = exp(−h/λ) with range parameter λ = 0.5 for the process W (s). We then estimate all parameters ψ using the pairwise likelihood estimator based on (19) with binary weights and cut-off distance δ = 0.5. More precisely, we perform two separate maximizations of (19), one with β = 0 fixed and one with β ≥ 0 free, and then compare the maximized pairwise likelihoods to determine the optimal value of β. The results, reported in the Supplementary Material, suggest that the pairwise likelihood estimator performs quite well as expected, although for the most complex model (16) the parameters are more difficult to identify, leading to higher uncertainty.
To assess the impact of wrongly assuming max-stability when the data are max-id but asymptotically independent, we consider the same setting as above with α = 1 fixed (model Table 1 : Performance of max-stable and non-max-stable models constructed from (12), with Gaussian process W (s) and Poisson point process {R i } with measure (17) and β = 0, 0.5, 1, 2. First row reports the difference p 2 − p 1 in maximized pairwise log likelihood under the model with β ≥ 0 estimated and with β = 0 fixed, averaged over R = 1000 simulations. Second row reports the true probability p(z) = 1 − Pr{Z(s 1 ) ≤ z, . . . , Z(s 36 ) ≤ z} with s 1 , . . . , s 36 ∈ {0, 0.2, . . . , 1} 2 and z as the 99%-quantile. Third and fourth rows report the mean estimate p i (z) based on the model with β = 0 fixed (i = 1) and β ≥ 0 estimated (i = 2). Values in parentheses are mean relative errors E i (i = 1, 2). Details are described in §4.2.
113.0 157.7 178.5 True tail probability p(z) 0.041 0.076 0.097 0.122 p 1 (z) with β = 0 fixed 0.041 (3.0%) 0.045 (40.8%) 0.047 (51.0%) 0.050 (59.2%) p 2 (z) with β ≥ 0 estimated 0.044 (7.4%) 0.076 (8.6%) 0.095 (6.3%) 0.120 (5.5%) (17)), β = 0, 0.5, 1, 2, exponential correlation function with range λ = 0.5, D = 30 sites in [0, 1] 2 and n = 50 replicates. Table 1 reports the mean difference between the maximized pairwise log-likelihoods obtained with β ≥ 0 estimated from the data and with β = 0 held fixed (Schlather max-stable model). We also report (i) the true extreme event probability
. . , Z(s 36 ) ≤ z} that at least one of 36 grid points s 1 , . . . , s 36 ∈ {0, 0.2, . . . , 1} 2 experiences an exceedance of the marginal level z fixed to the 99%-quantile,
(ii) its mean estimate p i (z) = R −1 R r=1 p i;r (z) (where p i;r (z) is the estimate from the rth simulation) based on the model with β = 0 fixed (i = 1) and β ≥ 0 estimated (i = 2), and (iii) the mean relative errors
36 ≈ 0.30, with the lower and upper bounds corresponding to perfect dependence and independence, respectively. The results of Table 1 show that incorrectly assuming max-stability leads to biased joint exceedance probability estimates under asymptotic independence, while our proposed max-id models are flexible enough to
give reliable results in all cases.
Analysis of Dutch wind gusts
Extremes in daily wind gusts from the Netherlands (30 monitoring stations with 3241 records of daily maxima from November 11, 1999 , to November 13, 2008 were analysed by Opitz (2016) using an asymptotically independent Laplace random field model for high threshold exceedances. We reanalyse these data by adopting a block maximum approach, fitting the max-id model (16). We focus on months October-March, which experience the strongest wind gusts. To study wind gust extremes on various time scales, we compute weekly, monthly and yearly block maxima, which yields 1594, 220, 52 and 8 maxima per site respectively.
We model marginal distributions separately at each location, but jointly across time scales to borrow strength across time series when few observations are available. Specifically, let z ij;k denote the ith observation at the jth monitoring station for the kth time scale. We assume that the daily maxima, z ij;1 , follow a generalized extreme-value (GEV) distribution G j;1 (z) with location, scale and shape parameters µ j ∈ R, σ j > 0 and ξ j ∈ R, respectively, and that maxima for larger time scales, z ij;k (k = 2, 3, 4), are also GEV-distributed according to
where a + = max(a, 0), b 2 = 7, b 3 = 30 and b 4 = 182 are (approximate) block sizes for weekly, monthly and yearly data, respectively, and θ j ∈ (0, 1] is the extremal index specific to each station, representing the proportion of independent extremes within each block. The marginal fits are good overall at all sites and time scales; see the Supplementary Material for further details.
The special dependence structure of componentwise maxima suggests that these data might be well described over space by a max-id process. Although we expect the maxstability property to be reasonable for large block sizes such as for yearly maxima, it might be dubious for small block sizes such as for daily maxima; recall Figure 1 . Treating the estimated margins as exact, we then fit several max-id models constructed from (12) using an isotropic Gaussian process W (s) with powered exponential correlation function ρ(h) = exp{−(h/λ) ν }, h ≥ 0, with range λ > 0 and smoothness ν ∈ (0, 2], and using the Poisson point process mean measure proposed in (16), which depends on the parameters α > 0 and β ≥ 0. We consider four max-id models, fitted separately for each time scale: α = 1 and β = 0 both fixed (Schlather max-stable model); α > 0 free and β = 0 fixed (extremal-t max-stable model with α degrees of freedom); α = 1 fixed and β ≥ 0 free (parsimonious model (17)); α > 0 and β ≥ 0 both free (general max-id model (16)).
All models were estimated by maximizing the pairwise likelihood (19), considering all pairs of locations less than δ = 100km apart (i.e., keeping roughly 40% of possible pairs).
For the most complex max-id model, a single fit took about 30min, 3.5h, 15h, and 4 days for yearly, monthly, weekly and daily maxima, respectively, on a workstation with 20 cores exploited for computing the pairwise likelihood in parallel. Table 2 reports the results.
The large estimated range parameter λ suggests that spatial dependence is quite strong, while the estimated smoothness parameter ν < 0.5 shows that there is small-scale variability.
The parameter estimates for the Schlather model suggest that max-stability might be dubious for these data: λ and ν are both decreasing with larger time scales, suggesting a weakening of spatial dependence as wind gusts become more extreme. The results for the extremal-t model seem to confirm this, although the parameter α has the opposite effect. More affirmative conclusions can be drawn by comparing the fits of the max-id models (16) and (17) with their max-stable counterparts obtained by fixing β = 0. For yearly maxima, β is fairly close to zero in both non-max-stable models. For model (16), the 95% confidence interval for β (not shown) includes 0, suggesting that the max-stable assumption is reasonable in this case. Furthermore, the CLIC values are all very similar for yearly maxima, suggesting that the parsimonious Schlather max-stable model might be appropriate. By contrast, for daily, weekly and monthly maxima, the estimates of β in non-max-stable models are always significantly different from zero at the 95% confidence level. Moreover, the CLIC values are strongly supporting the more flexible non-max-stable models, especially for daily maxima.
Interestingly, for the max-id models (16) and (17), β decreases monotonically to zero as the block size gets larger. This implies that these block maxima tend to be closer to a maxstable process as the block size increases, while β provides extra flexibility at sub-asymptotic regimes characterized by small block sizes.
Overall, the CLIC values, the estimated parameters (Table 2) and further model diagnostics reported in the Supplementary Material suggest that our max-id model outperforms the max-stable extremal-t counterpart for small and moderate block sizes.
A Likelihood formulae for infinite measure max-id models 
where F W is the distribution of W i and
its partial derivatives. If W i is multivariate standard Gaussian with correlation matrix
In this case, the expressions (20) and (21) 
where
Poisson process and R W,i > 0 are independent random variables following the chi-distribution F χ D with D degrees of freedom, independently of random vectors S i uniformly distributed over the unit sphere S D−1 . The intensity measureκ 
T with correlation coefficient ρ ∈ [−1, 1], independent of the points {R i } of a Poisson process distributed according to one of the intensity measures κ 
C Supplementary Material
This section provides a counter-example of a joint distribution that is not max-id ( §C.1), details on the coefficient of tail dependence used to summarize asymptotic independence structures ( §C.2), some auxiliary results for our Gaussian-based models ( §C.3), details on the simulation of max-id processes ( §C.4), further inference details (likelihood for maxid models with finite measure, pairwise likelihood estimator asymptotics, and simulation results) ( §C.5), and further details on the data application (marginal fits, and some model diagnostics) ( §C.6). Cross-references to our main paper are written as Huser et al. (2018b) .
C.1 Failure of max-infinite divisibility under negative association
A simple counter-example of a distribution without the max-id property is the bivariate standard Gaussian distribution Φ 2 (·; ρ) with negative correlation ρ (Resnick, 1987, Section 5.2) . Figure 3 displays the "density" 
C.2 A dependence summary for asymptotic independence
We use the coefficient of tail dependence η (Ledford and Tawn, 1996) to characterize faster bivariate joint tail decay as compared to marginal tails in the case of asymptotic independence. If Pr(X i > x) ∼ 1/x, x → ∞ (i = 1, 2), then we assume that the following flexible joint tail representation holds along the diagonal: 
C.3 Properties of Gaussian-based models
The following Proposition C.1 shows that our Gaussian-based models, constructed from κ γ (k = 1, 2, 3) in Equations (15), (16) and (17) of Huser et al. (2018b) respectively, and {W i (s)} are independent copies of a standard Gaussian process independent of {R i }, yields a well-defined max-id process.
Proof. Observe that κ 
γ (dr), z > 0 (k = 1, 2, 3), are finite for any standard D-dimensional Gaussian vector W . Using Mill's ratio for the univariate standard Gaussian density φ, the multivariate standard Gaussian tail probability 1 − F W (x) can be bounded from above by (1 + ε W )Dφ(min j=1,...,D x j ) min j=1,...,D x j as min x j → ∞ with a suitably fixed ε W > 0. Therefore, we can fix a constant c W > 0 such that 1 −
γ (dr), the second term on the right hand side is finite, and it remains to prove finiteness of the first term. By using the upper bound on the multivariate Gaussian tail probability, collecting all constant terms in a constant C and writing z m = min j=1,...,D z j , we get
The term exp(−z 2 m r 2 /2) ascertains the tail decay of the integrand to be faster than exponential (as r −1 f [k] (1/r) has a polynomial tail), ensuring the finiteness of the upper bound and therefore of V (z). Proof. For ease of notation, we omit the superscript [k] and subscript γ inκ [k] γ in the following and denote the distribution function of R W by F χ D . We write the tail measure ofκ as
The measureκ 1 has an infinite mass over (0, ∞) due to the infinite number of Poisson points R i ≤ 1, while the measureκ 2 has a finite mass that corresponds to the points R i > 1. To prove the Weibull tail behavior ofκ, we first show thatκ 2 is Weibull-tailed with Weibull coefficient 2β/(β + 2), and we then show that the tail ofκ 1 is asymptotically dominated by the one ofκ 2 as z tends to infinity. Notice thatκ 1 ([z, ∞))/κ 2 ([z, ∞)) → 0 for z → ∞ if the Weibull coefficients β 1 and β 2 ofκ 1 andκ 2 respectively satisfy β 1 > β 2 . The intensity measurẽ κ 2 can be represented as cH with c =κ 2 ([1, ∞)) > 0 andH a probability distribution. Based on results for the product of Weibull-type random variables (Hashorva and Weng, 2014; Huser et al., 2017) , one easily shows thatH is Weibull-tailed with coefficient 2β/(β + 2), where 2 is the Weibull coefficient of F χ D . Therefore,κ 2 is Weibull-tailed with coefficient 2β/(β + 2). To
show that the tail ofκ 1 is lighter such that its contribution can be neglected, we now fix an arbitrary small 0 < ε 1 < 2 and a constant
for all r ≤ 1. Then,
For any parameter values of α and β in the construction ofκ [k] γ and for z > z 0 > 0 with some fixed z 0 , we can fix constants ε 2 > 0 with ε 1 + ε 2 < 2 and C 2 > 0 such that
for r ≥ 1. This result yields the following upper bound:
For small ε 1 such that 2 − ε 1 > 2β/(β + 2), the Weibull-type tail ofκ 2 dominatesκ 1 . Thus, κ is Weibull-tailed with Weibull coefficient 2β/(β + 2).
C.4 Simulation of max-id processes
When the mean measure of the Poisson point process {R i } in Equation (12) of Huser et al. (2018b) is κ γ [r, ∞) = 1/r, r > 0, yielding a max-stable process with unit Fréchet margins thanks to the representation given in Equation (10) of Huser et al. (2018b) , one can simulate the Poisson process {R i } by setting R i = 1/U i , i = 1, 2, . . ., where {U i } denotes the points from a unit rate Poisson process on the positive half-line (0, ∞). A well-known way to generate ordered points 0 < U 1 < U 2 < · · · from such a process is to sample a sequence E 1 , E 2 , . . . of unit exponential random variables and to set U i = i k=1 E k , i = 1, 2, . . .. In this way, the Poisson points R i are decreasing, which can be exploited in Equation (10) of Huser et al. (2018b) to generate approximate simulations of max-stable processes by truncating the maximum with a predefined accuracy (Schlather, 2002) . Furthermore, Schlather (2002) shows that if W (s) < C < ∞ almost surely, then only a finite (but random) number of points R i needs to be generated for exact simulation of Z(s) in Equation (10) of Huser et al. (2018b) . Similarly, to simulate a max-id process defined in (12) with a general mean measure κ γ , we propose using more general parametric transformations R i = T γ (U i ) with 
where Σ A;B denotes the matrix Σ restricted to the rows in the set A and columns in B, (25) and (26) 
C.5.2 Asymptotic properties of the pairwise likelihood estimator
As pairwise likelihoods are constructed from valid likelihood terms, they inherit appealing properties (Varin et al., 2011) . Denote by ψ the maximum pairwise likelihood estimator and by ψ 0 ∈ Ψ ⊂ R p the true parameter value. Under mild regularity conditions (Padoan et al., 2010) , and provided that ψ is identifiable from the bivariate densities, we have that
where n −1 J −1 KJ −1 is known as the sandwich matrix with
Model comparison may be performed using the composite likelihood information criterion (CLIC) defined as CLIC = −2 P L( ψ; z 1 , . . . , z n ) + 2 trace( J −1 K), where J and K are estimators of J and K, respectively. The rescaled version CLIC (Davison and Gholamrezaee, 2012) , based on
1≤j 1 <j 2 ≤D ω j 1 ;j 2 , is easier to interpret since it recognizes that all variables in Equation (19) of Huser et al. (2018b) appear on average C times more often that they should in case of independence. When ω j 1 ;j 2 = 1 for all 1 ≤ j 1 < j 2 ≤ D,
C.5.3 Simulation results
An extensive simulation study was conducted to validate our pairwise likelihood estimator detailed in §4.2 of Huser et al. (2018b) , for the max-id model constructed from (12) in terms of an underlying Gaussian process W (s) with isotropic exponential correlation function
as given in Equation (16) of Huser et al. (2018b) .
We first fixed α = 1 (which corresponds to the parsimonious model (17)We model marginal distributions separately at each location, but jointly across time scales to borrow strength across time series when few observations are available. Specifically, let z ij;k denote the ith observation at the jth monitoring station for the kth time scale. We assume that the daily maxima, z ij;1 , follow a generalized extreme-value (GEV) distribution G j;1 (z) with location, scale and shape parameters µ j ∈ R, σ j > 0 and ξ j ∈ R, respectively, and that maxima for larger time scales, z ij;k (k = 2, 3, 4), are also GEV-distributed according to
where a + = max(0, a), b 2 = 7, b 3 = 30 and b 4 = 182 refer to (approximate) block sizes for weekly, monthly and yearly data, respectively, and θ j ∈ (0, 1] is the extremal index specific to each station, representing the proportion of independent extremes within each block. Figure 6 displays histograms of the four estimated parameters ( µ j , σ j , ξ j , θ j )
T for all sites. In particular, the estimated shape parameters are all negative, suggesting short bounded tails, and the extremal index roughly lies in the interval [0.5, 0.6], revealing some mild extremal dependence in the daily time series. Quantile-quantile plots (not shown) suggest that the fits are good overall at all sites and time scales.
C.6.2 Further model diagnostics
To assess the goodness-of-fit of the estimated max-id models, Figure 7 displays empirical and fitted extremal coefficients θ D (z) for monthly and weekly maxima, for three subsets of sites of dimension D = 5 at various distances. We compare the fits of the max-stable extremal-t model with our max-id model in Equation (16) of Huser et al. (2018b) . Unlike the quite rigid extremal-t model, our asymptotically independent max-id model can capture weakening of dependence, although there is still room for improvement. More flexible max-id models could be designed for example by allowing for spatial anisotropy or by choosing processes W i (s) in the spectral construction (12) of Huser et al. (2018b) that depend on the Poisson points R i , which might further improve results.
Overall, the CLIC values, the estimated parameters (Table 2 of Huser et al. (2018b) ) and the model diagnostics suggest that our max-id model outperforms the max-stable extremal-t counterpart.
