Introduction
A common class of network design problems asks for the installation of capacity (bandwidth) over the edges of a network as to support a given set of pairwise traffic demands -a traffic matrix -with some additional constraints (integrality, unsplittable flows, resilience etc.). A crucial assumption in this model is that the traffic matrix is single. This is not the case with several applications, where communication patterns change over time, and therefore we have to support a set D of non-simultaneous traffic matrices: this set can be given either explicitely (e.g. day/night traffic matrix) or implicitely (e.g. by a set of constraints defining a traffic polytope [1, 2] ).
Unfortunately, moving from a single to a set of traffic matrices can easily increase the complexity of a network design problem. Consider, in fact, the following problem:
Given: an undirected graph G(V, E) with per-unit capacity installation cost cuv for each (potential) arc uv ∈ E, an integer p, a subset X = {v 0 , v 1 , . . . , v p } of nodes and a set of non-simultaneous traffic matrices:
Find: a minimum cost capacity installation U : E → Z + , such that every traffic matrix of the set D can be routed by integral flows on the network G equipped with capacity uij for every edge ij ∈ E.
It is easy to see that while with p = 1, i.e. a single traffic matrix, the problem above reduces to the shortest path problem, when p > 1 it reduces to the Steiner tree problem.
In the paper we consider therefore the following basic question: sup- 
Preliminaries
Let N be a set of nodes and K N (N, A N ) the complete directed network with node set N , i.e.
A traffic matrix over K N is a non-negative, matrix of rationals D of size n × n, where dij is the amount of demand from node i to node j; w.l.o.g. we assume d ii = 0 for any i.
A capacity matrix -often simply a capacity -over K N is a non-negative, matrix of rationals U of size n × n, where uij is the amount of capacity we install over the arc (i, j) of K N ; w.l.o.g. we assume u ii = 0 for any i.
A routing over KN is a non-negative, matrix of rationals F of size n × n × n × n, where f ijhk is the fraction of demand d ij that is routed on the arc (h, k). Therefore, F is such that 1 : 
We simply say that a capacity U supports a traffic D if there exists a routing F such that U and F support D.
A nice characterization of the latter property is a well-known result from the literature. The metric polytope, a normalization of the metric cone, is defined as follows: 
Given a capacity U and a routing F , D(U, F ) denotes the set of traffic matrices that are supported by U and F . That is, D(U, F ) = {D :
Moreover, D(U ) denotes the set of traffic matrices supported by a given capacity U . By Theorem 1.1,
is an up-monotone polyhedron, and that U(D) is the projection over the U -space of UF (D).
Domination
Let D 1 and D 2 be two traffic matrices. We say that
for any pair (i, j), but this condition is only sufficient. 
Let U be any capacity matrix U supporting D 1 . Again, by Theorem 1.1:
and therefore, combining Equation (1) and Equation (2): 
The previous theorem implies that recognizing if a traffic matrix D 1 dominates a traffic matrix D 2 is easy, since it is equivalent to solve a fractional multi-commodity problem. We also recall that recognizing if a polytope contains another polytope is easy if both polytopes are given by systems of inequalities [3] , but, unfortunately, in our case the size of these systems is not polynomially bounded in the size of the original input. 
Unsplittable flows
We must show that there exists an unsplittable routing W such that U and W support D 2 . We define W as follows:
It is easy to see that W defines an unsplittable routing. Moreover, for any (u, v) ∈ A(K n ):
We point out that, since recognizing if a capacity matrix U supports a traffic matrix D as unsplittable [6] 
Strong domination
In many network applications "migrating" from a routing to another one is costly [1] , so it is convenient to keep the same routing even if the traffic matrices change over time. We here characterize a stronger type of domination that, in a sense, allows to deal with this constraint. 2 is easy, since it is again equivalent to solve a fractional multi-commodity problem. First, we need a few definitions.
. Also let: 
Proof.
We will prove the following statement: 
It is easy to see that W defines a routing. Moreover, since
and, therefore, U and W support D 2 too.
Total domination
We say that Proof. Necessity. Let F be the routing: 
