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The application of Optimal Control theory to define optimal trajectory manoeuvres 
for high performance aircraft results in the definition of the optimal control variables 
and nominal state variable responses that optimise some performance index.
In this thesis the specific problem of an aircraft acquiring maximum height in a fixed 
time while satisfying a specified terminal constraint - namely that of the finally 
achieved velocity - and also minimising a function of drag, is investigated.
The generalised necessary conditions for optimal control are defined in chapter 1. 
Chapter 2 applies these necessary conditions to the specific optimisation problem 
cited above.
Chapter 3 is concerned with the numerical solution of the equations resulting from 
the necessary conditions and in particular the solution of the resultant two point 
boundary value problems. Two numerical methods for the solution of two point 
boundary value problems are presented. These are respectively the method of 
Steepest Descent and in chapter 4 the method of Quasilinearisation.
For this optimisation process the control variable has been chosen as the angle of 
attack or aerodynamic incidence f(X\ and the solution of the optimisation process 
results in the definition of the optimal control (X* together with the optimal state 
variables namely velocity V *,flight path angle y*, and mass iff*.
For the aircraft to follow this optimum trajectory it is necessary to control the 
aircraft about its Pitch axis by the application of elevator such that the optimum 
value of angle of attack is achieved. The required value of pitch rate is readily
derived from the relationship q — y * — (X*.
To achieve this optimum value of pitch rate a command stability augmentation 
system is required as the elevator response characteristics of the aircraft vary 
significantly throughout the optimum trajectory.
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Just how the aircraft pitch rate responses to elevator vary on the optimal trajectory 
is defined in chapter 5.
As the dynamics of the aircraft are changing it is necessary to design the command- 
stability augmentation system to compensate for these changes in dynamics, in order 
that the response of pitch rate achieved to pitch rate demand is maintained 
acceptable throughout the optimal manoeuvre. This process of modifying the 
elevator controller is known as adaptation of the controller and in chapter 6 a review 
of adaptive techniques is provided.
The variation of aircraft parameters is such that a unique relationship between the 
parameters and auxiliary variables such as speed, mach number, dynamic pressure or 
altitude does not readily exist and this would result in a complex open loop adaptive 
gain scheduling scheme. Chapter 7 details the design of a closed loop Indirect 
Adaptive Command Stability Augmentation system with particular emphasis on the 
identification of the time varying uncertain parameters of the aircraft. The 
identification procedure is treated as a two point boundary value problem and the 
method of Quasilinearisation is again applied to the solution of this.
Consideration is given to the robustness of the controller and in particular emphasis 
on establishing a degree of confidence in the identified parameters is presented in 
chapter 8. The thesis concludes with suggestions for further work and on practical 
considerations relating to the implementation of this on line adaptive controller. 
Results of the generation of the optimal trajectory, the variation of the aircraft 
parameters, the on-line identification of the parameters, and the response of the 
adaptive controller are included at the end of the appropriate chapters. The 
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This thesis is concerned with the design procedure for an on-line closed loop 
adaptive command stability augmentation system suitable for use on high 
performance aircraft. The system investigated is an alternative solution to the 
traditional open loop controller gain scheduling adaptive systems currently utilised to 
cater for the variation in aircraft dynamics throughout the flight envelope.
It has been stated that auxiliary gain scheduling is adequate for most flight 
situations and indeed the author in no way wishes to cast aspersions on this 
technique which has served the design of flight control systems well. There are 
however some modes of operation of aircraft where it is difficult to obtain a unique 
relationship between controller parameters and flight condition states. A case in 
point is the optimal climb manoeuvre where speed, height, dynamic pressure are all 
varying widely throughout the optimal trajectory.
A specific optimisation problem, namely that of acquiring maximum height in a fixed 
time, while minimising aerodynamic drag and achieving a specified terminal 
constraint on the velocity at the end of the optimal manoeuvre, has been chosen as 
the starting point for this investigation on adaptive control.
The motivation for this starting point is three fold. First, the optimal solution to this 
problem requires the aircraft to traverse a significant portion of the flight envelope 
and in so doing encounters significant aerodynamic parameter changes. Secondly, 
the solution of this problem entails the application of optimal control theory and it is 
a long term objective of the author to incorporate a degree of optimisation into the 
adaptive process in order to create an optimal adaptive controller. Finally, one of the 
techniques used for the numerical solution of the two point boundary value problem 
which arises in the optimisation process is to be employed in the solution of the on­
line identification of the aircraft dynamics as required for the indirect adaptive
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system . The identification of the changing system parameters is treated as an 
additional two point boundary value problem which is solved by Quasilinearisation 
techniques in a manner similar to that applied in the optimisation problem. By this 
step by step approach the author has gained experience and confidence in the 
application of these techniques.
A fixed time optimisation problem, as opposed to one where time is to be explicitly 
optimised, as for example in the minimum time to climb problem, has been 
considered purely for computational simplicity whereby the added complexity of 
modifying the optimal time, by the solution of the Transversality condition, is 
avoided.
Early attempts at closed loop adaptive flight control were based on direct adaptive 
control techniques where the dynamic parameters of the aircraft were not explicitly 
determined. These methods were rather unsuccessful and resulted in the catastrophic 
failure of a research aircraft on an adaptive control test flight 
Although much research has been undertaken in closed loop adaptive control 
techniques with regard to stability and robustness of the control in the past two 
decades, these methods have not been applied in production flight control systems 
design. Instead system designs have opted for an open loop form of adaptive 
control whereby controller parameters are scheduled as a function of some auxiliary 
variable; for example Mach number, dynamic pressure, height, or incidence.
The objective of adaptive control, be it open loop or closed loop, is to retain the 
handling qualities of the aircraft within acceptable limits throughout the flight 
envelope. It is a debatable point whether a uniform identical response characteristic 
is desirable at all flight conditions. To demonstrate the principle of closed loop 
adaptive control this unchanging response characteristic has been taken as an 
objective for the purposes of this investigation. Should a variation in handling
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qualities be required at different points on the flight envelope the system will also be 
capable of adapting to these changing performance criteria.
Gain scheduling of controller parameters by auxiliary variables has served the 
industry well and the importance of this technique should not be underestimated. 
However, as the goal of enhanced aircraft performance is relentlessly pursued, ever 
more complex algorithms for controller gain scheduling are required. This is in 
particular true if a unique relationship between the auxiliary scheduling variables and 
the required controller gains does not exist. While it is true that the implementation 
of complex scheduling algorithms is now more readily facilitated with the significant 
improvement in digital signal processing technology that has occurred over the past 
two decades, it can also be argued that the availability of these devices now 
facilitates the implementation of robust closed loop adaptive systems. This then is a 
further motivation for this investigation at this time.
A review of adaptive control techniques is presented in chapter 6 . This investigation 
has concentrated on the so called indirect adaptive control technique where the 
dynamics of the aircraft to be controlled are specifically identified. A recursive on 
line continuous identification process is incorporated in the adaptive system to 
reduce the uncertainty of the plant parameters. The author has a preference for this 
approach to adaptive control, if for no other reason than a conviction that the more 
that is known about the current parametric representation of the aircraft dynamics 
the more erudite the generation of the appropriate control action.
On-line identification requires the dynamics of the system to be identified to be 
stimulated before estimates of the unknown parameters can be determined. This is 
known as the Persistency of Excitation requirement. In most control applications it is 
undesirable to introduce additional extraneous control perturbation signals in order 
to excite the system purely for the purposes of identification. This is because in 
general these additional ‘test’ signals will contaminate the system response. A further
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objective then is to determine estimates of the system dynamics using the normal 
control inputs to the system. For this to be possible the control input must be 
sufficiently 'rich' in excitation frequencies to excite all the modes of the system. The 
normal operating control inputs may not satisfy these requirements at all times. In 
this event accurate system identification is not possible. Rather than augment the 
stimuli to the system to fulfil the identification requirements, the approach in this 
study has been to determine when the identification estimates are unreliable and to 
inhibit the adaptive update of the controller parameters should this occur.
This has proved to be satisfactory for the particular problem investigated. The 
procedure is based on the alternative philosophy that if specific modes are not 
excited there is no need to adapt the controller to cater for them.
Considerable attention has therefore been focused on determining when the 
confidence level of the accuracy of the system identification is low, in order to inhibit 
the adaptation process during this period. The adaptation of the controller resumes 
automatically as soon as the identification process is again satisfactory.
In this approach the view has been taken that as long as the system response is 
satisfying the demand then the overall performance is satisfactory. During the period 
that the adaptation is inhibited it is possible for a mismatch to occur between the 
controller parameters and the dynamics of the system being controlled. In this event 
the combination of controller and system parameters may well deviate from the 
chosen optimum criterion. The system will not initially respond to a subsequent 
command in precisely the manner required; however this command will reactivate 
the identification process and appropriate adaptation of the controller. As the 
identification and adaptation take a finite time the system response may well have 
deviated from the nominal desired response even though the controller parameter 
and system parameter combination will be correctly matched at the end of the first 
identification and adaptation interval. This means that the combined adaptive
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controller and system combination will have the correct dynamic response 
characteristics in terms of overall closed loop system parameters but the actual 
output response trajectory may deviate from the nominal due to the initial mismatch 
of controller parameters. This situation can be alleviated by augmenting the control 
,now that the system dynamics have been identified, such that the original response 
trajectory is regained in an optimum manner. If this further requirement is 






Optimal Control is basically the selection of a set of control variables from the set of
admissible controls which either maximise a performance index or minimise a cost
functional. An admissible control is one which lies within and does not invade the
control constraints during the period of optimum performance - the optimisation 
interval tf —10
A mathematical technique available to perform the optimal control selection is based 
on the Calculus of Variations. Historically these techniques have been available 
since the time of the ancient Greeks, however it was not until the time of Sir Isaac 
Newton and Johann Bernoulli in the late seventeenth century that the mathematics 
were formally developed. Both of these mathematicians considered and solved the 
brachistochrone problem which requires the shape of a frictionless wire with fixed 
end points to be defined such that a bead may slide from one end of the wire to the 
other, under gravity, in minimum time. The solution - a cycloid - of this seemingly 
obscure problem has much relevance today in the re-entry of space craft to the 
earth's atmosphere, a fact which the author finds both incredible and fascinating. 
There are many interesting texts on the subject of the calculus of variations. 
References (1,2,&3) the author has found to be invaluable to gain an understanding 
of the subject.
Bryson (2) has formally derived the necessary conditions for optimal control in a 
succinct fashion and the author can do no better than refer the reader to this 
excellent work. The derivations are for this reason omitted from the thesis, however
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the necessary conditions for optimal control are presented as follows and applied in a 
subsequent chapter.
The Necessary Conditions For Optimal Control 
The Performance Index or Cost Function
h
J  =  <|>( x(t ,  ),tf ) + 1  TMf{x(tf  ) ,* ,)  +  } { L (jc ,h ,0  +  XT(f (x ,u, t )  -  x)}dt .
(1)
Where:-
x(t)  =  represents the state equations of the n-dimensional dynamical
system to be optimally controlled.
A,(f) represents the n-dimensional co-state vector. This vector introduces a cost 
factor on the system dynamics not being satisfied.
L (x ,W ,r) is the the integrand function to be optimised over the interval t0 to tf .
the function of terminal conditions to be optimised.
V (x ( r / ) , / / ) = o  is the vector function of specified terminal state constraints to be 
satisfied in the optimisation problem.
T
y  is the weighting vector on the terminal constraints.
The minimisation of a cost functional of the form of (1) results in the requirement 
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The Optimal Control is obtained from the solution of the optimality equation.
At each time step in the integration process the vectors x ( t ) and are 
substituted in the optimality condition to give the optimal control vector u_(t).
Constrained Controls:
If the controls are constrained such that
u < u < umin — ** — max
then the Optimality Condition becomes
{ ( ^ )  +  ^ r ( ^ ) } 8 « > 0  
du du
This is Pontryagin's Minimum Principle.
The Boundary Conditions:-












+  1  T( ^ )  +  ( * )  +  M ,, =  °
The transversality condition determines the final time of the optimisation 
interval in the case where the final time is not fixed.
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State Inequality Constraints:-
State inequality constraints of the form
G (x ,u , t )< 0
can be included in the optimisation problem by augmenting the order n of 
the number of state differential equations, and forming an additional equation
jc„+i = 'K{G(x,Uit)}2
K  is assigned the value zero if the constraint is not violated or a large 
positive constant if the optimum state trajectory invades the state constraint 
boundary.
Non-Linear Boundary Value Problem
The simultaneous solution of the state and co-state non-linear differential 
equations in general constitutes a non-linear two-point boundary value 
problem. The initial conditions of the states are usually known, however only 
the terminal conditions of the co-states are known.
Methods of solution: -
Two methods of solution of the resultant two-point boundary value problem 
are investigated. These are the method of 'Steepest Descent' and the method 
of 'Quasilinearisation" presented in chapters three and four respectively.
16
Chapter 2
The Maximum Climb In A Fixed Time:- Optimisation Problem.
For the purpose of this thesis, the optimisation problem of acquiring maximum 
height in a fixed time, while attaining a terminal constraint on the final velocity, and 
minimising a function of drag, has been investigated. This problem has been selected 
as in its solution the aircraft encounters a large number of different flight conditions 
in the flight envelope. Hence when the optimal trajectory is flown, a significant 
variation in aircraft system parameters will be encountered. This will enable the 
effectiveness of the on-line adaptive command stability augmentation system to be 
assessed.
The non-linear equations of motion governing the system dynamics are obtained 
with reference to fig.l. There are five state equations representing the system 
dynamics and these are presented below.
The System Dynamics.
STATE VARIABLES:-
X = f ( x , u , t )
Symbols
Longitudinal Acceleration V ft.sec ' 2
Flight path Angular Velocity y rad. sec -1
Height Rate it f t .sec '1
Horizontal Velocity X ft.sec'1
Rate of change of mass m slug sec -1




K=—{Jcosa-D-iw^siny}  f x
m
Y =  — r,{L +  Y s in a  -  m gcosy}  / 2
m V
A = F s in y  ......
x=Vcosy  f 4
T rf»= ...........................................................   / ,
eg
Lift
1L(V,h,a) = ^ p V 1SCl
Drag
D(V,h,a) = ^ p V iSCD
L
Coefficient of Lift 
Cl (M ,a )  = CI^ (M)a
Coefficient of Drag 
CD( M , a )  = CD' + T ) C l a z
The appropriate values of CDo (A f), (M ),T |(A f) are obtained from




p(h) = pQe * p0 = 0M 254slugft3 A = 27300/1.
V
Mach Number M(a,V) = -
a
Local Speed of Sound asx.
Sea Level




(288.15-kkh)'K 0 < h<H K m .=  0 < h <  36089ft.
216.65°JT 11JTi«.< h < 20iTw.= 36089 < h <  65617ft.
Lapse Rate k. = 6.5°C.Km'1 = 0.00198°C.^."1
Fig. 3 shows how the speed of sound varies as a function of height on the 
I.C.A.O. Standard Atmosphere h v  a graph. At each height on the optimal 
trajectory computations, the local value of air density is computed together 
with the value of the local speed of sound. From a knowledge of the 
longitudinal velocity, the corresponding mach number can then be evaluated. 
The current value of mach number is then used to interpolate the 
aerodynamic data and thrust.
Thrust T(h,M)  is interpolated from the engine characteristics as defined 
in fig. 4 as a function of both height and mach number.
Gravity g  = 32.2 ft. sec'2
Surface Reference Area S = 530 f t 2
19
Engine Specific Impulse c —1600sec.
Investigation of Maximum Climb in a Fixed Time with Minimum Drag.
Specified Terminal Constraints
V{tf ) = 968.58ft.sec 1 = M  = 1.0 for h > 36000 ft.  
/. \|/1 =V(tf ) -  968.58
Integral Function to be Minimised:-
Specified Initial Conditions:-
-iF(f0) = 400.0 ft.sec 
7 ( 0  = 0.0 rad. 
h(t0) = 700.0 ft.  
x(t0) = 0.0 ft.  
m(L) = 42000. lb.= 1304.35Slugs.
Terminal Quantity To Be Optimised:-
The negative sign implies that the minimisation of this terminal quantity will 
result in the maximisation of h{tf y
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The Specific Cost Function:-
The resultant cost function to be minimised for this maximum height in a 
fixed time problem is given by:-
J  = -h ( t , )  + y, (V(tf ) -  968.58) + a 1 dt.
2 *
3/*
The Elements (— ) :■ 
OX
a /  i  az> ay;-zr1- = —(-—cosa -  - —) -^± = - g cosy
dV m dV dV  3y
dft 1 3Z>= —(— cosa -  — ) 
dh m dh dh
9 /  _q  d/| _  D - T c o s a  
dx ’ dm m2
dft 1 „ „ d T  . dL . , F _  .s in a + — ) - ( L + T s m a - m g  cosy)} 
dV mV dV dV
g . 3/1 1 J T  • *L. dft .^■ = ^sinY -^r = —  ( 3 r s,na + 3 r ) > a = °3y oh mV oh oh ox




The Elements of (—- )  
OX
. 1  2The Lagrangian L =  — OC is independent of the system state variables. 
2
Hence
Substitution of the above defined elements into the Euler Lagrange equations 
results in the following set of co-state equations.
The Co-State Equations
1 M
- ( — c o s a - — ) 
m  dV
1 , . . . d T  . d L . ._ _  .i l f( pm /Y 1 i i r 1 r rm <Y M-t r» i I sin y c o s /
j d r
„ 2 1V\ \ L + 1 s m a  m geosy ) )  
m V  d V  dV eg dV
- g c o s y
V s i n r V co s^
-V s in  y 0
i .e ft
m dh dh
i , d t  .
^ s m a + ^ )
0 0
_ r d r
eg dh
0 .................................. .0 0 0 .......o ......
D - T c o s a
2m




3 L  A
From the optimality condition ) +  A, (——) =  U
au ou
CC + [A,k : : Xh : Xx : A,w]
This gives
dD, A, dL „ , Aa ----- - {T  sin a  + — } + —— -  + T cos a} = 0
m da mV da
from which the optimal control is determined.
Note:- g l (V,h,m,Xr ,'k1,d )  = Q
The Terminal Conditions On The Costates:-
M * /) = y ,
M ' / ) = 0
K ( t f ) = o  
K ( t , ) = o
- T { r s i n a  +  | ^ }
m da






The State and Costate Equations.
1—{Tco sa -  D - m^siny} 
m







V(—- sina + *r—)} -  Xh siny -  Xx cosy ■+
A,Fgcosy -  X,T —siny -  XhV cosy + XxV siny
(— sina 4 dLx Xm dT
dh eg dh
0
% (r c o sa  -  D) + — L + T sina) 
m m V





V = Velocity Along Flight Path 
® = Pitch Attitude Angle
a = Angle of Attack
 ^ ” Flight Path Angle
Fig. 1
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Steepest Descent Solution Of The Optimisation Problem
The solution of the system state and co-state equations with appropriate boundary 
conditions, for the optimisation problem defined in chapter 2, is presented in this 
chapter. The solution is to be obtained by numerical computational techniques and 
will provide the optimal control - in this instance the optimum angle of incidence - 
time vector which will maximise the height acquired in a fixed time while satisfying a 
desired terminal constraint on the terminal velocity while minimising aerodynamic 
drag.
Two methods of solution of the optimisation equations are investigated. These are
a) The method of Steepest Descent described in this chapter ,and
b) The method of Quasilinearisation described in chapter 4.
Each of these computational procedures has its own relative merits in obtaining the 
optimised solution. The Steepest Descent method of solution has an initial advantage 
over the Quasilinearisation method in that so called starting vector solutions of both 
the state and co-state equations do not have to be estimated in order to initiate the 
iterative computational solution process. In the Steepest Descent method it is only 
necessary to estimate a starting vector for the optimal control time vector to 
commence the iterative procedure. The convergence of the algorithm is not too 
sensitive to the accuracy of this initial estimate and the method has good 
computational stability properties even when the control time vector estimate is 
significantly in error to the desired optimal control solution. It is also simpler to 
apply some engineering intuition in the selection of the initial control time vector 
estimate, than to provide estimates for all the state and co-state time vectors as 
required in the Quasilinearisation method of solution. The Steepest Descent method
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of solution however suffers from a linear convergence rate dependent on the 
gradient of the optimisation surface. As the gradient in general reduces as the 
optimum is approached this results in a comparatively slow rate of convergence to 
the true solution. This necessitates a large number of computational iterations before 
the optimum solution is obtained.
The Quasilinearisation algorithm on the other hand exhibits a quadratic convergence, 
but does require the initial set of starting vectors for the state and co-state variables 
to initiate the process. For this reason both methods of solution have been utilised in 
this investigation. The solutions obtained by the steepest descent method have been 
used as starting vectors for the Quasilinearisation method.
Steepest Descent Computational Procedure:-
The Steepest Descent computational procedure for the solution of the defined 
optimisation problem commences with the selection of an estimate for the control 
time vector CC(f) over the optimisation interval t0 to tf  . This initial control vector
is shown in fig. 6 together with the converged solution of the optimal control 
obtained by the steepest descent method of solution.
The next step in the procedure is to perform a forward time integration of the five 
state equations starting from the initial conditions for the states as defined in chapter 
2. A fourth order Runge-Kutta integration procedure was written for this purpose.
At the end of the optimisation interval the complete set of state and co-state 
equations were integrated backwards in time from tf  to t0 . The terminal
conditions used to initiate the backwards time integration process were as defined in 
chapter 2 for the co-state equations, while the values obtained from the forward time 
integration at the end of the optimisation interval were used for the state equations. 
In the case of K ( t f ) , this was set equal to a weighted function of the difference
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between the value obtained for V(tf ) and the desired terminal constraint value of 
968.58f t , sec-1 on the terminal velocity. This value corresponds to a terminal 
value of Mach 1 at the final height
technique which seeks to minimise a weighted quadratic function of the error 
between the terminal velocity achieved and the desired terminal velocity constraint 
This weighted function can be expressed as
At the end of the backward time integration a new updated control time vector is 
computed using the steepest descent algorithm. This is given by
where T controls the displacement along the optimisation gradient from the current 
iteration control time vector to the control vector used in the next iteration. In the 
specific optimisation problem under consideration this becomes
where this expression is evaluated at each and every time step on the optimisation 
interval. If T is set too large computing instabilities can ensue while if it is set too 
small the number of iterations required is significantly increased.
As a compromise T was set to a small positive constant and successive iterations of 
the above procedure were performed until convergence was obtained. Convergence 
was determined by the change in control time vector being less than a small norm 
between successive iterations. After each convergence T was simply doubled and
This choice of the terminal value of Kit,) is obtained by a penalty function
\ \ V ( t , ) -  V, It, t f s [ V ( t f ) -  VD (t, )]
This gives K l t , )  = 1i -  (* /)  ~  K (* ,) ]





the iterative process continued to a new convergence. Eventually it was observed 
that the improvement in maximum terminal height was reduced to a very low 
percentage of the absolute value on successive convergence. This was taken as the 
solution of the optimal control problem by the steepest descent method. It should be 
noted that at each integration time step in the optimisation interval the appropriate 
values of Lift, Drag and Thrust were computed together with the required partial 
derivatives which were automatically interpolated and evaluated from the 
aerodynamic and thrust data as a function of mach number and height 
The results of this Steepest Descent solution of the maximum climb optimisation 
problem are shown in fig. 5 as a function of Mach number. This should be compared 
with the initial height trajectory resulting from the control time vector estimate used 
to initiate the computational process.
The Steepest Descent optimisation programme written to obtain these results is 
presented in Appendix B.
The time vectors obtained of the state, co-state and optimal control were used as 
starting vectors for the Quasilinearisation computational procedure. This method of 
























In this chapter the method of Quasilinearisation is employed to compute the solution 
of the two point boundary value problem resulting from the application of the 
necessary conditions for optimal control. This method of solution requires sets of 
starting vectors for the state, co-state, and control variables to initiate the iterative 
computational procedures. The results obtained by the Steepest Descent method of 
solution described in chapter 3 are used as the starting vectors for the 
Quasilinearisation procedure described in this chapter.
The Newton-Raphson Algorithm.
A system of non-linear differential equations of the form
X = f ( x , u , t )
can be linearised with respect to the variables X and u and solved by the 
iterative solution of a linearised set of differential equations as given by:-
[ i L ,  = [ / ( * * )  ! / ( & , ) ]
2£;v+i X.N
«Vx, — W),**AT+1
This is the generalised Newton-Raphson Algorithm.
In this algorithm N  represents the n^1 iteration. It is readily seen that as the 
(n+l)^1- iteration converges to the n^1-, the solution is that of the original 
non-linear system of equations.
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The Jacobian is given by:-















n is the dimension of the non-linear system of equations.
This Algorithm can be rearranged to give
[—]tv+i ~\A(&v)][^vrt] — ^ fv] ■b[/*(^V5^v)] ~ \ j (^v)][j*;v]}
This is more easily seen to be of the familiar linear form as given by
[*] = [A][x] + [B l« ]
where the Forcing function is
{[ j (« *  )][«JV+, -  u„]  +  [ f ( x „ ,U N )] -  [ / ( * „  ) ] [* „ ]}
and the unforced homogeneous system of equations is
[ ^ L ,
The elements of [ / ( x ^ ) ]  are in general non-linear functions of the previous
iteration. These elements are now time varying coefficients, and as a result the 
system is now a linear time varying system.
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The solution of such a system of linear differential equations consists of a linear 
combination of sets of the Homogeneous System solutions plus a Particular Integral. 
At each iteration the general time solution of the linear system is given by:
[ i ( f ) L +1 =  C ,[ x Bt ( O ]  +  C j [ * i r 2( 0 ]  + - - - - - - - - - - - - +  Cr [ x B, ( * ) ]  +  [ * , . / . ( * ) ]
This solution is valid at all points in time throughout the integration period .
In particular at the terminal time the solution is
[x{tf  )]#+i =  c, [ *  Bi (tf )] +  c2[ x  B2 (tf  )] + -------------+ cr [*„, (tf  )] +  [ * „ .  (tf  )]
Also the solution at the initial time is given by
[* ('o  ) L +, =  ci [—H, (*. )] +  Cl [XB1 (t, )] + ------------- +  c„ (t, )] +  [XfJ. (t, )]
These facts are applied in the solution of the non-linear boundary value problem 
resulting from the application of the necessary conditions for optimal control as 
follows. The complete non-linear set of differential equations to be solved consists of 
the n -dimensional set of system state equations together with a further n- 
dimensional set of co-state equations.
This complete 2 n -dimensional set of non-linear equations is linearised by applying 
the Quasilinearisation Algorithm.
In general the initial conditions on the states are known and the terminal conditions 
on the co-states are also known.
To initiate the iteration process, initial conditions are chosen for the unknown initial 
conditions of the co-state vector. This enables the integration to be performed 
forwards in time. A set of so-called starting vectors for each of the state and co-state 
variables throughout the integration period is also chosen. At each time step in the
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integration process the elements of the Jacobian | / ( * * ) ]  are calculated. A
Particular Integration of the complete set of differential equations is performed, 
using the initial conditions of the chosen starting vectors as the initial conditions of 
the first iteration.
The resultant Terminal conditions obtained from the particular integration
will not in general satisfy the required terminal conditions of the cO-
states., and these must be corrected.
To this end a number of integrations of the Homogeneous system of equations are 
performed. It is necessary to produce as many sets of homogeneous integrations as 
there are unknown initial conditions on the co-states. From a knowledge of the 
desired terminal conditions on the co-states, given by the boundary conditions 
obtained from the necessary conditions for Optimal Control, it is possible to 
calculate improved estimates for the initial conditions on the co-states. If these 
corrected initial conditions are now used to perform a new particular integration, 
then the terminal values of the co-states will satisfy the desired terminal conditions. 
The estimates of the unknown initial conditions of the co-states are corrected as 
follows.
Assuming there are n desired terminal conditions and also n unknown initial 
conditions on the co-states then the terminal conditions on the co-states are given by
)]^+i — C\ (t f )] + C1 [^ £T2 (tf  )] "*■ Cn ( t f  )] + ( tf  )]
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This equation can be solved for the vector of weighting constants [c] provided the 
matrix consisting of the sets of homogeneous solutions at t f  is non-singular.




X ( * , ) - * , „ . « / )
K w S * r \
These homogeneous weighting constants also apply at time zero and so the 
corrected initial conditions on the co-states are given by
M * . ) '
=
M o j . w o (*»)
+
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where the [ M / .  ( / 0) ]  are the original estimates for the unknown initial conditions 
o f the co-states.
If the initial conditions for the sets of homogeneous integrations are specifically 
chosen to be
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
L , . ( 0  : j M o ) J 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
such that each set o f hom ogeneous initial condition vector has all the elements zero 
except one of the co-states taken one at a time, then the corrected initial conditions 
on the co-states becom e
" M O V 1^ P.I . (^0 )
= +
LMoJ ^ n P j M  o)_
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A subsequent forward time integration of the complete system of state and co-state 
equations using the known initial conditions for the states and the corrected initial 
conditions on the co-states will now satisfy the required terminal conditions on the 
co-state equations.
This complete integration is the first iteration solution. These time responses for the 
states and co-states are then used to replace the chosen starting vectors for the 
second iteration.
This process is repeated with corrections being made to the co-state initial 
conditions at each iteration and the subsequent N+l th. solution being used to 
replace the n th. in the Quasilinearisation Algorithm.
The iteration process continues until convergence occurs as defined by
I K ,  ( 0  ( 0 }! +  X i v .  ( 0  - K  ( 0 > 2 s  £i=i i=i
where £ is a suitably chosen small constant
Bellman has shown (10) that if convergence of the Quasilinearisation iteration 
process occurs then it is quadratic.
Convergence of the algorithm is unfortunately dependent on a suitable choice of 
starting vectors. To obtain a suitable choice of starting vectors for both the state and 
co-states the method of Steepest Descent was employed. This method, although 
requiring integration of the state equations forwards in time and the integration of 
the co-states backwards in time, only requires an estimate of the control vector as a 
function of time to initiate the iteration process. This estimate is simpler to choose, 
from an engineering knowledge of the process to be optimised, than the estimation 
of both the state and the co-state trajectories.
Initial convergence of the steepest descent algorithm is not too sensitive to the 
choice of the control starting vector. Convergence does however become extremely
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slow as a solution is approached, requiring a very large number of iterations to 
obtain a solution to the non-linear two point boundary value problem. Attempts to 
reduce the number of iterations required by increasing the factor tau which controls 
the displacement along the path of steepest descent can result in instabilities of the 
computational process.
A combination of both the steepest descent method and the Quasilinearisation 
algorithm has resulted in a solution to the specific optimisation problem being 
obtained without computational instabilities occurring. Steepest Descent was used 
until the convergence rate slowed to an unacceptable level and the results from this 
method were then used as starting vectors to initiate the Quasilinearisation iteration 
process as described above.
The steepest descent procedure for the specific optimisation problem of aircraft 
maximum climb height in a fixed time period with minimum drag is described in 
detail in chapter 3.
As the correction of the initial condition on the co-states to satisfy the terminal 
boundary conditions of the co-states requires the inversion of the matrix consisting 
of the sets of homogeneous solutions at the final time, it is important that this matrix 
does not become Ill-Conditioned'.
To this end a Gram-Schmidt Orthonormalisation was performed every five time 
steps during the integration of the homogeneous system of differential equations.
The orthonormalisation was applied across the full set of homogeneous time 
solutions resulting from the sets of initial conditions of each homogeneous solution 
as defined above. The orthonormalisation procedure was applied by using each 
vector set of homogeneous time solutions after every five integration steps. A total 
of twenty orthonormalisations were performed over the specified time interval of the 
optimisation problem and by this means the matrix of homogeneous time solutions at
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time tj. was prevented from becoming ill-conditioned. The total integration time for 
the optimisation problem was divided into one hundred equal time steps.
Details of the Gram-Schmidt Orthonormalisation procedure are given below. 
Gram-Schmidt Orthonormalisation 
Define the norm
G\\ = (G ,G )
Then a normalised vector is given by
1 'Lf I
and in general
After each orthonormalisation every five integration steps of the homogeneous sets 
of solutions, the same transformation was applied to the sets of initial conditions for 
the homogeneous solutions.
The following section of this chapter applies the Quasilinearisation algorithm to the 
necessary conditions for the optimisation problem as defined in chapter 2.
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Linearisation of the Optimal Control Equation.
Applying the Quasilinearisation Algorithm to the algebraic expression for the 
Optimal Control.
g i (V,h,m,Xv,X7,a )  = 0
[ t e . dg, dg, dg, \ dSi !
d v dh : dm dXy i dX7 : d a
Vr N+l - V M
N^+l
™N+l - m N
X - X V N
X - XTJV+1 IN
® r^+i "UN -
+ £, =0
From this expression
a * « - a *  = dg,
d a
t e , *8i !
d v dh dm dXy ; dX7
vr N+l - K
N^+l - K
™N+l ~ m N
X - XVN+l V N
X —"t N+l TN J
+  & }
dgt Xv tdT . d2D  , X d2L dT . ,dL „
3 7 7  = — + —— } + — + ^ 7 c os a ) ~(^Z + T c o sa ^  dV m dV dadV mV oCLoV dV da
dg, Xy ,d T  . d 2D  , x d 2L dT
dh ~ m dh SintX + daidh + m V  da dh dh C°
|^ -  = % {r s in a  + 1^} — ^77 + T cosa}
dm m da m V da
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d a
- |p -  = - —{Jsincx + |^ }  
dAy m d a
^ L = _ V {l ^ + r c o s ( x }d/-r m V  d a  
{7,cosa + ^ -^ }  + ^ ^ { ^ - ^ -  7 sina}
m d a 2 ’ m V  ' d a 2
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In the linearisation o f the State and Costate equations it is desirable that the control 
appears only as a function of the previous iteration N and not as an explicit function
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of the current iteration N+l. To this end the expression for a ^  — a ^ ,  obtained 
from the linearisation of the optimal control function, is substituted into the 
linearised State and Costate equations. Since the incremental control variable 
t t ^+, ~ a N is a function of the incremental states and co-states, this substitution
modifies the elements of the linearised system matrix as well as the forcing function 
portion of the system of state and co-state equations.
The Jacobian [ /< £ * ) ]  then becomes









' d \ i V
i  0 0 I 0 1
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df
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df, dg, j 
d ^  'dX^ i
E . aE\
dx, ’ dx , i 0 0 j
df  : 
dX. !
..........0 .... 0. . 0 ; .......Q . . . . 6 . . . . . . !,.w. . . . . s . . . . ! 0
E - a J E  \
dV ^  dV j 0




df, a dg, \
dxv ”d\,  j
df, dg, : 
dX, “ dX, i
3 / dg.
where 0 =  —— +  ——L
3a 3a
and the partial derivatives are as defined below:-
=  i n a  +  ^ p )
3 a m  3a
= ~ V ^ ~  C0SCX)3a m V  3a
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Xv . d zD dT . . X ..dL . . ..dT d?L ..— (3 7 ^ -+ ^ 7; sma)+ —^-{(— + Tcosa) -  V(—  cosa+^ -r -){  
m dVda dV mV da dV dVda
X y . d ' D  d T  . , X d T  d ' L  .
+  ^ r s in o t ) ------- 7 7 ( ‘7 r c o s a  +  T 7T - )m dhda dh mV dh dhda
Xy . dD X7 dL
(T sina + — -) + —t~ ( - — h T cosa)
m2 3a m2V 'd a
Xv d2D d2T 2A,y r 1 y
— ( ^ - 7  -  — cosa )-----z h {—(L + Tsina -  mg cosy)
m dV dV mV V
,dL  dT . x V ,d 'T  . d2Z,„ Xmd‘T-  ( - — 1- - —sina) + — ( - —rsina + - —-)} + —- - —-  
9F dV 2 dV1 dV1 c g d V 1
K  j k siav  -  *■* cosy + K  sin Y
Xy, d‘D d'T 7 X7 3 2r  . d'L ,
—H - —---- — -—cosa ) ——sina + ———)
m dhdV dhdV mV dhdV dhdV
,dT  . 3L Xm 32T- ( — sma + — )} +
dh dh eg dhdV
XV tdT dD. x 7 dL dT .
— ( ^ 7 c o s a - ^ 77)  +  ( ^ 7 7 + 3 7 7 s m a ) ~ ( L + T  s m a )}m dV dV m V  dV dV
p--(gsinY) -  X„ cosy + Xx siny
O
-A,F£siny - Xy —cosy + XkV siny + XxV cosy
dft Xy , d2D d2T . K  t /dL 37 . .
— 1 = —  ( t —^ —  - —— cosa )+ — 2--{(— + — sina) 
dh m dVdh dVdh mV2 dh dh
. . .  327  . d2L „  X_ d2T -  F(— — sina + —— )} +
dVdh dVdh eg dVdh
df% Xv ,d 2D 32T „ X d2T . 32L ,  Xm d2T
^ r 1 =  — ( t - ; —  T r ^ - c a s a ) ------- —(^— s in a  +  — r)  +  ^ ,3h m 3h dh mV dh dh eg dh
3 /,. K J T  K  W  .- f 54- = —v(— cosa -  — ) + —r -(—  + — si 
dh m2 dh dh m2V dh dh
df6 Xr , d T  32) X 3 7 . 3L, ..
^ = ^ c o s a - ^ ) + ^ {F(^ s i n a + 3 F ) - ( i + r s , n a ) }
3/, Xr yd 7  32). XT 3 7  . 02,x
=  “ T ^ 00801 “  a l -* +  ~ ^ 7 ( a T s i n a  +  aT* dm m dh dh m V  dh dh
df,„ IXy  2 X,= —f  (2) - 7 cosa)---7H L  + 7  sina)
dm m m V
df. 1 .32) 3 7= —(-----—cosa)
dXy m d V  d V
3 / ,7 = gcosy
3A,V
J ^  = - i - (7 c o s a -2 ) )
</A»k m
df6 1 ,T rr • \ WS/^T .-  {(£ + T^sina -  iwgcosy)- V( - —sma + - —)}
dXy m V 2 d dV dV
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!£*- = 4 - ( Z .+  Jsina) 
dXT m V
d f 6 -  -s in y
ax, k
^ -  =  - F c o s y
d f 6-^ - = -cosy
a x
I Ls,rsin1'
a / ,  =  i  a r
a x ,  eg  3 F
a/« = 1
9 ^  e g  d h
The Linearised Forcing Function:-
f ( x N , u n ) - J ( X n ) x n -  a . g x
The Partial Derivatives:-
dL 1 , 3C,—  = p VSC, a  + - p  V S — - a  dV K 2 dV
dM dCK l dCK 
dV dV dM a dM
dL 1 dC,
/ . —  = p F S C , a  +  -pKSM —  
3F K ** 2 33/
l 3C,
- ^  = p FSa(C, + - M —±-) 
dV K 2 33/
M  =  i ^ F >5 c , a  =  - i - P  a  =  
dh 2 dh ** 2 A, ** A,
|^  =  - p ^ 5 C i> 
3a 2 **
32/  1 3C 3C, \dM^C, 1 32C,— =pSa(C, + - M— ± ) + pKSaC— ^ ° „ *■ + -M — ±~) 
dV1 K *■ 2 33/ K 3K 2 3K dM 2 dVdM
d2L „ 1 dC, dMdC, 133/dC, 1 33/32C,
— =pSa(C, +-M-—^)+pKSar  „ *■ +-■"■- - — +LM -"  *■)
dV1 K ** 2 33/ 3K 33/ 2dV dM 2 dV d‘M
P = p 5 a ( C ,  + 2 3 / ^ )
=  - — p  K S a (C ^  +  - M ^ - )  =  
dhdV h, K * * 2  33/ A; 3F
3 2L  1 1 . 3 3 / 3 ^
= p FSC, + - p  r S — =■ = p VSC, + - p V ‘S
dadV 2 dV 2 dV dM
d‘L  ____  l - - d c i.
d a d V  = pVS(C^ + 2 M ^
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T T  = = - ^ s c . a  =9A3 2 dh1 u 2 A,3 K A,
^ _ _ i P  F >5 C =  i a t




32) , 1 , 3Cn 3t|C,
= pK5(C„ + tiC, a 3)+  - p F 35 (— *-■+ —^ a  ) 
3F A ^ 2 dP dV
dCD dM  dCB 1 dC„
dV dV dM a dM 
driQ. = dM &\C^ = 1 3r\C^ 
dV dV dM a dM
dD , 1 9C . dt| C,
z r -  = pVS(C. + T)C, a 3) + —pVSM(—^- + --  3 f  k  v a , i l.  2 k  v 3 m  3 m
M d C ^  M&t\Cu
— =pvs{(cD +— ir-^+Cncv +— }




3Q  3Q  3t]C£
Subroutine Aero computes —— —~ and — — 2
oM aM aM
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dT dM dT 1 dT
dV d V d M  adM
dT
——  is interpolated from the slope of the Thrust v Mach curve at the appropriate 
dM
height. Fig (4) refers.
dT
-— is interpolated from the slope of the Thrust v Height curve at the appropriate 
dh
Mach number. Fig (4) refers.
dT dT
Subroutine Thrust computes —— and ——
dh dM
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The second derivatives of Thrust are taken as
d 2T  1 d T  
dh2 ~  h, dh  
d 2T  1 d T  
d V d h ~  h , d V
1 ^  =  0
d V 2
dfD Mdc,. MdnC, , 3C. dv/C, ,
^ = o S { ( C D + — - t 3 -)+ (tiC , + — ^ - Js-)a2}+pF5{(—dy1 y u 2 dM v 1  ^ 2 dM dV dV
i d M dC  ^ d ^  M d M d'C^
2 dV dM dM 2 dV dM1 dM2
d*D MdC» MdT\C. , dCA dl)C, , v
5 ^ - ^ *  * ,+(,MS|( w +i s r rf)
2 oM  oM  2 oAz dAr
3 2/> a Q  2 m 2 a 2c A a 2n c  j
5 F - PS « C „ + : M ^ ) + ( ^ + 2 « 1 ^ ) a - + T (^ + 1 ^ t f »
y j )  dC„ driC, ,
^  = pS{(C„ +TiC, a 2)+ 2A/(— ^ -+ ^ -^ a 2)}3 f i v k. l. ’ ydM dM
3 2Z)    . , ^ 1 1 ^
= p V S ( 2x\C, +  M  )a
3 F 3 a  ** 3 M
? T  =  - | - | ^ W ,  + H C .  a ' )  =  - i - ^ - F ,S ( C ,  +T1C , a 2) = - ^ -  
3* 2  3A2 "• 1 ** Z h 2 ' K h?
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The results obtained by the Quasilinearisation method of solution of the two point 
boundary value problem are shown in figs. 7-24. These are presented as time 
histories of the state and co-state variables during the optimisation interval. It can be 
seen that the specified terminal constraint on velocity corresponding to Mach 1 at 
the terminal time is exactly satisfied.
The optimum solution for the maximum height using the defined data is about 
70000ft
Also shown are the optimal time responses for the control CC together with the 
computed Thrust time history. The Optimum results for pitch attitude, pitch rate, 
normal acceleration and dynamic pressure are included for completeness.
Since the relationship between flight-path angle, pitch attitude and angle of incidence 
is given by
y = 0 - a
it is a simple matter to compute the optimum pitch attitude trajectory from the 
optimum results for flight-path angle and incidence.
Differentiation of the pitch attitude signal with respect to time provides the nominal 
optimum pitch rate signal q ( f )  which if achieved on the aircraft will produce the 
optimal climb profile, q ( t ) is to be used as the excitation for a closed pitch rate 
loop consisting of a command stability augmentation system in series with the 
aircraft dynamics, in order to fly the optimum manoeuvre.
The following chapter investigates the variation in aircraft short period response 
characteristics encountered during the optimal climb trajectory. It is this variation in 
aircraft response characteristics which results in the need for an adaptive C.S.A.S. in 
order to achieve a uniform pitch rate response at all flight conditions. This then will 
actually achieve the nominal optimal pitch rate as computed for the optimal climb 
manoeuvre in this chapter. A listing of the Quasilinearisation programme written for 
and used in the solution of the optimal climb problem is presented in Appendix C.
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Variation Of Short-Period Pitch Mode Parameters.
Having obtained the solution of the defined optimisation problem by the combined 
methods of Steepest-Descent and Quasi-linearisation as described in the preceding 
chapter, the next phase of the investigation was to examine how the aircraft response 
characteristics varied at different points on the optimal trajectory. For the purpose of 
this study the aircraft full force equations were linearised about each operating point 
at every time step in the optimal solution. A second order model representation of 
the aircraft was assumed in order to define the short-period transfer function of the 
pitch-rate to elevator response. The phugoid motion was ignored for the purpose of 
this thesis as in general this is a much longer period than the short period motion. 
Since the objective of the overall exercise is to maintain the handling qualities of the 
aircraft as close as possible to an acceptable norm throughout the optimal 
manoeuvre, and this involves the identification and tracking of the short-period 
parameters within the transient response time of the system, this simplification of 
omitting the phugoid mode is justified as there is much more time available to adapt 
for the phugoid variations should this be necessary. The additional complexity of 
increasing the number of parameters to be identified in the aircraft representation did 
not seem to be warranted at this stage of the investigation.
The short-period representation of the aircraft is given by:
(M, + Z,M.)w 1
( ZM - A / Z  )'  T) W T| W '
TICs) s2 ~(Zw+ M + M . V ) s  + ( Z M  -  VMw )
W
where the stability derivatives are given as:
q( s)
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M = ^ C -,MV = ^ ^ -C  a-,M = ^ - C  ;M „ = £ ^ C „ „ ;q mq W ry j  ma’  ^ ^  T] 2 /  ^
y y  y y  y y  y y
Z = - P ^ ( C  + C ) - Z = - ^ C  
" 2  m ( u i  d ) ’A  2 m
The short-period representation of the aircraft can be expressed in the standard 
second-order form more commonly used by control engineers as:
q(s)  A r X U  +  K }
tlCs) ^ + 24(0,5 + 0)^
with
( Z M  - M Z  ) 
K.  = V 1 “ , " -  ; ©2 =(Z M -  VM );0 ^ 2  « v h> $ w
( M , + Z , M )  -(Z„ + M , + M V )
_______ J_______  w # t     w
( Z M  - M Z  2(0v T| w T| w' n
The values used for the aerodynamic coefficients in the simulation of the aircraft 
system are shown in figs. 2,25, and 26. At every integration step on the optimum 
trajectory, the values of the stability derivatives were calculated from the 
aerodynamic coefficients using an interpolation programme to compute the 
appropriate values of these coefficients at the intermediate values of mach number 
pertaining at that point on the optimum trajectory. The aircraft system parameters as 
defined above were subsequently computed from the stability derivatives. The 
variation of these system parameters with respect to dynamic pressure and mach 
number on the optimal climb trajectory is shown in figs. 27 to 30. From these graphs 
it is readily seen that the aircraft parameters are highly non-linear with respect to 
dynamic pressure and mach number and indeed are not single valued with respect to
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these variables. This implies that it is difficult to obtain a single valued gain schedule 
with which to modify any command stability augmentation controller which may be 
used in an attempt to obtain a uniform closed-loop pitch rate per elevator response 
throughout the optimal trajectory.
The variation in the values of the aircraft system parameters as the aircraft flies the 
optimal trajectory are shown in figs 27 to 30. It is readily seen that the undamped 
natural frequency varies through a range of approximately six to one . The damping 
ratio varies from approximately 0.4 at the beginning of the manoeuvre to 0.06 
towards the end. The lead time constant varies by a factor of five while the steady 
state gain varies from in excess of ten to one.
The effect of these parameter variations on the short period open-loop pitch rate per 
elevator transient step response of the basic aircraft during the optimal trajectory are 
shown in figures 31 to 51 every 16.6 seconds on the optimal climb trajectory.
It is obvious that if a uniform response is to be achieved in the short period handling 
characteristics of the aircraft, a stability augmentation system is required which is 
capable of adapting to the aircraft system parameter variations throughout the 
optimum climb trajectory. It has been shown that the variation of the aircraft system 
parameters with respect to the traditional gain scheduling variables is both non-linear 
and not single valued and hence any scheduling of the controller to compensate for 
these parameter variations will be open-loop. At best it will be a linearised 
approximation to the required controller parameter values to achieve a uniform 
closed-loop pitch rate response. As this method is open-loop in the adaptation 
process, the alternative procedure of identifying the aircraft system parameters on­
line, and performing a closed-loop adaptive algorithm has been investigated. This is 
the subject of chapter7.
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Chapter 6 gives a brief overview of adaptive control research. It describes the 
historical development of adaptive control from open-loop gain scheduling, through 
high-gain series model reference systems, parallel model reference systems, indirect 





Adaptive control has been the subject of dedicated research for over three decades. 
This chapter provides a brief overview of adaptive control techniques and the 
various approaches which have been considered in attempts at solving this problem. 
The overall objective of adaptive control is to produce a system which responds in 
the same manner even though the dynamics of the system being controlled may 
change as a function of environmental conditions. Specifically in the context of 
adaptive flight control, the dynamics of the aircraft being controlled change as a 
function of flight condition. The flight condition is generally defined as a function of 
altitude, speed, Mach number, dynamic pressure, or incidence. Historically the first 
attempts at adaptive control were based on controller gain scheduling techniques.
GAIN SCHEDULING:
This is one of the earliest approaches to adaptive control and it has been used 
extensively in the design of flight control systems since it was introduced in the late 
1950s. and early 1960s. The method is based on determining a set of auxiliary 
variables, of the process being controlled, which relate to the changes occurring in 
the process dynamics. Once this relationship has been established it is then feasible to 
compensate for the changes in the system dynamics by rescheduling the controller 
parameters as a function of these auxiliary variables. A schematic representation of 
an open-loop gain scheduling controller is shown in figure 52.
Gain scheduling, while extensively used in the design of flight control systems is 
however an 'open-loop' form of adaptive system. If the dynamics of the plant being
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controlled deviate from those anticipated to accrue at a specific set of auxiliary 
variables, the controller parameters will be set according to the rescheduling 
algorithm and not as a function of the actual plant parameters pertaining at that 
instant in time.
Gain scheduling has the added disadvantage that significant design time is required 
to generate the scheduling laws and to cater for all combinations of operating 
conditions of the process being controlled. With modem computational design 
techniques available this is no longer considered to be a serious restriction to the 
generation of rescheduling algorithms; nevertheless it is the desire to close the loop 
around the adaptive process that has motivated this research.
One significant advantage of gain scheduling is that controller parameters are 
computed directly as soon as the auxiliary variables are measured and can be set 
instantly without any inherent dynamics in the adaptive process itself. This in turn 
alleviates the stability problems frequently encountered in alternative adaptive 
systems.
Series Model Reference Adaptive Systems:-
Early design attempts to achieve closed-loop adaptive control were based on the so- 
called model reference scheme. Two forms of model reference methods have been 
researched. The first is the series model reference system which is the subject of this 
sub-section. The alternative approach is the parallel model reference scheme which is 
discussed in the next section of the thesis.
In model reference adaptive control the objective is to control the system such that 
the output response closely follows some desired response as defined by a system 
model. The system model chosen is generally of the same order as, or lower order
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than, the actual system being controlled. A schematic diagram of a series model 
reference scheme is shown in figure 53.
In this scheme the series model response is used as the input to the closed-loop 
system of controller and plant. For the system to follow the model response 
accurately, the closed-loop transfer function of plant and controller must be 
maintained close to unity gain at all frequencies. To achieve this requirement the 
forward path open-loop gain of plant and controller must be maintained very high. 
This in turn is liable to lead to instability problems of the closed-loop system. A limit 
cycle detector was incorporated to determine the onset of oscillation and the 
forward path gain was reduced to re-stabilise the system. This technique seems 
contrary to the principles of good control system design where the objective is 
normally to retain good stability margins such that the system is never unstable. A 
significant disadvantage of this system is that oscillations are present in the system 
response. Additionally the high forward path gain can cause actuator saturation with 
catastrophic results. In 1966 an adaptive scheme similar to this was test flown on the 
Bell X-15 experimental aircraft Control authority saturation in the pitch axis masked 
an instability in the roll axis and the aircraft exceeded its structural limitations 
resulting in the loss of the test vehicle.
PARALLEL MODEL REFERENCE ADAPTIVE SYSTEM:-
In this implementation the command signals are fed to the actual system and to a 
parallel model of the desired system response. The error between system and model 
responses is computed and used to adjust the parameters of either a forward path 
controller or a state feedback controller. It is also possible for the system to use a
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combination of forward path and feedback controllers. Early work on this type of 
system was undertaken by Whitaker in 1961. The system when working adjusts the 
controller parameters such that the output of the controlled process approaches the 
model response asymptotically. The update of the controller parameters was 
achieved using a gradient algorithm whereby the rate of change of the controller 
parameters was adjusted to be proportional to the sensitivity of output error with 
respect to controller parameter variations. The constant of proportionality is referred 
to as the adaptive gain of the system. The time derivative of the controller parameter 
is given by
parameters, g  is the adaptive gain , and e0 cp )  is the error between the system 
response and the model response y t and y m respectively.
To overcome the fact that the sensitivity function depends on the unknown plant 
parameters M.I.T. developed a system which incorporated estimates of the plant 
parameters in the sensitivity function. This became known as the M.I.T. rule.
The stability analysis of this class of system is difficult; however for low values of 
adaptive gain and small forcing function amplitudes the system has been shown to be 
stable. Parks employed Lyapunov stability techniques to design model reference 
adaptive systems which could be proven to be asymptotically convergent to the 
model response and stable.
Hill-climbing techniques have also been utilised in an alternative approach to the 




is the sensitivity function which depends on the unknown system
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These methods unlike the gain scheduling method do not instantaneously adapt to 
the desired values of controller parameters and there is a finite adaptive response 
time. This can affect significantly, errors between the system response and some 
optimum desired model response. This is particularly true in the case where the 
controller and plant parameters are initially mismatched. In this case the system 
response can deviate significantly from the desired model response especially during 
transient responses, and it may take several repetitive applications of the command 
input before the adaptation is complete and the system response matches that of the 
desired model response. The speed of adaptation is dependent on the type of input 
command to the system as the error between system and model response is 
dependent on this. The speed of adaptation is also dependent on the choice of 
adaptive gain which is in turn dependent on stability considerations. The outcome of 
this is that the speed of adaptation is generally slower than the response time of the 
system and this results in significant deviations of the system transient response from 
the model optimum.
For many flight control applications this is unacceptable. An additional objective of 
this research then is to complete the adaptation of the controller well within the 
transient response time of the system and to augment the control signal to force the 
adapted system to minimise the error between the system response and the desired 
model response.
INDIRECT ADAPTIVE CONTROL:-
Indirect adaptive control generally incorporates an on-line identification scheme. The 
so-called self tuning controller is an example of such a scheme. This is depicted in 
figure 54. Model reference adaptive systems update the controller parameters
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without obtaining an explicit identification of the dynamics of the process to be 
controlled. By employing on-line identification of the plant certain advantages ensue. 
First of all, once the dynamics of the plant are known it is possible to incorporate an 
on-line redesign of the controller. The update of the controller parameters may 
merely be a rescheduling exercise based not on auxiliary variable measurements as in 
the open-loop adaptive controller but rather on the latest estimates of the actual 
process dynamics. Secondly, once the plant parameters are established, instead of 
merely adjusting the controller parameters to achieve some desired closed-loop 
transfer function, it is possible to re-compute the optimal control which will force 
the system response to minimise a function of the error between the actual system 
response and some desired nominal system response. When this is achieved within 
the transient response time of the system it can justifiably be referred to as an 
optimum adaptive controller. This then is a natural desirable extension of indirect 
adaptive control. Such a scheme was proposed by the author in ref. 25 and a block 
diagram of the scheme is reproduced in figure 55.
The on-line identification of system dynamics is often far from trivial, and much 
research effort has been applied to this task. The techniques employed range from 
frequency response methods, cross correlation techniques and even analysis of 
responses to various classes of excitation, e.g. step responses, ramp or exponential 
inputs. All of these techniques require additional test signals purely for the purpose 
of identification. These inputs in turn corrupt the system response usually in an 
undesirable fashion. The objective then is to produce an on-line identification scheme 
which uses only the normal operating control signals as the excitation of the system 
for identification purposes.
The Quasilinearisation algorithm referred to in the solution of two point boundary 
value problems resulting from the application of optimal control theory has been 
proposed by Bellman as a suitable technique for the on-line identification of systems.
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Ref. 10. This method is suitable for the identification of slowly moving time variable 
parameters and has been selected as the technique to be employed in this 
investigation. In the case of the identification of flight dynamics the structure of the 
system dynamics is generally known and this greatly facilitates the identification 
process. Good estimates of both the control inputs and resultant system states are 
required in order to perform the system identification. If the system states cannot be 
measured because they are inaccessible they can generally be reconstructed by using 
asymptotic observer methods. The effects of noise, e.g. turbulence, measurement or 
structural may be alleviated by Kalman filtering. This is basically a time averaging 
method and it should be noted that this will slow up the speed of the identification 
algorithm. In an effort to get a thorough understanding of the deterministic 
identification of flight dynamics these difficulties have not been investigated 
as part of this thesis and remain an area for future investigative research. Given the 
availability of uncontaminated state and control a study has been undertaken which 
has demonstrated the continuous on-line tracking of system parameters and this is 
the subject of chapter 7.
Kenneth and McGill have shown that within the convergence boundary of the 
Quasilinearisation algorithm, convergence quadratic. He has also indicated that if the 
system dynamics are linear then convergence is single step. This means that repeated 
iterative computations to identify the system, at the end of each identification 
interval, are only required if the system is non-linear. In the linear case the 
identification can proceed directly to the next identification interval. It should be 
noted that the identification process can be made continuous provided the system 
forcing function satisfies the persistent excitation requirements. For the system to be 
completely identified the forcing function is required to excite all of the modes of the 
system. In normal operation of the system this requirement on the nature of the 
forcing function will not always be satisfied. In this event, generally encountered as
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the system reaches steady state conditions, the identification cannot be performed. It 
is therefore necessary to inhibit any adaptive update of controller parameters if this 
condition is encountered. At or near steady state conditions of the system response 
this is not considered to be a significant problem.
The following chapter describes the design and performance of an on-line 
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This chapter is concerned with the continuous on-line identification of time varying 
non-linear system parameters.
A generalised system of this type can be defined as
x  = f ( x , u , k , t )
where
X  represents the n  dimensional state vector 
U " m  " control ”
k  " " i " parameter "
The objective of the identification scheme is to produce a mathematical model 
representation of an unknown time varying system. This model when correct should 
produce ideally identical responses to the actual system when excited by the same 
forcing functions U .
It should be noted that it is possible to introduce a degree of optimisation into the 
identification process. A typical performance index would be, for example, to 
minimise a function - normally quadratic - of state errors between the model and 
system. By choosing a weighting matrix on these state errors which is related to the 
inverse variance matrix of independent noise on the actual state variable 
measurements, the model can be made an optimum representation of the system.
For the purpose of this thesis, and to demonstrate the principles of on-line system 
identification, it is assumed that the system states and control inputs are deterministic 
and uncorrupted by measurement noise.
It is important to distinguish this identification model from the observation model of 
classical control which is used to reconstruct inaccessible states. To generate an
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observer model it is quite normal for the parameters of the system to be known. In
the on-line identification model the system parameters are unknown and have to be 
identified.
Any identification process requires, as a starting point, a definition of the dimension 
of the mathematical model to represent the system. If the order of the system is 
unknown an iterative identification process can be performed whereby the dimension 
of the model is chosen and a "best fit" identification performed. The order of the 
model is then progressively increased until there is no significant improvement in the 
reduction of the error function between model and system.
In the case of aircraft dynamic identification this is unnecessary as both the 
dimension and structure of the system are well defined. This significantly simplifies 
the identification task.
Many different techniques for system identification have been investigated and these 
are well documented in ref. 30. One such technique is based on the Newton- 
Raphson algorithm. As this method has been utilised in the solution of two-point 
boundary value problems resulting from the application of the necessary conditions 
for optimal control, it is this approach which is used again for the purpose of on-line 
identification.
In the definition of the system dynamics the unknown system parameters are treated 
in a similar manner to the co-state variables in optimal control. As products of the 
states and parameters occur in the system definition the equations are essentially 
non-linear in character. The first step then is to linearise the system equations about 
a set of parameters. The linearisation algorithm in this case can be written as
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Although the actual system parameters are time varying, it is assumed for the 
purpose of identification that they are constant during the short identification 
intervals. At the end of each identification the best constant values for the parameter 
set is obtained. The identification process is on-going and in this manner the time 
varying parameters are tracked as piece-wise constant values. The result is similar to 
a discrete sampling of the time varying parameters.
To illustrate this technique the particular case of identifying the pitch short-period 
small perturbation dynamic representation of an aircraft is considered. This 
representation is given by:-
q JT.ffltQ + sr)
Tl s2+2^(0.s+(»*
In matrix control canonical form this becomes
Jtl 0  1 * i +
0
X  2 - ( o 2„ - 2 £ ( d „ r X N 1
u
y = [ i  T]
L*2J
In this representation the output is a function of both states and it is helpful to 
transform this to an observer representation for the purpose of identification. 
Redefining the system states, the equations become
X i - K l * i +
V
—
X l 0 _*2_ > 4 .
II
y ~ x \
where the output y  and system state X x are the pitch rate o f the aircraft, fi is the 
elevator control input T|, and the system parameters to be identified are the
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k ,  /  = 1,2,3,4
Specifically:-
K  =  2^(o„ 
K  = <  
k, = K*<T
*4 -  K * <
A block schematic diagram of this system representation is given in fig. 56.
Treating these parameters in a similar fashion to the co-states in the optimal control 
study, the linearised equations become
*1 ^ I N 1 *^ I7V 0 " at 0" •^ L/V+l “ *UV k \N X \N X 2N ky jyU ff
Xl ~ K n 0 0 ~ * * 1 N 0 UN X 1N+1 X 2N ~ ^ I N X 1N ^ 2 N ^ N
k 0 0 0 0 0 0 ^UV+1 — ^uv
+
0
k 0 0 0 0 0 0 ~~ ^2 N 0
k 0 0 0 0 0 0 k  -  k3AT+1 IN 0
k 4 N+l
0 0 0 0 0 0 k  - k_ 4AT+1 AN _ 0
The parameter identification task is now a boundary value problem in that the initial 
conditions on the unknown parameters have to be chosen such that the model states 
are satisfied at several points in time. Because there are more unknown parameters 
than there are states, in this instance twice as many, two points in time are chosen at 
which the model states must be matched to the actual system states. These time 
points have been chosen as the mid-point and end-point of the identification interval, 
in this instance. If only one state is accessible for measurement then the identification
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can still be performed by matching that state for both the system and model at four 
points in time.
The procedure for the solution of the multi-point boundary value problem for the 
above set of linearised equations is the same as that used for the solution of the 
optimal control boundary value problem. The procedure commences with selecting a 
set of starting vectors in time for the coefficients of the Jacobian matrix. The obvious 
choice for initialising the N^1- iteration is to choose the actual system states and 
system control input of the system to be identified. The starting vectors for the four 
unknown parameters are chosen such that kw (t)  — g. i — 1;— ;4
Since the time derivatives of the unknown parameters have been assumed to be zero, 
the g. are just four constants. If the range of the unknown parameters can be
determined, an appropriate starting point would be to choose to set each parameter 
to the mid-point of its range. The initial conditions of each of the &w+1 parameters
must also be chosen, and since there is no specific preference for this they can be 
made equal to the last iteration values. Hence km+l =  g. 1 =  1;---- 4 is chosen.
Expanding the linearised equations and making the above substitutions, the linearised 
equations become:-
• P-.
*1 _  ^ 1 1 - * u 0 " , 0 " ■*nv+i # 1 * 1 ,
X l S i 0 0 0 " , * lN + \ SiXu
K 0 0 0 0 0 0 ^IN + l 0+
K 0 0 0 0 0 0 ^1N+1 0
K
0 0 0 0 0 0 ^3N+l 0
k  4 N+l
0 0 0 0 0 0_ _ ^4N+l _ 0
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The solution of these equations consists of a "Particular Integration" obtained by 
integrating the system of equations with initial conditions on the unknown 
parameters as ; together with a linear combination of four sets of
homogeneous solutions.
The complete solution of these equations is given by:






( 0 x i m i t ) X m i t ) x m 4iO X ip j iO
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= c .
k i m ( 0 + C K n i i t ) +c3 k u n i t ) +c. K m iO + K r j . iO
K i O
1 2




* 2 * 4  ( 0 K p j . i t )
K i O k 3Hl ( 0 K m iO K m i t ) K m iO K pjX O
. K i t ) . _ k 4Hl ( 0 _ 1 sT .K m i O . .K m i O . _Kp.,.iO_
Eqn. 2
It should be noted that these equations are valid throughout the identification 
interval. The constants C. are weighting factors on the homogeneous integrations to
correct the particular integrations to give the desired values of the system model 
time response and the identified values of the unknown parameters k. These
constants must be determined from the state responses of the model. Since there are 
four constants to be evaluated and only two states, the above equations are applied 
at the mid-point and end-point of the identification interval. i.e. at times tx and tf
respectively.
With the above set of initial conditions for the unknown parameters the particular 
integration reduces to:
X > ~ g l l +
8  3
. * 2 . PJ.
0 _*^2 _ P.J. . 84 ,
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It should be noted that the particular integration system defined above is a model of 
the original system having an identical structure but with estimates chosen for the 
unknown parameters of the actual system. As the choice of the parameters for this 
system model will initially be incorrect, so the model responses given by the 
particular integration will not match the true system responses and these are 
corrected by the linear combination of the homogeneous integrations.
There are four sets of homogeneous integrations required because there are four 
unknown initial conditions on the parameters. The initial conditions for each set of 
homogeneous solution are chosen as follows:-
X lHi 0 0 0 0
X 2 Hi 0 0 0 0








^3 Hi 0 0 1 0
_ ^ 4 Hi _ t-Q 0 ;=i 0 1=2 0 1=3 1
With these sets of initial conditions for the homogeneous integrations, the set of four 
homogenous integrations become respectively:-
j- r* n -  -
* 1 — ~ 8 x  1 +
" ,











- * 2 _ H 4
3
Nto1
_ * 2 _ H i
The Particular Integral and the four sets of homogeneous integrations have all to be 
integrated simultaneously and if the simulation of the original system is included this 
results in a total of twelve differential equations to be integrated. This complete set 
of differential equations is given below in matrix form as:
Xu -K 1 0 0 0 0 0 0 0 0 0 0 Xu ---
-1 . J
Xu -K 0 0 0 0 0 0 0 0 0 0 0 Xu k4u.
X i p j . 0 0 --gl 1 0 0 0 0 0 0 0 0 x i p j . giu.
X i p j . 0 0 --gl 0 0 0 0 0 0 0 0 0 X 1PJ. gi»,
Xim 0 0 0 0 --gl 1 0 0 0 0 0 0 X 1H1 ~ X U
XlHl 0 0 0 0 --gl 0 0 0 0 0 0 X 1H1 + 0
XlHl 0 0 0 0 0 0 -gl 1 0 0 0 0 X U11 0
XlHl 0 0 0 0 0 0 —gl 0 0 0 0 0 X 1H1 -*u
XlH3 0 0 0 0 0 0 0 0 —gl 1 0 0 XlHi ",
XlHi 0 0 0 0 0 0 0 0 -gl 0 0 0 Xim 0
XlHi 0 0 0 0 0 0 0 0 0 0 -gl 1 XU14 0
XlHi 0 0 0 0 0 0 0 0 0 0 -gl 0 _ X 1 Hi _ . ", _
To solve for the four constants C. in equation (2) the desired state responses of the
model are set to those of the actual system to be identified. The initial conditions on 
the model particular integration are set equal to the value of the actual system states 
at the start of the identification interval. The following set of equations then apply:
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* 1 , (^0 ) *1/71 (^0 ) *1772 (^0 ) * 1273(^0 ) * lff4  (^0 ) *1/7.7. (*0 )
* 2 , ( 0 *2771 (^0 ) *2772 (^0 ) *2773 (^0 ) *2774 (^0 ) *27>.7. (*0 )
* 1 , ( 0
* 2 , ( 0
*1771 (O 
*2771 O l )
+ c 2 *1772 (^ 1 )  
*2772 (O +c3
*1773 (^ 1 )  
* 2 7 7 3 ^ l)
+c4 *1774 (^ 1 )  
*2774 (^ 1)
+ *17>.7. (^ 1)  
*27*J. (^ 1)
*!,(*/) *1771 ( * / ) *1772 (tf ) *1773 (tf ) *1774 (tf ) *17*7. ( ' / )
*2,(*/)_ _ * 2 7 7 ,( ' / )_ _*2272 ((/■)_ *2^ 3^ / )_ *2774 (tf )_
C
'1
Subtracting the equations at t0 from those at tx and tf  for each of the respective 
states and noting that x.vl  ( t0 ) =  ** ( t0) and x mj (f 0) =  0 i — 1,2 \ j  —1,4 




*1271 (^1 ) *1772 (t\ ) *1773 (^1 ) *1774 ( ^ 1 )
-1 1
H c 'w
' 1 H W
.. 
J
c 2 * 2 ^ 1  ( ^ 1 ) * 2 # 2  ( ^ 1 ) *2773 (t\ ) * 2 ^ 4  ( ^ l ) * 2 s (tl )  * 2 P J  (tl )
c 3 * 1  HI (tf ) * 1 # 2 (tf ) *1273 (tf ) *1774 ( ^ /  ) * 1 1 (tf )  *” * 1  P J  (tf )
A . _*27T1 (tf ) *2272 (tf) *2773 ( ^ /  ) *2774 (tf ) _ _ * 2 i  (tf )  *22*./ (tf ) _
The corrected or identified values for the unknown parameters during the 








> 4 . ^4. . f t .
The identified values of the system parameters so determined then become the 
estimates of the unknown parameters for the next identification interval, to enable 
the next particular integration and next sets of homogeneous integrations to be 
performed. In this manner the identification process is continuous and enables time-
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varying parameters to be tracked as constants over each identification interval. By 
testing the matrix of homogeneous solutions to determine that it is non-singular it 
can be established that the identification is valid or otherwise at each step. A 
schematic diagram of the identification process is shown in fig. 57.
The results of the on-line identification and tracking of the aircraft system 
parameters by the Quasilinearisation technique are presented in figs. 58-61. The 
accuracy of the method is clearly demonstrated.
Chapter 8 defines a command stability augmentation system which adapts the 
controller parameters as a function of the on-line identified aircraft parameters.
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Aircraft Pitch Loop For Identification 
Fig.56
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On-Line Command Stability Augmentation System Adaptation
Chapter 5 has described in detail how the aircraft short-period pitch rate per elevator 
response varies significantly throughout the optimal climb manoeuvre. In order to 
reduce the effects of this variation in aircraft response characteristics, a command 
stability augmentation controller is proposed in this chapter, and the resultant 
closed-loop aircraft pitch rate per pitch rate demand response investigated.
C.S.A.S Structure:-
A simple proportional plus lagged integral controller with the transfer function as 
defined below has been considered.
To achieve a uniform closed-loop response characteristic it is necessary to vary the 
parameters of this controller during the optimal manoeuvre. The difficulty in 
obtaining a scheduling law for the parameters of the controller as a function of 
auxiliaiy state variables, due to the non-linear relationship between aircraft 
parameters and auxiliary state variables, has already been described. However, by 
varying the controller parameters as a function of identified aircraft parameters, a 
simplification of the controller parameter scheduling results. In particular, by 
selecting the following specific relationships between aircraft identified parameters 
and controller parameters:-
s ( l  +  7 »
the controller parameters will be optimised with respect to the changing dynamics of 
the aircraft short-period response. The constant of proportionality on Kc defines
the design break frequency of the combined aircraft and C.S.A.S. closed-loop 
response characteristic.
To demonstrate the need to adapt the controller, to compensate for the changing 
aircraft dynamics, the performance of a fixed parameter C.S. A.S was initially 
investigated. For this purpose each of the controller parameters was set to the mid­
point of their range of optimum values, as defined above and computed from the 
mid-point of the variation in aircraft parameters during the optimal climb trajectory. 
The closed-loop step response of the combined fixed parameter C.S. A.S and aircraft 
has been computed at twenty equally spaced time intervals on the optimal trajectory. 
The envelope of these step responses is presented in fig.62. Although a significant 
reduction in the variation of the open-loop response characteristic has been achieved 
using the fixed parameter C.S.A.S , it is evident that there is still considerable 
variation in both the natural frequency and damping ratio of the resultant closed-loop 
pitch rate responses. In fact with the parameters selected for this fixed gain 
controller the system exhibits instability at some point on the climb trajectory. These 
instabilities are undoubtedly due to the choice of fixed C.S.A.S integrator gain K. in 
conjunction with the value selected for the controller proportional gain Ke.
Although not the direct purpose of this thesis, it is certain that this situation could be 
improved by simply scheduling Ki. To this end the optimum variation in K. is
shown against trajectory lapse time together with the optimum Mach number time 
history in fig. 63. The similarity in shape of these plots of K. and Mach number
indicates that it would be feasible to derive a single valued open-loop gain schedule 
for K. as a function of Mach number. This would undoubtedly improve the
uniformity of the closed-loop response characteristic on the optimal manoeuvre. This 
technique however is not exact and open-loop, as has been pointed out, and so the
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on-line aircraft parameter identification and subsequent C.S.A.S adaptation scheme 
has been implemented.
Adapted C.S.A.S. Responses:-
The envelope of closed-loop pitch rate step responses obtained using the optimal 
adaptive C.S.A.S system has been computed at the same twenty time intervals on the 
optimal climb trajectory. These results are shown in fig. 64 and the close uniformity 
of all of the step responses is clearly demonstrated. The identification of the aircraft 
parameters has been achieved using the techniques of Quasilinearisation outlined in 
chapter 7 . The control signal used for the identification of the aircraft parameters 
was the elevator demand from the C.S.A.S output during the optimal climb 
manoeuvre and no further test or specific identification signals were required. The 
C.S.A.S parameters were computed from the identified aircraft parameters, as 
defined above, and on-line adaptation occurred at the end of each identification 
interval as a continuous process.
The optimised controller parameter variations as a function of lapse time on the 
climb manoeuvre are as shown in figs. 65and 66. Also shown in fig. 66 is the 
variation in the ratio of aircraft lead time constant to C.S.A.S. controller lag time 
constant during the manoeuvre. Although this ratio varies slightly from unity, 
indicating that these two time constants are not matched exactly at eveiy point in 
time on the optimal climb, the deviation from unity is small and hence the subsequent 
effect on the envelope of closed-loop pitch rate responses is negligible. For the 
purpose of this investigation the identification time interval was fixed at 200ms. and 
this proved to be satisfactory. This identification interval was based on the selected 
closed-loop break frequency which was set arbitrarily at 4 rad. per sec. It should be 
noted that it is perfectly feasible to vary the identification interval, perhaps as a
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function of the identified natural frequency of the aircraft; however this additional 
versatility proved unnecessary in the investigation. The dynamics of the elevator 
power control were omitted from this investigation purely for simplification 
purposes. This however has no effect on the validity of the techniques demonstrated. 
Chapter 9 investigates an additional augmented control scheme suitable for returning 
an adapted system response to a nominal transient response in an optimum manner.
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Minimisation Of Adapted Transient Response Errors From A Nominal 
By Optimal Augmented Feedback Control.
The thesis so far has presented results of investigations on the design, 
implementation and performance of an on-line adaptive control command stability 
augmentation system. The overall objective of this work has been to provide a 
uniform response characteristic for the pitch short period mode control of an aircraft 
on an optimal climb trajectory. The adaptive process utilises an on-line identification 
scheme to identify and track the changing aircraft parameters. The identification and 
adaptation are continuous and are both performed well within the closed-loop 
transient response time of the system.
At the end of each identification and adaptation interval the closed-loop dynamics, of 
the combined controller and aircraft combination, match a predetermined nominal 
system dynamics. The response of the system to subsequent inputs will therefore be 
as required and also aircraft handling qualities will be as desired. However since the 
identification and adaptation process requires a finite time before the aircraft 
parameters are determined, the actual time response of the closed-loop system can 
significantly deviate from a prescribed nominal transient response. This is due to the 
possible mismatch between controller and aircraft parameters during the 
identification interval. An example of this situation is demonstrated in fig. 67. In this 
figure the response of each of two such initially mismatched controllers is shown. In 
one example the controller parameters are a factor of ten too large, while in the 
other example they are a factor of ten too small. This represents a total gain 
variation of one hundred to one. In each case, at the end of the short identification 
interval, the controller parameters have been adapted to their nominal values. From
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this point onwards in the time responses the combined controller aircraft dynamics 
are correct. It is clearly seen however that the actually achieved time responses differ 
significantly from the desired nominal transient response. The question then arises 
whether to accept this situation since the response to subsequent inputs after 
adaptation will be satisfactory, or whether to attempt to force the system response 
back onto the nominal transient response trajectory. Since the adaptation process is 
operating well within the transient response time of the system it would seem 
desirable to utilise this fact and to restore the actual response to the nominal in some 
optimum fashion. Since, from the instant of identification and adaptation, the 
dynamics of the closed-loop system are completely defined, it is therefore possible to 
design an additional optimal feedback loop. This augmented control can be designed 
to minimise a quadratic function of the error between the actual system response and 
the desired nominal transient response.
This additional optimal controller has been implemented and the results achieved are 
shown in fig. 68. In this figure it is clearly demonstrated that in both initial mismatch 
configurations the system responses are returned to the nominal transient response 
characteristic shortly after the identification interval. In these examples the 
augmented optimal control is only active from the end of the identification interval, 
and after the complete system dynamics have been determined.
It is evident that the system response accelerations may be unacceptable. These 
however could be controlled by incorporating additional state constraints in the 
optimisation performance index.
It has been found beneficial to have this augmented optimal controller active 
continuously, including during the identification interval. The results obtained in this 
case are presented in fig. 69 and in expanded view in fig. 70. It can be seen clearly 
that the deviations from the nominal transient response trajectory are significantly
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reduced, even though there is a mismatch of controller iand aircraft dynamics during 
the identification interval.
A schematic diagram representing the complete on-line identification process, the 
adaptive controller, and the optimal augmented controller to minimise errors 
between system response and a desired nominal is given in fig. 71.
The conclusions drawn from this research together with suggestions for future 

































































On Line Parameter Identification




Conclusions And Suggestions For Future Research.
This thesis has investigated a possible adaptive flight control scheme which is based 
on the explicit high speed on-line identification of the parameters of the aircraft 
dynamics. The identification is performed using normal operating control inputs.
To test the system the specific case of an optimal climb manoeuvre has been 
investigated. The optimal trajectory obtained as a solution to this problem has been 
computed using both Steepest Descent and Quasilinearisation numerical methods. 
This optimal solution takes the aircraft through many rapidly changing flight 
conditions with subsequent variation in aircraft response characteristics and handling 
qualities and therefore is a good manoeuvre with which to investigate the 
effectiveness of both the on-line identification scheme and the adaptive control 
algorithm.
Some considerable time has been spent by the author in understanding optimal 
control techniques from first principles and it is therefore appropriate that the theory 
of this applicable to the specific optimisation problem has been presented. It has also 
been necessary to generate the numerical computational software and to verify this 
for both methods of solution which have been investigated and applied to the 
solution of the optimal control necessary conditions. In particular the 
Quasilinearisation method of solution of the resultant two point boundary value 
problem has been applied to the implementation of the on-line identification aircraft 
parameter identification scheme.
Optimal control theory has also been applied to the task of minimising the quadratic 
error function of the adapted system response and a nominal desired transient 
response characteristic.
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Some thought has been given to establishing a confidence level in the identified 
aircraft parameters. This has been achieved by establishing that the matrix of 
homogeneous solutions in the Quasilinearisation algorithm of the identification 
process is non-singular. This relates to the persistency of excitation requirement to 
excite all the modes of the system. If this requirement is not fulfilled no identification 
is possible, and the above mentioned matrix becomes singular. In the event of this 
situation arising, the adaptive process would be inhibited until the validity of the 
identification is again achieved and the adaptation process automatically resumes.
It is also possible to establish a validity range for the identified parameters and also 
to monitor that the rate of change of these parameters is within limits to provide a 
confidence level in the identification procedure.
Future Research
The accuracy of the aircraft parameter identification and tracking has been clearly 
demonstrated. In this investigation however only the still air performance of the 
adaptive system has been considered. The effects of both turbulence and 
measurement noise on the identification process must now be thoroughly 
investigated. Should the states of the aircraft system be contaminated by noise it may 
be necessary to introduce a Kalman filtering technique to improve the determination 
of the system states before the identification algorithm is applied. It is felt that while 
a time penalty will be introduced to obtain a statistical average or filter the results of 
the identification, the method demonstrated in this thesis is worthy of further 
investigation.
Hardware implementation considerations have not been attended to in this thesis. 
This is because each year seems to bring new developments in data signal processor 
technology, with both increases in speed and complexity of processing power. At the 
time of writing the Texas Instrument C40 D.S.P. range of microprocessors seems
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particularly suited to the on-line identification and adaptation tasks. It is intended to 
use this processor to further this on-going research activity.
System integrity needs to be developed and a failure analysis of the system 
performed to establish continuous availability of the system for flight critical 
conditions.
Much further work needs to be undertaken in the development of this system before 
it finds universal acceptance. Nevertheless the author believes this research has 
demonstrated the possible potential of such a closed-loop adaptive system and 
commends it to the aircraft industry. It is felt that an in-flight demonstrator 
programme is long overdue in this country, of a controller utilising an on-line 
identification facility. I would call upon The Defence Research Agency, Avionics and 
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REDUCTION IN THE VARIATION OF AIRCRAFT RESPONSE CHARACTERISTICS 
DURING OPTIMAL TRAJECTORY MANOEUVRES
J.K.M. MacCormac
School of Electrical and Electronic Engineering 
University of Bath 
Bath England BA2 7AY
Abstract:-Aircraft trajectory optimisation frequently 
results in significant variation in the short period 
response of the aircraft throughout the optimal 
manoeuvre. The optimisation problem of acquiring 
maximum height in a fixed time while minimising a 
function of drag and satisfying a desired terminal 
constraint on velocity is considered. The resultant two- 
point boundary value problem is solved by a 
combination of the methods of steepest descent and 
quasilinearisation. The variation of the short-period 
dynamics on the optimal trajectory is investigated and 
in this example the steady-state gain, damping ratio, 
natural frequency and lead time constant vary by factors 
of up to ten to one. Scheduling of a command stability 
augmentation system with respect to auxiliary variables 
such as dynamic pressure, mach number and height, 
reduces this variation . It is shown that on the optimal 
trajectory the gain scheduling is not single- valued, 
resulting in a complex non-linear gain adjustment 
algorithm. A unique relationship between aircraft 
parameter variations and controller gains is determined 
and the combination of these provides a uniform pitch 
rate response characteristic throughout the optimal 
trajectory. The paper investigates the use of a 
quasilinearisation based algorithm for the on-line 
identification and tracking of the aircraft parameters. 
The subsequent adaptation and re-optimisation of the 
controller is performed to minimise the error between a 
desired optimal transient pitch rate response and the 
actual system response. This re-optimisation of system 
performance is achieved using an on-board digital 
model of the identified aircraft
Introduction
This paper investigates the variation of aircraft 
response characteristics during an optimal trajectory 
manoeuvre. The optimal climb manoeuvre of 
maximising height acquired in a fixed time while 
satisfying a desired terminal constraint on the final 
velocity and minimising a function of drag has been 
chosen as the starting point for this investigation. This 
optimal manoeuvre has been specifically chosen as the 
aircraft encounters a significant portion of the flight
envelope in performing the task. Also the solution of a 
similar optimisation problem is availabled’2) and it 
has therefore been possible to verify optimisation 
software developed for use in this investigation. In 
particular the variation of the aircraft parameters 
defining the small perturbations equations of motion 
representing the short period pitch response of the 
aircraft are investigated throughout the optimal 
trajectory manoeuvre. It is shown that the aircraft 
parameters are not in general single valued with respect 
to auxiliary variables such as dynamic pressure, mach 
number etc.; hence it is difficult to determine a 
satisfactory gain scheduling control law for a command 
stability augmentation system which will provide a 
uniform response characteristic throughout the 
manoeuvre. An on-line identification scheme is 
investigated to identify and track the parameters during 
the manoeuvre and it is these identified parameter 
values which are used to adapt the C.S.A.S. parameters 
in place of the normal auxiliary variables.
A relationship between aircraft and controller 
parameters is obtained which significantly reduces the 
variation in aircraft closed-loop pitch rate to pitch rate 
demand response throughout the trajectory. This closed 
loop adaptive system operates within the transient 
response time of the aircraft and maintains the transient 
response uniform for subsequent command inputs. It 
should be noted however that a finite identification 
period is required to establish the aircraft parameters 
and adapt the C.S.A.S. During this period the system 
transient response can deviate from the desired nominal 
transient response. At the end of the identification 
interval the adapted system dynamics are defined and 
this information is used to augment the control to 
correct these deviations in the response and return the 
transient response to the nominal desired transient 
response in an optimised manner. The augmented 
control which minimises an error function between 
desired nominal and actual transient response can also 
be operative during the identification and adaptation 
interval. This optimal adaptive controller reduces the 
deviations in the
initial transient response from the nominal when there 
may be substantial mismatch between the dynamics of
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the closed loop adaptive system and those of the 
nominal transient response.
Climb Optimisation
The necessary conditions for optimal control to 
minimise a generalised cost functional of the form
J = ^ t s) j} )+ f \fc & })4})+\{lix,u>t) +XT (f(x,u,t)-x)}dt
h
subject to dynamic constraints x_(t) -  f (x _ ,u _ ,t) 
and specified terminal conditions are given below.
The Euler Lagrange equations:
OX ox
The State and Co-state Equations
V =—{T cosa -  D -  mgsin y} 
m
y = -^—{L+T  sina -  /wgcosy} 
mV
h=Vsiny 
i= F c o s y  
Tm —------
eg
The optimality condition for unconstrained controls 
&_r ( =  oa u a u
The co-state terminal conditions
*, '<<,> = < |M „  + 1 / dx
A fixed time problem has been considered in this 
instance for ease of computation. The actual cost 
functional chosen to be minimised for this maximum 
height in a fixed time problem was chosen as
J  =  - h ( t , )  +  y , ( V U f ) ~  968. ) + j j ' ' a 2d t .
The initial conditions used for the state equations were 
as defined in the boundary conditions for the study. The 
optimisation period used was 332.0 sec. The system 
states were unconstrained to simplify the problem. The 
variation in engine thrust characteristics and 
aerodynamic data with Mach number are as shown in 
(Figs 16-17) and an interpolation procedure was used to 
generate the appropriate values and required partial 
derivatives at each time step in the integration process. 
From the aircraft forces diagram (Fig. 1) and applying 
the above necessary conditions the state and co-state 
equations are as follows.
L ift,
„e * a + y
D r a g
W = m
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 ^ Xy dD dT \ \  (,T t  ■ \
K  =  — f e  “  ^ 7 COS° 0  +— + T  sma "  zwgcosy)m dV dV mV
T,,dT  . dL.. - . . X dT-  V(——sin a+ -r—) } —X. siny -  X cosy+— —— 
Kd v  d v ”  * 1 1 1 c g d v
x r = Xygcosy -  XT ^ s in y  -  X*Fcosy+ XxFsiny
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The Optimal Control
The optimal control obtained from the optimality 
condition is given by
«  _  h L { T s m  a  +  f ^ - }  +  +  T cos a }  =  0
m da mV da
The Boundary Conditions
V(f0) = 400 .0^ .sec 
y(/0) = O.Orad. 
h(t0) =  700.Oft.  
x( t0) = 0 . 0 f t .  
m(/0) = 1304 .slugs
M * / )  =  Y, 
A,T( f , )  =  0 . 0  
X ,(/,) = - l .  
X, ( t , )  = 0.0  
Xm( t , ) - 0 . 0
This complete set of equations constitute a non-linear 
two-point boundary value problem. The solution has 
been obtained by a combination of both steepest- 
descent and quasilinearisation iterative computational
i ^ n
techniques. In the steepest-descent m ethod a starting 
vector w as chosen for the control and the state 
equations were integrated forward in time. At the end 
o f the optim isation interval the term inal condition on
M * , )  was set to a  weighted function o f the error 
between the com puted and desired terminal value o f
V ( t f ) and the co-state equations w ere integrated
backw ards in tim e using the solution o f  the state 
equations obtained in the forward integration. A new 
control vector w as com puted from
a  ~  — {T sin a  + + —rrfr— + T cosa}
m da mV da
where I  controlled the step length along the gradient, 
and the process was repeated until the term inal error on
V ( t f ) w as w ithin a  small norm. To test the
quasilinearisation program m e which is required for the 
on-line identification process, the state and co-state 
equations were first linearised about the solution 
obtained from the steepest descent procedure which was 
then used as a  starting vector for the quasilinearisation 
m ethod o f solution o f the two-point boundary value 
problem . This process was iterated to convergence and 
a small im provem ent was obtained in the maximum
acquired height with the term inal condition on V ( t f )
exactly satisfied. The results obtained by both methods 
o f  the optim um  height versus Mach profiles are shown 
in (Fig 2.)______________________________________
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FIGURE 2.
From  the results obtained in the optim isation process 
the nom inal pitch attitude time history was com puted 
from the optim um  tim e profiles for flight path angle 
and angle o f attack . D ifferentiation o f  this generated a 
desired pitch rate profile to be followed in order to fly 
the optim um  m anoeuvre. This signal was used as the 
excitation for the com bined C.S.A.S. aircraft system to 
investigate the on-line identification o f the aircraft 
param eters.
Parameter Variations on the Optimal Trajectory
Throughout the optim um trajectory at every time step in 
the integration procedure the parameters o f the small 
perturbation pitch rate per elevator transfer function 
were computed.
2 (1 +  s T)K o©
s 2 +  2 ^co +  to
The variation o f the d.c. gain, natural frequency, 
dam ping ratio and lead tim e constant are shown with 
respect to dynam ic pressure and Mach num ber in 
(Figs. 3-6)
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It is readily seen that during the optim al trajectory the
d.c. gain K q varies by a ratio o f approxim ately ten to 
one, the natural frequency by six to one and the lead 
time constant by ten to one, while the dam ping ratio 
varies from a value o f 0.4 at the start o f the trajectory 
down to about 0.06 towards the end. It is also seen that 
the param eter variations are very non linear and not 
single-valued . This increases the com plexity o f
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devising a simple gain scheduling algorithm for the 
C.S.A.S..
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Because of these difficulties an on-line adaptation of 
the C.S.A.S. with respect to continuously identified 
parameters was considered.
C.S.A.S. Structure.
A simple proportional plus lagged integral controller of 
the form of (1) was chosen as the C.S.A.S. for the 
purpose of the investigation.
11 ° ( = K  c {1 + ------^ ------ }
Q e*k>* ( s ) 5 (1  +  s T c ) (1 )
The relationship between controller and aircraft short 
period parameters used in this study is defined as
2% 'r ' = ^ 7T  ’ *. = 7> -where
K.  oc
* 0®.
the constant of proportionality on K c is selected to 
give the desired break frequency of the combined 
aircraft and C.S.A.S. closed loop response 
characteristic. For the purpose of the investigation this 
was set at 4 rad./sec. To on-line adapt the C.S.A.S.
parameters, the aircraft parameters including the lead 
time constant were identified and tracked during the 
optimal trajectory. The envelope of transient closed 
loop pitch rate step responses of the adapted C.S.A.S. 
aircraft system is shown in (Fig 7) and the uniformity 
of response obtained is clearly demonstrated. The small 
variation in this envelope is caused by the ratio of the 
aircraft lead-time constant to the controller lag- time 
constant. For the purpose of comparison the envelope 
of transient responses obtained with a set of fixed 
parameter settings for the C.S.A.S. is shown in (Fig. 8). 
The controller parameters were set to the mid point of 
their adaptive range in this exercise. The spread of 
response is evident in both natural frequency and 
damping ratio and at some flight cases on the climb 
trajectory the system is unstable. Investigations have 
indicated that this response characteristic could be 
improved by scheduling the integrator gain as a 
function of Mach, however this is not exact and so the 
on-line identification and adaptation procedure has 
been implemented.
E N V E L O P E  O F  C S A S  A 0  A P  T E 0  S Y S T E M  S T E P  R E S P O N S E  





T I M E S E C S
FIGURE 7
E N V E L O P E  O F  F I X E D  C S A S  S Y S T E M  S T E F  M  ?
A T  5 U N  IT I N T E R V A L S  O N  O P T I M A L  C L I M B  T IS A , f * •
J
I 5
T IM E S E C S
FIGURE 8
On-line Parameter Identification And Tracking.
The method of on-line identification selected is that of 
quasilinearisation^’ >^6) in general a non-linear
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system of the form x_ =  /  ( x_, u , fc, t ) where k  
represents the unknown time varying parameter set, is 
linearised using the Newton-Raphson algorithm
Although the actual system parameters are time 
varying, it is assumed for the purpose of identification 
that during the short time periods required for 
identification they are constant. At the end of each 
identification the best-fit constant values for the 
parameters is determined. The identification process is 
continuous and in this manner the unknown time 
varying parameters are tracked as piece-wise constant 
values. The results are similar to a discrete sampling of 
the time varying parameters. In the case under 
consideration of the identification of the short period 
dynamics of the aircraft four unknown parameters are 
required to be identified. Re-defming the aircraft 
system as
; ] - R  i R M t tX  2
with X x representing the pitch rate of the aircraft and 
U as the elevator input from the C.S.A.S. controller, 
the unknown parameters are now/^ , k 2 , k 3 , k A 
where
= 2£cob , k2 = ©: , *3 = K o® 2hT  , kA =  K o <  






The identification task is now a boundary value 
problem where the initial conditions on the unknown 
parameters have to be selected such that the states of an 
identification model take on those of the aircraft states 
during the identification interval. As there are twice as 
many unknown parameters as there are states, two 
points in the identification interval are chosen, namely 
the mid point and end point of the interval from which 
the unknown initial conditions of the parameters are 
computed. The identification procedure commences 
with selecting a set of starting vectors for the 
coefficients of the Jacobian matrix. The obvious choice
X, ~K l --*w 0 O' •^Sah- ■
X ~K 0 0 0 Hv X»H~Xai
k 0 0 0 0 0 0 K*i~K
K 0 0 0 0 0 0 K*~K
K 0 0 0 0 0 0 Ki~K
h 0 0 0 0 0 0 Ki~Km
for initialising the iteration procedure is to use actual 
measurements of the aircraft system states and actual 
control input to the system. Starting vectors for the four
unknown parameters are chosen as k. — g t where the
g . are constants equivalent to the mid point of the
range of the individual parameters. Expanding the 
linearised equations and making the above 
substitutions, the linearised equations become
*1 8\ 1 0 O ' XlN+1
X2 ~ 8 i 0 0 0 Xjn+1 8i*U
0 0 0 0 0 0 1 01 — +
K 0 0 0 0 0 0 klN+1 0




.  0 0 0 0 0 0 _ ,  0
The solution of these equations consists of a particular 
integration obtained with initial conditions on the
unknown parameters of k t ( 0 )  =  g . , together with a 
linear combination of ,in this instance four, sets of 
homogeneous solutions. The overall time solution 
during the identification interval is given by
x j t ) x j t ) x^d) Xmd) x^d) ^ ( 0








m =Q Knd) Kmd) Kad) K*d)
+
K id)
m Knd) K*d) K*d) K*d) Kid)
.K»d)_ had\ fmd). %v*d\ _Kid\
EQUATION 2
It should be noted that the particular integration system 
as defined is a mathematical model of the aircraft 
system having an identical structure but with estimates 
for the unknown parameters. As the choice of the 
parameters are only estimates they will initially be 
incorrect and the model responses will not match the 
actual system state responses. These therefore have to 
be corrected by the linear combinations of 
homogeneous integrations. The initial conditions of the 
states of the model for the particular integration are set 
to the values of the actual system states pertaining at 
the start of the identification interval. The initial 
conditions for each set of homogeneous solution are 
defined as follows and are specifically chosen to 
simplify subsequent computation.
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*  1 HI ' O ' ' O ' ' O ' ' O '
*  2 H, 0 0 0 0
^  1 Hi 1 0 0 0







^ i H i 0 0 1 0
. * 4  H,  . ( . 0 . 0 . 1= 1 . 0 . i - 2 , 0 _ > . 3
1
The complete sets o f homogeneous integrations and the 
particular integration are computed simultaneously 
from the overall system of equations defined in (3 ).
The four weighting constants C( of the sets of 
homogeneous solutions in (2) are computed from (4 )
where / ,  is the mid point of the identification interval
and t j  is the end point.
'-*1 1 0 0 0 0 0 0 0 0 0 O' '
-K 0 0 0 0 0 0 0 0 0 0 0 •*>, k,u,
Xm 0 0 -s, 1 0 0 0 0 0 0 0 0
Xi tj 0 0 -*> 0 0 0 0 0 0 0 0 0 * 1 ,J
X,HI 0 0 0 0 s, 1 0 0 0 0 0 0 xm
Xvti 0 0 0 0 s 0 0 0 0 0 0 1 0
Xua 0 0 0 0 0 0 S 1 0 0 0 0
-r
0
Xnn 0 0 0 0 0 0 Si 0 0 0 0 0 xM “A
XutJ 0 0 0 0 0 0 0 0 s, 1 0 0 u
Xwj 0 0 0 0 0 0 0 0 Si 0 0 0 •t WJ 0
X m . 0 0 0 0 0 0 0 0 0 0 s 1 0
Xim 0 0 0 0 0 0 0 0 0 0 Si 0 u
EQUATION 3.
c -*i/c(0 ■*i/fl(0 -*^(0 •*1,(0 ■*lw(0
•*2H|(0 X]hS$\) -*2/fl(0 "*2»(0 •*2,(^ 1) -*2/*/(^ l)
•*1/4(0 -*l/fi(0 •*!»((/■) -*1m(^/)
Q -*2/fi(f/) •*2/fi(fr^  •*2W»(0 ■*2Mf •*2P/({/ )
EQUATION 4.
The corrected or identified values for the unknown 
parameters during the identification interval then
become k, =  C , +  g. .
As the small perturbation representation of the aircraft 
system dynamics is linear, convergence to the correct 
values o f the identified parameters is single step and it 
is unnecessary to iterate the procedure to obtain 
convergence. If however a non-linear representation of 
aircraft dynamics had been chosen it would have been 
necessary to perform several iterations before a 
satisfactorily-converged identification is achieved.
This would involve an extension of the lapse time to 
achieve identification; however this situation can be 
alleviated by time scaling equations (3 ) for subsequent 
iterations after the first, which of necessity is computed 
in real time in synchronism with the actual aircraft
response. The identified values of the system 
parameters so determined by the above procedure 
become the starting estimates o f the unknown 
parameters for the next identification interval. In this 
manner the identification process is continuous and the 
time varying parameters are tracked as constants during 
each identification interval. Any identification process 
requires persistency of excitation and this can be 
checked at each identification step by determining that 
the matrix of homogeneous solutions in (4) is non­
singular. Should this prove not to be the case the 
values o f the identified parameters are held at the last- 
identified values until persistency of excitation resumes. 
The results o f the identification and tracking of the four 
aircraft parameters while being controlled by the 
adaptive system on the optimum climb trajectory arc 
shown in (Figs 9-10). The actual aircraft parameters 
and the identified parameters are superimposed on each 
other and the accuracy of the identification and tracking 
of all four system parameters is evident_____________
T R A C K I N G  O F  I D E N T I F I E D  S Y S T E M  P A R A M E T E R S  
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FIGURE 10
On-Line Adaptation Of C.S.A.S
154
At the end of each identification interval the controller 
parameters are updated as a function of the identified 
aircraft parameters. The controller parameter variations 
on the optimal climb trajectory are as shown in (Figs 
11- 12). Also shown is the ratio of the aircraft lead 
time constant to the controller lag time constant 
throughout the manoeuvre. Although these are not 
matched exactly the deviation in this ratio from unity is 
small and the effect on the envelope of closed-loop 
aircraft /C.S.A.S. combination is negligible. By this 
technique the handling qualities o f the aircraft in the 
pitch axis are maintained virtually uniform on the 
optimal climb trajectory. For the purpose of this 
investigation the identification interval was fixed at 
200ms. which proved satisfactory. It would be perfectly 
feasible to select the identification interval as a function 
of the identified natural frequency of the system.
Augmented Control
As the identification and adaptation is occurring 
within the transient response time o f the system it is 
interesting to investigate this further as a separate 
exercise. Starting with a nominal transient response 
characteristic for the closed-loop pitch rate response, 
then during the initial identification period and before 
identification and adaptation have occurred the actual 
response deviates from the nominal. This is due to the 
mismatch o f the C.S.A.S. with the as yet unidentified 
aircraft. On adaptation the transient response continues 
from this point onwards with the now correct dynamics. 
This satisfies the handling criterion; however the actual 
transient response characteristic deviates from the 
nominal. (Fig 13). If the requirement is to minimise the 
error between the nominal and actual transient 
trajectory this may be done from the point of 
identification onward by minimising a quadratic 
function o f this error subject to the now known dynamic 
constraints o f the system. This optimisation would 
normally be performed off-line; however since an on­
board tracking model of the aircraft exists this could be 
used to perform the optimisation and on-line 
generation of the additional augmented feed back 
control. The effect o f applying this augmented control 
at the point o f adaptation is shown in (Fig 14). Here 
two mismatched controllers are considered which 
represent a deviation by a factor of 100 from the 
nominal dynamics. The system response is forced back 
onto the nominal transient trajectory, by the augmented 
control, from the point o f adaptation onwards. The 
resultant accelerations produced can be controlled by 
the introduction o f state constraints. (Fig 15) shows that 
there is some benefit in using this optimal augmented 
control even during the initial identification period as 
the excursions away from the nominal transient 
response are significantly reduced.
O N  O P T I M A L  T R A J E C T O R Y  
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Conclusion
The variation of aircraft parameters on an optimal 
manoeuvre has been investigated and it has been shown 
that the design of a parameter scheduled controller
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using auxiliary variables is complex. An on- line 
identification and tracking model has been 
implemented using the normal commands to perform 
the manoeuvre, and without resorting to additional test 
signals for the purpose of parameter identification. 
Functions of the identified values of the aircraft 
parameters have been used to adapt the controller, in 
order to provide a virtually uniform response 
characteristic throughout the manoeuvre. The 
adaptation is continuous and operates within the 
transient response time of the system. An optimum 
controller augmentation has been studied which uses 
the identified parameter information to compensate for 
deviations from a nominal transient response arising 
during the identification interval. The augmented 
control returns the transient response trajectory to the 
nominal in an optimum manner. This augmented 
control also reduces deviations from the nominal 
transient response when there is mismatch between the 
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THE USE Or HYBRID COM PUT AT I OH IN 
AN OH-LINE IDENTIFICATION SCHEME
J.K.H. KacComac
E le c tr ic a l  Engineering Department 
U n iversity  College o f Swansea 
Glamorgan, S.W ales, U.K.
In troduction
An optim al con tro l lew fo r a non­
l in e a r  evstea  may be derived using 
Calculus o f V aria tio n s. Subject to  
dynamical co n s tra in ts  a performance 
index is  minimised while sp ec ified  
i n i t i a l  and term inal conditions are 
s a t i s f ie d .  The re su lta n t co n tro l lav  
w il l  provide noednal s ta te  v a riab le  
t r a je c to r i e s .  I t  i s  however an open- 
loop form o f c o n tro l. Changes in  the 
i n i t i a l  and term inal conditions req u ire  
a recomputetion to  determine the  new 
optim al co n tro l.
A method to  reoptim ise the co n tro l 
about a re fe re n ce , without recomputa­
t io n ,  has been described in  [ l ] •
Based on the Second V ariation th is  
scheme provides a l in e a r  feed-back con­
t r o l  with time varying c o e f f ic ie n ts .
The reference con tro l i s  continuously 
m odified, to  give neighbouring optim al 
co n tro l. S ignals p roportional to  the 
sm all d ev ia tions o f the a c tu a l response 
from the noeilnal are used to  augment the 
re ference co n tro l.
When the dynamics o f a system are 
changing w ith environment the re ference 
co n tro l w il l  not be optim al a t  d i f f e r ­
ent operating  cond itions. In th i s  case 
i t  i s  necessary to  repeated ly  update 
the co n tro l to  match the cu rren t dyn­
amical s ta te .*  A combination o f th i s  
updating procedure and the  neighbouring 
optim al scheme has the follow ing advan­
ta g e . A new reference co n tro l may be 
computed while sm all d istu rbances about 
the nominal responses are being accoun­
ted  fo r  by the previous computed feed­
back co n tro l. Figure 1 i s  a block 
diagram rep resen ta tio n  o f th is  scheme.
To perform th i s  recoeiputatlon o f 
the re ference co n tro l i t  i s  necessary 
to  have a knowledge of the cuirrent s ta te  
of the dynamics. This i s  achieved by
o n - lin e  id e n t i f ic a t io n .
Optimal Id e n tif ic a t io n
To p reserve  o v e ra ll system o p t i ­
m a lity  i t  i s  d es ira b le  to  in troduce 
soew degree o f op tim isation  in to  the 
Id e n t i f ic a t io n  prooess. This may be 
done again  using a v a r ia tio n a l approach.
A m athem atical modal o f  th e  non­
l in e a r  system may be rep resen ted  by 
the  v e c to r  d i f f e r e n t ia l  eq u a tio n .
x * f ( x ,p , t )  . . .  (1 )
where i? • (x^ , x2 . . .  xn >
and !?■ <P1oP2 •••  Pw>
are  re s p e c t iv e ly  the s ta te  v a r ia b le s
and unknown param eters. I t  i s  assumed 
th e  s t ru c tu re  o f  the system i s  *ncm*n.
•f* i s  th e  n-dim ensional v ec to r function 
re p re se n tin g  th is  s tru c tu re .  Also a v a i l ­
ab le  a re  a s e t  of system s ta te  v a r iab le  
and c o n tro l h is to r ie s  fo r  the in te rv a l
t  < t  < t , .  o 1
The model i s  exc ited  by th e  recorded 
system  c o n tro l s ig n a ls . The i d e n t i f i ­
c a tio n  problem i s  now one o f  m inimising 
some e r ro r  function  between model and 
system responses with re sp e c t to  the 
model p aram eters . A q u ad ra tic  performance 
index o f th e  form shown in  (2 ) i s  chosen.
P ■ + f  1 «Cx-x# )d t . . .  (2 )
o t o
where # (p ) 5 pT ^.*p
g (x -x # ) s (x-x^)T K(x-xg )
A and K are both w eighting m atrice s . 
K g iv es th e  cost of computed model r e s -
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1
p v s . s e a  x  d i f f e r i n g  f r o m  t h e  s y s t e m  
r e s p o n s e  x s  .  I f  t h e  s y s t e m  r e c o r d i n g s  
a r e  c o n t a m i n a t e d  b y  n o i s e  K s v a y  b e  t h e  
I n v e r s e  o f  t h e  v a r i a n c e  m a t r i x  o f  
I n d e p e n d e n t  n o i s e  o n  t h e  d i f f e r e n t  s t a t e  
v a r i a b l e s .
T h e  p e r f o r m a n c e  i n d e x  n u s t  b e  m i n ­
i m i s e d  s u b j e c t  t o  t h e  a t o d e l  d y n a m i c  
c o n s t r a i n t s  ( 1 )  a n d  t h e  b o u n d a r y  c o n ­
d i t i o n s  o n  t h e  m e a s u r e d  a t a t e  v a r i a b l e s .  
T o r  t h s  p u r p o s e  o f  t h i a  p a p e r  t h e  s y s t e m  
p a r a m e t e r s  a r e  a s s u m e d  c o n s t a n t  o v e r  t h e  
s h o r t  r e c o r d i n g  i n t e r v a l .  A n  a d d i t i o n a l  
c o n s t r a i n t  t h e n  i s  0  *  o  . . .  ( M
A d j o i n  t h e  c o n s t r a i n t s  ( 1 )  a n d  1 3 )  
t o  t h e  p e r f o r m a n c e  i n d e x  w i t h  L a g r a n g e  
m u l t i p l i e r s  1  a n d  u .
♦  l T ( x - f ( x , p # t  ) ♦  u T p J d t
T .
. . .  (*<)
T h e  f i r s t  v a r i a t i o n  Q Q  o f  J  i s
* 1
4 J  •  t p  i # ) T  4 p  \  ♦ | X T 6 x ^ u T A p  |
t « t
j  Q \ x l p ) T -  1 T - 1 T  J x | f | ) 6 x - ( X T J p | f  
)  6 p ^ ] d t*r,♦ u . . .  IS)
w h e r e  i n  g e n e r a l
. .T fla 3q 3o“1' liV V ’J
S p e c i f i c a l l y  t p W )  = p  A
V x t g )  «  < x - x /  K
J  | f  |  i s  a  g e n e r a l  J a c o b i a n  m a t r i x  w i t h  
e l e m e n t s  j k
T h e  n e c e s s a r y  c o n d i t i o n s  t o r  a n  
e x t r e m u m  o f  J  o v e r  t h e  I n t e r v a l
t  < t  < t ,  a r c  o 1
x * f(x,p,»)
P - ° T T
1 * -  (.fKI f  I I X t  ( x - x 8 ) K 
I = -  CJp | f |  lT *
w i t h  b o u n d a r y  r e n d i t i o n s  
x ( t  )  -  x
(6)
X ( r  )  * o  
u  ( t  t  )  -  o
A
( 7 )
T h e  s o l u t i o n  o f  e q u a t i o n  ( b )  s u c h  t h a t  
( 7 )  a r e  s a t i s f i e d  c o n s t i t u t e s  a  n o n ­
l i n e a r  b o u n d a r y  v a l u e  p r o b l e m .  T h e r *  i s  
n o  g e n e r a l i s e d  m e t h o d  f o r  s o l u t i o n  o f  
t h i a  p r o b l e m .  A  s c h e m e  b a a e d  o n  t h e  N e w t o n -  
R a p h s o n  O p e r a t o r  p r o v i d e s  a n  I t e r a t ­
i v e  s o l u t i o n .
I t o w t o n - R a p h a o n  A l g o r i t h m
T h e  M - d i m e n s i o n a l  n o n - l i n e a r  s e t  o f  
e q u a t i o n s  ( 6 )  r e p r e s e n t e d  b y  ’  .  i s
l i n e a r i s e d  t o  r . l v «
' m u  ■ JV|,'<VI - ’»! ’ K(V ••• 181
T h e  c o e f f i c i e n t s  o f  t h e  J a c o b i a n  
J  | C l ( Y . . )  |  w i l l  b e  t i m e  v a r y i n g ,  b u t  t h e yy N
a r e  k n o w n  f r o m  t h e  p r e v i o u s  i t e r a t e .
G i v e n  a  s u f f i c i e n t l y  g o o d  a p p r o x i m a t i o n
t o  t h e  s t a r t i n g  v e c t o r  Y  ( t > .  c o n v e r g e n c eN
o f  t h e  s e q u e n c e  i s  m o n o t o n i c  a n d  q u a d r a t i c ,  
T h e  n o n - l i n e a r  b o u n d a r y  v a l u e  p r o b l e m  
i a  n o w  r e d u c e d  t o  t h e  m o d i f i c a t i o n  o f  
i n i t i a l  c o n d i t i o n s  f o r  ( 0 ) .
A  p a r t i c u l a r  s o l u t i o n  C t )  i s
g e n e r a t e d  b a s e d  o n  a  s e t  o f  s t a r t i n g  
v e c t o r s  T u ( t )  a n d  i n i t i a l  c o n d i t i o n s  ( 7 ) .n
H s t i m a t e s  Y ^ . ( 1 0 )  . t r u  m a d e  f o r  l l i e  m -
u n k n o w n  i n i t i a l  c o n d i  t  i  o i . r .  Y t  ‘
• < - n «  i
158
(i-1,2.
I n  g e n e r a l  t h e  t e r m i n a l  c o n d i t i o n s  Y ( t  )
P  "
w i l l  n o t  s a t i s f y  t h e  d e s i r e d  t e r m i n s l  c o n ­
d i t i o n s  o f  ( 7 ) .
■ - s e t s  o f  s o l u t i o n s  Y ^ f t )  ( ( 1 * 1 , 2 , . . . * ) ,
j « l , 2 , . . . H )  a r e  o b t a i n e d  f o r  t h e  h o m o g e n e o u s  
s y s t e m  o f  e q u a t i o n  ( 9 ) .
I n i t i a l  c o n d i t i o n s  f o r  t h e  i t h  s e t  a r e
Y ( t  )  ■ 1  w i t h  t h e  o t h e r  M - l  i n i t i a l  c o n -  o
H - m t i
d i t i o n s  e q u a l  t o  s e r o .
B e c a u s e  ( 6 )  i s  l i n e a r
. . . ( 1 0 )
S o l u t i o n  o f  ( 1 0 )  f o r  ( C  , C _ . . . C  )  g i v e s  t h e  
JL d  m
m o d i f i c a t i o n  t o  m a d e  f o r  t h e  m  u n k n o w n  i n i t i a l  
c o n d i t i o n s
Y*(t ) ■ Y^ (t ) + C. j■M-mti ...(11)o o 1
*♦1 1*1,2,..»
A n  i n t e g r a t i o n  p e r f o r m e d  n o w  w i t h  s t a r t ­
i n g  v e c t o r s  Y ^ C t ) ,  I n i t i a l  c o n d i t i o n s  ( 7 )  a n d
u n k n o w n  i n i t i a l  o o n d l t i o n a  ( 1 1 )  w i l l  s a t i s f y  
t h e  t e r m i n a l  o o n d l t i o n s  ( 7 ) .  T h i s  s o l u t i o n  
Y ( t )  i s  u s e d  a s  t h e  n e w  s t a r t i n g  v e c t o r s  
H*1
Y ^ ( t )  a n d  t h e  p r o c e s s  r e p e a t e d  u n t i l  c o n v e r g e n c e  
o c c u r s .
H y b r i d  I m p l e m e n t a t i o n
T h e  s o l u t i o n  o f  ( 8 )  r e q u i r e s  p r e v i o u s  
i t e r a t i o n s  Y ^ ( t ) .  T h e s e  m u s t  b e  s t o r e d .
C o m p u t a t i o n  i s  n e e d e d  t o  d e t e r m i n e  f o r c i n g  
f u n c t i o n s  f o r  t h e  p a r t i c u l a r  a n d  h o m o g e n e o u s  
i n t e g r a t i o n s  o f  t h e  l a s t  s e c t i o n .  I t  i s  a l s o  
n e c e s s a r y  t o  e v a l u a t e  n e w  e s t i m a t e s  f o r  t h e  
u n k n o w n  i n i t i a l  c o n d i t i o n s .  A  d i g i t a l  c o m p u t e r  
l a  w e l l  s u i t e d  t o  p e r f o r m  t h e s e  o p e r a t i o n s .
N u m e r i c a l  s o l u t i o n  h o w e v e r  o f  h i g h - o r d e r  
d i f f e r e n t i a l  e q u a t i o n s  i s  s l o w  c o m p a r e d  
w i t h  a n  a n a l o g u e  s o l u t i o n .  U s i n g  a n  
a n a l o g u e  a n d  d i g i t a l  c o m p u t e r  i n  a  h y b r i d  
c o n f i g u r a t i o n  t h e  a d v a n t a g e s  o f  b o t h  m a y  
b e  e x p l o i t e d .  P h o t o g r a p h  1  s h o w s  t h e  
f . O L A R T R O N  2 * * 7  a n a l o g u e  c o m p u t e r  l i n k e d  
t o  t h e  D i g i t a l  E q u l p e t e n t  P - D - P - 8  c o m p u t e r .
A n a l o g u e  t o  D i g i t a l  | A / D |  a n d  D i g i t a l  
t o  A n a l o g u e  | D / A |  c o n v e r s i o n s  a r e  p e r f o r m e d  
t o  1 2  b i t  a c c u r a c y .  T h i a  i s  e q u i v a l e n t  t o  
o n e  l o c a t i o n  o f  c o r e  s t o r e .  F l o a t i n g -  
P o i n t  s t o r a g e  r e q u i r e s  t h r e e  l o c a t i o n s  p e r  
n u m b e r .  I n t e r f a c e  c o n v e r s i o n s  a r e  t h e r e ­
f o r e  s t o r e d  a s  i n t e g e r  a r r a y s .  T o  r e d u o e  
r o u n d  o f f  e r r o r  c a l c u l a t i o n s  a r e  p e r f o r m e d  
i n  f l o a t i n g  p o i n t  m o d e  b y  f i r s t  c o n v e r t i n g  
i n t e g e r s  t o  t h i s  f o r m  a n d  t h e n  r e c o n v e r t i n g  
t o  I n t e g e r  m o d e  a t  t h e  e n d  o f  a  c a l c u l a t i o n .  
T h e s e  o p e r a t i o n s  a r e  g o v e r n e d  b y  a  c o m p r o ­
m i s e  b e t w e e n  a c c u r a c y ,  s p e e d  o f  o o e i p u t a t i o n  
a n d  s t o r a g e  s p a c e .
V a r i a b l e s  f o r  D / A  c o n v e r s i o n  m u s t  b e  
i n  t h e  r a n g e  +  2 "  c o r r e s p o n d i n g  t o  t  1 0  
v o l t s .  I t  i s  n e c e s s a r y  t o  s c a l e  t h e s e  
v a r i a b l e s  i n  f l o a t i n g  p o i n t  f o r m  b e f o r e  
c h a n g i n g  t o  i n t e g e r s  f o r  D / A  c o n v e r s i o n .
T h e  d i g i t a l  c o m p u t e r  a l s o  c o n t r o l l e d  
t h e  c o m p u t e - h o l d - r e s e t  s t a t e s  o f  t h e  
a n a l o g u e  m a c h i n e .  T h i s  w a s  d o n e  b y  m e a n s  
o f  s  - 2 “  v o l t  o u t p u t  l o g i c  b u f f e r .
T h e  s e q u e n c e  o f  o p e r a t i o n s  f o r  t h e  
i d e n t i f i c a t i o n  s c h e m e  i s  a s  f o l l o w s
( a )  R e c o r d  s y s t e m  s t a t e  v a r i a b l e s  a n d  
c o n t r o l  s i g n a l s  o v e r  a  s h o r t  t i m e  
I n t e r v a l .
( b )  U s e  t h e s e  s t a t e  v a r i a b l e s  a n d  e s t l B s t e s  
a s  s t a r t i n g  v e c t o r s  Y  ( t )  f o r  s t e p  ( c ) .
( c )  P A R T I C U L A R  I N T E G R A T I O N  a n d  r e c o r d  Y ( t , )? f
( d )  H o m o g e n e o u s  I n t e g r a t i o n  a n d  r e c o r d  Y u ( t ,n r
( e )  M o d i f y  e s t i m a t e s  o f  u n k n o w n  I n i t i a l
c o n d i t i o n s  Y _ ( t  ) .
L  o
( f )  P a r t i c u l a r  i n t e g r a t i o n  w i t h  m o d i f i e d  
i n i t i a l  c o n d i t i o n s  t o  o b t a i n  Y ^ ^ t ) .
( g )  R e p l a c e  Y ^ t )  b y  Y ^ U ) .
( h )  I t e r a t e  s t e p s  ( c )  t h r o u g h  ( g )  u n t i l  
c o n v e r g e n c e  t e s t  i s  s a t i s f i e d .
( i )  R e p e a t  f r o m  s t e p  ( a )  f o r  n e x t  t i m e  
i n t e r v a l .
F o r  o n  l i n e  a p p l i c a t i o n s  i t  i s  e s s e n ­
t i a l  t h a t  t h e  i d e n t i f i c a t i o n  t i m e  b e t w e e n
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r e c o r d  p h a s e s  b e  a s  s h o r t  a s  p o s s i b l e .  T o  
a c h i e v e  t h i s  t h e  a n a l o g u e  i n t e g r a t i o n  s t e p s
( c ) ,  ( d )  a n d  ( f )  a r e  p e r f o r m e d  o n  a  f a s t e r  
t h a n  r e a l  t i m e  s c a l e .
T h e  h i g h  s p e e d  a n a l o g u e  m o d e l  i n  T i g u r e  
2  r e p r e s e n t s  t h e s e  t i m e  s c a l e d  i n t e g r a t i o n s .  
A n  a d d i t i o n a l  p r o b l e m  t h e n  i s  t h e  s y n c h r o ­
n i s a t i o n  b e t w e e n  m o d e l  a n d  s y s t e m  s u c h  t h a t  
s h o r t  m o d e l  i n t e g r a t i o n  t i m e s  c o r r e s p o n d  
t o  s y s t e m  r e a l  t i m e  r e c o r d  i n t e r v a l s .  T o  
o v e r c o m e  t h i 6  t h e  d i g i t a l  p r o g r a m m e  f i r s t  
e x e c u t e d  a  d u m t i y  m o d e l  I n t e g r a t i o n .  A t  t h e  
e n d  o f  t h i s  p e r i o d  a  t i m i n g  s i g n a l  T  w a s  
s a m p l e d .  L e t  N b e  t h e  n u m b e r  o f  s a m p l e s  
o f  s y s t e m  r e s p o n s e  r e q u i r e d  d u r i n g  t h e  
r e c o r d  p e r i o d .  T h e n  t h e  i t h  s a m p l e  m u s t  
b e  t a k e n  a t  t i m e  i x T  x  ( T I M E  S C A L E  T A C T O R ) .
N
A g a i n  t h i s  i s  e v a l u a t e d  i n  f l o a t i n g  p o i n t  
f o r m  b e f o r e  c o n v e r s i o n  t o  i n t e g e r  m o d e  f o r  
c o m p a r i s o n  w i t h  t h e  s a m p l e d  t i m e  s i g n a l .
A  f l o w  c h a r t  o f  t h e  d i g i t a l  p r o g r a m m e  i s  
s h o w n  i n  f i g u r e  ( 3 ) .
p h a s e  i s  i n i t i a t e d  a n d  a  f u r t h e r  i d e n t i ­
f i c a t i o n  p e r f o r m e d .  T h e  s y s t e m  i s  b e i n g  
p e r t u r b e d  b y  a  t r i a n g u l a r  w a v e f o r m .  C o n ­
v e r g e n c e  t e s t  a n d  m o d e l  t i m e  s c a l i n g  a r e  
a s  f o r  f i g u r e  ( • * ) .  N o t e  t h a t  t h e  m o d e l  
i n t e g r a t i o n s  h a v e  s e r o  i n i t i a l  c o n d i t i o n s .  
I n i t i a l  c o n d i t i o n s  a r e  s t o r e d  i n  t h e  d i g ­
i t a l  c o m p u t e r .  T h i s  g i v e s  a  s a v i n g  i n  
t i m e  w h i c h  w o u l d  b e  r e q u i r e d  t o  r e s e t  t h e m  
o n  t h e  a n a l o g u e  i n t e g r a t o r s .
T i g u r e  ( 6 )  s h o w s  a  c o n t i n u o u s  i d e n ­
t i f i c a t i o n  o f  a  t i m e  v a r y i n g  p a r a m e t e r .
T h e  s y s t e m  r e s p o n s e  i s  d u e  t o  a  t r i a n g u l a r  
w a v e f o r m  a n d  i t  i 6  m o d u l a t e d  b y  t h e  v a r i ­
a b l e  p a r a m e t e r .  T h e  p a r a m e t e r  i s  v a r i e d  
6 i n u s o i d l y  o v e r  t h e  r a n g e  . 5  t o  3 .  S y s t e m  
r e c o r d  t i m e  w a s  . 1  s e c .  a n d  t h e  m o d e l  
o p e r a t e d  o n  a  1 2 1 1  t i m e  s c a l e .  T h e  i d e n t i ­
f i e d  v a l u e s  o f  t h e  p a r a m e t e r  a r e  s h o w n  
s u p e r i m p o s e d  o n  t h e  a c t u a l  v a l u e s .
C o n c l u s i o n
A  s i m p l e  e x a m p l e  d e m o n s t r a t e s  t h e  u s e  
o f  t h e  p r o g r a m m e .  T h e  l i n e a r i s e d  e q u a t i o n s  
f o r  t h i s  e x a m p l e  a r e
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S t a r t i n g  v e c t o r s  f o r  t h e  s t a t e  v a r i ­
a b l e  X  ( t )  a r e  t h e  r e c o r d e d  s y s t e m  r e s p o n s e ,  n
U  i s  t h e  r e c o r d e d  f o r c i n g  f u n c t i o n .  B o u n ­
d a r y  c o n d i t i o n s  o n  X a r e  o b t a i n e d  a t  t h e  
s t a r t  a n d  f i n i s h  o f  t h e  r e c o r d  i n t e r v a l .
A n  i n i t i a l  e s t i m a t e  A  -  . 5  i s  c h o s e n  f o r  
N
t h e  f i r s t  i d e n t i f i c a t i o n .  F o r  c o n t i n u o u s  
i d e n t i f i c a t i o n  A ^  i s  s e t  t o  t h e  l a s t  i d e n ­
t i f i e d  v a l u e .  T r a c e s  o f  r e s u l t s  o b t a i n e d  
a r e  s h o w n  i n  f i g u r e  ( N )  t h r o u g h  f i g u r e  ( 6 ) .  
I n  F i g u r e  ( * 0  t h e  p r o c e s s  i s  r u n n i n g  s l o w l y  
t o  i n d i c a t e  t h e  6 t e p s  i n v o l v e d .  M o d e l  
t r a c e s  s h o w  p a r t i c u l a r  i n t e g r a t i o n s  f o l l o w e d  
b y  h o m o g e n e o u s  i n t e g r a t i o n s .  T h e  m o d e l  i s  
r u n n i n g  o n  a  2 i l  t i m e  s c a l e  w i t h  r e s p e c t  t o  
t h e  s y s t e m  a n d  t h u s  t h e  r e s p o n s e  o f  t h e  
s y s t e m  i s  d u e  t o  a  u n i t  s t e p  U .
T h e  a c c u r a c y  a n d  s p e e d  o f  s o l u t i o n  
h a v e  show n, t h i s  h y b r i d  i d e n t i f i c a t i o n  p r o ­
c e d u r e  t o  b e  o f  u s e  i n  a n  o n - l i n e  a p p l i ­
c a t i o n .  T h e  a p p r o a c h  t o  t h e  p r o b l e m  h a s  
b e e n  m a d e  i n  a  m a n n e r  d i r e c t l y  a p p l i c a b l e  
t o  n o n - l i n e a r  s y s t e m s  o f  h i g h e r  o r d e r  
t h a n  t h e  e x a m p l e .  M u l t i p a r a m e t e r  i d e n t i ­
f i c a t i o n  w o u l d  r e q u i r e  m o r e  h o m o g e n e o u s  
i n t e g r a t i o n s  t o  b e  p e r f o r m e d  p e r  i t e r a t i o n .  
T h e s e  c o u l d  b e  d o n e  s i m u l t a n e o u s l y  a s  c o u l d  
t h e  m o d e l  p a r t i c u l a r  a n d  h o m o g e n e o u s  i n t e ­
g r a t i o n s  o f  t h e  e x a m p l e .  N o  a d d i t i o n a l  
t i m e  p e n a l t y  w o u l d  b e  i n c u r r e d  h o w e v e r  
m o r e  i n t e r f a c e  f a c i l i t i e s  w o u l d  b e  r e q u i r e d .  
T h e  c o m p l e t e  t i m e  b e t w e e n  s u c c e s s i v e  i d e n ­
t i f i c a t i o n s  w o u l d  b e  g r e a t l y  r e d u c e d  i f  
r e c o r d i n g  o f  t h e  s y s t e m  w a s  t a k i n g  p l a c e  
w h i l e  t h e  m o d e l  i t e r a t i o n s  a r e  b e i n g  p e r ­
f o r m e d .  A t  t h e  e n d  o f  o n e  i d e n t i f i c a t i o n  
i t  w o u l d  t h e n  n o t  b e  n e c e s s a r y  t o  w a i t  f o r  
t h e  n e x t  r e c o r d i n g  i n t e r v a l  t o  e l a p s e  b e f o r e  
s t a r t i n g  t h e  n e x t  i d e n t i f i c a t i o n .  C o n t i n ­
u o u s  r e c o r d i n g  m a y  b e  d o n e  i f  a  p r o g r a m m e  
i n t e r r u p t  f a c i l i t y  i s  a v a i l a b l e  f o r  t h e  
d i g i t a l  c o m p u t e r .
R e f e r e n c e s
W h e n  A  h a s  c o n v e r g e d  t o  t h e  t r u e  v a l u e  
1 . 5  t h e  p a r t i c u l a r  i n t e g r a t i o n  o f  t h e  m o d e l  
c o r r e s p o n d s  t o  t h e  s y s t e m  r e s p o n s e  d u r i n g  
t h e  r e c o r d  i n t e r v a l .  T h e  t e s t  f o r  c o n v e r -  
v e r g e n c e  i s  a  d i f f e r e n c e  b e t w e e n  A tJ a n d  
A u  .  o f  l e s s  t h a n  o n e  p e r c e n t .  W h e n  c o n -
v e r g e n c e  o c c u r s  t h e  p r o c e d u r e  t e r m i n a t e s .  
F i g u r e  . ( 5 )  i s  a  p o r t i o n  o f  a  c o n t i n u o u s  
i d e n t i f i c a t i o n  o f  a  f i x e d  p a r a m e t e r .  ‘ A f t e r  
a n  i d e n t i f i c a t i o n  i s  c o m p l e t e  a  n e w  r e c o r d
1 .  O P T I M I S A T I O N  A N D  C O N T R O L  O F  N O N - L I N E A R  
S Y S T E M S  U S I N G  T H E  S E C O N D  V A R I A T I O N .
J o h n  V .  R r e a k w e l l ;  J a s o n  E . L .  S p e y e r  a n d  
A r t h u r  E .  B r y s o n .
J . S . I . A . M .  C o n t r o l .  1 9 6 3 .
2 .  L E C T U R E S  O N  T H I 1  C A L C U L U S  O r  V A R I A T I O N S .  
0 . A .  B l i s s .  T h e  U n i v e r s i t y  o f  C h i c a g o  
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O p t i m a l  s e l f - a d a p t i n g  s y s t e m s  a r e  
e m p l o y e d  I n  t h e  c o n t r o l  o f  p r o c e s s e s ,  
t o  c o m p e n s a t e  f o r  d e v i a t i o n s  i n  p l a n t  
r e s p o n s e  f r o m  t h e  n o m i n a l .  T h e s e  m e t h o d s  
m a k e  u s e  o f  k n o w n  p l a n t  p a r a m e t e r s .
T o r  p r o c e s s e s  o p e r a t i n g  u n d e r  c h a n g i n g  
e n v i r o n m e n t a l  c o n d i t i o n s ,  i t  . i s  n e c e s s a r y  
t o  d e t e r m i n e  t h e  c u r r e n t  s t a t e  o f  t h e  
p l a n t  p a r a m e t e r s .  T h e  p a p e r  p r e s e n t s  a  
H y b r i d  C o m p u t e r  s o l u t i o n  t o  t h i s  i d e n t i ­
f i c a t i o n  p r o b l e m .
I d e n t i f i c a t i o n  i s  a c h i e v e d  u s i n g  
a  V a r i a t i o n a l  A p p r o a c h .  T h e  m i n i m i s a t i o n
o f  a  f u n c t i o n a l ,  p r o v i d i n g  t h e  c o s t  o f  
d e v i a t i o n s  o f  a  m a t h e m a t i c a l  m o d e l  f r o m  
t h e  s y s t e m  i s  p e r f o r m e d .  A c c o u n t  o f  
m e a s u r e m e n t s  o f  p r o c e s s  s t a t e  i n  t h e  
p r e s e n c e  o f  n o i s e  i s  i n c l u d e d  i n  t h e  
c o s t  c r i t e r i o n .  S o l u t i o n  o f  t h e  H o n -  
L i n e a r  B o u n d a r y  V a l u e  P r o b l e m  a a a o c i a t e d  
w i t h  V a r i a t i o n a l  s t e t h o d s  i s  o b t a i n e d  
u s i n g  t h e  g e n e r a l i s e d  N e w t o n - R a p h s o n  
t e c h n i q u e .  H y b r i d  i m p l e m e n t a t i o n  i s  
e m p l o y e d  t o  o b t a i n  t h e  s p e e d  o f  i d e n t i ­
f i c a t i o n  n e c e s s a r y  f o r  o n - l i n e  a p p l i c a t i o n !  
P r o b l e m s  r e l a t i n g  t o  h y b r i d  c o m p u t a t i o n a l  
p r o c e d u r e s  a r e  d i s c u s s e d .
nPHMEHEHME rH B P M H O rO  BUMMCJIEHHfl B CXEME 
HflEHTHWKAUHM B HCTHHHOM MACETABE 
BPEMEHM 
K.M. M a K K o p u o K  
(O .K .)  
P e a n  u  e
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ABSTRACT
T h i s  r e p o r t  p r o v i d e s  t h e  m a t h e m a t i c a l  b a s i s  f o r  
o p t i m u m  a d a p t i v e  a i r c r a f t  c o n t r o l  s y s t e m s .  T h e  g e n e r a l  
a p p r o a c h  t o  t h e  p r o b l e m ,  i n c o r p o r a t i n g  r e l e v a n t  t h e o r y  i s  
o u t - l i n e d  i n  S e c t i o n  1 .
S e c t i o n  2  d e s c r i b e s  b y  w a y  o f  a n  e x a m p l e ,  t h e  
s o l u t i o n  o f  a  s p e c i f i c  p r o b l e m  a r i s i n g  o u t  o f  a p p l i c a t i o n  
o f  o p t i m i s a t i o n  t e c h n i q u e s  w h i c h  a r e  b a s e d  o n  t h e  c a l c u l u s  
o f  v a r i a t i o n s •
A n  O n - l i n e  H y b r i d  I d e n t i f i c a t i o n  P r o c e s s  h a s  b e e n  
i m p l e m e n t e d  t o  i n v e s t i g a t e  t h e  f e a s i b i l i t y  o f  e m p l o y i n g  
t e c h n i q u e s  d e v e l o p e d  i n  S e c t i o n s  1  a n d  2 .  T h i s  w o r k  i s  t h e  
s u b j e c t  o f  S e c t i o n  3 .
S e c t i o n  4  c o n c l u d e s  t h i s  r e p o r t  w i t h  a n  i n t e r p r e t ­
a t i o n  o f  r e s u l t s .
T o p i c s  o f  r e s e a r c h  r e l a t e d  t o  t h i s  r e p o r t  -  c u r r e n t l y  
b e i n g  i n v e s t i g a t e d  b y  t h e  a u t h o r  -  a r e  a l s o  o u t - l i n e d .
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SECTION 1 .
M A T H E M A T IC A L  T H E O R Y  O F  A N  O P T I I iU H  A D A P T I V E  P R O C E S S
I n t r o d u c t i o n .
R e f e r e n c e  ( 1 )  d e s c r i b e s  h o w  a  c o n t r o l  l a w ,  w h i c h  h a s  
b e e n  d e s i g n e d  t o  p r o d u c e  a n  o p t i m u m  r e s p o n s e ,  n a y  b e  continuously 
m o d i f i e d  t o  a c c o u n t  f o r  s m a l l  d e v i a t i o n s  o f  t h e  a c t u a l  r e s p o n s e  
f r o m  t h e  n o m i n a l .  T h i s  r e o p t i m i s a t i o n  p r o c e d u r e  i s  b a s e d  o n  t h e  
C a l c u l u s  o f  V a r i a t i o n s  ( 2 )  a n d  m a k e s  s p e c i f i c  u s e  o f  t h e  s e c o n d  
v a r i a t i o n  t o  o b t a i n  a  l i n e a r  t i m e  v a r y i n g  c o n t r o l  l a w .  T h e  m e t h o d  
i s  a p p l i c a b l e  t o  n o n - l i n e a r  s y s t e m s ,  h o w e v e r  i t  i s  a s s u m e d  t h e  
d y n a m i c s  o f  t h e  s y s t e m ,  a r c  k n o w n .
I n  a d a p t i v e  c o n t r o l  o f  a i r c r a f t  t h e  p r o b l e m  m a y  b e  
c o n s i d e r e d  i n  t h e  s a m e  m a n n e r  i n  t h e  s e n s e  t h a t  i t  i s  n e c e s s a r y  
t o  m o d i f y  a  c o n t r o l  l a w  s u c h  t h a t  t h e  a c t u a l  f l i g h t  t r a j e c t o r y  . 
c l o s e l y  f o l l o w s  s o m e  d e s i r e d  n o m i n a l  r e s p o n s e .  B e c a u s e  t h e  
d y n a m i c s  o f  t h e  a i r c r a f t  a r e  c o n t i n u o u s l y  c h a n g i n g  w i t h  e n v i r o n ­
m e n t ,  t h e y  a r e  n o t  k n o v m  a  p r i o r i  a n d  h o n c e  b e f o r e  a  t e c h n i q u e  
s i m i l a r  t o  ( 1 )  m a y  b e  e m p l o y e d  i t  i s  n e c e s s a r y  t o  d e t e r m i n e  t h e  
c u r r e n t  s t a t e  o f  t h e  d y n a m i c s  o f  t h e  s y s t e m .  T h i s  o n  l i n e  d e t e r ­
m i n a t i o n  o f  s y s t e m  d y n a m i c s  i s  s i m p l i f i e d  b y  a  k n o w l e d g e  o f  t h e  
s t r u c t u r e  o r  o r d e r  o f  t h e  d y n a m i c s  a s  i s  a v a i l a b l e  i n  t h e  c a s e  o f  
a i r c r a f t .
I t  i s  d e s i r a b l e  i n  o r d e r  t o  m a i n t a i n  o v e r a l l  s y s t e m
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o p t i m a l i t y  t o  i n t r o d u c e  s o m e  d e g r e e  o f  o p t i m i s a t i o n  i n t o  t h e  p a r a ­
m e t e r  i d e n t i f i c a t i o n  p r o c e s s .  T h i s  m a y  b e  a c h i e v e d  a g a i n  u s i n g  
a  v a r i a t i o n a l  a p p r o a c h  t h u s  e n a b l i n g  t h e  r e - o p t i m i s a t i o n  o f  t h e  
p r o b l e m ,  t o  b e  p e r f o r m e d  a s  a n  e x t e n s i o n  o f  t h e  i d e n t i f i c a t i o n  
p r o c e d u r e ;  t h e  m a t h e m a t i c a l  t h e o r y  u n d e r l y i n g  b o t h  p h a s e s ,  b e i n g  
i n t i m a t e l y  r e l a t e d .
C o n s i d e r  i n  g e n e r a l  t e r m s  t h e  p r i n c i p l e s  o f  o p t i m i s a t i o n  
u s i n g  v a r i a t i o n  m e t h o d s .  T h i s  i s  i n s t r u c t i v e  a s  i t  h i g h l i g h t s  a  
s p e c i f i c  p r o b l e m  c o m m o n  t o  o p t i m i s a t i o n  p r o c e d u r e s .  I t  i s  t h e  
m e t h o d  o f  s o l u t i o n  o f  t h i s  p r o b l e m  w h i c h  f o r m s  t h e  b a s i s  o f  t h i s  
p a p e r  a n d  a l s o  s e r v e s  a s  a  p o i n t e r  t o  t h e  f e a s i b i l i t y  o f  e m p l o y i n g  
t h i s  p a r t i c u l a r  m e t h o d  o f  i d e n t i f i c a t i o n  i n  a i r c r a f t  a d a p t i v e  c o n ­
t r o l  s y s t e m s .
O p t i m i s a t i o n  i n v o l v e s  t h e  m i n i m i s a t i o n  o f  a  f u n c t i o n a l  
-  t h e  p a y  o f f  c r i t e r i o n  -  w i t h  r e s p e c t  t o  t h e  v a r i a b l e s  i t  i s  d e s i r e d  
t o  o p t i m i s e .
F o r  p r o b l e m s  i n  o p t i m a l  c o n t r o l  t h e  c o s t  f u n c t i o n  h a s  t h e
f o r m
F ( U )  =  r ( t o , X ( t Q ) ;  +  J ^ f ( t , X , U ) d t  . . .  1 . 1 .
w h e r e  i t  i s  d e s i r e d  t o  d e t e r m i n e  t h e  ^ - d i m e n s i o n a l  v e c t o r
U =  ( U  ( t ) ,  U 0 C t )  * ( t ) )  t  S  t  $  t  . . .  1 . 2 .1 2  T* o  1
s u c h  t h a t  t h e  b e s t  p a y  o f f  i s  o b t a i n e d  s u b j e c t  t o  t h e  f o l l o w i n g  c o n ­
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s t r a i n t s  b e i n g  s a t i s f i e d .
( a )  T h e  s t a t e  v a r i a b l e s
X  =  ( X 1 ( t ) ,  X 9 ( t )  . . .  X N ( t ) )  s a t i s f y  a  s e t  o f  d i f f e r e n t i a l
e q u a t i o n s  -  n a m e l y  t h e  d y n a m i c s  o f  t h e  s y s t e m .
•
X .  =  G . ( t , X , U )  i  =  1 , 2 ,  . . .  K  . . .  1 . 3 .1 1 *i
i . e .  * ( t , X , X , U )  =  0
( b )  P r e s c r i b e d  i n i t i a l  a n d  t e r m i n a l  c o n d i t i o n s  a r e  r e q u i r e d  t o  
b e  s a t i s f i e d
o . ( t  , X ( t  ) ;  t . , X ( t . ) )  = 0  i  =  1 , 2 ,  . . .  p  . . .  1 . 4 .l  o  o  l  l
( c )  I n  a d d i t i o n  i t  m a y  b e  n e c e s s a r y  t o  s a t i s f y  i n e q u a l i t y  c o n ­
s t r a i n t s  o n  e i t h e r  t h e  c o n t r o l  v e c t o r s  o r  s t a t e  v a r i a b l e s  -  
i m p l y i n g  t h a t  t h e s e  m u s t  n o t  e x c e e d  c e r t a i n  m a g n i t u d e s .
P i ( t , X , U )  5  0  i  =  1 , 2 ,  . . .  m  . . .  1 . 5 .
I n e q u a l i t y  c o n s t r a i n t s  i n t r o d u c e  a d d i t i o n a l  c o m p l e x i t y .  R e f e r e n c e ^  
( 3 y * t , 5 )  i n d i c a t e *  h o w  t h e y  m a y  b e  i n c l u d e d  i n  a  m a n n e r  w h i c h  p u r s u e s  
u n i f o r m i t j '  o f  a p p r o a c h  t o  t h e  o p t i m i s a t i o n  p r o b l e m .
F o r  t h e  c o s t  f u n c t i o n  t o  b e  a  m i n i m u m  t h e  f o l l o w i n g  
n e c e s s a r y  c o n d i t i o n s  m u s t  b e  s a t i s f i e d .  ( 2 ) .
( i )  T h e  m u l t i p l i e r  r u l e
T h e r e  e x i s t  c o n s t a n t s  Xq  a n d  e ^  t o g e t h e r  w i th ,  a  f u n c t i o n  
J ( t , X , X , A )  =  I f  +  A . ( t H .  . . .  1 . 6 .
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r*2s u c h  t h a t  J .  =  t  J v  d t  +  C . . .  1 . 7 ,
* x
a n d  < k ( t , X , X , 0 )  =  0
V h e r e  X ^ ( t )  a r e  t h e  s o  c a l l e d  L a g r a n g e  U n d e t e r m i n e d  
M u l t i p l i e r s .  H e r e  f u n c t i o n  J  o f  e q u a t i o n  1 . 6  i s  t h e  a d j o i n e d  c o s t  
f u n c t i o n  f o r m e d  b y  c o m b i n i n g  t h e  o r i g i n a l  p e r f o r m a n c e  c r i t e r i o n  
f u n c t i o n  F  o f  e q u a t i o n  1 . 1 .  w i t h  t h e  d i f f e r e n t i a l  c o n s t r a i n t s
o f  e q u a t i o n  1 . 3 .  T h e  s u b s c r i p t s  a n d  X r e f e r  t o  p a r t i a l  d e r i ­
v a t i v e s  o f  J  w i t h  r e s p e c t  t o  t h e s e  v a r i a b l e v S .
E q u a t i o n  1 . 7  r e s u l t s  o n  d i f f e r e n t i a t i o n  w i t h  r e s p e c t  t o  t h e  i n d e p ­
e n d e n t  v a r i a b l e  t i n a  i n  t h e  f a m i l i a r  f o r m  o f  t h e  E u l e r  L a g r a n g e  
e q u a t i o n s .
d _  (3 J  _  3 J
d t  g -  ;  "  ax * • *  ’
( i i )  T h e  T r a n s v e r s a t i l i t y  C o n d i t i o n  : -  
t 2
( ( J - X J ' ) d t  +  J * d x ) .  +  A d g  +  e . d p .  =  0  p .  = 0  . . . 1 . 9 ./V A t ^  0 X 1  1
T h e s e  e q u a t i o n s  m u s t  h o l d  a t  t h e  e n d s  o f  a  t r a j e c t o r y  i n d e p e n d e n t
o f  t h e  c h o i c e  o f  d i f f e r e n t i a l s  d t  , d x  , d t ,  a n d  d x  •o  o  i a.
T h e  a b o v e  t w o  n e c e s s a r y  c o n d i t i o n s  p r o v i d e  e q u a t i o n s  t h e  s o l u t i o n
o f  w h i c h  p r o d u c e s  t h e  v a r i a b l e s  -  U  o f  e q u a t i o n  1 . 2  i n  t h e  o p t i m a l
c o n t r o l  p r o b l e m  -  w h i c h  m a y  m i n i m i s e  t h e  c o s t  f u n c t i o n  F  o f  e q u a t i o n
1 . 1  .  O t h e r  n e c e s s a r y  c o n d i t i o n s  n a m e l y  t h e  V J e r e i s t r a s s  C o n d i t i o n ,
t h e  C l e b s h  C o n d i t i o n  a n d  t h e  S e c o n d  V a r i a t i o n  o f  F  m a y  b e  c o n s i d e r e d
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a s  t e s t s  t o  d e t e r m i n e  i f  i n  f a c t  t h e  s o l u t i o n  o b t a i n e d  d o e s  
p r o v i d e  a  m i n i m u m .  ( 2 ) .
a p p l i c a t i o n  o f  t h e  a b o v e  n e c e s s a r y  c o n d i t i o n s  f o r  a n  o p t i m u m  
w h i c h  i s  t h e  p r o b l e m  r e f e r r e d  t o  e a r l i e r .  I n  g e n e r a l  t h e  e q u a t i o n s  
t o  s o l v e - n a m e l y  t h e  E u l e r  L a g r a n g e  e q u a t i o n  1 . 8  t o g e t h e r  w i t h
t h e  d y n a m i c  e q u a t i o n  1 . 3  s u b j e c t  t o  t h e  b o u n d a r y  c o n d i t i o n s ^ a n d  
t h o s e  o b t a i n e d  f r o m  t h e  T r a n s v e r s a t i l i t y  C o n d i t i o n  1 . 9  -  r e s u l t  
i n  a  n o n - l i n e a r  b o u n d a r y  v a l u e  p r o b l e m .  T h e r e  i s  n o  g e n e r a l i s e d  
m e t h o d  f o r  t h e  s o l u t i o n  o f  s u c h  a  p r o b l e m .
p r o v i d e s  a n  i t e r a t i v e  s o l u t i o n  t o  t h i s  p r o b l e m .  T h e  f o l l o w i n g  i s  
a n  o u t l i n e  o f  t h i s  p r i n c i p l e .
N e w t o n - R a p h s o n  S o l u t i o n  o f  N o n - L i n e a r  B o u n d a r y  V a l u e  P r o b l e m  : -
r o o t s  o f  a  s c a l a r  f u n c t i o n  f ( x )  =  0 .  T h i s  c o n s i s t s  o f  m a k i n g  a n
i n i t i a l  a p p r o x i m a t i o n  o f  t h e  r o o t  a n d  d e t e r m i n i n g  a  s e c o n d  a n d
s u c c e s s i v e  a p p r o x i m a t i o n  a s  d e p i c t e d  i n  F i g u r e  1 .
T a k i n g  t h e  t a n g e n t  t o  t h e  c u r v e  f ( X )  =  0  a t  t h e  p o i n t
X  l e a d s  t o
I t  i s  t h e  s o l u t i o n  o f  t h e  e q u a t i o n s  r e s u l t i n g  f r o m  t h e
R e f e r e n c e s  ( 3 , 4 )  i n d i c a t e  a n  a p p r o a c h  b a s e d  o n  t h e  
N e w t o n - R a p h s o n  O p e r a t o r  -  w h i c h  u n d e r  a p p r o p r i a t e  c o n d i t i o n s
C o n s i d e r  N e w t o n ’ s  m e t h o d  f o r  t h e  d e t e r m i n a t i o n  o f  t h e
o
f  (xo) = f(x ;/(x o- Xl)
i V  o " f  ( X  .)O







A s  c a n  b e  s e e n  f r o m  t h e  f i g u r e  t h e  c o n v e r g e n c e  i s  m o n o t o n i c ,
i . e .  s u c c e s s i v e  a p p r o x i m a t i o n s  a p p r o a c h  t h e  t r u e  v a l u e  f r o m  t h e  
i n i t i a l  a p p r o x i m a t i o n  w i t h o u t  o s c i l l a t i n g  a b o u t  t h e  t r u e  v a l u e .
A n o t h e r  i m p o r t a n t  f e a t u r e  -  b e a r i n g  i n  m i n d  t h a t  f o r  a i r c r a f t  a p p l i ­
c a t i o n s  s o l u t i o n s  m u s t  b e  o b t a i n e d  r a p i d l y  -  i s  t h e  f a c t  t h a t  c o n v e r ­
g e n c e  i s  q u a d r a t i c ,  i n d i c a t i n g  t h a t  f e w  i t e r a t i o n s  n e e d  b e  p e r f o r m e d .
T h i s  q u a d r a t i c  p r o p e r t y  i s  s u m m a r i s e d  a s  f o l l o w s  :
V  « -  h - 1 *
T h e  m e t h o d  g e n e r a l i s e s  f r o m  t h e  s c a l a r  e x a m p l e  q u o t e d  
t o  v e c t o r  f u n c t i o n a l  e q u a t i o n s  -  t h e  g e n e r a l  a l g o r i t h m  f o r  a  n o n -  
l i n e a r  s e t  o f  d i f f e r e n t i a l  e q u a t i o n s  o f  t h e  f o r m  ( > l )  =  ( G ( X , t ) )  b e i n g
(Xjy+1) = ( J f X ^ t ) )  ( X ^ -  Xj,) + (G tX jj.t)) . . .  1 .10 .
w h e r e  J  i s  t h e  J a c o b i a n  m a t r i x  o f  p a r t i a l  d e r i v a t i v e s  o f  ( G ( X , t ) )  
w i t h  r e s p e c t  t o  ( X ) .
T h e  m o s t  s i g n i f i c a n t  j j o i n t  h e r e  i s  t h a t  a l t h o u g h  t h e  
o r i g i n a l  e q u a t i o n s  a r e  n o n - l i n e a r ,  a p p l i c a t i o n  o f  t h e  t f e w t o n -  
R a p h s o n  a l g o r t h m  r e d u c e s  t h e  n o n - l i n e a r  b o u n d a r y  v a l u e  p r o b l e m  t o  
a n  i t e r a t i v e  s o l u t i o n  o f  l i n e a r  d i f f e r e n t i a l  e q u a t i o n s .  M a t r i x  
( j ( X j vj , t ) )  p o s s e s s e s  t i m e  v a r y i n g  c o e f f i c i e n t s ,  h o w e v e r  a s  t h e s e  
a r e  k n o w n  -  h a v i n g  b e e n  o b t a i n e d  f r o n  t h e  p r e v i o u s  i t e r a t e  -  t h i s  
d o e s  n o t  d e t r a c t  f r o m  t h e  m e t h o d .
T h e  p r i n c i p l e  o f  s u p e r p o s i t i o n  m a y  n o w  b e  e m p l o y e d  i n  
t h e  s o l u t i o n  o f  t h e  l i n e a r i s e d  e q u a t i o n s  t o  o b t a i n  a  s o l u t i o n  a t
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e a c h  i t e r a t e  w h i c h  s a t i s f i e s  t h e  b o u n d a r y  c o n d i t i o n s .  E a c h  
s u c c e s s i v e  i t e r a t i o n  w i l l  b e  a  c l o s e r  a p p r o x i m a t i o n  t o  t h e  d e s i r e d  
v e c t o r  w h i c h  m i n i m i s e s  t h e  p a y  o f f .
M o d i f i c a t i o n  o f  u n k n o w n  i n i t i a l  c o n d i t i o n s .
T h e  m e t h o d  e m p l o y e d  t o  s a t i s f y  t h e  b o u n d a r y  c o n d i t i o n s  
a t  e a c h  i t e r a t e  i s  a s  f o l l o w s .
C o n s i d e r  a  s e t  o f  M - l i n e a r  d i f f e r e n t i a l  e q u a t i o n s
( X )  =  ( A ( t ) )  ( X )  +  ( B ( t ) )
w i t h  m  o f  t h e  M i n i t i a l  c o n d i t i o n s  u n k n o w n .
G e n e r a t e  a  p a r t i c u l a r  s o l u t i o n  X p ( t )  o f  t h e  e q u a t i o n s ,  
b a s e d  o n  a  s e t  o f  s t a r t i n g  v e c t o r s
X f l ( t )  ( i  =  1 ,  2 . . . . . . . . . . . . . . . H )
w h i c h  a r e  t h e  o r i g i n a l  a p p r o x i m a t i o n s  t o  t h e  s o l u t i o n
( t )  ( i  =  1 ,  2 ,  • • • •  M )
T h e  i n i t i a l  c o n d i t i o n s  f o r  t h i s  p a r t i c u l a r  i n t e g r a t i o n  a r e  m a d e  u p
o f  M -m  k n o w n  i n i t i a l  c o n d i t i o n s  a n d  e s t i m a t e s  f o r  t h e  m  u n k n o w n
i n i t i a l  c o n d i t i o n s  o f  X .T1- ( t  ) .w + l  o
I n  g e n e r a l  t h e  t e r m i n a l  c o n d i t i o n s  o b t a i n e d  f r o m  t h i s  
s o l u t i o n  w i l l  n o t  s a t i s f y  t h e  d e s i r e d  t e r m i n a l  c o n d i t i o n s  X ^ ( t ^ ) ;  
a s  t h e  e s t i m a t e s  o n  t h e  u n k n o w n  i n i t i a l  c o n d i t i o n s  h a t f t f b e e n  i n c o r r e c t .  
I n  o r d e r  t h a t  t h e  d e s i r e d  t e r m i n a l  c o n d i t i o n s  i t  i s
n e c e s s a r y  t o  m o d i f y  t h e s e  o r i g i n a l  e s t i m a t e s .  T h i s  i s  p e r f o r m e d  b y
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g e n e r a t i n g  s e t s  o f  s o l u t i o n s  X ^ ( t )  ( i  =  j  =  ( 1 , 2 ,  . . . .  M ) )  
o f  t h e  h o m o g e n e o u s  s y s t e m  o f  e q u a t i o n s  ( X )  =  ( A ( t ) )  ( X ) .  T h e  i n i t i a l  
c o n d i t i o n s  f o r  t h e s e  h o m o g e n e o u s  i n t e g r a t i o n s  b e i n g  z e r o  f o r  
( M - l )  o f  t h e  v a r i a b l e s  a n d  e q u a l  t o  1  f o r  t h e  m + ^ ^ o )  v a r i a b l e .
T h e s e  h o m o g e n e o u s  i n t e g r a t i o n s  a r e  r e p e a t e d  f o r  i = l , 2 ,  . . , . m  a n d  
t h e  t e r m i n a l  v a l u e s  ^ ^ ( t f )  n o t e d .  ( i = j = l , 2 , . . . . m ) .  B e c a u s e  t h e  
d i f f e r e n t i a l  e q u a t i o n s  a r e  l i n e a r  t h e  f o l l o w i n g  a p p l i e s ,
4 ( t f ) = x j ( t f )Cl + 4 j ( t f ) c 2 ♦ . . .  x j H( t f ) c .  + x y t f )cn  + . . .  1. 11.
( i  ~  j  “  1 , 2 , . • •  . m )
S i n c e  t h e  m a g n i t u d e s  o f  3 :1(1  X p ^ f ^  3 X 0  lm O T 7 n  t h e
c o n s t a n t s  C h ( i = l , 2 , m )  m a y  b e  d e t e r m i n e d .  T h e s e  c o n s t a n t s  p r o v i d e  
t h e  m o d i f i c a t i o n  t o  b e  m a d e  t o  t h e  i n i t i a l  c o n d i t i o n  e s t i m a t e s  o f  
t h e  m  u n k n o w n  i n i t i a l  c o n d i t i o n s  i n  o r d e r  t h a t  t h e  b o u n d a r y  c o n d i t i o n s  
a r e  s a t i s f i e d .  T h e s e  m o d i f i c a t i o n s  a r e
X-1ll+ l^ o ^  = ^E stim atl^0  ^ + Ci ^  = 1 ,2 » • • • •  •••  1*12.
I n  p e r f o r m i n g  a n  i n t e g r a t i o n  n o w  w i t h  t h e  ( l l - m )  k n o w n  i n i t i a l  c o n ­
d i t i o n s  a n d  t h e  m  m o d i f i e d  i n i t i a l  c o n d i t i o n s  t h e  s o l u t i o n  X jJ+ 1  w i l l  
b e  a  b e t t e r  a p p r o x i m a t i o n  t o  t h e  n o m i n a l  t h a n  X^T a n d  t h e  e n d  c o n ­
d i t i o n s  w i l l  b e  s a t i s f i e d .  T h e  o v e r a l l  p r o c e s s  i s  r e p e a t e d  u n t i l  
c o n v e r g e n c e  o c c u r s ,  u s i n g  e a c h  s u c c e s s i v e  s o l u t i o n  a s  t h e
s t a r t i n g  v e c t o r  X j j J ( t )  f o r  t h e  n e x t  i t e r a t i o n .
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SECTION 2 .
AH A P P L I C A T I O N  O F  T H E  T H E O R Y .
S e c t i o n  1  o f  t h i s  r e p o r t  h a s  c o v e r e d  t h e  r e l e v a n t  
p o i n t s  o f  t h e o r y  u n d e r l y i n g  t h e  o p t i m i s a t i o n  p r o c e d u r e  t o  b e  
e m p l o y e d  i n  t h e  i d e n t i f i c a t i o n  p h a s e  o f  t h e  a d a p t i v e  c o n t r o l  
s y s t e m .  A  C a l c u l u s  o f  V a r i a t i o n s  a p p r o a c h  h a s  b e e n  u s e d  i n  o r d e r  
t h a t  t h e  m e t h o d s  d e s c r i b e d  m a y  b e  e x t e n d e d  u s i n g  t h e  S e c o n d  
V a r i a t i o n  t o  t h e  c o n t r o l  l a w  r e - o p t i m i s a t i o n  p r o b l e m .  T h e  m e t h o d  
o f  s o l u t i o n  o f  t h e  n o n - l i n e a r  b o u n d a r y  v a l u e  p r o b l e m  a s s o c i a t e d  
w i t h  t h e  o p t i m i s a t i o n  t e c h n i q u e  h a s  b e e n  o u t l i n e d .
T o  f u r t h e r  i l l u s t r a t e  t h e  t e c h n i q u e  e m p l o y e d  i n  t h e  
s o l u t i o n  o f  b o u n d a r y  v a l u e  p r o b l e m s  c o n s i d e r  t h e  f o l l o w i n g  e x a m p l e .  
A l t h o u g h  a  l i n e a r  e x a m p l e  t h i s  i s  w o r k e d  i n  a n  i d e n t i c a l  m a i m e r  
t o  t h a t  f o r  a  n o n - l i n e a r  s y s t e m , t o  d e m o n s t r a t e  t h e  m e t h o d .
G i v e n  t h e  d y n a m i c s  o f  a  s y s t e m
X  =  - A X  +  A  . . .  2 . 1 .
A  =  0
w i t h  b o u n d a r y  c o n d i t i o n s  X ^ ( t Q )  «  0  a n d  X ^ C t ^ )  =  . 9  i t  i s  d e s i r e d  
t o  f i n d  X ( t )  t  <  t  < t f  a n d  A  s u c h  t h a t  t h e  t e r m i n a l  c o n d i t i o n s  
a r e  s a t i s f i e d  a t  t i m e  t ^ ,  =  1  s e c o n d .
J.
A p p l y i n g  t h e  g e n e r a l i s e d  I T e w t o n - R a p h s o n  a l g o r i t h m  
o f  e q u a t i o n  1 . 1 0  r e p e a t e d  h e r e
(V i -  V  + (G(yi t ’t ) )
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t o  e q u a t i o n s  2 , 1 .  
g i v e s ,
«
ij+i = i J* 1 + J* + H 1 + ' ‘ A  + tAn
•pU+l 0 0 ^1+1“ hi 0 . . .  2 .2 .
w h i c h  r e d u c e s  t o
’W l = " V CH+1+^, *0!H^AH+1 + V S l  
V i  “ °
S t a r t i n g  V e c t o r s  f o r  X_T a n d  A . .  a r e  c h o s e n .  T h e s e  a r e  r e s p e c t i v e l y ,l'i rl
( t )  =  • 5 t
y t )  = .5
C  *  t  ^ . 1 . . .  2.U.
T h e  i n i t i a l  c o n d i t i o n  o n  i s  s e t  t o  s a t i s f y  X ^ C t ^ )  =  0
a n d  a n  e s t i m a t e  A ^ C t ^ )  i s  m a d e  o n  t h e  u n k n o w n  i n i t i e J .  c o n d i t i o n .
I n  t h i s  e x a m p l e  A ( t )  i s  c o n s t a n t .  I n  g e n e r a l  a l l  t h e  
v a r i a b l e s  w o u l d  b e  t i m e  v a r y i n g  h o w e v e r  n o  m o d i f i c a t i o n  i s  r e q u i r e d  
t o  t h e  m e t h o d .
A  p a r t i c u l a r  i n t e g r a t i o n  o f  2 . 3  i s  c a r r i e d  o u t  y i e l d i n g  
A p ( t ^ )  a n d  X ^ ( t ^ )  w h i c h  d o e s  n o t  i n  g e n e r a l  s a t i s f y  X p ( t ^ )  b e c a u s e  
t h e  e s t i m a t e  f o r  - ^ » ( f c 0 )  i s  i n c o r r e c t .
I n  o r d e r  t o  m o d i f y  t h e  i n i t i a l  e s t i m a t e  a  h o m o g e n e o u s  
i n t e g r a t i o n  i s  p e r f o r m e d  o f  t h e  e q u a t i o n s .
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!^+l = "VSl+l + 1^-XN^AB+1 *" 2,5‘
V i - 0
W i t h  i n i t i a l  c o n d i t i o n s  ^ W + l ^ o ^  =  ^
T h i s  p r o d u c e s  X j j ( t f )
M a k i n g  u s e  o f  1 , 1 1
W  - V  V  ° i + W
ci =  W  -  W
X ^V >  ••• 2.6.
M o d i f y i n g  i n i t i a l  c o n d i t i o n s  03 1 * 1 2  g i v e s
* X } = W + W - W
W
A n  i n t e g r a t i o n  p e r f o r m e d  n o w  w i t h  t h e  s a m e  s t a r t i n g  v e c t o r  f o r
*
X ^ ( t )  a n d  u s i n g  t h e  m o d i f i e d  e s t i m a t e  A g ( t Q )  p r o d u c e s  
a n d  w h i c h  s a t i s f i e s  t h e  t e r m i n a l  c o n d i t i o n s .
T h e s e  v e c t o r s  a r e  n o w  u s e d  a s  t h e  n e w  s t a r t i n g  v e c t o r s  
a n d  t h e  p r o c e s s  r e p e a t e d  u n t i l  c o n v e r g e n c e  o c c u r s  a n d  n o  f u r t h e r  
i t e r a t i o n s  a r e  r e q u i r e d .  A  s c h e m a t i c  r e p r e s e n t a t i o n  o f  t h e  s t e p s  
i n v o l v e d  i s  s h o w n  i n  f i g u r e  2 . 1 .  C o n v e r g e n c e  o c c u r s  w h e n  t h e  
d i f f e r e n c e  b e t w e e n  s u c c e s s i v e  i t e r a t i o n s  i s  w i t h i n  s o m e  p r e d e t e r m i n e d  
e r r o r  l e v e l .
T h e  r e s u l t s  o f  a  d i g i t a l  c o m p u t a t i o n  o f  t h i s  e x a m p l e  
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T h i s  e x a m p l e  o f  t h e  s o l u t i o n  o f  a  t w o  p o i n t  b o u n d a r y  
v a l u e  p r o b l e m  i n d i c a t e s  h o w  t h e  u n k n o w n  p a r a m e t e r  A  m a y  b e  d e t e r ­
m i n e d  s u c h  t h a t  t h e  d y n a m i c s  o f  t h e  s y s t e m  s a t i s f y  s p e c i f i c  t e r m i n a l  
c o n d i t i o n s .  T h i s  i s  i n  f a c t  a n  i d e n t i f i c a t i o n  p r o b l e m  o f  a  f i x e d  
p a r a m e t e r  a l t h o u g h  n o  o p t i m i s a t i o n  h a s  b e e n  a p p l i e d  t o  t h e  p r o c e s s .
T h e  p r o b l e m  h o w e v e r  h a s  b e e n  t a c k l e d  i n  a  m a n n e r  w h i c h  i s  a p p l i c a b l e
°** - p r o b l . e m p  . .
t o  t h e  s o l u t i o n  / b o u n d a r y  v a l u e  ^ a r i s i n g  o u t  o f  a n  o p t i m i s a t i o n  p r o c e s s
u s i n g  c a l c u l u s  o f  v a r i a t i o n s .  I f  p r o b l e m s  o f  t h i s  n a t u r e  . a r e  t o  b e
s o l v e d  b y  t h i s  i t e r a t i o n  m e t h o d  t h e n  i t  i s  e s s e n t i a l  t h a t  s o l u t i o n s
b e  o b t a i n e d  r a p i d l y  i n  o r d e r  t h a t  o n - l i n e  o p t i m u m  i d e n t i f i c a t i o n
m a y  b e  c a r r i e d  o u t .
T o  d e m o n s t r a t e  t h a t  i t  i s  i n d e e d  f e a s i b l e  t o  s o l v e  
t h e s e  t w o  p o i n t  b o u n d a r y  p r o b l e m s  i n  a  s u f f i c i e n t l y  s h o r t  p e r i o d  
t h e  p r e v i o u s  e x a m p l e  \res u s e d  w i t h  a  t i m e  v a r y i n g  A  w h e r e  i t  w a s  
d e s i r e d  t o  t r a c k  A  c o n t i n u o u s l y .  A s s u m i n g  A  t o  b e  s l o w l y  t i m e  '  
v a r y i n g  i t  i s  p o s s i b l e  t o  a s s u m e  t h a t  o v e r  s h o r t  p e r i o d s  o f  t i m e  A  
i s  c o n s t a n t .  B y  t a k i n g  t h e  i n i t i a l  a n d  f i n a l  v a l u e s  o f  t h e  r e s p o n s e  
o f  t h e  s y s t e m  o v e r  t h i s  s h o r t  p e r i o d  ( O ^ t s t J  A  m a y  b e  d e t e r m i n e di
u s i n g  t h e  a b o v e  o u t l i n e d  i t e r a t i o n  p r o c e d u r e s .  T h e  t e c h n i q u e  i s  
t h e n  r e p e a t e d ' f o r  t h e  n e x t  s h o r t  t i m e  i n t e r v a l  ( t ^ $ t $ t 0 )  e t c .
I n  t h i s  m a n n e r  i f  t h e  s p e e d  o f  s o l u t i o n  i s  s u f f i c i e n t l y  r a p i d  s u c h  
t h a t  t h e  t i m e  i n t e r v a l s  a r e  s h o r t ,  t h e n  t h e  i d e n t i f i e d  v a l u e s  o f  A  
a s  a  f u n c t i o n  o f  t i n e  s h o u l d  c l o s e l y  a p p r o x i m a t e  t o  t h e  a c t u a l  t i m e  
v a r y i n g  A .
T h e  s i m u l a t i o n  o f  t h i s  f e a s i b i l i t y  s t u d y  i s  d e s c r i b e d  i n  
t h e  n e x t  s e c t i o n .
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SECTION 3 .
H Y B R ID  IM P L E M E N T A T IO N
O n - L i n e  P a r a n e t e r  I d e n t i f i c a t i o n ,
T h e  i t e r a t i v e  i d e n t i f i c a t i o n  p r o c e d u r e  o f  t h e  p r e v i o u s  
e x a m p l e  • r e q u i r e d  a n  i n i t i a l  s t a r t i n g  v e c t o r  X ^ .  W h e n  c o n v e r ­
g e n c e  w a s  c o m p l e t e  t h e  s o l u t i o n  s a t i s f i e d  t h e  T e r m i n a l  c o n d i t i o n s .
I n  a  p r a c t i c a l  i d e n t i f i c a t i o n  p r o b l e m  i f  a  r e s p o n s e  h a s  b e e n  m o n i t o r e d  
o v e r  a  s h o r t  p e r i o d  t h e n  t h e  v a l u e s  a t  d i s c r e t e  p o i n t s  a r e * i n  f a c t  
t h e  t r u e  s o l u t i o n  o f  t h e  d y n a m i c s .  I t  i s  t h e r e f o r e  n o  l o n g e r  n e c e s s a r y  
t o  e s t i m a t e  a  s t a r t i n g  v e c t o r  f o r  t h e  s t a t e  v a r i a b l e s  a s  t h e  t r u e  
v a l u e s  a r e  a v a i l a b l e .  A n  e s t i m a t e  o n  t h e  i n i t i a l  c o n d i t i o n  o f  A ^ + ^  
i s  a l l  t h a t  i s  n o w  r e q u i r e d .  T h i s  r e s u l t s  i n  f e w e r  i t e r a t i o n s  b e i n g  
r e q u i r e d  t o  o b t a i n  a  s o l u t i o n .  A s  e a c h  i t e r a t e  u s e s  p a s t  v a l u e s
n a m e l y  X  a n d  A . . ,  t h e s e  m u s t  b e  s t o r e d .  I n  v i e w  o f  t h i s  f a c t  a n d  
II n
s i n c e  c o m p u t a t i o n  t o  d e t e r m i n e  n e w  e s t i m a t e s  f o r  ) h a v e  t o
b e  m a d e ,  i t  i s  d e s i r a b l e  t c  p e r f o r m  t h i s  p a r t  o f  t h e  s o l u t i o n  b y  
m a l t i n g  u s e  o f  a  d i g i t a l  c o m p u t e r .
E a c h  o p e r a t i o n  i n  a  d i g i t a l  c o m p u t e r  a l t h o u g h  f a s t  i n  
i t s e l f  m u s t  b e  p e r f o r m e d  i n  s e r i e s  w i t h  o t h e r  o p e r a t i o n s .  T h u s  t h e  
a c c u m u l a t i v e  t i m e  f o r  n u m e r i c a l  s o l u t i o n  o f  a  s e t  o f  d i f f e r e n t i a l  
e q u a t i o n s  i s  r e l a t i v e l y  l o n g  c o m p a r e d  w i t h  a n  a n a l o g u e  s o l u t i o n  
w h e r e  m u l t i p l e  o p e r a t i o n s  m a y  b e  p e r f o r m e d  i n  p a r a l l e l  s i m u l t a n e o u s l y .  
I n  o r d e r  t o  a c h i e v e  a s  s h o r t  a  t i m e  p e r  i t e r a t i o n  a s  p o s s i b l e  i t  
w a s  d e c i d e d  t o  i m p l e m e n t  t h i s  f e a s i b i l i t y  s t u d y  u s i n g  H y b r i d  C o m p u t e r
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t e c h n i q u e s ,  m a k i n g  u s e  o f  t h e  a n a l o g u e  f a c i l i t i e s  f o r  i n t e g r a t i o n s ,  
a n d  d i g i t a l  f a c i l i t i e s  t o  c o n t r o l  t h e  s t a t e  o f  t h e  a n a l o g u e ,  s t o r e  
s t a t e  v a r i a b l e  v a l u e s  a n d  p e r f o m  c o m p u t a t i o n  a n d  l o g i c  o p e r a t i o n s  
r e q u i r e d  t o  t e s t  f o r  c o n v e r g e n c e .
S i n c e  t h e  s e q u e n c e  o f  o p e r a t i o n s  f o r  t h i s  o n - l i n e  
i d e n t i f i c a t i o n  p r o c e d u r e  i s  a s  f o l l o w s ,
1 .  R e c o r d  S t a t e  V a r i a b l e s  a n d  f o r c i n g  f u n c t i o n  o v e r  a  s h o r t  t i m e  
i n t e r v a l .
2 .  U s e  t h e s e  v a r i a b l e s  a s  s t a r t i n g  v e c t o r s  f o r  s t e p  3 .
3 .  P e r f o r m  P a r t i c u l a r  I n t e g r a l  a n d  R e c o r d ( X ^ t x l) .
1*. P e r f o r m  H o m o g e n e o u s  I n t e g r a t i o n .
5 .  M o d i f y  E s t i m a t e  o n  A ^ + 1 ( t A )
6 .  I t e r a t e  s t e p s  3  t h r o u g h  5  u n t i l  c o n v e r g e n c e  t e s t  i s  s a t i s f i e d .
7 .  R e p e a t  p r o c e d u r e  f p o m  s t e p  1  f o r  n e x t  t i n e  i n t e r v a l .
i t  i s  e s s e n t i a l  t h a t  t h e  i d e n t i f i c a t i o n  t i m e  r e q u i r e d  b e t w e e n  
r e c o r d  p h a s e s  b e  a s  s h o r t  a s  p o s s i b l e .  I t  i s  t h u s  d e s i r a b l e  t o  
p e r f o r m  t h e  i n t e g r a t i o n  s t e p s  3  a n d  U o n  a  f a s t e r  t h a n  r e a l  t i m e  
s c a l e ,  e n a b l i n g  t h e  t o t a l  n u m b e r  o f  i t e r a t i o n s  f o r  c o n v e r g e n c e  t o  
b e  p e r f o r m e d  i n  a  v e r y  s h o r t  r e a l  t i m e .
T h e  a n a l o g u e  s i m u l a t i o n  o f  e q u a t i o n s  2 . 3  f o r  t h e  
p u r p o s e s  o f  p e r f o r m i n g  f a s t e r  t h a n  r e a l  t i m e  s o l u t i o n s  o f  t h e  
p a r t i c u l a r  e n d  h o m o g e n e o u s  i n t e g r a t i o n s  m a y  b e  c o n s i d e r e d  t o  b e  
a  h i g h  s p e e d  p a r a m e t e r  t r a c k i n g  m o d e l .  A  b l o c k  d i a g r a m  s h o w i n g  t h e  


















T h e  i n i t i a l  s i m u l a t i o n  w a s  n o t  c o n c e r n e d  w i t h  s p e e d  
o f  s o l u t i o n  h u t  m o r e  w i t h  o v e r c o m i n g  h y b r i d  i m p l e m e n t a t i o n  p r o b l e m s  
e n d  a c c u r a c y  o f  s o l u t i o n .  S o m e  o f  t h e s e  p r o b l e m s  a r e  n o w  d e s c r i b e d .
T o  p e r f o r m  f l o a t i n g  p o i n t  c a l c u l a t i o n s  r e q u i r e s  u s e  o f  
e i t h e r  F l o a t i n g  P o i n t  P a c k a g e  -  w h i c h  i s  m e r e l y  a  s l i g h t  e x t e n s i o n  
o f  t h e  b a s i c  m a c h i n e  l a n g u a g e  f o r  t h e  P - D - P - 8  d i g i t a l  c o m p u t e r  -  o r  
t h e  F o r t r a n  O p e r a t i n g  s y s t e m .  A l t h o u g h  s p e e d  o f  o p e r a t i o n  i s  
r e d u c e d  b y  u s i n g  F o r t r a n  i t  i s  p o s s i b l e  t o  k e e p  t r a c k  o f  t h e  p r o ­
g r a m m e  m o r e  e a s i l y  a n d  t h e r e f o r e  F o r t r a n  L a n g u a g e  w a s  u s e d .  I t  i s  
n e c e s s a r y  t o  l e a v e  t h e  m a i n  F o r t r a n  P r o g r a m m e  i n  o r d e r  t o  p e r f o r m  
A n a l o g u e / D i g i t a l  a n d  D i g i t a l / A n a l o g u e  c o n v e r s i o n s ,  t h i s  i s  a c c o m ­
p l i s h e d  u s i n g  a  P A U S E  s t a t e m e n t  i n  t h e  m a i n  p r o g r a m m e .
I n t e r f a c e  c o n v e r s i o n s  a r e  p e r f o r m e d  t o  1 2 - b i t  a c c u r a c y  
w h i c h  i s  e q u i v a l e n t  t o  1  l o c a t i o n  o f  s t o r a g e  s p a c e .  F l o a t i n g  P o i n t  
s t o r a g e  m a k e s  u s e  o f  3 - l o c a t i o n s  p e r  n u m b e r .  I t  i s  t h e r e f o r e  d e s ­
i r a b l e  t o  s t o r e  i n t e r f a c e  c o n v e r s i o n s  a s  i n t e g e r  a r r a y s  t o  e c o n o m i s e  
i n  s t o r a g e  s p a c e .  I n  o r d e r  t o  p r e s e r v e  a c c u r a c y  b y  r e d u c i n g  r o u n d  
o f f  e r r o r ,  c a l c u l a t i o n s  a r e  p e r f o r m e d  i n  f l o a t i n g  p o i n t  m o d e  b y  
f i r s t  c o n v e r t i n g  i n t e g e r s  t o  t h i s  f o r m  a n d  t h e n  r e c o n v e r t i n g  t o  
i n t e g e r  m o d e  a t  t h e  e n d  o f  a  c a l c u l a t i o n .  T h e s e  o p e r a t i o n s  a r e  a  
c o m p r o m i s e  b e t w e e n  a c c u r a c y ,  s p e e d  o f  c o m p u t a t i o n  a n d  s t o r a g e  s p a c e .
I t  i s  n e c e s s a r y  t o  s c a l e  v a r i a b l e s  f o r  D i g i t a l / A n a l o g u e
c o n v e r s i o n  s u c h  t h a t  i n t e g e r  v a l u e s  d o  n o t  e x c e e d  t h e  m a x i m u m  o f
I I  . . .+  2  t h i s  b e i n g  p e r f o r m e d  i n  f l o a t i n g :  p o i n t  b y  m u l t i p l y i n g  b y  a
s c a l i n a  f a c t o r  b e f o r e  c o n v e r s i o n  t o  i n t e g e r  m o d e .
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T h e  f i r s t  s i m u l a t i o n  r a n  " b o t h  m o d e l  a n d  s y s t e m  o n  
t h e  s a m e  t i m e  s c a l e .  S a m p l i n g  o f  t h e  s y s t e m  a n d  o u t p u t i n g  f o r c i n g  
f u n c t i o n s  t o  t h e  m o d e l  i n  t h e  s a m e  D O  L O O P  t o  e n s u r e  s y n c h r o n i s a t i o n  
b e t w e e n  m o d e l  a n d  s y s t e m .
T h i s  s i m u l a t i o n  w a n  d e m o n s t r a t e d  i n  d e t a i l  t o  M e s s r s .  
W a t t s  a n d  S h a n k s  o f  t h e  R o y a l  A i r c r a f t  E s t a b l i s h m e n t ,  F a r n b o r o u g h  
o n  t h e i r  v i s i t  t o  S w a n s e a  U n i v e r s i t y  d u r i n g  M a r c h  19&1»
R e s u l t s  o b t a i n e d  f o r  t h i s  h y b r i d  s i m u l a t i o n  w e r e  i n  
c l o s e  a g r e e m e n t  w i t h  d i g i t a l  s t u d i e s .  T h e  s e c o n d  s i m u l a t i o n  
u s i n g  a  h i g h  s p e e d  t r a c k i n g  m o d e l  w a s  t h e n  i m p l e m e n t e d .
F o r  t h i s  o n - l i n e  s i m u l a t i o n  a n  a d d i t i o n a l  p r o b l e m  w a s  
s y n c h r o n i s a t i o n  b e t v e e n  m o d e l  a n d  s y s t e m  a n  t h e s e  a r e  n o w  o p e  r a t  i ® ^ *  
o n  d i f f e r e n t  t i n e  s c a l e s .  I n  o r d e r  t o  a c h i e v e  t h i s  s y n c h r o n i s a t i o n  
t h e  p r o g r a m m e  e x e c u t e d  a  m o d e l  i n t e g r a t i o n  a n d  a t  t h e  e n d  o f  t h i s  
s a m p f .  e d  a  t i m i n g  s i g n a l ,  f r o m  t h e  a n a l o g u e  c o m p u t e r .  T h e  m a g n i t u d e  
o f  t h e  s i g n a l  l e v e l  r e p r e s e n t i n g  t h i s  e x t r e m e l y  s h o r t  t i m e  i n t e r v a l  
w a s  t h e n  m u l t i p l i e d  b y  a  t i m e  s c a l i n g  f a c t o r  t o  g i v e -  a  s i g n a l  l e v e l  
c o r r e s p o n d i n g  t o  t h e  r e a l  t i m e  e q u i v a l e n t  o f  t h e  m o d e l  i n t e g r a t i o n -  
p e r i o d .
I f  t h e  n u m b e r  o f  s a m p l e s  t o  b e  t a k e n  o f  t h e  s y s t e m  
r e s p o n s e  a n d  f o r c i n g  f u n c t i o n  d u r i n g  t h i s  t i m e  i n t e r v a l  i s  IT a n d  
t h e  m o d e l  i n t e g r a t i o n  t i m e  i s  T  t h e n  e a c h  s a m p l e  o f  s y s t e m  m u s t
o c c u r  a t  i n t e r v a l s  o f  T  x  ( T E E  S C A L I N G  F A C T O R ) .
(N-l)
A  p r a c t i c a l  p o i n t  o f  i n t e r e s t  h e r e  i s  t h a t  i t  i s  n o t
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s u f f i c i e n t  t o  e v a l u a t e  t h e  a b o v e  e x p r e s s i o n  a s  a n  i n t e g e r  -  i t  
i s  r e q u i r e d  i n  i n t e g e r  f o r m  f o r  c o m p a r i s o n  w i t h  t i m e  s i g n a l s  
s a m p l e d  f r o m  s y s t e n r  -  a n d  m e r e l y  i n c r e m e n t  t h e  v a l u e  o b t a i n e d  
b y  i t s e l f  f o r  e a c h  s u c c e s s i v e  i n t e r v a l .  I f  t h i s  i s  d o n e  t h e n  a n y  
r o u n d  o f f  e r r o r  i n  t h e  i n t e g e r  c o n v e r s i o n  i s  a c c u m u l a t e d .
I t  i s  n e c e s s a r y  t o  d e t e r m i n e  s a m p l i n g  t i m e  a t  e a c h  
i n t e r v a l  i n  f l o a t i n g  p o i n t  f o r m  a n d  t h e n  c o n v e r t  t o  i n t e g e r  m o d e  
f o r  c o m p a r i s o n  w i t h  s y s t e m  t i m i n g  s i g n a l  i n  o r d e r  t o  p r e s e r v e  
t i m i n g  a c c u r a c y  a n d  s y n c h r o n i s a t i o n .
A  f l o w  d i a g r a m  o f  t h e  d i g i t a l  c o m p u t e r  p r o g r a m m e  i s  
d e p i c t e d  i n  f i g u r e  3 . 2 .  T h e  p r o g r a m m e  l i s t i n g  i s  g i v e n  i n  t h e  
A p p e n d i x .
T r a c e s  o f  R e s u l t s  o b t a i n e d  f r o m  t h i s  s i m u l a t i o n  a r e  
s h o w n  i n  f i g u r e  3 « 3  t h r o u g h  f i g u r e  3 . 5 *
F i g u r e s  3 . 3  a ,  b  a n d  c  s h o w  t h e  i d e n t i f i c a t i o n  o f  t h r e e  
d i f f e r e n t ,  f i x e d  p a r a m e t e r s .  T h e  p r o c e s s  i s  r u n n i n g  s l o w l y  t o  
i n d i c a t e  t h e  v a r i o u s  s t e p s  i n v o l v e d .  M o d e l  t r a c e s  s h o w  p a r t i c u l a r  
i n t e g r a t i o n s  f o l l o w e d  b y  h o m o g e n e o u s  i n t e g r a t i o n s .  T h e  s t a r t i n g  
e s t i m a t e  o f  A  i s  t h e  s a m e  i n  e a c h  c a s e ,  n a m e l y  . 5  • T h e  m o d e l  
i s  r u n n i n g  o n  a  2 : 1  t i m e  s c a l e  w i t h  r e s p e c t  t o  t h e  s y s t e m  a n d  t h e  
r e s p o n s e  o f  t h e  s y s t e m  i s  d u e  t o  a  u n i t  s t e p  f o r c i n g  f u n c t i o n .
T h e  i d e n t i f i c a t i o n  p r o c e s s  i s  n o t  c o n t i n u o u s  a n d  a f t e r  c o n v e r g e n c e  
t h e  p r o c e s s  h a l t s .  T h e  t e s t  f o r  c o n v e r g e n c e  i s  a  d i f f e r e n c e  b e t w e e n
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A ^ + ^  a n d  A o f  l e s s  t h a n  o n e  p e r c e n t .
F i g u r e  3 . ^ ( a )  i s  a  p o r t i o n  o f  a  c o n t i n u o u s  i d e n t i f i ­
c a t i o n  o f  a  f i x e d  p a r a m e t e r  t h e  s y s t e m  b e i n g  r e p e a t e d l y  p e r t u r b e d  
b y  a  t r i a n g u l a r  w a v e f o r m .  C o n v e r g e n c e  t e s t  a n d  m o d e l  t i m e  s c a l i n g  
a r e  a s  f o r  f i g u r e  3 . 3 .  N o t e  t h a t  m o d e l  p a r t i c u l a r  i n t e g r a t i o n  
t r a c e s  h a v e  z e r o  i n i t i a l  c o n d i t i o n s .  I n i t i a l  c o n d i t i o n s  a r e  s t o r e d  
i n  t h e  d i g i t a l  c o m p u t e r  o b v i a t i n g  t h e  n e e d  t o  r e s e t  t h e m  o n  t h e  
a n a l o g u e  c o m p u t e r  i n t e g r a t o r s  f o r  s u c c e s s i v e  i d e n t i f i c a t i o n . ’
F i g u r e  3 . U ( b )  i s  a  c o n t i n u o u s  i d e n t i f i c a t i o n  o f  p a r a ­
m e t e r  t h e  s y s t e m  h a v i n g  b e e n  e x c i t e d  b y  a  s t e p  i n p u t .  I t  i s  
i m p o r t a n t  t o  n o t e  t h a t  a s  t h e  s y s t e m  a p p r o a c h e s  s t e a d y  s t a t e  
c o n d i t i o n s  t h e  m a g n i t u d e  o f  t h e  h o m o g e n e o u s  i n t e g r a t i o n  t e n d s  t o  
z e r o .  E x p r e s s i o n  2 . 6  t h e n  b e c o m e s  i n d e t e r m i n a t e .  T h i s  i s  t o  b e  
e x p e c t e d  a s  i n  t h e  s t e a d y  s t a t e  c o n f i g u r a t i o n  t h e r e  i s  n o  u n i q u e  
s o l u t i o n  f o r  w h i c h  c a n  b e  s e e n  b y  d i v e r g i n g  f r o m  t h e
t r u e  v a l u e .  A s  t h e  c o n v e r g e n c e  t e s t  i s  n o  l o n g e r  s a t i s f i e d  t h e  
s y s t e m  i s  n o t  r e s a m p l e d  f o r  t h e  n e x t  i d e n t i f i c a t i o n  t h e  p r o c e s s  
t r y i n g  i n  v a i n  t o  s a t i s f y  t h e  c o n v e r g e n c e  t e s t .
T o  o v e r c o m e  t h i s  f a i l i n g  o f  t h e  i m p l e m e n t a t i o n  t h e  
c o n v e r g e n c e  t e s t  w a s  m o d i f i e d .  C o n v e r g e n c e  w a s  a s s u m e d  t o  o c c u r  
w h e n  t h e  e r r o r  b e t w e e n  s y s t e m  r e s p o n s e  a n d  m o d e l  p a r t i c u l a r  
i n t e g r a l  w a s  l e s s  t h a n  1 $ .  I f  t h i s  s t a t e  w a s  s a t i s f i e d  t h e n  t h e  
h o m o g e n e o u s  i n t e g r a t i o n  a s s o c i a t e d  w i t h  t h i s  p a r t i c u l a r  i n t e g r a l  
w a s  n o t  p e r f o r m e d  a n d  t h e  p r o g r a m m e  r e c o r d e d  a  n e w .  s a m p l e  o f  s y s t e m
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r e s p o n s e  w i t h o u t  m o d i f y i n g  t h e  c u r r e n t  s t a t e  o f  t h e  i d e n t i f i e d  
v a l u e  o f  p a r a m e t e r .
F i g u r e  3 . 5 ( a )  i n d i c a t e s  t h e  c o n t i n u o u s  i d e n t i f i c a t i o n  
p r o c e s s  u s i n g  t h e  a b o v e  m e n t i o n e d  a l t e r a t i o n  t o  t h e  c o n v e r g e n c e  
t e s t .  l i o d e l  t o  s y s t e m  t i m e  s c a l i n g  i s  1 0 : 1 .  T h e  f a i l i n g  o f  
f i g u r e  3 . M b )  h a s  b e e n  e l i m i n a t e d .  A l l  o f  t h e  p r e v i o u s  r e s u l t s  
h a v e  b e e n  p e r f o r m e d  s l o w l y .
F i g u r e  3 . 5 ( h )  i n d i c a t e s  a  f a s t e r  i d e n t i f i c a t i o n  t h e  
r e c o r d  t i m e  b e i n g  .1 * 5  s e c o n d s  a p p r o x i m a t e l y .  T h e  c o n v e r g e n c e  
t e s t  i s  . 1 I e r r o r  b e t w e e n  s y s t e m  a n d  m o d e l ,  t h i s  b e i n g  t h e  
r e a s o n  f o r  m o r e  t h a n  o n e  i t e r a t i o n  b e f o r e  i d e n t i f i c a t i o n  i s  
c o m p l e t e .  F i g u r e  3 . 6  s h o w s  t h e  r e s p o n s e  o f  t h e  s y s t e m  t o  a  t r i ­
a n g u l a r  w a v e f o r m .  T h e  p a r a m e t e r  i s  b e i n g  c o n t i n u o u s l y  v a r i e d  
s i n u s o i d l y  o v e r  t h e  r a n g e  . 5  t o  3  a  c h a n g e  o f  6 : 1  .  R e c o r d  t i m e  
i s  . 1  s e c o n d  a n d  t h e  m o d e l  i s  o n  a  1 ? : 1  t i m e  s c a l e  w i t h  r e s p e c t  









TIME OF MODEL 
INTEGRATION
TIMER




































MODEL ' * 
PARAMETER
INITIAL ESTIMATE 



























TIME SCALE = 10:1

















1 1 1 1 
MODEL R E S P O N S E S
TIME SCALE = 1 0 :1
1 1 1 1 / I ' I /I A / / I / A -
MC























0 1 SEC TIME MARKS
195
cir;
^  1 1 
SYSTEM RESPONSE
A ACTUAL = 2 A
MODEL RESPONSES  







0 3 S E C S
SYSTEM RESPONSE  
A ACTUAL = 3 2
MODEL R ESPON SES  
TIME SC A L E  = 2:1
•5
0
MODEL PA R A M ETER
5
SYSTEM RESPONSE TO 
TRIANGULAR EXCITATION 
A ACTUAL = 1 ’ 5_________0
MODEL RESPONSES  
TIME SCALE = 2 : 1
N. B. INITIAL CONDITIONS 












A n  O n - L i n e  i d e n t i f i c a t i o n  o f  a  t i n e  v a r y i n g  p a r a m e t e r  
h a s  b e e n  p e r f o r m e d .  T h e  e x a m p l e  c h o s e n  w a s  o f  n e c e s s i t y  s i m p l e  -  
d u e  t o  t h e  a v a i l a b i l i t y  o f  o n l y  t w o  d i g i t a l  t o  a n a l o g u e  c o n v e r t e r s  
-  h o w e v e r  t h e  a p p r o a c h  t o  t h e  s o l u t i o n  h a s  b e e n  m a d e  i n  a  m a n n e r  
a p p l i c a b l e  t o  n o n - l i n e a r  s y s t e m s  o f  h i g h e r  o r d e r .  T h e  a c c u r a c y  
a n d  s p e e d  o f  s o l u t i o n  h a v e  s h o w n  t h e  t e c h n i q u e  t o  b e  o f  v a l u e  f o r  
i n c o r p o r a t i o n  i n  a n  a d a p t i v e  f l i g h t  c o n t r o l  s y s t e m .  M u l t i p a r a m e t e r  
i d e n t i f i c a t i o n  w o u l d  r e q u i r e  m o r e  h o m o g e n e o u s  i n t e g r a t i o n s  t o  b e  
p e r f o r m e d  p e r  i t e r a t i o n .  I t  w o u l d  b e  p o s s i b l e  h o w e v e r  t o  e x e c u t e  
t h e s e  s i m u l t a n e o u s l y  a s  i n d e e d  t h e  h o m o g e n e o u s  a n d  p a r t i c u l a r  
i n t e g r a t i o n  o f  t h e  e x a m p l e  c o u l d  h a v e  b e e n  w i t h  c o n s e q u e n t l y  n o  
a d d i t i o n a l  t i m e  p e n a l t y .  ( > a e s t i o n s  r e l a t i n g  t o  t h e  c o n v e r g e n c e  
p r o p e r t i e s  o f  t h e  g e n e r a l i s e d  H e w t o n - P . a p h s o n  M e t h o d  r e m a i n  u n a n s w e r e d .  
C o n v e r g e n c e  i s  d e p e n d e n t  o n  h o w  c l o s e  t h e  s t a r t i n g  v e c t o r  a p p r o x ­
i m a t i o n s  a r e  t o  t h e  t r u e  s o l u t i o n .  R e f e r e n c e  ( 3 ) .  B y  m a i l i n g  u s e  
o f  t h e  t r u e  s o l u t i o n  o f  t h e  d y n a m i c s  a s  s t a r t i n g  v e c t o r s  c o n v e r ­
g e n c e  p r o p e r t i e s  a r e  e n h a n c e d .
T h e  p r i m a r y  r e a s o n  f o r  i m p l e m e n t a t i o n  o f  t h i s  h y b r i d  
s o l u t i o n  w a s  a s  a  f e a s i b i l i t y  s t u d y  f o r  t h e  s o l u t i o n  o f  b o u n d a r y  
v a l u e  p r o b l e m s  a r i s i n g  o u t  o f  o p t i m i s a t i o n  t e c h n i q u e s .  I t  h a s  
b e e n  s h o w n  t h a t  t h i s  i t e r a t i v e  s o l u t i o n  i s  s u f f i c i e n t l y  f a s t  t o
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e n a b l e  t h e  m e t h o d  t o  b e  a p p l i e d  t o  t h e  s o l u t i o n  o f  t h e s e  p r o b l e m s  
a n d  t h u s  t h e  n e x t  s t a g e  o f  d e v e l o p m e n t  i s  t o  i n c o r p o r a t e  
o p t i m i s a t i o n  i n  t h e  i d e n t i f i c a t i o n  p r o c e s s .  T h i s  o p t i m u m  i d e n t i ­
f i c a t i o n  w i l l  h a v e  a  p a y  o f f  c r i t e r i o n  v h i c h  i s  a  f u n c t i o n  o f  t i m e  
v a r y i n g  p a r a m e t e r s  e n a b l i n g  t h e m  t o  b e  i d e n t i f i e d  w i t h o u t  t h e  
a s s u m p t i o n  t h a t  t h e y  a r e  p i e c e w i s e  c o n s t a n t .
A  p e n a l t y  f o r  n o i s y  m e a s u r e m e n t s  o f  s y s t e m  r e s p o n s e  
w i l l  a l s o  b e  i n c l u d e d  t o  a s s i s t  i n  o v e r c o m i n g  p r o b l e m s  a s s o c i a t e d  
w i t h  t u r b u l e n c e .  T h i s  i s  t o  b e  t h e  s u b j e c t  o f  t h e  a u t h o r f s  
n e x t  r e p o r t .  I t  i s  a l s o  i n t e n d e d  t o  c o n s i d e r  p r o b l e m s  c o n c e r n i n g  
t h e  i m p l e m e n t a t i o n  o f  t h e  r e - o p t i m i s a t i o n  p h a s e  o f  t h e  a d a p t i v e  
c o n t r o l  p r o c e s s .
M u l t i p l e x i n g  e q u i p m e n t  f o r  t h e  D i g i t a l  t o  A n a l o g u e  
c o n v e r t e r s  i s  a t  p r e s e n t  u n d e r  c o n s t r u c t i o n .  I T h e n  t h i s  i s  c o m ­
p l e t e d  i t  w i l l  b e  p o s s i b l e  t o  e x t e n d  t h e  s t u d y  t o  s y s t e m s  w h i c h  
a r e  m o r e  r e l e v a n t .
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SUBROUTINE DAUX 10(N,NV,NU,NUH,NT,NG,NIS,DT,ITr,NH,TCD,X,ICUS) 
DIMENSION X(3,12),TCD( 12),C( 12,12),E( 12), Y( 13,12)
























































DO 9 J=l,5 
9 X0(J)=X(1J)
X0(11)=X(1,11)
WRITE(4, *)I,(X0( J), J= 1 ,NV)
CALL FNC(C,E,X0,U0,UNEW,TAU) 
Ua+1)=UNEW 



















































































































DDD AD A=2.*QS *CLN
DLD ADH=-DLD A/H1
DDDA=2.*QS*CLN*X(11)
DDD ADH=-DDD A/H 1
VDDADV=2.*QS*X(11)*(2.*CLN+FMACH*DCLNM)
DDDADV=VDDADV/X(1)






D=QS *(CD0+CLN*X( 11 )*X( 11))
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DDDH=-D/H1 
DDDHDH=D/(H 1 *H 1)
DDDV=(2.*D/X(l))+.5*ROEVS*FMACH*(DCDM+DCLNM*X(l 1)*X(11)) 
DDDVDH=-DDDV/H 1
DDDVDV=( 1.0/X(l))*(DDDV+l .5*ROEVS*FM ACH*(DCDM 
1+DCLNM*X(11)*X(11)))






1 *X(5))/X(1))-X(8)*SG-X(9)*CG+X( 10)*DTDV/CGRAV 












DIMENSION E( 12) ,C( 12,12),S (12),D(4,12)
DO 101=1,N 
TEMP=E(I)







C 20 DO 221=1, N 

































DIMENSION A( 12),S( 12),D(4,12),C( 12,12),E( 12)
DT=-DT
IF(IT AG)20,20,21
























































C SET REF. MACH.
RM(1)=0.
DO 31 J=2,10 
31 RM(J)=RM(J-1 >+.2 
DO 13 J=l,10
IF (FM ACH-RM( J»30,13,13
13 CONTINUE 
J=J-1











17 RE AD( 10,4,END=55)T1 ,H 1 ,FM 1 
GOTO 14
16 READ(10,4,END=55)T2,H2,FM 1 
DTM1=T2-T1





























































CALL ROE 1 (X(J,3),ROE)
CALL M ACH(X(J, 1 ),X(J,3),FM ACH, A)
CALL THRUST(FMACH,X(J,3),T,DTM,DTH)
ROEVS=ROE*X(J, 1 )*S 
QS=0.5*ROEVS*X(J,1)
CALL AERO(FMACH,CLA,CDO,CLN,DCLDM,DCLNM,DCDM)








DO 1 L = l,l 













DLDADH=-DLD A/H 1 
DDDA=2.*QS*CLN*C 













DG1 DLG=(DLD A+T*C A)/(X(J,5)*X( J, 1»
Gl=X(J,ll)+(-X(J,6)*(T*SA+DDDA)+X(J,7)*(DLDA+T*CA)/X(J,l»/X(J,5) 
DG 1 DM=(X( J, 11 )-G 1 )/X( J,5)
E1=-(X(J,1)*DG1DV+X(J,3)*DG1DH-G1)
Y(l, 11)=C+(DG1DV*DV+DG1DH*DH+DG1DLV*DLV 
1+DG 1DLG*DLG+DG 1 DM*DM+G 1 )/Z 
GO TO 80








DLD V=DLDADV *C 
DLDVDH=-DLDV/H 1
DLDVDV=( 1.0/X(J, 1 ))*(DLDV+ROEVS*FM ACH*DCLDM*C)
FL=QS*CLA*C
DLDH=-FL/H1
DLDHDH=FL/(H 1 *H 1)
D=QS*(CD0+CLN*C*C)
DDDH=-D/H1 
DDDHDH=D/(H 1 * H1)
DDDV=(2.*D/X(J,l))+.5*ROEVS*FMACH*(DCDM+DCLNM*C*C)
DDDVDH=-DDDV/H1





























14 READ (11,4,END=20)FM,CL1,CD1,FN1,CLN1 
TEST=ABS(FM1-FM)
IF (TEST-.01)13,13,14
13 READ (11,4,END=20)FM,CL2,CD2JFN2,CLN2 
DCL AM=(CL2-CL 1 )/DM 1 
DCDM=(CD2-CD 1 )/DM 1 
DCLNM=(CLN2-CLN 1 )/DM 1
































































DO 1 J=1,N 
E(I,J)=0.




























































DO 11=1, NIS 
C WRITE(6,*)(X(1,IJ),IJ=1,NV)
CALL D AUX3(N,NV,NU,IRNR,IT AG,C,E,X,K 1 ,IP)
C GO TO (75,76)IP 
C76 DO 78 KKK=1,3 



























CALL D AUX3 (N,NV,NU,IRNR,IT AG,C,E,X,K 1 ,IP) 





C GO TO 42
C 41 Y(1,11)=U
C 42 WRITE(4,*)I,(Y(1,J),J= 1 ,NV)
















































C SET REF. MACH.
RM(1)=0.


















17 READ( 10,4,END=55)T 1 ,H1 ,FM 1 
GO TO 14














DTDM=((TCM 1 -TCM2)/(FM 1-FM2))* 1000. 
TCH1=T1+FRACM*(T3-T1)
TCH2=T2+FRACM*(T4-T2)






































DO 3 1=1,N 
E(1,I)=E(3,I)




GO TO 4 
1 CONTINUE 
K=3 














CALL ROE 1 (X(J,3),ROE)














DLD ADH=-DLD A/H 1
DDDA=2.*QS*CLN*X(J, 11)










D=QS *(CDO+CLN*X(J, 11)*X(J, 11»
DDDH=-D/H1 
DDDHDH=D/(H 1 *H 1)
DDDV=(2.*D/X(J, 1 ))+.5 *ROEVS *FMACH*(DCDM+DCLNM*X(J, 11)*X(J,11)) 
DDDVDH=-DDDV/H1
















D 1=-(T*S A+DDDA)/X( J,5)
D2=(DLDA+T*CA)/(X(J,5)*X(J,1»
D6=(X(J,6)*(DTDV*SA+DDDADV)-X(J,7)*(X(J,1)*(DLDADV+DTDV*CA)

















































































































































DO 8 1=1,NV 
X(2,I)=(X( 1,I)+X(3,I))/2.
GO TO (8,70)IP 

























































W R iT E (6 * y c = \c
DLDADH=-DLDA/H 1 
DDDA=2.*QS*CLN*C 
DDD ADH=-DDD A/H 1
VDDADV=2.*QS*C*(2.*CLN+FMACH*DCLNM)







DG 1 DH=-X( J,6)*X( J, 1 )*(S A*DTH+DDD ADH)+X(J,7)
1 *(DLDADH+CA*DTH)
DG1DLV=-X(J,1)*(T*SA+DDDA)













74 Y (l,l 1)=(Y (1,1 l)+.8*C)/2.0













DLDHDH=FL/(H 1 *H 1)
D=QS*(CDO+CLN*C*C)
DDDH=-D/H1 















CALL ROE 1 (Y( 1,3)»ROE)
CALL M ACH( Y (1,1), Y (1,3),FM ACH, A)
CALL THRUST(FMACH,Y(1,3),T,DTM,DTH)






















DG1D A=-Y (1,6)* Y( 1,1)*(T*CA+DDDADA)+Y (1,7)*(DLD ADA-T*S A) 
Z=-DG1DA*10.
Gl=-Y (1,6)* Y( 1,1)*(T*S A+DDDA)+Y (1,7)*(DLD A+T*C A) 
Y(1,11)=C+.8*(G1)/Z 
80 WRITE(6,*)'Y11=,,Y(1,11),,Z=’,Z,,G1=,,G1,,T=,,T



































CALL ROE 1 (X(J,3),ROE)
CALL M ACH(X( J, 1 ),X( J,3),FM ACH, A)
CALL THRUST(FMACH,X(J,3),T,DTM,DTH) 
ROEVS=ROE*X(J, 1 )*S 
QS=0.5 *ROE V S *X( J, 1)
CALL AERO(FMACH,CLA,CD0,CLN,DCLDM,DCLNM,DCDM) 







DDD ADA=2.*QS *CLN 
DO 1 L = l,l 


























DG1 DH=(-X( J,6)*(S A*DTH+DDD ADH)+(X( J,7)/X( J, 1 ))*
1 (DLDADH+C A*DTH))/X(J,5)





Y( 1,11 )=C+(DG 1DV*DV+DG 1DH*DH+DG 1 DLV*DLV 
1+DG1 DLG*DLG+DG 1 DM*DM+G 1 )/Z 
GO TO 80









DLDVDV=( 1.0/X(J, l))*(DLDV+ROEVS*FM ACH*DCLDM*C)
FL=QS*CLA*C
DLDH=-FL/H1
DLDHDH=FL/(H 1 *H 1)
D=QS*(CD0+CLN*C*C)
DDDH=-D/H1 





































14 READ (11,4,END=20)FM,CL1,CD1,FN1,CLN1 
TEST=ABS(FM1-FM)
IF (TEST-.01)13,13,14
13 READ (11,4,END=20)FM,CL2,CD2,FN2,CLN2 
DCL AM=(CL2-CL 1 )/DM 1 
DCDM=(CD2-CD1)/DM 1 
DCLNM=(CLN2-CLN 1 )/DM 1 
CLA=CL 1+DCLAM*DM 
CD0=CD1+DCDM*DM 











DO 2 J=1,N 
JP1=J+1 
JM1=J-1 
DO 6 I=J,N 
ASUM=0.
IF(JM1)6,6,7 





IF(JP 1 -N)20,20,21 
20 CONTINUE
DO 1 I=JP1,N




















DO 8 J2=JP1,N 
ASUM=0.
IF(JM 1)8,8,11
11 DO 12 K=1,JM1
12 ASUM=ASUM+A(I1,K)*A(K,J2)


























































































DO 41=1, NH 
L=I+5
DO 4 K=1,NH












































































































DO 1 J=1,N 
E(I,J)=0.









DO 1 J=I,NH 
S(J,I)=0.0
1 CONTINUE 
DO 81=1, NH 




C DO 20 J=1,N
C20 WRITE(4,*)T=,,(Y(I,J),I=1,NH+1)
C DO 21 J=1,N
C21 WRITE(4,*)’F=',(F(I,J),I= 1 ,NH+1)
DO 21=1,NH 
DO 3 L= 1,1-1 
C WRITE(6,*)L
C PAUSE


































On-Line Identification And Adaptation Programme.
DIMENSION TCD( 15),X(3,15), A(3,15), Y (16,15),XX( 12,2)




































12 DO 7 K=1,NT 
DO 9 J=l,5 






















C RESET I/C FOR PI AND HOMOG.
DO 22 1=7,14 
Y(1,I)=0.
22 CONTINUE 






























CALL WNZ1 (GI,PIJFKC,FKI,TC) 
WRITE(6,*)(P(I),PI(I),I= 1,4)




















































































DO 1 J=1,N 
E(I,J)=0.








DO 2 J=1,N 
JP1=J+1 
JM1=J-1 
DO 6 I=J,N 
ASUM=0.
IF(JM1)6,6,7 




























DO 8 J2=JP1,N 
ASUM=0.
IF(JM 1)8,8,11
11 DO 12 K=1,JM1
12 ASUM=ASUM+A(I1,K)*A(K,J2)












17 DO 16 K=I,N
16 ASUM=ASUM+A(11 ,K)*X(K)




























FKI=WN/2. *ZET A 
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