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Abstract. We have calculated different transport coefficients like shear, bulk
viscosities and electrical conductivity of quark and hadronic matter within the
framework of 2 flavor Polyakov-Quark-Meson model. For constant thermal widths
of quarks and mesons, the temperature dependence of different transport coefficients
reveals the thermodynamical phase space structure and their qualitative behavior are
quite well in agreement with earlier works, based on other dynamical models. Besides
the phase-space structure of quarks and mesons, their thermal width also have explicit
temperature dependence. This dependence has been obtained here from the imaginary
part of their respective self-energies at finite temperature. Due to the threshold
conditions of their self energies, only some limited temperature regions of quark and
hadronic phase are relevant for our numerical estimation of transport coefficients, which
are grossly in agreement with some of the earlier results. An interesting outcome of
the present analysis is that the quark relaxation time due to quark-meson loops can
develop perfect fluid nature within a specific temperature range.
1. Introduction
Microscopic calculations of transport coefficients like the shear and bulk viscosities
of quark and hadronic matter are one of the contemporary research interests in
the field of heavy ion physics. These coefficients are relevant not only because
they enter as inputs for dissipative hydrodynamical simulations, but also, through
their dependence on system parameters like temperature and chemical potential, they
can indicate the location of phase transition in the phase diagram [1]. Indeed,
2the small value of the shear viscosity to entropy density ratio η/s to explain the
data of elliptic flow [2, 3] and its connection with the Kovtun-Son-Starinets (KSS)
lower bound, η/s = 1/4π, has spurred many activities to investigate this coefficient
theoretically [1, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22,
23, 24, 25, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37]. Among them, Refs. [4, 5, 6]
and Refs. [8, 9, 10, 11, 12, 13, 14, 15, 16, 17] have calculated η of quark matter and
hadronic matter respectively, whereas Refs. [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29]
have calculated η for both the phases covering the entire range of temperature (T ).
Some simulation based calculations for η are addressed in Refs. [30, 31, 32, 33].
These investigations provide a grossly settled picture of the temperature dependence
of viscosity to entropy density ratio (η/s) which has a minimum near transition
temperature Tc, similar to helium, nitrogen, and water [1]. However the numerical results
of these calculations near critical temperature seem to differ by order of magnitude. For
example Refs. [8, 11], Refs. [10, 36, 12] and Refs. [9] have predicted η ≈ 0.001 GeV3,
η ≈ 0.002− 0.003 GeV3 and η ≈ 0.4 GeV3 respectively.
Similar to the shear viscosity, bulk viscosity (ζ) has a long list of references as
well [10, 15, 16, 17, 18, 19, 20, 21, 22, 23, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48,
49, 50, 51, 52, 53, 54], where most of the calculations are done for zero baryonic chemical
potential. Hard thermal loop (HTL) calculations of ζ have been done by Ref. [39]. The
calculations of effective models of quantum chromodynamics (QCD) like Nambu-Jona-
Lasinio (NJL) model [19, 20, 21, 22, 45, 54] and linear sigma model (LSM) [18, 38, 43]
have explored the temperature dependence of ζ for both quark and hadronic phases.
Refs. [10, 15, 16, 17, 49, 50, 52] are the effective hadronic-model calculations valid for
the hadronic phase only. Some investigations both in QGP phase [41, 46, 47] and in
hadronic phase [15, 17] have observed an increasing nature of ζ/s near Tc, which might
be associated with the maximum violation of conformal symmetry at the transition
point in the full temperature [18, 43, 54]. However, instead of this peak structure,
Refs. [16, 22, 51] have observed decreasing nature of ζ/s(T ) with temperature. Further,
the order of magnitude of ζ and ζ/s from different model calculations varies widely
covering a range of values from 10−5 GeV3 [50] to 10−2 GeV3 [19] and 10−3 [50] to
100 [19] respectively. Thus it is observed that there are uncertainties in behavior as well
as in numerical estimations of ζ(T ) and ζ/s(T ), which require further investigation.
Another transport coefficient, we are interested in, is the electrical conductivity σ,
which has been studied by a large number of Lattice QCD calculations [55, 56, 57, 58,
59, 60, 61, 62], predicting a wide band in their numerical results. Besides these first
principle based calculations, some simulation based calculations using transport codes
[63, 64, 65] and other model dependent calculations [20, 66, 67, 68, 69, 70, 71, 72, 73] for
σ have also been done. Most of the earlier works [20, 63, 64, 65, 66, 67, 69, 70, 73] have
observed decreasing nature of the ratio σ(T )/T in hadronic phase [20, 63, 69, 70, 73]
and increasing behavior with temperature in the QGP phase [20, 63, 64, 65, 66, 67, 62].
On the other hand, some studies e.g. Refs. [67, 68, 71] have shown that σ/T increases
with T in the hadronic phase. Not only the general temperature dependence of this
3dimensionless ratio (σ/T ), the uncertainty also appears in the numerical values, whose
approximate range may be considered as σ/T ≈ 10−3 to 10−2 for hadronic phase and
σ/T ≈ 10−3 to 10−1 for quark phase.
Above discussions point to the fact that the numerical values of the transport
coefficients, obtained from different microscopic calculations, vary in a large band. In
this context, η/s may be a good guiding candidate to provide a possible converging
picture because RHIC and LHC experiments indicate that η/s of the medium should be
very close to the KSS bound. In this regard, quark-meson interactions near transition
temperature may be physically a better picture for creating a near perfect fluid because
as the coupling is quite strong. Refs. [19, 20, 21, 22, 24, 25, 26, 27] in NJL model,
Ref. [28] in PQM model have concluded that quark-meson interaction is very important
near transition temperature for building up the perfect fluid nature of the medium. In
the present article, we have estimated different transport coefficients in the framework
of 2 flavor Polyakov-Quark-Meson (PQM) model, where we have evaluated one-loop
self-energy diagrams of quark and mesons to obtain their relaxation times in terms of
thermal widths. Unlike NJL model [19, 20, 21, 22, 24, 25, 26, 27], here in PQM model,
we have the explicit meson degrees of freedom which can also contribute to the transport
coefficients along with quark component. With respect to earlier work on PQM model
by some of the authors of present investigation [28] , the main difference here lies in
calculations of quark (Q) and meson (M) relaxation times. Ref. [28] basically considered
2 → 2 type of scattering processes like QQ → QQ, QM → QM , MM → MM . In
the present work, on the other hand, we calculate 1 → 2 in-elastic kind of diagrams
to obtain the relaxation times of quarks and mesons. Eventually, we will observe, for
some particular temperature range, such in-elastic scatterings play an important role in
dissipation. The forward Q → QM and reverse QM → Q scatterings can be obtained
from in-medium quark self-energy diagram, having different QM loops. In hadronic
phase, π and σ meson self-energies with πσ and ππ loops can give (π/σ) ↔ π(σ/π)
kind of forward and reverse scatterings. We will find that these in-elastic scatterings, in
certain regions of temperature, can help to build perfect fluid nature in the medium.
The paper is organized as follows. The next section addresses the formalism part
of the PQM model and transport coefficients. The analytic structure of the self-energies
and their contributions to the transport coefficients of quark and hadronic matter are
rigorously discussed in the result section, followed by the summary and conclusions in
the last section.
2. Formalism
2.1. Thermodynamics of two-flavor PQM model and meson masses
To incorporate aspects of chiral symmetry breaking and its restoration in a medium
as well as confinement-deconfinement transition, we shall adopt here the Polyakov loop
extended quark meson model. This is an extension of the linear sigma model that
4provides an effective realization of chiral symmetry. Coupling the quarks and meson
degrees of freedom to the expectation values of the Polyakov loop, the physics of
confinement is expected to be taken into account here. We confine the investigation
here regarding the transport coefficients to the two flavor version of the PQM model.
The corresponding Lagrangian density is given as
L = ψ¯ (iγµDµ − g(σ + iγ5~τ · π))ψ + 1
2
[∂µσ∂
µσ + ∂µ~π∂
µ~π]
− Uχ(σ, ~π)− UP (Φ, Φ¯) . (1)
Here ψ = (u, d) is a SU(2)f isodoublet interacting with the isovector (σ, ~π) field. The
quark field is also coupled to a spatially constant temporal gauge field A0 through the
covariant derivative Dµ = ∂µ − ieAµ; Aµ = δµ0Aµ. The mesonic potential Uχ(σ, ~π)
essentially describes the chiral symmetry breaking and is given by
Uχ(σ, ~π) =
λ
4
(σ2 + ~π2 − v2)2 − Cσ . (2)
The parameters of the mesonic potential are chosen so that the chiral symmetry is
spontaneously broken in the vacuum and the expectation values of the meson fields are
〈σ〉 = fπ, 〈~π〉 = 0, where fπ = 93 MeV is the pion decay constant. The constant C is
fixed from partial conserved axial current leading to C = fπm
2
π, with mπ = 138 MeV
being the pion mass. v2 = f 2π − m2π/λ is obtained by minimizing the potential. The
coupling λ is fixed from the sigma mass m2σ = m
2
π + 2λf
2
π . With mσ = 600 MeV leads
to λ = (m
2
σ−m
2
pi)
2f2pi
≃ 19.7. The Yukawa coupling g is fixed from the requirement that the
constituent quark mass in vacuum MQ = gfπ. With MQ = 300 MeV, one gets g ≃ 3.3.
The Polyakov loop potential UP (Φ, Φ¯) in the Lagrangian in Eq.(1) includes the
physics of color confinement. The Polyakov loop variable Φ=Φ(~x)= 1
Nc
〈trcL(~x))〉β,
where, the Wilson line L(~x) in the temporal direction is given as, with β= 1
T
:
L = P exp
(
ig
∫ β
0
dx0A0(x0, ~x)
)
(3)
where P denotes path ordering and τ is the imaginary time, τ :0 → β. The variable Φ
is an order parameter for confinement-deconfinement transition in the infinitely heavy
quark limit. It vanishes in the confined phase and attains a non-zero value in deconfined
phase. The explicit form of the potential UP (Φ, Φ¯) is not known from first principle
calculations and the following is a fit taken from lattice results [74]
UP (Φ, Φ¯) = T
4
[
−b2(T )
2
Φ¯Φ− b3
2
(Φ3 + Φ¯3) +
b4
4
(Φ¯Φ)2
]
(4)
with the coefficients given as b2(T ) = 6.75 − 1.95(T0T ) + 2.625(T0T )2 − 7.44(T0T )3, b3 =
0.75, b4 = 7.5. The parameter T0 corresponds to the transition temperature of Yang-
Mills theory. However, for the full dynamical QCD, there is a flavor dependence on
T0(Nf). For two flavors we take it to be T0(Nf = 2) = 192 MeV as in Ref.[74].
To calculate the bulk thermodynamical properties of the system we use a mean field
approximation for the mesons and the Polyakov loop fields while retaining the quantum
5and thermal fluctuations of the quark fields. The thermodynamic potential can then be
written as
Ω(T, µ) = ΩQ¯Q + Uχ + UP (Φ, Φ¯) . (5)
The fermionic part of the thermodynamic potential is given as
ΩQ¯Q = − 2NfT
∫
d3p
(2π)3
[
ln{1 + 3(Φ + Φ¯e−βω−)e−βω− + e−3βω−}
+ ln{1 + 3(Φ + Φ¯e−βω+)e−βω+ + e−3βω+}
]
(6)
modulo a divergent vacuum part. In the above ω∓ = Ep ∓ µ, with the single particle
quark/anti-quark energy Ep =
√
~p2 +M2Q. Though we describe the formalism part at
finite quark chemical potential µ but we take it as zero when we describe our studies in
result section. The mean fields are obtained by minimizing Ω with respect to σ, Φ and
Φ¯. That is ∂Ω
∂σ
= ∂Ω
∂Φ
= ∂Ω
∂Φ¯
= 0
The σ and π masses are given by the curvature of Ω at the global minimum by
M2σ =
∂2Ω
∂σ2
and M2πi =
∂2Ω
∂π2
i
. These equations lead to the masses of the σ and π given as
M2σ = m
2
π + λ(3σ
2 − f 2π) + g2
∂ρs
∂σ
, (7)
with
ρs = 6Nfg σ
∫
d3p
(2π)3
1
EP
[
f−Φ + f
+
Φ
]
(8)
and
M2π = m
2
π + λ(σ
2 − f 2π) + g2σ
∂ρps
∂π
, (9)
with
~ρps = 〈q¯ıγ5~τq〉 = 6Nfg ~π
∫
d3p
(2π)3
1
EP
[
f−Φ + f
+
Φ
]
. (10)
In the above, f∓Φ are the distribution functions for the quarks and anti quarks, given
as
f−Φ =
Φe−βω− + 2Φ¯e−2βω− + e−3βω−
1 + 3Φe−βω− + 3Φ¯e−2βω− + e−3βω−
,
and
f+Φ =
Φ¯e−βω+ + 2Φe−2βω+ + e−3βω−
1 + 3Φ¯e−βω+ + 3Φe−2βω+ + e−3βω+
. (11)
We have set the expectation value of pion field to be zero, i.e. ~π = 0 so that the
constituent quark mass becomes M2Q = g
2(σ2 + ~π2) = g2σ2 = g2f 2π .
2.2. Kubo formula, Polyakov Distribution and Transport Coefficients
In this section, we shall try to write down the expressions for various transport
coefficients using the Green-Kubo formula taking into account the effect of the Polyakov
loop. According to the Green-Kubo relation [76, 78, 77], the dissipative and non-
equilibrium quantities like shear viscosity η, bulk viscosity ζ and electrical conductivity
6σ can be determined from the thermal fluctuations or thermal correlation functions
- 〈πij(x)πij(0)〉β, 〈P(x)P(0)〉β and 〈J i(x)Ji(0)〉β respectively, where 〈..〉β stands for
thermal average. The operators for η and ζ can be found from total energy-momentum
tensor Tµν : [10]
πij ≡ T ij − gijT kk /3 ,
P ≡ − T kk /3− c2sT 00 , (12)
where cs is speed of sound in the medium. In general, one can write the transport
coefficients T in terms of corresponding spectral functions AT as
T = IT lim
q0,~q→0
AT
q0
, (13)
where
I(T =η,ζ,σ) =
1
20
,
1
2
,
1
6
, (14)
and AI is the Fourier transform of the thermal averaged commutator.
AT =
∫
d4xeiq·x〈[OT (x),OT (0)]〉β, (15)
with
O(T =η,ζ,σ) = πij,P, J i . (16)
Using real time thermal field theory the spectral functions can be calculated from
the loop diagrams as shown in Fig. 1(a) and (b) for bosons and fermions respectively.
In real-time thermal field theory, the relation among the spectral function AT , retarded
part of self-energy ΠRT and 11-component of self-energy Π
11
T is given by
AT (q) = 2ImΠ
R
T (q) = 2tanh(
βq0
2
)ImΠ11T (q) . (17)
Evaluating the 11-component of self-energy and then using Eqs. (17) and (13), the
general form of the transport coefficient can be written as [79, 10]
T = IT lim
q0,~q→0
2
q0
∫
d3k
(2π)3
(−π)NT
4ωkωp
{C2δ(q0−ωk+ωp)+C3δ(q0+ωk−ωp)} ,(18)
where C2 = −f−k (ωk)+f−p (−q0+ωk), C3 = f+k (ωk)−f+p (q0+ωk) and f± are respectively
Fermi-Dirac (FD) distribution functions for particle, anti-particle of Fermion field.
For bosonic field, C2 and C3 will be interchanged, although their Bose-Einstein
distribution functions for the particle and the anti-particle will be same due to vanishing
chemical potential. The energies of intermediate states of the loop diagrams are
ωk = {~k2 +m2ψ,φ}1/2 and ωp = {|~q ± ~k|2 +m2ψ,φ}1/2, where ± stand for ψ and φ fields
respectively. The quantity NT contains vertex-type factor, which is given by interaction
terms in the lagrangian
Now the Eq. (18) in static limit (q0, ~q → 0) gives a divergent value of T . This can
be easily seen when one uses the identity
lim
Γ→0
Im
[ −Γ
(q0 ∓ ωk ± ωp)2 + Γ2
]
= (−π)δ(q0 ∓ ωk ± ωp) , (19)
7Figure 1. One-loop skeleton diagrams for transport coefficients of bosonic (a) and
fermionic (b) medium. Double line of boson-boson (a) and fermion-fermion (b) internal
lines indicate that these propagators are not free propagators, they contain finite
thermal width Γ.
so that Eq. (18) reduces to
T = 2IT lim
q0,~q→0
∫
d3k
(2π)3
NT
4ωkωp
{
(C2/q0)(−Γ)
(q0 − ωk + ωp)2 + Γ2 +
(C3/q0)(−Γ)
(q0 + ωk − ωp)2 + Γ2
}
=
IT
2
∫
d3k
(2π)3
(−N0T
ω2kΓ
)
lim
q0,~q→0
(
C2
q0
+
C3
q0
)
,where N0T = lim
q0,~q→0
NT
=
IT
2
∫
d3k
(2π)3
(−N0T
ω2kΓ
)
β Fφ,ψ , (20)
where d
dq0
(c2 + c3) = βF with F = fk(1 + fk) for φ and fk(1 − fk) for ψ is used which
clearly diverges in the limit Γ→ 0. However for interacting particles Γ will be finite and
the delta functions in Eq. (18) get replaced by a spectral function with a finite thermal
width.
This adoption of finite thermal width is a very traditional technique in Kubo
framework to get a non-divergent and finite value of transport coefficients. This Γ
is inversely related with relaxation time τ = 1/Γ. The relevant vertex like factors are
obtained as [79, 10, 73]
−N0η =
∑
c
g
8
3
~k4 ,
−N0ζ =
∑
c
4g
{(
1
3
− c2s
)
~k2 − c2s
d
dβ2
(β2m2ψ,φ)
}2
,
−N0σ = 4ge{~k2} (21)
and using these in Eq. (20), we get expressions of different transport coefficients, as
given in Eqs. (22), (23) and (24) respectively.
η =
∑
c
gβ
15
∫ d3k
(2π)3
τ

~k4
ω2k

F , (22)
ζ =
∑
c
gβ
∫
d3k
(2π)3
τ
(
1
ω2k
){(
1
3
− c2s
)
~k2 − c2s
d
dβ2
(β2m2)
}2
F , (23)
8σ =
∑
c
geβ
3
∫
d3k
(2π)3
τ

~k2
ω2k

F . (24)
where g is degeneracy factor of medium constituents and τ is relaxation time. The
degeneracy factor can in general we written as the product of degeneracies due to spin,
color, number of flavors and particle and anti-particle. For example degeneracy for
quark is 2(spin)×2(flavor)×2(quark and anti-quark)=8 and sum over the color is still
to be taken.
Let us first note that the background gluon field couples to quarks through the
covariant derivative as Dµ = ∂µ− δµ0A0. In the Polyakov gauge, the Wilson line L is in
the diagonal representation in the color space and therefore, the background gluon field
acts as an imaginary chemical potential for the colored particles. The corresponding
color dependent equilibrium distribution function for the quarks and the anti-quarks are
then given by [81]
fi(E) =
1
eβ(E−iQi) + 1
; f¯i(E) =
1
eβ(E+iQi) + 1
(25)
where, we have written Aij0 =
1
g
δijQi, without any summation over the index i. As
A0 is traceless,
∑
iQ
i = 0. The Polyakov loop φ is thus related to Qi as φ =
1
3
∑
i e
iβQi.
Further, for vanishing baryon density, one can choose φ to be real and parameterize
Qi = 2πT (−q, 0, q) with q as the dimensionless condensate variable. The Polyakov loop
variable Φ is therefore given by
φ =
1
3
(1 + 2 cos 2πq). (26)
It is easy to check that the the distribution function of Eq.(11) is the color averaged
distribution function i.e. fφ(E) =
1
3
∑
i fi(E).
Let us note that in Eq.(20) the summation over all the colors for the fermion loops
needs to be done. Thus while summing over colors one has
F ≡ ∑
c
fc(ωk){1− fc(ωk)}
= 3fΦ − 3
D2
[
e−6βωk + Φ(3Φ− 2)e−2βωk + 4Φe−4βωk + 2Φ(3Φ− 1)e−3βωk
]
,
(27)
where, D is the denominator of the Polyakov loop distribution function (11), D =
1+ 3Φe−βωk + 3Φe−2βωk +3e−3βωk . Let us note that one might further approximate the
color dependent distribution functions by their color averaged distribution function of
Eq.(11) in which case
F ≃ 3fφ(1− fφ) (28)
In such cases e.g., the expression for η becomes the more familiar expression as
η =
gNcβ
15
∫
d3k
(2π)3
τ

~k4
ω2k

 fφ(1− fφ) , (29)
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Figure 2. Diagram (a) represents quark self-energy diagrams with quark-meson loop,
where M = π , σ. Diagram (b) denotes π and σ meson self-energy diagram for π-σ
and π-π loop respectively.
One may note that such a replacement of color averaged distribution function is exact
in the Boltzmann limit. Further difference between replacing the color distribution
functions and their color averaged one is proportional to φ(φ− 1)e−2βE. This difference
is small both below and above the critical temperature while it can be relevant around
the critical temperature.
So far we have been concerned with the transport coefficients of quark components,
where we have to take care of FD distribution with color degrees of freedom,
which ultimately gives the Polyakov loop distribution function. However, for meson
components, we have to use just BE distribution function in the F of Eqs. (22), (23)
and (24).
2.3. Thermal widths of quarks and mesons
We have calculated the thermal widths of different components from the imaginary part
of their self energies. Unlike the vacuum case, for finite temperature, these thermal
widths have contributions from both the decay processes and scattering processes
involving particles present in the medium. Depending on the mass of the component
we are interested in, either of the processes can become dominant. In our calculations,
we found that for sigma meson, the mass is such that decay process dominates whereas,
for pion and quark cases, the scattering is the dominant process. Thus to calculate
the thermal width of quarks and mesons, we have to use relevant interaction part from
the total Lagrangian density, addressed in Eq. (1). From Eq. (2), we can identify σππ
interaction Lagrangian density:
Lσππ = λfπσ~π2 , (30)
which will help us to calculate mesonic thermal widths ΓM . Similarly to calculate
quark thermal widths ΓQ, we need to identify the QQM interaction part from Eq. (1).
Expanding this QQM interaction Lagrangian density and dividing it into QQπ and
QQσ components, we get
LQQπ = ig

 ∑
Q=u,d
ψ¯Qγ
5π0ψQ +
√
2{ψ¯uγ5π+ψd + h.c.}

 (31)
10
and
LQQσ = g
∑
Q=u,d
ψ¯QσψQ (32)
respectively.
The quark thermal width, ΓQ, can be estimated from the retarded part of the quark
self-energy ΣRQ(QM) at finite temperature for quark-meson (QM) loops, where M = π, σ
as shown in Fig 2(a). With the help of interaction Lagrangian densities (31) and (32),
we obtain
ΓQ(~k) = −
∑
M=π,σ
[
Tr
{
(k/+MQ)
2MQ
ImΣRQ(QM)(k)
}]
k0=ωkQ
=

∫ d3~l
(2π)3
{nQ(ωlQ) + nπ(ωuπ)}δ(k0 + ωlQ − ωuπ)
3g2Tr [(k/+MQ)γ
5(l/+MQ)γ
5]
2MQ(4ωlQω
u
π)
]
l0=−ωlQ,k0=ω
k
Q
+

∫ d3~l
(2π)3
{nQ(ωlQ) + nσ(ωuσ)}δ(k0 + ωlQ − ωuσ)
g2Tr [(k/+MQ)(l/+MQ)]
2MQ(4ω
l
Qω
u
σ)
]
l0=−ωlQ,k0=ω
k
Q
, (33)
where nQ(ω
l
Q) and nπ,σ(ω
u
π,σ) are the FD and BE distribution functions for intermediate
Q and M = π, σ states respectively. Here, we can again replace nQ(ω
l
Q) by color
average thermal distribution or Polyakov loop distribution fΦ. Now as mentioned earlier
the relevant process for quark is the QQπ or QQσ scattering processes, analyzing the
detailed branch cuts of this quark self-energy at finite temperature, one should notice
that the quark pole (k0 = ω
k
Q,
~k) remains within the Landau-cut (cut corresponding to
the scattering process) region( (~k < k0 < {~k2 + (MQ − Mπ)2}1/2) of Qπ loop, when
Mπ > 2MQ. Therefore, we will get non-zero values of ΓQ only in the temperature
region, where Mπ > 2MQ. This Landau cut contribution of quark self-energy basically
interprets forward and backward quark-meson scattering, by which mesons are absorbed
and emitted respectively [21].
Similarly, thermal widths of pion and sigma mesons Γπ and Γσ can be estimated
from the retarded part of the meson self-energies ΠRπ(πσ) and Π
R
σ(ππ) respectively, which
are represented by Fig 2(b) in a general form. Using the interaction Lagrangian density
(30), they are respectively derived as
Γπ(~k) = − 1
Mπ
[ImΠRπ(πσ)(k)]k0=ωkpi
=

∫ d3~l
(2π)3
{nπ(ωlπ)− nσ(ωuσ)}δ(k0 + ωlπ − ωuσ)
(
λ2f 2π
Mπ
)
1
4ωlπω
u
σ


k0=ωkpi
(34)
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Figure 3. (Color online) Temperature dependence of η (a) and η/s (b) for quark
(dashed line), pion (dotted line) and sigma (dashed-dotted line) components for
constant interaction strength. The results of Marty et al. [20] (brown circles), Fraile et
al. [10] (magenta stars), Lang et al. [11] (green squares) are included for comparison.
The straight horizontal red line indicates the KSS bound.
and
Γσ(~k) = − 1
Mσ
[ImΠRσ(ππ)(k)]k0=ωkσ
=

∫ d3~l
(2π)3
{1 + nπ(ωlπ) + nπ(ωuπ)}δ(k0 − ωlπ − ωuπ)
(
λ2f 2π
Mσ
)
1
4ωlπω
u
π


k0=ωkσ
,
(35)
where nπ and nσ are BE distribution functions for intermediate π and σ states
respectively.
Analyzing the detailed branch cuts of pion and sigma meson self-energies at finite
temperature, one can find that the pion pole (k0 = ω
k
π,
~k) and sigma pole (k0 = ω
k
σ,
~k) are
respectively situated in the Landau-cut (~k < k0 < {~k2 + (Mσ −Mπ)2}1/2) and unitary-
cut ({~k2+4M2π}1/2 < k0 <∞) regions for certain temperature range, where Mσ > 2Mπ.
Here, Landau cut contribution of pion self-energy measures the probabilities of forward
and backward π-σ scattering, where a σ is absorbed by former process and emitted by
latter one. Next, the unitary cut contribution of σ meson self-energy signifies forward
and backward decay processes - σ → ππ and ππ → σ respectively. Unlike the earlier
Landau cuts for quark and pion self-energies, the unitary cuts of σ meson self-energy
remains non-vanishing at T = 0 as it is associated with forward decay process. At finite
temperature, this unitary cut contribution gives a Bose-enhanced probability of this
forward decay process and also an in-medium probability of backward decay process,
which is absent in vacuum.
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3. Numerical results and discussion
Let us start our numerical investigations by using the expressions of η, ζ and σ, given
in Eqs. (22−24). At first, instead of using explicit temperature (T ) and momentum (~k)
dependent thermal width of quarks and mesons, constant values will be considered to
highlight the thermodynamical phase space structure of different transport coefficients.
This study is important as strong T dependence of thermal width sometimes dominates
over the T dependence of phase-space part. For example, we have conformal symmetry
breaking term in phase-space part of bulk viscosity expression (23), which generally
gives a peak structure near the transition temperature. Hence, bulk viscosity able to
map that peak structure only for a mild T dependent or constant values of thermal
width of medium constituents as we notice in Refs. [54, 45, 42, 43, 21]. However, a
strong T dependent thermal width or relaxation time can suppress the foot print of
peak structure as observed in Refs. [22, 20, 19, 21].
The results of η(T ) for constant ΓQ, Γπ and Γσ are plotted by dashed, dotted and
dash-dotted lines in Fig. 3(a). One can define their respective relaxation times τQ, τπ
and τσ using the relation τ(Q,π,σ) = 1/Γ(Q,π,σ) and we have fixed their values to 1 fm as
a typical value. The total shear viscosity ηt = ηQ + ηπ + ησ is denoted by solid line in
Fig. 3(a), which shows the dominant contribution of the quark component, compared to
the contributions of the components π and σ mesons. η(T ) of all components and their
total appear as increasing functions of T but they exhibit some changes in their rate of
increase near the transition temperature Tc. Here, we assume that the interactions are
well localized in space and time, so that total energy-momentum tensor, electromagnetic
current for the multi-component system can be approximated as a sum of independent
contributions [18]. Therefore, total transport coefficient is just considered as summation
of individual components.
The Fig. 3(b) shows the variation for η/s with temperature for respective
components and their total, where we notice that mesonic components decrease and
quark component increases with temperature. The increasing trend of total η/s in
the quark temperature domain is supported by the results of Ghosh et al. [21] (cyan
triangles) and Marty et al. [20] (violet squares). The decreasing trend of the ratio
below the transition temperature is also in agreement with the standard hadronic model
calculations [8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. Total η/s is above the so-called KSS
bound [75].
Following same notations of curves in Fig. (3), the temperature dependence of ζ and
ζ/s are shown in Fig. 4(a) and (b) respectively. Here, we are observing a sharp peak
structure in ζ and ζ/s near Tc. The peak structures of pion and sigma components
dominate compared to that of quark component. To understand this, we have to
focus on the conformal symmetry breaking terms [18, 21]
(
1
3
− c2s
)
and d
dβ2
(β2M2) in
the integrand of Eq. (23), where M is the temperature dependent mass of medium
constituent. Near Tc, the contribution of these quantities become maximum, which is
at the root of this peak structure in ζ . Hence, one can associate this peak structure
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of ζ(T ) with the maximum violation of conformal symmetry breaking near Tc. The
first term of conformal symmetry breaking is same for all components, while second
one is different for three different components. Rate of change of their masses with
temperature reach their extrema near Tc, which is responsible for making peaks in
their ζ ’s. Interestingly, sigma meson component shows two peak structure because of
the non-monotonic changes of its mass with temperature. Such a peak structure has
also been observed in the earlier calculations, based on Linear Sigma Model [18, 43]
and Nambu-Jona-Lasinio model [21], where similar kind of peak structure in ζ near
Tc were observed. We may assume indication of similar kind of peak structure from
the increasing nature of ζ/s(T < Tc) [15, 17] in the hadronic temperature range and
the decreasing nature of ζ/s(T > Tc) [41, 46, 47] in the temperature region of quark
phase. Fig. 4(b) has included some earlier results of ζ/s by Ghosh et al. [21] (triangles),
Kadam et al. [15] (solid squares), Karsch et al. [47] (stars), Hostler et al. [17] (blue
circles), Marty et al. [20] (open squares), whose order of magnitude is roughly close to
the present estimations.
Next, Fig. 5(a) and (b) respectively show the electrical conductivity σ and the
dimensionless quantity σ/T for different components of the medium. Using Eqs. (24) for
different constituents, the results for quark (dashed line), pion (dotted line) components
and their total (solid line) are calculated, where charge neutral constituents like σ and
π0 do not come into the picture. Similar to shear viscosity, σ(T ) of different components
and their total are increasing functions of T with some changes in their rate of increments
near the transition temperature Tc. The σ(T ) of quark component is much larger
than that of pion component at high T domain but in low temperature domain, pion
component is dominant over quark component. In the hadronic temperature domain,
σ/T of Refs. [68, 69, 67] are more or less in the same order of magnitude as our result.
In this context, there are large numbers of works in LQCD approach with different
numerical strengths of σ/T . Some of them [58, 59, 55] are displayed in Fig. 5(b) at
certain T (> Tc). A temperature dependent data (open circles) for σ/T is also added
from the latest version of Ref. [57].
So far, the results of transport coefficients η, ζ and σ are obtained for constant
thermal widths of medium constituents to highlight the phase-space structure of these
coefficients. Now we proceed to estimate these transport coefficients for explicit T and ~k
dependent thermal width. Before that, let us discuss in detail the structure of thermal
widths for different medium constituents and then the results of different transport
coefficients using those temperature and momentum dependent Γ’s. For quark thermal
width ΓQ, let us first concentrate on Eq. (33), which gives the on-shell value (k0 = ωQ) of
the imaginary part of quark self-energy for quark-meson loops. We can see the invariant
mass distribution of ΓQ by transforming the on-shell relation k0 = ω
k
Q = {~k2+M2Q}1/2 to
the off-shell one k0 = {~k2+M2}1/2 in Eq. (33), whereM is invariant mass of quark. Now
we can expect to observe a scattering (pion, quark) or decay (sigma) interaction at a
particular temperature if the pole mass of the constituent lies within the range, where the
invariant mass distribution of the thermal width is nonzero. For temperature T = 0.120
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(dashed line), pion (dotted line), σ (dash-dotted line) and their total (solid line) for
constant interaction strength. The results are compared with Karsch et al. [47] (red
stars), Hostler et al. [17] (blue circles) and Marty et al. [20] (open squares)
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Figure 5. (Color online) Temperature dependence of σ (a) and σ/T (b) for quark
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GeV and quark momentum ~k = 0.500 GeV, Fig. 6(a) shows the structure of ΓQ(M)
(dashed line). Here the straight vertical blue line denotes the on-shell (constituent)
quark mass MQ at T = 0.120 GeV, obtained within PQM model. We can see that the
MQ is away from the Landau cut region (0 < M < |MQ −Mπ|) of quark self-energy,
where ΓQ(M) is non-zero. Therefore, the on-shell value of ΓQ at T = 0.120 GeV is zero,
which we can see from the dashed line of Fig. 7(b). Remembering the discussion related
to this issue after Eq. (33), we can get a non-zero on-shell value of ΓQ beyond the Mott
temperature TM , from where the threshold condition (Mπ > 2MQ) of πQQ interaction
will be valid. In other words, we can say that MQ will be within the Landau cut region
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Figure 7. Temperature dependence of mass (a) and thermal width (b) for quark (dash
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|~k| = 0.500 GeV for panel (b).
of quark self-energy for T > TM .
Imposing similar kind of off-shell condition in Eqs. (34) and (35) for π and σ mesons,
one obtains Γπ(M) and Γσ(M) which are shown in Fig. 6(b) and (c) respectively. We
see that the on-shell masses of π and σ mesons at T = 0.120 GeV, indicated by blue
vertical lines in Fig. 6(b) and (c), are located within the respective branch cuts of their
self-energies. Therefore, we will get non-zero on-shell values of Γπ and Γσ at T = 0.120
GeV. After a certain temperature, from where the threshold condition (Mσ > 2Mπ)
of σππ interaction is not valid, the on-shell values of Γπ and Γσ will vanish. This
fact becomes more clear in Fig. 7(b), where on-shell values of Γπ (dotted line), Γσ
(dash-dotted line) and ΓQ (dashed line) are plotted against T axis. Now following our
previous discussion in section 2.3, we see that MQ is only smaller than Mσ −MQ or
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Figure 8. (Color online) Temperature dependence of η (a) and η/s (b) for pion (dotted
line) and quark (dashed line) using their temperature and momentum dependent
thermal widths and comparison with the results of Kadam et al. [16] (blue circles),
Gorenstein et al. [14] (green squares), Deb et al. [22] (green circles), Marty et al. [20]
(solid and open squares for DQPM and NJL model).
Mπ − MQ for T > TM (Mott temperature) and it is never greater than the sum of
the masses of any two components. So as we mentioned earlier it will only go through
scattering processes and that is also only for a limited temperature region which we can
clearly see in the lower panel, where ΓQ remains zero in hadronic temperature region.
Beyond the Mott temperature, it gets the non-zero value. Similarly we notice that Γπ
and Γσ are non-zero in hadronic temperature range and beyond the Mott temperature,
they vanish. These T dependence of thermal widths are mainly controlled by the T
dependence of MQ, Mπ and Mσ, which are shown by dashed, dotted and dash-dotted
lines respectively in Fig. 7(a). The masses of σ and π mesons are basically obtained
from the Eqs. (7) and (9). In the chirally broken phase, the pion mass, being the mass
of an approximate Goldstone mode, is protected and varies weakly with temperature.
On the other hand, the mass of σ, which is approximately twice of the constituent
quark mass, drops significantly near the transition temperature. At high temperature,
being chiral partners, the masses of σ and π mesons become degenerate and increase
linearly with temperature. The temperature dependence of quark mass MQ = g σ is
mainly determined by the temperature dependence of chiral order parameter σ, which
decreases with temperature to small values but never vanishes. On the other hand, the
Polyakov loop parameter grows from Φ(T = 0) = 0 to Φ = 1 at high temperatures.
This decreasing and increasing nature of σ(T ) and Φ(T ) respectively signify the chiral
and confinement properties of quark-hadron phase transition and are reflected in the
temperature dependence of quark and meson masses. The transport coefficients thus
depend both on the phase space factors and the momentum dependent widths.
Now, when we use the explicit structure of Γ(Q,π,σ) in Eqs. (33), (34) and (35),
the Figs. (3), (4) and (5) are respectively transformed to Figs. (8), (9) and (10), which
have now additional influence of temperature dependent thermal widths along with the
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Figure 10. (Color online) Temperature dependence of σ (a) and σ/T (b) for
pion (dotted line) and quark (dashed line) using their temperature and momentum
dependent thermal widths and comparison with the results of Fraile et al. [10] (magenta
stars), Marty et al. [20] (open squares), Cassing et al. [63] (blue pluses), Puglisi et
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phase space part. We have split the temperature region into two parts because of the
kinematic thresholds for mesons and quark self-energies. The first part, covering the
hadronic temperature range, is for the results of pion component, while the results of
quark component are plotted in the second part, which can be considered as quark
temperature region. Since the results of σ meson component is negligible, because of its
high values of Γσ as well as Mσ in the hadronic temperature range, the results of pion
component only are shown in the panel of hadronic temperature region. Let us first come
to the Fig. 8, where η and η/s for pion and quark components are described in panels
(a), (b), (c) and (d) respectively. The blowing up tendency of η for pion component
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in high T domain is because of the suppressing tendency of Γπ, as shown previously
by the dotted line in Fig. 7(b). Similarly, the result of η for quark component is also
limited within a particular (high) temperature domain because the non-zero structure of
ΓQ(T ) is limited within that T -zone, as shown previously by the dashed line in Fig. 7(b).
That is why we should focus on the order of magnitude for the transport coefficients
instead of those blowing up regions. By using this kind of Γ(~k, T ), not only η but
also other transport coefficients follow this pattern, which also observed in the earlier
Ref. [21]. Fig. 8(b) shows that the η/s for pion component from our calculation has,
approximately, same order of magnitude as the results of Kadam et al. [16] (blue circles),
Gorenstein et al. [14] (green squares). The corresponding results for quark component
in its T range agree with the earlier results obtained by Deb et al. [22] (green circles)
and Marty et al. [20] (solid and open squares for two different models).
Following similar pattern of Fig. (8), Fig.9(a) to (d) show the ζ and ζ/s for
pion and quark components, whose order of magnitude are comparable with results
of Dobado et al. [43] (violet diamonds) in the hadronic temperature range and Arnold
et al. [39, 1] (blue triangles) in the quark temperature domain. Next, using the same
T and ~k dependent thermal widths, the electrical conductivity σ and σ/T for pion and
quark components are plotted in Fig. (10). Numerical values of σ/T , obtained by us,
are compared with the results of Marty et al. [20] (open squares), Cassing et al. [63]
(blue pluses), Fraile et al. [69, 10] (magenta stars) in the hadronic temperature domain,
whereas in the quark temperature domain, the values of our σ/T are compared with the
results of Cassing et al. [63] (blue pluses) and Puglisi et al. [64] (open circles).
One may note that the present estimation of the transport coefficients in divided
into two narrow temperature intervals about the Mott temperature. Below the Mott
temperature, one has contributions from hadrons, namely pions and sigma while above
the Mott temperature one has contributions from quarks. Below the Mott temperature
the dominant contribution to transport coefficients comes from pions. The kinematic
constriant of mπ < |mπ − mσ| translates into an upper cutoff on temperature for this
process. Similary above the Mott temperature the constraint mπ > 2mq imposes a
lower cut off on temperature. As shown in Fig. 7.b., Γq vanishes for large temperatures.
Thus the 1→2 processes considered in this work results in the two narrow intervals
near Mott temperature. However the temperature ranges of these intervals can be
extended by including off shell contribution as has been considered in Ref [26]. Besides
the calculation can be improved by including 2→2 scattering process which will not be
restricted by such kinematic constriants [28].
One may observe from this investigation that near (but above) the Mott
temperature Q↔ QM scattering plays an important role as including these interactions
result in a ratio of η/s close to the conjectured KSS lower bound of 1/(4π). In the
temperature interval above Mott temperature, the divergent nature of the transport
coefficients at high temperatures reflect the fact that Q↔ QM scattering contribution
to Γq vanishes. Although, one can expect an approximately constant values of η/s
(∼ 0.3) if one considers the 2 → 2 elastic scattering of quark-quark and quark-meson
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interaction as discussed in Ref. [28].
We might realize here that a small value of η/s near the transition temperature is a
reflection of an inherent non-perturbative feature captured by effective models like NJL
[19, 20, 22] and PQM [28] models unlike pQCD calculations at high temperature [4].
Such models consider 2 → 2 elastic scatterings. The inclusion of in-elastic scattering
component with those earlier estimations will lead a further reduction of η/s near the
Mott temperature. Similar effects are also expected in other transport coefficients like
bulk viscosity and electrical conductivity.
The present approximation of estimating the transport coefficients is similar to
quasi-particle and relaxation time approximation of the boltzmann equation as done in
Ref [18]. Within this approximation the contritbution of different species for transport
coefficients are added. Whereas to calculate the relaxation time for given species the
relaxation times of scattering and decay involving other particles are added inversely.
Therefore the effect of interactions with other species is also included in the evaluation
of relaxation time and hence on the transport coefficient.
Besides such RTA mixing picture, there are also some alternative prescriptions like
Ref [83] which is similar to Chapman-Enskog method, approximate method of Wilke’s
expression [84] and many empirical based methods [85].
4. Summary and Perspectives
In this article, we have investigated the role of PQM dynamics in calculations of different
transport coefficients like shear viscosity η, bulk viscosity ζ and electrical conductivity σ
of quark and hadronic medium with zero quark chemical potential. We have first briefly
sketched the background framework of Kubo method to obtain the standard expressions
of η, ζ and σ. We have also shown explicitly how the polyakov loop affects the thermal
distribution functions of quarks which appear in calculation of transport coefficients.
The temperature dependence of transport coefficients depends on two parts - one
is thermodynamical phase-space structure and other is thermal width of respective
transport correlators. To distinguish between the two effects, we have taken constant
thermal width for different transport correlators, which essentially reveals the effect of
the phase-space structure on different transport coefficients. The phase-space structure
of transport coefficients is mostly governed by the temperature dependent masses of
the quark and mesons in PQM model. The temperature dependence of the masses is
governed by the chiral symmetry restoration in the model at high temperature. η and
σ show an increasing behavior with temperature without much sigmnificant changes at
the quark-hadron transition temperature.
Interestingly, even with constant decay width η/s shows a minimum at the
tranisition temperature.
On the other hand ζ exhibits a peak structure near the transition temperature.
Unlike η and σ, the expression of ζ additionally contains conformal breaking terms
of QCD medium apart from phase space structure, whose peak pattern is reflected in
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temperature dependence of ζ . The qualitative profiles of η/s, ζ/s and σ/T vs T are in
agreement with the earlier studies, based on different dynamical models.
Next, we have considered the explicit temperature and momentum dependence of Γ
for quark and mesons to estimate the values of those transport coefficients. In our earlier
work [28], the quark and pion thermal widths or their inverse (relaxation times) have
been calculated using 2 → 2 kind of elastic channels, for which we get η/s ≈ 0.25 − 3
near the Mott temperature. In present work, we have focussed on 1 ↔ 2 kind of in-
elastic channels of quarks and mesons, which are calculated from the imaginary part of
their self-energies at finite temperature. For quark self-energy, quark-pion and quark-
sigma meson loops are taken while pion-sigma and pion-pion loops are taken to obtain
pion and sigma meson self-energies respectively. The thermal widths of quark and
mesons are found to be non-zero in limited regions of high and low temperature domain
because of their respective threshold conditions. Therefore, when we estimate different
transport coefficients using those thermal widths, we are able to predict their values
within those temperature ranges only. Interestingly, we notice that near (but above)
the Mott temperature, η/s can reach the KSS value (∼ 0.08) because of such 1 → 2
inelastic scattering processes. The contribution of inelastic channels to the calculation
of thermal widths may be comparable, or may even be dominant, to those of 2 → 2
elastic scatterings,. Although beyond a certain temperature, the contribution of in-
elastic scattering vanishes and only elastic channels [28] survive leding to low η/s.
The present work of two flavor PQM model can be generalized to a more realistic 2
+1 flavor model. With more number of mesons there are many more channels involving
the strange quarks. It will be interesting to look at the different branch cut structure
due to the difference in masses of the strange and non strange quarks. Calculations in
this regard are in progress and will be reported in future.
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