User-generated online content serves as a source of product-and service-related information that reduces the uncertainty in consumer decision making, yet the abundance of such content makes it prohibitively costly to use all relevant information. Dealing with this (big data) problem requires a consumer to decide what subset of information to focus on. Peer-generated star ratings are excellent tools for one to decide what subset of information to focus on as they indicate a review's "tone". However, star ratings are not available for all user-generated content and not detailed enough in other cases. Sentiment analysis, a text-analytic technique that automatically detects the polarity of text, provides sentiment scores that are comparable to, and potentially more refined than, star ratings. Despite its popularity as an active topic in analytics research, sentiment analysis outcomes have not been evaluated through rigorous user studies. We fill that gap by investigating the impact of sentiment scores on purchase decisions through a controlled experiment using 100 participants. The results suggest that, consistent with the effort-accuracy trade off and effort-minimization concepts, sentiment scores on review documents improve the efficiency (speed) of purchase decisions without significantly affecting decision effectiveness (confidence).
Introduction
Research has adequately established the essential role of information in decision quality (Keller & Staelin, 1987; Raghunathan, 1999; Stigler, 1961) . Information is valuable but comes with the cost of the time and effort (and sometimes financial resources) spent to gather, analyze, and comprehend it. Further, after one reaches a critical "mass" of information, the value of additional information on decision quality diminishes. Purchase decisions are a typical area where these effects manifest themselves. Consumers are normally aware of the trade-offs between the costs and benefits of information (Stigler, 1961) and implicitly add the cost of information to the final value of the product or services that they purchase while making their decisions.
Word of mouth (WOM) represents one of the most important sources of information for consumers. The growing prominence of Web 2.0 technologies and the emergence of social media interactions have led to a form of WOM that is much more prevalent than classical WOM. This electronic form of WOM (eWOM) is generated continuously in the form of tweets, blog posts, news, reviews, and comments. Online reviews play a notably significant role in consumers' purchase decisions (Mudambi & Schuff, 2010) because of their accessibility and the variety of information that one can gather in near real-time fashion. Millions of people express their opinions about restaurants, hotels, products, and even their family physicians or university professors through online review websites such as Yelp (www.yelp.com), Tripadvisor (www.tripadvisor.com), Amazon (www.amazon.com), RateMds (www.ratemds.com), and Ratemyprofessors (www.ratemyprofessors.com). Individuals can use this user-generated content to make wiser decisions (Huang, Tu, Fu, & Amanzadeh, 2013) . However, users often find the vastness of this content hard to digest, which gives rise to the challenge of information overload (Turetken & Sharda, 2005) .
Star ratings are common decision aids that consumers use to address the overload problem in this domain. These ratings help decision makers to select what content to focus on by providing cues on the content's sentiment (polarity). These quick cues are often useful; however, as we detail later in this paper, they are limited in their availability and value as differing forms of user generated content such as tweets or posts on popular social media sites such as Facebook (www.facebook.com/) and LinkedIn (www.linkedin.com) becomes more common place. Meanwhile, online review content has high volume, high velocity, and high veracity; therefore, one can classify it as "big data", and it should benefit from analytics approaches as do other forms of big data. For this reason, we examine the potential of sentiment analysis, a text-analytics technique that generates scores, which can substitute for star ratings. Sentiment analysis uses various analytical techniques to determine whether a piece of text is positive, negative, or neutral (Liu, 2012) . Sentiment analysis tools present the output either as a binary classification or on a continuous scale as a sentiment score. Some sentiment analysis tools can also express topic-specific polarities and a general polarity score (Liu, 2012) .
Researchers have reported on various sentiment analysis applications in the literature (Bai, 2011; Balahur, Hermida, & Montoyo, 2011; Duric & Song, 2012; Go, Bhayani, & Huang, 2009; Huang et al., 2013; Jiang, Yu, Zhou, Liu, & Zhao, 2011; Kouloumpis, Wilson, & Moore, 2011; Pang, Lee, & Vaithyanathan, 2002; Reyes & Rosso, 2012 ), yet, to the best of our knowledge, they have not sufficiently tested whether those applications are successful in supporting decisions. In this study, we address the gap in the empirical evaluation of the usefulness of sentiment scores in assisting individuals in purchase decisions. More precisely, we investigate how sentiment scores impact individuals' purchase decisions when used with online reviews that are not supported by other decision aids such as star ratings. Specifically, we address the following research question: RQ: Does presenting sentiment scores with online user reviews improve decision outcomes compared to presenting the same reviews without decision aids?
To address this research question, we performed an empirical investigation through a controlled experiment with 100 subjects. We evaluated decision outcomes with both objective and subjective measures. The objective measure was the time that users spent to search, find, and analyze the information, while the subjective measure was users' evaluation of their level of confidence about their decision. The empirical findings provide evidence that sentiment analysis can help individuals to make more efficient decisions, which has implications for consumers and providers of product-or service-related information.
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Background
In this section, we first briefly review the cost-benefit framework and information foraging theory, which, together, provide a theoretical grounding for our investigation into the impacts of sentiment scores on purchase decision outcomes. Then, we review two main areas related to this study (support of consumer purchase decisions and sentiment analysis technology) and review the empirical work in these areas.
Cost/Benefit Framework
Cost-benefit theory provides a conceptual foundation for studying human decision behavior. This framework asserts that individuals strive to choose a strategy to simultaneously acquire beneficial information and lower cognitive cost. For this, they weigh the benefits (i.e., the positive impact of using extra information) and costs of acquiring and processing that information for a decision making task (Christensen-Szalanski, 1980; Creyer, Bettman, & Payne, 1990; Payne, 1982) . In cost/benefit literature, "cost" refers to individuals' mental effort to acquire and compute information, while "benefit" refers to the positive impact that effort has on their decision outcomes.
The effort-accuracy framework of cognition (Payne, 1982) , an extension to cost-benefit framework, proposes that decision maker primarily focus on maximizing accuracy (decision quality) and minimizing cognitive effort. Because these objectives often conflict, individuals make some trade-offs between the two. In a series of studies that investigated what strategies and choices decision makers who use decision support systems (DSS) made, Todd and Benbasat (1992 , 1994 , 1999 found that decision makers adapt their strategy selection in such a way as to maintain a low overall expenditure of effort. The results of studies in the domain of intelligent systems are consistent with this notion of "effort minimization" (Gregor & Benbasat, 1999) .
While purchasing a product or service, consumers look for as much useful information as possible to make the best decision. This search for information follows the cost-benefit theory or effort-accuracy framework. One can consider the time that consumers spend to find and indulge information the cost and the satisfaction and confidence in the final decision the benefit of their decision. To lower the costs of searching for relevant information, individuals use certain information cues. Below, we review a theory that can be useful in framing the use of such cues.
Information Foraging Theory
Information foraging theory explains how individuals adapt strategies and technologies for seeking, gathering, and consuming information to the flux of information in the environment. (Pirolli & Card, 1999) . Pirolli and Card (1999) argue that information seeking in human mind is similar to food foraging behavior in animals and propose information foraging theory, which originated from optimal foraging theory or, more specifically, food foraging theory in anthropology (Winterhalder & Smith, 1992) and behavioral ecology (Stephens & Krebs, 1986 ). Pirolli and Card (1999) note that: "The basic hypothesis of information foraging theory is that when feasible, a natural information system evolves toward stable states that optimize gains of valuable information per unit cost" (p. 643). The theory assumes that individuals, when possible, will modify their strategies of acquiring information or the structure of environment to maximize their rate of gaining valuable information. Optimal information foraging focuses on how people will best adapt themselves to their information environments and how information environments can best be shaped to serve their needs of getting the maximum amount of information with a limited amount of resource allocation (energy and time expenditure) (Pirolli, 2007) .
Information foraging theory, as Pirolli and Card (1999) explain, attempts to specify the ways in which users search for information. According to Pirolli (1997) , users are heavily influenced by the "information scent". Pirolli (1997) indicates that cues in the immediate environment of information presentation will let out a "scent" about the nature of information. This scent will then direct the user to either choose and pursue that source of information or ignore it for another more promising information path. Sundar, Knobloch-Westerwick, and Hastall (2007) investigated users' reliance on information cues to moderate information overload. They evaluated the impact of different cues on news websites and how they affected users' information foraging behavior. The found that individuals' main problem in information gathering and sense making was allocating attention (Pirolli & Card, 1999) . Different types of cues have distinctive impact on users' attention. Sundar et al. (2007) compared the impact of different cues on users' news selection behavior and found evidence that different combinations of cues have different effects on users' information selection behavior.
Hyperlinked text on webpages is another example of information cues that can possess various levels of scent (a strong scent, weak scent, or no scent) based on the degree to which the hyper-linked words relate to the user's information goals (Pirolli, 1997) . Pirolli, Pitkow, and Rao (1996) examined the impact of webpage clustering on information foraging and found support for the hypothesis that individuals who successfully use clustering may increase how effectively and efficiently they acquire information.
Further, as Khapre and Basha (2012) note, "Information cues, play a very important role in the process of directing the user to query information in the information foraging process" (p. 384). Individuals develop information feeding plans based on existing categories in their own minds (experience), their judgment of the available information (mental representation of information), and the specific tasks that they are trying to tackle. Sundar et al. (2007) also found that the variation in information foraging behavior depends on users' experience, information representation, and the information goal.
We believe that the quantitative data extracted from qualitative product/service reviews through sentiment analysis provides another cue that helps consumers navigate the information space and save them cognitive effort in choosing sources to read in a way to make the most informed decisions in limited time.
The value that sentiment analysis scores provide in this context is similar to that of star ratings but has broader applicability since star ratings are not always available or sufficiently detailed to be effective. Also, as past research has suggested (Khapre & Basha, 2012; Sundar et al., 2007) , we expect users' inherent characteristics to influence their information-foraging behavior with or without the presence of sentiment analysis scores.
Information Cues and Purchase Decisions
Researchers have traditionally thought that consumers search for new information mainly to reduce the uncertainty surrounding their decision (Cox, 1967; Hansen, 1972) . They will search for information until they reduce their uncertainty to a tolerable level (Urbany, Dickson, & Wilkie, 1989) . They can obtain such information from different sources. Economic and marketing studies have extensively shown that word of mouth (WOM) plays an important role in shaping consumer attitudes and behaviors (Buttle, 1998) . More specifically, supplemental product information in the form of user and consumer feedback has increasingly begun to influence individuals' purchase decisions (Chevalier & Mayzlin, 2006; Dellarocas, Zhang, & Awad, 2007; Reinstein & Snyder, 2005) .
One can consider reviews, either from a professional or a fellow consumer, as one of the best sources of product or service information (Dang, Zhang, & Chen, 2010) . Because one can access online reviews regardless of time and distance, consumers often consider online reviews a better source of information than traditional paper-based reviews and, thus, prefer them (Mudambi & Schuff, 2010) . Online reviews help consumers to decrease their decision time and effort, which contributes to a more satisfying purchase decision outcome (Schiffman & Kanuk, 2007) . However, the rapid increase in the volume of Internet users and the growth of Web 2.0's (interactive Web) popularity among those users has given rise to massive collections of user-generated content (Turetken & Olfman, 2013) . Hence, finding, gathering, comprehending, and using such information has become more challenging and time consuming.
Based on the theoretical background we discuss above, it is important to discern which reviews are the most useful in reducing consumers' purchase uncertainty. Star ratings that accompany reviews where consumers indicate their opinion about a product or service by writing comments along with a ranking (typically from 1-5) are popular among consumers. According to Chevalier and Mayzlin (2006) , star ratings provide an excellent opportunity to measure the valence of comments without analyzing the comments themselves. Research has shown that consumers use decision and comparison aids (Todd & Benbasat, 1992) and numerical content ratings (such as star ratings) (Poston & Speier, 2005) to not only conserve cognitive resources and reduce energy expenditure to acquire information but also improve the purchasedecision process (Mudambi & Schuff, 2010 ).
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Meanwhile, many other useful sources of reviews such as blog posts and social networking websites do not contain any numerical information that resembles star ratings. Therefore, the question arises as to which blog post or social networking website one should read given the limited (time) resources and the lack of additional cues such as star ratings on the products/services that these sources report on.
Research from several disciplines (e.g., accounting, finance, consumer behavior) has found that, in the absence of adequate tools, such content would overload information users and lead to a decrease in the quality of the decisions they make (Abdel-Khalik, 1973; Chewning & Harrell, 1990; Shields, 1980; Snowball, 1980) , an increase in the time required to make those decisions, and an increase in confusion regarding their decisions (Jacoby, Speller, & Berning, 1974; Jacoby, Speller, & Kohn, 1974; Malhotra, Jain, & Lagakos, 1982; Turetken & Sharda, 2004 . This problem is even more relevant today when considering the big data paradigm, which not only points to the volume but also the dynamic and often inaccurate nature of available data. As we discuss in Section 2.4, researchers have advocated sentiment scores to improve information acquisition and to mitigate overload especially when other numerical ratings (e.g., star ratings) are not available.
Sentiment Analysis
Sentiment analysis (SA) is a data-summarization and opinion-mining technique that produces numeric sentiment scores in a spectrum from extremely negative to extremely positive. Many of the SA tools commonly used today rely on lexicons that store sentiment words and their polarity. Hatzivassiloglou and McKeown (1997) report that fully automated sentiment tools can identify sentiment words and their respective polarity in sentences with an accuracy level (compared to human experts) as high as 82 percent. Based on this promise, various researchers have focused on developing and improving sentiment dictionaries (Balahur et al., 2011; Maks & Vossen, 2012; Steinberger et al., 2012; Tufiş & Ştefănescu, 2012) . This research has also strived to go beyond the typical sentiment-detection problems to emphasize multilingual sentiment analysis (Steinberger et al., 2012) , actor subjectivity (Maks & Vossen, 2012) , and irony detection (Reyes & Rosso, 2012) . Recent research has also focused on going beyond supervised lexicon development to semi-automatic and automatic machine learning approaches (Bai, 2011; Duric & Song, 2012) . This body of literature on sentiment analysis presents applications of the proposed approaches and their computational evaluations (Denis & Sagot, 2012; Go et al., 2009; Hajič, 2000; Huang et al., 2013; Jiang et al., 2011; Kouloumpis et al., 2011; Liu, Li, Zhou, & Xiong, 2011a , 2011b Liu, Zhang, Wei, & Zhou, 2011; Pang et al., 2002 ); yet do not provide empirical support for the success of these applications on users in a typical decision making scenario such as purchasing a product.
For example, Huang et al. (2013) propose that one can use sentiment analysis results to make wiser and faster decisions based on the idea that the extensive amount of product or service information extracted from user generated content (mainly retrieved from Web 2.0) is not easy to digest otherwise. (Huang et al. (2013) explain that "feature-sentiment information can help users digest user-generated reviews more efficiently". Their work relies on the results from a previous study by Yatani, Novati, Trusty, and Truong (2011) on "feature sentiments" and their impact on decisions. Neither of these studies evaluates the impact of "sentiment scores" or "polarity detections" on decision making.
In similar work, Cambria, Song, Wang, and Howard (2014) suggest that one can use sentiment analysis tools to extract useful information from unstructured data. Their system uses a blend of common and common sense knowledge to build a comprehensive resource in an attempt to emulate how tacit and explicit knowledge is organized in human mind and use this resource to design an opinion mining and sentiment analysis system. However, they fails to provide any evidence to support the claimed usefulness of the system they introduce.
Liu (2012) lists a set of application domains for sentiment analysis ranging from evaluating consumer products, services, healthcare, and financial services to analyzing social events and political elections. He particularly believes that one can use the information derived from sentiment analysis to make predictions.
He argues such analyses can predict sales performance, volume of comments in political blogs or boxoffice success of movies as well as characterizing social relations. However, he does not study these claims further and does not investigate the actual impact of the polarity of reviews on these human metrics. An understanding of the impact of review polarity on each individual is the first step in predicting aggregate outcomes such as sales performance that Liu (2012) discusses.
Schumaker, Zhang, Huang, and Chen (2012) developed a two-stage approach to detecting sentiment by first analyzing the subjectivity of financial news articles. They used these subjectivity scores and the sentiment scores of the subjective articles to predict stock prices and found that subjective news did not improve predictive ability.
From surveying the sentiment analysis literature, Rosas, Mihalcea, and Morency (2013) list some applications for sentiment analysis technology: 1) branding and product analysis (Hu & Liu, 2004) , 2) analysis of political debates (Carvalho, Sarmento, Teixeira, & Silva, 2011) , 3) question answering (Yu & Hatzivassiloglou, 2003) , and 4) tracking sentiment timelines in online forums and news (Lloyd, Kechagias, & Skiena, 2005) . Among these applications, scholars have empirically evaluated only the sentiment analysis of political debates (e.g., Tumasjan, Sprenger, Sandner, & Welpe, 2010; Thomas, Pang, & Lee, 2006) . Likewise, Liebmann, Hagenau, and Neumann (2012) found evidence that using sentiment analysis to organize unstructured qualitative e-commerce data can help financial analysts and investors make better decisions in allocating resources in e-commerce. These studies stand out in their empirical support for the usefulness of sentiment analysis, but their focus is different from the more common consumer product decisions that we investigate in this paper.
The review of the empirical literature suggests that sentiment analysis is a promising technique to generate scores that can substitute explicit cues as star ratings in the absence of those ratings or when star ratings cannot sufficiently help one navigate a collection of reviews. However, to date, research in sentiment analysis has emphasized developing tools and increasing the accuracy of automatically detected sentiment scores but paid little attention to collecting empirical evidence on the usefulness of sentiment scores. We believe that the current maturity level of sentiment analysis more than warrants rigorous empirical work on its success in supporting decision makers. What we report in the rest of this paper contributes to filling that research gap.
Research Model and Hypotheses
Given the background we present in Section 2, we propose:
H1: Sentiment scores that accompany user reviews improve consumers' purchase decision outcomes compared to online reviews without decision aids.
As with past research (e.g. Tan, Tan, & Teo, 2012) , we evaluated purchase decision outcomes through efficiency and effectiveness with objective and subjective measures, respectively. We investigated efficiency via the time that consumers spend to acquire information and make a decision (surrogate for effort) and effectiveness via individuals' confidence in their decision.
As the extant literature that Tan et al. (2012) summarizes indicates, when a decision aid supports users, they benefit from lower search effort (Häubl & Murray, 2006; Häubl & Trifts, 2000; Swaminathan, 2003) and lower search time (Pedersen, 2000; Vijayasarathy & Jones, 2001 ). According to Tan et al. (2012) , they benefit in this way partly because the decision aid provides users with more confidence. On the other hand, reflecting on our discussion on cost benefit trade-offs and the notion of effort minimization (Todd & Benbasat, 1992 , 1994 , 1999 , we suggest that such aid will benefit users by reducing the effort they need to make (and, hence, by increasing the speed with which they will make decisions) regardless of whether they report higher confidence levels or not. As Tan et al. (2012) argue, consumers take time to not only inform themselves on the features of the decision choices they are faced with but also self-justify their final decisions. The presence of decision aids will shorten the time for both activities. Therefore, we hypothesize:
H1: Product reviews with sentiment scores as a decision aid help individuals make their purchase decisions faster than decisions made with reviews without decision aids.
Confidence is an appropriate surrogate for effectiveness for this study because the decisions we examined presented no "dominating" alternatives to users; therefore, unlike what Tan et al. (2012) presented to their users in their experiment, we presented no right or wrong decisions. Therefore, one cannot define a strict accuracy measure; rather, what matters is for the users to make their decisions based on sufficient information. Users' relative confidence in their decisions indicates their subjective assessment of the "well informedness" of their decisions (Sniezek, 1992) . In fact, as Russo, Schoemaker, and Russo (1989) , providing appropriate information (i.e., information supported by decision aids) may make decision makers more confident even if that information is not directly useful for their decisions. Therefore, we hypothesize:
H2: Product reviews with sentiment scores as a decision aid help individuals make their decisions with a higher level of confidence than decisions made with the help of product reviews without decision aids.
As we discuss above, users' characteristics influence their information-foraging behavior (Khapre & Basha, 2012; Sundar et al., 2007) . Other research on human behavior (e.g., Bucklin & Gupta, 1992; D'Souza, Taghian, & Khosla, 2007; Slama & Tashchian, 1985) has also established that "user characteristics" play a significant role in decision outcomes. For example, decision makers' experience about a product may affect both their time to make a decision (Newman & Staelin, 1971) and their level of confidence in that decision (Washburn & Plank, 2002) . Consumers who have previously consumed or used a product will make purchase decisions (in most cases) of the same type of product faster and are typically more satisfied with their choice. Therefore, we measure and control for participants' familiarity (familiarity with subject) with the decision context.
Likewise, demographical characteristics might affect decision outcomes both directly and through their effect on information-foraging behavior (Murphy & Olaru, 2009 ). Many researchers in the marketing and consumer behavior fields have extensively investigated gender differences in online purchase decisions (e.g., Berni, 2001; Brody, 1984; Chiger, 2001; Gutteling & Wiegman, 1993; Peter, Olson, & Grunert, 1999) . Some earlier studies have focused on differences in perception of risk in performing online shopping, while more recent research has focused on consumer behavior or attitude in terms of information processing in specific situations. For example, Brody (1984) , Gutteling and Wiegman (1993) , Stern, Dietz, and Kalof (1993) found that women perceive greater risks in a wide variety of domains including financial, medical, and environmental. In more recent work, Homburg and Giering (2001) indicate that gender strongly influences the sales process and purchase intention satisfaction. Further, Konrad, Ritchie, Lieb, and Corrigall's (2000) results indicate that females, when involved in shopping decisions, pay more attention to personal interaction and interpersonal relationships than men. Peter et al. (1999) found that men and women process information differently. Chiger (2001) and Berni (2001) confirm as much in showing that men approach shopping tasks differently from an information processing perspective and are more independent and confident than women when it comes to purchase decisions (Darley & Smith, 1995) . Given these findings, we included gender as another control variable in our model.
In this study, we gave participants only reviews and product specifications (both written documents) for them to make decisions about what to buy. Therefore, we used individuals' reading speed as a determinant of how effectively and efficiently they processed information for decision making purposes. If faster readers chose to consume comparable amounts of information as slower readers regardless of their efficiency advantage, then one should see effects in the speed with which they complete the decision task. If, on the other hand, they used this advantage to consume more of the available information, then they would be likely to feel more informed about the decision task and more confident of the end results. Although one cannot predict a priori how faster readers would choose to use this advantage in completing the decision task, one should nevertheless include reading speed as a control variable in the model.
Education is another factor that might affect information seeking behavior and consequently both decision making speed and confidence. Murphy and Olaru (2009) found significant differences between foraging styles in different education levels. Users with higher levels of education voraciously seek a range of information sources, while users with a lower education level wait for a few convenient sources to come their way (Murphy & Olaru, 2009 ). Our research model (see Figure 1) shows these demographical characteristics and their effect on decision making outcomes.
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Figure 1. Research Model

Methodology
Sentiment Analysis Tool
In this study, we do design or develop a new sentiment analysis tool but rather assess the effectiveness of a tool that we consider to represent the available state-of-the-art sentiment analysis technology. This approach is consistent with many studies in literature (e.g., Schumaker et al., 2012) that have used an offthe-shelf commercial tool to represent a given technology in general.
There are various open source and commercial text analytics tools that can perform sentiment analysis. The most commonly used one in scholarly papers is OpinionFinder (mpqa.cs.pitt.edu/opinionfinder/opinionfinder_1). Other common off-theshelf sentiment analysis systems include SentiStrength (sentistrength.wlv.ac.uk), and Sentiment140 (www.sentiment140.com). These popular tools focus primarily on tweets and cannot analyze long documents. For our purposes, we chose Lexalytics (https://www.lexalytics.com/), which is a publicly available tool that can handle longer texts and delivers a sentiment score in three decimal places in the continuum between -1 and +1.
Like many other SA algorithms, the Lexalytics algorithm is lexicon based and depends on the sentiment scores of sentiment-bearing parts of the text. Lexalytics identifies these sentiment-bearing words and phrases through a well-known natural language processing technology called parts of speech (POS) tagging and combines their scores in a particular piece of text through a technique called "lexical chaining".
We do not review Lexalytic's algorithm here because it falls outside the study's scope; however, Lexalytic (n.d.) provides one. To verify its performance, we compared the results from Lexalytics to those from another popular system, Lymbix (Gînscă et al., 2011) , that analyzes and yields analytically equivalent results (i.e., the outcome for both systems is a specific polarity score rather than a binary classification).
To conduct this comparison, we randomly selected 90 paragraphs from a collection of product reviews and applied sentiment analysis to this sample using each tool. Correlation analysis results show (Table 1) that the quantitative values that the two systems provided were significantly correlated (p < 0.01) and that the distributions of the scores from each tool were not significantly different (p = 0.297) from each other, which confirm that Lexalytics well represents common sentiment analysis tools that deliver a sentiment score (rather than a binary classification) on variable length text. As such, we found it appropriate for the study. 
Experimental Design and Subjects
We conducted the experiments following a two-group between-subjects design: we provided the control group with only online reviews and the treatment group with online reviews and sentiment scores that we obtained in advance using Lexalytics. We recruited experimental subjects via announcements made through posters in a large urban university campus and invitations sent through Eventbrite website (www.eventbrite.com). Even though recruiting subjects in this manner made the sessions open to public, students were the main participants in the experiment. The sample comprised 117 subjects, most of whom were students with different levels of education. Further, 61 percent of the participants were male and 39 percent were female; 30 percent of the participants were high school graduates and 26 percent had a postgraduate degree. Therefore, we are confident that our sample was diverse from an educational point of view. Given the task domain as we discuss in Section 4.3, one can also reasonably assume that this sample represents the general population of potential consumers for the products we presented in the experiments.
Material Used in the Experiment
As Benbasat (2007, 2008 ) suggest, we used digital cameras as the focus of the decision task. We believe digital cameras are a reasonable choice because they are valuable enough for consumers to spend a nontrivial amount of effort researching but too important for them to seek additional offline advice as would likely be the case if they sought to purchase a house or a car. We selected three choices of competing digital single lens reflect (DSLR) cameras from three different brands as the target of the experimental purchase decision. These cameras were potential substitutes for each other not due to their cost but to their general capability according to both the BestBuy and Amazon websites. The final document presented to the experimental subjects in the control group was approximately 80 pages of reviews from camera professionals and from (potential) buyers with a hyperlinked directory that provided the readers with direct access to any part of the document. The treatment group received the same material supplemented by sentiment scores. The decision task was choosing a camera among the given alternatives.
Experimental Procedure
The experimental sessions took place in a large urban North American university. We provided a US$10 incentives for completing the experiment to increase the probability of receiving more accurate input and realistic feedback. We organized multiple time slots for flexibility. In a typical session, we gave participants information on the basics of the research such as the study procedure and the content and limitations of the information we provided. After we collected participants' signed consent forms, they started their session by completing the questions regarding their background and demographics information (see Table 2 ). We then provided the participants with a brief tutorial, which described the task and the relevant information given to them; we provided participants in the treatment group with addition information on what the sentiment scores accompanying the reviews mean. Subsequently, we directed all participants to the camera review information (with or without sentiment scores). Once they were convinced that they had sufficient information to make their decision, they made their simulated purchase and completed the session by answering questions regarding their confidence in their purchase decision and their thoughts about the information provided to them.
Measurement Scales
The online survey tool (Qualtrics) automatically captured "time to make decision" from the second subjects started reading the reviews to when they made their decision and got back to the questions. We also used this time-measurement tool to measure and monitor participants' natural reading speed while they were completing the background and demographic questions. We extracted decision makers' confidence questions from O'Connor's study on "validation of a decisional conflict scale" (O'Connor, 1995) . We measured user characteristics by direct questions on age, gender, and education level. We used questions on prior experience with the product (considered for purchase in the study) and owning or intention to purchase it in a one-year timeframe to evaluate the participant's familiarity with the subject. Table 2 summarizes the pre-and post-test questionnaire. Please specify the extent you agree with the below statement (1 = strongly disagree; 7 = strongly agree) • I am confident that my choice of camera is the best of the three • I have a strong feeling that the camera I chose is the best • I am confident about my choice of camera
Data Analysis and Results
Preliminary Analysis
After we removed outliers (belonging to users who spent five minutes or less reviewing the file before making their decisions) from the dataset, 100 data points remained, which were distributed equally between the treatment and control groups. We used this reduced sample in subsequent analyses. We used IBM's statistical analysis tool SPSS (ver. 21) to calculate a single confidence variable obtained from confirmatory factor analysis conducted using principal component analysis (MacCallum & Browne, 1993 ) (see Table 3 ). Table 4 provides descriptive statistics for our variables. Table 5 shows the distribution of the data for each variable. Most of our participants claimed they had moderate knowledge about the subject (i.e., DSLR cameras), while 17 percent reported absolutely no familiarity, and 6 percent reported strong familiarity. In our analysis, we considered a familiarity level lower than 2 (out of 7) as unfamiliar and a familiarity level higher than 5 (out of 7) as familiar.
As Table 6 shows, we found no significant correlation between our two dependent variables. Therefore, we used two separate analysis of covariance (ANCOVA) models (one for each dependent variable)
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We first assessed the assumptions of ANCOVA on our dataset. We investigated the normality assumption through Q-Q plots. Both dependent variables followed a normal distribution with a slight deviation for lower values of time (see Figure 2) , which might increase the type 1 error (which would bias the analysis results, making the significance estimates more conservative). We checked the independence of the covariates and treatment effects assumption via a t-test of the covariates (control variables).
We tested the homogeneity of regression slope and the regression relationship between the dependent variable and concomitant variables through scatter plots and investigated the independence of error terms through an independent sample t-test on all control variables. The results provide support that this technique was appropriate to test our hypotheses. 
Test of the Hypotheses
We tested the hypotheses one at a time. Table 7 provides the results from the ANCOVA on time to make decision. We observed a significant difference between the two groups (p = 0.004, one-tailed). The lower panel of Table 6 shows that the difference was in the hypothesized direction (time to make decision (reviews only) > time to make decision (reviews + sentiment scores)), which supports H1. We evaluated covariates appearing in the model at the following values: reading speed = 51.01799. Table 8 provides the analysis on confidence. As the table shows, we found no main effect for decision aid (p = 0.367, one-tailed), but the significant interaction term (decision aid x gender) (p = 0.019, two-tailed) suggests that the results partially support H2 (for one of the genders). For that, we tested H2 separately for each gender and found no significant effect for decision aid for male (p = 0.235, one-tailed) or female (p = 0.099, one-tailed) subjects (Tables 9 and 10 ). However, although not significant, the effect of decision aid on confidence was in opposite directions for male (-) and female subjects (+). Our results indicate that sentiment scores improve the efficiency of individuals' purchase decisions but do not affect their effectiveness. This finding is important because it provides empirical evidence on the usefulness of sentiment analysis technology especially in the absence of other common cues such as star ratings. We can explain the fact that we found significant speed improvement without a significant change in effectiveness by the "effort minimization" concept as discussed by Todd and Benbasat (1992) , who argue that, when decision makers have decision aids that expand their information-processing capabilities, they use them not necessarily to analyze problems in more depth to make better decisions but to reduce their effort to achieve a similar level of outcome quality. By showing the applicability of the "effort minimization" concept in the use of text analytics tools, this study makes a contribution to research in the area of DSS impact by suggesting that the concept of DSS should be broadly defined to involve contemporary (big) data analytics tools.
Meanwhile, our results show a significant effect of the interaction between decision aid and gender on decision confidence, which may be how the impact of sentiment analysis technology differs from that of other decision support tools that previous research has explored where neither the theory nor empirical findings point to an interaction between the form of decision support and gender. However, we did not focus on this interaction in this study; as such, we did not include this interaction term in our research model a priori and did not focus on gender balance in the study sample while recruiting our participants. Therefore, our sample does not provide sufficient power to thoroughly test this interaction. Future research that evaluates the impact of sentiment analysis should focus on gender as a moderator.
We did not include explicit user ratings in the review material we used in our experiments; therefore, our results may generalize to reviews of various kinds including those done in blogs and other forms of social media posts. We suggest that businesses can benefit from integrating sentiment analysis tools along with reviews (with or without explicit (star) ratings) on their e-commerce websites. If consumers choose to use these aids, the expected increase in their decision speed will likely increase their satisfaction with the overall experience and improve the popularity of the products and brands offered through the website in question.
Sentiment scores as used in our experiments would also have practical managerial value especially if one could complement them with further text analytics techniques such as clustering. Product and brand managers can use clustering to identify emerging themes in positive or negative reviews. Managers could then direct their efforts to strengthen the themes (e.g. easy-to-use products) that evoke positive sentiments while modifying the attributes of their offerings (e.g., slow customer service) that evoke negative sentiments. There is potential for significant future research in this area of managerial decision support.
Meanwhile, theories of task technology fit (e.g., Goodhue & Thompson, 1995) argue that the success of technology such as sentiment analysis tools depends on the tasks that they are expected to support. We expect that services and experience goods may be a better fit for leveraging sentiment analysis technology. Therefore, we plan to further investigate the success of sentiment analysis in supporting decision tasks such as selecting doctors, planning travel, and selecting schools.
Lastly, the relatively low familiarity of sentiment scores may have limited their impact. Virtually every consumer who has shopped (or even only looked at product reviews) online is familiar with the presentation of user ratings in the form of stars or a score out of 5. In the experiments, the presentation of Volume 9 Issue 1 sentiment scores deviated from this standard where we provided sentiment scores as a non-integer number with 3 decimal points. Although this presentation has higher precision (a continuous versus a discrete score) and, hence, conveys more information, the presentation of scores in the form of star ratings, which are familiar to users, might have been easier to comprehend. In future work, we will test different alternative visualizations of sentiment scores to determine their most effective presentation.
Conclusion
The big data phenomenon is pervasive. User-generated content in social media conforms to the commonly articulated characteristics of big data and, as with other forms of big data, should be processed with data analytics techniques to leverage its true potential. In this study, we used sentiment analysis, which automatically detects the tone of text. To our knowledge, our paper represents the first attempt to evaluate the effectiveness of sentiment analysis technology via a rigorous user study. Our results show promise in sentiment scores' usefulness as a decision aid, which leads to practical implications and future research opportunities. We believe this paper provides a good framework for how research can further evaluate sentiment analysis technology by identifying the technological and other contextual factors that enable one to realize its true value.
