Abstract. Suppose R is a finite commutative ring of prime characteristic, A is a finite Rmodule, M := Z D × N E , and Φ is an R-linear cellular automaton on A M . If µ is a Φ-invariant measure which is multiply σ-mixing in a certain way, then we show that µ must be the Haar measure on a coset of some submodule shift of A M . Under certain conditions, this means µ must be the uniform Bernoulli measure on A M .
defined by k. The topology (and hence, the Borel sigma-algebra) of A M is generated by the collection of all such cylinder sets for all finite K ⊂ M. Let Meas(A M ) [resp. Meas(S)] be the set of Borel probability measures on A M [resp. S], and let Meas(A M , σ) [resp. Meas(S, σ)] be the shift-invariant measures on A M [resp. S]. If Φ ∈ CA(S), let Meas(S, Φ) be the Φ-invariant measures on S.
Linear CA. Let (R, +, ·) be a finite ring with unity 1 R , and let (A, +, ·) be a finite Rmodule. If Φ ∈ CA(A M ), then Φ is an R-linear CA (R-LCA) if the local rule φ : A H −→A has the form φ(a H ) :
where ϕ h ∈ R \ {0} for each h ∈ H. Let R-LCA A M be the set of all R-linear CA on A M .
Example 1: If (A, +) is a finite abelian group, and A M is treated as a Cartesian product and endowed with componentwise addition, then (A M , +) is a compact abelian group. If Φ ∈ CA(A M ), then Φ is an endomorphic cellular automaton (ECA) if Φ is also a group homomorphism of (A M , +). Let E be the (noncommutative) ring of all group endomorphisms of (A, +). Then A is an E-module, and any ECA on (c) Let k ∈ N, and let R := F p k be the unique finite field of order p k [in particular, if k = 1 then F p k = Z /p as in Example (b)]. Let A be any finite-dimensional F p k -vector space (e.g. A := (F p k ) m , for some m ∈ N); then A M is an (infinite-dimensional) F p k -vector space, and Φ is an F p k -LCA iff Φ is a linear endomorphism of A M .
(d) Let A be a finite-dimensional F p k -vector space, and let End (A) be the (noncommutative) ring of all F p k -linear endomorphisms of A. Suppose {ϕ h } h∈H ⊂ End (A) is a collection of endomorphisms which commute with one another, and let R be the subring of End (A) generated by {ϕ h } h∈H ; then R is a commutative ring, A is an R-module, and if Φ is as in eqn.
(1), then Φ is an R-LCA. ♦ Example 1(a) is 'universal' in the following sense: any R-module is also an abelian group, and any R-linear CA is automatically an ECA. However, in a general ECA, the coefficients {ϕ h } h∈H ⊂ E do not commute, because the endomorphism ring E is not commutative unless A = Z /m , as in Example 1(b). If R is commutative, then R-LCA are much easier to analyze than general ECA. If r ∈ R, then the characteristic of r is the smallest m ∈ N such that m · r = 0 (or it is 0 if there is no such m). The characteristic of R is the characteristic of the unity element 1 R . (For example, R = Z /m has characteristic m.) If R has characteristic m, then m · r = 0 for all r ∈ R; hence the characteristic of r divides m. We will be mainly interested in the case when R is a commutative ring of prime characteristic, as in Examples 1(c,d).
Subgroup shifts and submodule shifts. Suppose (A, +) is a finite abelian group, so that (A M , +) is compact abelian. A subgroup shift is a closed, shift-invariant subgroup G ⊂ A M (i.e. G is both a subshift and a subgroup); see [Kit87, Kit00, KS89, KS92, Sch95a] . If A is an R-module, then A M is also an R-module under componentwise R-multiplication. An R-submodule shift is a subgroup shift which is also an R-submodule. To study the ergodic theory of R-LCA, it is first necessary to characterize their invariant measures. If G ⊆ A M is a subgroup shift, then the Haar measure of G is the unique η G ∈ Meas(G) which is invariant under translation by all elements of G. That is, if g ∈ G, and U ⊂ G is any measurable subset, and
Proposition 2. Let (A, +) be a finite abelian group, let G ⊆ A M be a subgroup shift, and
Thus, it suffices to show that Φ(η G ) is invariant under all G-translations. Let g ∈ G, and let
, and ( †) is because η G is the Haar measure. This holds for all g ∈ G. But η G is the unique probability measure on G such that Let R be a commutative ring of characteristic p. We will prove a measure rigidity result for multidimensional R-LCA whose only requirement on the measure is a limited form of multiple mixing. Our result is philosophically similar to the rigidity results in [Sch95b] or [Sch95a, §29] , but it is applicable to much larger class of cellular automata.
Let µ ∈ Meas(A M ; σ). For any H ∈ N, we say (
If H ⊂ M is a finite subset, then µ is H-mixing if, for any finite subset B ⊂ M and any H-indexed collection of B-words {b h } h∈H ⊂ A B , with cylinder sets
For example, if |H| = H, then any (σ, H)-mixing measure is H-mixing. In particular, any nontrivial Bernoulli measure in A M is H-mixing, and any mixing Markov measure in
If S ⊆ A M is a subshift, then S is topologically H-mixing if, for any finite B ⊂ M and H-indexed collection of B-words {b h } h∈H ⊆ S B , with B h := b h as above, there is some N ∈ N such that, for all n > N , we have
is a topologically H-mixing subshift. In particular, any irreducible Markov subshift of A Z or A N is topologically H-mixing. A coset shift is a subshift C which is a coset of some submodule shift S ⊂ A M . For example, for any c ∈ A, let c M ∈ A M denote the constant configuration equal to c everywhere.
M is any subshift, and C − C := {c − c ′ ; c, c ′ ∈ C}, then it is easy to see that C is a coset shift ⇐⇒ C − C is a submodule shift . If 0 = ϕ ∈ R, then an R-module A is ϕ-torsion-free if ϕ a = 0 for all a ∈ A \ {0}. Say ϕ is a unit if it has a multiplicative inverse in R. This means that the function A ∋ a → ϕa ∈ A is a group automorphism of (A, +). If R = Z /m [Example 1(b)], then ϕ is a unit if and only if ϕ is coprime to m. If R is a field [Example 1(c)], then every nonzero element of R is a unit. If ϕ is a unit, then every R-module is ϕ-torsion free.
Suppose Φ has local rule (1) and R has characteristic p. For all j ∈ N, let R j be the subring of R generated by {ϕ p j h } h∈H . This yields a descending chain R ⊇ R 1 ⊇ R 2 ⊇ · · · of finite rings (because R is finite), so there is some J ∈ N such that
⊆ R which is eventually periodic (because R is finite); thus, there is a nonempty set F Φ ⊆ R of elements which appear infinitely often in {ϕ k } ∞ k=1 . We now come to our main result. Theorem 3. Let R be a finite commutative ring of prime characteristic p, let A be a finite R-module, and let Φ ∈ R-LCA A M have local rule (1), with |H| ≥ 2.
(a) Suppose ϕ h is a unit for some h ∈ H. If C is a topologically H-mixing, Φ-invariant subshift of A M , then C is a coset shift of some R Φ -submodule shift S. If H := {(0, 0); (0, 1); (1, 0)}, then S and η S are H-mixing. Let Φ be the LCA with local rule φ(a H ) = h∈H a h (i.e. ϕ h = 1 for all h ∈ H.). Then Φ(S) = S, so Φ(η S ) = η S , by Proposition 2. However, ϕ k = |H| + 1 = 4 ≡ 0 (mod 2) for all k ∈ N, so the 'torsion-free' condition of Theorem 3(b) is never satisfied; thus, nontrivial Φ-invariant coset shifts might exist. Indeed, let c ∈ A M be the 'checkerboard' configuration defined by c m,n := (m + n) mod 2, for all (m, n) ∈ M; then c ∈ S, and C := c + S is a nontrivial coset shift of S. Furthermore, Φ(c) = c, so Φ(C) = C; thus, C is an H-mixing, Φ-invariant coset shift, as in Theorem 3(a), while η C is an H-mixing, Φ-invariant measure, as in Theorem 3(c). 
If F and G are two such polynomials, and Φ = F (σ) while Γ = G(σ), then Φ• Γ = (F ·G)(σ), where F · G is the product of F and G in the polynomial ring R[x ±1 1 , . . . , x ±1 D ; y 1 , . . . , y E ]. In particular, this means that Φ t = F t (σ) for all t ∈ N. Thus, iterating an R-LCA is equivalent to computing the powers of a polynomial. If R is commutative, we can do this with the Binomial Theorem, and if R has characteristic p, then we can compute the binomial coefficients modulo p. In particular, if p is prime, and Φ has polynomial representation (4), then for any k ∈ N, Fermat's Little Theorem implies: . Then (c) implies that RS B ⊆ S B (because 0 ∈ S). Thus it suffices to show that R = R.
Every element of R is a Z-linear combination of products of {r h } H h=1 ; hence we need only show that −1 R ∈ R. Some r h is a unit, and R is finite, so there exists n ∈ N with 1 R = r n h ∈ R. But R has characteristic c < ∞, so −1 R = (c − 1)1 R ∈ R.
2
Proof of Theorem 3(a).
Let C ⊂ A M be a topologically H-mixing, Φ-invariant subshift. Let S := C − C; then Fact (3) says that it suffices to show that S is an R Φ -submodule shift. Now, S is a subshift, 0 ∈ S, and for all k ∈ N, some element of {ϕ p k h } h∈H is a unit, so we can use Lemma 6.
Let B ⊂ M be finite. Now, S is H-mixing (because C is), so there exists N ∈ N such that, for any n > N , and any H-indexed collection {b h } h∈H ⊆ S B , there exists s ∈ S with
Make k large enough that p k > N , and such that R Φ is generated by {ϕ
Let {b h } h∈H ⊆ S B be arbitrary, and find s ∈ S satisfying eqn.(6) for n := p k . Then
[( * ) is by eqn. Proof: Let ϕ ∈ F Φ and let a ∈ C. To show that ϕ a ∈ S, it suffices to show, for any finite
There exist arbitrarily large k ∈ N with ϕ k = ϕ. But if k is large enough, then there exists c ∈ C with c p k h+B = a B for all h ∈ H (because C is H-mixing). Thus,
S, where ( * ) is because Φ For example, if η G is the Haar measure on G, and 1 ∈ G is the trivial character, then it is easy to verify:
More generally, we have the following:
Lemma 9. Let (G, +) be a compact abelian group, and let µ ∈ Meas(G). Then
Proof: "=⇒" Suppose µ = η S . If χ ∈ G, then χ | S ∈ S. Thus, Lemma 8 implies that
then S is a closed subgroup of G, and supp (µ) ⊆ S. We claim µ = η S . If χ ∈ S, then χ = γ | S for some γ ∈ G (this follows from the Pontrjagin Duality Theorem; see e.g. Fact (6), §0.7, p.13 of [Wal82] )
Let (A, +) be a finite abelian group, so that (A M , +) is compact abelian. For any χ ∈ A M , there is a unique finite subset B ⊂ M and unique nontrivial χ b ∈ A for all b ∈ B such that
We say that χ is based on B. If {χ h } h∈H ⊂ A M is an H-indexed collection of characters based on B, and µ is H-mixing, then equations (2) and (7) together imply
Proof of Theorem 3(c).
If C = supp (µ), then Theorem 3(a) says C is an R Φ -coset shift -i.e. C = c + S, where S is an R Φ -submodule shift. Let ν := τ −c (µ); then supp (ν) = S. To show that µ = η C , we must show that ν = η S ; we will do this with Lemma 9. For any Proof: By definition, R Φ contains all products of positive powers of {ϕ p k h } h∈H ; we must show it contains the negative powers as well. For all h ∈ H, the unit ϕ p k h has finite multiplicative order, because R Φ is finite; thus, there is some n ∈ N such that (ϕ
Thus, R Φ contains all products of integer powers (positive or negative) of {ϕ
it is a composition of two homomorphisms). Define
Thus, | ν[χ]| ≤ M . We will show that M = 0.
Claim 2: M < 1. This holds for any χ ∈ A M with ν[χ] = 1, so Lemma 9 says ν = η S ; hence µ = η C .
Proof: (by contradiction
)A M χ d(Φ (p k ) µ) (b) A M χ • Φ (p k ) dµ (c) A M χ • h∈H ϕ (p k h) h σ (p k h) dµ (h) A M h∈H χ • ϕ (p k h) h • σ (p k h) dµ = µ h∈H χ • ϕ (p k h) h • σ (p k h) .(11)
