• A simplest network of two stochastic epidemic centers coupled by a random migration is modelled.
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Highlights
• A simplest network of two stochastic epidemic centers coupled by a random migration is modelled.
• The interaction between susceptible/infected/removed individuals as well as their migration is described by a Markov chain.
• The mean field dynamics shows that the host and guest species should be accounted separately.
• It is shown that the small initial contagion (SIC) approximation (being much faster in terms of the CPU time than the direct numerical simulation) gives a good estimates for the mean value and the standard deviation of number of infective individuals.
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Random migration processes between two stochastic epidemic centers
Introduction
An epidemic outbreak of an infectious disease in a single population or in a network of populated centers develops stochastically due to random interactions between discrete individuals, both within a population center and due to a random migration between centers that make up a network. Conventionally, an outbreak in a highly populated center can be described by a simplified deterministic processes in accordance with the Law of Large Numbers (LLN) [1] . In this manner, the mean field approximation (hydrodynamic limits)
of the appropriate statistical models will establish the basic relationship between the stochastic processes and the deterministic dynamical equations, for example the classic SIR model (susceptible/infected/ removed) and its large family (SEIR, SIS, MSIR, etc.)
However, there are important cases when stochastic effects are essential.
Firstly, it is obviously important when the populations in centers are not large. The second less obvious scenario can occur at the initial stage of outbreak when the number of infectives is small. At this stage, the discreteness of the population can essentially affect the dynamics of the outbreak. For an isolated center, these effects have been thoroughly studied, for example in [2] . A proper analysis of a network of interacting epidemic centers requires an account of the stochastic migration fluxes between them.
If the initial number of infectives triggering the outbreak in a particular populated center is small (as is typical) then the LLN fails at least for the initial time period until the number of infectives is large enough. For this
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reason the observed number of infectives can, at times, be significantly different from the prediction of a deterministic model, i.e. the standard deviation of the number of infectives, and, consequently, of the time until the peak outbreak can be wide even in a highly populated center or a network of such centers.
In principle, the probability density function (PDF), its standard deviation, and other important characteristics for the outbreak forecast could be determined by a direct numerical simulation. However, this simulation will tend to be computationally costly. Here, our goal is to develop a technique for an analytical estimation of the outbreak statistical characteristics by applying some perturbation methods.
Our toolkit is the so-called small initial contagion (SIC) approximation, relevant for the case of a large populated center over the period in which the initial number of infectives is small, cf. [2] . For a network of highly populated SIR centers, and in the framework of deterministic models, the technique is described in [3, 4] . In this paper, we develop a stochastic version of the SIC approach, based on the assumption that in the real epidemic centers the number of infectives triggering an outbreak is still small. In these situations, our proposed SIC approach acts as a key to solving the properties of cumbersome epidemic networks. In this work we consider the simplest network in which the migration process is already essential: two stochastic SIR centers coupled by random migration between them. This gives us opportunity to focus on the effect of migration. More general networks will be considered in subsequent works.
We have previously considered a stochastic analogue of the standard SIR
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A N U S C R I P T model [2] . Using the SIC approximation, one can distinguish two linked stages of epidemic evolution. At stage 1, of initial contamination, the number of infectives is small and a discrete formulation is vital. At this stage the system is random, and governed by stochastic equations. At stage 2, the developed outbreak, the numbers of individuals in all the components are large, hence the LLN is appropriate and the standard deterministic SIR model can describe the outbreak process accurately enough (with the benefits of its simple sets of equations). Putting these two stages together, it is therefore natural to consider a deterministic system for any particular outbreak, but with random initial conditions that are provided by the output from the stochastic stage 1. The statistical characteristics of the complete model are then obtained by applying the deterministic equations with random initial conditions using the matching asymptotic expansions technique (cf. [5] ). In contrast to the traditional technique, the asymptotic approximation of a stochastic system (at a brief initial period) is matched with a deterministic evolution with random initial conditions (for all other times).
Nevertheless, as in the traditional approach, we match the approximations at some intermediate time t * in the interval where both approximations are valid (cf. [5] ).
The Markov chain (MC) describing the stochastic SIR model has been studied previously, e.g., in [6] where a partial differential equation (PDE) for the moment generating function was derived.
The stochastic SIR model admits a number of generalizations and extensions, see e.g. [7, 8, 9, 10 ]. An analogous technique has also been applied for the stochastic SIS model in [11] . Here, we develop a similar approach
for a pair of linked centers and obtain approximate formulae for their main statistical characteristics. We show that the results of large-scale numerical simulation are in a good agreement with the appropriately estimated analytical models.
This paper is organized as follows. In Section 1 we introduce a Markov chain model describing a random epidemic outbreak in two populated centers coupled by a random process of migration of all types of population individuals. In this section we establish the convergence of this model to the deterministic mean-field model proposed in [12] , though some technical details are presented in the Appendix. In Section 2 we describe a model of random migration between two interacting SIR centers taking place before the outbreak to determine all the initial conditions for the Markov chain.
model. In this process, migration between centers is also modelled by a Markov chain. We derive the Master/Kolmogorov equations for the probability generating functions (PGF) and solve them analytically. This analysis confirms the diffusion-like model of migration heuristically proposed in [12] .
In Section 3 the numerical algorithm for directly solving the Markov chain model is described, the dependence of outbreak characteristics on the population size, the initial number of infectives and the migration parameters are presented and discussed. In Section 4 a two-stage semi-random model is investigated both analytically and numerically. Finally, in Discussion we make some comparisons with previously considered models and outline the prospects for future development.
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Stochastic model of two SIR centers interaction
Continuous-time Markov chain (MC) models are of vital importance to mathematical epidemiology because they capture the stochastic nature of individual-to-individual disease transmission [7, 8, 9, 10, 11] . For this reason they are particular relevant on the early and final stages of epidemic when the number of new cases is not particular large. On the stage of developed epidemic the LLN provides a deterministic approximation in a large enough population. Kurtz [13] and Barbour [14] justified this fluid (or hydrodynamical) approximation rigorously for a suitably scaled version of the process and studied the diffusion approximation for the scaled fluctuations around the hydrodynamical limits. We adopt their technique for a model of interaction centers described below.
Consider two populated centers, or nodes, 1 and 2, with initial populations N 1 and N 2 , respectively. Let S n (t), I n (t), R n (t) be the numbers of (resident) host susceptibles, infectives and removed, respectively, in node n at time t. Let S mn (t), I mn (t), R mn (t) be numbers of guest susceptibles, infectives and removed, respectively, in node n migrated (visiting) from node m at time t. Note that in the standard SIR model, removed individuals do not interact with others, and hence do not affect the dynamics of susceptibles or infectives, and can be omitted from consideration [6, 15, 16] .
Assume that the populations in every node are completely mixed, and the contamination rate β n of a susceptible individual in node n at time interval [t, t + dt] is proportional to the number of all infectives in node n: that is host (resident) infectives I n at time t plus guest infectives I mn migrated from node m. Next, every infective in node n can be removed (representing, for
example, recovery) with probability rate α n (cf. [2] ).
The model now requires a migration rate γ nm from node n to node m and return rate δ mn for a guest individual to return to his resident home node, they may be different for different populations, i.e., we specify the migration process for susceptibles by parameters γ (cf. [12] ). In reality, the return rate to the host node should usually be higher than the migration rate to a neighbouring node, i.e., γ Table 1 .
In this model we assume the total number of individuals in the both centers to be constant N 1 + N 2 . Also the number of every species (host and migrated) cannot exceed N 1 or N 2 in the node 1 and 2, respectively. This gives us the restriction presented in Table 1 .
If I 0 infectives appear in center 1 at time t = 0 then the initial conditions take the form
Here, the initial numbers of guest susceptibles S and S 0 21 are given by (9) . Numerical simulations based on this model are presented and discussed A C C E P T E D M A N U S C R I P T in Section 3. Since an analytical approach taken via the Master/Kolmogorov equations (see [13] ) is cumbersome, having a complicated analysis and solution for the general case, our aim here is to develop reasonable approximations.
It is well-known that a pure jump Markov process converges to a solution of differential equation in the so-called fluid or mean-field limit, see [13, 17] .
This general approach adopted for a vector process defined in Table 1 is presented below. Proposition 1. Consider a Markov chain (MC) {I n (t), S n (t), I nm (t), S nm (t)} defined in Table 1 and subject to initial conditions (1) . Introducing a large parameter Λ consider also the scaled MC {I *
in populations of sizes ΛN n , ΛN m obtained by scaling the transition rates β n → Λ −1 β n , and scaling of initial conditions as
where independent random variables S 0 12 and S 0 21 have binomial PDFs (19) . The scaled MC converges in distribution as Λ → ∞ to the deterministic A C C E P T E D M A N U S C R I P T functions {Î n (t),Ŝ n (t),Î nm (t),Ŝ nm (t)} satisfying the following ODEs
(cf. [12] ), and subject to the initial conditionŝ
In fact, equations (4)-(7) can be derived phenomenologically: if the number of individuals is large enough, its change by one or by a few can be considered as infinitesimally small. For example, the number of infectives I 1 can increase due to process #1 and #8 with rates β 1 (I 1 +I 21 )S 1 and δ I 21 I 12 , respectively, or decrease due to process #3 and #6 with rates α 1 I 1 and γ I 12 I 1 , respectively. Therefore the rate of dI 1 in time interval dt can be estimated 
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The more delicate question is to establish the convergence in probability. The formal mathematical proof neatly follows the papers [13, 17] where the setting is slightly different. See Appendix for the sketch of additional arguments.
Random migration of non-contaminating individuals
In order to elaborate the distributions for S 0 nm existing at the very beginning of the outbreak we study the pure migration process, setting I 1 ≡ 0, I 2 ≡ 0. In this case, the MC described in Table 1 can be split into two independent processes:
each of them we have the following MC in terms of a single random variable
Process Rate
Introduce the notation
Let P k (t) = P(S nm (t)=k) ≡ P(S n (t)=N n − k) be the probability distribution in node m at instant t. Then the Master/Kolmogorov's equations take the form
where 0 ≤ k ≤ N ; for the sake of simplicity we temporary set γ = γ S nm , δ = δ S mn , N = N n . Notation (11) makes enable us to write the equations for k = 0 and k = N in the same form as the others.
For the probability generating function (PGF)
equations (12) implies the following PDE
The initial condition P 0 (0) = 1, P k>1 (0) = 0 implies
The solution to problem (14)- (15) can be found explicitly
Now one can calculate all the moments of distribution {P k (t)}, say
where
If the migration process has been operating for enough time before the outbreak starts, then the PGF takes its limiting form for t → ∞
which is the MGF for a binomial distribution: 
This distribution has the following first two moments
The relative standard deviation (i.e. for the process
Hence, when N n → ∞, the migration process tends in probability to the deterministic limit described in [12] .
Thus, in the MC model defined in Table 1 , the initial conditions S nm ). Eq. (17) implies that the dynamic equilibrium establishes after the migration process started or if the population changed suddenly at time t = 0, with a transitional time proportional to τ . Both pairs of parameters: {γ, δ} and {ε, τ } are uniquely related.
Direct numerical simulation of two interacting SIR centers
Numerical scheme
In the numerical simulation of the stochastic SIR model the time interval was divided into small steps ∆t such that the sum of all rates from Table 1 multiplied by ∆t is essentially less than 1:
where P t is the admitted threshold, say, P t = 0.1 .
The probability that at least one event occurs in one unit of time is bounded by the sum of rates of all the processes ν Σ (t) =
In this relationship, we majorize
In fact, this value overestimates the realised total rate significantly, as it is very improbable that the numbers of guest susceptibles and infectives in a highly populated center exceeds the values ε S nm N n and ε I nm N n , respectively, where ε
nm is defined in (19) , in virtue of (24) . For this reason we can account that S nm ε S nm N n and I nm ε I nm N n (and also use the rigorous inequalities
Then we obtain the more realistic estimation:
The following numerical scheme is used:
1. Assign the initial values to 8 variables
where S 0 12 , S 0 21 are random numbers distributed in accordance with (19) .
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2. Calculate the current rates {ν i , i = 1, . . . , 16} indicated in Table 1. 3. Calculate the current probability of at least one event occurrence in accordance with eq. (25): Table 1 with the correspondent rate; (e) advance one step in time: t ← t + ∆t; (f) if t > t max terminate the process, otherwise go to step 2. Here the time dependence of the total number of infectives I Σ n = I n + I mn in every node are shown and compared with the curves based on integration of the deterministic initial value problem (4)-(9). The convergence rate is examined in Figure 3 In the second set of numerical experiments, we study the dependence of A C C E P T E D M A N U S C R I P T [3, 4] . Observe that the smaller the number of initial infectives, the greater is the standard deviation (std) and the larger is the difference between the mean curve for the random process and the mean-field curve. Also observe that for node 1, the discrepancy of mean number of infectives from the meanfield limit, as well as the standard deviation, monotonically decay with the growth of I 0 . In node 2 the analogous discrepancy and the std slightly change when the number of initial infective varies from 10 to 100.
Numerical results
In the third set of numerical experiments we study dependence of the mean number of infectives on the coupling coefficient ε (the same for all As for the second node, the standard deviation grows monotonically with a decrease in the coupling. That indicates the importance of accounting for
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the random elements of the epidemic process in the case of weak coupling (i.e. in the case of relatively slow migration fluxes). Grey curve is for node 1, black curve is for node 2. The dashed line are for the mean-field values.
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A N U S C R I P T Table 2 : MC model for a general network of interacting centers (m, n = 1, ..., M, m = n)
Two-stage semi-random model
The MC model for two coupled SIR centers can be readily generalized for an arbitrary network of M mutually interacting SIR centers as described in Table 2 .
In general, to study migration fluxes (γ The total rate can be evaluated via ν Σ = O(M 2 N 2 ). Therefore for a network containing a significant number of highly populated centers (say, main cities within a country), the time interval ∆t will have to be taken extremely small, and, hence, the CPU time for a single realization will be considerable, and obtaining statistical properties across many realisations will be impractial.
Thus the MC requires an accurate simplification to proceed with numerical modelling.
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The small initial contagion (SIC) approximation
The SIC approximation is based on the assumptions which appear relevant for application in a network of highly populated centers:
• Population in every center is high: N n 1.
• Migration fluxes between the centers are small: ε S,I nm 1.
• Initial number of infectives in the first contaminated center (say, n = 1), is small: I 0 N 1 .
• Reproduction number exceeds unity and is not very close to it in all the nodes: R 0n := β n N n /α n > 1 + r where r = O(1), r > 0.
Using these assumptions, the outbreak process in every center can be split into the following main stages:
1. Contaminating stage: the number of infectives is small I n N n , S n ≈ N n and the fluxes of infectives caused by migration are essential for the outbreak process (excepting the first node).
2. Developed outbreak: I n 1, when the contribution of migration fluxes is negligible (also the mean-field description for every individual realization is adequate).
Recovering stage: the node is not affected by infective immigrants
and does not significantly affect contamination of other nodes.
It follows from these assumptions that the outbreak dynamics in the first node can be considered independently, and can be described by the following
with the initial condition I 1 (0) = I 0 , S 1 = N 1 − I 0 studied in [6, 2] . At the contamination stage we have S 1 ≈ N 1 and the MC can be further simplified Process Rate
The epidemic dynamics in node 2 at the contamination stage (S 2 ≈ N 2 )
can be described by an analogous MC with an additional flux ν(t) of infectives migrated from node 1:
with I 2 (0) = 0 where
At the contamination stage, processes I 12 (t) and I 21 (t) are practically independent of process I 2 (t). Thus we have to consider MC (28) with a random flux ν(t), the statistical properties of which will be specified later.
Calculation of moments
First, we consider a single realization of the flux ν(t) and treat it as a deterministic function. Later we will use averaging on ν(t) to calculate the
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Calculation of PGF G(z, t) for a single realization
Let P k (t) = P(I 2 (t) = k) be the probability of k infectives I 2 at instant t.
The initial condition is
Kolmogorov's equations for MC (28) are
Here β 2 = β 2 N 2 . For the PGF G(z, t) tending N 2 → ∞ (with β 2 → 0,
with the initial condition G(z, 0) = 1. Its solution can be written in the integral form
where λ 2 = β 2 −α 2 ≡ α 2 (R 02 −1) is the initial growth rate of infectives in the deterministic SIR model in the limit I 0 /N → 0 (limiting solution introduced in [3, 4] ).
Calculation of first moment E [I 2 (t)]
The first conditional moment µ 1 (t | ν) = E(I 2 (t) | ν) for fixed ν(t) is
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Averaging over all realizations for ν(t) (with a time varying PDF f ν (t)):
whereν(t) = Eν(t). Thus the average number of infectives in node 2 at the contamination stage relates with the flux ν(t) via the convolution
Calculation of second moment var[I 2 (t)]
We apply the Law of Total Variation (e.g. [1] ):
1. The first addend in (37) can be found through the PGF G(z, t):
After the averaging through ν we obtain
Thus the first addend in (37) can be written as a sum of two convolutions
whereν(t) = β 2Ī 12 (t) + δ I 12Ī 21 (t). 2. To calculate the second addend in (37), we temporarily add µ 2 1 to it. Now it can be expressed via the covariance of flux ν(t):
(39)
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The function in the integrand can be represented as the sum
Integration of the second addend in (40) gives just the temporary added term
Thus the second addend in (37) can be written through the following integral
in which we have to calculate the covariance of flux ν(t).
If flux ν(t) is a random process controlled by a MC, calculation of its covariance is a complicated task, and consideration of this is outside the scope of the present study. Remembering that the flux is a linear combination of two MC processes (29): ν(t) = β 2 I 12 (t) + δ 
We justify this approximation numerically below. Thus, for the covariance of the flux we have With the account for (42), we split integral (41) into two parts:
Integrating J 1 by parts and J 2 directly we find that they both give the same answer
Finally, combining the above results we have
Computation of the average fluxν(t)
It is natural to split the total flux into two parts ν(t) = β 2 I 12 + δ 
Flux process ν 21 is more complicated and can be described by the following MC Process Rate
with the initial conditions S 21 (0) = ε Process Rate
It is independent of the second MC with the rates Process Rate
which describes migration of susceptibles to a neighbor node, their contamination there and return to the host node as infected species.
We start with the first MC: see (47). In accordance with (19) it has the binomial initial distribution:
The probabilities P k (t) = P(S 21 (t) = k) of k guest susceptibles S 21 at instant t satisfy Kolmogorov's equations for MC (28)
The initial value problem (51)-(52) admits the explicit solution
A C C E P T E D M A N U S C R I P T where φ(t) = exp − t 0 α(t )dt . From here we have
In analogy with processes (28) and (44) we can immediately write for process
Neglecting the mutual dependence of processes S 21 (t) and I 1 (t) we approximate
Thus the first momentĪ 2 is calculated via (36) whereν is given by (29) in whichĪ 12 is given by (45) Below we show numerically that it is a satisfactory approximation for our applications.
The second stage
Remember that equations (35) Then we generate L times a random number X lognormally distributed (to guarantee the positiveness) with meanĪ 2 (t * ) and variance var(I 2 (t * )) and integrate the classical SIR equations:
is the kth branch of the Lambert function [19] . Also note that it is natural to approximate the solution to a standard SIR model by the limiting solution (I 0 /N → 0) introduced in [3] . The limiting solution is independent of the initial condition, therefore it is not necessity to integrate the ODEs L times, but only once.
Thus the proposed two-stage model of a coupled stochastic epidemic centers allows us to calculate its first moments much faster than the direct simulation summarized in Table 1 . 1,2 = 5, I 0 /N 1 = 0.01 but also model with the smaller population N 1 = N 2 = 2k. We compare (i) the full stochastic model described in Table 1 which we regard as a benchmark; (ii) the SIC approximate stochastic model where only flux of infectives from node 1 to node 2 is accounted, it is described in Table 3 ; (iii) the twostage semi-random model proposed in this section above.
In the two-stage model we take time t * = 2.0 for transition from a contamination stochastic stage to the mean-field stage with random initial condition.
The expected number of infectives in node 2 at time t = 2.0 is 100 which is large enough and at the same time much smaller than the node population.
We take L = 10 4 for number of realization in the second stage to evaluate the moments.
In the SIC approximation, the stochastic model presented in Table 3 (Table 1) , thin line -approximate stochastic model (Table 2) , line with dots -the proposed two-stage semi-random model, dashed line -the mean field solution. more sophisticated models should be developed. In would be interesting to investigate the convergence of estimates for mean value of infectives obtained A C C E P T E D M A N U S C R I P T from the full and two-stage models. This can be a subject of consequent works.
Discussion
We present a stochastic network of SIR models, coupled by random migration fluxes as described in terms of Markov chains. In the absence of infectives, a pure migration of individuals is well described as a simple MC: if disturbed, the system returns to a dynamic equilibrium exponentially fast, in a manner that resembles a diffusion process in physics.
In the mean-field (hydrodynamic) limit, the MC converges to a nonstandard network SIR model: the host and guest species are treated separately in the corresponding ODEs (4)-(7).
A traditional approach to account for the coupling between the nodes is to include transport terms into the equations (cf. [6, 20] ):
(57) Simple analysis shows that pure migration in the equations of type (57) possesses inappropriate exponentially growing solutions [12] . This instability is often ignored as it can be hidden in the background of the outbreak and not be observable in certain epidemic model scenarios.
The model proposed in [21, 22] d dt The spatial structure of population is a key element in the understanding of the large-scale spread of epidemics. The arrival of an infection and its epidemic evolution are determined by the mobility processes among subpopulations. The account of the movement of individuals has generated a wealth of models and results (see [23, 24, 25, 26, 27, 28] and references therein). In a number of papers, the evolution of an epidemic is described by a deterministic reaction-diffusion equation (see [29, 30] and references therein).
Among important issue in the dynamics of directly transmitted diseases is the relationship between infection rate and host density. Another important aspect is the different dynamics of host and guest species on the epidemic speed. For a purely deterministic model, the account of different dynamics of host and guest species on the epidemic speed was studied in [12] . The simplifying assumptions make the analysis tractable but may not adequately reflect reality. It seems that a network of stochastically interacting centers of the type discussed above may provide more realistic but still tractable setting.
In the next paper we intend to derive the travelling wave characteristic equation (cf. [3, 4, 12] ) and explore analytically and numerically the dependence of the mean epidemic speed and its standard deviation on the network parameters. (9) by the LLN. The phenomenological sketch is given Section 1, and the rigorous proof is analogous to that presented in [13, 17, 31] .
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We also must establish the convergence in probability. For definiteness consider I 2 (t) and apply Chebyshev's inequality for any > 0
Recall that Λ is the population scaling parameter (see Section 1). So, it is enough to check that This fact is demonstrated numerically in Section 3 (see Figure 3) . Actually, we see that the normalized standard deviation decays as N −1/2 , or equivalently, the non-normalized standard deviation grows as N 1/2 (i.e., as Λ 1/2 ), that implies (A.1).
The rigorous argument runs as follows. Consider the processes in Table 1 which cause the change in number of infectives in node 2 and outline the fluxes of infectives. These processes are # Event Rate 9,16 I 2 → I 2 + 1 β 2 I 2 S 2 + β 2 I 12 S 2 + δ Remind that β 2 = β 2 N 2 is a constant when Λ → ∞.
For this process we have a stochastic SI model (considered in [13] ) with the constant Poisson fluxν. This problem is solved in Section 4 and it is shown that its variance grows as O(Λ).
Next, we establish the second order stochastic domination (see [32] for details) of process I 2 (t) byĨ 2 (t). In fact the following inequality holds for all x, t ≥ 0 (cf.
[32])
The second order stochastic domination means that for any convex function Ψ(·) we have the inequality for all t ≥ 0 E[Ψ(I 2 (t))] ≤ E[Ψ(Ĩ 2 (t))], M A N U S C R I P T˜I 2 (t) is the number of susceptible in the tractable model described by (A.3). In our case Ψ(X) = (X − EX) 2 . This implies the inequality var [I 2 (t)] ≤ var Ĩ 2 (t) .
