We present a tutorial for skeletonized inversion of pseudo-acoustic anisotropic VTI data.
INTRODUCTION
Conventional full waveform inversion (FWI) inverts for a velocity model by using an objective function that minimizes the L2 norm of the differences between the predicted and the observed traces (Tarantola, 2005; Virieux and Operto, 2009) . However, such a misfit function is highly non-linear and the iterations often get stuck in a local minimum.
In order to mitigate this problem, a skeletonized representation of the data such as firstarrival traveltimes (Luo and Schuster, 1991a,b; Zhou et al., 1995) can be inverted to obtain the low-to-intermediate wavenumber details of the background velocity model. The misfit function for skeletonized inversion is quasi-linear with respect to the model parameters and enjoys better convergence properties than conventional full waveform inversion. In ray-based traveltime tomography (Chapman and Pratt, 1992; Van Leeuwen and Mulder, 2010) , the high-frequency approximation might fail when the Earth's velocity variations are characterized by the same wavelength as in the source wavelet. To overcome this problem, solutions to the wave equation are used to invert the traveltimes, and this is known as the wave equation traveltime inversion (WT) method (Luo and Schuster, 1991a,b) .
WT was previously implemented under the isotropic approximation (Zhou et al., 1995 (Zhou et al., , 1997 Van Leeuwen and Mulder, 2010; Ma and Hale, 2013; Zhang et al., 2015) . However, the first arrivals may be strongly influenced by anisotropy at the near-surface with the consequence that isotropic migration will mis-position reflectors in depth (Shen et al., 2012) .
Thus, it is necessary to take anisotropy into account when applying WT to near-surface data. In anisotropic media, the P-and SV-waves are coupled to one another. To avoid undesired SV-waves, the pseudo-acoustic approximation is made to separate the P-and SV-waves (Alkhalifah, 1998; Pestana et al., 2011) .
We now present a mostly non-mathematical tutorial for applying WT to data recorded in a pseudo-acoustic transversely isotropic medium with a vertical symmetry axis (VTI). The traveltimes of first-arrival diving waves are inverted to give the low-wavenumber estimate of the anisotropic parameters in the shallow portion of the model. The diving waves typically are characterized by an offset-to-penetration-depth ratio of 5:1, which says that for every 5 km of source-receiver offset we can invert to a depth of about 1 km. To reach deeper depths we invert the traveltimes and waveforms of reflection arrivals, which can be reliably inverted for depths that are no deeper than ≈ 2 3 the maximum source-receiver offset in the recording array. Thus, data recorded with a maximum source-receiver offset of 5 km suggests that the reflection tomogram will be reliable to a depth no deeper than approximately 3 km.
The velocity models from WT can then be used as accurate starting models for FWI, which can estimate the high-wavenumber details of the model. We denote this hybrid inversion strategy as wave equation traveltime and waveform inversion (WTW) of seismic data (Zhou et al., 1995 (Zhou et al., , 1997 . We demonstrate the effectiveness of this strategy with both synthetic data and marine data from the Gulf of Mexico.
THEORY
Seismic data usually contain many wiggles so that the corresponding waveform misfit functions will suffer from the local minimum problem (Bunks et al., 1995) . These local minima often prevent complete convergence of FWI to the actual velocity model. As an example, Figure 1 depicts diagrams of seismic traces and the associated misfit functions. The waveform misfit function ζ is defined as
where ∆p(g, s, t) = p obs (g, s, t) − p cal (g, s, t) is the data residual. Here, p obs (g, s, t) is the observed trace for a point source at s and a geophone at g, and the model in this example is a two-layer medium so that the scattered data contain both primaries and multiples from the reflector and free surface. The velocity of the top layer is V=1.0 km/s. A gradient optimization method seeks the global minimum of ζ where V=1.0 km/s for the top layer by using a starting velocity model (in this case the starting model is V=1.5 km/s on the RHS of Figure 1b ) to compute the calculated trace p cal (g, s, t) that lowers the value of the misfit function. The velocity model is updated by a gradient optimization method such as the steepest descent method:
where α is the step length and the superscript k indicates the iteration number. The step length is calculated by a numerical line-search method, where ∆m is the search direction.
Several trial steps length α 1 and α 2 are chosen, e.g., α 1 = 0.5 and α 2 = 1, and the misfit
The smallest values of ζ(m + α 1 ∆m), ζ(m + α 2 ∆m) and ζ(m + α 3 ∆m) are used as the step length (Nocedal and Wright, 2006) .
Unfortunately the gradient methods stop at the nearest local minima (red circle in Figure 1b ) and cannot proceed further unless special adjustments are made. To mitigate this local minima problem we need to begin our iterations at a starting velocity model that is close to the true model at V=1 km/s. An alternative is to simplify the misfit function to eliminate most of its bumpiness. One way to do this is to find the velocity model that minimizes the sum of the squared traveltimes as depicted in Figure 1c . Here there is only one simple traveltime for each trace, rather than thousands of amplitudes per trace that need to be explained by the velocity model. In this case the inverted velocity model will be much simpler so that the traveltime misfit function,
will be much simpler than the waveform misfit function, where ∆τ (g, s) = τ obs (g, s) − τ cal (g, s) is the traveltime residual. Figure 1d depicts the much simpler traveltime misfit function associated with the Figure 1c traveltimes, where the associated steepest descent formula is
There are no local minima in this case so a gradient optimization method will quickly converge to the global minima at V=1 km/s. In fact, this inverted velocity model, also known as a velocity tomogram, can be used as a starting velocity model for FWI to mitigate the local minima problem. Another simplification, i.e. skeletonization, of the traces, is to low-pass filter the data as shown in Figure 1e . In this case the waveform misfit function in Figure 1f is much simpler than that for the original data in Figure 1b . We can also mute all but the early arrivals and get an even simpler misfit function. This strategy of simplifying This paper presented here as accepted for publication in Interpretation prior to copyediting and composition. © 2017 Society of Exploration Geophysicists and American Association of Petroleum Geologists.
the data (traveltimes and/or early arrivals or low frequencies) is defined as skeletonization or multiscaling of the data (Luo and Schuster, 1991a,b; Sun and Schuster, 1993; Bunks et al., 1995) which will be adapted for WTW of anisotropic data.
Cigars versus Rabbit Ears
In skeletonized inversion, we first invert the transmission traveltimes associated with the cigars in Figure 2 , and then invert the reflection traveltimes along the rabbit ears. The transmission arrivals are associated with diving waves with an offset-to-penetration-depth ratio of about 5:1. This means that for data recorded with a maximum source-receiver offset of 5 km we can only invert for the velocity down to a depth of about 1 km. Deeper velocities are estimated by inverting the reflection arrivals, which are reliably inverted at depths no deeper than about 2/3 the maximum source-receiver offset. This means that for a 5 km source-receiver offset we can only invert for the velocity down to a depth of about 3 km.
The diving-wave raypath is along the center portion of the cigar in Figure 2 and the region of the cigar defines the first Fresnel zone, also denoted as a wavepath. A diving wave that only propagates along the diving-wave raypath will be the earliest arrival at g for a source at s. Any ray from the source to the receiver that lies within the first-Fresnel zone wavepath will arrive no later than T/2 of the first arrival and thereby influence its arrival time, where T is the dominant period of the source wavelet.
If the predicted traveltime of the diving wave does not agree with the observed traveltime at g, then this indicates that there is a mistake in the estimated velocity model somewhere within the cigar. Thus, it makes sense to only update the velocity for portions of the velocity within the cigar and the velocity update will be proportional to the magnitude of the traveltime residual. This updating procedure is sometimes known as "smearing" the traveltime residual along the wavepath, where the Fréchet derivative ∂τ /∂v p0 (x) in the gradient of equation 5 is given by This paper presented here as accepted for publication in Interpretation prior to copyediting and composition. © 2017 Society of Exploration Geophysicists and American Association of Petroleum Geologists.
where g(x, t|g, 0) is the Green's function and
Inserting the Fréchet derivative in equation 6 into equation 5 yields the traveltime gradient:
where ∆τ is the pseudo-traveltime residual,
This pseudo-residual is only non-zero within the region of the wavepath that connects the source at s with the geophone at g. If the residual is a waveform residual, then the velocity is updated by "smearing" the waveform residual within the cigar.
Ray-tracing tomography updates the velocity by smearing residuals along skinny raypaths, but is restricted to high-frequency data. This restriction means that the reconstructed velocity model will be much smoother than the source wavelength so that the velocity tomograms lack high-wavenumber details. To overcome this approximation, we use wave-equation tomography which updates the velocity by smearing residuals along the wavepaths.
Workflow
The workflow for multiscale WTW is shown in Figure 3 . The wave-equation traveltime and waveform inversion (WTW) misfit function is a blend of WT and FWI misfit functions,
where a is a scalar used to adjust the weights of the two misfit functions. In this workflow, we first set a = 0 for the early iterations to invert traveltimes for the low-intermediate wavenumbers of the velocity model. Then a is gradually set equal to 1 as the iterations proceed. Here, it is assumed that each of the misfit functions is normalized to take a This paper presented here as accepted for publication in Interpretation prior to copyediting and composition. © 2017 Society of Exploration Geophysicists and American Association of Petroleum Geologists.
maximum magnitude if 1. To avoid local minima in the misfit function, the data are lowpass filtered and then higher frequencies are gradually added to the traces to get more detail in the velocity model (Bunks et al., 1995; Operto et al., 2004) . Various strategies are used for increasing the frequency content (Boonyasiriwat et al., 2009 ). Also, divingwave traveltimes are first inverted, then reflection traveltimes are inverted to get velocity estimates of deeper sediments. In the last step, the details of the background models are reconstructed with waveform inversion using high-frequency reflections.
NUMERICAL RESULTS
Anisotropic WTW is now applied to synthetic data. The observed data are simulated by the rapid expansion method (REM) (Pestana et al., 2011) applied to the approximate P-wave pseudo-acoustic wave equation,
where v p 0 , ǫ, δ are Thomsen anisotropy parameters (Thomsen, 1986) , k x , k z are spatial wavenumbers and P is the wavefield function in the time-wavenumber domain. The steepest decent method is used for WT and the conjugate gradient method is employed for FWI. Surface seismic data have very low sensitivity to variations in the anisotropic parameters δ, so δ cannot be accurately recovered from such data (Cheng et al., 2014) . Therefore, only the parameters v p0 and ǫ are inverted simultaneously and δ is set equal to 0. The initial models are shown in Figure 4 . Anisotropic transmission WT is associated with a highly under-determined system of equations since only traveltime information is used, where the tomograms obtained after 10 iterations of transmission WT are shown in Figure 5 . This paper presented here as accepted for publication in Interpretation prior to copyediting and composition. © 2017 Society of Exploration Geophysicists and American Association of Petroleum Geologists.
Transmission WTW and Anticline Model
Although the values of the misfit function converges to less than 0.1% of the original value at the 1st iteration, the shape of the anticline is not inverted and the three layers are poorly determined.
To reduce the non-uniqueness associated with the WT solution, we use transmission WTW. The first 10 iterations are characterized by a = 0 in the equation 10. After 10 iterations, the transmission WT gradient in equation 10 is turned off by setting a = 1 and the waveform gradient is used to give the WTW inversion result in Figure 5 . We notice that transmission WTW provides a much more accurate tomogram compared to transmission WT. Both the v p0 and ǫ transmission WTW tomograms are consistent with a low-wavenumber rendering of the true models.
Transmission WTW and GOM Field Data
The proposed methods are also tested on a 2D marine data set. There are 100 shots with a shot interval of 37.5 m, and each shot is recorded by a 6 km long cable with 480 receivers spaced at a 12.5 m receiver interval. The nearest receiver offset from the source is 200 m and the data are processed by a 25-Hz Wiener filter (Boonyasiriwat et al., 2009) . Here the source wavelet is extracted from the raw data by stacking the time-shifted reflection events together from 200 to 250 m offset in the shot gather. The reflection traveltimes are then used to time shift the traces so the reflection events from the same interface are flattened. These flattened reflection events are stacked together to get an estimate of the source wavelet.
This method is only valid when near-offset reflections event can be clearly identified in the data and only one reflection event is used in the calculation of the source wavelet. The amplitude spectrum needs to be smoothed and the minimum phase assumption is required.
To overcome these limitations, multichannel blind deconvolution algorithms (Xu et al., 1995; Kazemi and Sacchi, 2014) can be used for a more reliable estimation of the source wavelet.
Traveltime tomography is used to provide an initial v p0 model, and the ǫ initial model is set as a homogeneous model with ǫ = 0.02 below the sea bottom as shown in Figure 6 . Only far-offset first arrivals (>4 km) are used for transmission WT and only reflection waves are used in multiscale FWI. The kernel size of the Gaussian filter, which is used to smooth the This paper presented here as accepted for publication in Interpretation prior to copyediting and composition. © 2017 Society of Exploration Geophysicists and American Association of Petroleum Geologists. In this case the events in the anisotropic ADCIGs are flatter than those in the isotropic ADCIGs.
Reflection WTW and Gaussian Model
A significant limitation of transmission WTW method is that long offset data are required to obtain information in the deeper regions of the model. This problem can be overcome by applying this methodology to both transmission and reflection data rather than just transmission events.
To validate this chaim, data are generated for a two-layered anisotropic model with a 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 This paper presented here as accepted for publication in Interpretation prior to copyediting and composition. © 2017 Society of Exploration Geophysicists and American Association of Petroleum Geologists. After 10 iterations of FWI, the high-wavenumber portions of the model, i.e. the geometry of the reflector, are recovered. However, the update in the ǫ WTW tomogram at the location of the reflector is polluted by the crosstalk between v p0 and ǫ.
Transmission + Reflection WTW and Mamousi Model
Transmission + reflection WTW is now applied to data generated for the Marmousi model, as described by the workflow diagram in Figure 3 Figures 19b and 19d) . However, the v p0 and ǫ tomograms below the reference reflector can't be updated accurately due to the absence of reflection wavepaths. This problem can remedied by choosing a deeper reference reflector and using the deepest reference reflections to update the deeper part of the model.
CONCLUSIONS
We presented a mostly non-mathematical tutorial for inverting skeletonized data. In our examples, the anisotropic parameters for a VTI medium were estimated by inverting both the traveltimes and waveforms in the traces. The long-wavelength features of the anisotropic models are reconstructed by WT and the short-wavelength features are then recovered by waveform inversion. In the synthetic tests, transmission WTW tomograms show accurate and detailed structural information, which is important in reservoir characterization. In the field data test, anisotropic transmission WTW provides flatter images in the ADCIG domain and more focused RTM images than isotropic WTW. The main problem with transmission WTW is the requirement for a large offset-to-penetration-depth ratio with diving waves.
By combining transmission and reflection WTW, this problem can be largely eliminated.
The reflection and transmission WTW can update deeper areas in the model and also gives accurate and detailed models of anisotropic parameters as shown in the synthetic examples.
A significant limitation of the transmission + reflection WTW method is that the location of reference reflectors should be accurately known before inversion. This problem can be mitigated by updating the reference reflector position with RTM images at every iteration.
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