Multiple scattering in a sample presents a significant limitation to achieve meaningful structural information at deeper penetration depths in optical coherence tomography (OCT). Previous studies suggest that the spectral region around 1.7 μ m may exhibit reduced scattering coefficients in biological tissues compared to the widely used wavelengths around 1.3 μ m.
μ m may exhibit reduced scattering coefficients in biological tissues compared to the widely used wavelengths around 1.3 μ m.
To investigate this long-wavelength region, we developed a wavelengthswept laser at 1.7 μ m wavelength and conducted OCT or optical frequency domain imaging (OFDI) for the first time in this spectral range. The constructed laser is capable of providing a wide tuning range from 1.59 to 1.75 μ m over 160 nm. When the laser was operated with a reduced tuning range over 95 nm at a repetition rate of 10.9 kHz and an average output power of 12.3 mW, the OFDI imaging system exhibited a sensitivity of about 100 dB and axial and lateral resolution of 24 μ m and 14 μ m, respectively. We imaged several phantom and biological samples using 1.3 μ m and 1.7 μ m OFDI systems and found that the depth-dependent signal decay rate is substantially lower at 1.7 μ m wavelength in most, if not all samples. Our results suggest that this imaging window may offer an advantage over shorter wavelengths by increasing the penetration depths as well as enhancing image contrast at deeper penetration depths where otherwise multiple scattered photons dominate over ballistic photons.
Introduction
Optical coherence tomography (OCT) is a high-resolution imaging technique that is actively used for various biomedical applications, such as medical diagnosis. This technique provides cross-sectional images of biological tissues over penetration depths of typically 1 to 3 mm. Although OCT is a unique and useful imaging modality, the relatively shallow penetration depth is considered a serious limitation for many applications [1] . The image formation of OCT relies on the measurement of backscattered photons from various depths and scattering sites in the tissue. These photons could be classified into least scattered or singly-reflected ballistic photons, and multiple scattered photons [2, 3] . Singly scattered photons contribute to the meaningful OCT signal, while multiple scattered photons essentially add to the background noise. The penetration depth of OCT is fundamentally limited by the attenuation of ballistic light propagation via scattering and absorption. Besides the scattering and absorption losses, the phenomenon of multiple scattering also makes it difficult to achieve meaningful structural information at deeper penetration depths [4] . The fraction of multiplyscattered photons that contributes to the OCT image increases with the depth (optical delay) in tissue, resulting in reduced signal localization (both lateral and longitudinal) and decreased image contrast at larger depths [4] [5] [6] . While scattering is the major contrast mechanism in OCT, a reduction of light scattering in a sample may actually increase the penetration depth and contrast in the image.
Several theoretical and experimental studies have been conducted to get insights into the phenomenon of multiple scattering in tissues and its detrimental effects on OCT imaging [2, 4, [6] [7] [8] . Monte Carlo simulation has been used to study and ultimately compensate for the effect of multiple scattering. However, this approach has been limited to samples involving homogeneous media or layered tissues with simple geometry [3, 9, 10] . Post-processing correction of multiple scattering has been ineffective without knowing a priori the detailed optical properties of heterogeneous tissues. Optical clearing, a method involving chemical administration (such as glycerol and dimethyl sulfoxide), can enhance penetration depth by reducing optical scattering in tissues [11, 12] and may be used in limited applications.
Optical properties of tissues tend to vary significantly as a function of wavelength; therefore, an optimal spectral window may be chosen for maximizing light penetration and enhancing image contrast at deeper depths. A clear improvement in the penetration depth was demonstrated by using 1. [19, 20] . Optical absorption by water content (~70%) in a biological tissue causes a propagation loss of 2-3 dB/mm around the wavelength of 1.7 μ m, which in fact is less than the loss caused by Rayleigh and Mie scattering. However, the water absorption loss increase significantly at around 1.5 μ m and beyond 1.85 μ m [21, 22] . The inferences drawn from these studies suggest that the spectral window of 1.6-1.8 μ m could provide optimal performance for enhancing image contrast at larger penetration depths. However, this remains controversial, to the best of our knowledge.
In this paper, we describe an experimental investigation of the long-wavelength window for OCT imaging. For this study, we develop a wavelength swept laser and realize sweptsource OCT or optical frequency domain imaging (OFDI), for the first time in the 1.7 μ m spectral range. We image several phantom and biological samples using the 1.7-μm OFDI system and compare the images directly with those obtained from a state-of-the-art 1.3-μm OFDI system with similar sensitivity and resolution. We show that the spectral range around 1.7 μ m is a promising window for OCT imaging. Figure 1 shows a schematic of the swept laser, which employs a semiconductor optical amplifier (SOA) with a nominal center wavelength of 1700 nm (Covega) in a linear extended cavity. The SOA chip has dielectric coating for high reflection (HR: ~90%) on one side that serves as a cavity feedback mirror, and anti-reflection coating on the other side. Diverging emission from the SOA chip was collimated using an aspheric lens (f = 4.5mm). We used a rotating polygon-based scanning filter previously developed [23] . We implemented two different filter designs, 1 and 2. Design 1 was used to obtain the maximum possible tuning range offered by the gain bandwidth of the SOA. Design 2 was chosen to produce a reduced tuning range so that OFDI can be performed at an optimized sensitivity using an existing InGaAs detector available in our laboratory. We note that extended InGaAs material can cover the spectral range from 1.2 to 2.6 μ m. The filter comprised of a diffraction grating (600 g/mm, Edmund Optics), a telescope (Design 1: f 1 = 45 mm, f 2 = 45 mm; Design 2: f 1 = 150 mm, f 2 = 50 mm), and a polygon scanning mirror (Lincoln Lasers, Design 1: 72 facets, Design 2: 36 facets). A pellicle beam splitter (45R/55T, Thorlabs) was used for output coupling to a single mode fiber (Corning SMF28), as well as to generate sampling trigger for data acquisition [24] .
Experimental setup: Design and system characteristics

Wavelength swept laser: Design and laser output characteristics
Figure 2(a) shows the output spectrum of the swept laser (Design 1). The time-averaged output spectrum spans from 1.59 to 1.75 μ m over 160 nm. The instantaneous linewidth was measured to be 0.34 nm, and the average fiber coupled output power was 6.3 mW. The laser could be operated at sweep repetition rates up to 50 kHz. For the spectral measurement, we used a home-built fiber-coupled spectrometer based on a diffraction grating and a calibrated Ge detector (Newport, Model 818-IR). The laser spectrum fits in the valley of optical absorption curve of water, as shown in Fig. 2(b) . Low water absorption is desirable for imaging biological samples, which have high water content of typically 70%. We note, however, in most of biological samples optical scattering is a dominant cause of signal attenuation over depth, as evidenced by our experimental results described later in this paper.
For OFDI, InGaAs detectors are preferred over Ge detectors because of their low noise characteristics. However, the quantum efficiency of a conventional InGaAs detector, as the one used in our OFDI system (New Focus, Model 1817), has a sensitivity roll-off at 1.7 μ m. To accommodate this problem, we modified the laser configuration to "Design 2," matching the tuning range to the high-sensitivity range of the InGaAs detector. Figure 3 (a) depicts the output spectrum of the modified laser measured with an optical spectrum analyzer (Agilent) in the peak hold mode. The spectrum spanned from 1.6 to 1.7 μ m with a FWHM bandwidth of 64 nm, instantaneous linewidth of 0.21 nm, and the average fiber coupled output power of 12.3 mW. Figure 3 (b) depicts a typical time-domain output trace measured with an oscilloscope and the Ge detector when operated at a sweep repetition rate of 10.9 kHz that was used for OFDI imaging.
Imaging System: Design and sensitivity analysis
We constructed an OFDI system using the swept laser source. As illustrated in Fig. 4 , the system is comprised of a single-mode fiber-optic interferometer (consisting of directional couplers, circulators, and collimators), a galvanometer mirror for beam scanning, detection electronics, and a computer. 80% of the laser output is channeled to the sample arm, while remaining 20% light is directed to the reference arm. The reference arm employs a neutral density (ND) filter wheel to obtain an optimal reference power level. Light returning from the sample and reference arms is combined at a 50/50 coupler and fed to the InGaAs balanced receiver (New Focus 1817). The detector signal is further amplified, low pass filtered (cutoff at 5 MHz), and digitized by a DAQ board (National Instruments, PCI-6115, 12-Bit) at 10 MS/s. Trigger generated from the partial laser output is used to synchronize the data acquisition. A total of 800 data points were acquired during each laser sweep at the A-line rate of 10.9 kHz. The probe beam has a confocal range of 800 μ m and a 3-dB full width of 17 μ m. Data processing involved reference background subtraction, envelope apodization (windowing), interpolation into linear k-space, and dispersion correction [24] . We characterized the sensitivity of the system using a partial reflector (-55 dB) with an optimum reference power of 8-12 μ W. Figure 5 shows the plot of A-line profile (averaged over 500 measurements incoherently) for the reflector placed at a path length delay (depth) varying from 0.5 mm to 3.5 mm with the optical power on the sample of 7.3 mW. The measured sensitivity was 103 dB at 0.5 mm, which decreases to 100 dB at 1.5 mm and 97 dB at 2.5 mm. We observed an etalon effect due to non-zero reflection from the anti-reflection coated facet of the SOA chip, which resulted in ghost peaks with smaller amplitude at delay differences corresponding to 5.1 mm in air. This artifact, however, is not significant for most turbid samples described later, because the sample power decrease exponentially with depth and thus the ghost artifacts are negligible in the depth range of our interest (up to 3 mm). We observed that the noise floor rose by as much as 5 dB in the presence of relatively high sample powers at large depths; for example, see the increased noise floor due to the partial mirror at 3.5 mm depth (dark yellow curve in Fig. 5 ). This is attributed to the laser beat noise due to incoherent interference between the sample and secondary (ghost) reference light. This effect, however, did not affect our analysis described in the next section. The measured peak sensitivity near zero delay is about 15 dB lower than the theoretical shot noise limit of 119 dB. Such a discrepancy has been reported previously and attributed to a number of noise sources including imperfect intensity-noise suppression in balanced detection [16, 24] . In our system, the discrepancy is thought to be largely due to the wavelength dependent splitting ratio of the fiber couplers that were originally designed for 1.3 μ m and the relatively high laser intensity noise due to the etalon effect in the SOA chip, both of which can be improved. Nevertheless, we note that the measured sensitivity in OFDI is substantially higher than the theoretical shot-noise limit of time-domain OCT (92 dB). 
Methods and analysis
We imaged several biological and phantom samples using the OFDI system at the wavelength (λ) of 1.7 μ m. The tested samples were 10% fat emulsion (Intralipid), rubber, human tooth, and skin, which were chosen to evaluate the wavelength-dependent penetration under different scattering and water-induced absorption characteristics. For direct comparison, we imaged the same samples using a state-of-the-art OFDI system previously developed using a swept laser with a tuning range of 1. 26 Single-backscattering model was used in order to extract the total extinction coefficient, μ t , of the tissues and phantom samples. In a homogenous sample, the backscattered power of the least scattered photons decays exponentially with depth and is given by [26] :
where K is a constant, P i is the incident power to the sample, A(z) is the beam divergence function, μ b is the backscattering coefficient, and μ t is the total attenuation coefficient. The effects of incident beam geometry could be neglected as the Rayleigh range is roughly of the same order as penetration depth of ballistic photons. The backscattered power in a dB scale is given by:
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Typical OFDI systems exhibit a drop in sensitivity as a function of the path length difference [24] , as also evident in Fig. 5 . This depth dependence must be taken into account when measuring the attenuation coefficient from the slope of an A-line profile. In our measurements, a series of A-lines were averaged to reduce the speckle noise (averaging the modulus values after the Fourier transform without subtraction of any offset). Also, the slope of the averaged signal was corrected to subtract the depth dependence of the sensitivity.
Regions exhibiting linear decay rates were chosen to calculate the scattering coefficients. This corrected slope is then used to calculate the total extinction coefficient from Eq. (2). The total attenuation coefficient has contributions due to absorption coefficient, μ a , and scattering coefficient, μ sc ; i.e. 
In our analysis, the absorption coefficient of a sample was approximated by estimating the absorption due to water content in the sample. The water content value we used was 90% for 10% Intralipid, 70% in the skin, and 0% for other samples. The water absorption coefficient, used in our analysis, is ~ 0.127 mm -1 and ~ 0.474 mm -1 at wavelengths of 1.3 μ m and 1.7 μ m respectively. Our measurement of water absorption at 1.7 μ m wavelength yielded a result similar to the reported values [21, 22] . In this paper, the scattering and absorption coefficients are defined with the distance unit corresponding to the path length delay in air. Figure 6 (a) and 6(b) show the images of the 10% Intralipid solution obtained with the 1.3 μ m and 1.7 μ m systems, respectively. It is apparent that the signal penetration is deeper in Fig.  6(b) than 6(a) . For quantitative analysis, we averaged 150 A-line scans from the images and plotted the results in Fig. 6(c) and 6(d) . The total attenuation coefficients obtained after correcting for the depth-dependent sensitivity were 1.8 mm -1 at λ = 1.3 μ m and 1.5 mm -1 at λ = 1.7 μ m. After subtracting the contribution due to absorption coefficients, the scattering coefficients are found to be 1.7 mm -1 and 1.0 mm -1 , respectively. 
Results
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We tested silicone "red" rubber as a homogenous scattering sample with minimal water content. Signal decrease in rubber showed a marked difference between 1.3 μ m and 1.7 μ m, as evident from the intensity images shown in Fig. 7(a) and (b) . Figure 7 (c) and (d) depict depth profiles, averaged over 150 A-lines to reduce the speckle. From linear fitting of the slope while neglecting absorption, we measured the scattering coefficient to be 3.5 mm -1 at λ = 1.7 μ m, which is substantially lower than 5.2 mm -1 measured at λ = 1.3 μ m. In both images, the depth-dependence of the signal starts to deviate from an exponential decay (linear in dB) at a certain depth. This is probably due to the effect of multiple scattering. The onset of this artifact starts at an axial coordinate of ~1.2 mm at λ = 1.3 μ m [ Fig. 7(c) ], but this depth is extended to ~1.5 mm at λ = 1.7 μ m [ Fig. 7(d) ]. Figure 9 (a) and 9(b) show the OFDI images of a volunteer's fingertip in vivo. A thin slit mask was taped on the finger to ensure that the scan was obtained from approximately the same site. A thin layer of water was applied on the fingertip to reduce specular reflection at the air-skin interface. It appears qualitatively that the penetration depth is slightly improved in the 1.7 μ m over 1.3 μ m images (e.g. see the contrast near 1.5 mm in depth). Figure 9 (c) and 9(d) depict the power average of 85 A-lines in the middle of the images, respectively. 
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Discussion and conclusions
We have shown that the wavelength region of 1.6 -1.8 μ m is a promising window for OFDI imaging with an advantage of enhanced penetration depth. For most of the tested samples, the slope of signal decay over depth is reduced at 1.7 μ m compared to 1.3 μ m. The improvement in ballistic penetration was most evident in Intralipid and rubber samples [ Fig. 10 ], although it is less apparent in pre-natal enamel and dermis. Furthermore, we observed that the strength of multiple scattering was reduced considerably at the long wavelength. We point out that the depth in the image, which is the optical delay, assumes the ballistic propagation and so does not correspond to the actual location of the scatterers in the case of multiple scattering. The reduced scattering at 1.7 μ m can improve the image contrast at large depths where otherwise the multiply scattered photons may cause artifacts and noise-like background. In addition to these findings, we have demonstrated a wavelength-swept laser and an OFDI system operated in the 1.7 μ m region, for the first time to our knowledge. The sensitivity and axial resolution of the.1.7-μm system can be further improved by using low-noise extended InGaAs detectors and better engineered SOA chip. All of the results suggest that 1.7 μ m OFDI has the potential to develop into a viable superior technology useful for various applications.
