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die Gespräche über partielle dynamische Rekonfiguration auf FPGAs von Xilinx, bei Dr. Martin
Schindewolf für ergiebige Diskussionen über die Durchführung wissenschaftlicher Arbeiten und bei
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Zusammenfassung
Rechensysteme mit Mehrkernprozessoren werden häufig um eine Beschleunigerkomponente wie
Field Programmable Gate Arrays (FPGAs) zu heterogenen Systemen erweitert. FPGAs zeichnen
sich auch dadurch aus, dass sie auf Bitebene Daten verarbeiten und speichern können. Sie eig-
nen sich damit zur Implementierung und Ausführung von Spezialoperationen in Hardware und
vermögen so, Anwendungsteile und Anwendungen zu beschleunigen. FPGAs sind nicht nur leis-
tungsfähig, sondern können auch energiesparender rechnen und dadurch die Leistungsaufnahme
sowie die Abwärme reduzieren.
Die Verlagerung von Anwendungsteilen in Hardware wird meist von Hardwarespezialisten vor-
genommen. Für viele Anwendungen wurden dedizierte Beschleuniger entwickelt. Für numerische
Verfahren bietet sich ein Skalarprodukt als zu verlagernde Spezialoperation an. Die Durchführung
des Skalarprodukts in exakter Arithmetik kann aufwendige Reorthogonalisierungen verhindern oder
allgemein die Stabilität sowie die Konvergenz verbessern. Ein exaktes Skalarprodukt ist in Softwa-
re sehr aufwendig, kann aber effizient in FPGAs implementiert werden aufgrund der Verwendung
von Bitoperationen. Deutliche Beschleunigung durch die Verlagerung von Software in Hardware
lässt sich in der Bioinformatik erzielen. In dieser Arbeit wird beschrieben, wie die erste Stufe der
Vorfilterung der bioinformatischen Anwendung HHblits in rekonfigurierbare Hardware ausgelagert
wird.
Der Anwender kann von diesen Beschleunigern nur dann profitieren, wenn die zu beschleunigende
Anwendung genau diese implementierte, vorhandene Funktionalität benötigt und wenn die umge-
bende Rechnerarchitektur die effiziente Nutzung gestattet.
Damit Anwender selbst rekonfigurierbare Hardware programmieren können, existieren hochsprach-
liche Ansätze. Dabei entfällt die mühsame Entwicklung von Hardwareschaltungen weitgehend. Aus
der hochsprachlichen Formulierung wird automatisiert eine Hardwarebeschreibung erzeugt. Aus
jeder Beschreibung muss zeitaufwendig eine FPGA-Schaltung synthetisiert werden, was bei der
Entwurfsraumexploration und bei der Fehlersuche hinderlich ist und so die Entwicklung deutlich
erschwert und verlangsamt.
Mein Beitrag ist die komponentenbasierte Programmierung und Verwendung von rekonfigurierba-
rer Hardware in Mehrkernsystemen mit automatischer Beachtung der Datenlokalität. Für sowohl
den Koprozessor als auch den Prozessor stellen Hardware- und Softwareentwickler domänenspe-
zifische Komponenten bereit. Die Komponenten sollen in ihrer Domäne häufig wiederverwendbar
sein, damit der Syntheseaufwand für den Koprozessor weitestgehend entfällt. Es wird ein mikropro-
grammbasierter Ansatz verwendet, der die Ausführung der Komponenten auf einem Koprozessor
und den Datenfluss steuert. Die Anwendungsentwickler müssen keine Anwendungsbeschleuniger
mehr selbst entwickeln. Der Aufwand bei der Entwicklung von Anwendungsbeschleunigern ist so
für die Anwendungsentwickler merklich gesenkt. Die Komponenten arbeiten nach dem Datenfluss-
prinzip, um die Wiederverwendung der Daten auf dem Koprozessor zu erhöhen, indem unnötige
Kommunikation mit dem externen Speicher vermieden wird. Indem unterschiedliche Knoten im
Datenflussgraphen einer Anwendung nebenläufig zueinander ausgeführt werden, wird mehr Paral-
lelität ausnutzbar, sogar wenn Abhängigkeiten zwischen den Knoten vorliegen. Die Komponenten
sind dazu im Koprozessor untereinander mittels eines großen Puffersatzes verbunden, der ebenso
wie die Komponenten über Mikroprogramme angesteuert wird. Der zentrale Puffersatz löst das
Problem des Datentransfers auf Koprozessorseite, das insbesondere bei der Verwendung von Hoch-
sprachen sonst besteht, da nur dann Ein- und Ausgangsdaten vom und zum Host übertragen werden
müssen, wenn der FPGA-interne Speicher diese Daten noch nicht beinhaltet oder insgesamt nicht
mehr ausreicht.
Dieser komponentenbasierte Bibliotheksansatz bietet klare Verteilung der Aufgaben zwischen An-
wendungsentwickler und Hardwarespezialist. Die Entwicklungsdauer lässt sich merklich senken.
Zeitgleich lässt sich aufgrund der hohen Datenwiederverwendung auch in datenintensiven Anwen-
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und auf den Eingang gemultiplext. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.28 Verschieben und Ausrichten des Operanden passend zur parallelen Akkumulation
auf vier nebeneinanderliegende Akkumulatorregister. . . . . . . . . . . . . . . . . . . 92
5.29 Akkumulation eines Datums und Behandlung der auftretenden Überläufe mittels
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und Bibliotheken sowie deren Attribute. . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.6 ELF-Sektionen für jeden Proxy bzw. Funktionalität mit Wörtertabelle, Attributen
und ggf. zusätzlichen Daten. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.7 Ablauf der Werkzeugkette beim Erstellen attributierter ELF-Binärdateien. . . . . . . 136
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8.4 Unterschiedliche Blockgrößen bei der Synchronisation der Daten zwischen unter-
schiedlich vielen POSIX-Threads, jeweils optimale Anzahl OpenMP-Threads gewählt.150
8.5 Ermittlung der geeignetesten Kombination von OpenMP-Threads und POSIX-
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Der Bauingenieur Konrad Zuse war es leid, numerische Berechnungen von Hand durchführen zu
müssen, und entwickelte eine Maschine, welche ihm die Berechnungen durchführen sollte. Rech-
ner werden seitdem in einer Vielzahl an Bereichen genutzt, angefangen bei der Berechnung von
großen linearen Gleichungssystemen über das numerische Lösen von Differentialgleichungen, wie
sie in vielen Ingenieurwissenschaften vorkommen, hin zu vollständigen Simulationen beispielsweise
der Belastungssituationen von Deichen, die in Katastrophensituationen benötigt werden. Immer
wichtiger wird auch die Bioinformatik, welche sich unter anderem mit Problemstellungen der Gen-
forschung und Medikamentenentwicklung beschäftigt. Denn aufgrund der zunehmenden Anzahl an
Genen, Proteinen, Merkmalen und Wirkstoffen erhöht sich der Rechenbedarf fortlaufend. Sollen
die Simulationen weiterhin an Genauigkeit gewinnen unter Einbeziehen verbesserter, detaillierte-
rer Umgebungsmodelle bei gleichzeitigem Einhalten der für den Katastrophenschutz benötigten
Zeitschranken oder unter Einbeziehung neuer Gensequenzen und Wirkstoffe, so wird mehr Re-
chenleistung benötigt. Zwar nimmt die Rechenleistung unserer Rechner – im Kleinen zuhause wie
auch im Großen auf Großrechnern – beständig zu, allerdings stellen die Energieversorgung sowie
der Abwärmetransport ein zunehmendes Problem dar. Aufgrund der aktuellen Entwicklung bei
den Strukturbreiten nehmen die Leckströme zu, und noch immer wird Leistungssteigerung durch
Frequenzsteigerung erreicht und damit einhergehend die Leistungsaufnahme erhöht, da die Takt-
frequenz proportional in die gesamte Leistungsaufnahme eingeht. Der Einsatz von Spezialeinhei-
ten ist ein von eingebetteten Systemen her bekannter, bewährter und vielversprechender Ansatz,
Operationen schneller, genauer oder energieeffizienter1 durchzuführen. Solche Spezialeinheiten wer-
den als Akzeleratoren2 bezeichnet und kommen häufig als Koprozessoren3 zum Einsatz, indem sie
über einen Bus mit dem Prozessor verbunden werden. In dieser Arbeit werden vor allem Field-
Programmable Gate Arrays (FPGAs) als Akzeleratoren betrachtet.
Vorteile von FPGAs sind die Möglichkeiten der Datenmanipulation auf Bitebene und der massiven
internen Parallelität, wodurch sehr viele Bitoperationen parallel ausführbar sind. FPGAs stellen
gerade für bioinformatische Anwendungen eine vielversprechende Beschleunigerkomponente dar,
da Leistungssteigerungen bis zu Faktor 200 erwartbar sind aufgrund der für die Verarbeitung in
Standardmikroprozessoren häufig ungeeigneten Datenstrukturen sowie massiver Parallelität in den
Algorithmen. FPGAs werden auch anwendungsorientiert eingesetzt, zum Beispiel zur Speicherung
und zum Vergleich von medizinischen Bildaufnahmen [59]. Auf rekonfigurierbaren Knoten oder
Einheiten ausgeführte Funktionen versprechen nicht nur, schneller ausgeführt zu werden, sondern
aufgrund der zehnfach geringeren Taktrate rekonfigurierbarer Logik auch nur ein Zehntel der Leis-
tung aufzunehmen. Das Ziel ist, durch die Erweiterung von herkömmlichen Mehrkernsystemen um
rekonfigurierbare Akzeleratoren zusätzliche Rechenleistung und möglicherweise auch Energieein-
sparungen dynamisch erhalten zu können. Bei Bedarf soll die laufende Anwendung unterstützt
werden können, beispielsweise eine zeitkritische Hochwassersimulation. So wird das Problem der
Leistungsaufnahme zukünftiger Exascale-Systeme adressiert und zugleich Leistungssteigerung ge-
wonnen.
Ein weiterer, entscheidender Vorteil von FPGAs liegt nämlich darin, dass Algorithmusimplemen-
tierungen zur Laufzeit gegen andere Implementierungen ausgetauscht werden können. Um eine
1z.B. bewertet anhand des Energy-Delay-Products (EDP) [114]: Produkt von Energie und Verzögerung
2lat. accelerare = beschleunigen


















Mögliche Kurve Pareto−optimaler Punkte
Abbildung 1.1: Effizienz anhand von Pareto-Optimalität festgemacht.
Anwendung maximal zu beschleunigen, muss möglichst jeder Teil einer Anwendung durch Hardwa-
reschaltungen unterstützt werden. Da es schlichtweg unmöglich ist, dass jede erdenkliche Funktion
für die benötigte Schaltung einen eigenen Teil der Chipfläche besäße, stellen FPGAs bzw. rekonfi-
gurierbare Logik also eine geeignete Möglichkeit dar, solche Schaltungen zur Laufzeit entsprechend
den Anwendungsanforderungen zur Verfügung zu stellen.
Hochleistungsrechensysteme mit Mehrkernprozessoren werden häufig um FPGAs ergänzt zu hete-
rogenen, beschleuniger-erweiterten Systemen. Die Verlagerung von Anwendungsteilen in die FPGA-
Hardware wird zumeist von Hardwarespezialisten mittels einer Hardwarebeschreibungssprache vor-
genommen, denn die hardwareorientierte Entwicklung und dadurch nutzenbringende Ausnutzung
der Hardwarestrukturen von FPGAs ist eine große Herausforderung.
Die Effizienz im Allgemeinen lässt sich anhand des (annähernden) Erreichens Pareto-optimaler
Werte festmachen, wie in Abbildung 1.1 exemplarisch für zwei beliebige Eigenschaften skizziert.
Werte oberhalb (oder unterhalb, je nach Auslegung) der Kuve sind nicht möglich; je geringer der
Abstand zur Kurve ist, umso effizienter; unterschiedliche Punkte auf der Kurve sind gleichermaßen
als effizient einzustufen und somit Pareto-optimal. Als Eigenschaften werden hier die Verhältnisse
der Ausführungsdauern im Kontext der Gesamtanwendung und der benötigten Entwicklungs- bzw.
Integrationsdauern genommen. Die Energieeffizienz im Besonderen kann anhand des Energy-Delay-
Products (EDP) [114] definiert werden. Bei einem
”
energieeffizienten“ heterogenen System übertrifft
die erzielbare positive Steigerung der Rechenleistung die Steigerung der Leistungsaufnahme (Power-
Delay-Product (PDP)) bzw. des EDPs gegenüber der nicht beschleunigten Ausführung. Der Begriff
wird im Laufe des Kapitels in Abschnitt 2.1.6 mittels Abbildung 2.11 genauer festgemacht. Bei
abweichender Verwendung der Begrifflichkeiten wird die Verwendung explizit geklärt.
Damit auch Anwender anstelle von Hardwarespezialisten rekonfigurierbare Hardware program-
mieren können, existieren hochsprachliche Ansätze. Die Programmierung von Graphics-Processing
Units (GPUs) zum Zwecke des Allzweckrechnens musste zunächst ebenso hardwarenah über die
Grafikprogrammierungsroutinen aus OpenGL oder DirectX erfolgen [227]4. Für die Programmie-
rung von Grafikkarten haben sich im Verlauf des letzten Jahrzehnts bequemere und leistungsfähigere
Programmiermodelle entwickelt und etabliert, und im Umfeld der FPGA-Entwicklung werden eben
Werkzeuge zur Konvertierung von hochsprachlichem Anwendungscode zu Schaltungsbeschreibun-
gen von FPGAs angeboten, um die Entwicklung zu erleichtern und zu beschleunigen. Dabei entfällt
die mühsame Entwicklung von Hardwareschaltungen weitgehend. Zahlreiche Anwendungen sind so
bereits erfolgreich auf rekonfigurierbare Hardware portiert worden. Aus der hochsprachlichen For-
mulierung wird in einem Zwischenschritt automatisiert eine Hardwarebeschreibung erzeugt. Aus
jeder Beschreibung muss zeitaufwendig eine FPGA-Schaltung synthetisiert werden, was bei der
Entwurfsraumexploration und bei der Fehlersuche hinderlich ist und die effiziente Entwicklung
deutlich erschwert.
4Rumpf und Strzodka haben die Implementierung der mathematischen Funktionen in Grafikhardware als Aufgabe
des Informatikers betrachtet und die Zuständigkeit des Mathematikers auf das Verwenden der Funktionalitätsim-
plementierungen abstrahiert [249].
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Die Verwendung der Hochsprachenkonverter erfordert jedoch weiterhin sehr tiefgehendes Verständ-
nis der zu verwendenden Hardware und dient daher mehr den Hardwareexperten zur schnelleren
Schaltungsentwicklung als den Anwendungsexperten, da zwar nicht mehr zwangsweise hardwa-
renah, aber noch immer hardwareorientiert entwickelt werden muss. Wesentliche Schwierigkeiten
stellen die Datenübertragung an sich und ihre Optimierung dar, die mit der intern parallelen
Ausführung abgestimmt sein müssen. Die nötige Ausnutzung der Datenlokalität ist mit Hoch-
sprachen daher nur schwer erreichbar, und zum effizienten Einsatz benötigt man gleichermaßen
umfassendes Verständnis von Hardware wie beim manuellen Entwurf. Zudem wird die interne Ab-
laufsteuerung meistens mit Zustandsautomaten umgesetzt. Diese bedingen für jede neue FPGA-
Konfiguration neue Synthesen, wodurch der zeitliche Entwicklungsaufwand wieder erhöht wird.
Oftmals reicht der Anteil an ausnutzbarer Datenparallelität nicht aus, die wesentlich geringere
Taktrate der FPGAs gegenüber gewöhnlichen Mehrkernprozessoren zu kompensieren, so dass sich
der hohe Aufwand für den Anwender gar nicht mehr lohnt. In diesem Kontext entsteht unmittel-
bar die Frage, ob es sich für den Anwendungsexperten nicht eher lohnt, spezifische Hardware des
verwendeten Allzweckprozessors, wie etwa SIMD-Einheiten, auszunutzen. Daher sind Methoden zu
finden und Werkzeuge zu entwickeln, welche den Einsatz von FPGAs für den Anwender attraktiver
machen als die Nutzung von Standardprozessoren.
Deutliche Beschleunigung durch die Verlagerung von Software in Hardware lässt sich in der Bioin-
formatik erzielen. Diese Arbeit beschreibt daher, welche hardwarespezifischen Umformulierungen
des Algorithmus nötig sind, um die erste Vorfilterungsstufe der bioinformatischen Anwendung HH-
blits [222] mittels rekonfigurierbarer Hardware zu beschleunigen. Die Umformulierung des Smith-
Waterman-Algorithmus nach Farrar [96] erlaubt bereits, 128 gleiche Spezialoperationen zur Berech-
nung der Matrix intern parallel zueinander durchzuführen. Erst mit weiteren Umformulierungen
sind problemangepasste Speicherstrukturen zur Erhöhung der Datenlokalität möglich, wodurch
die Anzahl externer Speicherzugriffe reduziert wird. Damit können dann zwölf Sequenzvergleiche
gleichzeitig ausgeführt werden. Zusätzlich sind besondere Reduktionsschaltungen implementiert.
Beide implementierten Spezialoperationen existieren in gewöhnlichen Mehrkernprozessoren nicht.
Durch die massive Parallelität und die schnelle Bereitstellung von ausreichend vielen Daten wird
die geringere Taktrate der FPGAs kompensiert.
Für numerische Verfahren bietet sich das Skalarprodukt als zu verlagernde Spezialoperation an. Die
Durchführung des Skalarprodukts in exakter Arithmetik kann aufwendige Reorthogonalisierungen
verhindern oder allgemein die Stabilität sowie die Konvergenz verbessern. Die Notwendigkeit zur
Verwendung einer exakten Skalarproduktimplementierung sieht man im Rahmen dieser Dissertati-
on am Konjugierte-Gradienten-Verfahren sowie am Lanczos-Verfahren. Ein exaktes Skalarprodukt
ist in Software sehr aufwendig, kann aber effizient5 in FPGAs implementiert werden aufgrund
der Verwendung von Bitoperationen. Um Beschleunigung aus dem exakten Skalarprodukt in re-
konfigurierbarer Hardware zu erzielen, muss jedoch zunächst das Problem der Datenlokalität gelöst
werden. Diese Lösung muss die koprozessorinterne Datenhaltung gleichermaßen wie den effizienten6
und nahtlosen Datenaustausch mit dem umgebenden Mehrkernsystem angehen.
Eine diesbezüglich zu betrachtende Fragestellung ist daher, wie die Hardware-Software-Schnittstelle
zu FPGA-basierenden Akzeleratoren und die Verwendung selbiger für Programmierer von Anwen-
dungen für heterogene Mehrkernsysteme aussehen muss, wenn einerseits der Anwendungsentwickler
von der hardwarenahen Programmierung befreit oder zumindest entlastet werden soll und gleich-
zeitig aber Vorteile durch die Nutzung des Akzelerators erzielbar sein sollen. Das dazu entste-
hende Programmiermodell muss zudem erlauben, die entstandenen Anwendungen innerhalb eines
gewissen Rahmens für FPGAs portabel zu halten. Dabei ist die Integration in aktuelle Mehrkern-
und künftige Vielkernsysteme als Randbedingung zu beachten. Beispielsweise verfügt bereits die
RAW-Architektur [275] als Mehrkernprozessorarchitektur über rekonfigurierbare Logik, Intels Atom
E6x5C7 mit zwei Prozessorkernen birgt einen FPGA von Altera zur Auslagerung rechenintensiver
Anwendungsteile, und es ist davon auszugehen, dass in zukünftigen gitterbasierten Vielkernpro-
zessoren einige Knoten keine Allzweckprozessoren sein werden, sondern viel mehr Spezialeinheiten
und rekonfigurierbare Logik [197]. Nur in einem Verbund zusammen mit effizienten6 Schnittstellen
und Programmiermodellen ist es denkbar, beschleuniger-erweiterte Exascale-Systeme eines Tages
erfolgreich betreiben zu können [86].





In der Regel bestehen unterschiedliche Anwendungen aus unterschiedlichen Funktionen, und zudem
besitzen sie unterschiedliche Aufrufhäufigkeiten dieser Funktionen. Das Verwenden eines einzelnen
anwendungsspezifischen Akzelerators ist für andere als die ursprünglich beschleunigte Anwendung
dementsprechend nur bedingt sinnvoll. Daher sind weitere Funktionsverlagerungen auf den Ak-
zelerator nötig, um die restlichen Funktionen zu unterstützen. Die bestmögliche Ausnutzung von
Beschleunigerhardware bedingt auch die zeitlich überlappte Ausführung unterschiedlicher Funktio-
nalitäten. Für jede Anwendung stellt wiederum eine andere Komposition der feingranulareren Akze-
leratoreinheiten zu einem neuen anwendungsspezifischen Akzelerator die bestmögliche Lösung dar.
Um mehrere Anwendungen aus einer gemeinsamen Anwendungsdomäne unterstützen zu können,
müssen daher mehrere feingranulare Akzeleratoreinheiten gleichzeitig vorhanden und geeignet mit-
einander verbunden sein.
Der dieser Disseration zugrunde liegende Ansatz zur Lösung beider oben genannter Probleme ist die
komponentenbasierte Programmierung und Verwendung von rekonfigurierbarer Hardware in Mehr-
kernsystemen. Dies ermöglicht auch die automatische Beachtung der Datenlokalität. Für sowohl den
Prozessor als auch den Koprozessor können Hardware- und Softwareentwickler domänenspezifische
Komponenten bereitstellen. Die Komponenten müssen dann in ihrer Domäne häufig wiederver-
wendbar sein, damit der Syntheseaufwand für die rekonfigurierbaren Akzeleratoren entfällt. Die
Anwendungsentwickler sollen weder Hochsprachen zur Entwicklung von Anwendungsbeschleuni-
gern verwenden noch sollen die Komponenten über Zustandsautomaten ansgeteuert werden, wie
sie von Quelltextkonvertern erzeugt werden. Ein mikroprogrammbasierter Ansatz wird daher einge-
setzt, um die Ausführung der Komponenten auf einem Koprozessor und den Datenfluss zu steuern.
Die Entwicklung eines Mikroprogramms kann dann in späteren Schritten aufgrund der datenfluss-
orientierten Ansteuerung und Ausführung mit einer grafischen Schnittstelle wesentlich vereinfacht
werden. Der Aufwand bei der Entwicklung von Anwendungsbeschleunigern sollte so für die An-
wendungsentwickler spürbar gesenkt sein. Denn durch die Mikroprogrammansteuerung des Ko-
prozessors entfällt auch der Konfigurationsaufwand zur Laufzeit. Die Komponenten arbeiten nach
dem Datenflussprinzip, um die Wiederverwendung der Daten auf dem Koprozessor zu erhöhen,
indem unnötiges Rückschreiben in den und Neueinlesen aus dem externen Speicher vermieden
wird, und um bei Ausführung in Software der Verdrängung der Daten aus den Prozessorcaches zu-
vorzukommen. Wenn unterschiedliche Knoten im Datenflussgraphen einer Anwendung nebenläufig
zueinander ausgeführt werden, ist mehr Parallelität ausnutzbar, sogar wenn Abhängigkeiten zwi-
schen den Knoten vorliegen. Die Komponenten sind dazu im Koprozessor untereinander geeignet zu
verbinden. Ein zentraler Puffersatz löst das Problem des Datentransfers auf Koprozessorseite, das
insbesondere bei der Verwendung von Hochsprachen sonst besteht, da nur noch Ein- und Ausga-
bedaten vom und zum Host übertragen werden müssen. Mit einem solchen komponentenbasierten
Bibliotheksansatz mit klarer Verteilung der Aufgaben zwischen Anwendungsentwickler und Hard-
warespezialist lassen sich bei zeitgleich höherem Nutzen der Koprozessorverwendung die Kosten der
Entwicklung senken, denn die Entwurfsraumexploration ist schneller und bequemer durchführbar




Beschleunigerhardware zur Verlagerung von
Algorithmen
Gemäß Moore’s Law verdoppelt sich die Anzahl an Transistoren pro Chip bei gleichbleibender
Chipfläche etwa alle 18 Monate1. Über die letzten 40 Jahre hinweg wurden Möglichkeiten der
Nutzung der zusätzlichen Transistoren ausgiebig erforscht, geprüft und mitunter etabliert. Bei-
spiele dafür sind etwa die Superskalartechnik, welche Parallelität auf Befehlsebene bei voneinan-
der unabhängigen Befehlen auszunutzen vermag, oder auch die simultan mehrfädige Ausführung
(Simultaneous Multi-Threading (SMT)), wobei die internen Funktionseinheiten abwechselnd mit
Befehlen und Daten aus verschiedenen Threads versorgt werden, und so von außen betrachtet
mehrere Threads parallel verarbeitet werden. Die Taktfrequenzen können jedoch nicht im gleichen
Rahmen steigen wie die Transistoranzahl. Auch der Abwärmetransport vom Chip weg gestaltet
sich problematisch, denn die Leistungsaufnahme nimmt beständig zu. Die gestiegene Taktfrequenz
geht kubisch in die Leistungsaufnahme ein, und aufgrund der geringen Strukturgrößen haben die
Leckströme mittlerweile einen beachtlichen Anteil an der gesamten Aufnahme gewonnen. Bis zu
50 % der Chipfläche eines Prozessors werden zudem für Caches verwendet, weil durch die damit
erhaltene Erhöhung der Datenlokalität wesentlich mehr Leistungsgewinn erwartbar ist als durch
andere Techniken.
Aufgrund der zunehmend geringer ausfallenden Leistungssteigerungen bei Verbesserungen auf Mi-
kroarchitekturebene haben sich daher seit etwa Mitte der 2000er Jahre Mehrkernprozessoren ge-
genüber den Einkernprozessoren etabliert. Mehrkernprozessoren liefern ein Vielfaches der Leistung
durch eine höhere Anzahl an Kernen anstatt durch rechnerarchitektonische Änderungen. So können
sie die Forderung der Verbraucher nach beständiger Leistungserhöhung weiterhin erfüllen. Durch
die Erhöhung der Kernanzahl kann Leistungssteigerung jedoch auch nur in einem begrenzten Maß
erreicht werden.
Spezialhardware wie SIMD Streaming Extensions (SSE), Grafikkarten mit General-Purpose
Graphics-Processing Units (GPGPUs), Gleitkommakoprozessoren und schlussendlich auch rekonfi-
gurierbare Logik bieten gegenüber Standardmikroprozessoren hohe Leistungssteigerungen für ver-
schiedene Algorithmen bei gleichzeitig geringerem Energiebedarf (aber eventuell kurzfristig höherer
Leistungsaufnahme). Entsprechend wird Spezialhardware bereits seit vielen Jahren in eingebetteten
Systemen eingesetzt, um sehr dedizierte Aufgaben äußerst effizient, also ressourcenschonend und
schneller, zu erfüllen. Seit einigen Jahren wird sie zum Zwecke der Beschleunigung und Erhöhung
der Energieeffizienz auch in Rechensysteme, die auf Mehrkernprozessoren basieren und im Umfeld
des wissenschaftlichen oder technischen Rechnens zum Einsatz kommen, integriert.
Solche Systeme, die aus einem oder mehreren Mikroprozessoren und mindestens einer Beschleuni-
gereinheit bestehen, werden als
”
heterogene Systeme“ bezeichnet. Sie zeichnen sich unter anderem
dadurch aus, dass unterschiedliche Befehlssatzarchitekturen auf den unterschiedlichen Einheiten
zum Einsatz kommen. Aufgrund ihrer besonderen Hardwareeigenschaften stellen heterogene Syste-
me eine Möglichkeit dar, mit geringem Kostenaufwand dynamisch ein hoch leistungsfähiges, aber
dennoch energieeffizientes System zur Verarbeitung spezieller Aufgaben zu erhalten. Es wurden be-
reits Untersuchungen hinsichtlich der Eignung rekonfigurierbarer Logik zum Einsatz in heterogenen
Systemen durchgeführt [120].
1zunächst nur für 24 Monate vorhergesagt, später korrigiert auf 18 Monate
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Kapitel 2 Verwendung von rekonfigurierbarer Beschleunigerhardware zur Verlagerung von Algorithmen
Kritisch beim Einsatz rekonfigurierbarer Logik ist die Entwicklung effizienter, d.h. leistungstei-
gernder, Programme bzw. Schaltungen bei FPGAs und die bezüglich der Vermeidung unnötigen
Mehraufwands effiziente Integration in die Hostsysteme. Zur Entwicklung von FPGA-Schaltungen
werden Hardwarebeschreibungssprachen wie VHDL eingesetzt und mit diesen manuell die Schal-
tungen spezifiziert. Eine hinsichtlich dieser Aspekte effiziente Implementierung ist sehr schwer zu er-
reichen. Dazu sind Kenntnisse im Entwurf von Schaltungen, in Hardwareeigenschaften und FPGA-
Spezifika nötig. Neben dem manuellen Entwurf existieren auch Werkzeuge, die aus hochsprachli-
chen Beschreibungen dann Schaltungen für FPGAs erstellen. Damit ist jedoch noch keine effiziente
Anbindung an den Prozessor oder an das umgebende System gegeben. Die Hardwareschaltungen
werden von den Hochsprachen zugehörigen Quelltextkonvertern mittels formaler Transformationen
erstellt und enthalten daher sehr viele Zustandsautomaten. Ein Großteil des nötigen Aufwands wird
bei der Hardwareentwicklung daher von den langen Synthesezeiten für die komplexen Beschreibun-
gen verursacht. Die Synthesezeiten werden mit hochsprachlichen Ansätzen also nicht reduziert.
Die Programmierung heterogener Systeme, insbesondere mit FPGAs als Beschleunigerhardware,
ist dementsprechend zu aufwendig, so dass sie sich für Anwendungsexperten nur dann lohnt, wenn
sie mit einem Programmier- und Ausführungsmodell ausgestattet werden, welches die bequeme
Programmierung des Akzelerators und die nahtlose Integration in das bestehende System bietet.
Es müssen also Konzepte und Methoden untersucht werden, welche die beschleunigte Ausführung
von Anwendungsteilen durch die Nutzung rekonfigurierbarer Hardware schneller und bequemer
für Anwendungsentwickler zugänglich machen, damit zukünftige Systeme über die enge Einbin-
dung von rekonfigurierbarer Hardware anwendungs- und bedarfsorientiert Leistungssteigerungen
bieten können. Die vorliegende Dissertation untersucht daher einige heterogene Systeme mit unter-
schiedlichen Anbindungen von FPGA-basierenden Akzeleratoren als Koprozessoren. Das entwickel-
te, portierbare und adaptierbare Rahmenwerk zur Nutzung von FPGAs als Akzeleratoren beruht
auf dem komponentenbasierten Programmiermodell und setzt Mikroprogrammierung zur Ansteue-
rung und Verschaltung der Komponenten ein. Dieses Rahmenwerk ist gleichermaßen in Hardware
wie in Software ausführbar und ermöglicht damit die schrittweise Verlagerung von Funktionalität
aus dem Mikroprozessor hinaus auf die rekonfigurierbare Hardware. Die Komponenten werden von
Hardwarespezialisten in hardwarenahen Sprachen entwickelt.
Dieses Kapitel beschreibt daher die eingangs genannten heterogenen Systeme, die nutzbaren Pro-
grammiermodelle und die auftretenden Probleme, wenn Algorithmen in rekonfigurierbare Akzelera-
torhardware verlagert werden sollen. Da wesentliche, in der Dissertation verwendete Komponenten
digitale Arithmetik implementieren, werden Aspekte bei der Nutzung von rekonfigurierbarer Hard-
ware für arithmetische Berechnungen und potentiell gewinnbringende Ansätze zur Implementierung
aufgeführt. Ebenso wird kurz die Idee der Mikroprogrammierung beschrieben.
2.1 Heterogene Systeme
Als heterogen bezeichnet man solche Systeme, die eine weitere Verarbeitungseinheit mit einer an-
deren Befehlssatzarchitektur2 in das System integrieren und nahtloses Umschwenken zwischen den
Verarbeitungseinheiten erlauben. Das Ziel solcher Systeme ist, durch die Ausführung bestimmter
Anwendungsteile auf der zusätzlichen Einheit Einsparungen in der Ausführungsdauer oder auch
in der Leistungsaufnahme zu erhalten. Heterogene Systeme können auch aus mehr als nur zwei
Verarbeitungseinheiten mit unterschiedlichen ISAs bestehen (Abb. 2.1). Im Folgenden werden Gra-
fikkarten und FPGAs als wesentliche Möglichkeiten zur Anwendungsbeschleunigung sowie einige
Ansätze zu Aufbau, Entwicklung und Nutzung heterogener Systeme vorgestellt, mit Unterschei-
dung zwischen Systems on Chip (SoCs) und busbasierten Systemen. Der Fokus liegt vor allem auf
der Integration rekonfigurierbarer Logik in ein System mit Mehrkernrozessor.
2.1.1 Grafikkarten und -Prozessoren
Zur Darstellung von Text und Bildern wurden bereits frühzeitig dedizierte Grafikchips über einen
Prozessor- oder Systembus an die CPU angebunden, so dass die CPU entlastet werde von der Auf-
2engl. Instruction Set Architectures (ISAs)
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Abbildung 2.1: Heterogenes System mit CPU, GPU und FPGA.
gabe der Grafikdarstellung. Aufgabe von Grafikkarten ist es, modellierte Welten auf die verfügbaren
Pixel des Monitors des Benutzers abzubilden. Dabei muss das vorgegebene 3D-Modell in mehreren
Schritten transformiert werden, was im Wesentlichen die Polygonerzeugung beinhaltet, das Ver-
sehen der Polygone mit Texturen und Farben sowie abschließend die Belichtung mit indirektem
und direktem Licht. Es entsteht somit für jeden Pixel eine Sequenz an auszuführenden Opera-
tionen, um den endgültigen Farbwert zu errechnen, die sogenannte Grafikpipeline. Dies lässt sich
parallelisieren, indem mehrere Rechenkerne jeweils nur einen Teil des Bilds berechnen, oder al-
ternativ die Rechenkerne unterschiedliche benötigte Operationen ausführen und die berechneten
Daten untereinander weiterreichen (Pipelining). Es wurden immer mehr Recheneinheiten nötig,
um für anspruchsvollere Belichtungsverhältnisse, Reflektionen, höhere Auflösungen, kompliziertere
Modelle usw. die benötigte Rechenleistung zur Verfügung stellen zu können.
Im Jahre 1999 waren Grafikchips bereits programmierbar geworden. Zunächst mussten OpenGL
und Cg zur Programmierung verwendet werden, was im Wesentlichen grafikorientierte Sprachen
sind, bevor Brook/BrookGPU3/Brook+ [2], Stream [1] und Compute Unified Device Architecture
(CUDA)4 [131, 206] von Akademia und Industrie entwickelt wurden.
Die Verwendung von programmierbaren Grafikrecheneinheiten zum Lösen nicht-grafischer Proble-
me wurde von Rumpf und Strzodka begonnen [227]. Motiviert über die verfügbare Speicherband-
breite, die mögliche Anzahl parallel ausführbarer Vektoroperationen und die bereits vorab erzielte
immense Leistungssteigerung bei Bildoperationen verwendeten sie Festkommaarithmetik und die
OpenGL-API zum Lösen von Hitzeverteilungsproblemen mittels des Jacobilösers und des CG-
Verfahrens (vgl. Abschnitt 5.8.2). Die Berechnung auf der Grafikkarte erfolgte wesentlich schneller,
dafür war allerdings auch die Genauigkeit auf festgelegte Intervalle [−ρ, ρ] mit acht Bit Auflösung
beschränkt, während die CPU mindestens mit einfach genauer Gleitkommaarithmetik rechnete.
Ferner wurden die Datenübertragungszeiten sowie die nötigen Konvertierungen in andere Formate
und Datenstrukturen nicht berücksichtigt. Dieser Zustand hält bis heute an: Die Daten müssen
vorab der Nutzung modifiziert und umstrukturiert werden, dann werden sie erst zur Grafikkarte
übertragen und abschließend zurückgeschrieben. Genau diesem Ausführungsmodell versucht die
vorliegende Dissertation beizukommen.
Stratton et al. haben untersucht, was essentiell beim Allzweckrechnen auf Grafikkarten ist [248]. Da
die sieben von ihnen extrahierten Techniken nicht vollständig orthogonal zueinander sind, können
sie keine konkrete Anleitung geben. Damit bleibt die GPU-Programmierung ein langwieriger Pro-
zess mit abwechselndem Messen der Kernellaufzeit und Code-Veränderungen, um sukzessive die
unterschiedlichen Techniken einzubringen. Dieser Prozess muss für jede neue, zu beschleunigende
Anwendung wiederholt werden. Um Anwendungsentwickler und Anwender bei der Verwendung
rekonfigurierbarer Logik zu unterstützen, muss eine Lösung gefunden werden, wie rekonfigurier-
bare Logik einfach und effizient programmierbar ist, so dass ohne diesen langwierigen, mühsamen
Prozess Leistungssteigerung erzielbar ist.
2.1.2 Field-Programmable Gate Arrays
Neben GPGPUs bieten FPGAs herausragendes Leistungspotential [124], das sie vornehmlich über
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Abbildung 2.2: Verschaltung mehrerer Gatter zur
Umsetzung eines Volladdierers.
a b carry in c carry out
0 0 0 0 0
0 0 1 1 0
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 1 1
Tabelle 2.1: Belegung einer Look-Up Table
für einen Volladdierer.
Kontrollfluss ausschlaggebende Berechnungen gleichzeitig durchgeführt werden können sowie nahe-
zu beliebig breite Datentypen und Operationen auf ihnen implementierbar sind.
FPGAs wurden etwa im Jahr 1984 erfunden von Ross Freeman und Bernard Vonderschmitt. Ihr
erstes Produkt war der Xilinx XC2064, der im November 1985 auf den Markt kam. Mit der XC3000-
Serie begann dann die erfolgreiche Verbreitung von FPGAs [103]. Weitere Hersteller kamen entspre-
chend im Laufe der 80er Jahre hinzu, und so gibt es mittlerweile eine ganze Reihe an Herstellern
von FPGAs, die sich durch unterschiedliche Produkt- sowie Leistungsmerkmale voneinander abgren-
zen. Eine ausführliche Darstellung in Bezug auf Konfigurationsspeicherung, Kontrollprozessoren,
Rekonfigurierbarkeit u.ä. bieten Fons et al. in ihrer Arbeit [99] bezüglich Kontrollstrukturen zur
Ausnutzung partieller dynamischer Rekonfiguration. Programmiert werden FPGAs mit Harwarebe-
schreibungssprachen wie Verilog oder VHDL oder einigen wenigen weiteren. Aus den Beschreibun-
gen erzeugen, wie später beschrieben werden wird, Synthesewerkzeuge die exakten Konfigurationen
für die einzelnen Bestandteile der FPGAs.
Aufbau und Technologie von FPGAs
FPGAs sind gitterartig aufgebaut. An jedem Knoten befindet sich mindestens ein Element, wobei
die Gitterlinien durchaus mehrere Signalleitungen umfassen können wie bspw. eine Datensignal-
leitung und eine für ein Taktsignal. Schaltmatrizen5 an den Knoten sind dafür zuständig, die
Ausgangssignale eines Elements weiterzureichen an das Zielelement. Zum Weiterreichen gibt es
spezifische Verbindungsleitungen innerhalb der Nachbarschaft (short wires) und solche, die Verbin-
dungen über größere Distanzen ermöglichen (long wires).
Look-Up Tables (LUTs) sind ebenso Elemente an den Gitterknoten. Sie sind programmierbare
Logiktabellen, mithilfe derer sich einfache bool’sche Funktionen auf den Eingangssignalen realisieren
lassen [102]. Beispielsweise kann anstatt aus mehreren zusammengeschalteten (Abb. 2.2) Gattern
ein 1-Bit-Volladdierer in zwei LUTs einbeschrieben sein mit drei Eingängen a, b und carry in sowie
zwei Ausgängen c und carry out, wie Tabelle 2.1 veranschaulicht. Mehrere Look-Up Tables (LUTs)
können in einem Configurable Logic Block (CLB) enthalten sein und zu einer LUT mit bis zu 11
Eingängen kombiniert werden.
An gewissen Stellen können in FPGAs nutzerverwendbare Speicher untergebracht sein. Diese Block
RAMs (BRAMs) können ähnlich einem Scratchpadspeicher für Zwischenwerte verwendet werden.
Sie zeichnen sich insbesondere dadurch aus, dass das Datum unter Umständen noch im selben Takt,
in dem es angefordert wurde, weiterverwendet werden kann.
Digital Signal Processing (DSP)-Einheiten werden benötigt zur Durchführung arithmetischer Ope-
rationen wie Addition oder Multiplikation, gleichermaßen in Ganzzahl- wie in Gleitkommaarithme-
tik. Sie können beispielsweise in der Ausprägung als DSP48 18 Bit vorzeichenbehaftete Ganzzahlen
multiplizieren und auf den alten Wert bis zu einer Gesamtlänge von 48 Bit akkumulieren. Abbil-




Abbildung 2.3: Addition der Mantissen zweier Gleitkommazahlen mittels DSP-Einheiten.
Die Konfiguration einer einzelnen Look-Up Table wird in SRAM-Zellen abgelegt. Ähnlich werden
auch die Schaltmatrizen konfiguriert, um so die Verdrahtung verschiedener Logik- und Funktions-
blöcke miteinander zu erreichen. Die Programmierung erfolgt anhand eines Bitstreams, welcher im
Platzierungs- und Routing-Prozess der synthetisierten Netzliste entstanden ist. Zum Programmie-
ren des Bitstreams auf einen FPGA gibt es unterschiedliche Möglichkeiten über USB-Verbindungen
mit JTAG-Chips seitens der FPGAs oder FPGA-intern mit dem Internal Configuration Access Port
(ICAP). Diesen Vorgang des Programmierens bezeichnet man als Konfigurieren des FPGAs.
Neben der Konfiguration eines FPGA vorab der Ausführung hat sich die Möglichkeit aufgetan,
momentan unbenutzte FPGA-Teilressourcen zur Laufzeit anderweitig zu konfigurieren, indem bei-
spielsweise die ICAP-Schnittstelle verwendet wird. Dies wird als dynamische partielle Rekonfigura-
tion bezeichnet. Damit bietet sich bei JPEG2000-Beschleunigern die Möglichkeit, die verfügbaren
Ressourcen nur für den gerade benötigten Teilschritt wie diskrete Wavelet-Transformation6 oder
Entropie-Kodierung7 zu nutzen oder sogar nur Teile der EBCOTs zu konfigurieren, so dass in der
Summe mehrere EBCOTs parallel verwendbar sind [3].
FPGAs verfügen über eine hohe Anzahl an Pins (wenige Hundert bis fast 2000), die zur Bereit-
stellung der Versorgungsspannung, Masseverbindung und Taktsignale sowie der zu verarbeitenden
Nutzerdaten dienen. Ein eingehender Signalpegel von beispielsweise einem Tastendruck ist kein
sauberes Signal, sondern wird erst mittels des IO Blocks (IOBs) als logische 1 definiert, wenn das
Ausgangssignal des Tasters sich stabilisiert hat und als 1 zu erkennen ist. Serializer-Deserializers
(SERDESs) dienen dem Anschluss von Hochgeschwindigkeitsdatenübertragungskomponenten an
langsamere Verarbeitungseinheiten. Die vorhandenen Daten werden dazu sequentiell, seriell (und
eventuell differentiell) mit hoher Taktrate übertragen und auf der Empfängerseite in einem SER-
DES gesammelt, von wo aus sie parallel anderen Teilen der konfigurierten Schaltung mit weitaus
niedrigerer Taktung zur Verfügung gestellt werden. Die frei verwendbaren Pins können daher zum
Anschließen von FPGAs (bzw. ihren Trägerboards) an Prozessorbusse (vgl. Convey HC-1 am Intel
Front-Side Bus) oder Systembusse (vgl. DRC AC2030 im Opteron-Sockel mit HyperTransport oder
UoH HTX-Board [104]) verwendet werden, wie es im weiteren Verlauf beschrieben wird.
Einsatz und Verwendung von FPGAs
FPGAs sind deshalb interessant für die Anwendungsbeschleunigung, weil von Akzeleratoren An-
passbarkeit hinsichtlich der Anwendungsanforderungen gefordert wird – die eine Anwendung
benötigt zur Videodekodierung schnelle Fouriertransformationen, die nächste Anwendung möchte
Reduktionen beschleunigt durchführen. Dazu sind jeweils unterschiedliche Spezialschaltungen nötig.
FPGAs erfüllen die Anforderung der Anpassbarkeit aufgrund ihrer Rekonfigurierbarkeit [142].
Die in den FPGAs vorhandenen physischen Schaltungen werden geeignet parametriert, so dass
die benötigte Spezialschaltung für die jeweilige Anwendung nutzbar ist. So kann der Anwender
im selben System zu beliebigen Zeitpunkten beliebige Anwendungen mittels FPGAs beschleunigt
ausführen. Somit sind FPGAs geeignet, als Anwendungsbeschleunigunger eingesetzt zu werden.
FPGAs dienten ursprünglich dem Rapid Prototyping von anwendungsspezifischen Schaltungen8,
digitalen Signalprozessoren9 sowie chipbasierten Rechensystemen (SoCs). Ebenso dienen sie seit
6engl. Discrete Wavelet Transformation (DWT)
7engl. Embedded Block Coding with Optimized Truncation (EBCOT)
8Application-Specific Integrated Circuits (ASICs)
9DSPs
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Langem in eingebetteten Systemen zur Umsetzung von Algorithmen in Hardware, da bei gerin-
gen Stückzahlen der Einsatz von FPGAs preisgünstiger ist als die Entwicklung und Fertigung
von anwendungsspezifischen Chips (ASICs). In den letzten zehn Jahren haben sich FPGAs wei-
ter verbreitet und wurden unter anderem als Bestandteile von Koprozessoren in einer Vielzahl
unterschiedlicher Systeme integriert.
Traditionell werden FPGAs im Bereich der Signalverarbeitung eingesetzt [274], um gepipelin-
te, parallele Schaltungen in Festkommaarithmetik umzusetzen. Beispielsweise lässt sich in ein-
gebetteten Systemen die Auswertung von Antennensignalen beschleunigen gegenüber der CPU-
Ausführung [282]. Im Rahmen des HADES-Experiments werden in einem mehrstufigen Verfahren
bis zu 10 GByte/s an Ereignissen auf FPGAs verarbeitet und danach vorgefiltert, ob es wirklich
einen Lichtkegel eines auf Lichtgeschwindigkeit beschleunigten Teilchens gibt [186], und daraus
dann nach Möglichkeit Masse, Energie und Ladung errechnet anhand der Ablenkung, die durch
das Magnetfeld erzeugt und über die Tracking Processing Unit erkannt wird.
FPGAs eignen sich auch vorzüglich für bildverarbeitende Algorithmen [59, 73, 124, 132, 159, 184,
50, 138, 216] wie Kantendetektion, Kameraüberwachung, Sortieranlagen und Robotersysteme sowie
ferner auch in der Medizintechnik [159, 73, 292]. Die drei Farben im RGB-Farbmodell (gegebenen-
falls zuzüglich des Alpha-Kanals) können parallel berechnet werden, und ein zur Anwendung und
zum Filter (Faltung, Gauß-Filter o.ä.) passender Zwischenspeicher kann implementiert werden, der
die Applikation der Filter auf die Bilddaten in Streaming-Manier ermöglicht. Ist der Eingabeda-
tenstrom breit genug, so sind auch mehrere Filter parallel applizierbar. Außerdem ist das Problem
in mehrere Gebiete zerlegbar, so dass mehrere Exemplare der implementierten Kernels oder meh-
rere FPGAs datenparallel rechnen können. So werden kompakte Kamerasensoren mit integrierten
FPGAs angeboten, welche die Ausrichtung von Objekten auf Fließbändern mittels Kontrasterken-
nung durch Einsatz von Kantendetektionsfiltern (Prewitt- und Sobel-Filter) bestimmen und dabei
eine Erkennungsrate von 50 Bildern pro Sekunde liefern können [92].
Ebenso lohnen sich FPGAs im Bereich der Verschlüsselung. Ein FPGA-basierter Koprozessor kann
mehrere AES-Einheiten enthalten und dadurch die Taktfrequenz der Einheiten senken, um die Leis-
tungsaufnahme zu senken [246]. Der optimierte Einsatz von Zwischenspeichern und die Optimierung
der Schnittstellenbreiten tragen wesentlich zur Anwendungsbeschleunigung bei.
In der Bioinformatik kann der Vergleich des menschlichen Genoms mit einem Xilinx Virtex-II Pro
beschleunigt werden auf einer Cray XD1 [247]. Dabei ist das Ausrichten der Anfrage- und Re-
ferenzsequenzen mittels des Smith-Waterman-Algorithmus die zu beschleunigende Funktionalität,
was als systolisches Array in Hardware umgesetzt werden kann. In einer weiteren Arbeit [39] wurde
die Ausrichtung als erster Teil von DIALIGN sogar 300- bis 400-fach beschleunigt. BLAST ist ein
weiteres Werkzeug, um die Ausrichtung von Sequenzen aneinander zu bestimmen. Eine FPGA-
Implementierung von BLAST ist vielversprechend [203]. Auch die vorhersagende Berechnung der
dreidimensionalen Struktur von Proteinen anhand der zwischen den Atomen vorherrschenden Bin-
dungen, Öffnungswinkel und Van-der-Waals-Kräfte ist mit FPGAs möglich und verspricht Speedups
von Faktor 5 je FPGA [155].
Gebietet das Einsatzziel nicht die Verwendung von Mikroprozessoren, so kann ein FPGA das zen-
trale Verarbeitungselement darstellen. Nebst Entwicklungs-/Evaluationsplattformen, wo es um den
prototypischen Aufbau des beabsichtigten Systems und seiner Komponenten geht, sind die entwi-
ckelten Systeme zur Verarbeitung von Eingabedaten wie Temperaturwerten, Tastendrücken, massiv
paralleler (Vor-)Verarbeitung ermittelter Daten wie beim ALICE-Projekt am CERN [7, 100, 139]
und dergleichen FPGA-zentrisch.
Neben den bereits genannten Bereichen wurden und werden FPGAs zur Beschleunigung von nu-
merischen Funktionen eingesetzt. In der Literatur werden Implementierungen von Multiplikatio-
nen dünnbesetzter Matrizen mit einem Vektor vorgestellt [165, 200, 201, 291] oder Cholesky-
Zerlegungen [29, 285, 286], CG-Verfahren [20, 89, 90, 187, 226], Stencil-Berechnungen [13, 59, 135]
und weitere. FPGAs sind dem alleinigen Anwendungszweck des Rapid Prototypings also entwachsen
und stellen neben dem Einsatz in eingebetteten Systemen auch im Bereich des Hochleistungsrech-
nens Möglichkeiten und Kandidaten zur Anwendungsbeschleunigung dar.
Es sind die Ausnutzung mehrerer Arten von Parallelismus, das Optimieren von Datentypen, die
beiderseitige Anpassung von Datentransfer und Berechnung, die Datenwiederverwendung und in-
terne Datenbereitstellung, welche es in den hier vorgestellten Fällen möglich machen, FPGAs zur
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Anwendungsbeschleunigung qua Verlagerung eines Algorithmus von Software in Hardware einzuset-
zen (vergleiche Parks Kriterien zur Verlagerung eines Algorithmus in Hardware [212] und Strattons
für essentiell befundene Techniken beim Einsatz von sehr vielen Verarbeitungseinheiten [248]). Die
Entwicklungszeit für Beschleuniger auf Basis von FPGAs fällt entsprechend sehr hoch aus, da im
FPGA alles direkt so umgesetzt werden kann und muss, wie es der Algorithmus vorsieht, mit Paral-
lelismus von der Bitebene bis hinauf zur Funktionsebene, was überdies durch die implizit parallelen
Entwicklungssprachen zusätzlich erschwert wird. Die Kriterien zur erfolgreichen Beschleunigung ei-
ner Anwendung sind also, dass wesentliche Anteile der Ausführungszeit auf eine einzelne Funktion
entfallen, dass diese parallel ausführbar ist, dass die Implementierung nicht (mehr) durch die zur
Verfügung stehende Speicherbandbreite beschränkt sein wird, und schließlich damit einhergehend,
dass die interne Speicherkapazität ausreichend ist, dies zu gewährleisten [247, 212]. Um FPGAs als
mögliche Akzeleratoren in heterogenen Systemen zu programmieren, sind also detaillierte Kennt-
nisse sowohl der Hardware als auch des zu verlagernden Algorithmus’ nötig.
Rechnen auf FPGAs
Zur erfolgreichen Umsetzung von Algorithmen auf FPGAs müssen die ausgewählten FPGAs und
die sie umgebenden Systeme unbedingt eine gewisse Anzahl an Voraussetzungen erfüllen (verglei-
che auch die Anforderungen an GPU-Portierungen [212, 248]). Die Nichterfüllung einzelner Be-
dingungen hat unmittelbare, gravierende Auswirkungen auf die erzielbare Leistungsfähigkeit einer
Implementierung.
DSP-Einheiten werden zur Addition und Multiplikation von vorzeichenbehafteten sowie vorzei-
chenlosen ganzzahligen Werten benötigt, was die Basis für weitere Operationen wie Division so-
wie für weitere Zahlenformate wie Gleitkommadarstellung bildet. Für die Multiplikation zweier
64-Bit-Gleitkommazahlen sind für die Multiplikation der 53 Bits der zwei Mantissen neun DSP-
Einheiten nötig, für die Akkumulation weitere vier sowie eine für die Addition der Exponenten.
Diese 14 DSP-Einheiten reichen erst zur Implementierung einer einzelnen Multiplikationseinheit.
Um Nutzen gegenüber herkömmlichen CPU-Systemen zu haben, benötigt man mindestens zehn
Multiplikationseinheiten, um auf 2 GFLOPS bei einer Taktrate von 200 MHz zu kommen.
Hohe Geschwindigkeit des FPGAs ist unerlässlich, wenn an entfernten Stellen des FPGAs liegende
Funktionseinheiten miteinander verschaltet werden müssen, um ein größeres Ganzes zu erreichen.
Zwar verfügen FPGAs heutzutage über dedizierte Verbindungen für längere Entfernungen (long
wires), dennoch sind für komplexe Schaltungen mehr Verbindungen nötig, so dass die long wires
definitiv notwendig, aber noch lange nicht hinreichend sind. Auf einem langsamen FPGA wird
die Platzierung der Einheiten problematisch, da sie häufig nicht derart miteinander verschaltet
werden können, dass die Verbindungen die Signale ausreichend schnell transportieren würden und
die gewünschte Taktrate erreicht würde. Die Auswirkungen sind, dass weitere Taktraten und damit
Taktdomänen eingeführt werden müssen, deren Anzahl aber hardwaretechnisch limitiert ist und
die zusätzlicher Synchronisation an den Übergängen bedürfen.
Viele und große BlockRAMs sind nötig, um die internen Einheiten mit Daten versorgen zu können,
da die externen Schnittstellen nicht dazu ausreichen, die benötigte Datenwiederverwendung für
zehn oder mehr Einheiten sicherzustellen. Die BlockRAMs können dazu verwendet werden, Caches,
Scratchpad-Speicher oder FIFOs und ähnliche Zeilenpuffer zu implementieren [201].
Viele CLBs sind zur Umsetzung von Registern und für die Verfügbarkeit von Look-Up-Tabellen,
die auch für Multiplexer und damit für Kontrollfluss genutzt werden, unbedingt nötig.
FPGA-nahe schnelle, große Speicher mit großer Bandbreite wie SRAM mit 64-Bit Datenbreite oder
mehrere DDR3-Module werden benötigt, so dass diese unterschiedliche Datenströme für die Verar-
beitungseinheiten stellen können, da der FPGA-interne BlockRAM nur für wenige Tausend Zahlen-
werte ausreichend ist. Der Nutzen von FPGAs stellt sich häufig aber erst bei großen Datenmengen
heraus, da dann CPUs weniger von ihren Caches profitieren können, während anwendungsspezi-
fische Implementierungen auf FPGAs dann die vorhandene Speicherarchitektur gezielt ausnutzen
können.
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Abbildung 2.4: Entwurfsprozess bei der Entwicklung von Hardware mit niedrigebenigen Hardwa-
rebeschreibungssprachen. Links: Top-Down-Zerlegung im strukturierten Entwurf;
Mitte: V-Modell [37] mit Zerlegung, mit Implementierung des Verhaltens auf un-
terster Ebene und mit Testen und Zusammensetzen; Rechts: Zusammenfassen im-
plementierter und getester Komponenten zu größeren Einheiten.
Integrierte PowerPC-Kerne wie beim FPGA des UoH HTX-Boards (Abschnitt 2.1.4) können auf-
grund ihrer Allzweckarchitektur zur Ansteuerung, Organisation und Rekonfiguration von Hochleis-
tungsdesigns auf FPGAs eingesetzt werden. Anstelle des Hardcores kann auch ein zweckspezifisch
ausgewählter Softcore eines Mikroprozessors für Verwaltungsaufgaben eingesetzt werden.
Sollen Anwendungen oder zumindest Teile im Einsatzgebiet bioinformatischer und numerischer
Anwendungen beschleunigt werden, so ist von Datenmengen im Bereich mehrerer Gigabyte aus-
zugehen. Schnittstellen mit guter Bandbreite sind unabdingbar, um die für hohe Rechenleistung
benötigten vielen Verarbeitungseinheiten mit ausreichend vielen Daten versorgen zu können. Ent-
sprechend der zu verarbeitenden Datenmengen müssen die FPGAs also nah an den Speicher ange-
bunden sein. Besonders geeignet sind die Ansätze von DRC und Convey, die FPGAs als Koprozesso-
ren über einen weiteren CPU-Sockel anzubinden. Ihnen beiden ist gemeinsam, dass koprozessornah
sehr viel Speicher zur Verfügung steht, auf den schnell zugegriffen werden kann, um nicht auf weiter
entfernten Speicher zugreifen zu müssen, der erst auf der Hostplattform angeschlossen ist und dort
schlimmstenfalls nicht primär dem Koprozessor, sondern einem anderen Prozessor zugehörig ist.
Entwurf digitaler Schaltungen für ASIC-Bausteine und FPGAs
Zum Entwurf digitaler Schaltungen sind insbesondere bei rekonfigurierbarer Hardware mehrere
Schritte nötig, die aufgrund ihrer Komplexität und Wichtigkeit hier beschrieben werden, um die
eingangs geschilderte Motivation weiter zu stützen. Wie in Abbildung 2.4 dargestellt, sind die wich-
tigsten Schritte beim Entwurfsprozess von Hardware die Zerlegung in Komponenten, die schrittwei-
se Verfeinerung in Unterkomponenten, die Implementierung selbiger, und das schrittweise Testen
und Zusammenfügen der implementierten Komponenten.
Zur technischen Umsetzung auf rekonfigurierbare Systeme besteht dann eine Reihe von Werk-
zeugen [161]. Die manuell oder mit Hilfsmitteln erstellte Hardwarebeschreibung in meist Verilog,
VHDL, oder gelegentlich System C muss in mehreren Schritten zu einer auf einen FPGA aufspiel-
baren Konfiguration verarbeitet werden10. Der eigentliche Syntheseprozess besteht genauer aus
dem Erzeugen mehrerer Kontrolldatenflussgraphen (CDFGs) oder Operationsgraphen ausgehend
von der Hardwarebeschreibung. Die beschriebene Schaltung wird zunächst in die Register-Transfer-
Ebene (RT-Ebene) gebracht und zu logischen Gattern transformiert. Die physische Umsetzung (vgl.
Y-Diagramm oder Gajski-Diagramm [105]) besteht dann aus drei Teilen. Zuerst werden die logi-
schen Gatter oder Kombinationen solcher auf die dem FPGA zur Verfügung stehenden Ressourcen
wie LUTs, Blockspeicher und arithmetische Einheiten abgebildet (Bindung / Mapping). Im Zuge
dessen wird auch die Belegung der LUTs errechnet. Dann erfolgt die Platzierung (Placing): Wo auf
dem FPGA liegen die zu verwendenden Einheiten, ist die Verbindung zusammengehöriger physi-




Abbildung 2.5: PowerPC-basiertes heterogenes SoC auf Xilinx-FPGA.
werden die Einheiten miteinander verdrahtet (Routing). Sämtliche Konfigurationen für die Bele-
gungen der LUTs und der Schaltmatrizen müssen hinterher zusammengeführt werden, so dass sie
mittels JTAG o.ä. auf den FPGA gespielt werden können (Bitstream Generation).
Insgesamt beläuft sich der vollständige Prozess für komplexe Designs auf großen, leistungsfähi-
gen FPGAs auch unter Verwendung höhergetakteter Prozessoren mit vielen Kernen auf mehrere
Stunden11. Für Anwendungsentwickler und Domänenexperten ist somit das Erzeugen eines FPGA-
Bitstreams viel zu langwierig. Benötigt wird eine Methodik, die
1. einfach hinsichtlich der Werkzeugkette ist, z.B. ähnlich dem Übersetzen eines C-Programms,
2. zügig vonstatten geht innerhalb weniger Sekunden bis Minuten,
3. ohne detaillierte Kenntnisse des Hardwareentwurfs bereits die Nutzung von Schaltungen in
rekonfigurierbarer Hardware ermöglicht, z.B. indem sie Hardwareimplementierungen bietet,
um so letzten Endes die gewünschte Beschleunigung zu erhalten,
4. das schrittweise Entwickeln und Verbessern eines Algorithmus mit sofortiger Validierung in
Hardware ermöglicht, ohne die Schritte über Software-Simulation, Emulation der Hardware,
zeitaufwendige Synthese und abschließende Validierung in Hardware zu gehen,
5. von spezifischen Randbedingungen des Systems und der Nutzung rekonfigurierbarer Hardware
zu abstrahieren vermag.
Neben den zuvor betrachteten Grafikkarten wurden jetzt Field-Programmable Gate Arrays
(FPGAs) genauer eingeführt. Dazu wurden der Aufbau und die dahinterliegende Technologie ge-
nauer vorgestellt. Aufgrund der Möglichkeiten zur Verlagerung von Funktionen auf FPGAs wurde
anschließend auf den Einsatz von FPGAs eingegangen. Dabei hat sich auch gezeigt, dass das Erzie-
len von Leistungssteigerung mittels FPGAs einige Voraussetzungen hat, insbesondere dann, wenn
es um das Durchführen arithmetischer Berechnungen auf FPGAs geht. Abschließend wurde ersicht-
lich, dass der Schaltungsentwurf für FPGAs nicht nur komplex hinsichtlich der unterschiedlichen
Anforderungen und Voraussetzungen ist, sondern darüberhinaus auch sehr zeitaufwendig.
2.1.3 Systems on Chips (SoCs)
FPGAs werden häufig im Kontext eingebetteter Systeme eingesetzt und dort als SoC (vgl. Abb. 2.5)
oder innerhalb eines solchen. Bei diesen sind viele Elemente wie Prozessoren, Spezialeinheiten,
Speichercontroller und kleine Speicher auf einem Chip integriert. Weitere Beispiele für SoCs sind
Chips für Mobilfunktelefone [281], die zumeist als vollkundenspezifische Designs gefertigt werden.
11Dabei hat das System ausreichend viel Arbeitsspeicher zur Verfügung gestellt, so dass kein Swapping den Prozess
unnötig verlängert hat.
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Mikroprozessoren und FPGAs lassen sich auf drei unterschiedliche Arten direkt und unmittelbar
miteinander kombinieren. Bei FPGAs der Reihe Xilinx Virtex sind häufig festverdrahtete PowerPC-
Kerne enthalten (sogenannte Hard Blocks), die vom Entwickler durchaus zur Ausführung der
Hauptaufgabe genutzt werden können und Unterstützung durch in rekonfigurierbarer Logik imple-
mentierte Erweiterungen erfahren [106], oder aber auch nur Verwaltungsaufgaben wie Datentrans-
fers und Ausgabe übernehmen. Befehlssatzerweiterungen in der nutzerkonfigurierbaren Logik setzt
man über die APU-Schnittstelle um; ganze Funktionseinheiten werden über das enthaltene Bussys-
tem an die Prozessoren angeschlossen. Viele Arbeiten zielen auf die dynamische Anpassbarkeit eines
Prozessors für quasi beliebige Anwendungen ab, wie RISPP [22, 24] und andere [191, 272], indem
instruktionsspezifische Erweiterungen in der konfigurierbaren Logik im Sinne von Beschleunigerein-
heiten verfügbar gemacht werden, beispielsweise im Kontext eingebetteter Systeme und SoCs, aber
auch bei der Convey HC-1, wo der in den Application Engine Hub eingebettete Superskalarprozessor
32 frei belegbare Befehle hat. Erst die weiteren Hardwarebausteine wie beispielsweise SD-RAM oder
A/D-Wandler sitzen auf einer den FPGA umgebenden Platine. Anstatt Mikroprozessoren direkt fest
mit dem FPGA zu verdrahten, können geeignet große (kleine) Mikroprozessoren auch als sogenann-
te Soft-Cores auf den FPGA gebracht werden. Beispiele sind MicroBlaze12, PicoBlaze13, quelloffene
Implementierungen von AVR (Atmel Atmega 10314) und SPARC (Leon315), OpenRISC16. Auf diese
Weise lässt sich insbesondere Prototyping von Mehrkern- und Vielkern-Architekturen durchführen,
aber auch VLIW-Prozessoren erzeugen. Intel hat mit dem Atom E6x5C17 die dritte Variante vorge-
legt, bei welcher der Koprozessorgedanke vorherrscht. Über die PCI-Express-Schnittstelle hat der
Prozessor Zugriff auf ein im selben Multichippaket befindlichen FPGA von Altera. Dieser Ansatz ist
deshalb sehr interessant, weil sich sowohl Befehlssatzerweiterungen auf dem FPGA implementieren
lassen als auch grobgranularere Funktionsblöcke, beispielsweise ein Skalarprodukt. Darüberhinaus
lässt sich die (Re-)Konfiguration vom Mikroprozessor aus steuern, so dass der FPGA nicht die Ver-
waltung von sich selbst übernehmen muss, wie dies bislang häufig in der Literatur in Ermangelung
von Alternativen der Fall ist [23, 256, 257, 266, 267].
2.1.4 Busbasierte Systeme
Standardsysteme mit Prozessorarchitekturen wie der Intel Core i7-Architektur18 oder AMD Phe-
nom II19 können über Systembusse wie PCI Express20, den HyperTransport-Bus21 oder Intel Quick-
Path Interconnect (QPI)22 mit einem oder mehreren zusätzlichen Prozessoren oder Beschleunigern
ausgestattet werden, anstatt FPGAs in demselben Paket wie den Mikroprozessor unterzubringen.
Der Systembus HyperTransport und die darauf basierenden Plattformen UoH HTX-Board sowie
DRC AA2311 werden im Folgenden beschrieben, bevor das Multi-FPGA-System Convey HC-1, das
auf dem Intel Front-Side Bus (FSB) basiert, skizziert wird. Diese drei Systeme sind wesentlich für
die vorliegende Dissertation.
HyperTransport ist ein Konsortialstandard des gleichnamigen Konsortiums, welchem AMD, die
Universität Heidelberg, Cray, DRC, Dell, HP, Xilinx, Oracle, XtremeData und weitere angehören.
Ziel ist es, ein paketbasiertes Netzwerk zu haben, das gut skaliert. Angefangen bei den direkten
Verbindungen zwischen CPUs, die als sogenannter
”
Tunnel“ implementiert sind, weiter über den
Anschluss von Speicher hin zur Einbindung von Peripheriekomponenten wie Netzwerkkarten und
FPGA-Karten, die als
”
Cave“ ein Endgerät darstellen und vor allem zum Prototyping von Netz-















über zahlreiche unterschiedliche Geräte und Zwecke.
HyperTransport ist auf physischer Ebene über
”
Lanes“24 organisiert, welche die 8-Bit-Daten-,
Steuerungs-, Takt- und Systemsignale zusammenfassen. Mehrere Lanes werden zusammengefasst
zu einem
”
Channel“25, wobei ein Gerät ebenso wie ein Mikroprozessor mehrere Channels besitzen
kann: zu vier weiteren Prozessoren und zu dem lokalen Speichercontroller.
Daten auf den Lanes bzw. Channels bilden Pakete vom Typ Information, Anfrage, Antwort oder
Daten. Auf ein Kontrollpaket für eine Anfrage kann eine weitere Anfrage folgen, oder es können
die benötigten Daten bei einer Schreibanfrage folgen. Auf eine erhaltene Leseanfrage ist mit einem
Antwortpaket und angehängtem Datenpaket zu antworten. Informationspakete können für das Ab-





Posted“27 ist für solche Anfragen mit angehängten
Daten wie einem Schreibzugriff,
”
Non-Posted“28 für Anfragen ohne Daten wie eine Leseanfrage,
und
”
Response“29 dient unter anderem Antwortpaketen auf Leseanfragen. Der Hardwareentwick-
ler muss bei der Verwendung von HyperTransport also genau beachten, welchen Typ auf welcher
Schlange mit oder ohne Daten er erhält und ggf. beantworten muss. Bei HyperTransport bestehen
zwei unterschiedliche Möglichkeiten zum Anschluss eines FPGAs: Die eine ist über einen freien
Prozessorsockel, die andere ist über den sogenannten HyperTransport Expansion Socket (HTX),
also eine Steckkartenschnittstelle.
UoH HTX-Board. Um HyperTransport zu entwickeln, testen und weiterzuentwickeln, hat das
HyperTransport Center of Excellence30 ein FPGA-Board für den HTX-Slot entwickelt [42, 104].
Die Anbindung über den HTX-Slot und HyperTransport an den Prozessor ist in Abb. 2.6 dargestellt.
Dieses Board ist primär zur Implementierung vom HT-Core31 [43, 240, 241] auf FPGAs entwickelt
worden und desweiteren zum Aufbau von PGAS-Systemen gedacht, indem die bis zu sechs optischen
Gigabit-Schnittstellen für ein Netzwerk genutzt werden. Es kann aber auch als spezifischer oder
generischer Anwendungsbeschleuniger genutzt werden [NBKK09, KVB+09].
DRC Accelium AA2311. Direkt am HyperTransport-Sockel ist hingegen die in Abb. 2.7 abgebil-
dete RPU (Reconfigurable Processing Unit)
”
DRC AC2030“ [88] von DRC Computer32 im System
DRC AA2311 angeschlossen. Die AA2311 ist ein NUMA-System mit zwei Sockeln und 8 GB RAM
installiert am CPU-Sockel und weiteren 4 GB RAM am Koprozessorsockel, so dass man einen
CPU-Knoten und einen Koprozessor-Knoten vorliegen hat, die jeweils eine Verarbeitungseinheit
und Speicher besitzen.
Ein Platform Support Package (PSP) von Synective Labs33 ermöglicht die Verwendung von Impul-
se C als Programmiersprache für den DRC Koprozessor. Impulse C selbst verwendet das Prinzip
der Communicating Sequential Processes (CSPs) (Abb. 2.8). Das PSP setzt dazu das Application
Programming Interface (API) von Impulse C auf das DRC-API (Abb. 2.9) um. Anwendungsent-
wickler sehen sich hier bereits mit einer Menge an Schnittstellen und Ebenen konfrontiert, welche
die Fehlersuche und -behebung komplizierter gestalten sowie zusätzliche Ineffizienz hinsichtlich der
benötigten Entwicklungsdauer mitbringen könnten.
2.1.5 Multi-FPGA-Systeme
Die bereits genannte, für diese Dissertation wichtige Convey HC-1 hebt sich von den vorgestellten
busbasierten Systemen dadurch ab, dass sie über mehrere FPGAs verfügt. Vorab einer genaueren
24engl. Lane = Spur
25engl. Channel = Kanal
26engl. Queue = Schlange
27engl. posted = angehängt, gesandt
28engl. non-posted = ohne Anhang
















L1-Cachegröße (KB pro Kern) I$: 64, D$: 64
L2-Cachegröße (KB pro Kern) 1.024











L1-Cachegröße (KB pro Kern) 128
L2-Cachegröße (KB pro Kern) 512
L2-Cachegeschwindigkeit (MHz) 2.000
L3-Cachegröße (KB pro Die) 2.048
Geschwindigkeit des integrierten
Speichercontrollers (MHz) 1.800
Abbildung 2.7: Das Koprozessorsystem DRC AA2311 mit dem Koprozessor DRC AC2030.
Abbildung 2.8: Einsatz von Communicating Sequenti-
al Processes bei Impulse C.
Abbildung 2.9: Anschluss von Impulse C
mittels des PSP von Syn-
ective Labs und des Mi-




4 × Xilinx Virtex-5
Modell LX330
6-Input LUTs 207.360







L1-Cachegröße (KB pro Kern) I$: 32, D$: 32
L2-Cachegröße (KB pro Die) 4.096
Geschwindigkeit der
Speicherschnittstelle (MHz) 533
Abbildung 2.10: Das Koprozessorsystem Convey HC-1 (ohne koprozessorseitige Speicher).
Vorstellung der Convey HC-1 werden daher Multi-FPGA-Systeme (MFSs) [133] beschrieben. Die
universitäre Forschung sowie mehrere Hersteller von FPGA-Systemen liefern Systeme mit mehreren
FPGAs aus mehreren Gründen aus. Einerseits können mehr FPGAs auch mehr Leistung bieten.
Andererseits lassen sich auf MFSs größere Anwendungen in ihrer Gesamtheit beschleunigen an-
stelle einzelner ausgewählter Kernel, da mehr Platz vorhanden ist zur Umsetzung großer Designs,
die auf einem einzelnen FPGA nicht mehr platzierbar wären. Multi-FPGA-Systeme sind mit leis-
tungsfähigen Speicherstrukturen konfiguriert und können eine große Bandbreite an Anwendungen
teilweise erheblich unterstützen. Allen voran steht die Berkeley Emulation Engine (BEE), die seit
2009 schon in der dritten Generation [77] hergestellt und auch weiterverkauft wird.
Die Verwendung von Multi-FPGA-Systemen ist von wissenschaftlichem Interesse [230] bei der Er-
forschung von Rechnerarchitekturen [77], Vielkernarchitekturen [46] und Programmiermodellen,
beispielsweise bei der Entwicklung von Chip-Multiprozessoren mit Transactional Memory [207].
Dabei stand die erzielte Leistung der Multiprozessorsysteme überwiegend im Hintergrund. Es
finden sich einige Portierungen verschiedener Anwendungen auf MFSs mit positivem Ergeb-
nis [32, 112, 294, 282, 292].
Das Multi-FPGA-System Convey HC-1 [61] ist eine sobezeichnete Hybridkern-Rechenplattform
und besteht, wie in Abb. 2.10 zu sehen, aus einem Mainboard mit zwei Sockeln, wo ein Sockel mit
einem Intel Xeon Zweikernprozessor ausgestattet ist und der andere Sockel die Koprozessorplatine
trägt. Auf dieser Platine sind mehrere FPGAs für unterschiedliche Aufgaben vorhanden.
Convey34 hat sich bei der HC-1 während des Entwurfs und der Implementierung für die Nutzung
des Intel FSB mit einer maximalen Bandbreite von 8,5 GB/s zwischen zwei Sockeln entschieden,
aber bei dem Nachfolgemodell HC-235 bereits Intel QPI als Systemschnittstelle verwendet, so dass
bis zu 64 GB/s Bandbreite zwischen Host-CPU und Koprozessorboard ausnutzbar ist.
Die zentralen Kontroll-FPGAs implementieren den Application Engine Hub (AEH) und sind ver-
antwortlich für die Handhabung des FSB-Protokolls, die Speicherverwaltung, die Speicheraktuali-
sierung nach hostseitigem Schreibzugriff mittels des Cachekohärenzprotokolls und nicht zuletzt für
die Durchführung skalarer Operationen auf koprozessorseitig liegenden Daten. Dazu enthalten sie
leistungsfähige Superskalarprozessoren als sogenannte
”
Soft Cores“. Sie bieten ferner die Anbin-
dung der Rechen-FPGAs (
”
Application Egines“, AEs) über eine Registerschnittstelle an. Seiten-
zugriffsfehler werden gleichermaßen auf der Host-CPU und dem Skalarprozessor entsprechend der
Speicheradresse behandelt und führen ggf. zum Migrieren von Seiten. Dieses Konzept wurde auch
von Intel im Rahmen von EXOCHI verwendet [276]. Das Konzept der virtuellen Speicherverwaltung
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Bei der Convey HC-1 ist der 16 GB große Speicher des Koprozessors folgendermaßen eingebettet:
Auf der Hostplattform sind 24 GB gewöhnlicher Arbeitsspeicher installiert. Über ein
”
Fenster“
von 16 GB des Hauptspeichers adressiert die CPU indirekt die 16 GB des Koprozessors (
”
1-zu-1-
Abbildung“). Alternativ kann bei einer dynamischen Abbildung mittels eines Fensters von nur 4 GB
Größe auf dem Host auf die 16 GB des Koprozessors zugegriffen werden. Die Organisation dieses
virtuellen Adressraums erfolgt bei x86-basierenden Architekturen mittels Seiten. Die mehrstufige
Umsetzung von virtuellen Seitenadressen zu physischen Adressen wird, abgesehen von nötigen
helfenden Zwischenspeichern (Translation-Lookaside Buffer (TLB)), von der Memory Management
Unit (MMU) vorgenommen. Je eine MMU muss im Host- sowie im Koprozessor vorhanden sein.
Schreibzugriffe des Hosts in diesen Fensterbereich führen zu Cachekohärenznachrichten an den Ko-
prozessor. Die MMU des Koprozessors ist in der Lage, Zugriffe auf hostseitige, also noch nicht auf
den Koprozessor verlagerte, Speicherbereiche aus dem angegebenen Fenster durchzuführen. Diese
MMU ist in einem der zwei FPGAs des AEH implementiert. Aufgrund der seitenbasierten Speicher-
verwaltung führt ein solcher Zugriff dazu, dass die MMU die gesamte Seite gegebenfalls verlagert,
so sie noch auf der jeweils anderen Seite liegt. Dies kann hostseitig zwar sehr schnell erfolgen, nicht
jedoch koprozessorseitig. Bei fehlender Sorge um die Datenhaltung und den Datentransfer migriert
Convey dynamisch die CPU-seitigen Speicherinhalte seitenweise zum Koprozessor mittels des AEHs
anstatt der 10-20 mal schnelleren CPU, so dass ohne Berücksichtigung der Speichertransfers keine
gute Leistung mit dem compiler-basierenden Ansatz erzielbar ist, sondern erst unter Beachtung
der Datenallokation und -übertragung [15]. Daher ist zu berücksichtigen, dass vom Koprozessor zu
lesender Speicher direkt koprozessorseitig alloziert wird oder die Daten vorab zum Koprozessorspei-
cher verschoben bzw. kopiert werden. Es müssen ferner auch solche Aspekte wie Geschwindigkeit
arithmetischer Operationen in Abhängigkeit der Speicherörtlichkeit berücksichtigt werden. Ein ge-
eigneter Ansatz wird in dieser Schrift erarbeitet, mittels dessen der Anwendungsentwickler von den
dazu benötigten hardwarespezifischen Codeformulierungen weitgehend befreit werden kann.
Convey bietet die Nutzung sogenannter
”
Personalities“ an, die eine Sammlung von Befehlssatz-
erweiterungen36 für jeweils eine bestimmte Domäne, beispielsweise Finanzmathematik, umfassen.
Das Problem daran ist jedoch, dass sich keine zwei Personalities gleichzeitig nutzen lassen. Lässt
sich eine Anwendung nicht ausreichend mittels einer einzigen Personality beschleunigen, bedarf es
der Neukonfiguration des FPGAs zur Laufzeit mit einer anderen Personality, was die weitergehende
Erforschung von Scheduling- und Mapping-Problemen bedingt, oder einer gänzlich neuen, nutzer-
und anwendungsspezifischen Implementierung einer eigenen Personality bedarf.
2.1.6 Leistungsaufnahme und Energiebedarf von FPGA-Systemen
FPGA-basierte Systeme warten je nach Betrachtungsweise mit guter oder schlechter Energieef-
fizienz auf. Unter Energieeffizienz wird häufig verstanden, mehr Operationen pro Zeiteinheit bei
gleicher oder geringerer Leistungsaufnahme durchzuführen. Diese Definition kann umgestellt werden
auf die Ausführung eines bestimmten Algorithmus in möglichst kürzerer Zeit bei weniger Energie-
verbrauch, um auch der Ausführung von Spezialoperationen, wie sie in rekonfigurierbarer Logik
implementierbar sind, Rechnung zu tragen. Beim Vergleich mehrerer Systeme bietet es sich an, das







Sind mehrere Einheiten in einem heterogenen System bei der Ausführung beteiligt, so bietet es
sich an, konkret die Energieeffizienz zu betrachten. Dabei gilt für die benötigte Energie in einem
heterogenen System mit n Ausführungseinheiten: Eheterogenes System =
∑n
i=1 Pi ∗ ti =
∑n
i=1Ei. Da-
bei können mehrere Einheiten i 6= j zeitgleich zueinander genutzt werden, also theterogenes System <∑n
i=1 ti. Die Energieeffizienz kann prinzipiell durch das Energy-Delay-Product (EDP) [114] beschrie-
ben werden, wobei beim EDP Energie hinsichtlich des Wechsels der kapazitiven Last beim Schalten
eines Pfads in einer CMOS-Schaltung gemeint ist mit E = 12 · CL · U2DD (=̂ Power Delay Product
(PDP)), und die Zeitdauer sich auf die Ausführung eines Schaltkreises oder gar einer Anwendung
































Abbildung 2.11: Energy-Delay-Product (EDP) in Abhängigkeit zu normiertem Energiebedarf und
normierter Ausführungszeit. Die Pareto-optimalen Punkte befinden sich auf der
Schnittkurve zwischen der Ebene z = 1 und den EDP-Werten.
bezieht. Für die CMOS-Schaltungen wurde ein optimales physikalisches Modell angenommen, um
so eine untere Schranke für die Energieeffizienz zu haben. Anhand dieser Festlegung lässt sich eine
Pareto-Kurve nachvollziehen beim Auslegen von Schaltkreisen und der erzielbaren Ausführungszeit:
”
Kompliziertere“ Schaltkreise müssen das Mehr an benötigter Energie durch schnellere Ausführung
der Anwendung wettmachen.







Ein System gilt als energieeffizienter im Vergleich zu einem anderen System ⇔ EDP < 1 ⇔
1/EDP > 1. Ausgehend von einem optimal ausgelegten System hinsichtlich Energiebedarf und
Ausführungszeit stellt Abb. 2.11 dar, in welchem Rahmen sich das EDP bewegen kann: Es ist
physikalisch unmöglich, EDP < 1 zu erreichen, was durch die Ebene z = 1 beschrieben wird;
größere Werte sind jedoch möglich, d.h. ein anderes System benötigt mehr Energie oder mehr Zeit
für die gleiche Aufgabe und ist dementsprechend nicht effizient. Die Menge der Pareto-optimalen
Punkte ist genau die hervorgehobene Schnittmenge der Ebene z = 1 mit den EDP-Werten. Zu
dieser Metrik ist jedoch anzumerken, dass die Ausführungszeit quadratischen Beitrag hat und
daher ein (homogenes) System mit der vierfachen Leistungsaufnahme nur doppelt so schnell sein
muss, um EDP = 1 noch zu erfüllen, wohingegen bei einer Verlangsamung von Faktor 10 ebenso
EDP = 1 gilt, wenn das System nur ein Hundertstel der Leistung aufnimmt. Effizienz ist aus
Sicht eines Anwenders allerdings nur dann gegeben, wenn die Verlangsamung sehr gering ausfällt
(0 Speedup S ≤ 1) oder Beschleunigung erzielt wird (S > 1). Daher wird in dieser Dissertation
zusätzlich zum EDP stets die Beschleunigung S angegeben.
Für grundsätzliche Vergleiche der Leistungsaufnahme, des Energiebedarfs und der Energieeffizienz
der Verarbeitungseinheiten ist es ausreichend, wenn sämtliche beteiligte Verarbeitungseinheiten
berücksichtigt werden, insbesondere auch die CPU bei der hybriden Ausführung eines Algorithmus,
allerdings weitere beiderseits involvierte Komponenten wie Speicher und Controller als sehr ähnlich
gewertet werden und daher nicht weiter mitberechnet werden. Die Ermittlung der Leistungsauf-
nahme sollte dabei jedoch nicht anhand der angeschlossenen Netzteile oder der maximalen Leis-
tungsaufnahme von FPGAs erfolgen, sondern so gut wie möglich anhand der tatsächlich benötigten
bzw. belegten Ressourcen. Bei Xilinx FPGAs bedeutet dies, dass bei fehlenden Möglichkeiten zur
direkten Ermittlung der Leistungsaufnahme die platzierte und geroutete Netzliste genommen wer-
den sollte zusammen mit einem repräsentativen, aussagekräftigen Schaltverhalten der Gatter, das
in Simulation mit Modelsim ermittelt werden kann. Damit kann man den Power Analyzer (XPA)
die Leistungsaufnahme errechnen lassen, anstatt die maximale Leistungsaufnahme des FPGAs zu
seinen Ungunsten zu betrachten.
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Das Problem bei solchen Vergleichen bleibt, dass ein Koprozessor wie eine FPGA-Karte oder Gra-
fikkarte nicht einfach ohne weiteres Zutun das Problem berechnen kann, sondern eingebettet in
ein Umfeld aus externem Speicher und Dateneingangsschnittstelle für die zu verarbeitenden Daten
betrachtet werden muss.
2.1.7 Behandlung der Datentransferproblematik bei non-uniformen
Speicherarchitekturen in heterogenen Systemen
Nutzen ist von FPGAs vor allem dann erzielbar, wenn die Eingangs- und Ausgangsdaten gestreamt
werden können bzw. hohe Datenlokalität vorliegt und die Daten nahe der Ausführungseinheiten
vorgehalten werden können. Die Ausführungszeit erhöht sich entsprechend um die Dauer, bis das
erste Datum übertragen ist, und die Dauer, bis das letzte Datum vom Koprozessor zum Host
zurückübertragen ist, analog dem Füllen und Entleeren einer Pipeline:
ttotal = 2 ∗ ttransport latency + tcompute
Bei ausreichend hohem Berechnungsaufwand ist der nötige Transportaufwand dann nicht mehr aus-
schlaggebend. Die Datentransferproblematik bei der Programmierung von heterogenen Systemen
ist von mehrerlei Seiten aus lösbar.
Self-aware Memory (SaM) [45] versucht, die Datenlokalität anhand von dezentraler, lokaler Über-
wachung der Speicherzugriffe und Zugriffsquellen und durch die Migration von Daten in einen
anderen Speicher zu erhöhen. Derart wird die Datentransferproblematik autonom gelöst ohne jeg-
liche Anweisung seitens des Entwicklers. Entscheidungen zur Migration werden ebenso dezentral
gefällt, wie auch das Monitoring erfolgt. Modelle wie SaM können ferner dazu dienen, Prefetching
einzuleiten, z.B. bei der seitenweisen, MMU-gesteuerten Migration des zugegriffenen Speichers auf
der Convey HC-1 vom Host-Speicher in den Koprozessorspeicher. Denn diese seitenweise Migrati-
on sollte automatisch von Hostseite aus initiiert werden, wodurch insgesamt der Entwickler vom
speicherorientierten Allozieren und Verwalten der Objektstrukturen entbunden würde.
Bekannterweise sind cachekohärente Speichermodelle schneller gegenüber nicht-kohärenten Zugrif-
fen oder dem Kopieren von Daten in einen anderen Speicher(-bereich) [115, 276]. Dazu müsste auf
der Convey HC-1 aber auch die MMU des Koprozessors gleich schnell wie die der Host-CPU sein,
was mit FPGAs als Plattform zur Implementierung des Superskalarprozessors auf dem Koprozes-
sorboard der HC-1 nicht machbar ist. Daher müsste eigentlich auf eine nicht-kohärente Variante
oder das manuelle Kopieren zurückgegriffen werden. Die Convey HC-1 ist jedoch cachekohärent
implementiert. Insbesondere für größere Datenmengen ist das manuelle, hostinitiierte Kopieren
der Daten über die von Convey bereitgestellte Methode zum Kopieren von Daten zum Koprozes-
sor allerdings schneller, als wenn der Koprozessor die Seitenmigrationen selbst vornimmt, was bei
Verwendung der Standardroutinen der GNU C-Bibliothek erfolgt. Die in Abb. 2.12 dargestellten
Ergebnisse zu dazu durchgeführten Messungen veranschaulichen, dass nur bei kleinen Datenmengen
die MMU des Koprozessors der automatischen Seitenmigration nachkommen kann.
Insgesamt zeigen diese Untersuchungen bereits, dass heterogene, rekonfigurierbare Systeme sehr
hardware- und problemspezifisch zu nutzen sind, beispielsweise mit unterschiedlichen Kopierrouti-
nen. Der Anwender soll von solchen Kenntnissen und Anforderungen befreit werden.
Interessant ist, die Datentransfers zusätzlich hinter Streaming zu verstecken, wie bereits angespro-
chen. Unter Streaming wird das kontinuierliche Versenden sowie Empfangen und dazu gleichzeitige
Verarbeiten von Daten verstanden. Dies wird beispielsweise von StreamX10 erreicht [279]. Strea-
ming wird auch ferner von Impulse C, das auf Communicating Sequential Processes [144] aufbaut,
bei der hochsprachlichen Entwicklung von FPGA-Schaltungen eingesetzt, indem hostseitig einzelne
Daten asynchron übertragen werden, während weitere Berechnungen auf der CPU ausgeführt wer-
den können. Bei Streaming erfolgt die Ausführung weitestgehend datengetrieben. Datengetriebene
Ausführung wird später gesondert in Abschnitt 6.1.2 behandelt.
Streaming wurde für Multi-Prozessor-Systeme auf einem Chip mit gemeinsamem Speicher unter-
sucht [118]. Dazu wurde eine Middleware eingeführt, welche die Zugriffskontrolle auf den gemein-
samen Speicher in Hardware durchführt. Der Vorteil ergibt sich daraus, dass die Prozesse busy
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Abbildung 2.12: Ausführungsgeschwindigkeit unterschiedlicher Möglichkeiten zum Transportieren
von Sequenzdaten auf der Convey HC-1. Bei den GLIBC-Routinen migriert der
Koprozessor die Daten.
waiting auf Daten betreiben müssen und daher der Aufwand zum Aufwecken entfällt, was im spe-
zifischen Kontext eingebetteter Systeme für Telefon- und Videoanwendungen geeignet scheint im
Gegensatz zu herkömmlichen Desktop- und Serversystemen, wo Schlafenlegen und Aufgewecktwer-
den eingesetzt werden sollten. Die Nutzung von zusätzlichen Hardwareressourcen, etwa FPGAs,
als Berechnungseinheiten wird explizit vorgeschlagen, da die Middleware keinerlei Beschränkungen
diesbezüglich auferlegt und der potentielle Nutzen rekonfigurierbarer Architekturen als gegeben
angenommen wird. Dabei sind FPGAs als zusätzliche Recheneinheiten angedacht im Gegensatz
zur Nutzung als spezielle Beschleuniger.
Erste Arbeiten in die Richtung eines Programmiermodells für Streaming-Anwendungen auf belie-
bigen Funktionseinheiten wurden über Pipelining erreicht [254]. Ein Programm wird während der
Entwicklungsphase vom Programmierer mit Makros instrumentiert, mittels einer erweiterten Ver-
sion von Valgrind auf Pipeline-Möglichkeiten untersucht und abschließend automatisch anhand der
detektierten Streams in eine Pipeline-Version transformiert. An dieser Stelle kann es sich anbie-
ten, Teile der Pipeline in weitere Beschleuniger zu verlagern oder heterogene CMPs zu betrachten,
insbesondere aufgrund der Verwendung von (Doppel-)Puffern zum Datenaustausch zwischen den
Pipelinestufen in der zitierten Arbeit, was sich auch für Beschleuniger ohne Kopplung über gemein-
samen Speicher anbietet.
2.2 Digitale Arithmetik
Im Bereich des wissenschaftlichen Rechnens sind sehr häufig sehr viele arithmetische Operationen
auf den Arbeitsdaten auszuführen. Für digitale Rechenanlagen stellte sich die Frage, wie man Zah-
len mittels Bits und Bytes in Rechnern darstellen, speichern und damit rechnen kann. Es haben
sich drei wichtige Zahlendarstellungen in der Rechnerarithmetik etabliert: das Festkommaformat,
das Binary Coded Decimal (BCD)-Format37 und die Gleitkommadarstellung. Die verwendeten, ge-
normten Zahlenformate sind mitunter nicht optimal geeignet, ein Problem zu bearbeiten, so dass
es sich lohnen kann, von den bestehenden Normen abzuweichen, um ein Problem mit einer gerin-
geren Anzahl an Operationen oder Iterationen zu lösen. Mit Standardprozessoren muss ein solches
Abweichen emuliert werden, was in der Regel mehr Operationen bedeutet und damit zunächst ei-
ne verlängerte Ausführungszeit. Mit rekonfigurierbaren Akzeleratoren bietet sich die Möglichkeit,
37engl., binär kodierte Dezimalzahlen
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von den Normen abweichende Operationen direkt zu implementieren und den Anwendungen an-
zubieten. Auf den folgenden Seiten sind einige wesentliche Methoden und Aspekte des Rechnens
in digitaler Hardware zusammengefasst, um einerseits die Normen und andererseits ihre Probleme
sowie mögliche Abweichungen zu verstehen. Hinsichtlich möglicher Modifikationen werden dazu
ferner besondere Zahlenformate vorgestellt.
2.2.1 IEEE 754
In der Gleitkommadarstellung nach dem bekannten Vorzeichen-Exponent-Mantissen-Schema wer-
den Zahlen folgendermaßen zusammengesetzt:
Zahl = (−1)V orzeichen · 2Exponent ·Mantisse, (2.1)
wobei m die Länge des Felds der Charakteristik sei, n die Länge der Mantisse, und der Exponent
sich aus der Charakteristik berechnet: Exponent = Charakteristik− 2m−1 + 1 (die Charakteristik
ist also der Exponent plus die benötigte Verschiebung). Die Mantisse enthält dabei das Komma an
einer bestimmten, festzulegenden Stelle, z.B. nach dem ersten Bit.
Das Gleitkommaformat nach IEEE 754 [151] ist ein sehr kompaktes Format, das im Vergleich
zu Festkommaarithmetik einfach zu verwenden ist und die Verschiebung des Wertebereichs bei
arithmetischen Operationen mittels der Anpassung des Exponenten zu behandeln vermag. Es ist
folgendermaßen spezifiziert: Gleitkommazahlen nach IEEE 754-2008 liegen einfach genau38 (32
Bit), doppelt genau39 (64 Bit) oder vierfach genau40 (128 Bit) vor. Die Kardinalität bezieht sich
dabei auf eine spezifizierte Wortlänge von 4 Bytes. Dabei teilen sich die verfügbaren Bits für die
Charakteristik und Mantisse für die unterschiedlichen Breiten wie folgt auf: 8 Bits + 23 Bits, 11
Bits + 52 Bits, 15 Bits + 112 Bits. Darüberhinaus gibt es die erweiterten einfach und doppelt
genauen Formate, die über einen etwas größeren Exponentenbereich verfügen (mind. 11 bzw. 15
Bits) und mehr Genauigkeit (mind. 32 bzw. 64 Bits) und hardware-intern eingesetzt werden. Sie
erreichen unter anderem die genauere Rundung durch die
”
Schutzziffern“41 [113].
Bei der Gleitkommaarithmetik fällt der Speicherbedarf sehr gering aus. Allerdings ist im Gegensatz
zu Festkommaarithmetiken und insbesondere dem BCD-Format stets nur genau ein Bereich präzi-
se. Dahinter befindliche Stellen werden irreversibel abgeschnitten, weshalb die Genauigkeit nicht
durchweg gegeben bleibt. Heutige Mikroprozessoren rechnen intern mit längeren Mantissen und
verschieben dadurch dieses Problem etwas.
Kahan stellt fest [162], dass das Format über zu viele Eigenschaften und Merkmale wie Rundungs-
modi, Sonderwerte, denormalisierte Zahlen und Exceptions verfügt. Nicht alle werden weder von
Compilern und Programmiermodellen unterstützt, weshalb sie kaum verwendet werden und somit
noch weniger Berechtigung für die Integration in Compiler oder Programmiermodelle erhalten.
2.2.2 Arithmetik auf FPGAs
Spezialoperationen und solche Operationen, die nicht nach dem Standard IEEE 754 arbeiten wie
beispielsweise solche mit besonderer Arithmetik, stellen Kandidaten zur Verlagerung auf Akzele-
ratoren dar, so sie nicht mittels Verwendung von mehreren Prozessorkernen beschleunigbar sind.
Daher werden nun auf rekonfigurierbaren Akzeleratoren implementierte Arithmetiken sowie die




41engl. guard digits, sticky bit
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Arithmetische Operationen und Kernel
FPGAs eignen sich zum Rechnen auf bestimmten Gruppen wie Galois-Feldern GF (pm) im Rah-
men kryptographischer Anwendungen [30, 98, 224]. Galois-Felder sind definiert als Ring über einer
Wertemenge mit zwei Operationen (Addition und Multiplikation) und zugehörigen neutralen Ele-
menten. Für k ∈ N, k fest, ist z ∈ GF (2m) mit zk = 1 eine k-te Einheitswurzel. Ist k im Sinne
eines privaten Schlüssels nicht bekannt, so kann nicht auf z rückgeschlossen werden. Das Addieren
in Galois-Feldern ist sehr schnell in Hardware umsetzbar und ausführbar, nicht jedoch die Multi-
plikation und darauf basierende Operationen oder Polynomauswertungen. Ferrer et al. haben einen
FPGA-basierten Koprozessor zum Rechnen in Galois-Feldern entwickelt, wo die Multiplikation mit-
tels einer Matrixvektormultiplikation erfolgt mitsamt der Reduktion; die Akkumulation erfolgt über
eine FIR42-Schaltung [98]. Die Implementierung von Non-Standard-Arithmetiken auf FPGAs ist
also eine Möglichkeit, FPGAs zur Anwendungsbeschleunigung einzusetzen.
Nach Arbeiten [189] im Bereich der FPGA-gestützten Beschleuniger für Gleichungslöser auf Ba-
sis des CG-Verfahrens haben Lopes und Constantinides ihre Arbeit auf exakte Akkumulations-
und Skalarprodukteinheiten zusätzlich ausgeweitet [188]. Der Platzbedarf ihrer hybriden Imple-
mentierung bestehend aus interner Festkommadarstellung reduziert sich auf weniger als ein Drittel
gegenüber dem Einsatz vefügbarer Gleitkommaeinheiten zur Multiplikation und Addition.
Die Multiplikation dichtbesetzter Matrizen mittels Akkumulations- und Skalarprodukteinheiten
in 64-bit-Gleitkommaarithmetik kann auf FPGAs von hoher Datenlokalität und FIFO-Puffern in
Hardware profitieren [87]. Die Addition stellt den kritischen Pfad dar, der sich über die parallele
Berechnung des vorderen Teils jeweils mit und ohne Übertrag von der hinteren Addition auflösen
lässt. Aufgrund der gewonnenen Erkenntnisse sollten Matrixmultiplikationen auf FPGAs auch nach
der gewöhnlichen Variante erfolgen, anstatt wie bei Strassen Multiplikationen durch weitere Addi-
tionen zu ersetzen [158]. [75] Mittels passender Parametrierung der Puffer lassen sich effiziente43
FPGA-Designs auch trotz geringfügiger Bandbreite erstellen [181].
Operationen der BLAS-Bibliothek wurden auf einen Virtex-II Pro abgebildet [293]. Dabei wurden
jedoch die Bandbreite und Pinanzahl entsprechend so definiert, dass der Durchsatz maximiert wird
bei maximalem Ressourcenverbrauch. Dazu wurde eine Parametrisierung eingeführt über Band-
breite, Anzahl Einheiten und Ressourcen. Gängige Systeme besitzen im Gegenteil fest definierte
Schnittstellen, etwa mit einer Bandbreite von 64 Bit pro Takt, so dass eine gänzlich andere Para-
metrierung passend zur Architektur des Systems anstelle der optimalen Parametrierung verwendet
werden muss. Die Berechnungen der Latenzen und Bandbreiten ergaben bereits, dass für geringe
Bandbreiten wenige Verarbeitungseinheiten ausreichen, um die maximale Leistung zu erzielen. Die
wichtige Fragestellung, wie bei vorgegebener Schnittstelle (beispielsweise einem Bus) ein optima-
les FPGA-Design für BLAS-Operationen aussehen kann, welche Optimierungen dazu nötig sind,
wurde somit nicht gelöst.
In nachfolgenden Arbeiten [294] wurde die obige Methodik der Parametrisierung von BLAS-
Routinen bezüglich der Aufteilung auf ein MFS angewandt sowie auf die LR-Zerlegung übertragen.
Es wurde ferner gezeigt, dass die Aufteilung der LR-Zerlegung auf mehrere FPGAs skaliert.
Die Berechnung der Hessenberg-Matrix zu einer gegebenen Matrix ist der erste Schritt der QR-
Zerlegung, wie sie unter anderem bei der Bestimmung von Eigenwerten mittels des Lanczos-
Verfahrens benötigt wird (vgl. Abschnitt 5.1.2). Sie ist mit doppelt genauer Gleitkommaarithmetik
trotz starker Optimierung 3-4 mal langsamer auf einer SGI Altix RASC RC100 mit einem Xilinx
Virtex-4 LX200 als auf einem System mit zwei Intel Xeon E5520, während eine GPU wie die Nvidia
GTX 480 19,6 mal schneller sein kann [149]. Die QR-Zerlegung nach Givens ist ebenso auf FPGAs
implementierbar [236]. Wie aus den Arbeiten erkennbar wird, hängt es von den Anwendungen und
Hardwareeigenschaften wie insbesondere der möglichen Datenlokalität und damit einhergehend der
ausnutzbaren, effektiven Speicherzugriffsbandbreite ab, ob und auf welchen Systemen Anwendun-
gen von der Verlagerung auf FPGAs profitieren können.
Häufig wird versucht, die Verarbeitung dünnbesetzter Matrizen aufgrund ihres besonderen Formats
zu beschleunigen. Für Bandmatrizen gelingt dies mit dem CG-Verfahren nur in dem Rahmen, wie
42Finite Impulse Response
43hinsichtlich Ressourcenaufwand und erzielbarer Leistung
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die Qualität der verglichenen Softwarebibliothek ATLAS miteinspielt und nur sequentielle CPU-
Ausführungen betrachtet werden [189]. Ein wesentliches Problem bei iterativen Verfahren ist die
ständige Übertragung von Daten zum Akzelerator, so dieser selbige nicht mehr intern speichern
kann [89]. Alternativ können viele Verfahren blockweise ausgeführt und die Blöcke parallel zueinan-
der berechnet werden. Unter anderem ist für 128 ≤ n < 500 die LR-Zerlegung von n× n-Matrizen
mit doppelt genauen Werten auf einem Xilinx Virtex-II Pro XC2VP100 schneller als auf einem
2,2 GHz AMD Opteron [294].
Das iterative SRT-Verfahren, mit dem Divisionen und Wurzelberechnungen durchgeführt werden
können, kann zwar platzsparend auf FPGAs implementiert werden [190], benötigt dann aber vie-
le Iterationen sowie zusätzliche Takte zum Laden, Normalisieren und für weitere Operationen. Bei
IBM beläuft sich dies auf insgesamt 39 Takte für Operanden mit doppelter Genauigkeit, wobei auch
nur alle 34 Takte eine neue Division angestoßen werden kann [110]. Das SRT-Verfahren ist dennoch
hervorragend zur Implementierung in FPGAs geeignet und kann auch unter heutigen Gesichts-
punkten ausreichende Leistung durch Implementierung als Pipeline erzielen, wobei der Platzbedarf
dann 10-20 mal höher ausfällt [278]. Die Hardwarebibliothek VFloat stellt Blöcke zur Division und
Wurzelberechnung zur Verfügung, die mittels Taylorreihenentwicklung als Pipeline in VHDL imple-
mentiert sind [277]. Altera hat sich der Rundungsproblematik bei FPGA-Implementierungen von
Divisionen angenommen [215].
Insgesamt erkennt man anhand der hiesigen Beispiele, dass die Implementierung von Standard-
operationen für und in Standardarithmetik auf FPGAs nicht gewinnbringend ist. Am ehesten las-
sen sich Vorteile durch intern abweichende Implementierungen wie Taylorreihenentwicklung statt
SRT-Verfahren oder interne Rechnung in Festkommadarstellung erzielen. Stencil-Operationen als
zusammengesetzte Operationen außerhalb des Basisgleitkommabefehlssatzes eignen sich aufgrund
ihrer vielen Berechnungen für ein einziges Ergebnisdatum sehr gut zur Verlagerung in Hardwa-
re. Indem die Genauigkeit durch kürzere Mantissen der Stencil-Koeffizienten geringfügig reduziert
wird, können mehr Einheiten integriert werden für mehr Parallelismus und mehr Berechnungen auf
den zwischengespeicherten Daten [136].
Erst bei Arithmetiken, die wie Galois-Felder von den Gleitkommastandards abweichen und somit
in Standardprozessoren nicht vorhanden sind, nützt rekonfigurierbare Hardware. Rekonfigurierbare
Hardware sollte daher zur Implementierung exakter Arithmetik geeignet sein. Dies wird im Folgen-
den genauer betrachtet sowie weitere erfolgreiche Beispiele zur Anwendungsbeschleunigung durch
Verlagerung arithmetischer Spezialoperationen in die rekonfigurierbare Hardware.
Anwendungsbeschleunigung
Ist eine gute Speicherhierarchie des Akzeleratorknotens vorhanden, durch welche das ständige
Übertragen von Daten zum Koprozessor entfällt, so kann ein einzelner Akzeleratorknoten für Finite-
Differenzen-Probleme vergleichbare Leistung zu einem Cluster von 30 PCs liefern [91]. Wichtig dabei
ist stets auch die optimierte interne Datenhaltung, die letztendlich die Möglichkeit zur Beschleuni-
gung ausmacht [137].
Molekülsimulationen können von anpassbaren Formaten und Genauigkeiten auf FPGAs profitieren
sowie von Wertetabellen, paralleler Berechnung, angepassten Architekturen mit Ausführung in einer
Pipeline und nicht zuletzt auch von anwendungsspezifischen Reduktionseinheiten [120, 121, 141].
Dies ermöglicht bis zu 90-fache Geschwindigkeit gegenüber der Ausführung auf GPUs.
Das Lanczos-Verfahren kann auf FPGAs von der hohen Datenlokalität durch interne Speicherung
und von vielen parallel ausgeführten Gleitkommaeinheiten wie n Skalarprodukten, die jeweils als
Reduktionsbaum implementiert sind, profitieren [221]. Es erzielt durch die Spezialimplementie-
rungen gegenüber sequentieller und paralleler Ausführung auf einem Prozessor wesentliche Ge-
schwindigkeitssteigerungen. Solange bei GPUs die Daten mit CUBLAS vor und nach jeder Matrix-
/Vektor-Operation neu übertragen werden müssen, übertrifft der ausgewählte und verwendete Xi-
linx Virtex-6 SX475T nicht nur Mehrkernprozessoren, sondern sogar die GPUs. Ein weiterer Ansatz,
das Lanczos-Verfahren mithilfe von FPGAs zu unterstützen, ist die Implementierung in Festkom-
maarithmetik, so dass mehr Einheiten auf dem FPGA untergebracht werden können [157]. Dazu
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wenden Jerez et al. einen Vorkonditionierer an, der die Wertebereiche der Matrix stark einschränkt
und so überhaupt erst die Ausführung mit Festkommaarithmetik möglich macht.
2.2.3 Exakte Arithmetik
Beim Rechnen mit Kommazahlen in digitalen Rechnern gibt es eine Reihe von zu beachtenden
Dingen [113], wie sie im vorherigen Unterabschnitt bereits angedeutet wurden. Insbesondere ist die
Auflösung der Zahlen nur beschränkt möglich. Beispielsweise sind ohne Zusatzhardware keine peri-
odischen Zahlen speicherbar; die maximale Auflösung beträgt 52 binäre Stellen im doppelt genauen
Gleitkommaformat. Das standardmäßig eingesetzte, sehr leistungsfähige Gleitkommaformat nach
IEEE 754 (vgl. Abschnitt 2.2.1) hat genau den einen Nachteil, dass die Mantisse, und damit die
Auflösung, für die gesamte Zahl verwendet werden muss anstatt nur für die Nachkommastellen.
Die Wichtigkeit dieser Problematik zeigt sich darin, dass 2012 von Intel als Anmerkung zum Rech-
nen mit Vielkernprozessoren und damit einhergehend auch der Parallelisierung von Operationen wie
Skalarprodukten die Thematik aufgegriffen und mit einem Beispiel illustriert wurde [69]. Ähnliche
Probleme entstanden auch in den Anfängen des Rechnens auf Grafikkarten mit 8 Bit Auflösung,
beispielsweise kann im Intervall [−1; 1] die Division xy zum Ergebnis 1y haben [227]. Hilfreiche Ab-
weichungen von den Standards, die nicht effizient in Mikroprozessoren ausführbar sind, wo also
der Mehraufwand zur Ausführung den erzielbaren Nutzen übersteigt, können für rekonfigurierba-
re Hardware implementiert werden und dem Anwender dynamisch zur Verfügung gestellt werden.
Folgend werden bekannte Verbesserungsansätze geschildert, diskutiert und verglichen sowie ab-
schließend die Ausführungszeiten evaluiert.
Verbesserungsansätze
Einerseits beschäftigen sich Arbeiten mit der Angabe von Periodizitäten, wie 0, 3 [52], andererseits
gibt es Erweiterungen zu den Standard-Gleitkommaformaten und alternative Darstellungen, die im
Folgenden beschrieben werden.
GNU Multiple Precision (GMP) ist ein bibliotheksbasierter Ansatz, bei welchem der Program-
mierer einen Gleitkommaformatdatentyp mit bestimmter Breite definiert, bspw. 128 Bit mit 11 Bit
Charakteristik, 116 Bit Mantisse, also um 64 Bit gegenüber dem Standardformat mit 52 Mantissen-
bits verlängert, und dem Vorzeichenbit [117]. Auf dem Datentyp angewandte Operationen werden
dann als mehrere auf den Standardtypen aufbauende Operationen durchgeführt. Neben GMP ist
MPFR [101] recht bekannt [18].
”
Staggered Arithmetik“44: GMP benötigt Platz auch für diejenigen Fenster, die vollständig mit Nul-
len belegt sind. Bei der staggered Arithmetik werden nur die nichtüberlappenden Zahlenbereiche,
in denen von Null verschiedene Werte liegen, durch jeweils eigene Gleitkommazahlen ausgedrückt.
So kann noch weitaus mehr Genauigkeit erzielt werden. Implementiert ist staggered Arithmetik
beispielsweise in der Softwarebibliothek XSC [33].
Intervallarithmetik geht das spezifische Problem an, dass Gleitkommaformatimplementierungen
nicht nur einige berechnete Bits verwerfen müssen, sondern auch das Ergebnis auf- oder abrunden,
zu Null, zum nächstkleineren Wert, zum nächstgrößeren Wert oder zum betragsmäßig größeren
Wert hin. Dabei kann es je nach Algorithmus und Daten geschickter sein, einen spezifischen dieser
sechs Rundungsmodi einzusetzen. Dennoch ist der Programmierer und damit auch der Anwender
nie davor gefeit, mehrfach hintereinander ungeschickt gerundet zu haben und damit ein vom no-
minellen Wert stark abweichendes Ergebnis zu erhalten [134]. Hier setzt die Intervallarithmetik an,
welche bei jeder Operation die Streubreite des Ergebnisses als ein Intervall I von kleinstmöglichem
Wert u und größtmöglichem Wert o angibt: I = [u, o]. Das Anwendungsgebiet ist vielseitig von
ingenieursmäßigen Berechnungen über das Lösen von linearen Gleichungssystemen hin zur exakten
44engl., gestaffelt, abgestuft
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Berechnung [225]. Das Produkt L := I ·K errechnet sich vereinfacht dargestellt (von den zahlreichen
Sonderfällen abgesehen) als
uL := abrunden(uI · uK)
oL := aufrunden(oI · oK)
Damit kann der Programmierer bereits bei der Entwicklung eines Programms Aufschluss über die
Qualität seines Algorithmus oder Implementierung erlangen und ggf. daran arbeiten, die Intervall-
größe durch Änderungen am Programmcode zu verringern und somit die Qualität zu verbessern,
um z.B. numerische Stabilität oder geringere Laufzeiten zu erreichen, oder aber diese Methode
zur Berechnung des Fehlers zur Laufzeit [199] einsetzen und entsprechend nötige Maßnahmen wie
etwa die Neuberechnung mit anderen Auflösungen oder Verfahren durchführen lassen [205]. Dem
Anwender hingegen kann ein solches Ergebnis Auskunft über die Qualität eines errechneten Werts
geben [146] und über den möglichen Ergebnisbereich.
Der GAMM-Fachausschuss regte die Integration von Intervallarithmetik zur Verbesserung des
IEEE-754-Standards für Rechnen im Gleitkommaformat an [107]; diese Anregungen wurden schließ-
lich im Standard IEEE 754-2008 übernommen. Hardwareimplementierungen in Prozessoren benöti-
gen etwa doppelt so viel Ausführungszeit für Intervallarithmetik wie für normale Gleitkommaope-
rationen [234, 9]. Kulisch gibt weitere Ideen und Hinweise zu möglichen Implementierungen der
Intervallarithmetik [178].
Kahan warnt jedoch davor, Intervallarithmetik als Lösung für die Rundungsproblematik zu be-
trachten, und führt an, wie unterschiedliche Implementierungen und Compileroptimierungen un-
ter Verwendung regulärer Rundungsmodi zu sehr genauen Ergebnissen kommen können oder zu
äußerst falschen [163]. Mit Intervallanalyse lassen sich solche Fehler nicht erkennen. Daher kann es
geschickter sein, gewisse Berechnungen ganz exakt durchzuführen.
Hardware-Implementierungen
An der George-Washington-Universität wurde untersucht, wie sich exaktere (nicht absolut exakte)
Arithmetik in Hardware bringen lässt [93]. Untersucht wurde auf der SRC-6 MapStation mit Xilinx
EDK 8.2 und VHDL auf FPGAs der Serie Virtex XC2V6000-4, getaktet mit 100 MHz, gegenüber
der Software-Bibliothek GMP. Ihre Implementierung addiert fünf mal schneller als GMP und mul-
tipliziert neun mal schneller. Operationen wie die Division wurden bei beiden Arbeiten jedoch nicht
betrachtet, sind allerdings ebenso von Bedeutung, wie die spätere Analyse des Lanczos-Verfahrens
in Abschnitt 5.1.3 zeigen wird.
FloPoCo [80] erlaubt breitere Akkumulatoren, die auf Festkommaarithmetik basieren und frei pa-
rametrierbar sind, so dass sie ebenso zur Implementierung von Kulischs exakter Additionseinheit
dienen können.
Kulischs Konzept des exakten Skalarprodukts [172] hat Bierlox mittels der Hardwarebeschrei-
bungssprache VHDL auf einem Xilinx XCV800-4 mit vertretbarem Hardwareaufwand implemen-
tiert [31], um exakte Berechnungen an sich (oder wahlweise exakte Berechnungen des Fehlers)
durchzuführen [177]. Die damalige Implementierung [31] war über den PCI-Bus als Koprozessor
verwendet worden. Sie ermöglichte die exakte Multiplikation-Akkumulation von einfach genauen
Operanden mittels einer internen Repräsentation als 768 Bits breites Festkommaregister, wobei die
Quadrate der betragsmäßig kleinsten und größten darstellbaren Gleitkommazahlen (bei einfacher
Genauigkeit) speicherbar und sogar im Gegensatz zum direkten Rechnen nach IEEE-754 deren Sum-
men korrekt speicherbar sind. Die Assoziativität der Addition bleibt somit beim Rechnen erhalten;




Laufzeit (Ticks) 566.481 K 640.446 K 6.404 K
Laufzeit (µs) 177.089 200.211 2.001
M MACs/sec 5,9211 5,2371 523,810
Tabelle 2.2: Vergleich zwischen GMP mit 256 Bits, C-XSC, und Ausführung mit doppelter Genau-
igkeit. 1 Exakte MAC-Operationen.
Evaluation und Leistungsbewertung
Ein ausführlicher Vergleich unterschiedlicher Ansätze mitsamt Diskussion der zugrundeliegenden
Ansätze wurde von Gowland und Lester durchgeführt [116], insbesondere mit dem Fokus auf Ge-
nauigkeit. Tabelle 2.2 der durchgeführten Untersuchungen zeigt, dass GMP und die Softwareim-
plementierung des exakten Skalarprodukts etwa zehn Mal langsamer sind als das Rechnen mit
doppelter Genauigkeit auf derselben CPU.
2.3 Zusammenfassung
Vor dem Hintergrund der Verlagerung vornehmlich bioinformatischer und numerischer Anwendun-
gen wurden in diesem Kapitel die Verwendung von rekonfigurierbarer Hardware und die dabei
auftretenden Probleme sowie zu beachtenden Dinge beschrieben. Die Probleme liegen vornehmlich
in der maximalen Ausnutzung der Bandbreite durch Datenwiederverwendung, in der Ausreizung
der Bandbreite durch massiv parallele Berechnung sowie in der Verrichtung maximal vieler Opera-
tionen auf möglichst wenig Daten.
Lösungsansätze finden sich unter anderem mit datengetriebener und taskparalleler Ausführung von
Anwendungen, welche komponentenbasiert entwickelt werden. Weitere Ansätze sind die Verlagerung
von Spezialoperationen, welche die Daten vielfach wiederverwenden können, wie Stenciloperatio-
nen, oder welche sehr viele Operationen ausführen mit nur wenig Eingabedaten, wie etwa exakte
Skalarproduktimplementierungen.
In den nächsten Kapiteln werden Anwendungen unter Einsatz des in diesem Kapitel erworbenen
Wissens vereinfacht und umgestaltet, um erfolgreich in rekonfigurierbare Hardware ausgelagert
werden zu können. Die Beschleunigung beliebiger Anwendungen durch Verlagerung aufwendiger
Teile in rekonfigurierbare Hardware soll auch ohne Anwendung jenes Wissens möglich werden,
damit Domänenexperten auf schnelle und bequeme Weise jeweils passende Akzeleratoren für un-
terschiedlichste Anwendungsfälle einsetzen können. Basis dafür kann ein Bibliotheksansatz mit
vorgefertigten Akzeleratorportierungen sein, die von Hardwarespezialisten entwickelt wurden. Zur
Ausführung werden FPGA-basierende heterogene Systeme verwendet, wobei die FPGAs die Biblio-
theksbausteine vorhalten sollen und über Mikroprogramme die Verschaltung erreichen sollen. Um
von verwandten Arbeiten abzugrenzen, beschreibt das nächste Kapitel 3 den Stand der Forschung
in diesen Gebieten.
27




In dieser Schrift werden bioinformatische und numerische Anwendungen hinsichtlich der Verlage-
rung in rekonfigurierbare Hardware analysiert. Im vorangegangen Kapitel wurden bereits einige
wesentliche Aspekte zur Verlagerung von Algorithmen in Beschleunigerhardware beschrieben. Be-
vor in Kapitel 4 die geschilderten Lösungsansätze und auftretenden Probleme bei der Verlagerung
eines Algorithmus in Hardware anhand der Portierung eines bioinformatischen Kernels in rekonfigu-
rierbare Hardware aufgezeigt werden, zeigt dieses Kapitel den Stand der Forschung auf. So grenzt es
auch von den verwandten Arbeiten ab, um den individuellen Beitrag aufzeigen und die Motivation
zu der vorliegenden Arbeit festigen zu können. Der Stand der Forschung umfasst hochsprachli-
che Konvertierungswerkzeuge ebenso wie Alternativen zu FPGAs sowie Programmiermodelle und
Laufzeitsysteme. Eine Diskussion der hinter dieser Arbeit stehenden Motivation, der verwandten
Arbeiten und der bleibenden Fragestellung schließt dieses Kapitel ab.
3.1 Konvertierung von hochsprachlichen Beschreibungen zu
hardwarenahen Beschreibungen
Detaillierte Hardwarekenntnisse sollten nicht von einem Entwickler von beschleunigernutzenden
Anwendungen (
”
Anwendungsexperten“) verlangt werden, da dies nicht seinen Aufgabenbereich
darstellt, wie es Strzodka sieht [249]. Ein möglicher Ansatz dazu ist, die Programmierung von
Hardware über eine Hochsprache zu gestalten.
3.1.1 Quelltextkonverter von einer Hochsprache zu einer Hardwarebeschreibung
Hardwarebeschreibungssprachen wie Verilog oder VHDL sind im Gegensatz zu herkömmlichen Pro-
grammiersprachen wie C, Java, Python usw. inhärent parallel, aber wiederum explizit sequentiell.
Dem versuchen Hochsprache-zu-Beschreibung-Konvertierer1 entgegenzuwirken, indem der Nutzer
in einer C-ähnlichen Programmiersprache wie ArchC [17], Impulse C, Riverside Optimizing Compi-
ler for Configurable Computing (ROCCC) [47, 48, 122] oder gar wie bei Maxeler komplett in Java
den Algorithmus angibt. Zur jeweiligen Hochsprache zugehörige Werkzeuge konvertieren dann die
hochsprachliche Formulierung zu VHDL oder Verilog. Anschließend lässt sich der Code eventuell
sogar in Softwaresimulationen und Emulationen testen.
Das Prinzip der Konverter ist, voneinander unabhängige Operationen parallel auszuführen oder
teilabhängige Operationen teilüberlappt, etwa in einer Pipeline mit Weiterleitung2 der zuletzt be-
rechneten Werte. Allgemein anerkannt ist, dass das Programmieren von parallelem Code, was bei
der Hardwareentwicklung ja vorherrschend ist, weitaus schwieriger als das schon nicht einfache
Programmieren von sequentiellem Code ist [41]. Zustandsautomaten stellen ein Mittel zur Zwangs-
sequentialisierung von Operationen dar. Die Überlappung der Ausführung erfolgt bei Impulse C
und ROCCC daher nicht ausschließlich datengetrieben, sondern wird zusätzlich durch einen sehr
großen Zustandsautomaten gesteuert.
1engl. HLL-to-HDL, C-2-RTL u.ä.
2engl.
”
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Abbildung 3.1: Eine in hochsprachlichem Code spezifizierte Schleife kann zu mehreren feingranu-
lareren Rechneinheiten konvertiert werden oder zu einer Rechenpipeline.
Eine Iteration einer in C spezifizierten Schleife (links) könnte parallel ausgeführt werden oder als
Pipeline mit Ergebnisweiterleitung, wie Abbildung 3.1 veranschaulicht. Da größere Datenmengen
überwiegend nicht adhoc bereitstehen, wird eher eine Pipeline synthetisiert als dass mehrere Exem-
plare zur Ausführung des Schleifenrumpfes genutzt würden. Dies hat negative Auswirkungen auf die
in rekonfigurierbarer Hardware unbedingt auszunutzende Parallelität und erfüllt nicht das unaus-
gesprochene Ziel der Autoparallelisierung von Code. Damit ist nun als Forderung aufgestellt, dass
mehrere arithmetische Einheiten parallel arbeiten müssen, indem z.B. Daten aus unterschiedlichen
Quellen bezogen werden.
Altera ermöglicht Entwicklern, mit OpenCL beschriebene Kernel zu Verilog zu konvertieren, und
erzielt bereits für FPGAs hohe Taktraten von mehr als 160 MHz [71]. Um OpenCL erfolgreich
einzusetzen, sind allerdings hardware-bewusste Konfiguration und Programmierung nötig.
Die HoneyComb-Architektur stellt eine generische Architektur zur Erforschung neuartiger Rech-
nerorganisationen dar, in der Einheiten wabenartig arrangiert sind und vergleichbar der DodOrg-
Architektur [26] unterschiedliche Aufgaben erfüllen. Im Rahmen von HoneyComb wurde die
”
Ho-
neyCombLanguage“ [259] entwickelt. Diese Sprache basiert auf VHDL und hat unterschiedliche
Arten von Prozessen, die auf die entsprechenden Hardwareeinheiten wie Verarbeitungseinheiten
oder Speicherelemente dann abgebildet werden. Eine derartige Beschreibung kann anschließend für
einen FPGA oder ein Netzwerk von FPGAs synthetisiert werden.
Dime-C wurde zur Auswertung von Antennensignalen auf Nallatech FPGA-Boards eingesetzt [282].
Die gewonnenen Erkenntnisse sind, dass es zur FPGA-Nutzung einerseits passender Anwendungen
bedarf und andererseits der Ausnutzung der verfügbaren Speicherstrukturen mittels doppelter Spei-
cherung3, was laut den Autoren mit Dime-C keine einfache Aufgabe sei.
Durch einen auf CoSy4 basierenden Ansatz können 4,4 mal schnellere Hardware-Beschreibungen
aus regulärem C-Code erzeugt werden [202].
LALP [195] geht das Problem an, ausreichend Parallelismus im erzeugten RTL-Code auszunützen.
Dazu wurde einerseits eine domänenspezifische Sprache entwickelt, und andererseits aggressives
Pipelining von Schleifen versucht, indem auf große Zustandsautomaten verzichtet wird. Allerdings
ist LALP sehr hardwareorientiert bis zur Abfrage von Aktivierungssignalen hin und somit für
Anwendungsentwickler nicht geeigneter als die anderen bislang vorgestellten Sprachen.
Zwar wird durch den Ansatz der Quelltextkonverter das Erzeugen der Hardwarebeschreibungen
abgenommen, der gesamte Prozess ist aber mitunter langwieriger, und keineswegs ermöglicht er,
hardware-unbewusst5 zu entwickeln. Denn die Verwendung von Konverterwerkzeugen bedeutet,
dass das V-Modell mehrfach durchlaufen wird: Zunächst muss die Funktionalität verifiziert werden
mittels Simulation der hochsprachlichen Beschreibung, dann wird der Prozess für die Emulation
der Hardware auf Basis der Hardwarebeschreibungssprache wiederholt, und abschließend erfolgen
erst die Hardwareerzeugung und der Test mit echter Hardware.
3engl. double buffering
4URL: http://www.ace.nl/compiler/cosy
5engl. hardware-unaware – im Gegensatz zu hardware-aware
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Abbildung 3.2: Kollaborationsdiagramm beim Verwenden rekonfigurierbarer Hardware mittels
hochsprachlicher Programmierungsansätze.
Domänenexperten (vgl. Abb. 3.2) können rekonfigurierbare Hardware also mittels solcher Konver-
ter programmieren. Wie sich bereits in der aufgeführten Literatur zeigte, bedarf es dazu jedoch erst
der ganzheitlichen Berücksichtigung der Merkmale und Eigenschaften eines Systems wie Speicher-
strukturen, Speicheranbindung, NUMA-Aufbau, Speichergrößen, Bandbreiten und anschließend der
passenden Ausnutzung selbiger, bevor auch mit solchen Konvertern Beschleunigung erzielbar ist.
Dies ist Aufgabe der Entwickler mit Hardwareverständnis bzw. der Hardwareentwickler selbst (vgl.
Abb. 3.2). Als Hardwareentwickler wiederum, so hat sich gezeigt [159], ist nach Entfernen von
Kontrollfluss, Verringern der Auflösung der Gleitkommazahlen, Vorberechnung von Werten, Ein-
satz von Pipelining und schließlich Verwenden mehrerer Exemplare der Rechenkernels z.B. mit
Handel-C als Hochsprache zur Hardwarebeschreibung durchaus Leistungssteigerung unter Verwen-
dung von Quelltextkonvertern erzielbar. Die zu lösende Frage ist jedoch, wie Domänenexperten
ohne dieses Spezialwissen und ohne aufwendige Verfahren Nutzen aus rekonfigurierbarer Hardware
ziehen können.
Ein Ansatz mit Java und in Java implementierten Ergänzungen als rückwärtskompatibler Biblio-
theksansatz wird mit Liquid Metal [150] verfolgt. Der Java-Code wird für PowerPC und Beschleu-
niger übersetzt, wobei für die Beschleunigereinheiten weitere Compiler den von Limeade erzeugten
Hardware-Zwischencode erst noch zu einer Netzliste übersetzen müssen. Das Ziel dieser Arbeit
ist, Just-in-Time-Compilation zu erreichen, dass also zur Laufzeit Code für die Ausführung als
dedizierte Hardware-Schaltung generiert wird. Ähnliches wurde ebenso von Lysecky et al. mit dem
WARP-Prozessor untersucht [191] mit dem Ergebnis, ressourcenschonenender, energieffizienter und
schneller zu sein als herkömmliche HW-SW-Partitionierungsansätze und Prozessorarchitekturen.
Diese beiden Ansätze sind sehr attraktiv, da sie eine Methodik bieten, die Akzeleratoren zielgerich-
tet und gewinnbringend einzusetzen.
Maxeler hat auf Basis seines Quelltextkonverters ein weiteres Werkzeug entwickelt, das domänen-
spezifisch den Code übersetzen helfen soll6, um den Abstraktionsgrad zu erhöhen und FPGA-
Hardware direkt vom Domänenexperten effizient programmierbar werden zu lassen. Dadurch soll-
ten sich unterschiedliche Stencil-oder Faltungs-Implementierungen als hinsichtlich der Koeffizienten
parametrierbare Funktionen aufrufen lassen. Die alleinige Auslagerung einer Stencil-Operation be-
schleunigt jedoch nur unter wie von Maxeler geschilderten Voraussetzungen wie besonders großer
Datenmengen die Gesamtanwendung, ansonsten ist der Mehraufwand durch die Datenübertragung
zu hoch und das Verhältnis von Rechenoperationen zu Speicheroperationen auch bei Stencils bzw.
Faltungen zu gering.
Mit TANOR [171] wurde ein domäneneingeschränktes Hardware-Übersetzungswerkzeug für MAT-
LAB7-Code geschaffen, das zudem in der Lage ist, numerische Instabilitäten zu berücksichtigen und
den entstehenden Hardware-Code mit mehr Bits für erhöhte Genauigkeit auszustatten, während
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Hersteller MathWorks auch sein Produkt Simulink8 um Fähigkeiten zur Erzeugung von HDL-Code
erweitert.
Der Stil der von Quelltextkonvertern synthetisierten Hardwarebeschreibungen ist kombinatorisch,
d.h. zentral sind ein oder mehrere Zustandsautomaten, deren Übergänge durch Logik oder Arithme-
tik berechnet werden. Ihre Zustände dienen als Eingänge an Multiplexern zwischen Datenleitungen
und Registern und steuern derart den Daten- und auch Kontrollfluss. Ist ein Zustand redundant,
so lässt er sich kaum händisch entfernen; noch lässt sich ein neuer Zustand bequem einführen
oder sonstige Änderungen durchführen. Die Zustände sind aufgrund der automatischen Erstellung
auch fortlaufend benannt, so dass die Hardwarebeschreibung nicht mehr verständlich ist. Dies hat
zur Folge, dass Simulation ausschließlich softwarebasiert vorgenommen werden kann und muss,
bevor die Hardwarebeschreibung erstellt wird, denn ab der Konvertierung ist keine Überprüfung
des erzeugten Codes mittels Emulation durchführbar, da die Variablennamen und Zustände dem
ursprünglichen Code nicht für Menschen zuordenbar sind. Statt der Emulation ist nach der Kon-
vertierung der vollständige Prozess der Bitstreamerzeugung mit einer Dauer von häufig mehreren
Stunden nötig, bevor in echter Hardware die erzeugte Schaltung auf Korrektheit überprüft werden
kann. Damit fällt der Schritt der a-priori-Validierung durch Hardwaresimulation aus. Somit besteht
keine nahtlose Methodik mehr.
Der aktuelle Stand bei den gängigen Werkzeugen bietet das benötigte mehrfache Unterbringen von
Funktionseinheiten nicht an. Deshalb ist von automatisierten Werkzeugen keine hohe Rechenleis-
tung und somit kein Nutzen erwartbar, sondern erst wieder unter Mitwirkung des Anwendungsent-
wicklers – der aber an der konkreten Hardware-Umsetzung eigentlich nicht beteiligt sein soll. Durch
die großen Zustandsautomaten zur Steuerung des Datenholens, der Einheitenaktivierung und der
Schleifenzähler wird sehr viel zusätzliche Logik synthetisiert. Damit eignen sich Konverter primär,
wenn bitlastige Operationen auf wenig Daten duchzuführen sind, wo FPGAs ohnehin prinzipi-
ell geeigneter sind als herkömmliche CPUs. Erste Weiterentwicklungen zeichnen sich dahingehend
ab, dass nach dem Datenflussmodell Daten transportiert werden und darüber auch Kontrollfluss
besser abgebildet werden soll [72]. Der hohe Platzbedarf automatisch erzeugter Schaltungen kann
auch reduziert werden, indem das Initiierungsintervall etwas größer wird oder die Schaltung nicht
vollständig als Pipeline umgesezt wird [239].
Für den sich in die Konvertierung einarbeitenden Hardwareexperten bzw. für solche Entwickler, die
Hardware bislang mittels herkömmlicher Hardwarebeschreibungssprachen entwickelten, ist dieses
Vorgehen in der Summe weitaus zeitaufwendiger. Für Domänenexperten erfüllt die Konvertierung
von Hochsprachen zu Hardwareeschreibungen zwar den Zweck, dass die rekonfigurierbare Hardware
nutzbar wird, die Fehlersuche und -behebung sind aber kaum ohne Fachwissen über Schaltungen
und Systemaufbau und Funktionsweise der eingesetzten Übersetzungswerkzeuge durchführbar [29].
Entsprechend lässt sich Beschleunigung nur sehr schwer erhalten.
AutoESL AutoPilot hilft über das Ziel der Vereinfachung der Hardwareentwicklung hinaus, 11 %-
31 % der FPGA-Ressourcen einzusparen. Mit drei Mannmonaten alleine für die Optimierung des
mit AutoPilot implementierten Algorithmus zur Bereichserkennung von Funksignalen ist aber die
Behauptung, die Produktivität werde gegenüber manuellem Entwurf mit einer Hardwarebeschrei-
bungssprache erhöht, nicht haltbar [58]. Mit Impulse C als Hochsprache ist eine Implementierung
eines Stencil-basierten Vorkonditionierers [HKN+11] 100-200 mal langsamer als die Softwarevari-
ante. Erst wenn Optimierungen verwendet werden wie Wiederverwendung alter Werte (Feedback-
Variablen), wenn Pipelining gezielt angegangen wird, wenn Schleifen ausgerollt werden, wenn der
Datentransfer berücksichtigt wird, wenn Transfer und Berechnung ausreichend überlappen, wenn
langsame arithmetische Operationen mit schnelleren ausgetauscht werden (Division anstelle Mul-
tiplikation mit inversem Element), wenn die Kommunikation gezielt minimiert wird, wenn die
Indizierung von Speicherzugriffen effizient, d.h. mit Minimalaufwand zur Berechnung der Indizes,
durchgeführt wird, und wenn konstante Startwerte bei den Schleifendurchläufen existieren, ist Be-
schleunigung möglich. All diese notwendigen Optimierungen werden nicht von den Werkzeugen
geleistet. Dies wird genauer in Abschnitt 5.8.4 beleuchtet. Bedenkt man, dass die erreichbare Leis-
tung des eingesetzten Systems etwa Faktor 10 über der Softwarevariante liegt, so ist eine Diskrepanz
von Faktor 2000 zwischen der Entwicklung über den Konvertierungsansatz ohne Optimierungen und
der hardwarebewussten Entwicklung eines Designs feststellbar.
8URL: http://www.mathworks.de/products/simulink/
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Erste Ansätze für hochsprachliche Werkzeuge helfen also durchaus, eine geeignete Systemarchi-
tektur für eine FPGA-Schaltung zu entwerfen [288]. Sie benötigen aber detaillierte Angaben über
die umgebende sowie die zu entwerfende Hardware. Daher sind wieder umfangreiche Hardware-
kenntnisse und entsprechende Erfahrungen trotz der Verwendung einer Hochsprache von Nöten,
um keine Verlangsamung zu erreichen. Konvertierungswerkzeuge für Hochsprachen zu Hardware-
beschreibungssprachen erfüllen daher noch nicht die Anforderung, den Anwendungsentwickler von
der Hardwareprogrammierung zu entlasten.
Es ist nötig, Anwendungs- und Domänenexperten für den Einsatz rekonfigurierbarer Akzelerator-
hardware Möglichkeiten an die Hand zu geben, mittels derer sie abstrahiert Hardwareschaltun-
gen entwickeln können, bei denen die geschilderten notwendigen Optimierungen sowie Hardwa-
reangaben nicht mehr manuell zu spezifizieren sind. Der vorgeschlagene Ansatz ist, Bibliotheken
mit Funktionsimplementierungen sowohl in Software als auch in Hardware anzubieten, die naht-
los ausgetauscht werden können [BKNK09]. In Hardware kann eine geschickte pufferbasierende
Verbindung mehrerer Recheneinheiten für die datengetriebene und taskparallele Ausführung sor-
gen [NBK+13, NBK14].
3.1.2 Automatisierte Erzeugung von Gleitkommaschaltungen
Nebst der Erzeugung von allgmeinen, beliebigen Schaltungen aus hochsprachlich formulierten
Beschreibungen von Algorithmen oder gar ganzen Anwendungen ist die Erzeugung von Schal-
tungen für Gleitkommaberechnungen besonders interessant. Die Generierung parametrierba-
rer Multiplizier-Einheiten wurde angepasst an die Architektur und Eigenschaften eines Xilinx
XC4000 [180]. Die in dieser Arbeit um 1995 erreichten Bitbreiten der Eingabedaten lagen bei 8
Bit, die Latenz lag dabei zwischen 80 ns und 120 ns. Heutzutage sind Eingabebreiten von 53 Bit
(Breite der Mantisse im
”
IEEE-754 Double Precision“-Format) mit 200 MHz (5 ns) in 10 – 20 Takten
auf einem Xilinx Virtex-6 problemlos umsetzbar.
FloPoCo generiert Gleitkommaschaltungen mit der benötigten Genauigkeit, vor allem hilft dies bei
der Akkumulation von Zahlen und Produkten, wie sie bei Monte-Carlo-Simulationen bzw. Matrix-
Vektor-Multiplikationen vorkommen [80]. Einzelne Operationen lassen sich zu einer größeren ganzen
Schaltung verbinden, bei der intern auf Runden/Abschneiden weitestgehend verzichtet wird und
dadurch höhere Genauigkeit bei gleichzeitig vergleichsweise geringem Platzbedarf erreicht wird [81].
Schlussendlich ist FloPoCo hervorragend dazu geeignet, für eine gewisse Menge an verschiedenen
FPGAs in VHDL beschriebene Schaltungen zur Berechnung von Termen wie x2 + y2 zu erzeugen,
anstatt sie mühsam selbst durch das Verdrahten mehrerer Gleitkommablöcke zu erstellen [82].
Der Trident Compiler ist ein Framework [262, 263], dessen wesentliche Leistung in der prädika-
tiven Ausführung unterschiedlicher Kontrollpfade bei zusammengesetzten Gleitkommaschaltungen
besteht, so dass der Schleifenrumpf in einer Pipeline ausgeführt werden kann. Trident ermöglicht
die Verwendung quasi beliebiger Gleitkommabibliotheken. Beispielsweise könnte VFloat [277] ein-
gesetzt werden, das sich durch gepipelinte Implementierungen von Divisions- und Multiplikations-
einheit sowie durch eine Akkumulatorimplementierung auszeichnet.
Den Ansatz, Gleitkommaoperationen miteinander zu einer großen Pipelineschaltung zu verschmel-
zen, verfolgt auch Alteras Fused Datapath [213]. Der Unterschied ist jedoch, dass Altera intern in
Festkommadarstellung rechnet und obendrein compiler-basierte Analyse des Genauigkeitsbedarfs
liefert, so dass die Schaltungen wesentlich kleiner und damit auch energieeffizienter werden können.
Die festkommabasierte Rechnung kann zwar durchaus mehr Platz hinsichtlich Datenwortbreiten
benötigen, aber dafür lassen sich die Operationen wesentlich einfacher implementieren mit besse-
ren Laufzeiten.
Diese Werkzeuge können insbesondere von Hardwareentwicklern dazu genutzt werden, schneller
bessere Hardwarekomponenten zu entwickeln. Zu lösen bleiben jedoch die effiziente nahtlose Ver-
bindung mit anderen Einheiten, die effiziente Integration in das Hostsystem, die Wiederverwend-
barkeit und der effiziente Einsatz durch Anwendungsentwickler. Eine geeignete Verbindung kann
ein zentraler Puffersatz sein, der wie eine Crossbar mehrere Funktionseinheiten entsprechend der
programmierbaren Konfiguration verbindet [NBK+13, NBK14].
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3.1.3 Compiler-basierende Extraktion von Operationen
Alternativ zum Versuch, die implizite Parallelität der Hardwareprogrammierung mittels eines se-
quentiellen Programmiermodells zu verstecken, kann auch der Ansatz gewählt werden, die Paral-
lelität eher komponentenbasierend zu nutzen. Dabei erkennt ein Compiler, dass er Operationen
verlagern kann und dass diese als Operationen eines Schleifenrumpfs unabhängig voneinander sind
über die Iterationen hinweg, und erstellt Koprozessorcode auf Basis einer Bibliothek von unterstütz-
ten Funktionen. Der generierte Code wird dann auf vielen Koprozessoren gleichzeitig ausgeführt
(vgl. Abbildung 3.1 mittig). Dies ist möglich, wenn ausreichende Speicheranbindung vorhanden ist,
wie auf der Convey HC-1 zum Beispiel acht separate Speichercontroller mit je zwei Kanälen und
einer maximalen Bandbreite von 76,8 GB/s, wenn alle vier FPGAs über alle 16 Kanäle auf den
Speicher zugreifen. Entsprechend bietet Convey eine Konfiguration für die vier FPGAs (
”
Appli-
cation Engines“) ihres Koprozessors an, welche Vektorverarbeitung unterstützt. Die Operationen
sind dann Vektoroperationen auf möglichst großen Vektoren.
Ähnlich diesem Ansatz kann ein Laufzeitsystem basierend auf Funktionsattributen [BKNK09,
NBK09] wie Methodenname und Signatur alternative Funktionsimplementierungen aussu-
chen [KNBK12], solange sie die notwendigen Eigenschaften erfüllen [NKBK10]
3.1.4 Eignung zur Verlagerung eines Algorithmus in rekonfigurierbare Hardware
Die genannten Quelltextkonverter sowie gleichermaßen die vielen weiteren Quelltextkonverter
können allesamt einen Hardwareentwickler dabei unterstützen, schneller zu einem ersten Proto-
typ einer Schaltung zu kommen und gegebenfalls sogar das finale Design zu entwickeln. Sie können
bereits bei arithmetischen Schaltungen Logik durch Analyse der benötigten Genauigkeit einsparen,
betreiben sehr viel Pipelining, erkennen bzw. nutzen Muster wie systolische Arrays und erzeugen
passend für FPGAs kombinatorische Schaltungen, die von Zustandsautomaten aus gesteuert wer-
den. Im nächsten Kapitel wird ersichtlich, dass die Verlagerung erst dann Vorteile bringen kann,
wenn auch die zu verlagernden Algorithmen angepasst und umgestellt werden. Quelltextkonver-
ter vermögen daher also nicht, einen auf einen Allzweckprozessor zugeschnittenen, hochsprachlich
formulierten Algorithmus zu einer Hardwarebeschreibung zu konvertieren, durch welche Leistungs-
steigerung erzielbar sein wird.
3.2 Alternativen zu FPGAs: Coarse-Grained Reconfigurable Arrays
Coarse-Grained Reconfigurable Arrays (CGRAs) sind Architekturen aus mehreren miteinander ver-
bundenen Elementen, die häufig gitterartig angeordnet sind. Die Elemente sind im Gegensatz zu
FPGAs Logik- oder Arithmetikelemente mit erhöhter Funktionalität wie Addition von Festkom-
mazahlen. CGRAs eignen sich gut zur Ausführung von Datenflussgraphen bzw. -subgraphen.
PACT-XPP [25] ist eine einst kommerziell erhältliche Architektur, bei der die Elemente hierarchisch
angeordnet und organisiert sind. Sie zeichnet sich durch die Behandlung der Konfigurationen hin-
sichtlich Vorladen, Zwischenspeichern und Nebenläufigkeit mit anderen Berechnungen oder Konfi-
gurationsvorgängen auf anderen sogenannten Clustern aus. Der Entwurfsfluss bei der Entwicklung
und Programmierung von Anwendungen für XPP bedingt die Partitionierung der Anwendung, da
XPP zumeist von einem Hostprozessor aus angesteuert wird. Aufgrund der verhältnismäßig kleinen
Speicherzellen (je Cluster 16 Speicherzellen mit nur je 1 KB beim XPU128-ES) müssen bei größeren
Anwendungen mit größeren Datenmengen häufig Daten zum Prozessor zurückgeschrieben werden.
Somit sind geschickte Datenhaltung, Optimierung der Zugriffe und Übertragungen bei PACT-XPP
besonders wichtige Aspekte. FPGAs hingegen verfügen über weit mehr internen Speicher und die
Möglichkeit, viele Schnittstellen zu externen Speichern wie SRAMs, bei denen die Latenz nur einen
Takt beträgt, zu integrieren.
ADRES [40, 193] ist ein weiteres Konzept für einen CGRA. Die Architektur besteht aus einem 8×8-
Gitter von Funktionseinheiten. Die erste Reihe verfügt zudem über eine Speicherzugriffsschnittstel-
le. ADRES kann als VLIW-Prozessor eingesetzt werden, dann sind die weiteren sieben Zeilen der
”
rekonfigurierbaren Matrix“ allerdings nicht aktiviert. Unterstützung für den Entwickler ist sowohl
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für die sogenannte rekonfigurierbare Matrix als auch für den VLIW-Prozessor bereits vorhanden.
Parameteraustausch erfolgt über wiederverwendete Register. Die Architektur ist allerdings nicht
skalierbar, da die Leistungssteigerung mit Faktor 2 bis 6,4 bei Verwendung der achtfachen Menge
an Ressourcen gering ausfällt. Im Gegensatz zu XPP ist ADRES nicht als Chip implementiert.
Eine FPGA-Implementierung eines CGRAs ist die Arbeit von Ghazanfari et al. [111]. Gegenüber
PACT-XPP und ADRES sind aber zahlreiche FIFOs vorhanden, um den Datentransport und die
-haltung für Streaming-Anwendungen wesentlich zu verbessern. Da bis zu vier FIFOs verwen-
det werden können, sind auch Operationen mit drei Operanden wie Multiplizieren-Addieren (d:=
a*b+c) in einem Knoten umsetzbar.
(GECO)2 stellt schließlich eine grafische Programmierumgebung für CGRAs [217]. Sie erzeugt eine
Konfiguration, mittels derer die verfügbaren Funktionsblöcke auf den CGRA gebracht und parame-
triert werden, sowie eine zugehörige eindeutige Konfigurationsnummer. Anwendungen, welche diese
Konfigurationsnummer benötigen, sind nun ausführbar. Die grobgranularen Funktionsblöcke wer-
den mittels Mikroprogrammen angesteuert und so unterschiedliche Funktionalitäten in den Blöcken
ausgeführt sowie die Ein-/Ausgaben passend verbunden. Damit ist weder die geschickte Daten-
haltung bzw. Datenwiederverwendung noch die Minimierung des Datenaustauschs mit externen
Speichern gelöst.
Multi-Purpose Processor Arrays (MPPAs) wie der Kalray MPPA 256 gelten als flexibler als CGRAs,
da die Prozessoren unabhängig voneinander andere Unterprogramme oder Threads ausführen
können. Bei CGRAs werden die Verarbeitungseinheiten im
”
Lock-Step“-Modus ausgeführt, was
bedeutet, dass zum gleichen Zeitpunkt auf allen Einheiten der gleiche Thread und der gleiche
Basisblock (z.B. Knoten im Datenflussgraphen) ausgeführt werden. Die Kombination von MPPAs
und CGRAs derart, dass die CGR-Einheiten voneinander unabhängiger werden, verspricht die Pro-
grammierung zu vereinfachen und die Ressourcennutzung zu verbessern [211]. Der Zusatzaufwand
in Hardware betrage dabei lediglich 2 %. Der in dieser Dissertation gewählte Ansatz ist daher auch
die gleichzeitige Ausführung mehrerer Einheiten, die unterschiedliche Funktionalität bieten.
Es ist also nicht zwangsläufig nötig, unmittelbar die Schaltungen für die rekonfigurierbare Logik ei-
nes FPGAs zu entwickeln, sondern es kann auch einen gangbaren Weg darstellen, gezielt Einheiten
von größerer Granularität als CLBs anzusteuern, die auf einem FPGA bereits von einem Hardwa-
reentwickler aus untergebracht wurden. Reine CGRAs hingegen sind hingegen nicht ausreichend
zur Beschleunigung vielfältiger Anwendungen in unterschiedlichen Domänen, da nicht ausreichend
viel Rekonfigurierbarkeit gegeben ist, sich stets den aktuellen Anforderungen anzupassen mit neuen
Funktionseinheiten und anderen Verdrahtungen.
3.3 Programmiermodelle und -sprachen für heterogene Systeme
Neben reinen Quelltextkonvertern gibt es auch zahlreiche andere Ansätze, die Programmierung he-
terogener Systeme zu vereinfachen und zu verbessern, damit Anwendungsentwickler schnell und be-
quem zu leistungsfähigen Gesamtlösungen unter Einsatz von Beschleunigerhardware gelangen. Die
Vielzahl von Programmiermodellen für das Programmieren von Systemen mit Akzeleratoren und für
das Rechnen mit diesen gebietet die Einteilung der Programmiermodelle in verschiedene Rubriken.
Das große Interesse und die Notwendigkeit haben dazu geführt, dass diverse (Konsortial-)Standards
entstanden sind und auch weiterhin entwickelt werden. Zum ersten werden daher Konsortialstan-
dards für die Programmierung von heterogenen Systemen betrachtet, zum zweiten dann kommer-
zielle und industrielle Programmiermodelle für heterogene Systeme. Abschließend werden akademi-
sche Ansätze diskutiert. Wie man sehen wird, haben sie alle bereits einige wesentliche Lösungen für
die im letzten Kapitel aufgezeigten Probleme gefunden. Sie sind jeweils aber noch nicht ausreichend,
das erklärte Ziel maßgeblich als erfüllt betrachten zu können.
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3.3.1 Konsortialstandards für die Programmierung von heterogenen Systemen
OpenCL (Open Computing Language)9, das von der Khronos Group entwickelt wurde, ist ein An-
satz zur Verbesserung der Portabilität. Die Sprache soll Abhilfe dabei schaffen, dass vorhandene
Codes nicht auf jeder GPU gleichermaßen effizient laufen und darüberhinaus auch nicht auf al-
ternativen Architekturen wie ClearSpeed, Cell B.E. oder FPGAs sofort ausführbar sind. Dies soll
erreicht werden, indem ein hardware-unspezifisches, grafikkartennahes Programmiermodell eine ge-
wisse Abstraktion sowie Befehle zur Handhabung des Kernels bietet, so dass die Kernels portier-
barer werden können [167]. Dabei werden Kernels dynamisch für die ausgewählte Zielarchitektur
zur Laufzeit kompiliert, Ein- und Ausgabepuffer definiert und die übersetzten Kernels auf der Ziel-
hardware unter Verwendung der Puffer im gemeinsamen Speicher ausgeführt [56]. Dennoch liefern
in OpenCL implementierte Algorithmen die Maximalleistung nur auf wenigen oder gar einer ein-
zelnen Plattform, da auch mit OpenCL die Spezifika jeder Plattform noch bei der Programmierung
berücksichtigt werden müssen wie etwa die Anzahl und Aufteilung der einzelnen Recheneinheiten
oder der gemeinsame Scratchpadspeicher für unterschiedlich viele Einheiten. Ein weiterhin un-
gelöstes Problem bleibt auch mit OpenCL die datengetriebene Ausführung von Kernels, denn zum
Streaming von Eingabedaten an einen Kernel müssen diese Daten bereits vollständig berechnet
sein [166], da keine noch feingranulareren Synchronisationsmechanismen angeboten werden. Nach-
teilig am Ansatz von OpenCL sind ferner die Verwendung von gemeinsamem Speicher sowie die
Übersetzung zur Laufzeit für die Zielhardware, die ja je nach Zeitpunkt der Ausführung eine an-
dere sein kann, weil gerade eine Ressource belegt ist. Da der Syntheseprozess für rekonfigurierbare
Hardware sehr zeitaufwendig ist, ist OpenCL nicht sonderlich gut geeignet zur Programmierung von
und Ausführung in rekonfigurierbarer Hardware. Die Portabilität von Hardwareimplementierungen
kann wesentlich verbessert werden, wenn die Programmierung und Ausführung jeweils unabängig
von der spezifisch eingesetzten Hardware sind, indem beispielsweise ein Rahmenwerk für eine In-
frastruktur sorgt und indem die Ausführung unabhängig von der spezifischen Implementierung von
für den gleichen Algorithmus entwickelten Programmen ist [NBK14].
OpenACC (Open Accelerator)10 ist ein weiterer, sehr aktueller Standard. Aus HMPP [36, 84] von
CAPS Entreprise11 wurde dieser Standard [208], bei dem neben CAPS auch Nvidia, Cray und die
Portland Group (PGI)12 mitwirken, entwickelt. Der Standard wird maßgeblich von CAPS vorange-
trieben und liefert eine Reihe von Compiler-Direktiven, mittels derer Schleifen und Code-Abschnitte
auf verfügbare Akzeleratoren ausgelagert werden können oder der Datentransfer angegeben werden
kann. Dabei werden vergleichbar zur Behandlung von mit OpenMP-Pragmas annotiertem Code die
pragma-annotierten Funktionsimplementierungen übersetzt, um auf Akzeleratoren ausgeführt zu
werden, nachdem die vorliegenden Implementierungen hinsichtlich der Eignung analysiert wurden.
Das Konfigurieren der für den Akzelerator benötigten Laufzeitumgebung wie CUDA erfolgt dabei
automatisch. Dieser Ansatz soll sich für Anwendungsentwickler eignen, welche die Hardware und
ihre Anbindung nicht gesondert berücksichtigen sollen. Ferner sind die Programme dadurch in ei-
nem gewissen Rahmen portabel geworden. Die Besonderheit daran ist also, dass der Programmierer
sich nicht mehr um Initialisierung, Programmierung und Verwendung des Beschleunigers sowie den
Datentransfer zu kümmern hat. Fokussiert auf die Erweiterung von Multicore-Plattformen um Gra-
fikprozessoren wurde mit HMPP [84] mittels Direktiven zur Angabe von Datentransfers untersucht,
inwieweit unterschiedliche Kommunikationsstrategien beim Verwenden zusätzlicher Hardware von
Vorteil sein können. Es kann dabei also dennoch sehr hilfreich sein, die Datenplatzierung explizit
anzugeben. Da immer eine spezielle Schaltung anhand der Pragmas synthetisiert werden muss,
ist keine Wiederverwendbarkeit der Schaltung oder von Teilen für andere Anwendungsteile ge-
geben. Indem Komponenten eingesetzt und zur Laufzeit parametriert sowie verbunden würden,
könnten die Komponenten für unterschiedliche Anwendungsteile wiederverwendet werden ohne er-
neute Synthese und ohne Laufzeitrekonfiguration, die neben technischen Aspekten auch weitere
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3.3.2 Kommerzielle und industrielle Programmiermodelle für heterogene Systeme
AMD hat Heterogeneous Parallel Primitives (HPP) [108] entwickelt. Gaster und Howes erken-
nen [108], dass die ausschließlich datenparallele Ausführung von Kernels auf GPUs nicht so ge-
winnbringend ist, wie wenn zusätzlich Taskparallelität ausgenutzt wird. Daher haben sie mehrere
Konstrukte entwickelt, so dass z.B. für Iterationen der äußeren Schleife bei verschachtelten Schleifen
Tasks gebildet werden, die innere Schleife aber datenparallel läuft. Tasks hängen von der Verfügbar-
keit von Eingabedaten ab. Der Einsatz von sogenannten Channels13 dient dazu, auch feingranular
die Daten auszugeben und an andere Tasks weiterzureichen. Die
”
verflochtene“14 Ausführung könn-
te zu Verklemmungen15 führen, was die Autoren durch die Verwendung von sleep anstelle von wait
lösen.
IBM Liquid Metal [150, 147] basiert auf Java und fügt Erweiterungen hinzu, um zusätzlich auch
auf Bitebene hardwareorientiert Programme zu entwickeln. Es zielt darauf ab, basierend auf dem
Kontrolldatenflussgraphen einer Anwendung möglichst zusammenhängende Teile der Anwendung
auf den FPGA zu bringen, um die Kommunikation gering zu halten. Der Anwendungscode kann
sowohl mit einer modifizierten Java Virtual Machine (JVM) ausgeführt werden als auch im Ganzen
oder in Teilen zu einer FPGA-Schaltung konvertiert und synthetisiert werden. Die erzielte FPGA-
Implementierung ist jedoch 14× langsamer als ein Intel Core 2 Duo.
Intel untersucht im Projekt EXOCHI die Steuerung von zusätzlichen Grafikeinheiten über einen
Ansatz bestehend aus Laufzeitsystem, Compiler und Spracherweiterung auf Basis von Direktiven,
wie Beschleuniger von Anwendungen aus verwaltet werden können [276]. Dabei wird der Code
für die zu verwendenden Funktionseinheiten in ein sogenanntes
”
Fat Binary“, also eine
”
große“
ausführbare Datei, zusammengeführt. Dies hält zwar den Code einigermaßen portabel, eleganter
sind jedoch Ansätze, dies über die dynamischen Linker der Betriebssysteme erledigen zu lassen
und entsprechend nur Funktionsaufrufe zu enthalten [KNBK12, KNBK10, BKNK09]. Ferner ist
das Projekt auf die Nutzung von Grafikeinheiten beschränkt.
Bei der Programmierung eines Larrabee-erweiterten X86-Systems setzt Intel auf die programmie-
rergesteuerte Nutzung von virtuellem gemeinsamem Speicher [229]. Der Compiler erzeugt zwei
unterschiedliche ausführbare Dateien mit den gleichen virtuellen Adressen für die gemeinsamen
Objekte, so dass der x86-Prozessor und der Larrabee kein Fat Binary mehr bekommen. Der An-
wendungsentwickler muss selbst für Konsistenz der im virtuellen Speicher verwalteten Daten sorgen.
Das Konzept der unterschiedlichen Ausführungsdateien ist interessant und kapselt gewissermaßen
jeden Ausführungseinheitstyp. Die Evaluation zeigt jedoch, dass bei sechs Larrabee-Kernen mitun-
ter noch kein Speedup erzielt wird und bei 24 Kernen maximal 7-facher Speedup, also lediglich eine
Effizienz E(24) = S(24)/24 = 7/24 ≈ 0, 292. Indem der Anwender explizit die Arbeitsdaten in den
Akzelerator lädt [NBK+13, NBK14], können die Aspekte der Konsistenz weitestgehend entfallen,
ohne dass sich der Anwender des Datenmigrierens sonderlich bewusst sein muss.
Mit Dryad16 [153] bringt Microsoft Task- und Pipeline-Parallelismus auf bequeme Art in die Pro-
grammierung von Clustern. Bei Dryad ist die Integration von Akzeleratoren und damit die Ausnut-
zung von heterogenen Systemen nur derart sinnvoll, dass wichtige Funktionen innerhalb der Anwen-
dungen auf Akzeleratoren transparent für den Anwender ausgeführt werden. Einzig der Entwickler
dieser Anwendungen, der idealerweise über ausreichendes Hardwareverständnis verfügt, ist damit
in die Akzeleratorprogrammierung involviert. Dies wiederum ist genau der Ansatz der komponen-
tenbasierten Programmierung, wo der Anwendungsexperte für die Implementierung der einzelnen
von ihm verwendeten Komponenten und damit für deren Ressourcenbedarf sowie Leistung nicht
mehr verantwortlich zeichnet.
Die genannten Lösungsansätze zeichnen sich dadurch aus, dass sie Parallelismus auf Task- und auf
Datenebene gleichzeitig nutzen. Sie integrieren die Ausführung auf einem Akzelerator nahtlos in die
zu unterstützende Anwendung. Zur Überlappung der ausgelagerten Berechnungen mit der Kommu-
nikation setzen sie Streaming ein. Der Anwendungsentwickler hat entweder keine Möglichkeiten, auf
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Ersteres leidet darunter, dass wie bereits geschildert die Werkzeuge eine sehr schwierige Aufgabe bei
der Codekonvertierung zu bewältigen haben. Letzteres ist bei der Entwurfsraum hinderlich, wenn
die Verlagerung auf feinerer oder groberer Ebene untersucht werden soll; insbesondere aufgrund
der nötigen neuen Synthesen oder Konvertierungen. Obendrein ist die erwartbare Leistung eher als
gering einzustufen.
3.3.3 Akademische Ansätze
Bereits 2004 beschäftigten sich viele Arbeiten damit, die Programmiermodelle für CPUs und FPGAs
zu verknüpfen [12]. Für eng gekoppelte Systeme, wie etwa einen FPGA mit integriertem Prozessor
oder einen im System über gemeinsamen Speicher an die CPU gekoppelten FPGA, wird häufig
ein thread-basierter Ansatz vorgeschlagen. Ein oder mehrere Threads laufen dann auf dem FPGA
als Hardware-Threads ab unter Nutzung des gemeinsamen Speichers zusammen mit der Anwen-
dung. Der Vorschlag der Autoren [12] ist das Hardware Thread Interface (HTI), das sich durch
eine Unterscheidung von Hardware- und Software-Threads auszeichnet sowie durch einen Thread-
Scheduler in Hardware, der obendrein mit einem IP-Core zur Synchronisation mittels Semaphoren
in Hardware verbunden ist. Ein Wechsel zwischen den Ausführungseinheiten ist nicht möglich, ob-
wohl bereits geringfügig die Thread-Zustände erfasst werden. Ferner ist die Synchronisation nun auf
die Ausführung von Hardware-Threads optimiert, da jeder Software-Thread mit dem in Hardware
implementierten IP-Core kommunizieren soll und dadurch Mehraufwand hat. Es wird also implizit
davon ausgegangen, dass die Hardwareimplementierungen leistungsfähiger seien als die Ausführung
in Software. Wie bereits angesprochen, darf nicht implizit davon ausgegangen werden, die explizite
Nutzung der Hardwareimplementierungen sei leistungsfähiger. Stattdessen muss es dem Anwen-
dungsentwickler möglich sein, die Zielimplementierung auszuwählen [NKBK10], und das heterogene
System muss zur Laufzeit selbst die beste Implementierung auswählen können [KNBK12].
Im Gegensatz dazu ist der Wechsel von ausgeführten Threads auf andere Ausführungseinheiten
bei der Self-distributing Virtual Machine (SDVM) [129, 130] und der rekonfigurierbaren Varian-
te SDVMR [145] explizit angedacht. Hieraus ergibt sich als großer Forschungsbereich die pro-
grammierertransparente Programmentwicklung auf einem Thread-Modell, welches, gesteuert durch
Laufzeitsysteme in Hardware und Software, die Anwendung auf beliebigen Ressourcen auszuführen
vermag, ohne dabei jedoch noch weitere Programmiermodelle und Systeme als die bereits ver-
wendeten Posix-Threads, OpenMP und MPI zu verlangen. Dies ist durch komponentenbasierte
Programmierung und Ausführung möglich, wo die Funktionen vorab der Ausführung anhand von
Anforderungen [NBK09] genauer spezifiziert werden und mit den verfügbaren Funktionsimplemen-
tierungen bezüglich deren Eigenschaften [NKBK10] abgeglichen werden [KNBK12].
Auch für Multi-FPGA-Systeme wurde an Programmiermodellen geforscht, wie möglichst viele
heterogene Prozessoren und Recheneinheiten miteinander verbunden und so programmiert wer-
den können [230], dass mit wenig Entwicklungsaufwand viel Beschleunigung erzielbar ist. Die
Autoren untersuchen dazu MPI und implementieren Hardwareschnittstellen mit FIFOs, um das
MPI-Protokoll außerhalb der Verarbeitungseinheiten handzuhaben. Dies ermöglicht, für bestimmte
Funktionalitäten die Prozessoren durch effiziente Hardwareimplementierungen wie etwa die eines
Stencils auszutauschen. Für den Programmierer ist transparent, ob die Ausführung durch einen Pro-
zessor oder eine spezielle Hardwareimplementierung erfolgt. Die Hardwareunterstützung von MPI
ist auf möglichst hohe Datentransferraten ausgelegt. Insgesamt wurde dadurch eine leistungsfähi-
ge Abstraktion geschaffen, die Anwendungsentwicklern die Nutzung von FPGAs und insbesondere
heterogenen Recheneinheiten ermöglicht.
Bei TMD bzw. TMD-MPI der Universität von Toronto [231] werden bereits die FPGAs als
selbständige Recheneinheiten betrachtet, die nicht mehr von einem Software-Thread, der selbst
einen Slave gegenüber der Anwendung als Master darstellen würde, gesteuert werden, sondern di-
rekt aufgerufen werden und deren Ausführung dann einen Hardware-Thread darstellt. Dies steht
beispielsweise im Gegensatz zu H-MOL [273], das genau diesen Doppel-Slave-Ansatz umgesetzt
hat, wo FPGAs oder deren Ressourcen noch als Koprozessoren bzw. Koprozessoreinheiten be-
trachtet werden. Dies wird aber wiederum genau dann attraktiv, wenn der FPGA als Koprozessor
grobkörnigere Funktionalität bietet, und nur intern mehrere Einheiten gezielt zur Berechnung der
Funktionalität verwendet, wie etwa in einem mikroprogrammbasierten Rahmenwerk mit mehreren
unterschiedlichen, domänenspezifischen Einheiten [NBK+13, NBK14].
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OpenMP wurde untersucht hinsichtlich der Angabe möglicher Ausführungseinheiten [16]. Dabei lag
der Fokus zunächst auf CUDA und der RASC Library17 als Programmiermodellen sowie dem IBM
Cell B.E.-Prozessor [119] als Hardware, die über die OpenMP-Pragmas angesprochen werden soll-
ten. In späteren Arbeiten [49] wurden auch gezielt FPGAs als mögliche Akzeleratoren untersucht.
Die Bitstreams zur Konfiguration des/der FPGAs sollen dabei vorgefertigt in einem Cache vorliegen
und bedarfsorientiert konfiguriert werden. Aufgrund der geringen Bandbreite zur Datenübertragung
ist der Aufwand zur Kommunikation so hoch, dass die Ausführung blockweise erfolgen muss und
erst ab einer Größe von 128 × 128 gewinnbringend ist. Demzufolge sollten die zum Koprozessor
übertragenen Daten nach Möglichkeit häufig wiederverwendet werden. Indem grobkörnigere Algo-
rithmen auf Koprozessoren ausgeführt werden, besteht die Möglichkeit, bei komponentenbasiertem
Design und komponentenbasierter Ausführung die Daten zwischen den Komponenten auszutau-
schen und somit wiederzuverwenden [NBK+13]. Insgesamt lässt sich somit das wichtige Verhältnis
von Berechnung zu Kommunikation steigern.
Das
”
vielseitige“ (polyedrische oder polytope) Modell dient zur Bestimmung von guten Ablauf-
plänen18 bei verschachtelten Schleifen, wobei häufig die Optimierung der Speicherzugriffe [219]
im Vordergrund steht. Zur Bestimmung der besten Ablaufpläne wird Integer Linear Programming
(ILP) eingesetzt. Außer bei der Optimierung von verschachtelten Schleifen kann das polyedrische
Modell auch eingesetzt werden, wenn Verzweigungen von den Eingabedaten abhängen [28]. Es
wird dazu mit Pragmas annotiert, und mittels eines Compilers lässt sich dann Autoparallelisie-
rung erreichen. Weitere akademische direktivenbasierte Ansätze finden sich mit Sequoia++ [97]
und CellSs [27] als Umsetzung des generischeren StarSs [218].
Wie auch bei den kommerziellen Programmmiermodellen ist eine Alternative zu Direktiven die
Programmierung mit Streams. Wissenschaftliche Ansätze diesbezüglich finden sich beispielsweise
mit
”
Extending a Stream Programming Paradigm to Hardware Accelerator Platforms“ [51] für
beliebige Akzeleratoren oder auch konkret für FPGAs [147].
StreamIt [255, 265] ist eine auf Java basierende, stream-orientierte Sprache, mit der Datenflussar-
chitekturen auf gitterbasierte Mehr-/Vielkernprozessoren abgebildet werden. StreamIt kann dazu
verwendet werden, den Raw Microprocessor zu programmieren [252]. Eine Laufzeitumgebung für
StreamIt auf dem IBM Cell-Processor berücksichtigt die verteilten Speicher auf der PPE und den
SPEs, kann aber nur mit festen Ein- und Ausgabedatenraten arbeiten, wodurch der Nutzen bis-
lang sehr begrenzt und der Mehraufwand sehr hoch ist [290]. Dieser Mehraufwand kann verringert
werden, wenn vorab der Ausführung mittels eines analytischen Modells eine Belegung19 der vor-
handenen Kerne und ein Scheduling errechnet werden [95].
Für den IBM Cell-Prozessor gelang es Chellappa et al. mittels des Programmerzeugungssystems
”
Spiral“ und zusätzlicher Erweiterungen für Parallelisierung und Speicher-Streaming, Code zu er-
zeugen [55], der mehr Nutzen aus der verfügbaren Hardware zu ziehen vermag als vorgefertigte
Implementierungen. Donaldson et al. haben untersucht, inwieweit die Autoparallelisierung für den
Cell-Prozessor unterstützt werden kann, wenn die verwendete Programmiersprache um ein Kon-
strukt zur Einhaltung der Datenlokalität erweitert wird [85]. In diesen als Sieb20 gekennzeichneten
Regionen werden Schreibzugriffe der verwendeten Cell SPEs auf den Hauptspeicher verzögert und
die Daten damit nicht kohärent mit anderen SPEs gehalten. Der Begriff des Siebens rührt daher,
dass die Daten aufgeteilt werden und von verschiedenen SPEs bearbeitet werden. Dadurch wird die
Speicherschnittstelle nicht überlastet, sondern kann in Streaming-Manier die bereits berechneten
Daten nebenläufig weiteren Berechnungseinheitenen zuführen, und z.B. bei Stencil-Verfahren sind
die vorab verwendeten und berechneten Daten für die nächsten Berechnungen noch im SPE-eigenen
Speicher verfügbar. Abschließend werden alle Schreibzugriffe wieder gültig gemacht und der Spei-
cher zwischen PPE und SPEs wird kohärent. Der Cell PPE darf in der Zeit der Sieb-Ausführung
nur von den SPEs unabhängige Berechnungen machen, da der Speicher während der Ausführung
ja nicht kohärent gehalten ist.
Existierende heterogene Rechensysteme wie die Convey HC-1 lösen das Problem der Kohärenz,
indem der Koprozessor seinen Speicher wie einen weiteren Cache in ein SMP-System einbettet.
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auf den gleichen Daten zum gleichen Zeitpunkt durchführbar. Dadurch können von der auf dem
Koprozessor ausgeführten Funktion abhängige Funktionen (und umgekehrt) überlappt ausgeführt
werden und so weiterer Nutzen aus dem heterogenen System gezogen werden [Now14, BNK14].
Besonders wurde in den genannten akademischen Programmiermodellen und -sprachen die Lösung
des Kommunikationsproblems in heterogenen Systemen angegangen. Neben Streaming wurde ver-
sucht, Datenabhängigkeiten gezielt zu berücksichtigen und dadurch die Systemleistung zu verbes-
sern. Die Programmiererfreundlichkeit wurde wie auch bei den kommerziellen und industriellen
Programmiermodellen über den Einsatz von Pragmas sowie darüber hinaus des bekannten Pro-
grammiermodells MPI adressiert. Die Synthesezeiten, die allgemeine Vorgehensweise bei der Ver-
lagerung eines Algorithmus in Akzeleratoren, die hohe Einarbeitungszeit, die hardwareorientierte
Programmierung wurden dabei jedoch nicht ausreichend verbessert. Der Anwendungsentwickler hat
damit noch kein nennenswertes Mittel an die Hand bekommen, welches ihn auf bequeme, schnelle
Weise leistungsfähige Akzeleratoren ohne hardwareorientierte Denkweise nutzen lassen würde.
3.4 Laufzeitsysteme für heterogene Systeme
Eine wichtige Fragestellung bei der Verwendung heterogener Systeme ist, wie die verfügbaren Ein-
heiten insgesamt bestmöglich eingesetzt werden können. Laufzeitsysteme betreiben Scheduling von
Threads zum Lastausgleich21 und bieten Schnittstellen für die Ausführung von Threads in Software
oder Schaltungen in Hardware an. In Abhängigkeit der Bandbreite, der Speicherzugriffslatenzen so-
wie der Art der gemeinsamen Nutzung von Speicher ergeben sich unterschiedliche Notwendigkeiten
und Möglichkeiten, geeignete Laufzeitsysteme für diese heterogenen Systeme zu entwickeln.
Liquid Metal [150] ist nicht nur ein Programmiermodell, sondern bringt auch ein Laufzeitsystem in
Software und Hardware mit, das im Wesentlichen aus Puffern und Registern zum Datenaustausch
besteht. Die zu verlagernden Algorithmen sind für einen Domänenexperten sehr hardwarenah und
bitlastig zu formulieren, so dass kaum Vereinfachung durch die Verwendung von Liquid Metal
entsteht. Zudem müssen zunächst die Hardwarebeschreibungen generiert und nach weiteren Zwi-
schenschritten daraus die Hardwareschaltungen synthetisiert werden vorab der Verwendung; sie
sind somit nicht sofort vom Anwender verwendbar und die Werkzeugkette laut Angabe der Auto-
ren noch sehr komplex. Wenn vorhanden, so werden die von Limeade erzeugten FPGA-Bitstreams
vom Laufzeitsystem in die rekonfigurierbare Logik geladen und dort mittels der Puffer nach dem
Datenflussmodell ausgeführt. Der
”
Aufruf“ der FPGA-Bitstreams erfolgt über den Austausch von
Code-Objekten, an welchen Daten hängen, mittels des Laufzeitsystems. Das heißt wiederum, dass
aufgrund dieser Anbindung in jedem Takt neue Daten nur an wenige Subgraphen übergeben wer-
den und so kaum mehrere Subgraphen völlig autonom voneinander ausgeführt werden können; ein
Anwender kann nicht gezielt mehrere nicht in Zusammenhang stehende Funktionalitäten ausla-
gern und daher auch weder die Hardware noch die Schnittstellen maximal ausnutzen. Möchte ein
Anwendungsentwickler mehrere, etwa durch Funktionen, Methoden oder Klassen implementierte
Subgraphen mehrfach in unterschiedlichen Datenflussgraphen zeitgleich oder zu einem späteren
Zeitpunkt innerhalb eines anderen Graphens nutzen, muss wieder ein neues Programm formuliert,
eine Zwischenbeschreibung erstellt und daraus eine neue Schaltung synthetisiert werden, welche
dann wieder alle Subgraphen enthält und wieder durch die Datenschnittstelle des Laufzeitsytems
limitiert ist. Der Ansatz von Liquid Metal ist also auch noch nicht ausreichend wiederverwend-
bar für Anwendungsentwickler. Entsprechend können Domänenexperten als Anwendungsentwickler
noch keinen für sie ausreichenden Nutzen durch Liquid Metal erhalten.
RISPP [22, 23, 24] ist eine Architektur für einen zur Laufzeit rekonfigurierbaren Prozessor im
Umfeld eingebetteter Systeme. Der Befehlssatz enthält dazu benutzerspezifizierbare, anwendungs-
anpassbare Befehle, die aus Atomen zu Molekülen zusammengesetzt sind. Dies hat den Vorteil,
dass die Atome austauschbar sind und die zur Verfügung gestellte Funktionalität unabhängig von
den Positionen der Atome auf dem FPGA ist, wodurch die Rekonfiguration eines Moleküls le-
diglich aus dem Konfigurieren der noch nicht vorhandenen Atome besteht. Solange die aus dem
Anwendungsumfeld extrahierten Spezialbefehle für einen Anwendungsentwickler ausreichend sind,
21engl.: Load Balancing
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kann RISPP sehr hohe Leistung liefern. Genügen die Spezialbefehle nicht, so hat ein Domänenex-
perte neue Spezialbefehle zu definieren, ggf. in die Werkzeugkette einzubringen, Moleküle zu for-
mulieren und voraussichtlich sogar das gesamte Design neu zu synthetisieren. Die sehr effizienten
Atome sind, um für mehrere unterschiedliche Spezialbefehle und für deren Molekülimplementierun-
gen nutzbar zu sein, aus einer sehr eng eingegrenzten Domäne. Sie werden sehr eng miteinander
verbunden, so dass ein spezifischer Datenpfad für den zu beschleunigenden Kernel bzw. Befehl
entsteht und daher das Problem der Kommunikation mit dem umgebenden System nicht gelöst
werden muss. Da bei RISPP und Spezialbefehlen je Aufruf nur geringe Datenmengen jeweils im
Rahmen der Prozessorpipeline behandelt werden, wurde wenig Fokus auf Datenvorhaltung und -
wiederverwendung gelegt. Dies ist im Umfeld wissenschaftlicher Anwendungen aus dem numerischen
oder bioinformatischen Umfeld aber unerlässlich, um Leistungssteigerung aus der Verlagerung grob-
granularer, datenintensiver Algorithmen in Beschleunigerhardware zu erhalten. Denn dort kann die
Ausführung der Prozessorpipeline nicht für einige Millionen bis Milliarden Takte angehalten wer-
den, sondern die Akzeleratornutzung muss gezielt in die Ausführung weiterer Recheneinheiten wie
Prozessorkerne oder anderer Beschleunigereinheiten integrierbar sein, um Wartezeiten auf Ergeb-
nisse größtmöglich zu vermeiden. Es muss unbedingt dafür explizit Sorge getragen werden, dass sehr
große Datenmengen von der Beschleunigerhardware je Aufruf verarbeitet werden können, ohne da-
bei die Ausführung des Prozessors zu beeinträchtigen oder gar explizit den Prozessor zu benutzen.
Entsprechend sollte auch Kontrollfluss innerhalb der Moleküle unterstützt werden, um komplexere
Funktionalität als aneinandergereihte Filteroperationen auszulagern. Als Erweiterung von RISPP
wurde betrachtet, dass die Rekonfigurationsdauer von großen rekonfigurierbaren Flächen ein Pro-
blem darstellt und daher die Nutzung von weniger oder einfacheren Atomen nutzbringender sein
kann, insbesondere wenn diese dann später im Zusammenspiel mit anderen Molekülen genutzt wer-
den können [4]. Bei heterogenen Mehrkernsystemen mit rekonfigurierbaren externen Akzeleratoren
hingegen sollte ausreichend Fläche für alle benötigten Funktionalitäten in der rekonfigurierbaren
Hardware vorhanden sein. Zudem sollte die Verwendung der Funktionalitäten derart lang andau-
ern, dass die Rekonfigurationsdauer nicht ins Gewicht fällt; und damit kann die Rekonfiguration
schlichtweg entfallen, indem nach der Verwendung des Beschleunigers dieser vollständig neu rekon-
figuriert wird. Das Rekonfigurieren kann auch auf das Einsparen von Energie hin zugeschnitten
werden [237]. Dabei werden abhängig von den zur Laufzeit dynamisch veränderlichen Anforderun-
gen einige Atom-Container mittels Power-Gating deaktiviert. So kann die durch Leckströme und
dynamisch verursachte Leistungsaufnahme verringert werden, und die Rekonfiguration kann eben-
so entfallen. Wenn Domänenexperten rekonfigurierbare Hardware zur beschleunigten Ausführung
ihrer Anwendungen auf Mehrkernsystemen einsetzen wollen, spielt die Leistungsaufnahme bzw.
der Energiebedarf keine wesentliche Rolle, zumal sich dynamisch keine Vorgaben ändern, da in der
Regel nur ein Anwender exklusiven Zugriff auf ale Ressourcen hat, diese für nur eine Anwendung
nutzt und das System weder ein eingebettetes System ist noch batteriebetrieben eingesetzt wird. In-
sofern benötigen Anwendungsentwickler bzw. Domänenexperten solche Rekonfigurationsstrategien
und den damit verbundenen Aufwand gar nicht.
Im MORPHEUS Runtime System [256] wird mit ISRC (Intelligent Services for Reconfigurable
Computing) [257] ein Laufzeitsystem bereitgestellt, das in der Lage ist, MOLEN-artige [271] Be-
schleuniger zu allozieren und das für die Verwendung benötigte dynamische Scheduling zu betreiben.
MORPHEUS [258] selbst ist zunächst ein SoC bestehend aus Prozessor und drei unterschiedlichen
rekonfigurierbaren Bereichen, die für unterschiedliche Granularität geeignet sind; zur Verbindung
dient ein Network on Chip (NoC). Um eine Anwendung zu unterstützen, kann nach dem MOLEN-
Paradigma jeder der drei Bereiche angesprochen werden, und nach Konfiguration mit einem zuvor
statisch erzeugten Bitstream kann dann ein Kontroll-Datenflussgraph in einem solchen Bereich
ausgeführt werden. Die über die Bitstreams konfigurierten Schaltungen in diesen Bereichen können
miteinander über Datenaustauschpuffer22 kommunizieren und zusammen so einen größeren Daten-
flussgraphen abbilden und ausführen. Die Bitstreams werden anhand einer durchgängigen Werk-
zeugkette aus dem C-Code des Anwenders erzeugt, wobei zur Hardware-Implementierung über
Subfunktionen zwar eine grafische Schnittstelle angeboten wird, aber bereits Hardwareexperten-
wissen nützlich sein kann. Ein einmalig erzeugter Bitstream kann zwar für eine andere Anwendung
unverändert wiederverwendet werden, nicht jedoch Teile davon, welche mehrere Subfunktionen
umfassen. Insgesamt ist somit für den Anwender häufig neue Synthese nötig, was hohen zeitli-
chen Aufwand und mitunter sogar zusätzlich mehrfache Entwurfsraumexploration bedeutet, und
er ist auf die Verwendung von nur drei Bitstreams/Funktionalitäten zeitgleich beschränkt. Wird
22engl. Data Exchange Buffer, DEB
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eine Funktionalität nicht mehr benötigt, so kann in den Bereich dynamisch zur Laufzeit ein an-
derer Bitstream konfiguriert werden, wodurch zumindest zeit-gemultiplext mehr Funktionalitäten
bereitgestellt werden können. Engpässe bestehen in der Datenübertragung zwischen den Einheiten
und zu weiteren Speichern; datengetriebene Ausführung bzw. Überlappung von Datenübertragung
und Berechnung fehlen, weshalb wie angegeben die Ausführung nur halb so schnell wie eigentlich
erwartbar ist. Die ISRC regeln die Verwendung der Hardwareressourcen für mehrere unabhängige,
zeitgleich ausgeführte Anwendungen; sie suchen die geeigneteste Implementierung aus, program-
mieren die DMA-Einheiten und verschalten die Puffer korrekt. Die ISRC erreichen jedoch nicht die
nahtlose Kommunikation der Funktionalitäten mit dem externen Speicher und anderen Funktiona-
litäten. Es steht aus, die Überlappung von Kommunikation und Berechnung durch datengetriebene
Ausführung der Funktionalitäten auf feiner Granularität zu erreichen, um so die Schnittstellen
maximal auszunutzen. Ferner fehlt es an ausreichend vielen Speichern, um Daten temporär ab-
legen und später wiederverwenden zu können; dadurch werden die Speicherschnittstellen unnötig
stark zusätzlich belastet. Vor dem Hintergrund des Verlagerns datenintensiver Anwendungen in Be-
schleunigerhardware kann es zwar sinnvoll sein, mehrere unterschiedlich granular rekonfigurierbare
Hardware zu haben. Allerdings benötigt ein Anwender in der Regel nicht mehrere Anwendungen
gleichzeitig und bei Verfügbarkeit eines dedizierten Akzelerators auch kein dynamisches Ersetzen
von Funktionalitäten, weshalb der Aufwand in diesem Umfeld nicht gerechtfertigt scheint. Ferner
erwartet ein Anwender mehr Wiederverwendbarkeit der erzeugten Elemente wie Subfunktionsver-
schaltungen oder der Bitstreams, um nicht für jede neue Anwendung aus seinem Umfeld dem hohen
zeitlichen Aufwand erneut begegnen zu müssen.
Ähnlich zu MORPHEUS’ ISRC ist der Hardware Component Manager (HCM) [284], der zum Ziel
hat, über die Abstraktion mit Komponenten eine wiederverwendbare, abstrahierte Schnittstelle
für Anwendungen in heterogenen, FPGA-erweiterten Systemen zu bieten. Demzufolge könnte bei
gleichbleibender Schnittstelle und gleichen Hardwareressourcen im Idealfall ein generierter Bit-
stream für eine Komponente in ein anderes System, auf einen anderen FPGA übertragen werden,
und man könnte die gleiche Komponente nutzen. Der Aspekt der Portabilität ist so erfüllt, und
gleichermaßen der der Wiederverwendbarkeit, da eine Komponente für Folgeaufrufe im gleichen
oder in anderen Kontexten, allein oder in Kombination mit weiteren, wiederverwendbar ist. Dies
erfüllt schon bereits länger das am Lehrstuhl entwickelte H-MOL [KVB+09]. Hat man dann al-
lerdings hinreichend viele Komponenten zur Verfügung, entsteht das Problem, diese als Anwen-
dungsentwickler auch geeignet ansteuern zu wollen. Außerdem sollen die Komponenten auch Daten
austauschen können, um so einen möglichst großen Kontrolldatenflussgraphen auf der rekonfigu-
rierbaren Hardware ausführen zu können. Mit HCM wird noch keine Kommunikationsstruktur für
die Komponenten bereitgestellt, so können nicht mehrere Komponenten gemeinsam ein Problem
bearbeiten und der FPGA wird so nicht maximal ausnutzbar. Auch fehlen Möglichkeiten, welche
die Datenwiederverwendung explizit unterstützen würden. Wesentliche Probleme treten dann ferner
auf, wenn nicht ausreichend viele rekonfigurierbare Bereiche für die Anzahl an benötigten Kom-
ponenten zur Verfügung stehen: Anhand welcher Kriterien entscheidet wer, welche Bereiche mit
welcher Funktionalität konfiguriert werden sollen? Diese Problemstellung geht konkret RISPP mit
seinem mRTS an [4, 23]; die Forschergruppe vom HCM selbst hat dazu für das konkrete Gebiet von
Funkanwendungen den Flexible Radio Kernel (FRK) [148] als Hardwarelaufzeitsystem entwickelt.
Demzufolge handelt es sich bei HCM und FRK auch eher um Ansätze für eingebettete Systeme
und SoCs als um Möglichkeiten der Anwenderunterstützung bei der Verlagerung von Software in
rekonfigurierbare Hardware.
RAMPSoCVM [128] virtualisiert die Hardware innerhalb eines Mehrprozessorsystems auf einem
Chip23, so dass von einer auf dem MPSoC laufenden Anwendung aus die rekonfigurierbaren Kno-
ten und Prozessorkerne gleichermaßen zum gemeinsamen Lösen eines Problems miteingebunden
werden können. Die zugrundeliegende Plattform
”
Runtime Adaptive Multi-Processor System-on-
Chip“ (RAMPSoC) [125, 126] zeichnet sich dadurch aus, dass mehrere Bestandteile wie Prozessoren
und rekonfigurierbare Fläche über ein NoC namens Star-Wheels [127] verbunden sind. Sie ist vor
allem für eingebettete Anwendungen entwickelt, bei denen mehrere echtzeitkritische Anwendungen
zeitgleich weitere Prozessor- oder Beschleunigerressourcen benötigen und zugleich Zeitschranken
einzuhalten haben. RAMPSoCVM definiert in Anlehnung an den MPI-Standard für RAMPSoC
eine Funktion zum Initialisieren von Clients bzw. zum Laden von Anwendungen oder Bitstreams,
wobei in einer Datei der auszuführende Taskgraph hinterlegt sein muss. Desweiteren definiert es
23engl. Multi-Processor System-on-Chip (MPSoC)
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je eine Sende- und eine Empfangsfunktion zur Kommunikation bzw. zum Datenaustausch, und
eine Funktion, um die Ausführung als beendet und damit die Hardwareressource als unbelegt zu
deklarieren. Die Umsetzung erfolgt über Gerätetreiber im verwendeten Betriebssystem. Anwen-
dungen kommunizieren mit dem Treiber über diese Funktionen und können dadurch auf mehrere
Client-Ressourcen zugreifen. Dazu muss die Anwendung als Fat-Binary ausgeliefert werden und alle
Daten, Programmcodes, Bitstreams für die Clients enthalten, um diese auch laden zu können. So
können auch gleichzeitig mehrere Anwendungen über die an MPI angelehnten Mechanismen über
das NoC die benötigten Ressourcen verwenden. Für die Datenkommunikation zwischen dem soge-
nannten Server und den Clients wird Star-Wheels genutzt. Ein Anwendungsentwickler hat so ein
sehr bequem nutzbares System, wenn die Programme bzw. Bitstreams alle vorliegen; er muss dann
den Taskgraphen formulieren auf Basis der verfügbaren Funktionalitäten. Da er jedoch nur eine
Anwendung zu einem Zeitpunkt beschleunigt ausführen will, ist bereits der durch die vier Funktio-
nen eingebrachte Aufwand zu groß. Wie die Ergebnisse zeigen, ist das Übertragen von Daten daher
auch etwa sieben mal langsamer als die direkte Verwendung von RAMPSoC und Star-Wheels ohne
das Laufzeitsystem RAMPSoCVM.
BORPH [244] steht für
”
Berkeley Operating system for ReProgrammable Hardware“ und soll An-
wendungsentwicklern ermöglichen, FPGAs zu nutzen, indem Funktionen mittels eines veränder-
ten Linux-Systems als Hardwareprozesse auf dem FPGA laufen. Zur Erzeugung dieser Hardware-
Prozesse muss eine erweiterte Werkzeugkette verwendet werden, welche die Anschlusslogik für die
Nutzerlogik einbettet und rekonfigurierbare Bitstreams aus dem z.B. in Simulink angegebenen An-
wenderprogramm erzeugt [245]. Dies ist zunächst sehr zeitaufwendig. Die Hardware- und Softwa-
reprozesse kommunizieren dann über ein virtuelles Dateisystem zur Angabe von Parametern und
zur Synchronisation. Der Datenaustausch kann über Pipes erfolgen, indem ein Hardwareprozess
programmatisch über popen aus der Software heraus aufgerufen wird bzw. auf einer Shell Soft- und
Hardwareprozesse mittels des Pipe-Zeichens (
”
|“) verbunden werden. Maximal ein Hardwarepro-
zess wird auf der rekonfigurierbaren Teilfläche eines User-FPGAs ausgeführt. Auf der Plattform
BEE2 sowie auf der Convey HC-1 sind somit maximal vier Hardwareprozesse gleichzeitig nutz-
bar, in der Regel jedoch weit weniger. Die Hardwareprozesse auf mehreren FPGAs kommunizieren
bei Verfügbarkeit über dedizierte Verbindungen, ohne den Software-Prozess zu involvieren. Aus
Anwendersicht ist dies ein sehr bequemer und guter Ansatz, solange die vier Hardwareprozesse
ausreichend sind. Werden weitere Komponenten benötigt, so dauert es etwa 900 ms, einen neu-
en Hardwareprozess zu laden, konfigurieren und starten. Es ist nötig, dass die Granularität der
Hardwareprozesse sehr hoch gewählt ist, um möglichst viel Leistung aus der Verlagerung in rekon-
figurierbare Hardware zu erhalten, da die Datenübertragung sehr langsam ist und dementsprechend
die Daten möglichst oft auf dem FPGA wiederverwendet werden müssen. Demzufolge würde man
eher kein einzelnes Design für einen Sequenzvergleich nach dem Smith-Waterman-Verfahren aus-
lagern und ebensowenig eine Matrixmultiplikation, sondern eher ein Multiple-Sequence-Alignment,
das intern mehrere Vergleiche parallel implementiert und durchführt, bzw. einen Gleichungslöser
oder ein anderes komplexeres mathematisches Verfahren, welches weitere Operationen als lediglich
eine Matrixmultiplikation durchführt. Somit sind die Hardwareprozesse bereits von einer derart ho-
hen Granularität, dass sicherlich die direkte Einbindung in einem größeren Kontext gewinnbringend
sein kann. Aber andererseits fehlt den Anwendern die Möglichkeit, mit wenig zeitlichem Aufwand
anhand vorgefertigter Komponten selbst eine nutzbringende Verlagerung eines (Teil-)Algorithmus
in die rekonfigurierbare Hardware zu erreichen. Taskparallelismus wird bei BORPH nicht gezielt
angegangen, sondern lediglich Pipeline-Parallelismus, um sozusagen Ketten von Prozessen/Anwen-
dungen teilweise hardwarebeschleunigt auszuführen. Die Hardwareprozesse laufen ganz normal wie
softwareimplementierte Funktionen und müssen über den Prozessor des Kontroll-FPGAs auf den
Speicher zugreifen, anstatt mit hardwarenahen, wirksameren Mitteln wie DMA-Transfers oder Stre-
aming über weitere Hardware die Eingabedaten vom zentralen Kontroll-FPGA bereitgestellt zu
bekommen. Bei BORPH besteht also insgesamt das Problem, die FPGAs gut auszunutzen, indem
möglichst schnell neue Daten verarbeitet werden können und indem möglichst viele Berechnungen
auf den erhaltenen Daten durchgeführt werden.
InvasIC [140] entwickelt viele der genannten Themen weiter hingehend zu Manycore-Architekturen,
die vor besonderen Ressourcen- und Energieproblemen stehen. Basierend auf dem zuvor beschrie-
benen RISPP fokussiert es vornehmlich auf die Anwendung im Rahmen eingebetteter Systeme
oder der Multimediadatenverarbeitung. Eine Anwendung kann bei InvasIC angeben, wieviele Res-
sourcen sie an einer bestimmten Stelle nutzen kann und welchen Nutzen dies verspricht. Wenn
dann mehrere Anwendungen ausgeführt werden, wägt ein Laufzeitsystem, das zu Teilen in Hard-
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ware und in Software implementiert ist, ab, welche Anwendung welche Anzahl Ressourcen nutzen
darf. Die Anwendungen müssen dementsprechend auch damit zurecht kommen, dass ihnen Ressour-
cen entzogen werden. Die verfügbaren Ressourcen sind Kacheln, welche mehrere RISC-Kerne oder
”
Tightly Coupled Processor Arrays“ (TCPAs) oder Speicher enthalten, und über ein Network
on Chip (NoC) miteinander verbunden. Die RISC-Kerne können auch Befehlssatzerweiterungen
ausführen (Infection), welche von der Anwendung aus zuvor mittels einer sogenannten Invasion
angefordert wurden. Die möglichen Implementierungen müssen dem Laufzeitsystem vorab bekannt
sein. Solange die Implementierungen nicht auf die rekonfigurierbare Hardware ladbar sind, wird
alternativ eine Software-Implementierung ausgeführt und später nahtlos auf die Verwendung der
speziellen Hardware-Implementierungen umgestellt. Innerhalb einer Kachel können Threads auf
den (erweiterten) RISC-Kernen über einen Kachel-lokalen Speicher kommunizieren; zur Kommu-
nikation zwischen mehreren Rechen-Kacheln dienen das NoC und die expliziten Speicherkacheln;
und zur Nutzung des externen Speichers werden Eingabe-/Ausgabe24-Kacheln genutzt. Die nahtlo-
se Datenweitergabe von einem Verarbeitungselement an das nächste wird lediglich innerhalb eines
TCPAs, welcher ebenso nach dem Invade/Infect-Prinzip programmiert und genutzt wird, erreicht.
Also muss ein Anwendungsentwickler genau angeben, welche Teile auf welchen Ressourcen aus-
geführt werden müssen, z.B. Streaming-orientierte, gut parallelisierbare Teile eben auf den TCPAs.
Dementsprechend muss er sich auch damit befassen, welche Ressourcen überhaupt zur Verfügung
stehen. Ein Anwendungsentwickler findet somit mit InvasIC keinen Ansatz vor, mit dem er daten-
intensive Anwendungen durch Nutzung rekonfigurierbarer Hardware beschleunigen kann, ohne sich
um Details der Hardware und ihrer Programmierung zu sorgen, zumal der Datenaustausch zwischen
mehreren Kacheln über das NoC (etwa 100 Takte pro Zugriff angegeben) und ggf. den gemeinsa-
men Speicher erfolgen muss, der aber nicht von beliebig vielen Kacheln gleichzeitig angesprochen
werden kann.
Das grundlegende Problem, die Kommunikation in heterogenen Systemen aufwandsarm zu gestalten
mit niedrigen Verzögerungszeiten und maximiertem Durchsatz, wird in den genannten Arbeiten
nicht gelöst, wodurch ein Anwendungsentwickler aus dem Umfeld des wissenschaftlichen Rechnens
keinen Nutzen aus der Verlagerung der datenintensiven Anwendungen erzielen kann. Ein möglicher
Ansatz liegt in der datengetriebenen Ausführung [NBK+13] und wird daher im Verlauf dieser Arbeit
betrachtet.
3.5 Diskussion, Abgrenzung und Aufbau der eigenen Arbeit
Neben der Zunahme der Zahl der Prozessorkerne bei Mikroprozessoren haben sich in den letzten
Jahren heterogene Systeme weit verbreitet, die neben einem oder mehreren Ein- oder Mehrkernpro-
zessoren über Beschleunigereinheiten verfügen, um so einerseits zusätzliche Beschleunigung sowie
andererseits verbesserte Energieeffizienz zu bieten. Eine große Anzahl wissenschaftlicher Arbei-
ten hat bereits die Portierung einzelner Anwendungsteile auf unterschiedliche Beschleuniger wie
GPUs, FPGAs oder ClearSpeed erreicht. Nur wenige Arbeiten koppeln mehrere Beschleuniger zum
Erreichen größerer Gesamtleistung, z.B. BORPH. Entsprechend arbeiten zumeist selbst bei Multi-
FPGA-Systemen (MFS) die auf einer Karte oder in einem System verfügbaren FPGAs lediglich
zusammen als eine einzelne große rekonfigurierbare Recheneinheit (übliches Modell bei der Convey
HC-1). Die gleichzeitige Ausführung vieler unterschiedlicher Operationen nebeneinander wurde je-
doch selten angegangen (bei RISPP innerhalb von Molekülen; bei HCM ohne Kommunikation; bei
RAMPSoCVM Auf Knotenebene erreicht). Ein Ziel dieser Arbeit ist es daher, viele unterschiedliche
Operationen gleichzeitig auszuführen.
Ein großes Problem beim Verwenden von Beschleunigern stellt der Datentransfer bzw. dessen Op-
timierung dar. Sollen mehrere verschiedene Recheneinheiten auf einem Beschleuniger verwendet
werden, so werden die Daten zumeist hin- und herübertragen, und dieses Problem multipliziert sich
daher. Einige Programmiermodelle gehen diese Problematik bereits an, indem Ein- und Ausgabera-
ten spezifiziert werden oder kommunizierende Prozesse eingesetzt werden. Bei den Laufzeitsystemen
geht lediglich MORPHEUS’ ISRC dieses Problem an, ohne dabei jedoch eine ausreichende Lösung
zu stellen für die benötigte nahtlose Kommunikation.
24engl. Input/Output, I/O
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Die vorherrschende Aufgabe zur Erhöhung der Nutzbarkeit von FPGA-erweiterten heterogenen
Mehr- oder Vielkernsystemen ist, die Anwendungsexperten sowie die Entwickler von Beschleuni-
gereinheiten (
”
Hardwareexperten“) beim aufwandsarmen, zielführenden Entwickeln möglichst por-
tabler Anwendungen und nicht zuletzt deren beider erfolgreiche Zusammenarbeit mittels geeigne-
ter Methoden und Werkzeuge zu unterstützen. LiquidMetal, MORPHEUS mit seinem zugehöri-
gen Runtime System, der HCM, BORPH und in gewissem Rahmen auch RAMPSoCVM bieten
Lösungen an oder integrieren bestehende, um dies zu erreichen. Hat ein Hardwareexperte eine
Speziallösung gefunden, mit der ein bestimmter Algorithmus auf ein bestimmtes System gebracht
werden kann, so ist diese Speziallösung in der Regel nicht auf anderen Systemen einsetzbar, also
nichtportabel. Lediglich beim HCM wird Portabilität gezielt angegangen und erreicht. Die synthe-
tisierte Sepziallösung ist häufig auch nicht für andere Anwendungen wiederverwendbar, am ehesten
die eher feingranularen Komponenten beim HCM und desweiteren noch die Atome bei RISPP für
weitere Moleküle oder ein Molekül für weitere Anwendungsteile. Der angefallene Aufwand soll-
te sich aber rentieren durch höhere Wiederverwendbarkeit; die Spezialimplementierung muss also
portabel sein. Hinsichtlich der Portierbarkeit muss sowohl im Chip integrierte rekonfigurierbare
Logik nutzbar sein als auch ein auf rekonfigurierbarer Logik basierender Koprozessor; dies bietet
RAMPSoCVM. Der Anwendungsentwickler wiederum möchte eine einfache und bequeme Heran-
gehensweise, die auf bekannten Prinzipien und Sprachen aufbaut. Der Ansatz über Hochsprachen
zur Hardwarebeschreibung ist generell vielversprechend und entsprechend zu überprüfen; er wird
u.a. von Liquid Metal mit Java, von MORPHEUS und RAMPSoC mit C und von BORPH mittels
Simulink genutzt.
Desweiteren gilt es herauszufinden, welche Arten von Algorithmen oder Anwendungen zur
Ausführung in rekonfigurierbarer Hardware geeignet sind. Die im vorigen Abschnitt aufgeführten
Plattformen und Laufzeitsysteme gehen allesamt feingranulare Algorithmen an (Feistel-Funktion
bei Liquid Metal, Punkt-Filterung bei RISPP, Merkmalsextraktion bei RAMPSoCVM, schnelle
Fourier-Transformation bzw. Entfernen von Rauschen bei MORPHEUS, Funk-Kernel bei HCM,
Sortieren bei BORPH). Ausgewählte Möglichkeiten zur Nutzung von heterogenen Systemen und
insbesondere rekonfigurierbaren Beschleunigern im Bereich bioinformatischer Anwendungen und
numerischer Berechnungen sowie die dabei auftretenden Probleme werden dementsprechend in den
Kapiteln 4 und 5 betrachtet. Das betrachtete Spektrum möglicher Ansätze reicht von Kopro-
zessoren auf der untersten Instruktionsebene bis hin zur hochsprachenbasierten Portierung einer
Anwendung. Als bioinformatische Anwendung wurde HHblits ausgewählt. Angefangen mit einer
leistungsschwachen Software-Parallelisierung der Intervallarithmetik wird zur Unterstützung nume-
rischer Berechnungen dann das exakte Skalarprodukt auf Festkommabasis betrachtet und mehrere
Koprozessoren dazu entworfen. Anhand der Hochsprache Impulse C und eines Koprozessors zur
Lösung der Poissongleichung werden verschiedene Probleme bei der Verwendung von Quelltext-
konvertern für Hochsprachen illustriert. Dies sind jedoch alles nur Speziallösungen, die noch nicht
allgemein nutzbar sind. Als Ergebnis all dieser Untersuchungen muss ein leicht, bequem und schnell
programmierbares, portables Programmier- und Ausführungsmodell mit Anleitung zum sinnvollen
Vorgehen zur Nutzung von heterogenen, FPGA-gestützten Systemen hervorgebracht werden.
Auch mit OpenCL bleibt ein weiterhin ungelöstes Problem die datengetriebene Ausführung von
Kernels zur verbesserten Ausnutzung der verfügbaren Hardware und damit zur Steigerung der er-
zielbaren Leistung mittels Ausnutzung von Task- oder gar Pipelineparallelismus. Denn sind die Da-
ten einmal im Level-2-Cache bzw. auf dem Koprozessor vorhanden, sollten sie solange, früh und oft
wie möglich verwendet werden durch weitere Tasks, indem z.B. Ergebnisse an andere Speicherstel-
len geschrieben werden und entsprechend keine Kohärenzprobleme auftreten können (Erhöhung der
Datenlokalität). Bei dem GPU-Taskmodell von OpenCL überlappen sich abhängige Tasks nicht,
so dass kein internes Streaming oder positive Cache-Effekte ausgenutzt werden. Zum Streaming
von Eingabedaten an einen Kernel müssen diese Daten gleichermaßen wie bei CUDA vollständig
im Voraus berechnet sein [166]. Die Firma Maxeler löst das Problem der Datenanbindung über die
Ausführung nach dem Datenflussprinzip. Die Algorithmen werden in einem Java-Dialekt beschrie-
ben und ähnlich weiteren Hochsprachen und Quelltextkonvertern wie Impulse C und ROCCC zu
einer Hardwarebeschreibung konvertiert. Damit sind bereits die FPGAs programmiert, zudem sind
sie statisch eng verbunden. Es mangelt jedoch daran, dass der gesamte FPGA mit einem Design
fest programmiert ist, bis es überschrieben wird. Dies bedingt dann häufig, dass ein neues Design
erst zeitintensiv synthetisiert, platziert und geroutet werden muss.
Mit dem Hintergrund des Lösens numerischer Probleme auf rekonfigurierbaren Mehrkernsystemen
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fällt der Fokus stark auf das Rechnen in digitaler Arithmetik, vor allem mittels Gleitkommafor-
maten. Zahlreiche numerische Operationen und Algorithmen wurden bereits auf Akzeleratoren
wie FPGAs verlagert unter Verwendung von gekürzten und regulären Gleitkommadarstellungen.
Diese sind jedoch nicht völlig gefahrlos verwendbar, wenn es sich um kritische Berechnungen wie
Turbinenschwingungen in Atomkraftwerken handelt. Die genauere, sichere Berechnung ist sehr
rechenintensiv und zeitaufwendig und stellt damit einen ersten Kandidaten zur beschleunigten Im-
plementierung mittels FPGAs in rekonfigurierbaren Rechnern dar. Der Algorithmus für ein exaktes
Skalarprodukt [164, 172], das solche exakten Berechnungen unterstützt, birgt eine Reihe von Da-
tenabhängigkeiten, welche die uneingeschränkte interne Parallelisierung nicht möglich machen. Das
Skalarprodukt eignet sich dennoch gut zur Verlagerung in Hardware, da das sehr breite Register zur
internen Speicherung des Werts gut umgesetzt werden kann und da mehrere Einheiten gleichzei-
tig angesprochen werden können. Vorteil lässt sich aufgrund der zehn- bis zwanzigfach niedrigeren
Taktrate der FPGAs allerdings erst dann aus solchen Implementierungen ziehen, wenn das Problem
der Datenübertragung gelöst ist.
Zur Lösung dieses Problems setzt die Hochsprache Impulse C bei der Programmierung heteroge-
ner, FPGA-erweiterter Systeme bekannte Programmiermodelle, welche genau das Kommunikati-
onsproblem angehen, ein. Allerdings vermögen Hochsprachen nicht die Details der FPGA-Hardware
auszunutzen, sondern müssen auf Grundbausteinen wie Gleitkommaoperationen aufbauen. Diese
wiederum sind nicht auf die Anwendungsdomäne zugeschnitten. Und da sie allgemein gehalten
sind und überdies eventuell noch parametrierbar, sind sie zumeist platzineffizient, so dass weni-
ger rekonfigurierbare Fläche für weitere Logik übrig bleibt. Um auf die Hardware zugeschnittene
Kernel-Portierungen zu haben, greift man vorzugsweise auf vorgefertigte Routinen und Bibliothe-
ken zurück, wie etwa CUBLAS zum Rechnen auf GPUs. Jetzt steht man aber wieder vor den
Problemen, die Datenübertragung und Ausführung optimieren sowie entscheiden zu müssen, wann
sich der Einsatz von CUBLAS anstelle einer Softwareroutine lohnt. Häufig genügt dabei obendrein
die vorliegende Kernelimplementierung nicht den Anforderungen und muss entsprechend erweitert
oder gar neugeschrieben werden. Als Lösungsansatz dazu bietet es sich wiederum an, feingranulare-
re Recheneinheiten oder Konfigurationen bereitzustellen, die z.B. über eine Befehlssatzerweiterung
ansteuerbar sind [4, 23].
Im Rahmen der hiesigen Arbeit wird unter anderem untersucht, inwieweit komponentenbasierte
Programmierung einerseits für numerische und bioinformatische Programme geeignet ist, und an-
dererseits wie die Integration von Hardwareimplementierungen in solchen Programmiermodellen
erreichbar ist. Abstrahiert man nämlich die Grundbausteine von Instruktions-/Operationsebene
weiter zu vollständigen Funktionen bzw. Einheiten im Sinne der komponentenbasierten Program-
mierung, macht dann die Kommunikation (insbesondere den Datenfluss) transparent für den Pro-
grammierer und sorgt schließlich für effiziente25, automatische Behandlung selbiger, so sollte sich
ein leistungsfähiges Modell zur Entwicklung aktueller und zukünftiger heterogener Mehr- und Viel-
kernsysteme herausstellen. Somit stellt sich die Frage, ob und wie Koprozessorressourcen in ein
solches Programmiermodell für Streaming-Anwendungen integriert werden können. Basierend auf
den aus den Arithmetikkoprozessoren gewonnenen Erkenntnissen werden mehrere Rahmenwerke
und Schnittstellen in Kapitel 6 untersucht, mit denen eine oder mehrere Koprozessoreinheiten auf
einem FPGA integriert und von einer oder mehreren Anwendungen gleichzeitig genutzt werden
können. Das besondere Problem dabei ist, eine Möglichkeit zu finden, den Koprozessor eng und
nahtlos so einzubinden, dass die Gesamtausführungszeit minimiert wird, wozu es der bereits mehr-
fach aufgeführten Betrachtung der Datentransferproblematik auch von Host- bzw. Anwendungsseite
aus bedarf.
Das Ziel ist, eine Schnittstelle für Anwendungsentwickler zu FPGAs zu schaffen, die über Kom-
ponenten funktioniert. Die Verschaltung der Komponenten miteinander soll über Mikroprogram-
mierung erfolgen. Dies bietet zweierlei Vorteile. Einerseits sind direkt vom Hardwarespezialisten
entwickelte Schaltungen nutzbar, andererseits kann der FPGA einfach vom Anwendungsentwickler
neu programmiert werden, indem ein anderes Mikroprogramm übergeben wird. Der FPGA soll über
DMA-Einheiten an den Host angeschlossen werden, die zeitgleich zueinander und zu den übrigen
Komponenten arbeiten. Derart werden die Daten gestreamt. Intern erfolgt die Datenverbindung
der Komponenten über einen großen Puffersatz, um datengetriebene Ausführung zu erreichen.
25mit geringstmöglicher Verzögerung, mit größtmöglichem Durchsatz
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Aus den Entwürfen und Implementierungen zur exakten Arithmetik und zu speziellen Anwen-
dungen wird erkennbar, dass Koprozessoren und FPGAs im Speziellen nur dann sinnvoll nutzbar
sind, wenn die genauen Eigenschaften der Implementierung auch bekannt sind und mit den An-
forderungen der Anwendungen auch in Einklang stehen. Aus diesem Grund wird in Kapitel 7 das
Konzept der Attributierung entwickelt, die implementierte Werkzeugkette evaluiert sowie in ein
Laufzeitsystem zur leistungsorientierten Verwendung von Implementierungsalternativen aus einer
Bibliothek eingebettet und ebenso evaluiert. Die Attributierung ist orthogonal zu den Schnittstellen
und Rahmenwerken, da die Verwendung der Hardware über Funktionsaufrufe aus Software erfolgt,
die wiederum von dem Laufzeitsystem ausgewählt werden.
Dem Anwendungsentwickler soll die Möglichkeit gegeben werden, die rekonfigurierbare Hardware
auf Funktions- beziehungsweise Taskebene auszunutzen und dabei die Attributierung einzusetzen.
Dazu wird in Kapitel 8 unter anderem eine grafische Programmierumgebung skizziert, mit der
Anwendungsgraphen erstellt werden. Daraus könnten sich die Verschaltungen der Funktionsimple-
mentierungen erzeugen lassen, so dass die Funktionsimplementierungen dann datengetrieben über-
lappt ausgeführt werden können. Dies wird beispielsweise mit (GECO)2 [217] bereits erreicht. Führt
auch der Koprozessor eine datengetriebene Komponente oder mehrere aus, so können die Daten
über einen Stream zwischen Komponenten auf Host- und FPGA-Seite ausgetauscht werden. Dies
behebt das Datentransferproblem und ermöglicht zusätzlich, unterschiedliche Hardware-Software-
Partitionierungen einfach und bequem zu testen.
In Kapitel 9 werden die entwickelten Methoden evaluiert. Es wird geprüft, wie Stencil-basierte und
bioinformatische Anwendungen, die mitunter wiederum Operationen der Linearen Algebra ver-
wenden, von der Convey HC-1 und vom datengetriebenen Programmiermodell profitieren können.
Ein datengetriebenes und vom Nutzer mikroprogrammierbares Steuerwerk wird auf der Convey
HC-1 dazu eingesetzt, das Konjugierte-Gradienten-Verfahren zur Lösung des Poisson-Problems zu
beschleunigen. Da die dabei benötigte Skalarproduktoperation zunächst ressourcensparend ohne
dedizierte Akkumulatorpipeline implementiert ist, lässt sich leicht feststellen, dass der dabei auf-
tretende Genauigkeitsverlust über exaktere Arithmetik zu beheben ist. Auf der Convey HC-1 ist
ein Prozessorkern mit der Ansteuerung des Koprozessors beschäftigt. Das datengetriebene Pro-
grammiermodell ermöglicht es, den unbeschäftigten zweiten Kern gewinnbringend zur Verrichtung
weiterer Rechenaufgaben einzusetzen. Dies wird anhand einer datengetriebenen Softwareimplemen-
tierung der bioinformatischen Anwendung HHblits gezeigt.
Kapitel 10 fasst die Arbeit zusammen. Dabei wird der individuelle Beitrag herausgestellt. Ferner
sind mögliche zukünftige Weiterentwicklungen der vorgestellten Implementierungen und Verfahren
skizziert. Der Ausblick auf den möglichen Beitrag hinsichtlich der Entwicklung FPGA-erweiterter
Systeme schließt diese Dissertation ab.
Im folgenden Kapitel ist zunächst dargestellt, wie eine Anwendung in rekonfigurierbare Hardware
verlagert wird. Dadurch wird das generelle Vorgehen bei der Verlagerung erkennbar und im Beson-
deren auch, welche analytische Leistung seitens des Hardwareentwicklers vollbracht werden muss,
um Nutzen aus der Verlagerung zu erzielen. Damit begründet sich, warum Hochsprachen für die
Verlagerung ungeeignet sind, wenn wie in der Motivation für diese Arbeit Anwendungsentwickler
anstelle von Hardwareexperten die Verlagerung vornehmen sollen oder wollen. Ebenso zeigt sich,
wie wesentlich die Beachtung der Kommunikation ist. Auch diese Aufgabe vermögen Hochsprachen
nicht automatisiert vorzunehmen.
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KAPITEL 4
Verlagerung einer bioinformatischen Anwendung
in rekonfigurierbare Hardware
Anwendungen der Bioinformatik können hervorragend von Hardwareunterstützung profitieren (vgl.
Abschnitt 2.1.2). In diesem Kapitel wird anhand einer ausgewählten bioinformatischen Anwendung
gezeigt, wie das prinzipielle Vorgehen beim Verlagern von Funktionalität in rekonfigurierbare Hard-
ware ist, welche Leistung durch Hardwareunterstützung erzielbar ist und was dabei zu beachten
ist [BN13, NBSK13]. So wird erkennbar, warum die verwandten Arbeiten nicht ausreichend sind,
Anwendungsentwickler bei der Nutzung rekonfigurierbarer Hardware zur Beschleunigung von An-
wendungen ausreichend zu unterstützen. Die bei der Verlagerung gewonnenen Erkenntnisse sollen
später angewandt und übertragen werden sowie Lösungen für die aufgezeigten Probleme entwickelt
werden. Das Kapitel gliedert sich in einen einleitenden, vom Stand der Forschung abgrenzenden
Teil, in die Beschreibung des Vorgehens bei der Implementierung eines Anwendungsbeschleunigers
in rekonfigurierbarer Logik sowie in die Zusammenfassung der gewonnenen Erkenntnisse.
4.1 Bioinformatische Anwendungen
Zur Krebsforschung und in anderen medizinisch-biologischen Forschungsgebieten ist der DNS1-
Vergleich ein gutes, aber sehr zeitaufwendiges Hilfsmittel. Dabei wird prinzipiell nach dem Prinzip
des dynamischen Programmierens vorgegangen, wo die Editierdistanz zwischen zwei Zeichenketten
ermittelt wird. Als Besonderheit im Bereich der Genanalyse werden auch mehrere Sequenzen mit-
einander verglichen, was gegenüber paarweisem Vergleich exponentiellen Aufwand hat. Genau hier
können massiv parallele Vektoreinheiten oder -prozessoren ihre Leistung ausspielen, indem sie nicht
nur einzelne Vergleiche intern parallel ausführen, sondern mehrere gleichzeitig. Die hohe erzielba-
re Beschleunigung ist in der Regel auf sehr kleine Datentypen zurückzuführen. Für Datentypen
unterhalb der Wortebene und für Verfahren wie dynamisches Programmieren eignen sich FPGAs
hervorragend.
4.1.1 Beschleunigung bioinformatischer Anwendungen durch rekonfigurierbare
Akzeleratoren
Wie in Abschnitt 2.1.2 beschrieben wurde, konnten bereits zahlreiche bioinformatische Anwendun-
gen durch rekonfigurierbare Akzeleratoren maßgeblich unterstützt werden. Grundlage vieler bio-
informatischer Anwendungen ist der Sequenzvergleich. Beispielsweise werden Teilseqenzen aus der
DNS extrahiert und in Datenbanken mit Millionen von Sequenzeinträgen wird gesucht, in welchen
Sequenzen die extrahierten Teilsequenzen enthalten sind. Eine Schwierigkeit dabei ist, geringe Ab-
weichungen an einigen wenigen Stellen tolerieren zu müssen aufgrund von möglichen Mutationen.
Um herauszufinden, ob eine Teilsequenz in einer Datenbanksequenz enthalten ist, wird häufig das
Verfahren von Smith und Waterman gewählt [243]. Das von ihnen entwickelte Verfahren ermöglicht,
diejenigen Stellen zu finden, an denen die Teilsequenz maximal übereinstimmt, und einen zugehöri-
gen Pfad. Dazu wird auf das Prinzip des dynamischen Programmierens zurückgegriffen, was in
rekonfigurierbarer Hardware häufig mittels systolischer Arrays umgesetzt wird [39, 247]. Für eine
1Desoxyribonukleinsäure
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Teilsequenz mit m Zeichen reichen beim Vergleich gegen eine n Zeichen lange Referenzsequenz aus
der Datenbank dann m Elemente im Array aus. Durch die parallele Berechnung im systolischen
Array reichen dann m+n−1 Schritte aus, um den gesamten Vergleich durchzuführen. Anschließend
müssen die Maxima und die Positionen der Maximalwerte festgestellt werden.
4.1.2 Bioinformatik auf der Convey HC-1
Auf das heterogene, FPGA-erweiterte System
”
Convey HC-1“ wurde schon eine Reihe von bioin-
formatischen Anwendungen portiert (
”
Convey Bioinformatics Suite“ [62, 228, 268]). BLAST [8, 67]
und das Smith-Waterman-Verfahren [62, 65, 242, 270] wurden verlagert. Bei der anzugehenden An-
wendung HHblits aus der HH-suite wurde das Verfahren von Smith und Waterman so verändert,
dass durch die bestehenden FPGA-Implementierungen keine Leistungssteigerung erzielbar sein
wird. HMMER wurde schon untersucht [196], aber auch HMMER3 soll kommen. Die InsPecT
Proteomics-Personality [60, 251] ist bereits vorhanden, ebenso wie der Burrows-Wheeler-Aligner
(BWA) [63, 66, 185]. Die Neuzusammensetzung von Sequenzen (
”
Short-Read de-novo Assembly“)
und die Unterstützung durch Sequenzausrichten sowie Histogramme [64, 269, 220, 235, 289], die
Ausrichtung kurzer Sequenzen zueinander mittels minimalem perfekten Hashing in einer Hardwa-
repipeline [204] und MrBayes-Phylogenetik [295] vervollständigen den Stand der Forschung mit
Implementierungen auf der Convey HC-1.
4.1.3 HH-suite
Die HH-suite [250] ist ein Werkzeugkasten eines Forschungsprojekts des Genzentrums der Ludwig-
Maximilian-Universität München2 und des Max-Planck-Instituts für Entwicklungsbiologie in
Tübingen3. Die in der HH-suite enthaltene Anwendung HMM-HMM-based lightning-fast iterati-
ve sequence search (HHblits) [222] dient dazu, gemeinsame Vorgänger zwischen unterschiedlichen
Gensequenzen zu finden. Darüber können sich dann gewisse Aussagen treffen lassen hinsichtlich
Aufbau und Struktur, Wirkung von Medikamenten u.ä. Das Besondere an HHblits gegenüber an-
deren Sequenzvergleich-Anwendungen ist, dass es zum Suchen und Finden homologer Sequenzen
auf Hidden-Markov-Models (HMM) arbeitet. Es fasst mehrere hintereinander auftretende Zeichen
in einem Zustand eines HMMs zusammen und vergleicht anstelle von Zeichenvergleichen nun die
HMMs und ihre Zustände. Nach einem Lauf kann das HMM der Anfragesequenz um die bereits
gefundenen homologen HMMs erweitert werden, um so in weiteren Läufen noch mehr Homologi-
en zu finden. Zudem wurden die Bewertungsfunktion beim Sequenzvergleich vereinfacht mit zwei
Operanden weniger: der linke und obere Nachbar müssen nicht mehr ausgewertet werden bei der
Berechnung eines Elements. HHblits ist dadurch bis zu doppelt so schnell wie PSI-BLAST [222]. Die
Beschleunigung von HHblits erfolgte bislang ausschließlich über die Verwendung von SSE nach M.
Farrar [96]. Bestehende Implementierungen zur Beschleunigung des allgemeinen Smith-Waterman-
Verfahrens können aufgrund der vorgenommenen Optimierungen des Verfahrens keine Beschleu-
nigung für diese HMM-Vergleiche liefern. Mit der Verwendung von HMMs stellt HHblits einen
interessanten Kandidaten zur Verlagerung in Akzeleratorhardware dar.
Der Ablauf der Anwendung ist in Abb. 4.1 dargestellt. Für Sequenzketten wurden vorab des Ver-
gleichs zunächst HMMs mittels weiterer Anwendungen erstellt. Zueinander ähnliche Sequenzen
wurden in der Datenbank zu Clustern zusammengefasst, gegen die verglichen werden soll anstatt
gegen die Sequenzen selbst, um so die Laufzeit zu verbessern. Entsprechend wird auch aus der An-
fragesequenz, zu der homologe Sequenzen (eigentlich: Cluster) aus der Datenbank zu finden sind,
bei der Ausführung von HHblits zuerst ein HMM erzeugt (Anfrage-HMM, vgl. Abb. 4.1, Schritt
1). Danach wird die Vorfilterung initialisiert und alle Sequenzen bzw. ihre zugehörigen HMMs aus
der Datenbank geladen. Nach der Initialisierung kann die Hauptschleife ausgeführt werden, und
zwar so oft, wie der Nutzer dies wünscht, wobei mit jedem Lauf mehr Ergebnisse mit entfernte-
rem Verwandtschaftsverhältnis gefunden werden. Aus dem Anfrage-HMM wird ein einfaches Profil
erstellt (Schritt 2). Mit diesem werden in Schritt 3 unpassende HMMs aus der Proteindatenbank





Abbildung 4.1: Ablauf von
”
HMM-HMM-based lightning-fast iterative sequence search (HHblits)“
(angelehnt an [222]).
Dieser Vorfilter (HHPrefilter) ist ein Bestandteil von HHBlits, der unmittelbar aus der Methode
main aufgerufen wird. Die zugehörige Methode prefilter db() (vgl. Abb. 4.2) ruft mehrere pro-
jekteigene Methoden auf. Die zeitaufwendigste und damit wichtigste ist ungapped_sse_score. Sie
berechnet für das Anfrageprofil einen lokalen Ähnlichkeitswert ohne Lücken (und ohne Einfügun-
gen) gegen jeden Eintrag in der Datenbank (Schritt 3.1). Ist der Wert oberhalb eines festgelegten
Schwellwerts, so wird im zweiten Schritt (3.2) ein lückenbehafteter Wert errechnet unter Zuhilfe-
nahme einer streifenorientierten Implementierung des Smith-Waterman-Algorithmus. Bei allen vom
Vorfilter akzeptierten Einträgen (Schritt 4) werden die zugehörigen HMMs mit dem Anfrage-HMM
mittels einer Viterbi-Suche verglichen (Schritt 5). Wird bei der Viterbi-Suche ein Ergebnis ober-
halb eines weiteren Schwellwerts erreicht, so werden die Eingabesequenz und die Sequenz aus der
Datenbank als zueinander homolog erachtet. Abschließend werden die akzeptierten HMMs noch an-
einander ausgerichtet und das Anfrage-HMM um die akzeptierten HMMs erweitert (Schritt 6). Der
nächste Lauf, insofern überhaupt erwünscht, verwendet dann dieses aktualisierte HMM und findet
damit auch entfernter homologe Sequenzen. Die Anzahl zeitintensiver Viterbi-Vergleiche nimmt
aufgrund der höheren Anzahl akzeptierter Sequenzen in weiteren Läufen entsprechend zu.
HHBlits ist insgesamt sehr zeitaufwendig. Mehrkernprozessoren können diese Verfahren teilweise
datenparallel ausführen. Zu untersuchen ist, wieweit die Convey HC-1 zur weiteren Beschleuni-
gung geeignet ist. Dazu eignen sich verschiedene Techniken. Eine Technik basiert auf dem Einsatz
von Compilern und arbeitet mit einer massiv parallelen Vektoreinheit. Eine andere Technik ist die
gezielte Beschleunigung geeigneter Teile über handentwickelte Spezialeinheiten unter Berücksich-
tigung der Speicherhierarchie, Kommunikation sowie Hardwareeigenschaften wie Taktfrequenzen
und Busbreiten.
Abbildung 4.2: Callgraph der Vorfilterung prefilter db() in HHblits.
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4.2 Homologiesuche in Sequenzdatenbanken mit HHblits auf der
Convey HC-1
Um die Vorgehensweise sowie den zeitlichen Aufwand beim Verlagern von Algorithmen aus Soft-
ware in Hardware zu beschreiben und zu illustrieren, präsentiert dieser Abschnitt, wie HHblits auf
dem heterogenen System Convey HC-1 beschleunigt werden kann [BN13, NBSK13, BNK14]. Dazu
ist zunächst nötig, ein Laufzeitprofil der Anwendung zu erstellen, um die beschleunigenswerten
Programmteile zu identifizieren. Hat man dies erreicht, so werden diese Teile genauer betrachtet.
Ausgehend von der aktuellen Implementierung in Software wird ein erstes Hardware-Design erstellt.
In diesem Design werden Engpässe gesucht und nach Möglichkeit behoben, wobei es vorteilhaft sein
kann, die erzielten Unterschiede in der Ausführungszeit bzw. im Durchsatz durch Messreihen nach-
vollziehbar zu quantifizieren. Auf Basis dessen wird ein zweiter Ansatz vorgestellt, welcher die
detektierten Schwachstellen behebt.
4.2.1 Laufzeitanalyse von HHblits hinsichtlich Beschleunigbarkeit
Um eine Aussage über den Laufzeitbedarf der Anwendung HHblits und die Aufteilung auf un-
terschiedliche Teile zu erhalten, wurde HHblits beim Übersetzen mit GCC4 mittels des Compiler-
schalters -pg zum Erzeugen von Laufzeitprofilen instrumentiert sowie OpenMP weggelassen. Durch
Ausführung der Befehlszeile
time hhblits -cpu 1 -i /path/to/hhsuite-2.0.15/data/query.seq
-d /path/to/hh/databases/uniprot20/uniprot20_02Sep11 -oa3m query.a3m -n 1
wurde ein Laufzeitprofil für den Intel Xeon 5138 @ 2.13 GHz erhalten, der auf der Convey HC-
1 installiert ist. Die Vorfilterung wird lediglich ein Mal pro Durchlauf ausgeführt (Parameter
-n 1), die Bewertung unter Zuhilfenahme von SSE (ungapped_sse_score) jedoch mehr als sechs
Millionen mal für alle Einträge in der verwendeten Datenbank uniprot20. Die Vorfilterung hat
einen Anteil von 67,37 % an der Gesamtausführungszeit und ist daher beschleunigenswert. Ge-
ringfügig beschleunigenswert sind außerdem noch die Viterbi-Suche (bzw. der -Algorithmus) mit
7,01 % sowie CalculatePosteriorProbs mit 13,13 %, und die Smith-Waterman-Implementierung
swStripedByte mit 4,00 % der Gesamtzeit von 74,08 Sekunden. Lässt man das Verfahren zwei
Mal laufen (-n 2), so verschieben sich die Werte leicht zum Viterbi-Algorithmus hin, und die
Ausführungszeit steigt auf 189,65 Sekunden.
Vorabschätzung zur Eignung des Vorfilterungsschrittes zur Beschleunigung. HHblits arbeitet
auf kleinen Daten von nur 8 Bit Größe, von denen mittels Multimediaerweiterungen (SSE2) 16
parallel zueinander in der vorliegenden Implementierung von HHblits verarbeitet werden. Nach der
Anwendung arithmetischer Operationen auf diese Daten werden sie reduziert durch die Bestimmung
des globalen Maximums, was in log2(n) Schritten bei Farrars Implementierung mit SSE2 erfolgt.
Der FPGA-basierte Koprozessor auf der Convey HC-1 hingegen bietet 8 Speichercontroller, die
bei 300 MHz 64 Bit pro Takt liefern bzw. 2 mal 64 Bit bei 150 MHz-Taktung des Koprozessors.
Somit können 2*8 Einheiten je Speichercontroller und damit 16*8=128 Einheiten je FPGA die
8-Bit-Daten mit 150 MHz verarbeiten.
Mit vier FPGAs auf der HC-1 stehen also theoretisch bis zu 512 Einheiten zur Verfügung. Das ist
zwar das 16-fache des mit 2136 MHz getakteten Xeon-Prozessors der Convey HC-1, aber mit 512
Zeichen/Takt * 150 MHz = 25.600 M Zeichen/s anstelle von 32 * 2.136 MHz = 68.352 M Zeichen/s
ist nur ein Drittel des Durchsatzes zunächst zu erwarten. Es muss eine gute Hardware-Pipeline
entwickelt werden und in die gesamte Anwendung möglichst nahtlos integriert werden. Daher ist
insbesondere zu untersuchen, ob die Speicherarchitektur der Convey geeignet ist, die Ausführungs-
einheiten schneller mit Daten zu versorgen, als dies bei SSE2 bzw. bei über den Intel Front-Side
Bus (FSB) an den Speicher angeschlossenen Mikroprozessoren der Fall ist. Weiteres Potential liegt
in der Erhöhung der Taktraten der Verarbeitungseinheiten. Dies ist deshalb denkbar, weil es sich
4Die HH-suite bietet explizit auch die Nutzung vom ICC an.
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um einfache Byte-Operationen handelt und weil die Menge an Daten im Verlauf der Vorfilterung
stark reduziert wird. Darüberhinaus würde die ohnehin kaum genutzte Schreibbandbreite besser
ausgenutzt, wenn in einem kürzeren Zeitraum mehr Daten reduziert würden.
Zur genaueren Bestimmung des tatsächlich erzielten Durchsatzes von ungapped_sse_score wurden
einzelne Durchläufe für jede Sequenzvorfilterung um Zeitmessung auf Basis von gettimeofday und
damit auf Millisekundenbasis erweitert. Diejenigen Ausführungen mit sehr kurzer Dauer wurden
dabei nicht berücksichtigt. Das erhaltene Ergebnis ist ein Durchsatz von 7,178 GB/s bis 7,757 GB/s.
Das Anfrageprofil mit 220 Zeilen und 512 Byte pro Zeile benötigt lediglich 110 KB an Speicherplatz
und sollte daher vollständig im Cache gespeichert sein, insofern keine ungeschickten Speicherzu-
griffsmuster zu wiederholter Verdrängung führen. Die Speicherbandbreite von 8,5 GB/s der Intel-
FSB-Schnittstelle ist also die limitierende Komponente, denn eine einzelne SSE-Einheit könnte bei
einer Taktrate von 2136 MHz mit 16 Byte je Takt insgesamt 34,176 GB/s an Durchsatz erzielen. Der
FPGA-basierte Koprozessor hat hingegen eine Speicherbandbreite von 76,8 GB/s und könnte da-
her zehnfache Beschleunigung erzielen. Überdies kann die interne Datenvorhaltung in den FPGAs
weiter bei der Optimierung des Datentransfers und der -wiederverwendung helfen.
Der erste Schritt der Vorfilterung scheint es also wert, auf den Koprozessor der Convey HC-1
verlagert zu werden. Es ist jedoch zu beachten, dass der zu erwartende Speedup S(n = 10, a =
1−0, 6737) = 2, 54 nicht sonderlich hoch ist. Werden ferner die reduzierten Daten bereits innerhalb
des FPGAs weiterverarbeitet, kann evt. zusätzliches Optimierungspotential freigelegt werden und
höhere Beschleunigung erzielt werden.
Eignung vom Smith-Waterman-Algorithmus zur Beschleunigung. Der Smith-Waterman-
Algorithmus benötigt etwa 4% der Laufzeit und wurde bereits von Convey Computer und Partnern
als Personality verfügbar gemacht.
Beschleunigung von CalculatePosteriorProbs. Die Funktion CalculatePosteriorProbs ist
nicht beschleunigenswert, da die Funktion stark von der Berechnung der Exponential-
und Logarithmus-Funktion abhängt, wobei die beste, als Pipeline implementierte FPGA-
Implementierung [5] bei über 300 MHz FPGA-Taktfrequenz für 108 Berechnungen dennoch langsa-
mer ist als in Software auf einem Intel Core2Duo T9600.
4.2.2 Ungapped SSE Score
Es geht in HHBlits generell und in der Vorfilterung mittels Heuristiken darum, herauszufinden, ob
zwei Sequenzen sich ähnlich sind und daher die gleichen Vorfahren haben könnten. Bei der Bewer-
tung der einzelnen Datenbanksequenzen gegenüber der Anfragesequenz hinsichtlich der möglichen
Homologie, wie in ungapped_sse_score implementiert, geht es darum, die Hidden-Markov-Modelle
der zwei Sequenzen miteinander grob abzugleichen. Dazu modellieren die HMMs die Übergangs-
wahrscheinlichkeiten vom Zustand eines Zeichens zi zum nächsten Zeichen zi+1. In der HMM-
Anfragesequenz steckt für jedes mögliche, gerade in der anderen Sequenz gefundene Zeichen (=Zu-
stand) die Übergangswahrscheinlichkeit zu den nächsten Zeichen. Diese Wahrscheinlichkeiten lassen
sich unterschiedlich genau modellieren und berechnen. Beim lückenlosen Übereinstimmungswert soll
einfach nur das Maximum einer Evaluationsfunktion in der gesamten Ergebnismatrix ermittelt wer-
den. Dazu muss zu jedem Zeichen der Referenzsequenz das entsprechende Band (=Zeile) des Profils
der Anfrage elementweise verglichen werden. Mit der Methode des dynamischen Programmierens
wird der Funktionswert berechnet und für das nächste Element weiterverwendet (Subterme). Dabei
handelt es sich jedoch um eine Spezialimplementierung, die mittels streifenbasierter Berechnung die
Ausnutzung von Parallelität erlaubt und zudem im Gegensatz zum allgemeinen Smith-Waterman-
Algorithmus nur den linken oberen, diagonalen Nachbarn benötigt. Daher ist sie also nicht mit der
Smith-Waterman-Personality beschleunigbar.
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Abbildung 4.3: Berechnung eines lückenlo-
sen Scores.
1: W = (query length+15) / 16 /* 16-Byte block count */
2: uint128 workspace[2*W]
3: s prev = &workspace[W]
4: s curr = &workspace[0]
5: for j=0, . . . , n-1 do
6: qji = query profile [ sequence[j]*W ]
7: S = s curr[W-1]
8: SWAP(s prev, s curr)
9: for i=0, . . . , W-1 do
10: S = S + qji[i] - Soffset
11: Smax = max(Smax, S)
12: s curr[i] = S
13: S = s prev[i]
14: end for
15: end for
16: return component-wise max(Smax)
Algorithmus 1: Berechnung eines lückenlosen Sco-
res.
SSE-Implementierung in HHblits. Der Implementierung von ungapped_sse_score werden ein
(2-dimensionales!) Anfrageprofil als char* (die erste Dimension enthält eine Sequenz für jedes
Alphabetzeichen in der zweiten Dimension, Abb. 4.3) und die Länge dieses in Zeichen/Bytes, eine (1-
dimensionale) Referenzsequenz aus der Datenbank als char* und die Länge dieser in Zeichen/Bytes
sowie ein Arbeitsraum der Länge 3*Anfragesequenzlänge als Parameter übergeben.
Die gesamte Implementierung wie in Algorithmus 1 arbeitet auf dem aus 16-Byte-Blöcken aufgebau-
ten Arbeitsraum. Zunächst wird der Arbeitsraum mit 0 initialisiert. Anschließend werden Zeiger auf
den Arbeitsraum angelegt – s_curr auf den Anfang und s_prev um die Anfragesequenzlänge wei-
ter, also in die nächste Spalte des Arbeitsraums, ausgerichtet an der Anfragesequenz (vgl. Abb. 4.3).
Dann beginnt die äußere Schleife, über die Referenz Zeichen für Zeichen zu iterieren, wobei s_curr
und s_prev jeweils geschickt miteinander vertauscht werden, um auf den drei Spalten des Arbeits-
raums den gesamten Algorithmus durchführen zu können.
Innerhalb der Schleife wird zunächst ein Zeiger qji initialisiert, mit dem über die zum Zeichen der
Referenzsequenz passende Profilzeile der Anfrage iteriert werden kann (s. Abb. 4.3). Die Werte der
aktuellen Spalte werden berechnet als Scurrent := Sprev + ∗qji− Soffset. Zeitgleich wird fortlaufend
das maximal vorgekommene S ermittelt und festgehalten.
4.2.3 Eine Convey-Personality für die Berechnung des lückenlosen Scores
Nach dem Einarbeiten in Organisation und Ablauf der Anwendung sowie nach der Analyse der An-
wendung hinsichtlich der Ausführungszeit der Bestandsteile erfolgt beim Entwickeln eines Anwen-
dungsbeschleunigers zunächst ein gezielter Entwurf. Dieser wird dann schrittweise implementiert
und validiert, um anschließend sukzessive verbessert zu werden (vgl. V-Modell, Abschnitt 2.1.2,
Abb. 2.4). Der erste Ansatz ist entsprechend geradlinig in Anlehnung an die bestehende Implemen-
tierung in SSE. Der zweite Ansatz unterscheidet sich vom ersten Ansatz im Wesentlichen dadurch,
dass Daten im Voraus in den Koprozessor geladen und durchweg vorgehalten werden. Die zugehörige
Implementierung kann überdies besser skaliert werden hinsichtlich der internen Verarbeitungsein-
heiten, da FPGA-Spezifika wie Speicher mit zwei Ports5 ausgenutzt werden können.
Erster Ansatz auf Basis der vorliegenden SSE-basierenden Implementierung. Für die Convey
HC-1 kann anhand der Implementierung in Software mit SSE und anhand der bereits erlangten
Erkenntnisse aus der Analyse ein Koprozessor zur Beschleunigung des ersten Vorfilterungsschrittes
von HHblits wie in Abb. 4.4 veranschaulicht aufgebaut werden. Es wird mit dem Speicherzugriffs-
modus
”
binary interleaved“ gearbeitet; die Eingabedaten werden also auf acht Spalten verteilt.
5engl. Dual-Port RAMs (DPRAMs)
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Abbildung 4.4: Möglicher Aufbau des Koprozessors für den lückenlosen Score.
Jeder der acht Speichercontroller (MC0-7)6 greift auf genau eine solche Spalte zu. Der Einsatz
der zwei Speicherports je MC verdoppelt virtuell die Anzahl an MCs; mit zwei Lesezugriffsu-
mordnungseinheiten7 wird auf diese Ports lesend zugegriffen. Jede Application Engine (AE0-3)
erhält die gleiche Hardware-Beschreibung; Parallelisierung erfolgt dementsprechend über mehrfa-
che gleichzeitige Anfragen. Je AE sind 16 ROQs untergebracht, um alle Ports zu nutzen und die
Datenparallelität größtmöglich auszunutzen. Über die MCs werden die Referenz und die Profile
der Anfrage eingelesen genau wie in der SSE-Implementierung. An jede ROQ sind aufgrund der
Datenbreite 8 Einheiten mit je 8 Bit Datenbreite angeschlossen, um die 64 Bit Daten je Port
gleichzeitig zu verarbeiten. Diese Einheiten implementieren die Operation S(i,j) = func(S(i-1,j-1))
(s. Abb. 4.5) und müssen entsprechend das berechnete Datum der Vorgängereinheit aus der letzten
Iteration erhalten. Die produzierten Werte werden im Gegensatz zur SSE-Implementierung nicht
nur fortlaufend und sequentiell, sondern gleichzeitig und baumartig zur Berechnung des globalen
Maximums reduziert. Das Maximum wird nach vollständiger Durchführung des Abgleichs der An-
frage mit einer Referenz über ein Koprozessorregister zurückgeben. Der Transport der Eingabedaten
vom Hostspeicher zum Koprozessorspeicher erfolgt nicht überlappt zu den Berechnungen, weil dazu
je Übertragung die individuelle Größe und damit einhergehend die beste Übertragungsvariante zu
ermitteln wäre, wobei die Kommunikation bei größeren Datenmengen wesentlich effizienter8 erfolgt
(vgl. Abschnitt 2.1.7).
Der zeitliche Ablauf ist bei diesem ersten Ansatz wie folgt: Der Koprozessor wird mittels eines
Opcodes vom Application Engine Hub gestartet, die Speicheradressen von Anfrage- und Referenz-
sequenz sowie die jeweiligen Längen werden dazu in Registern übergeben. Die Referenzsequenz wird
dann in einen internen Speicher eingelesen. Anschließend wird ein Profil der Anfrage anhand des
ersten Werts in der Referenz eingelesen. Ab Erhalt des ersten Datums wird auf dem Workspace der
S-Wert in jeder Verarbeitungseinheit berechnet und der Maximumsreduktionsschaltung übergeben.
6engl. Memory Controllers (MCs)
7engl. Read-Order Queues (ROQs)
8mit weniger Verzögerung pro Datum und somit größerem Durchsatz
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Abbildung 4.5: Intern parallele Verarbeitungseinheit (VE).
Währenddessen werden weitere Werte der aktuellen oder nächsten Anfrageprofilzeile eingelesen.
Der von Convey gestellte Compiler (cnycc), welcher die Single-Precision Vector Personality un-
terstützt und den Ansteuerungscode des Koprozessors übersetzen muss, basiert auf dem Open64-
Compiler [57] als Frontend. Als Backend wird der GNU C Compiler (GCC) verwendet. Prinzipiell
sollte sich jeder reguläre Code anstelle mit dem Intel C Compiler (ICC) oder GCC auch mit dem
cnycc übersetzen lassen. Mit dem cnycc könnte später für geeignete Code-Regionen die Vektor-
Personality genutzt werden. Manche SSE-Befehle wurden jedoch nicht akzeptiert beim Kompilie-
ren von HHblits mit cnycc. Die nahtlose Nutzung von OpenMP war ebensowenig möglich. Daher
wird einzig der Teil zur Ansteuerung des Koprozessors als separate Datei mit cnycc übersetzt
und das erzeugte Objekt gegen die übrigen mit GCC übersetzten Dateien gelinkt. Hier kann für
Anwendungsentwickler bereits eine entscheidende Hürde liegen, wenn die Entwicklungswerkzeuge
des Zielsystems nicht naht- und problemlos auf die zu portierende Anwendung appliziert werden
können.
Die Sequenzen der Datenbank werden sowohl zur Berechnung des lückenlosen Scores benötigt als
auch für weitere Teile von HHblits. Daher werden diese Daten von HHblits zunächst von der
Festplatte gelesen und in den Hauptspeicher geschrieben, müssen aber zusätzlich vorab der Kopro-
zessorausführung auch noch auf selbigen kopiert werden, um nicht unter der vergleichsweise langsa-
men Auflösung von Seitenzugriffsfehlern auf dem Koprozessor zu leiden. Als schnellste Möglichkeit
hat sich dazu die Verwendung der von Convey bereitgestellten Kopierroutine herausgestellt (vgl.
Abb. 2.12). Da der Binary-Interleave-Modus der Convey HC-1 verwendet werden soll für mehr
erzielbare Leistung, müssen die Zeilen des Profils eine Länge von 512 Byte aufweisen und mussten
entsprechend dort verlängert werden, wo sie kürzer waren.
Die endgültige Umsetzung [BN13] in VHDL auf Basis des obigen Entwurfs ist in Abb. 4.6 illustriert.
An jeden Speichercontroller wurde zunächst eine, dann im Zuge verbesserter Ressourcenausnutzung
zwei Datenumordnungseinheiten angeschlossen, die jeweils eine auf 8 Byte Daten arbeitende Verar-
beitungseinheit bedienen, so dass insgesamt 128 Elemente der Matrix gleichzeitig berechnet werden.
Dies ist möglich, da die Zeilen der zwei Spalten des Arbeitsbereichs nur jeweils vom linken diago-
nalen Nachbarn abhängen und daher auch 16 Zeilen (oder mehr) gleichzeitig berechnet werden
können. Die Verarbeitungseinheiten berechnen in Sättigungsarithmetik innerhalb eines Takts die
Addition und Subtraktion für jedes der acht Elemente. Das Maximum jeder Verarbeitungseinheit
wird in die Maximumsreduktionsschaltung weitergeleitet. Selbige ist baumartig aufgebaut und hat
nach sieben Takten das lokale Maximum errechnet und nach einem weiteren das globale Maximum
aktualisiert. Aufgrund der Implementierung als Pipeline wird jeden Takt das Maximum aktualisiert,
wenn die Pipeline vollständig gefüllt ist, und es sind sieben zusätzliche Takte bis zum vollständigen
Leeren der Pipeline nötig, bis das echte globale Maximum erhalten wird.
Der Ressourcenverbrauch ist mäßig, wie man aus Tabelle 4.1 für das vollständige Design mit acht
sowie 16 Verarbeitungseinheiten und rechnerisch für eine einzelne Einheit erkennen kann. Zur Eva-
luation wurden die Laufzeiten der FPGA-Implementierung des Kernels für die Berechnung des
lückenlosen Scores von HHblits gemessen und gemittelt. Die in Tabelle 4.2 aufgeführten Ergebnisse
zeigen, dass die erhoffte Beschleunigung von Faktor 10 noch nicht erreicht wird, selbst wenn die
SSE-Implementierung fairerweise ebenso auf 512 Bytes langen Profilzeilen rechnet (
”
angepasst“).
Aus diesem Grund müssen die Ursachen für die unerwartet geringe Beschleunigung genauer ermit-
telt werden. Eine mögliche Ursache ist ein unzureichendes Verhältnis von Berechnung zu Kommu-
nikation, zumal beide noch nicht überlappt zueinander folgen. Zur genaueren Ursachenermittlung
wurden die unterschiedlichen Sequenzen in Klassen nach ihrer Länge in Blöcken eingeteilt. Wie
56
4.2 Homologiesuche in Sequenzdatenbanken mit HHblits auf der Convey HC-1
Abbildung 4.6: Erster Ansatz einer parallelen Koprozessorarchitektur (hier mit acht Verarbeitungs-
einheiten (VEn)) zum Berechnen eines lückenlosen Scores zwischen dem Profil und
einer Sequenz (nach [BN13]).
Ressource mit 8 VEn mit 16 VEn Durchschnitt 1 VE
Slices 21406 / 41 % 25701 / 49 % 537 / 1 %
Register 52478 / 25 % 68002 / 32 % 1940 / 0,875 %
LUTs 53133 / 25 % 70432 / 33 % 2162 / 1 %
BRAMs 58 / 20 % 74 / 25 % 2 / 0,625 %
Max. Freq. 201,014 MHz 198,196 MHz
Tabelle 4.1: Ressourcenbedarf der FPGA-Implementierung für eine Application Engine auf der
Convey HC-1 mit je acht bzw. 16 Verarbeitungseinheiten (VEn) und durchschnitt-
licher Bedarf.
Sequentiell SSE Convey HC-1
Original Angepasst Original Angepasst 1 AE 4 AEs
512,7µs 607,2µs 16,1µs 18,9µs 31,8µs 11,8µs
Tabelle 4.2: Durchschnittliche Ausführungszeit des Kernels über die gesamte Datenbank uniprot20.
(
”
Angepasst“: 512 Byte lange Profilzeile statt
”
Original“ mit nur 256 Byte langer
Profilzeile)
Abb. 4.7 erkennbar macht, sind einerseits sehr viele Sequenzen nur sehr kurz, und andererseits ist
die FPGA-Portierung erst ab Sequenzlängen ab 3500 Bytes schneller als die SSE-Version. Betrachtet
man nur diese langen Sequenzen und mittelt darüber die durschnittliche Ausführungszeit eines Se-
quenzvergleichs in Tabelle 4.3, so erhält man bereits eine Beschleunigung von mehr als Faktor 4.
Dennoch führt die bloße Verarbeitung langer Sequenzen zu nur geringfügiger Beschleunigung der
gesamten Anwendung (Tabelle 4.4). Aus diesen Untersuchungen muss man folgern, dass der Daten-
transfer vom Host zum Koprozessorspeicher einserseits und andererseits vom Koprozessorspeicher
zu den Application Engines (AEs) optimiert bzw. verringert werden muss. Desweiteren bieten die
FPGAs Platz für mehrere gleichzeitige Sequenzvergleiche, wie es bereits mit mehreren AEs erfolgt.
Zweiter Ansatz mit Beachtung der Datenlokalität und -wiederverwendung. Die vom ersten
Ansatz erzielbare Leistung ist als unzureichend zu bewerten aufgrund der in anderen Arbeiten er-
zielten weit besseren Ergebnisse und aufgrund der Diskrepanz zu den bei der Analyse ermittelten
Möglichkeiten. Die Bandbreite muss mehr ausgenutzt werden, indem alle Speichercontroller je Takt
neue Werte anfordern bzw. erhalten [NBSK13]. Ferner wurden nur die zumeist eher kurzen Sequen-
zen vorgeladen. Lädt man hingegen das Anfrageprofil vor, so hat dies eine Länge von 110 KBytes
gegenüber wenigen Hundert Bytes der Sequenzen und kann für alle Datenbankeinträge wiederver-
wendet werden. Weiterhin sollte jeder Speichercontroller mit zwei Umordnungseinheiten auch zwei
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1 AE 4 AEs
10731,9µs 371µs 311,9µs 91,3µs
Tabelle 4.3: Durchschnittliche Ausführungszeit des Kernels bei Sequenzlängen ab 3500 Bytes.
Sequentiell SSE
Convey HC-1
1 AE 4 AEs
Vollständige Datenbank 2343,02 s 97,0 s 155,8 s 91,0 s
Nur lange Sequenzen 64,7 s 22,4 s 22,0 s 21,7 s
Tabelle 4.4: Berechnungszeit von HHblits, kompiliert mit cnyCC und -O3-Flag.
Abbildung 4.8: Zweiter Koprozessoransatz zur Berechnung lückenloser Scores auf 16 Verarbeitungs-
einheiten (VEn) nach [NBSK13].
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Ressource Anzahl Anteil
Slices 25.701 49 %
Register 68.002 32 %
LUTs 70.432 33 %
BRAMs 74 25 %
Max. Freq. (Synthese) 5,046 ns 198,196 MHz
Max. Freq. (P&R) 6,658 ns 150,20 MHz
Tabelle 4.5: Ressourcenbedarf des Koprozessors
mit einem einzelnen Exemplar zur
Berechnung des lückenlosen Scores.
2 Einheiten 3 Einheiten
42.575 / 82 % 46.098 / 88 %
124.691 / 60 % 140.951 / 67 %
112.835 / 54 % 126.745 / 61 %
138 / 47 % 170 / 59 %
4,801 ns / 208,29 MHz 4,801 ns / 208,29 MHz
6,644 ns / 150,51 MHz 6,666 ns / 150,02 MHz
Tabelle 4.6: Ressourcenbedarf des Kopro-
zessors mit zwei und drei Ex-
emplaren.
Sequenzen zeitgleich einlesen. Dazu ist zwar die Verwendung eines Kreuzschienenverteilers9 nötig,
der einige Hardwareressourcen benötigt, dafür kann jeder Speichercontroller aber Sequenzen von
jeder Speicherstelle einlesen.
Die zum zweiten Ansatz zugehörige Implementierung [NBSK13] ist in Abb. 4.8 skizziert. Die Pro-
fildaten werden 16-fach parallel eingelesen, indem jede ROQ ihre 32 Bytes des mit einer weiteren
ROQ gemeinsam verwendeten Speicherbereichs von 64 Bytes einliest. Die Einheit zur Berechnung
des lückenlosen Scores berechnet die Zeilen 5-15 von Algorithmus 1. Die wie vorab implementierten,
intern achtfach parallelen Verarbeitungseinheiten (VEn) berechnen den eigentlichen Kern (Zeilen
9-10). Die Reduktionsschaltung ist gegenüber dem ersten Ansatz unverändert. Bandbreite und Zu-
griffszeit stellen nun kein Problem mehr dar, da für jedes Zeichen der Referenz (1 Byte) in Zeile 5
die entsprechende 512 Zeichen lange Zeile des Profils verarbeitet werden muss (Zeile 6), wobei jede
der 16 VEn 32 Elemente (Zeile 9) in vier Iterationen verarbeitet, je acht Berechnungen parallel. Die
von den VEn verwendeten Daten entsprechen genau den von den zugehörigen ROQs eingelesenen
Daten. Die Speicher in FPGA-Schaltungen haben zumeist nur ein oder zwei Ports und daher kann
nicht von mehreren Einheiten aus auf sie zugegriffen werden. Da jede ROQ jedoch in Unterberei-
che des Profilspeichers schreibt, die nur von der zugehörigen Verarbeitungseinheit gelesen werden,
wurde der gemeinsame Profilspeicher aufgeteilt und auch dieses Problem gelöst. Somit können 16
ROQs gleichzeitig den Profilspeicher befüllen.
In Tabelle 4.5 sind die Implementierungsergebnisse aufgeführt. Aufgrund der fehlenden Möglich-
keit zum Zurücksetzen von BRAMs wurden zunächst normale Slices für viele Speicher verwendet,
wodurch der Bedarf an Slices recht hoch ist. 66 der verwendeten 74 BRAMs benötigen die ROQs
und die Crossbar. Das auf Korrektheit überprüfte Design und die Ansteuerungssoftware wurden
anschließend dahingehend verändert, dass die Speicher nicht mehr zurückgesetzt werden müssen,
wodurch sich insgesamt drei Einheiten für drei unterschiedliche Sequenz-Profil-Vergleiche pro AE
unterbringen lassen (Tabelle 4.6). Das Profil wird nun in 32 BRAMs gespeichert. Zum Einlesen der
Zeichen der Referenzsequenz benötigt jede der drei Einheiten nur jeweils eine ROQ. Das Design
könnte somit auf den größeren Virtex-6-FPGAs der ex-Serien weiter skaliert werden hin zu 4 bis
16 Einheiten, da das koprozessorseitige Datentransferproblem durch Umstellung des Algorithmus
bzw. der Implementierung gelöst wurde. Desweiteren können die Profilspeicher für zwei Einheiten
gemeinsam genutzt werden, wodurch der verfügbare Speicher auf dem FPGA optimal ausgenutzt
würde.
Es liegt noch weiteres Optimierungspotential darin, den Koprozessor nur genau einmal zu starten,
damit dieser sämtliche Datenbanksequenzen selbständig vergleiche, oder aber zumindest mehrere
Sequenzen hintereinander berechnen zu lassen und zeitgleich erst die Eingabedaten für die nächsten
Aufrufe zu übertragen. Abbildung 4.9 zeigt für die ersten neun Sequenzen aus uniprot20, dass die
Berechnung weitaus länger dauert als das Kopieren der nachfolgenden Sequenz. Dieser Schritt ist
also im Allgemeinen durchaus gangbar, leidet im Besonderen allerdings an der fehlenden Sortierung
der Sequenzen der Länge nach, so dass dies nicht für alle Sequenzen gleichermaßen ausgenutzt
werden kann.
Im ersten Ansatz wird nur ein Thread für die Ausführung auf der Convey HC-1 genutzt. Durch
die Angabe, HHblits mit zwei Threads auszuführen, wird für den Viterbi-Algorithmus ein weiterer
Thread auf dem Zweikern-Prozessor ausgeführt. So wird die Anwendung zusätzlich beschleunigt.
9engl. Crossbar
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Abbildung 4.9: Überlappung von Datentransfer und Ausführung auf dem Koprozessor.
Hardware CPU CPU Convey HC-1
Implementierung sequentiell SSE 3 Einheiten
Kerne/AEs 1 1 2 1 4
Erster Vorfilterungsschritt 1601,9 s 50,0 s 25,1 s 28,6 s 13,1 s
Anwendung 1626,2 s 74,1 s 44,5 s 56,8 s 41,3 s
Tabelle 4.7: Durchschnittliche Laufzeit über 30 Läufe für den ersten Vorfilterungsschritt und für
die gesamte Anwendung HHblits, jeweils mit der gesamten Datenbank uniprot20.
Die Laufzeit der unterstützten Vorfilterungsstufe und der gesamten Anwendung wurde jeweils se-
quentiell, mit ein und zwei Threads mit SSE und mit dem Koprozessor mit drei Einheiten, zwei
Softwarethreads und einer bzw. 4 AEs gemessen. Tabelle 4.7 zeigt, dass Unterstützung des Verfah-
rens durch SSE oder durch den Koprozessor wirklich nötig ist. Der Koprozessor ist sogar 25,013,1 = 1, 91
mal schneller bei der Vorfilterung. Da der Koprozessor auf 512 Byte langen Profilen arbeitet, erhöht
sich die zusätzliche Ausführungszeit für die weiteren Routinen jedoch auch etwas. Dennoch ist der
Koprozessor auch für die gesamte Anwendung etwas schneller als die SSE-Implementierung mit
zwei Threads und erzielt eine geringfügige Beschleunigung von 44,541,3 = 1, 08.
Damit ist es mit diesem Ansatz gelungen, die Berechnung eines lückenlosen Scores so an die Hard-
ware anzupassen, dass die Durchführung allein durch die Rechenkapazität und die maximale Anzahl
an untergebrachten Einheiten beschränkt ist. Gegenüber der Ausführung in reiner Software ist die
Ausführung sogar 39,39 mal schneller.
Teilt man die Sequenzen nach ihrer Länge in 31 Klassen ein, so kann Beschleunigung bereits ab
Sequenzlängen von 500 Bytes erreicht werden mit nur einer Einheit zur Berechnung des lückenlosen
Scores auf nur einer AE, wie in Abb. 4.10 illustriert.
Bei genauerer Betrachtung der Ausführungszeiten skaliert SSE von einem auf zwei Threads mit
1,995 von 27,47 s ( 2662819 Sequenzen) auf 13,77 s im Bereich der Sequenzen bis zu 500 Zeichen.
Der Koprozessor mit einer Einheit auf einer AE benötigt für diesen Bereich 46,45 s, skaliert mit
Faktor 2,18 bis 2,35 auf bestenfalls 21,32 s für vier AEs und mit Faktor 2,06 von einer Einheit auf
drei Einheiten, wodurch die Ausführungszeit nur 10,33 s betragen würde.
Um sich darauf einzurichten, müssten die Sequenzen ihrer Länge nach vorsortiert sein, damit ohne
Zusatzaufwand je Koprozessoraufruf 4*3 Sequenzen mit ähnlicher Länge eingelesen und verarbei-
tet werden könnten, denn die längste der zwölf gleichzeitig verarbeiteten Sequenzen bestimmt die
Ausführungszeit eines Koprozessoraufrufs. Dadurch ließe sich nach ersten Messungen zusätzlich Be-
schleunigung von 1, 17 erzielen gegenüber der unausgeglichenen Berechnung von 12 gemischt langen
Sequenzvergleichen gleichzeitig. Sieht man von dem zusätzlichen Sortieraufwand ab, bedeutet dies
bereits Beschleunigung von 4, 46 insgesamt gegenüber der Ausführung mit SSE auf einem Kern.
Idealerweise wird die Datenbank also gleich vorsortiert ausgeliefert.
4.2.4 Zusammenfassung der Beschleunigung von HHBlits auf der Convey HC-1
In diesem Abschnitt wurde die Nutzung der Convey HC-1 als heterogenes System mit anwendungs-
spezifischen Koprozessor beschrieben. Für die HC-1 wurde ein FPGA-Design auf Funktionsebene
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1 Einheit auf 1 AE
SSE
Beschleunigung
Abbildung 4.10: Kernel-Laufzeit der SSE-Implementierung mit einem Thread und einer Einheit
auf einer AE des Koprozessors und die erzielte Beschleunigung für verschiedene
Sequenzlängen.
für die Berechnung des lückenlosen Scores entwickelt. Nach dem Betrachten der zu beschleunigenden
Anwendung hinsichtlich beschleunigenswerter Kandidaten wurde das Potential solcher Kandidaten
analysiert, um eine erste Abschätzung der maximal erzielbaren Beschleunigung zu erhalten. Aus-
gehend von den Erkenntnissen aus der Analyse wurde ein ersten Ansatz für einen Koprozessor
in rekonfigurierbarer Logik entworfen und dabei der große Parameterraum bei der Nutzung der
Convey HC-1 erheblich eingeschränkt. Entsprechend dem V-Modell wurden die einzelnen Teile
hardwarenah von einem Hardwarespezialisten implementiert [Bro13], validiert und evalu-
iert, um dann eine Designänderung auf höherer Ebene vorzunehmen und einige Parameter anders
zu setzen.
Die Einheiten zur Durchführung der Bewertung sind die intern achtfach parallelen Verarbeitungs-
einheiten, die eine Addition zusammmen mit einer datenabhängigen Subtraktion in einem Takt
berechnen. Die Ergebnisse werden einer Reduktionsschaltung übergeben, welche ihr reduziertes Er-
gebnis in ein Register weitergibt. Somit wurde eine Spezialschaltung anstatt auf niedrigebener
Befehlsebene auf Funktionsebene entwickelt, die Granularität also hoch gehalten. Insgesamt
werden zwölf Bewertungen unterschiedlicher Sequenzen gleichzeitig ausgeführt. Die Bewertungen
sind keine einzelnen Operationen auf Befehlsebene, sondern unterstützen in Form eines datenparal-
lel ausgeführten Konglomerats die Anwendung. Das Prinzip der massiv parallelen Ausführung
wurde also umgesetzt.
Hoher Nutzen des Koprozessors ergibt sich erst dann, wenn Daten sehr viel wiederverwendet werden,
da für die geringen Datenmengen die Speichercontroller mit ihren hohen Latenzen ineffizient sind.
Im zweiten Ansatz wird dies gezielt angegangen, indem das Profil intern gespeichert wird zur
Ausnutzung von Datenlokalität und -wiederverwendung, wodurch die Berechnung nicht
mehr speichergebunden ist. Daher kann zudem die Bandbreite maximal ausgenutzt werden im
Rahmen der maximal möglichen Verarbeitungseinheiten.
Unter Beachtung der in Kapiteln 2 und 3 aufgestellten Forderungen lässt sich also Nutzen aus
rekonfigurierbarer Hardware und heterogenen Systemen erzielen. Weiterer Nutzen könnte erzielbar
sein, wenn die Übertragung der Arbeitsdaten überlappt mit der Verarbeitung erfolgte, wozu aller-
dings die Systemaufrufe auf der Convey HC-1 bislang nicht die benötigte Leistung liefern, so dass
eine einzelne, gesamte Kopieroperation noch am effizientesten8 ist.
4.3 Zusammenfassung zur Verlagerung von Anwendungen in
rekonfigurierbare Hardware
Für bioinformatische Anwendungen werden in der Literatur Geschwindigkeitssteigerungen von ein
bis zwei Größenordnungen durch Verlagerung in rekonfigurierbare Hardware berichtet.
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In diesem Kapitel wurde am Beispiel der Anwendung HHblits beschrieben, welches Vorgehen bei
der Hardwareentwicklung für rekonfigurierbare Akzeleratoren nötig ist. Indem der erste Vorfilte-
rungsschritt mehr als 122-fach durch die Verlagerung in Hardware beschleunigt wird, ist die An-
wendung HHblits etwa 39-fach gegenüber sequentieller Ausführung beschleunigbar. Insgesamt ist
die Hardware sogar schneller als die Implementierung mit SSE nach Farrar. Dazu ist es nötig, den
Algorithmus gegenüber der Softwareimplementierung etwas verändert zu implementieren. Das Er-
gebnis ist eine datengetriebene, als Pipeline arbeitende Spezialschaltung für die Bestimmung eines
maximalen lückenlosen Übereinstimmungswerts.
Mit dieser Studie der Unterstützung einer gängigen Anwendung durch den FPGA-basierten Ko-
prozessor der Convey HC-1 sind bereits folgende Erkenntnisse gewonnen:
• Software ist nicht so portabel, wie dies für die Portierung in Hardwareschaltungen wünschens-
wert ist. Deshalb sind die softwarebasierten Werkzeuge für Anwendungsentwickler nicht ohne
Weiteres einsetzbar.
• Die verfügbare Bandbreite zum Koprozessor bzw. zu einem FPGA muss maximal ausgenutzt
werden. Die Art und Größe der Daten haben dabei großen Einfluss. Die Übertragung kleiner
Datenmengen ist nicht lohnenswert, so auch nicht die kurzen Sequenzen bei HHblits.
• Wesentlich ist die geschickte Übertragung der Daten und Vorhaltung zur Wiederverwendung.
Die Nutzung muss datengetrieben erfolgen.
• Zur Entwicklung einer Hardwareunterstützung muss ein Algorithmus, gerade im Hinblick auf
die Datenverwendung, eventuell umgestellt werden, um die Datenlokalität zu erhöhen. Dies
bedarf unter Umständen der Interaktion von Anwendungsentwickler und Hardwareentwickler.
• Einige wenige Spezialkomponenten machen die Umsetzung und die Leistungsfähigkeit aus,
bspw. das Zusammenlegen mehrerer voneinander abhängiger Operationen in einen Takt, um
die Länge der entstehenden Pipeline zu kürzen, was bei geringen Arbeitsdaten besonders hohe
Auswirkungen hat.
Diese Erkenntnisse lassen sich folgendermaßen ausnutzen:
• Es bietet sich an, bereits entwickelte Portierungen eines Verfahrens in Hardware vorzuhalten,
um sie zu gegebenem Zeitpunkt wiederverwenden zu können.
• Möglichst viele Einheiten (im Rahmen der Möglichkeiten eines erfolgreichen Routings und
Platzierung) werden helfen, die Bandbreite maximal auszunutzen. Bei geringen Datenmengen
sollten Koprozessoren außer acht gelassen werden.
• Streaming von Daten zwischen erzeugenden und verbrauchenden Einheiten, auch über die
Grenze zwischen Software und Hardware hinweg, bringt die Datenwiederverwendung sowie
die datengetriebene Ausführung und ist daher einzusetzen.
• Hardwareentwickler stellen idealerweise die Hardwareimplementierungen bereit und darüber-
hinaus den Anwendungsentwicklern eine geeignete Schnittstelle zur Verfügung, mittels welcher
letztgenannte aufgrund ihrer Domänenkenntnisse die Hardware optimal nutzen können.
• Nicht nur die massiv parallele Ausführung von Algorithmen sollte mittels FPGAs bei der
Hardwareverlagerung angegangen werden, sondern die Implementierung von Spezialoperatio-
nen, die mehrere Operationen pro Takt ausführen oder auf anderen Datentypen arbeiten.
Im folgenden Kapitel werden unterschiedliche Möglichkeiten zur Beschleunigung numerischer An-
wendungen auf heterogenen FPGA-basierenden Mehrkernsystemen betrachtet. Hervorhebenswert
sind dabei Spezialoperationen wie exakte Skalarprodukte auf Befehlsebene, Stencil-Operationen
auf Funktionsebene, vollständige Verfahren auf Funktions- oder Anwendungsebene. Der bereits
aufgeführte Komponentengedanke kommt dabei ebenso zum Tragen, da der Komponentenansatz
ermöglicht, auf Basis feingranularer Beschleuniger komplexere Beschleuniger zu erhalten, die leis-




Ansätze zur Beschleunigung numerischer
Anwendungen mit Mehrkernsystemen und
FPGAs
Im vorherigen Kapitel wurde stellvertretend an einer bioinformatischen Anwendung beschrieben,
welche Schritte und Umformulierungen eines Algorithmus nötig sind, um echten Nutzen für den An-
wender aus einem rekonfiguierbaren Koprozessor herauszuholen. In diesem Kapitel werden hingegen
mehrere Ansätze untersucht, wie im Bereich numerischer Anwendungen für unterschiedliche Granu-
laritäten, mit unterschiedlichen Werkzeugen und Techniken Mehrwert aus Mehrkernsystemen mit
rekonfigurierbaren Akzeleratoren erhaltbar ist. Bei numerischen Anwendungen kann Unterstützung
durch rekonfigurierbare Hardware beispielsweise mit Spezialschaltungen für Erweiterungen im Be-
reich des Festkomma- und Gleitkommarechnens oder für weitere Arithmetiken erfolgen. Daher
wurden weitere Spezialoperationen untersucht, die so in Standardhardware nicht vorhanden sind
und deren Softwareemulation auch unter Verwendung mehrerer Rechenkerne sehr zeit- und ressour-
cenaufwendig ist.
Zunächst werden die für die eigentlichen Untersuchungen durchgeführten Vorarbeiten hinsichtlich
einer Matrixbibliothek (Abschnitt 5.1.1) und des Lanczos-Verfahrens (Abschnitte 5.1.2 und 5.1.3)
beschrieben. Die Matrixbibliothek stellt unterschiedliche Funktionalitäten mit unterschiedlich ho-
hen Granularitäten zur Verlagerung in Hardware zur Verfügung. Anhand der Genauigkeitsanfor-
derungen des Lanczos-Verfahrens motiviert sich der Einsatz von Spezialoperationen. Als mögliche
Spezialoperationen wird zuerst Intervallarithmetik in Abschnitt 5.2 betrachtet, deren Ausführung
häufig zwei gleichzeitig zu berechnenden Datenpfade für jeweils das untere und das obere Ende eines
Intervalls enthält. Mittels datenparalleler Ausführung auf mehreren Kernen eines Prozessors kann
keine nennenswerte Beschleunigung der Intervallarithmetik erhalten werden; die gewählte Granu-
laritätsebene ist zu niedrig. Wie sich mittels einer intern genaueren Einheit zur Berechnung eines
Skalarprodukts in Hardware in Abschnitt 5.3 zeigt, ist eine Alternative zur Implementierung von
Spezialoperationen die Spezialimplementierung von Standardoperationen wie Multiply-Accumulate
(MAC)-Operationen, Skalarprodukten oder Matrixmultiplikationen. Dies motiviert eine Implemen-
tierung eines exakten Skalarprodukts in rekonfigurierbarer Hardware und die dabei aufgekomme-
nen Probleme in Abschnitt 5.4. Mittels einer alternativen, hardwarenäheren Implementierung mit
Pipelining und ausgeglicheneren Stufen könnte man grobgranularere Operationen wie Matrixmulti-
plikationen schneller exakter ausführen als mit Softwareimplementierungen für exakte Arithmetik.
Diese Analyse wird in Abschnitt 5.5 durchgeführt. Wie aus den Vorarbeiten ersichtlich wurde, ist
die Matrixmultiplikation allein nicht ausreichend dafür, beispielsweise das Lanczos-Verfahren hin-
reichend zu unterstützen hinsichtlich der Genauigkeitsanforderungen. Daher wird in dieser Disserta-
tion eine auf Mikroprogrammierung basierende Implementierung einer exakten Arithmetik-Einheit
entwickelt, die intern feingranulare Komponenten wie Addierer und Multiplizierer verwendet (Ab-
schnitt 5.6). In Abschnitt 5.7 wird demonstriert, wie diese komponentenbasierende Implementierung
der mikroprogrammierten Arithmetik-Einheit für weitere Operationen als das Skalarprodukt ge-
nutzt werden kann, um exakt auf den internen Datentypen zu rechnen. Abschließend wird von der
anderen Seite der Domänenexperten aus die Verwendung heterogener Systeme beleuchtet. Dies-
bezüglich werden die Untersuchungen zur Verwendung von Hochsprachen zur Hardwarebeschrei-
bung für numerische Anwendungen in Abschnitt 5.8 am Beispiel des CG-Verfahrens zur Lösung
der Poisson-Gleichung gezeigt, wozu Stenciloperationen und darauf aufbauende Vorkonditionierer
eingesetzt werden.
63
Kapitel 5 Ansätze zur Beschleunigung numerischer Anwendungen mit Mehrkernsystemen und FPGAs
5.1 Vorarbeiten
Zur besseren Durchführung der Folgearbeiten mussten einige Vorarbeiten durchgeführt werden.
Mittels diser Vorarbeiten lässt sich auch die durchgängige Anwendbarkeit der vorgeschlagenen und
evaluierten Konzepte und Implementierungen zeigen. Am wichtigsten ist eine anpassbare Matrix-
bibliothek, die für die untersuchten numerischen Anwendungen zum Einsatz gekommen ist.
5.1.1 Eine Matrixbibliothek
Es stellt sich unter Leistungsaspekten als nicht ausreichend heraus, einzelne Operationen exakt
durchzuführen, sondern wie von Kulisch angedacht [172, 177] muss etwas grobkörnigere Funktio-
nalität wie ein Skalarprodukt angeboten werden, in dessen Rahmen die exakte Arithmetik nahtlos
integriert ist. Dazu wird vorab der Weiterentwicklung ein Rahmenwerk in Software benötigt, das die
Implementierung von Anwendungen maßgeblich erleichtert, in denen exaktere Arithmetik zum Ein-
satz kommen kann, und das ebenso die Ausnutzung von Mehrkernsystemen und FPGA-erweiterten
Systemen mit dem datengetriebenen Rahmenwerk ermöglicht. Prinzipiell stellen die Basic Linear
Algebra Subroutines (BLAS) eine Möglichkeit dazu dar. Die Verwendung von BLAS ist allerdings
nicht durchweg leicht eingängig. So wird bei der Operation a·x+y (axpy) das Ergebnis in der Varia-
blen y gespeichert, bei Vektoradditionen ist gar die Verwendung der Matrix-Vektor-Multiplikation
(GEMV) nötig: y := αAx + βy. Dies ist insbesondere dann problematisch, wenn die Einbindung
von Streaming auf Plattformen wie DRC Accelium AC2030 unter Zuhilfenahme von Impulse C, den
MaxWorkstations mit MaxCompiler oder von zusätzlichen Speichern wie auf der Convey HC-1 an-
gedacht ist, wo die benötigten zusätzliche Kopieroperationen zur zwischenzeitlichen Trennung von
Eingaben und Ausgaben bei solchen Operationen besonders nachteilhaft wären. Obendrein ist die
Bibliothek in Umfang und Funktionalität sehr groß. Daher kann es insgesamt als nicht zielführend
betrachtet werden, die gesamte BLAS-Bibliothek um Schnittstellen oder Implementierungen für C-
XSC, GMP, die entwickelten Hardwareimplementierungen und Softwareemulationen zu erweitern.
Für die direkte Nutzung von spezieller Hardware stellen Hersteller wie Convey und Nvidia ohnehin
hauseigene Implementierungen mit den Convey Mathematical Libraries (CML) und CUBLAS zur
Verfügung. Der Fokus dieser Arbeit liegt hingegen auf portablen Lösungen der Funktionalitäten
mit entsprechend eher wenigen hardwarespezifischen Anpassungen.
Aus diesem Grund werden Neuimplementierungen der jeweils benötigten Funktionalität geschaffen,
die von vornherein für die zu verwendenden Arithmetik-Bibliotheken entwickelt werden. Somit wird
auch dem Konzept der Verlagerung von Softwarekomponenten in Hardware Rechnung getragen.
Entwurfsziele
Die folgenden Entwurfsziele standen aufgrund des geschilderten Hintergrundes und weiterer Vor-
haben fest.
Modularität: Der modulare Aufbau ermöglicht die Wiederverwendung von Modulen in neuen Mo-
dulen sowie natürlich von Anwendungsseite her. Die Funktionalität der Module ist eindeutig.
Erweiterbarkeit: Die Bibliothek ist so zu entwerfen und implementieren, dass das Hinzufügen neuer
Module jederzeit gewährleistet ist, ohne dabei die formulierten Entwurfsziele grundlegend zu
verletzen. Ferner soll es möglich sein, die Bibliothek um neue interne Möglichkeiten und
Merkmale zu erweitern.
Flexibilität: Die Schnittstelle ermöglicht Implementierungen für unterschiedliche Ziele wie be-
stimmte Hardware oder weitere Softwarebibliotheken.
Änderbarkeit: Abgesehen von der Möglichkeit, eventuell vorhandene Fehler auszubessern, sind bei-




Verwendbarkeit: Für einen externen Entwickler, der vielleicht aus einer spezifischen Domäne
kommt, ist es ohne große Mühen möglich, die Module und Funktionen aufzurufen und im
Rahmen eines größeren Ganzen zu verwenden und dabei auch von besonderer Software oder
Hardware zu profitieren.
Evaluation. Im Rahmen gemeinschaftlicher Projekte mit der Shared Research Group
”
New Fron-
tiers in High Performance Computing Exploiting Multicore and Coprocessor Technology“ wurde die
Matrixbibliothek für mehrere Projekte eingesetzt. Die äußerst zügig umgesetzte Implementierung
des Lanczos-Verfahrens sowie die hinzugefügten Funktionen wie Givens-Rotation, QR-Zerlegung,
Stencilimplementierungen und symmetrische Gauss-Seidel-Vorkonditionierer deuten darauf hin,
dass die Entwurfsziele erreicht wurden. Insbesondere die Aspekte der Modularität, Erweiterbar-
keit und Verwendbarkeit wurden dadurch gezeigt.
Schnittstelle
Ziel der Matrixbibliothek ist eine klare Programmierschnittstelle, wie sie der Anwender beim For-
mulieren auf Papier oder mittels funktionaler Hochsprachen wie Matlab automatisch verwendet.
Entsprechend wird eher auf zusammengesetzte Operationen wie axpy und dergleichen verzichtet.
Die wichtigsten Bestandteile der Schnittstellenspezifikation sind die Festlegung von Datentypen für
Skalare, Vektoren und Matrizen sowie eine gewisse Aufrufkonvention. Bei dieser war es wichtig,
die Trennung von Eingaben und Ausgaben zu erreichen sowie intuitiv verständliche und leicht
zu erkennende Funktionsnamen und Signaturen zu verwenden. Der grundlegende Aufbau ist der
folgende:
int funktionsname (datatype *eingabe1, ... datatype *eingaben,
datatype *ausgabe);
wobei der Rückgabewert Information über die Anzahl oder Art an aufgetretenen Fehlern enthält,
der Datentyp datatype ein Platzhalter für o.g. Datentypen ist, und der Funktionsname gemäß
folgendem Muster aufzubauen ist:
funktionsname := <Aktion> <Involvierter Datentyp>{ <Ggf. weiterer Datentyp>}
Ein Beispiel für die Erfüllung der Vorgaben ist
int multiply_matrix_scalar (matrix_t *mat_in, scalar_t *scal_in,
matrix_t *mat_out);
Das vorab angedachte Zurückgeben der Ergebnismatrix als Pointer über den Rückgabewert er-
wies sich als nachteilhaft, da bereits bestehende Matrizen nicht für die Ergebnisse genutzt werden
konnten, sondern der anwendende Entwickler zusätzliche Matrizen allozieren müsste, sowie weitere
Mechanismen zur Fehleranzeige nötig wären. Daher werden der Zeiger auf die Ergebnisdatenstruk-
tur und ihre Inhalte auf Gültigkeit überprüft und gegebenenfalls Speicher in der passenden Größe
alloziert. Ist der Zeiger hingegen gültig, so werden die Spalten- und Zeilenzahl mit den Anforde-
rungen der Operationen abgeglichen und die Operation je nach Ausprägung der Implementierung
entweder auf dem bereits allozierten Datenbereich durchgeführt oder abgebrochen oder bereits al-
lozierter Matrixspeicher freigegeben und die Matrixstruktur neu initialisiert. So wird immer die
Ausführbarkeit der Operationen gewährleistet.
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print matrix read from file allocate matrix
clear matrix copy matrix free matrix
multiply matrix add matrix transpose matrix
change row col order stencil 2d matrix scalar product
matrix norm 2 multiply matrix scalar
Tabelle 5.1: Grundlegender Funktionsumfang der Matrixbibliothek.
Abbildung 5.1: Implementierung der Funktion axpy als Folge von Skalierung und Addition.
Einbindung von exakter Arithmetik
Zusätzliche arithmetische Hard- und Software ist wie folgt eingebunden. Die Matrix- und Vek-
tortypen verwenden anstelle eines Grunddatentyps wie float oder double einen Platzhhalter, der
entsprechend der zu verwendenden Bibliothek gesetzt wird. In den Implementierungen der Funktio-
nen wird an den entscheidenden Stellen mittels einer Compilerdirektive zwischen den verschiedenen
Zielen unterschieden. So verwenden Funktionen mit Skalarprodukten im Fall von C-XSC als Ziel-
bibliothek das exakte Skalarprodukt von C-XSC, während das Standardziel bestehend aus Gleit-
kommaarithmetik auf dem Host regulär als Schleife über die Eingabeoperanden Multiplikationen
und Akkumulationen auf die Zielvariable durchführt.
Eingebunden sind folgende Ziele: exakte Multiplikations-Akkumulationseinheit für einfach genaue
Daten auf dem UoH HTX-Board, Emulation selbiger in Software, GNU Multiple Precision Library,
C-XSC, einfach genau auf der Host-CPU sowie doppelt genau.
Funktionsumfang
Einen Teil des Funktionsumfangs der Bibliothek gibt Tabelle 5.1 wieder. Die Operation axpy ist
nicht darinnen enthalten; sie kann als neues Modul formuliert werden wie in Abb. 5.1 oder muss in
der Anwendung in zwei Teilen durchgeführt werden. Die Einhaltung der vorgegebenen Nomenklatur
gestaltet sich unter Nutzbarkeitsaspekten sehr schwierig. Zu lange Funktionsnamen wurden daher
dort vermieden, wo der Datentyp unbedeutend oder selbsterklärend ist. Matrizen können auf zwei
unterschiedliche Arten gespeichert werden. Bei
”
row major“ wird zuerst über die Spalten innerhalb
einer Zeile iteriert; bei
”
column major“ zuerst über die Zeilen innerhalb einer Spalte. Dies ist
besonders praktisch bei Matrixmultiplikationen hinsichtlich der cacheeffizienten Speicherung und
ermöglicht daher, wesentlich mehr Nutzen durch Streaming zu erzielen.
Anwendung der Bibliothek für exakte arithmetische Operationen
Als Anwendungsfall der Bibliothek wurde die Berechnung eines synthetischen Benchmarks beste-
hend aus 220 Akkumulationen des Werts v2 für v = 2−20 auf einen mit 220 initialisierten Akku-
mulator herangezogen. Die Berechnung der Gleitkommaoperationen erfolgt dabei entweder mit der
nativen Hardware, oder arithmetisch exakt mit GMP oder C-XSC. Einfache und doppelte Genau-
igkeit reichen hierbei nicht mehr für ein korrektes Ergebnis aus, da die Differenz der höchsten Stelle
von a und der von v2 20− (2 ∗ (−20)) = 60 beträgt. Zieht man den Initialisierungswert vom End-




Laufzeit (Ticks) 566.480.613 640.445.526 6.403.510
Laufzeit (µs) 177.089 200.211 2.001
M eMACs/sec 5,921 5,237 523,810
Tabelle 5.2: Vergleich zwischen GMP mit 256 Bits, C-XSC und doppelter Genauigkeit (DG) für
220 MAC-Operationen: a = 220 + 2−20 · 2−20 + . . .+ 2−20 · 2−20.
mit 256 Bits parametriert und C-XSC verwendet ein 4288 Bits breites Festkommaakkumulator-
register. Die Laufzeiten wurden auf einem Intel Pentium 4 mit 3,2 GHz gemessen über 128 Läufe.
Alle Programme wurden mit -O2 übersetzt. Wie Tabelle 5.2 entnehmbar ist, ist die Ausführung
von exakterer Arithmetik mit den Bibliotheken GMP und C-XSC etwa 100 mal langsamer als die
doppelt genaue Rechnung mit inkorrektem Ergebniswert.
Zusammenfassung der Matrixbibliothek
Die vorgestellte Matrixbibliothek ist ähnlich zu BLAS und anderen Bibliotheken zur Umsetzung
numerischer Verfahren geeignet. Die arithmetischen Anforderungen des Lanczos-Verfahrens können
jetzt mit einer um exakte Arithmetiken erweiterten Version untersucht werden.
5.1.2 Eigenwertbestimmung mittels des Lanczos-Verfahrens
Der Lanczos-Algorithmus [182] ist eine iterative Methode zur Bestimmung einer orthogonalen Ma-
trix Q, mittels derer eine symmetrische Eingabematrix A transformiert werden kann zu einer
symmetrischen Tridiagonalmatrix T:
T := QT ·A ·Q
Eine solche tridiagonale Matrix ermöglicht die einfache Bestimmung der Eigenwerte. Man schreibt
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Also müssen die Vektoren α und β bestimmt werden. Diese Vektoren lassen sich erhalten, indem




und indem die i-te Spalte Aqi von AQ = QT betrachtet wird:
Aqi = βi−1qi−1 + αiqi + βiqi+1 | − βi−1qi−1 − αiqi. (5.1)
Damit lässt sich ri = (A − αI)qi − βi−1qi−1 = βiqi+1 setzen. βi kann also anhand von ri durch
βi =
‖ri‖
‖qi+1‖ bestimmt werden, und da die Länge des Vektors qi genau 1 ist, ist auch βi = ‖ri‖2. Die
Iterationsvorschrift ist nun gegeben durch qi+1 = ri/βi.
Innerhalb jeder Iteration wird eine Spalte qi von Q berechnet, was auch αi und βi liefert.
Gleichung 5.1 kann geschrieben werden als
αiqi + βiqi+1 = Aqi − βi−1qi−1 | · qTi
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1 # I n i t i a l i z a t i o n
2 r [ 0 : SIZE ] := 1 .0 / s q r t ( SIZE )
3 q 0 [ 0 : SIZE ] := 0 .0
4 beta := 1 .0
5 i := 1
6 while i<=SIZE and beta !=0:
7 alpha := q i T ∗ A ∗ q i
8 r := (A − alpha ∗ I ) ∗ q i − beta ∗ q i−1
9 beta := length ( r )
10 i f beta =0: break
11 q i−1 := q i
12 q i := r / beta
Listing 5.1: Initialisierung und Iteration des Lanczos-Algorithmus.
αi = q
T
i (Aqi − βi−1qi−1),
denn wegen der Orthogonalität aller Vektoren qi zueinander ist qi • qj = 0 ∀i 6= j.
Damit berechnet man αi zuerst anhand von qi−1 aus der letzten Iteration, dann erhält man ri,
was dann wiederum nach Normalisierung den neuen Vektor qi darstellt. Die Auflistung 5.1 gibt
den Algorithmus noch einmal zusammen mit der Initialisierungsphase wieder. Die endgültigen
Eigenwerte der Matrix T können dann über iterative Gleichungslöser wie den QR-Algorithmus
bestimmt werden.
5.1.3 Anwendung der Bibliothek zur Bedarfsanalyse arithmetischer Genauigkeit beim
Lanczos-Verfahren
Die Anwendbarkeit der Matrixbibliothek zur Umsetzung von numerischen Verfahren wird anhand
des in Abschnitt 5.1.2 beschriebenen Lanczos-Verfahrens gezeigt. Ferner wird damit die Einsetz-
barkeit unterschiedlicher Arithmetik-Bibliotheken vorab der Integration von Software-Hardware-
Schnittstellen zu Koprozessoren oder Rahmenwerken untersucht. Schlussendlich wird auch unter-
sucht, ob es wirklich ausreichend ist, lediglich das Skalarprodukt exakt zu berechnen.
Die Eigenwerte für die Eingabematrix sind exemplarisch verteilt. Die äußeren Werte weichen am
sichtbarsten ab und sind daher zum besseren Abgleich mit den von den unterschiedlichen Imple-
mentierungen errechneten Werten in Tabelle 5.3 aufgeführt.
Im Gegensatz zu dem in Listing 5.1 geschilderten grundlegenden Algorithmus ist Folgendes
geändert: αi wird zunächst durch 〈qi,Aqi〉 berechnet; dann wird r durch Subtrahieren von αqi
und βqi−1 vom bereits bestimmten Aqi erhalten; schließlich wird β bestimmt, und qi ist dann der
skalierte Vektor r. Die Schleife bricht ab, wenn |β| < 10−8 gilt.
Doppelte Genauigkeit
Die mit doppelter Genauigkeit errechneten Eigenwerte sind in Abb. 5.2 dargestellt; die beiden
äußersten Eigenwerte werden zweimal gefunden und somit völlig falsche Eigenwerte ermittelt.
GMP
Zur Nutzung der Matrixbibliothek mit GMP muss lediglich die Bibliothek entsprechend parame-
triert werden, um den GMP-spezifischen Datentyp mit einer Auflösung von in diesem Falle 256 Bits
zu verwenden. Die in Abb. 5.3 abgebildeten, mit GMP errechneten Eigenwerte sind identisch mit


































Abbildung 5.3: Errechnete Eigenwerte bei Im-
















Abbildung 5.4: Errechnete Eigenwerte bei Im-




















Die Erweiterung der Matrixbibliothek hingehend zur Unterstützung und Verwendung von C-XSC
bedingt auch teilweise die Verwendung von C++. Mit C-XSC kommen auch eigene Matrix- und
Vektortypen sowie die wichtige accumulate()-Operation.
Der Ansatz mit der ausschließlichen Verlagerung der Skalarprodukte in exakte Arithmetik erzielte
die in Abb. 5.4 dargestellten Werte als Ergebnisse für die Eigenwerte. Er lässt erkennbar werden,
dass mehr als lediglich das Skalarprodukt genau berechnet werden muss.
Vergleich der Genauigkeit
In Tabelle 5.4 werden die Unterschiede bei den äußersten Eigenwerten ersichtlich und die absoluten
und relativen Fehler in Tabelle 5.5 angegeben. Wie bereits angemerkt, genügen doppelt genaue
Implementierungen und ein exakt berechnetes Skalarprodukt nicht bei der korrekten Berechnung
der inneren 33 Eigenwerte. Die mit GMP erzielten Fehler hingegen sind lediglich auf die nötigen
Formatkonvertierungen und das damit verbundene Abschneiden/Runden zurückzuführen.
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Tabelle 5.3: Eigenwerte der
Eingabematrix.
Nr. Doppelt genau GMP C-XSC
1 2.8141727612720642 2.814172761275883 2.81417276127319
2 2.8141727599325881 1.800713681981300 2.81417214146501
34 -3.0266654324701134 -2.141856786835524 -3.02666588474666
35 -3.0266658927695635 -3.026665892769714 -3.02666589276698
Tabelle 5.4: Doppelt genau, mit GMP oder C-XSC errechnete
Eigenwerte.
Nr. Doppelt genau GMP C-XSC
Absoluter Relativer Absoluter Relativer Absoluter Relativer
Fehler Fehler Fehler Fehler Fehler Fehler
1 3,84981e-12 1,36801e-12 3,10862e-14 1,10463e-14 2,72404e-12 9,67973e-13
2 -1,01346 -0,56281 1,48770e-14 8,26172e-15 -1,01346 -0,56281
34 -0,88481 -0,41310 -3,99680e-14 1,86605e-14 0,88481 -0,41310
35 -1,76303e-13 5,82500e-14 -2,57572e-14 8,51008e-15 -2,76001e-12 9,11899e-13
Tabelle 5.5: Absolute und relative Fehler zwischen doppelt-genauer Implementierung, der GMP-
Version und der C-XSC-Implementierung.
Fehlersuche und -analyse
Anhand eines einfachen Fehlermodells können die möglichen Fehlerquellen nachvollzogen werden.








ea∗b ≈ ea + eb
ea/b = ea − eb
Wie sich einfach erkennen lässt, sollten solche Werte a und b mit ähnlich großem Betrag und
ungleichem Vorzeichen nicht addiert opder subtrahiert werden, da dann der Nenner nahe Null wird
und der Fehler somit stark ansteigen kann. Bei gleichem Vorzeichen tritt dieses Problem jedoch nicht
auf. Gleichermaßen sollte bei der axpy-Operation y := a∗x+y nicht nahe Null sein. Multiplikation
und Division sind hingegen weitestgehend unproblematisch nach obigen Formeln.
Die meisten Werte bei der Berechnung der oben spezifizierten Eingabewerte liegen im Intervall
[−4, 0; 4, 0], Daher sind die Chancen groß, dass genau solche Auslöschungen erfolgen, was letztend-
lich bis zu vertauschten Vorzeichen von α und β führt. Das Skalarprodukt bei C-XSC hingegen
verwendet die exakten Multiplizier-Akkumulier-Operationen auf dem exakten Festkommaregister,
so dass weder Vektor- noch Matrixmultiplikationen eine Fehlerquelle darstellen können. Damit
sind die bleibenden möglichen Fehlerquellen die Subtraktion des Vektors r und die Division beim
Normalisieren von qi.
Verbesserte Verwendung von C-XSC
Bislang konnten zweierlei Erkenntnisse erhalten werden: Einerseits müssen die Skalarprodukte un-
bedingt genauer berechnet werden, wozu exakte Arithmetik genutzt werden kann; andererseits
müssen die Matrix-Additionen bzw. -Subtraktionen auch genauer durchgeführt werden. Dazu kann
C-XSC durch Skalierung der Summanden mit 1,0 und anschließende Akkumulation ebenso ein-
gesetzt werden. Also ist das Skalarprodukt < u, v > der beiden Vektoren u := (1, 0; 1, 0) und
v := (ai,j ; bk,l) exakt zu berechnen. Die Subtraktion von A und αI wurde nach diesem Ansatz
exakter durchgeführt. Dann wurde die Berechnung von r umgestellt, um diesen Ansatz ebenso
auszunutzen. Die Ergebnisse in Abb. 5.5 und Tabelle 5.6 lassen zwar geringfügige Verbesserungen
erkennen, dafür haben sich andere Eigenwerte sogar verschlechtert.
Weitere Möglichkeiten zur Verbesserung der Genauigkeit sind, wie bereits erwähnt, die Division
bei der Skalierung von r zu qi. Da die Division hinsichtlich obigen Fehlermodells schon genau ist,
verbleibt die Bestimmung der Länge
√






1 2,814172759342681 1,93323e-09 6,86963e-10
2 2,791845578330389 -0,99113 -0,55041
34 -3,004338709824201 0,86248 -0,40268
35 -3,026665469180980 -4,23589e-07 1,39952e-07

















Abbildung 5.6: Mit verbesserter C-XSC-Implementierung errechnete Eigenwerte im Vergleich zu
echten Eigenwerten: Vektoraddition, -subtraktion, Normberechnung exakt durch-
geführt; Werte exakt ausgelesen und zwischengespeichert für unmittelbar folgende
Operationen.
Das Problem des zwischenzeitlichen Rundens blieb natürlich bei der exakteren Akkumulation be-
stehen, kann aber durch genauere Zwischenformate, z.B. staggered Arithmetik oder vollständige
Speicherung wie bei GMP, weitestgehend umgangen werden. Der Speicherbedarf des 4288 Bits =
67 * 64 Bits = 536 Bytes breiten Festkommaformats scheint für n×n-Matrizen gar nicht übermäßig
hoch mit 536 B∗n2+3∗536 B∗n+2∗536 B = (n2+3n+2)∗536 B, z.B. für n = 35 sind dies lediglich
713.952 Bytes. Um die oben formulierten Behauptungen der Anwendbarkeit der Matrixbibliothek
und der Einsatzbarkeit unterschiedlicher Arithmetik-Bibliotheken zu beweisen, wurden folgende
Verbesserungen angewandt: Alle Werte werden mittels C-XSC in Staggered Arithmetik zwischen-
gespeichert. Weitere arithmetische Operationen, wie die Normierung, werden in Staggered Arith-
metik oder das Multiplizieren-Akkumulieren mit exaktem Festkommaakkumulator ausgeführt. Die
Berechnung von r wurde umgestellt und dadurch exaktes Multiplizieren-Akkumulieren angewandt
für diesen Teilschritt. Mit diesen Änderungen haben sich erst einigermaßen korrekte Eigenwerte
errechnen lassen, wobei noch immer einige wenige Eigenwerte falsch sind oder fehlen. Die Werte
sind in Abb. 5.6 abgebildet.
Es lässt sich schlussfolgern, dass die zwischenberechneten Werte auch exakt gespeichert werden
müssen, um später wiederverwendet werden zu können, z.B. für die zweite Vektormultiplikation im
Teil qTAq. Ferner ist die Berechnung der Division und Wurzel auf exakten Darstellungen nötig.
Zusammenfassung
Das Lanczos-Verfahren zum Bestimmen von Eigenwerten ist ein effektives, aber auch numerisch
sehr empfindliches Verfahren. Unterschiedliche Möglichkeiten zur exakten Berechnung wurden un-
tersucht und verglichen, welche die korrekten Eigenwerte ermitteln können. Der Nutzen der exakten
Arithmetiken kann in Abhängigkeit der Daten darin liegen, die sonst nötigen Reorthogonalisierun-
gen der Vektoren nach jeder Iteration zueinander zu vermeiden und dadurch insgesamt Laufzeit
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einzusparen. Aufgrund ihrer langen Ausführungsdauer liefert die exakte Berechnung einen hervorra-
genden Kandidaten zur Beschleunigung mittels Hardwareverlagerung. Die in Abschnitt 5.4 geschil-
derten Ansätze zeigen, dass grobgranularere Ansätze verwendet müssen als solche auf Befehlsebene,
um vor allem Daten vielfach zu verwenden, unnötige Datentransfers und natürlich auch zusätzli-
chen Kontrollaufwand in Form von Kontrollpaketen oder Steuerwerken in Hardware zu vermeiden.
Die Untersuchungen in diesem Abschnitt haben ferner ergeben, dass ohne tiefgehendes Verständnis
der dem Lanczos-Verfahren zugrundeliegenden Numerik weitere Operationen exakt durchgeführt
werden müssen und die Daten ferner auch exakt vorgehalten werden müssen. Sollte sich das exakte
Skalarprodukt in rekonfigurierbare Hardware verlagern lassen, so muss später eine gänzlich andere
Implementierung eines Koprozessors zum Rechnen auf exakten Datendarstellungen entwickelt wer-
den, welche mehr Operationen als das exakte Skalarprodukt bereitstellt. Weiter entsteht aufgrund
der gewonnenen Erkenntnisse die Forderung, dass beispielsweise ähnlich der prozessorinternen Auf-
weitung von IEEE-754 von 54 Bits auf 80 Bits auch in Hardware verlagerte numerische Operationen
bzw. Algorithmen mehr Genauigkeit aufweisen müssen. Dadurch sollten unerwünschte Nebeneffek-
te wie ungenauere Ergebnisse als bei Softwareausführung vermeidbar sein und die Fehlersuche bei
der Implementierung von koprozessornutzender Software vereinfacht werden.
Um einerseits die bereits erworbenen Erkenntnisse weiter zu stützen und um andererseits außer
dem exakten Skalarprodukt eine weitere Arithmetik zu betrachten, wird im folgenden Abschnitt
die Intervallarithmetik untersucht. An ihr zeigt sich auch, dass der Einsatz von Mehrkernprozessoren
im Falle von Spezialoperationen auf geringer Granularität nicht gewinnbringend ist.
5.2 Intervallarithmetik
Die Intervallarithmetik ist eine hilfreiche Arithmetik (vgl. Abschnitt 2.2.3), da sie den möglichen
Bereich des Ergebnisses genau angibt und somit die Fehlerberechnung und eventuell auch die an-
schließende Behebung ermöglicht. Die genauere oder exakte Berechnung des Skalarprodukts hilft
bei numerischen Instabilitäten, ist aber rechenaufwendiger und daher ein guter Kandidat zur Be-
schleunigung. Bei der Intervallarithmetik werden Zahlen z als Zahlenbereiche in Form von Tupeln
[uz, oz], bestehend aus unterer Grenze uz und oberer Grenze oz, dargestellt. Beim Anlegen einer
Zahl kann diese exakt darstellbar sein (uz ≡ oz) oder im Rahmen einer Konvertierungsoperation
beispielsweise aus dem Dezimalsystem als Tupel aus nächstkleinerer und nächstgrößerer Zahl an-
gegeben werden (|oz − uz| > 0). Beim Durchführen arithmetischer Operationen auf Intervalldaten
werden die neuen Grenzen durch reguläre arithmetische Operationen auf den Operandengrenzen
und Auf- oder Abrunden ermittelt, wie auch in Abb. 5.7 illustriert ist. Besonders einfach ist dabei
die Multiplikation z := a · b für acht von neun Fällen zu implementieren:
z = [uz; oz] := [abrunden(ua · ub); aufrunden(oa · ob)] (für positive Zahlen a und b)
Sie erfordert jedoch die Unterscheidung von neun Fällen für die Operanden und im neunten Fall
gar die Berechnung von vier Produkten sowie die Minimums- und Maximumsberechnung. Weitaus
aufwendiger in Hardware ist zwar die Addition/Subtraktion, benötigt aber keine unterschiedli-
che Fallbehandlung im Rahmen der Intervallarithmetik. Aufgrund des im Gegensatz zu regulären
Gleitkommaoperationen weitaus höheren Rechen- und Kontrollaufwands stellt sich die Frage, ob
Intervallarithmetik durch Mehrkernsysteme ohne Einsatz zusätzlicher Beschleunigereinheiten un-
terstützbar ist. Die zwei Operationen zur Bestimmung der unteren und oberen Grenze könnten
parallel auf mehreren Kernen berechnet werden. Die Untersuchung dieser Idee einschließlich der
erhaltenen Erkenntisse beschreibt dieser Abschnitt.
5.2.1 Eine parallele Implementierung auf einem Mehrkernsystem
Die Möglichkeit einer Implementierung mittels zweier Hardware-Threads soll betrachtet werden.
Dazu werden die obere und untere Grenze des Ergebnisses jeweils auf unterschiedlichen Hardware-
Threads errechnet sowie gegebenenfalls Operanden oder bereits berechnete Produkte ausgetauscht.
Dabei entsteht Zusatzaufwand durch das Binden von Software-Threads auf die Hardware-Threads
(CPU-Pinning) sowie durch die Synchronisation vor dem Variablenaustausch. Das Binden ist nötig,
damit für jeden Software-Thread gewährleistet ist, dass separate Rundungseinstellungen genutzt
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Abbildung 5.7: Intervallarithmetik: Implementierung und Ausführung der Addition nach [178] mit-
tels zweier CPU-Kerne.
werden. Ohne das CPU-Pinning würden beliebige Prozessorkerne oder jeweils gar derselbe Kern
verwendet und vielmehr noch, die Rundungseinstellungen für die FPUs wären nicht die garantiert
richtigen.
Die Parallelisierung wurde dabei wie folgt umgesetzt. Zunächst wird für jede Operation ein Thread
für die obere Grenze gestartet, die Berechnung der unteren Grenze wird vom Hauptprogramm
ausgeführt. Mittels einer Vielzahl logischer Operationen werden für die unterschiedlichen mögli-
chen Operationen die Unter- und Obergrenze des Intervalls bestimmt und nach Synchronisation
mittels Semaphoren zwischen den beiden Threads ausgetauscht. Als Threadmodell wurden erst
GLIB GThreads eingesetzt, die jedoch nur Wrapper um POSIX Threads sind und zusätzlichen
Mehraufwand einführen, weshalb später direkt Pthreads verwendet wurden. Die mit den POSIX
Threads erzielten Ergebnisse sind in Zeile 2 (
”
je Iteration 2 neue Threads mit Datenaustausch“)
in Tabellen 5.7- 5.8) für einen Zweikern- und einen Vierkernprozessor aufgeführt. Gegenüber der
sequentiellen Implementierung ist eine Verlangsamung auf etwa 1/80 feststellbar. Die massiv vie-
len Threadstarts und benötigten Sychronisationen bei der Berechnung eines Skalarprodukts, das
CPU-Pinning und nicht zuletzt auch die ineffektive Cache-Nutzung beim Schreiben des berechneten
Intervallwertes fallen derart stark ins Gewicht, dass die Parallelisierung nicht lohnt und anstelledes-
sen eine geradlinige, sequentielle Implementierung zu bevorzugen ist oder eben die Nutzung eines
Akzelerators bzw. rekonfigurierbarer Hardware.
Die Synchronisation für den Austausch der Ober- und Untergrenzen kann mehr Aufwand bedeuten
als die eventuell überflüssige, doppelte Berechnung innerhalb jeden Threads und wurde entspre-
chend entfernt (Zeile 3
”
je Iteration 2 neue Threads, redundante Berechnungen“). Allerdings hat
sich das Gegenteil in diesem Falle herausgestellt.
Daher wurde die Parallelisierung um eine Granularitätsstufe angehoben auf ein Skalarprodukt sowie
mit nur insgesamt zwei Threads gearbeitet, die sich nach der Berechnung der jeweiligen Unter -und
Obergrenzen des Produkts bzw. der Zwischensumme mittels Semaphoren synchronisieren. Diese
Variante
”
Master- und Worker-Thread“ ist insgesamt deutlich schneller geworden, allerdings noch
immer um Faktor 4-20 langsamer als die rein sequentielle Implementierung.
Aus hiesiger Studie wird noch einmal ersichtlich, dass die gewählte Granularität der Instrukti-
onsebene zu gering ist, um Nutzen aus Parallelisierung ziehen zu können. Insbesondere lässt sich
durch Parallelisierung in Software mittels Threads kein Nutzen erzielen. Aufgrund des Aufbaus
der Intervallarithmetik aus Standard-Einheiten wie Gleitkommamultiplizierern lohnt sich daher die
Implementierung selbiger in Hardware anstatt der Ausführung in Software. Die Implementierung
einer Spezialeinheit aus Standardkomponenten erzielt entsprechend die beabsichtigte Wirkung [9].
Intervallarithmetik wurde in den erneuerten Standard IEEE 754-2008 aufgenommen und steht in
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Vektorenlänge 1 100000 Statischer Dauer pro
Gesamt Kern Gesamt Kern Mehraufwand Iteration
Sequentiell 1.000 36 115.000 107.472 7.628 1,075
je Iteration 2 neue Threads mit
Datenaustausch
2.000 146 8.912.000 8.901.796 10.204 89,018
je Iteration 2 neue Threads, red-
undante Berechnungen
3.000 234 12.905.000 12.891.425 13.575 128,914
Master- und Worker-Thread 2.000 171 2.234.000 2.226.399 7601 22,264
Tabelle 5.7: Skalarprodukt in Intervallarithmetik implementiert mittels zweier Hardware-Threads
(Zeitangaben in µs, gemessen auf einem Intel Core 2 Duo T7400 mit 2,16 GHz, kom-
piliert mit GCC 4.7 und -O3 für die Core2-Architektur).
Vektorenlänge 1 100000 Statischer Dauer pro
Gesamt Kern Gesamt Kern Mehraufwand Iteration
Sequentiell 2.000 37 97.000 84.522 12.478 0,845
je Iteration 2 neue Threads mit
Datenaustausch
2.000 158 6.778.000 6.768.350 9.650 67,684
je Iteration 2 neue Threads, red-
undante Berechnungen
2.000 153 7.429.000 7.416.828 12.172 74,168
Master- und Worker-Thread 3.000 103 1.107.000 1.096.493 10.507 10,965
Tabelle 5.8: Skalarprodukt in Intervallarithmetik implementiert mittels zweier Hardware-Threads
(Zeitangaben in µs, gemessen auf einem Intel Core 2 Quad Q6600 mit 2,4 GHz, kom-
piliert mit GCC 4.6 und -O3 für die Core2-Architektur).
modernen Gleitkommaeinheiten in Prozessoren nun zur Verfügung. Daher wird sie fortan nicht wei-
ter betrachtet, sondern stattdessen wird alternativen Arithmetiken auf Basis von Skalarprodukten
zugewandt.
5.3 Exakteres Skalarprodukt in Hardware
Über die der Gleitkommaarithmetik inhärente Problematik der fensterbasierten Genauigkeit wird
man sich besonders bewusst, wenn man neben den in Abschnitt 2.2.3 formulierten Darstellungen
versucht, eine mittels OpenMP parallelisierte Variante des Skalarprodukts zweier Vektoren über
mehrere Läufe hinweg auf CMP- oder SMP-Systemen zu analysieren. Dabei hat sich in verschiede-
nen Messungen gezeigt, dass insbesondere bei größer dimensionierten Problemen die Zahl benötig-
ter Iterationen zum Lösen eines linearen Gleichungssystems unter Verwendung jenes parallelisier-
ten Skalarprodukts stark schwankt, was vor allem auf unterschiedliche, ungünstige Ausführungen
des Skalarprodukts zurückzuführen ist. Selbstverständlich lässt sich dies mittels Zerlegung in Teil-
summanden beheben, die dann alle in einer ähnlichen Größenordnung liegen mögen, so dass ihre
Summe exakter sei als das Ergebnis bei der sequentiellen Akkumulation. Genau dieses Phänomen
ist aber auch die Ursache dafür, dass mittels OpenMP parallelisierte Implementierungen eines Ska-
larprodukts zwar eine gewisse Varianz hinsichtlich des Ergebniswerts aufgrund des geschilderten
Indeterminismus in der Bearbeitungsreihenfolge aufweisen, dafür aber aufgrund der Summation
der in verschiedenen Threads errechneten Teilsummen wesentlich exakter sind. Die Varianz in den
benötigten Iterationen bei paralleler Ausführung kann natürlich durch Festlegen einer statischen
Bearbeitungsreihenfolge1 eingeschränkt oder gar vollständig verhindert werden. Dieser Ansatz kann
selbstverständlich von einem hardwarenahen Bibliotheksentwickler genutzt werden. Es soll jedoch
vornehmlich betrachtet werden, welche Möglichkeiten man Anwendungsentwicklern und Domänen-
experten bieten kann, dass sie ohne Berücksichtigung von Hardwareeigenschaften Leistungssteige-
rungen durch den Einsatz von heterogenen Mehrkernsystemen erfahren können. Tabelle 5.9 gibt
einen Überblick über die Laufzeit in Mikrosekunden und benötigte Anzahl an Iterationen für ein
vorkonditioniertes CG-Verfahren, wenn man sequentielle Implementierungen mit mehrfädigen und
diese gegenüber Hardwareimeplementierungen mit einfacher Genauigkeit jeweils vergleicht sowie
1#pragma omp schedule static
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Größe 32×32 64×64 128×128 256×256 512×512 1024×1024 2048×2048 4096×4096
Iterationen
Sequentiell 29 60 130 310 749 1958 5875 26308
2 Threads 24 64 127 272 653 1750 3690
4 Threads 24-29 49-60 115-128 246-273 544-692 1415-1722 4803-12638 11579-11853
24 Threads 24-29 49-49 100-127 232-256 515-589 1191-1392 2964-2992 9835-10284
Hardware 24 60 128 284 712 2079 5132-5160 37253-39332
32 zusätzliche Bits 24 49 100 232 512 946 2085
Laufzeit (µs)
Sequentiell 739,033 5916,633 51840,867 488942,531 6547319,000 93162760,000 1172235607,000 31996284965,000
2 Threads 703,033 4498,567 31148,199 252894,500 4077900,500 70472840,000 615067088,000
4 Threads 940,027 3405,120 17514,926 123078,773 1355587,750 32114384,000 105869040,000 194770272,000
24 Threads 1565,650 4068,720 12439,463 54065,086 372004,188 5158851,000 77629640,000 164665358,236
Hardware 1850,000 7623,000 43030,000 336029,000 7883096,000 85452171,000 360251361,000 10721530963,333
32 zusätzliche Bits 1713,000 6157,000 33475,000 271683,000 2285635,000 16630197,000 145596258,000
Tabelle 5.9: Einfluss der Genauigkeit eines Skalarprodukts bzw. seiner Berechnung auf ein vorkon-
ditioniertes CG-Verfahren. Sequentiell und 2 Threads auf Intel Xeon 5138 gemessen, 4
Threads auf Intel Core2 Quad, 24 Threads auf Intel Xeon X5670, Hardwaremessungen
mit dem mikroprogrammierbaren Steuerwerk (vgl. Abschnitt 6.4).
eine Implementierung in rekonfigurierbarer Hardware um zusätzliche 32 Bits für die Mantisse bei
den Operationen des Skalarprodukts erweitert, ohne dabei die Bearbeitungsreihenfolge statisch und
vorab festzulegen.. Sowohl die Laufzeit insgesamt als auch die Anzahl an Iterationen können durch
eine exaktere Implementierung drastisch verkürzt werden, was bei den OpenMP-Implementierungen
als sogenannter
”
superlinearer Speedup“ herüberkommt, aber allein von der geschickteren Akku-
mulation herrührt.
Es ist also sinnvoll, Skalarprodukte aufgrund der möglichen Erhöhung der numerischen Stabilität
genauer zu betrachten und dedizierte Akzeleratoren dafür zu entwickeln. Eine besondere Möglichkeit
bietet sich mit einem exakten Skalarprodukt auf Festkommabasis, denn das dazu nötige breite
Akkumulatorregister könnte ebenso wie die bit-basierende Verwaltung gut in rekonfiguierbarer
Hardware umgesetzt werden. Daher werden in den folgenden drei Abschnitten unterschiedliche
Ansätze geschildert, exakte Skalarprodukte und weitere Operationen zu implementieren und für
Anwendungsentwickler nutzbar zu machen.
5.4 Koprozessor für exaktes Skalarprodukt
Bei exakter Arithmetik nach Abschnitt 2.2.3 und 2.2.3 wird intern ein Festkommaformat mit Zwei-
erkomplementdarstellung verwendet, das den gesamten darstellbaren Zahlenraum des zu verwen-
denden Formats abzdeckt. Bei einfacher Genauigkeit werden 640 Bits zur genauen Akkumulation
benötigt, zur Verwendung doppelt genauer Daten werden für das Skalarprodukt 4288 Bits benötigt,
die jeweils in 32- oder 64-Bit-Blöcken arrangiert werden.
Eine Addition oder Subtraktion eines eingehenden Datums erfolgt dabei wie in Abb. 5.8 darge-
stellt: Anhand des Exponenten wird derjenige Block errechnet, der die letzten Mantissenbits des
Datums aufnehmen wird; diese Bits werden addiert. Zusammen mit dem eventuell aufgetretenen
Überlaufbit werden die vorderen Mantissenbits auf den nächsthöheren Block addiert. Tritt auch
hier ein Überlauf auf, so erlaubt die schnelle Carry-Propagation-Logik nach Kulisch die Bestim-
mung desjenigen Blocks, der den Überlauf aufzunehmen imstande ist. Dazu werden zwei Register
mit Anzahl Bits entsprechend der Anzahl an Blöcken mitgeführt, die angeben, ob ein Block nur
gleiche Werte enthält (all_mask) und welcher Wert dies ist (all_value). Der erste nächsthöhere
Block, dessen all_mask-Flag nicht gesetzt ist oder dessen all_value-Flag anzeigt, dass der Über-
lauf aufgenommen werden kann, wird erhöht. Dies hat Ähnlichkeit zu dem bei Carry-Lookahead
zugrundeliegenden Prinzip, erfordert aber weitaus weniger Aufwand.
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Abbildung 5.8: Exakte Akkumulation. Abbildung 5.9: Exaktes Multiplizieren-Akkumulieren.
Das von Kulisch und Bierlox entworfene Konzept wurde auf die an den HTX-Bus angeschlossene
FPGA-Karte (vgl. Abschnitt 2.1.4) portiert [83] und so an ein HyperTransport-basiertes AMD
Opteron-System angebunden. Im Gegensatz zum originalen Konzept implementiert es weder Pipe-
lining (Parallelismus auf Befehlsebene) noch Multiplikations-Akkumulations-Operationen, sondern
lediglich exakte Akkumulationen. Anstelledessen verfügt es aber über mehrere Einheiten (Task-
Parallelismus). Wesentlich ist jedoch für exakte Skalarprodukte, dass die Produkte zweier einfach
oder doppelt genauer Zahlen einen mehr als doppelt so großen Bereich abdecken, und auch die vor-
handene Genauigkeit der Produkte der beiden Mantissen kann zusätzlich berücksichtigt werden. Im
Gegensatz zu IEEE-754-konformen Gleitkommaimplementierungen lassen sich dann alle Produkte
sämtlicher darstellbarer Zahlen akkumulieren wie in Abb. 5.9 ersichtlich, wodurch sich die Entwick-
lung von Anwendungen mit Skalarprodukten für den Anwendungsentwickler wesentlich vereinfacht.
Wie in der Veröffentlichung zum exakten Skalarprodukt auf dem UoH HTX-Board [NBKK09] be-
schrieben, wurde die Einheit zur Umsetzung des exakten Skalarprodukts für einfach genaue Ope-
randen erweitert und als Koprozessor eingebunden.
5.4.1 Interne Zahldarstellung
Wie bereits erwähnt, wird intern eine andere Zahldarstellung als die vom IEEE-Gleitkommaformat
her bekannte Darstellung
”
Vorzeichen-Charakteristik-Mantisse“ (Zahl = 2Exponent ∗ 1,Mantisse;
mit m Bits für den Exponenten und n Bits bei der Mantisse) benötigt und verwendet. Mittels einer
Festkommadarstellung mit Zweierkomplement lassen sich hervorragend gebrochen-rationale Zahlen
angeben und zeitgleich sowohl betragsmäßig sehr kleine als auch sehr große Zahlen darstellen:
Zahl = Ganzzahlanteil.Nachkommastellen (5.2)
mit jeweils einer Länge von k und l Stellen. Dabei rangiert die Ganzzahl im Bereich von −2k−1
bis 2k−1 − 1 und die Nachkommastellen zwischen 2−l und
l∑
i=1
2−i = 1 − 2−l mit sowohl positiven
als auch negativen Werten. Zusätzlich ist die wichtige Möglichkeit zur Repräsentation der Null
gegeben. Bei IEEE-754-konformen einfach genauen Zahlen mit m = 8 und n = 23 ist 0x00000001
die betragsmäßig kleinste darstellbare Zahl mit Wert 2−2
m−1+2−n = 2−149, wohingegen die größte
0x7FFFFFFF ist mit Wert 22
m−1 − 2−n < 2128. Daher müssen zum genauen Rechnen mit einfach
genauen Operanden folgende Ungleichungen erfüllt sein:
k >= 128; l >= 149 (5.3)
Für doppelte Genauigkeit mit m = 11 und n = 52 sind die Anforderungen sehr hoch:
k >= 1024; l >= 1074 (5.4)
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Damit kann man zwar bereits innerhalb dieses Bereichs korrekt akkumulieren, es kommt aber
schnell zu Überläufen. Daher sind zusätzliche Bits empfehlenswert, und obendrein benötigt man
zur Akkumulation eines Produkts bereits die doppelte Anzahl an Bits. Kulisch geht davon aus, dass
nicht mehrere Milliarden Akkumulationen erfolgen werden, sondern lediglich einige Millionen, und
schlägt daher 86 weitere Bits zur Behandlung von Überläufen vor bzw. 92 Bits im Falle von doppelt
genauen Operanden. Somit kommt man auf eine Anforderung von 2 ∗ (128 + 149) + 86 = 640 Bits
bzw. 2 ∗ (1024 + 1074) + 92 = 4288 Bits für die Breite des Festkommaakkumulatorregisters.
5.4.2 Implementierung
Wie in Abb. 5.10 rechts dargestellt, ist der Koprozessor innerhalb einer speichereingebundenen2 HT-
Schnittstelle an die HyperTransport-Queues mittels einer zusammenfassenden
”
Simplify Unit“ über
die physischen IO-Puffer angebunden. Die Speichereinbindung des Koprozessors ist in Abb. 5.11 dar-
gestellt. Anfragen an verschiedene Adressen in der 4 KB großen Speicherseite führen zu unterschied-
lichen Befehlen wie dem Auslesen von Daten, dem Schreiben von Flags oder dem Multiplizieren-
Akkumulieren zweier Daten, indem an zwei aufeinanderfolgende Speicherstellen, beispielsweise 136
und 140, die Operanden geschrieben werden. Beim Auslesen des Akkumulatorregisters werden die
fünf Rundungsmodi nach dem IEEE-754-Standard unterstützt; dazu dienen die ersten fünf Adres-
sen 0, 4, 8, 12 und 16. Zwar sind die Akkumulationseinheiten völlig unabhängig voneinander, aber
über Hypertransport und das Memory-Mapping kann immer nur eine Einheit zu einem Zeitpunkt
angesprochen werden. Diese Schnittstelle handhabt dann mittels der Systemtreiber für den PCI-
Bus und des HyperTransport-Protokolls das Versenden von Befehlen, Daten und Adressen sowie
das Empfangen von Antwortpaketen.
Abbildung 5.10: Hardwarearchitektur des exakten Akkumulators auf dem UoH HTX-Board.
Ohne die Multiply-Accumulate-Logik passen 16 Einheiten (Exact Accumulation Units, EAUs) ohne
jegliche Optimierungen auf den zugrundeliegenden Xilinx Virtex-4FX100-FPGA. Nach Optimierun-
gen am Design sind ebenso 16 Einheiten mit MAC-Unterstützung nutzbar. Da eine Taktrate von
100 MHz erreicht werden konnte, kann das System theoretisch einen unidirektionalen Durchsatz
von 800 MB/s erzielen, wenn bei jeder Taktflanke und 200 MHz-HyperTransport-Takt je 16 Bits
übertragen werden.
Der Koprozessor würde aufgrund des darin enthaltenen FPGAs bei 64-Bit-Designs für doppelt ge-
naue Operanden keine ausreichenden Taktraten erreichen und nicht mehrere MAC-Einheiten par-
allel zueinander ermöglichen. Aufgrund dieser durch die Hardware vorgegebenen Einschränkung
arbeitet das System also nur mit einfach genauen Operanden, also auf 32-Bit-Daten. Intern wird
2engl. memory-mapped
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Abbildung 5.11: Speichereinbindung der
Exakte-Arithmetik-Einheiten.
Abbildung 5.12: Multiplizier-Akkumulier-
Operation auf dem Koprozessor.
daher auch auf 32-Bit-Blöcken des Akkumulatorregisters gearbeitet. Anhand des bzw. der Expo-
nenten wird sowohl der erste Zielblock bestimmt als auch die notwendige Ausrichtung des/der
Operanden auf den Zielblock. Indem sogenannte Dual-Port-Speicher auf dem FPGA verwendet
werden, kann der nächste Block im Register gleichzeitig ausgelesen werden, während das Ergebnis
einer Teilakkumulation in den passenden Block geschrieben wird. Mittels des Konzepts der schnellen
Auflösung möglicher Überträge werden lediglich sechs Takte nach der Datenübertragung benötigt,
um ein Datum zu akkumulieren. Trotz fehlenden Pipelinings darf immerhin im letzten Takt bereits
die Bearbeitung eines neuen Befehls begonnen werden, so dass bereits mit sechs Einheiten die La-
tenz komplett überbrückbar sein sollte unter der Annahme, dass der Datentransfer lediglich einen
Takt benötigt. Das Multiplizieren-Akkumulieren benötigt insgesamt 18 Takte, da wie in Abb. 5.12
erkennbar die Latenz der Multiplizierer und Additionen mit vier Takten zu Buche schlägt, da drei
Blöcke akkumuliert werden müssen sowie der Übertrag aufgelöst werden muss. Dann sind acht Takte
dem internen Datentransfer zuzuschreiben, wovon sechs zwischen dem HT-Link und dem IO Buffer
Wrapper ganz links in Abb. 5.10 verloren gehen und nicht mittels Verwendung mehrerer Einhei-
ten verdeckt werden können, da zu einem Zeitpunkt immer nur eine HyperTransport-Verbindung
bestehen kann. Immerhin kann wie oben beschrieben ein Takt dadurch eingespart werden, dass
bereits während der letzten Stufe ein neuer Befehl ausgeführt wird, was somit zu einer Latenz von
17 Takten führt.
Syntheseergebnisse
In Tabelle 5.10 sind die Syntheseergebnisse für den Koprozessor mit variierender Anzahl an
exakten Akkumulatoren angegeben. Tabelle 5.11 gibt die Ergebnisse für unterschiedlich viele
Multiplikations-Akkumulationseinheiten wieder. Um 16 Einheiten unterzubringen, waren star-
ke weitere Optimierungen und Veränderungen an den Werkzeugeinstellungen nötig, weshalb
die Ergebnisse mitunter besser ausfallen als bei den bloßen Akkumulationseinheiten. Hardware-
Implementierungen benötigen also insbesondere bei FPGAs weitläufige Kenntnisse der Hard-
ware (FPGA-Architektur) sowie der eingesetzten Entwicklungswerkzeuge, um nicht nur funkti-
onstüchtig, sondern auch effizient3 zu sein. Aus den Ergebnissen wird ersichtlich, dass die Logik des
HyperTransport-Kerns und die Schnittstellen nur vergleichsweise wenige Ressourcen verwenden.
Die maximal erzielbare Taktrate beläuft sich für die erste Variante ohne Multiplikation auf 120
MHz, während sie bei der multiplikations-erweiterten Variante nur 100 MHz beträgt. Insgesamt
konnte mittels dieser Implementierung die Spezifikation des HTX-Bus eingehalten werden ohne
Taktveränderungen und ohne damit einhergehende Nachteile. Den kritischen Pfad verursacht da-
bei das Auswählen aus einem großen Register mit 23+1 Blöcken zu je 32 Bit anstatt nur 16+1
Blöcken. In beiden Fällen reicht die Geschwindigkeit jedoch nicht für die Verwendung des HT400-
Protokolls aus, wozu der Koprozessor mit 200 MHz betrieben werden müsste.
3hinsichtlich Ressourcennutzung und Zielerfüllung
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Ressource Konfiguration verfügbar
1 EAU 2 EAUs 4 EAUs 8 EAUs 16 EAUs
Slice Flip-Flops 4.835 5.350 6.409 8.536 12.783 84.352
Belegte Slices 7.795 9.501 13.701 19.254 31.923 42.176
4-Eingaben-LUTs 10.324 13.274 19.312 31.477 55.788 84.352
Logik 10.066 12.888 18.654 30.291 53.562
Route-thru 234 362 634 1.162 2.202
Shift-Register 24 21 24 24 21
RAMB16s 26 27 29 33 41
Anz. äquiv. Gatter 1.811.662 1.902.807 2.085.366 2.451.628 3.184.303
Tabelle 5.10: Implementierungsergebnisse für variierende Anzahl von exakten Akkumulationsein-
heiten (EAUs).
Ressource Konfiguration verfügbar
1 EAU 2 EAUs 4 EAUs 8 EAUs 16 EAUs
Slice Flip-Flops 5.085 5.890 7.505 10.728 17.167 84.352
Belegte Slices 7.955 10.718 14.846 24.008 39.141 42.176
4-Eingaben LUTs 11.355 15.535 23.868 40.570 73.868 84.352
Logik 11.059 15.077 23.084 39.134 71.129
Route-thru 272 434 760 1.412 2.715
Shift-Register 21 21 21 21 24
RAMB16s 26 27 29 33 41
DSP48s 4 8 16 32 64 160
Anz. äquiv. Gatter 1.821.103 1.923.091 2.126.585 2.533.808 3.346.401
Tabelle 5.11: Implementierungsergebnisse für variierende Anzahl von exakten Multiplikations-
Akkumulationseinheiten (EAUs).
5.4.3 Evaluation
Die Evaluation exakter Arithmetik im Allgmeinen und des implementierten Koprozessors im Spe-
ziellen besteht aus Messungen zur Laufzeit, Betrachtung der benötigten Iterationen bis hin zur
Konvergenz eines Verfahrens und natürlich aus der erzielbaren Genauigkeit. Zur Überbrückung der
für die Berechnung benötigten Latenz sollten drei exakte Skalarprodukteinheiten ausreichen. Den-
noch reduziert sich der maximal erreichbare Durchsatz von 800 MB/s auf weniger als 50 MB/s.
Zur Ermittlung des Zeitbedarfs gegenüber Standardimplementierungen wurden Laufzeitmessungen
von Matrixmultiplikationen durchgeführt für das IJK- sowie das IKJ-Schema. Die Ergebnisse sind
in Abb. 5.13 dargestellt. Probleme mit der Systemhardware machten es nötig, die HyperTransport-
Kanäle zu entlasten, beispielsweise über hinreichend langes Warten, weshalb die Ausführungszeit
mit nur einer MAC-EAU besonders hoch ausgefallen ist. Allgemein fällt die Laufzeit unter Verwen-
dung exakter Arithmetik weitaus höher aus. Der Nutzen muss daher also über verringerte Anzahl
an Iterationen bei iterativen Verfahren erzielt werden.
Um dies zu überprüfen, wurden unterschiedliche Routinen zur Berechnung eines Sinuswerts ein-
ander gegenüber gestellt. Die zu untersuchende Fragestellung dabei ist, ob unter Verwendung der
exakten Arithmetik das Verfahren dermaßen schneller konvergiert, dass sich der Einsatz exakter
Arithmetik lohnt. Die erste Routine ist die von der GNU C Library zur Verfügung gestellte Imple-
mentierung. Sie kann mit einfach oder doppelt genauen Argumenten nach dem IEEE-754-Format
verwendet werden. Die zweite Routine basiert auf einer Look-Up-Tabelle und ist entsprechend
auch nur für einfach und doppelt genaue Argumente geeignet, da aufgrund der nötigen Diskretisie-
rung des Intervalls [−π;π] in eine feste Anzahl von Tabelleneinträgen kein Vorteil durch genauere
Einträge erzielbar ist. Look-Up-Tabellen sind besonders schnell und werden daher in zeitkriti-
schen Anwendungen ohne besonders hohe Anforderungen an Genauigkeit eingesetzt wie etwa in
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Abbildung 5.13: Vergleich der Laufzeiten in CPU-Takten für Matrixmultiplikationen ohne und mit
















































































































































Abbildung 5.14: Laufzeit in CPU-Takten bei der Berechnung des Sinus von 1.0.
Zwar ist die Berechnung über die Taylor-Reihe an sich wesentlich langsamer, sie erlaubt
aber das Einbinden des externen Koprozessors. Die Ergebnisse für die drei Routinen sind in
Abb. 5.14 illustriert. Auch hier ist festzustellen, dass der Mehraufwand der vorliegenden Hardware-
Implementierung, aber auch der emulierten Version, zu groß ist, obwohl die emulierte Version mit
vier Iterationen am schnellsten konvergierte, die Hardware-Variante sowie die einfach genaue nach
fünf Iterationen ein Ergebnis lieferten, die doppelt-genaue Variante allerdings erst nach neun Ite-
rationen. Auch hier musste bei der Verwendung einer einzelnen exakten MAC-Einheit in Hardware
zusätzliche Verzögerung zwischen jede Iteration eingefügt werden, so dass die Messwerte für die
Ausführungszeiten nicht aussagekräftig sind. Zu erwarten ist etwa die doppelte Laufzeit gegenüber
der exakten Akkumulation ohne die Multiplikationseinheit. Insgesamt ist die Verlagerung exak-
ter Arithmetik in einen Koprozessor mit rekonfigurierbarer Hardware noch nicht als vorteilhaft zu
bewerten.
Aus diesem Grund wird abschließend die erzielbare Genauigkeit anhand der Berechnung der Euler-
Zahl betrachtet. Aus Tabelle 5.12 wird ersichtlich, dass mittels exakter Arithmetik das Ergebnis
näher am echten Ergebnis liegt als bei Verwendung einfacher Genauigkeit. Auch hier beeinflussen
besondere Gegebenheiten der Hardware wieder die Laufzeit der Multiplizier-Akkumuliereinheit ne-
gativ; allerdings kommt auch hinzu, dass nach jeder Iteration das exakte Ergebnis ausgelesen und als
einfach genauer Wert ausgegeben wird. Nach bereits zehn Iterationen ist das einfach genaue Ergeb-
nis unverändert, bei der doppelt genauen Variante nach 17 Iterationen. Nach 39 bzw. 178 Iterationen
ist das zu akkumulierende Produkt nicht mehr als einfach bzw. doppelt genaue Zahl darstellbar. Die
MAC-Einheit könnte aufgrund der Verwendung von mehr internen Bits zur Zwischenspeicherung
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Variante Ergebnis Ausführungszeit Iterationen
(in ms) Ergebnis Summand
unverändert ! = 0
Einfach genau 2,7182819843292236328125 3.150 10 39
Doppelt 2,718281828459045534884808..
genau ..14849026501178741455078125 6.566 17 178
Emulation ohne MAC 2,71828174591064453125 19.935,9 10 39
Emulation mit MAC 2,71828174591064453125 26.171,3 10 39
Akkumulator 2,71828174591064453125 31.486,2 10 39
Multiplizer-Akkumulator 2,71828174591064453125 188.945,7 10 39
Tabelle 5.12: Ergebnis, Laufzeit und Anzahl benötigter Iterationen der Berechnung der Euler-Zahl.
red Arithmetik“ kann mittels Subtraktion des ausgelesenen Werts und erneutem Auslesen erhalten
werden. Er beträgt dann 2,71828183528879208097350783646106719970703125 für den Akkumulator
und 2,71828183518901056459071696735918521881103515625 für die MAC-Einheit. Gleichermaßen
sind auch bei der Taylorreihe für sin(x) die Ergebnisse unter Verwendung der exakten Arithmetik
um einiges genauer. Insgesamt wird somit der Vorteil der internen genauen Produktberechnung
(2*54 Bits = 108 Bits) bei der MAC-Einheit deutlich ersichtlich.
5.4.4 Zusammenfassung
Mittels der vorliegenden Implementierung wurde gezeigt, dass rekonfigurierbare Logik prinzipiell
für exakte Arithmetik einsetzbar ist. Die untersuchten Verfahren konvergieren schneller und liefern
genauere Ergebnisse als die auf einem Prozessor ausgeführten Varianten mit einfacher oder dop-
pelter Genauigkeit. Wichtig sind bei der Verwendung rekonfigurierbarer Hardware leistungsfähige
und gut nutzbare Hardware- und Software-Schnittstellen sowie passende Anwendungen. Es hat sich
mit der vorliegenden Implementierung auch gezeigt, dass Hardwareentwickler benötigt werden, um
effiziente3 und funktionsfähige Hardwareschaltungen mittels Hardwarebeschreibungssprachen zu
entwickeln.
Die bislang gewählte Granularität der Beschleunigung auf Operationsebene und damit Un-
terstützung von einfachen Funktionen wie Matrixmultiplikation, Sinus- oder Eulerzahl-Berechnung
erwies sich aufgrund des hohen Aufwands zur Ansteuerung des Koprozessors und zur Datenübert-
ragung als nicht sinnvoll. Die Berechnung ist wesentlich schneller, wenn doppelte Genauigkeit ver-
wendet wird. Das wiederholte Auslesen des aktuellen Akkumulatorwerts sollte daher unterlassen
werden, der Koprozessor in Streaming-Manier die Daten zur Verarbeitung erhalten und die Kon-
vergenzprüfung selbst vornehmen.
Aus diesen Gründen müssen im Weiteren folgende zwei wesentliche Aspekte angegangen werden:
Die Erhöhung der Granularität auf Funktionsebene und die Erweiterung der Implemen-
tierung auf doppelte Genauigkeit.
5.5 Ein Hardwarekonzept zur exakten Matrixmultiplikation
Zur Beschleunigung numerischer Anwendungen mittels heterogener Mehrkernsysteme wurde in
dieser Schrift bislang die Intervallarithmetik betrachtet, welche sich nicht mittels mehrfädiger
Ausführung beschleunigen lässt. Hingegen konnte festgestellt werden, dass exaktere Implementie-
rungen von Operationen wie dem Skalarprodukt durchaus nutzbringend sind und die Beschleuni-
gung von Spezialoperationen somit einen sinnvollen Ansatz darstellt. Die implementierte und unter-
suchte exakte Arithmetikeinheit zur Unterstützung einfacher Funktionen hat sich jedoch als nicht
ausreichend erwiesen. Ulrich Kulisch hat das Konzept ohnehin mehr als exaktes Skalarprodukt im
Kontext von Vektor- und Matrixmultiplikationen gesehen, bei denen Daten als Block gelesen oder
gestreamt würden. Die Granularität oder Abstraktion wird daher nun zu Koprozessorentwürfen auf
Funktionsebene erhöht, um vollständige Verfahren zu unterstützen.
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Abbildung 5.15: Eine Einheit, die zwei Operanden zeitgleich entgegennimmt und deren Produkt
akkumuliert.
Normalerweise werden numerische Verfahren mit erhöhten Genauigkeitsanforderungen unter Zuhil-
fenahme weiterer Bibliotheken wie QD [19], GMP [117], XSC [173, 174, 175, 176] implementiert, die
intern andere Zahlendarstellungen verwenden, dadurch aber auch erheblich langsamer sind, wie be-
reits gezeigt wurde. Sind diese Bibliotheken nicht einsetzbar, so besteht eine weitere Lösung aus der
numerischen/algorithmischen Behandlung der möglichen eingehandelten Instabilitäten, z.B. Reor-
thogonalisierung der erzeugten neuen Basis bei Krylov-Unterraum-Methoden. Letztendlich können
auch schlichtweg weitaus mehr Iterationen nötig sein, bis ein ausreichend genaues Ergebnis gefun-
den ist. Im schlimmsten Fall wird aber tatsächlich kein Ergebnis gefunden, weil das Verfahren nicht
konvergiert. Als abstrakteres Verfahren wird nun eine exakte Matrixmultiplikationseinheit unter
Verwendung doppelt genauer Operanden betrachtet. Folgend sind Analyse, Entwurf und Imple-
mentierung eines exakten Skalarprodukts für doppelt genaue Operanden, ein Konzeptentwurf zur
Ausnutzung der verfügbaren Bandbreite sowie Evaluation und Skalierung beschrieben auf Basis
einer Veröffentlichung [NB10].
5.5.1 Zerlegung der Matrixmultiplikation
Matrixmultiplikationen können als Reihe von Matrix-Vektor-Multiplikationen betrachtet werden,
die wiederum selbst aus einer Reihe von Vektor-Vektor-Multiplikationen, also Skalarprodukten4,
aufgebaut sind:







 · ( b1 · · · bo ) = ( A · b1 · · · A · bo ) =






am • b1 · · · am • bo

 (5.6)
Dabei bezeichnet A eine m×n-Matrix mit den Zeilen a1 bis am, B eine n×o-Matrix mit den Spalten
b1 bis bo, und C ist dann entsprechend eine m×o-Matrix. Der Operator • bezeichnet hier das Ska-
larprodukt. Ein einfaches System bestehend aus lediglich einem Akkumulator (anstatt mehreren)
für die exakte Berechnung dieses Skalarprodukts ist in Abb. 5.15 skizziert. Die Integration in eine
Hardwareumgebung wie das UoH HTX-Board ist nicht dargestellt, muss aber selbstverständlich
zusätzlich geleistet werden. Sie wird später betrachtet.
Bei näherer Betrachtung von Gleichung 5.6 kann man leicht sehen, dass es zur Wiederverwendung
von Daten nötig ist, eine der zwei Matrizen zu streamen und die andere anderweitig, beispielsweise
von lokal verfügbarem Speicher aus, bereitzustellen. Die Zeile ai wird dann dazu verwendet, die
gesamte Zeile i von C zu berechnen. Daher können also die Zeilen von A gestreamt werden und eine
beliebige, aber feste Zahl R von Vektoren der Matrix B gleichzeitig elementweise gelesen werden
entsprechend der Spaltenposition in ai. Entsprechend sind auch R Elemente von C auf einmal
fertigberechnet, wenn die n ·R Produkte akkumuliert sind. Es wäre nicht sonderlich sinnvoll, mehr
als ein Element eines Spaltenvektors bj auf einmal zu lesen. Zum Erzielen von Beschleunigung wird
also vorgeschlagen, mehrere exakte Akkumulatoreinheiten gleichzeitig zu betreiben; je eine für eine
Spalte bj der R gleichzeitig verwendeten Spalten. Dieses Schema ist in Abb. 5.16 skizziert.
Dieser Ansatz kann dahingehend erweitert werden, auch mehrere Zeilen ai, ai+1, . . . ai+S−1, S ≥ 1,
gleichzeitig zu streamen, so ausreichend Bandbreite vorhanden ist, wie in Abb. 5.17 illustriert ist.
4engl. dot product oder inner product
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Abbildung 5.16: Parallele Architektur mit R Ak-
kumulatoren.
Abbildung 5.17: Zweidimensional mit R ∗ S Ak-
kumulatoren.
Dabei sind also die Vektoren bj die gleichen für eine vektorartige Berechnung von mehreren Spalten
der Ergebnismatrix mit mehreren Zeilen ai.
Im ersten Koprozessorentwurf aus Abschnitt 5.4 wurden die Werte von A und B einzeln gesen-
det oder höchstens als Tupel (ai,k, bj,k), wodurch zumindest kein Aufwand für die Datenhaltung
oder -organisation entstand. Werden mehrere Vektoren mittels hiesigen parallelisierten Ansatzes
multipliziert, so erfolgt der Zugriff auf B immer nur innerhalb der R aktuellen Spalten, also nicht
fortlaufend über die Matrix hinweg. Daher sollte B derart im Speicher abgelegt werden, dass auf-
einanderfolgende Speicherzugriffe genau die benötigte Reihenfolge wiedergeben bzw. angepasst an
die speicherinterne Struktur aus Bänken. Ist R == o, so kann die Reihenfolge natürlich prinzipiell
beibehalten werden.
Werden mehrere Zeilen von A zeitgleich gestreamt wie in Abb. 5.17, so sollte A transponiert vor-
liegen, um die Daten rechtzeitig an die Streams zur Verfügung stellen zu können, wobei analog zu
obigem die Blockgröße S auch zu berücksichtigen ist.
5.5.2 Eine Hardwarearchitektur auf dem UoH HTX-Board
Wie im vorigen Abschnitt gesehen, sollten zur parallelen Berechnung mehrerer Skalarprodukte die
Daten wiederverwendet werden und Daten aus möglichst mehreren Quellen zeitgleich verfügbar
gemacht werden. Für die folgenden Überlegungen wird das UoH HTX-Board (Abschnitt 2.1.4 zu-
grundegelegt, das über zwei DDR2-Speicher verfügt. Diese Speicher können zur Bereitstellung meh-
rerer Spaltenwerte von B genutzt werden. Der dazu notwendige DDR-Controller kann mit bis zu
266 MHz getaktet werden. Entsprechend wird dann die Nutzerlogik mit bis zu 133 MHz getaktet.
Ein möglicher Systementwurf ist in Abb. 5.18 vorgestellt, wobei die Taktung auf 130 MHz bzw.
260 MHz verringert ist, da ersten Untersuchungen zufolge eine verbesserte Akkumulationseinheit
noch mit 130 MHz zu betreiben sein könnte. Der HyperTransport-Anschluss kann mit entweder
200 MHz oder 400 MHz betrieben werden. Der Bus kann mehr ausgelastet werden, wenn zu der
400-MHz-Geschwindigkeit passend die Nutzerlogik mit 200 MHz betrieben wird, der kritische Ak-
kumulatorkern mit 100 MHz und entsprechend die DDR-Schnittstelle mit nur 200 MHz. Dazu
müssen zusätzliche Puffer eingebracht werden, welche die unterschiedlichen Taktraten miteinander
in Einklang zu bringen vermögen. Derart kann die Systemanbindung sowie die Hardwarearchitektur
des HTX-Boards besser im Zusammenspiel ausgenutzt werden.
5.5.3 Implementierung
Im Folgenden werden die erzielbaren Taktraten sowie spezifische Probleme und weitere Abhängig-
keiten beim Implementieren der exakten Einheiten und der Integration selbiger in eine komplette
Hardware-Architektur diskutiert.
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Abbildung 5.18: Integration einer EAU in das
UoH HTX-Board.







Tabelle 5.13: Ressourcenbedarf der Multiplikationseinheit nach der Synthese.
Multipliziereinheit
Die Einheit zur Berechnung des Produkts zweier Komponenten, wie in Abb. 5.15-5.17 jeweils links
zu sehen, ist für IEEE-754-konforme Operanden entworfen und gibt konforme Ergebnisse aus. Al-
lerdings muss der Einfachheit der Einheit halber davon ausgegangen werden, dass keine Werte wie
Infinity, Not a Number zu behandeln sind, da die Daten von Software aus gesendet werden, wo
vorab die notwendigen Überprüfungen und Fehlerbehandlungen erfolgt sein sollten. Andererseits
können manche Sonderwerte aufgrund des geschickten Designs des Standards IEEE-754 auch ein-
fach durchgereicht werden, da z.B. eine Multiplikation des Werts Infinity mit einer Zahl wieder
Infinity ergibt. Die Einheit selbst gibt aus, ob die Verwendung der Operanden Sonderfälle erzeugt
hat. Im Unterschied zum Standard ist die Mantisse des Ergebnisses allerdings 106 Bits breit, um
keine Genauigkeit zu verlieren.
Besonderer Wert beim Entwurf und der späteren Implementierung wurde auf möglichst hohe er-
zielbare Taktraten gelegt. Dazu wurde die Multiplikation der je 53 Mantissenbits miteinander in 14
verschiedene Pipeline-Stufen zerlegt. Dadurch ließ sich bei der in Tab. 5.13 angegebenen Ressour-
cenverwendung eine maximale Taktrate von 176 MHz für den Xilinx Virtex-4 FX100-11 FF1152
erzielen, dessen Leistung der auf dem UoH HTX-Board befindliche FX100-10 mittels eines Lüfters
erreichen könnte.
Die Implementierung folgt dem Schema in Abb. 5.20: Zuerst werden die beiden Operanden in ihre
Bestandteile Charakteristik, aus der später der Exponent errechnet wird, erweiterte 53-Bit-Mantisse
und Vorzeichen zerlegt. Die Breite des neuen Exponenten erhöht sich um ein Bit auf zwölf Bits;
die Mantisse des Ergebnisses benötigt wie schon erwähnt 106 Bits. Die Mantissen werden zeitgleich
in k Blöcke zerlegt, die anschließend zu k2 Multiplikationen führen. Nichtüberlappende Multipli-
kationen führt man nach Möglichkeit parallel zueinander aus, damit diese einfach konkateniert
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Abbildung 5.20: Multiplizierer für doppelt genaue Operanden.
Abbildung 5.21: Pipeline einer Multiplikationsein-
heit unter Annahme einer DSP-
Breite von 19 Bits.
Abbildung 5.22: Ausrichtung und Akkumu-
lation des Produkts an die
korrekte Position im breiten
Akkumulator.
werden können zu einem Teilergebnis. Angenommen, man kann 19-bit-Multiplizierer verwenden,
dann braucht man k = 3 Blöcke pro Mantisse. Drei von vier Multiplikationen überlappen sich dann
im ersten Schritt nicht. Das vierte, überlappende Produkt darf erst im nächsten Takt akkumuliert
werden, während zeitgleich weitere Produkte berechnet werden. Dies wiederholt sich dann für die
verbleibenden Teilprodukte, was zu insgesamt sechs Multiplikationsstufen führt. Zum Schluss wird
das letzte Produkt akkumuliert, das Vorzeichen und der berechnete Exponent zusammengefügt
und ausgegeben. Das Pipelining und der Gesamtablauf über sieben Pipelinestufen hinweg sind in
Abb. 5.21 illustriert. Den DSP48-Einheiten auf den verwendeten FPGAs entsprechend sollte man
jedoch 18-Bit-Multiplizierer verwenden, was zu k = 4 Blöcken mit jeweils Länge 13 oder 14 führt
und somit insgesamt 16 Multiplikationen und zwölf Stufen benötigt.
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Tabelle 5.14: Ressourcenbedarf der Akkumu-






Tabelle 5.15: Ressourcenbedarf der Multiplikations-
Akkumulationseinheit.
Akkumulationseinheit
Das Ergebnis aus der Multiplikation bestehend aus Vorzeichen, größerem Exponenten und doppelt
so großer Mantisse mit seinen insgesamt 1 + 12 + 106 = 119 Bits wird an die Akkumulationseinheit
weitergereicht, wo es ausgerichtet wird und im passenden Block akkumuliert wird, wie in Abb. 5.22
zu sehen. Dabei geht keine Genauigkeit verloren, da das Akkumulatorregister mit 64∗67 = 4288 Bits
breit genug gewählt ist, sowohl das Produkt der betragsmäßig größten als auch kleinsten Zahlen
aufzunehmen, und obendrein über zusätzliche Überlaufbits verfügt [177]. Beim Akkumulieren des
Produkts kann ein Übertrag auftreten, der in höheren Blöcken aufgenommen werden muss.
Die Akkumulationseinheit ist als Pipeline aufgebaut. Die Daten werden in mehreren Schritten ak-
kumuliert auf die 64-Bit-Blöcke des Akkumulatorregisters. Zusätzlich werden nebenbei Register zur
schnellen Auflösung des Übertrags mitgeführt [177]. Allerdings ist zur korrekten Durchführung ein
Lese-Schreib-Zyklus atomar zu gestalten, der sich von der Akkumulation des kleinsten Blocks bis hin
zur Auflösung des Übertrags zieht. Kulisch hatte dies seinerzeit dadurch umgangen, dass zeitgleich
langsam die Daten über die Systemschnittstelle übertragen wurden. Als Alternative wurde eine
intern höhere Taktrate vorgeschlagen. Aufgrund der Taktung des verwendeten FPGAs und der Sys-
temschnittstelle sowie der Anwenderlogik mit möglichst hoher Frequenz nahe dem Maximum ist kei-
ne Vervielfachung der Taktrate möglich. Ebensowenig ist eine Teilung der weiteren Taktraten sinn-
voll. Die Implementierung dieses Zyklus innerhalb eines Takts würde die erzielte Taktrate von etwa
105 MHz massiv reduzieren. Stehen ausreichend viele Hardware-Ressourcen zur Verfügung, so könn-
te der Übertrag in einem weiteren Speicher mitgeführt werden und dadurch dieser Zyklus zumindest
teilweise aufgelöst werden. Allerdings wären dann dieser Speicher und das Akkumulatorregister zum
Auslesen erst zusammenzuführen. Um die Taktrate also möglichst hoch und damit den Synthese-
werkzeugen auch mehr Spielraum zu lassen, wird nach jedem Additions-/Subtraktionsbefehl ein
atomarer Lesen-Modifizieren-Schreiben-Zyklus durchgeführt. Dadurch erhöht sich allerdings der
Cycles per Instruction (CPI)-Wert um zwei Takte, so dass insbesondere nur alle drei Takte effektiv
eine neue Akkumulation angestoßen werden kann bzw. eine Akkumulation vollendet wird.
Nach der Akkumulation wird im letzten Schritt der Pipeline bestimmt, wo sich im Akkumulator
die höchstwertigen Daten befinden. Von dieser Stelle werden die zu konvertierenden 53 Bits so-
wie ggf. zusätzliche sogenannte Guard-Bits ausgelesen und als doppelt genauer Gleitkommawert
ausgegeben. Die Ressourcenverwendung der Akkumulationseinheit allein ist in Tabelle 5.14 zusam-
mengestellt; die der MAC-EAU in Tabelle 5.15. Entsprechend der Aufteilung der Mantisse in k = 4
Teilblöcke sind k2 = 16 DSP-Einheiten vom Synthesewerkzeug korrekt eingesetzt worden.
Kommunikation und Steuerung
Der Akkumulator erhält nicht nur die Mantisse und den Exponenten, sondern auch eine Identifi-
kationsnummer zum Operationscode dazu, mittels derer der Wert des Akkumulators genau nach
Durchführung der Operation erkannt werden kann. Diese Identifikationsnummer kann im Rahmen
der Adressierung und der Speichereinbindung mitgegeben werden. Zudem muss angegeben werden,
ob der anliegende Befehl an der jeweiligen Einheit bzw. Stufe gerade gültig ist. Dadurch kann
die MAC-EAU auch für gewöhnliche Akkumulationen genutzt werden. Die Operation CLEAR setzt
den internen Zustand zurück sowie den Akkumulator selbst; der Akkumulator kann anschließend
für die nächste Reihe an exakten MAC-Operationen, z.B. für ein neues Skalarprodukt, verwendet
werden.
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Der andere Teil der Einheitensteuerung besteht aus der Rückmeldung der Einheit an den Daten-
eingang über die Bereitschaft zum Datenempfang (ready for data, rfd), da nur alle drei Takte
eine Operation begonnen werden kann aufgrund der Ressourcenabhängigkeit beim Beschreiben des
Akkumulators. Ist rfd=0 gesetzt, so wird ein eventuell bereits am Eingang angelegtes Datum zwi-
schengespeichert und direkt im Anschluss an die aktuelle Operation verarbeitet, bevor die nächste
neue Operationen angenommen (bei rfd=0) und ausgeführt werden kann.
Überlegungen zu Datenübertragung und -speicherung
Vorab dem Start müssen die häufig wiederzuverwendenden Daten möglichst nahe zum FPGA ge-
bracht werden. Ein DDR-Speicher wie auf dem HTX-Board stellt in der Regel eine Möglichkeit
zur FPGA-nahen Speicherung dar. Zwar sei der DDR-Speicher langsamer von Latenz und Durch-
satz her als die Nutzung des Hauptspeichers über HyperTransport, es sollen jedoch möglichst viele
Daten gleichzeitig erhalten werden und entsprechend mehrere Datentransfers zeitgleich von und
mit verschiedenen Quellen bzw. Senken geschehen. Dazu wird beispielsweise die rechte Matrix B
in den DDR-Speicher übertragen. Ist die Matrix übertragen, so kann die eigentliche Operation
beginnen: Die Daten der Matrix A werden dann über HyperTransport mittels DMA vom Hostsys-
tem zum HTX-Board gestreamt, wo sie dann mit den Daten der Matrix B aus dem board-eigenen
DDR-Speicher multipliziert und akkumuliert werden entsprechend der vorangegangen Überlegun-
gen. Das Ergebnis aus dem Akkumulator muss abschließend ins doppelt genaue Gleitkommaformat
konvertiert und zum Hostsystem übertragen werden, wo es weitergenutzt werden kann.
Aufgrund dieser Vielzahl an unterschiedlichen nötigen Aufgaben, die von dem Gesamtdesign geleis-
tet werden müssen, ist eine interne Steuerung nötig, die zwischen verschiedenen Zuständen für das
Beschreiben der Matrix B, für das Empfangen von A über HyperTransport bei zeitgleichem Lesen
von B aus dem DDR-Speicher und der Multiplikation-Akkumulation sowie dem Rückschreiben des
Ergebnisses zu unterscheiden vermag. Ferner müssen vier unterschiedliche Operationen, Akkumu-
lieren, subtraktives Akkumulieren, Multiplizieren-Akkumulieren und subtraktives Multiplizieren-
Akkumulieren unterstützt werden, wobei bereits abzusehen ist, dass weitere Operationen folgen
werden.
Um Platz auf dem FPGA zu sparen, wird das Übertragen der Matrizen B und A bevorzugterweise
der Anwendung auferlegt. Diese kann nämlich nach dem Mitteilen einer mittelgranularen Operation
wie dem Skalarprodukt die Operanden selbst übertragen und gegebenenfalls für eine Umsortierung
entsprechend den Blockgrößen R und S sorgen. Dazu lässt sich hervorragend die Einbindung des
HTX-Boards in den virtuellen Speicherraum verwenden.
Das Ergebnis eines Skalarprodukts könnte explizit auf Anfrage über HyperTransport und die
Posted-Queue als Antwort gesendet werden. Dies lässt sich mit dem Pipeline-Design des Akku-
mulators allerdings schlecht vereinbaren. Alternativ kann wie bereits vorgestellt einfach nach jeder
Operation automatisch im Rahmen der Pipeline-Implementierung der aktuelle Wert konvertiert und
ausgegeben werden. Dies scheint insbesondere unter Verwendung des Konzepts der Identifikations-
nummern ein guter Ansatz. Bereits drei EAUs reichen dabei aus, die verfügbare Schreibbandbreite
auszulasten, da jede EAU alle drei Takte ein 64-Bit-Datum ausgeben kann. Bei jeder der EAUs
wird jedoch nur der zuletzt berechnete Wert benötigt. Daher sind diese zwei Ansätze dahingehend
zu kombinieren, dass der automatisch von den EAUs ausgegebene Wert nur dann übertragen wird,
wenn er vollständig berechnet ist und eine Leseanfrage mit der passenden Identifikationsnummer
vorliegt. Derart wird die Schreibbandbreite nicht unnötig ausgelastet. Es bleibt noch die Notwen-
digkeit, die Akkumlationseinheit während der Konvertierung anzuhalten, damit das Ergebnis nicht
von nachfolgenden Operationen in der Pipeline verändert ist. Mit bereits vier Bits für die Iden-
tifikationsnummer lassen sich die unterschiedlichen Befehle und eingehenden Daten hervorragend
voneinander separieren. Der Lesebefehl muss dann genau die zu den letzten Operanden zugehöri-
ge Identifikationsnummer verwenden. Aufgrund vorangegangener Erfahrungen kann die Zahl an
exakten Einheiten auf 16 beschränkt werden [NBKK09]. Zur Adressierung benötigt man also vier
weitere Bits in den Adressen bzw. 16 eigene Speicherseiten. Dieses Schema lässt sich noch erweitern
und vereinfachen, indem anhand einer für die letzten Operanden zuvor festgelegten Identifikations-
nummer automatisiert der finale Wert über die DMA-Einheit geschrieben wird.
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Gesamtentwurf
Wie erkennbar wurde, kann die EAU nur einen Befehl alle drei Takte bearbeiten, damit keine Lese-
Schreib-Konflikte auftreten; der CPI-Wert beträgt also 3. Die Multiplizierer sind jedoch vollständig
gepipelinet. Daher kann ein Multiplizierer drei Akkumulationseinheiten bedienen. Werden wie in
Abb. 5.23 drei Konglomerate aus je einem Multiplizierer und drei EAUs verwendet, so können
mit drei aus dem DDR-Speicher gelesenen Werten von B sowie mit in jedem Takt erhaltenen
Wert von A neun Akkumulationseinheiten betrieben werden und ein Durchsatz von 300 M exakten
MAC-Operationen pro Sekunde (eMACs/s) erzielt werden bei einer Taktfrequenz von 100 MHz
für das Akkumulatordesign. Wie die Ergebnisse des Mappings von einer bzw. zwei MAC-EAUs in
Tabelle 5.16 zeigen, ist auf dem HTX-Board jedoch kaum Platz für drei solche Einheiten.
Abbildung 5.23: Demultiplexen der Produkte von drei Multiplizierern an jeweils drei Akkumulati-
onseinheiten.
1 Mult., 1 Akku 2 Mult., 2 Akkus
Ressource Verw. Prozent Verw. Prozent
Belegte Slices 19.973 47% 36.315 86%
Mit verwandter Logik 19.973 100% 36.315 10%
Mit nicht verw. Logik 0 0% 0 0%
Gesamtzahl 4-Eingaben-LUTs 34.336 40% 68.892 81%
Für Logik 33.701 61.480
Für Routing 551 7.248
Als Schieberegister 84 184
BUFG/BUFGCTRLs 1 3% 2 6%
Davon als BUFGs 1 2
DSP48-Einheiten 16 10% 32 20%
Tabelle 5.16: Ressourcenbedarf der Multiplikations- und Akkumulationseinheiten auf dem Virtex-4
FX100 nach dem Mapping.
5.5.4 Evaluation
Aufgrund der massiven Ressourcennutzung (vgl. Tabellen 5.13-5.16) des vorgeschlagenen Systems
kann die Evaluation nur als Leistungsabschätzung und Technologieskalierung erfolgen.
Die Berechnung der Gesamtausführungszeit wird anhand einer Formel vorgenommen, welche die
Übertragungsdauer und den Aufwand für die Berechnung berücksichtigt. Anhand dieser in Tabel-
le 5.17 aufgeführten Formel lassen sich die Ausführungszeiten der Matrixmultiplikation für unter-
schiedlich große Matrizen errechnen. Zur Ausführung muss zuerst die eine Matrix in den board-
lokalen Speicher übertragen werden, dann wird die andere Matrix gestreamt und währenddessen die
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Transfer zu RAM n ∗ o ∗ 8B/bw
Transfer vom RAM m ∗ o ∗ 8B/bw
Berechnung m ∗ n ∗ o/tp
Gesamtzeit (m+ n) ∗ o ∗ 8B/bw +m ∗ n ∗ o/tp = (2m+m ∗ n+ 2n) ∗ o/tp
130-MHz-Design (2m+m ∗ n+ 2n) ∗ o/260M/s
100-MHz-Design (2m+m ∗ n+ 2n) ∗ o/400M/s
Tabelle 5.17: Übersicht der verschiedenen Komponenten und ihres Einflusses auf die maximal er-
zielbare Ausnutzung der Bandbreite in Abhängigkeit der Matrixdimensionen n, m, o,
des Durchsatzes tp und der Hyper-Tranport-Bandbreite bw.
Dimension 130 MHz 100 MHz
1000 3,86 s 2,51 s
4000 246 s 160 s
8000 3847 s 2501 s
Tabelle 5.18: Bestmögliche Ausführungszeiten zweier Architekturen für exakte Arithmetik auf dem
HTX-Board.
Skalarprodukte berechnet. Das Rückschreiben der Werte erfolgt ebenso überlagert mit der Berech-
nung. Die Zeitspanne zwischen Vollendung des letzten Akkumulationsbefehls und dem Schreiben
des letzten Datums hat vernachlässigbare Auswirkungen auf die Ausführungszeit.
Aus Tabelle 5.18 wird ersichtlich, dass die 100-MHz-Variante das zu favorisierende Design ist. Für
die dort aufgeführte Matrixdimension m = n = o = 8000 ergibt sich lediglich ein Speicherbedarf
von 512 MB je Matrix, was für das HTX-Board eine mögliche Konfiguration mit zwei 256 MB
großen Speicherchips darstellt. Dabei ist ferner zu beachten, dass beim 100-MHz-Design die erziel-
bare Leistung sehr stark vom Streaming der Daten abhängt und so weit mehr Anspruch an die
Handhabung und Implementierung des Datentransports stellt.
Aufgrund der Ressourceneinschränkungen auf dem ausgewählten FPGA, insbesondere bei Verwen-
dung des HT-Cores mit 20 % bis 40 % Ressourcenbedarf, passen lediglich zwei Akkumulationseinhei-
ten mit nur einem Multiplizierer auf den FPGA. Somit sind nur noch zwei exakte MAC-Operationen
in drei Takten durchführbar, was bei der 130-MHz-Variante (Abb. 5.18) zu 88M eMACs/s und bei
der 100-MHz-Variante (Abb. 5.19) zu 66M eMACs/sec führen würde.
Der Vergleich mit Tabelle 5.2 lässt ersichtlich werden, dass die vorgeschlagene Architektur mit bis
zu 400 eMACs/s eine ernsthafte Möglichkeit zur Beschleunigung der Softwarebibliothek C-XSC um
Faktor 4005,237 = 76, 38 stellt und auch schneller als GMP wäre. Selbst die wegen Ressourcenproble-
men weitaus schwächere Variante mit einem Multiplizierer und zwei Akkumulatoren würde eine
Beschleunigung von 885,237 = 16, 80 als 130-MHz-Variante liefern.
Die Integration der vorgeschlagenen Architektur auf dem HTX-Board mit Xilinx Virtex-4 FX-100-
FPGA ist nicht sonderlich vielversprechend. Anstelle einer vollständigen, mühsamen Implemen-
tierung und Evaluation wird daher ein Xilinx Virtex-6 LX240T, wie er z.B. auf dem Entwick-
lungsboard Xilinx ML605 verfügbar ist, betrachtet. Ähnlich der Implementierung eines exakten
Akkumulators von Bierlox auf einer PCI-Karte [31] kann das ML605 über PCI Express angespro-
chen werden oder alternativ über optisches Gigabit-Ethernet. Auf diesem FPGA lassen sich sechs
exakte Skalarprodukte unterbringen, so dass mindestens zwei exakte MAC-Operationen je Takt
gestartet und vollendet werden können. Mit der schnelleren Logik und Look-Up-Tabellen mit sechs
statt vier Eingängen lassen sich nicht nur höhere Taktraten erzielen, sondern auch Pipelinestufen
zusammenlegen und zudem der Platzverbrauch reduzieren, wodurch eventuell noch weit mehr Ein-
heiten untergebracht werden können. Ferner ermöglichen die breiteren DSP-Einheiten, die Länge
der Multiplikationspipeline zu verringern auf weniger als zwölf Stufen.
5.5.5 Zusammenfassung der bisherigen Ergebnisse
In diesem Abschnitt wurde ein Konzept vorgestellt und eine Architektur entwickelt, die unter der
Annahme hinreichend großer FPGAs imstande ist, bis zu 400 Millionen exakter Multiplikationen-
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Akkumulationen pro Sekunde durchzuführen auf einem HyperTransport-basierenden, heterogenen
System. Dazu müssen so viele Multiplikations-Akkumulations-Einheiten genutzt werden, dass die
verfügbare Bandbreite vollständig ausgenutzt wird. Einschränkungen durch die ausgewählte Hard-
ware erlauben jedoch nur sehr wenige Exemplare an MAC-Einheiten, so dass auf dem UoH HTX-
Board nur 66 bis 88 Millionen Operationen pro Sekunde als Maximum erwartbar sind.
Das vorliegende Design der Einheit zur Berechnung eines exakten Skalarprodukts besteht aus ei-
nem breiten Festkommaregister und vorgeschalteteten Multiplikationseinheiten. Anhand einer gro-
ben Projektion wird erkennbar, dass weitere Studien auf dem UoH HTX-Board mit dem dort
vorhandenen, vergleichsweise kleinen und langsamen FPGA aufgrund der Ressourcen- und Hard-
wareeinschränkungen nicht weiter zielführend sind. Die Architektur lässt sich zwar auf größeren und
schnelleren FPGAs umsetzen, etwa mit der Convey HC-1. Die vorherrschende Fragestellung ist je-
doch, welche alternativen Implementierungen möglich sind, die volles Pipelining bieten und somit
für kleinere FPGAs geeignet sind. Kleinere Einheiten sind einfacher zu verschalten und einfacher
in Rahmenwerke zu integrieren, wodurch sie für Anwendungsentwickler bequemer nutzbar werden.
Ferner kann der gewonnene Platz auf dem FPGA dann für andere Einheiten genutzt werden, um
Vor- oder Nachverarbeitung der Arbeitsdaten durchzuführen und so das Verhältnis von Kommu-
nikation zu Berechnung zu verbessern und letztendlich noch mehr Nutzen aus der Verlagerung in
Hardware zu ziehen.
Daher wird im folgenden Abschnitt eine alternative Implementierung für ein exaktes Skalarpro-
dukt beschrieben, welche Mikroprogrammierung einsetzt, um Basiseinheiten so zu verschalten,
dass zahlreiche Operationen auf breiten Festkommaregistern durchgeführt werden koennen. Das
Skalarprodukt kann dadurch vollständig als Pipeline implementiert und ausgeführt werden.
5.6 Mikroprogrammierte exakte arithmetische Einheit
Aus den Implementierungsergebnissen und Leistungsabschätzungen zu einer Architektur für exakte
Matrixmultiplikation im vorigen Abschnitt 5.5 lassen sich folgende Anforderungen an eine exakte
Skalarprodukteinheit ableiten: Verwendung doppelt genauer Operanden, Pipelining mit einem CPI-
Wert von 1, hohe Taktung, nahtlose und extern gesteuerte Datenversorgung sowie Erweiterbarkeit
für eventuell nötige zuätzliche Operationen. Vor allem gilt es jedoch, den Nutzer von der Erzeugung
von hardwarenahem Code zu befreien und stattdessen ein alternatives Modell anzubieten, das die
komfortable Nutzung der Vorteile rekonfigurierbarer Hardware bietet.
Es kann bei Hardwareschaltungen hilfreich sein, Mikroprogrammierung zu verwenden [74]. Dies
spart Platz bei der Implementierung der Zustandsautomaten, lässt aber auch die Unterkomponen-
ten gezielt wiederverwenden, anstatt sie mehrfach anzulegen. Nach außen hin kann unterschiedlich
granulare Funktionalität von der Instruktionsebene eines MAC-Befehls bis hin zur algorithmischen
Ebene mit einer Matrixmultiplikation angeboten werden, so dass verschiedenerlei Algorithmen und
Anwendungen die exakte Einheit auszunutzen vermögen. Der Anwender profitiert dadurch von
mehreren unterschiedlichen Funktionalitäten, die allesamt ohne Verwendung einer Hardwarebe-
schreibungssprache nutzbar sind. Die genauere Zielsetzung ist schließlich, Anwendungen mit hohen
Anforderungen an die Genauigkeit, wie etwa das Lanczos-Verfahren (Abschnitt 5.1.2), vollständig
zu unterstützen. Die Idee hinter dem Einsatz der Mikroprogrammierung für das exakte Skalarpro-
dukt in rekonfigurierbarer Hardware ist, dass viele verschiedene Unterkomponenten zur Umsetzung
der exakten Akkumulation vorhanden sein müssen wie Splitter, unterschiedlich breite Addierer
und Multiplizierer (vgl. Abb. 5.8-5.9). Die Multiplikationseinheit und einer der zwei Splitter wer-
den dabei für reguläre Akkumulationen nicht benötigt. Mittels der Mikroprogrammierung lässt sich
auch der Befehlssatz erweitern unter Konfiguration eines anderen Datenpfads bzw. nach Hinzunah-
me anderer Einheiten. Für weitere zukünftige Operationen wie Skalierung des Akkumulators o.ä.
müsste nur ein weiterer Multiplizierer hinzugefügt werden, der mittels der Mikroprogrammierung
nahezu aufwandslos integrierbar ist. So lassen sich effektiv viele verschiedene Befehle anbieten,
welche nur die unbedingt benötigten Einheiten verwenden und dadurch energieeffizient ablaufen.
Zur Implementierung einer mikroprogrammierten Pipeline, die leicht zu erweitern sein soll, bietet
sich die horizontale Mikroprogrammierung an (Abb. 5.24) anstelle der vertikalen Mikroprogram-
mierung. Ein von außen eingehender Befehl führt dann zur Ausführung eines Mikroprogramms, bei
dem jeder einzelne Befehl zeitgleich alle Einheiten anzusprechen vermag. Dennoch werden mehrere
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Mikrobefehle hintereinander benötigt, um eine Funktionalität wie eine exakte Akkumulation eines
Produkts auszuführen.
Abbildung 5.24: Horizontale Mikroprogrammierung zur Steuerung von bis zu n Einheiten.
Eine solche mikroprogrammierte Einheit für ein exaktes Skalarprodukt, das den oben formulier-
ten Anforderungen genügt, wurde entworfen und implementiert [Ham10]. Dabei wurde gegenüber
den exakten Skalarprodukteinheiten aus den Abschnitten 5.4 und 5.5 ein gänzlich anderer Ansatz
verfolgt, nämlich die Auflösung des Lese-Schreib-Problems durch Hinzunahme eines weiteren Ak-
kumulatorspeichers für die auftretenden Überträge. Die Einheit soll auch in ein datengetriebenes,
mikroprogrammierbares Steuerwerk integrierbar sein, um mehrfach gleichzeitig unterzubringen und
nutzbar zu sein sowie um noch mehr Nutzen durch die Einbindung in größere Kontexte bieten zu
können. Das mikroprogrammierbare Steuerwerk wird später vorgestellt im Rahmen der Untersu-
chungen zu Ansteuerungen von FPGAs (Kapitel 6).
5.6.1 Datenaustausch und Synchronisation
Zum Austausch von Daten zwischen Stufen in einer Pipeline, die mittels unterschiedlicher Einheiten
implementiert sind, werden Pipelineregister eingesetzt und besondere Verzögerungseinheiten. Solche
Verzögerungseinheiten dienen dazu, bereits früher berechnete Teilergebnisse später zeitgleich zu
anderen Ergebnissen zur Verfügung zu stellen.
Sie werden als reguläre Funktionseinheiten zur Verfügung gestellt, die als Teil des Mikrobefehls
angesteuert und ferner auch hinsichtlich der Anzahl zu verzögernder Takte parametriert werden.
Ihr Entwurf ist in Abb. 5.25 skizziert. Ein Beispiel ist in Abb. 5.26 mit der Verzögerung der schnell
errechneten Summe der Exponenten gegenüber des aufwendiger zu berechnenden Produkts der
Mantissen gegeben.
Damit die gesamte Einheit sehr flexibel hinsichtlich Erweiterbarkeit ist, erhält jede Einheit eine
Reihe an Eingängen, die von unterschiedlichen Einheiten fest belegt sind, wie in Abb. 5.27 dar-
gestellt. Die generisch gehaltene Schnittstelle zu den Einheiten enthält die ausgehenden Daten
mitsamt Gültigkeitsanzeige aller passenden und sinnvollen Erzeugereinheiten. Die Datentypen der
Schnittstelle sind in Form von Records der 64-Bit-basierte data_type und der 4*64-Bit-basierte
data4_type, der im Wesentlichen ein Array von vier Blöcken des ersteren ist. Neben den reinen
Daten sind Statusanzeigen enthalten. Überflüssige Leitungen, die von der Hardware nicht genutzt
würden, entfernt das Synthesewerkzeug teilweise selbständig. Ein Teil des Opcodes jeder Einheit
steuert den nötigen Multiplexer, um einen bzw. zwei der Eingänge auszuwählen. Die Anzahl an
Verbindungen mit anderen Einheiten darf nicht überhand nehmen, da aufgrund der mikropro-
grammgesteuerten Verwendung das Synthesewerkzeug nicht alle unbenötigten Leitungen wegopti-
mieren kann. Jede Einheit kann eine unterschiedliche Belegung der verfügbaren Eingänge haben,
um dadurch die Anzahl an Verbindungen auf das Nötigste zu reduzieren. Der data4_type ist wich-
tig bei allen auf dem Akkumulator agierenden Operationen, wie später ersichtlich wird. Mehrere
Abbildung 5.25: Aufbau der Verzögerungseinheit
als Reihe von Registern mit De-
multiplexer zum passenden In-
itialisieren für beliebig lange
Verzögerungen ≤ n.
Abbildung 5.26: Verzögerung zum Aus-
gleich unterschiedlich langer
Ausführungszeiten der Ein-
heiten bei der Multiplikation
zweier Gleitkommazahlen.
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dieser beiden Records machen dann die Schnittstelle zu einer Einheit aus. Es ist dabei Aufga-
be des Entwicklers der Mikroprogramme, dafür zu sorgen, dass auch gültige Daten anliegen. Der
Anwendungsentwickler ruft über die zur Verfügung stehenden Systemschnittstellen oder Hardware-
Rahmenwerke die Mikroprogramme auf und ist somit von der Erstellung der Hardwarebeschleuniger
vollständig entbunden.
Abbildung 5.27: Ausgangsports der Einheiten werden ausgewählten Einheiten zur Verfügung ge-
stellt und auf den Eingang gemultiplext.
Um die Anzahl an direkten Verbindungen zwischen den Einheiten etwas zu reduzieren, sind zusätzli-
che Multiplexereinheiten hinzugefügt, die einen von mehreren Eingängen entsprechend dem aktuell
anliegenden Befehl bzw. Opcode an die Eingänge anderer Einheiten weiterreichen. Die ausschließ-
liche Verwendung von (meistens zwei) Multiplexern für die Eingänge der Einheiten wäre viel zu
aufwendig, da jeder Multiplexer angesteuert werden müsste über das Befehlswort, was sich dadurch
verlängerte und auch die Programmierung zusätzlich erschwerte. Somit ist ein guter Mittelwert zwi-
schen Flexibilität und direkter Verdrahtung gefunden worden, der in weiteren Arbeiten bei Bedarf
system- und anwendungsspezifisch angepasst werden kann.
5.6.2 Arithmetische und funktionale Einheiten
Aufgabe der mikroprogrammierten Einheit für ein exaktes Skalarprodukt ist die genaue Multipli-
kation zweier Operanden aus dem IEE-754-Format. Dazu müssen die verschiedenen Teile aus den
64-Bit-Daten innerhalb eines Splitters herausgelöst werden, passend miteinander addiert bzw. mul-
tipliziert werden und abschließend an die korrekte Stelle im breiten Festkommaregister geschrieben
werden.
Entsprechend dem Typ der beim Splitter eingehenden Daten ist die Aufsplittung in Vorzeichen,
Exponent und Mantisse oder aber das Setzen des Exponenten auf Null und Ausgabe des Eingangs-
werts als Mantisse vorzunehmen. Damit sind bereits wesentliche Voraussetzungen dafür gegeben,
das Akkumulatorregister mit Integer-Werten und ebenso Gleitkommawerten zu skalieren. Ein 64-
Bit-Addierer dient dazu, die Exponenten der Operanden einer Multiplikation zu addieren, Akku-
mulatorregisterblöcke zu addieren beim Auflösen des Übertrags oder zwei exakte Werte aus den
Akkumulatorregistern zu addieren. Die zum Lesen und Schreiben des Akkumulatorregisters korrek-
te Position wird anhand des eingehenden Exponentenwerts mittels folgender Berechnungsvorschrift
bestimmt: Verschiebung = bCharakteristik+102264 c. Die in das Akkumulatorregister zu schreibenden
Daten müssen an den Blockgrenzen ausgerichtet werden. Dies erfolgt anhand des Exponenten und
benötigt dazu die unteren sechs Bits gemäß folgender Berechnungsvorschrift bei einem doppelt ge-
nauen Operanden: Verschiebung = b(Charakteristik + 1022) mod 64c. Für andere Formate wird
die Vorschrift entsprechend angepasst. Die Kombination aus Adressberechnung und Verschiebung
ist in Abb. 5.28 dargestellt.
Abbildung 5.28: Verschieben und Ausrichten des Operanden passend zur parallelen Akkumulation
auf vier nebeneinanderliegende Akkumulatorregister.
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Zwei Dinge hatten sich bei dem vorherigen Entwurf als negativ erwiesen. Einerseits bringt die
”
schnelle“ Übertragsauflösung eine echte Datenabhängigkeit mit sich, deren Konflikt nur schwer zu
beheben ist im Rahmen der zur Verfügung stehenden Hardware. Andererseits brachte das konti-
nuierliche Konvertieren sowohl eine weitere echte Abhängigkeit mit als auch noch vier zusätzliche
Pipeline-Stufen. Zur Behebung des Datenkonflikts bei der Übertragsauflösung wird auf die schnel-
le Auflösung verzichtet und anstelle dessen ein separates Überlaufsregister eingesetzt (Abb. 5.29).
Zusätzlich ist es nötig, aus dem Akumulatorregister vier 64-Bit-Register gleichzeitig auszulesen und
zu schreiben, um das innerhalb von 192 Bits ausgerichtete Ergebnis der Multiplikation der zwei
53-Bit-Mantissen akkumulieren zu können (Abb. 5.28 und 5.30). Das Akkumulatorregister ist da-
her aus vier Zweiport-Speichern aufgebaut, deren Einträge mittels eines intern vierfach parallelen
Addierers zeitgleich mit dem 4*64 Bits großen passend ausgerichteten Wert addiert und zurück-
geschrieben werden. Der zwischen Lesen und Schreiben der modifizierten Daten bestehende echte
Datenkonflikt wird mittels Forwarding aufgehoben (Abb. 5.31).
Abbildung 5.29: Akkumulation eines Datums und Behandlung der auftretenden Überläufe mittels
eines zweiten Akkumulatorregisters.
Abbildung 5.30: Verteilung eines eingehenden Vierfach-Datentyps auf vier separate Addierer, die
parallel auf dem viergeteilten Akkumulatorregister arbeiten.
Abbildung 5.31: Involvierte Einheiten zur Akkumulation eines Operanden als Pipeline mit Durch-
satz von 1 unter Verwendung von Result Forwarding.
Zur Berechnung eines exakten Skalarprodukts müssen die beiden 53 Bits langen Mantissen der
Operanden miteinander multipliziert werden. Um den exakten Akkumulator mittels eines doppelt
genauen Operanden zu skalieren, müssen die 64-Bit-Blöcke des Akkumulatorregisters mit der 53-
Bit-Mantisse multipliziert werden. Bei der Multiplikation zweier Akkumulatorregister miteinander
müssen gar je 64 Bits miteinander multipliziert werden. Daher erhält das Design eine 64x64-Bit-
Multiplikationseinheit.
Eine sogenannte Konvertierungseinheit dient zum einen zur Zusammenführung des eigentlichen Ak-
kumulatorregisters mit dem Überlaufregister sowie zum anderen zur Ausgabe konvertierter Daten,
wie etwa Ausgabe als doppelt genaue Gleitkommazahl. Um dies zu erreichen, wird zunächst das Ak-
kumulatorregister und einen Takt versetzt das Übertragsregister ausgelesen, miteinander addiert
und das Resultat ins Akkumulatorregister zurückgeschrieben. Die dabei auftretenden Überträge
werden berücksichtigt. Die höchstwertigen 53 bzw. 24 Bits sowie die zugehörige Blocknummer
ermöglichen die sofortige Konvertierung zu einem doppelt bzw. einfach genauen Wert sowie die
Ausgabe von Null oder Unendlich, wenn alle Bits bis zum allerersten ungesetzt bzw. gesetzt sind.
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Ohne Rahmenwerk Mit Rahmenwerk
Ressource Bedarf Anteil Bedarf Anteil
Slices 11.127 26 % 22.531 53 %
Flipflops 11.710 13 % 21.793 25 %
Look-Up-Tabellen 17.515 20 % 38.324 45 %
Frequenz (in MHz) 207,125 96,5 % 207,125 96,5 %
Tabelle 5.19: Ressourcenverbrauch der exakten arithmetischen Einheit ohne und mit Rahmenwerk
zur Ansteuerung für das HTX-Board nach der Synthese.
Ist das Register negativ, so wird dabei automatisch das Zweierkomplement gebildet für die Ausgabe
einer vorzeichenbehafteten Zahl. Einen besonderen Multiplexer stellt die Ausgabeeinheit aufgrund
der Verwendung am Ausgangsport der gesamten Einheit dar.
5.6.3 Implementierungen
Implementierung auf dem UoH HTX-Board
Nach Entwicklung, Implementierung und Test der Komponenten sowie der Verschaltung zu einer
gesamten exakten arithmetischen Einheit ließen sich die in Tab. 5.19 aufgeführten, vielversprechen-
den Syntheseergebnisse nach aufwendigem Explorieren des Entwurfsraums der Syntheseeinstellun-
gen wie Verwendung gemeinsamer Ressourcen, Entfernen äquivalenter Register, Registerduplikation
und Registerbalanzierung erzielen. Mittels des verwendeten Xilinx ISE 10.1 war keine erfolgreiche
Platzierung weder mit der schnellen Einstellung des Nutzerdesigns auf 200 MHz (HT400-Standard)
noch mit der langsamen Einstellung auf 100 MHz (HT200-Standard) für das HTX-Board erzielbar,
da der gesamte Flächenverbrauch mitsamt einem benötigten Rahmenwerk bereits zu groß war, als
dass der HT-Core im Rahmen seiner Anforderungen von etwa 40 % der Ressourcen auch noch Platz
gehabt hätte. Daher wird später nur eine modellbasierte Leistungsanalyse für das UoH HTX-Board
vorgenommen. Für die Convey HC-1 liegt hingegen eine vollständige, lauffähige Portierung vor.
Portierung der mikroprogrammierten exakten Skalarprodukteinheit auf die Convey HC-1
Da die Grenzen des Xilinx Virtex-4 FX100 auf dem UoH HTX-Board bereits mit Rahmenwerken
zur Ansteuerung erreicht werden, wird zur weiteren Evaluation die Convey HC-1 mit Xilinx Virtex-
5 LX330 verwendet [Kna12]. Dass überhaupt von einer Zielplattform auf eine andere gewechselt
werden kann, belegt bereits die Portierbarkeit der Implementierung und des gesamten Ansatzes,
domänenspezifische Funktionalitäten innerhalb von Rahmenwerken anzubieten.
Über die Koprozessorschnittstelle wird pro Application Engine nur eine exakte Skalarproduktein-
heit angesprochen. Selbige enthält zwei exakte Register, von welchen das eine in der Regel zur
Behandlung von Überläufen dient. Über die Speicherschnittstelle werden die Operanden von der
Personality aus eingelesen. Ebenso kann der konvertierte Wert oder auch die exakte Darstellung in
den Koprozessorspeicher geschrieben werden. Zwei Speicherports dienen dem Einlesen zweier Vek-
toren; ein weiterer Port dem Schreiben des Festkommaregisters in den Koprozessorspeicher. Wie
die Syntheseergebnisse in Tabelle 5.20 belegen, sind mit dem Design auch beim Virtex-5-FPGA
bereits viele Ressourcen belegt. Die Convey HC-1 sieht für die Nutzerlogik auf den FPGAs eine
Taktfrequenz von 150 MHz vor, daher unternimmt das Place&Route-Werkzeug auch keine weite-
ren Anstrengungen, eine wesentlich höhere Taktrate zu erzielen als die 150,2 MHz. Aufgrund des
Ressourcenverbrauchs wurde auf das Einbringen weiterer Einheiten verzichtet. Dies ist aber auch
aufgrund der Registerschnittstelle der Convey HC-1 sinnvoll, da sich mehrere Parameter für un-
terschiedliche Einheiten nicht voneinander trennen lassen, solange nicht unterschiedliche AEs ver-
wendet werden. Mehrere AEs können bereits in der vorliegenden Version unabhängig voneinander
über die AE-eigenen, lokalen Register angesteuert werden.
Um die exakte Skalarprodukteinheit überhaupt auf den FPGAs der Convey HC-1 platzieren und
routen zu können, waren weitergehende Kenntnisse in der Entwicklung von Hardwareschaltungen
nötig. Dies betrifft im Wesentlichen die Verringerung der Verzögerungen auf den längsten Pfaden
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Ressource Bedarf Anteil
Slices 28.906 55 %
Flipflops 75.914 36 %
Look-Up-Tabellen 72.463 34 %
Frequenz (in MHz) 202,82 (Synthese) 150,20 (Place&Route)
Tabelle 5.20: Ressourcenverbrauch einer Personality mit exakter arithmetischer Einheit auf der
Convey HC-1 nach Place&Route.
durch Verbesserung der Logik auf abstrakter Ebene, die Minimierung der Fanouts5; das manuelle
Balanzieren von Berechnungen über Pipelinestufen hinweg, das Entfernen unnötiger Multiplexer
und die Entwurfsraumexploration hinsichtlich der Einstellungen für die Werkzeuge des FPGA-
Herstellers. Zudem kamen sogenannte
”
Hold“-Fehler hinzu, die es zu beseitigen galt. Die Besei-
tigung selbiger erfolgte nicht durch Verbessern des längsten Pfads, sondern im Gegenteil durch
Verlangsamung der zu schnellen Multiplikation zweier 64-Bit-Blöcke in zehn Takten, indem diese
nun innerhalb von neun Takten erfolgen muss und dazu kompliziertere Verdrahtung benötigt. Da-
durch konnte der Hold-Fehler beseitigt werden. Diese Techniken und Arbeitsaufwände können von
Anwendungsentwicklern nicht verlangt werden. Die Entwicklung von Spezialeinheiten in rekonfigu-
rierbarer Hardware muss also von Hardwareexperten übernommen werden.
5.6.4 Evaluation der mikroprogrammierten EAU
Modellbasierte Leistungsanalyse
Das Design wurde für das UoH HTX-Board auf eine Taktung mit 200 MHz und Nutzung des
HT400-Standards ausgelegt. Daher wird die modellbasierte Leistungsanalyse auch auf dieser Basis
durchgeführt.
Das Zurücksetzen des Akkumulatorregisters auf Null verwendet einen Demultiplexer mit zwei
Pipeline-Stufen, einen Shifter mit sechs Stufen und den Akkumulator mit fünf Stufen. Der Da-
tenpfad hat somit eine Länge von 13 Stufen bzw. Takten. Das Mikroprogramm hat einen Prolog
von zwei Takten Dauer für den Demultiplexer, dann werden 17 gepipelinete Schreibe-Operationen
auf dem Register durchgeführt (das Register ist viergeteilt, jedes Register hat 17 Blöcke), und
schließlich muss entsprechend der Berechnungsvorschrift zur Ausführungslänge t einer Folge von n
Befehlen in einer k-stufigen Pipeline von t = n + k − 1 ein Epilog von k − 1 = 13 − 1, also zwölf
Takten Dauer ausgeführt werden. Somit ergibt sich eine Gesamtdauer von 2 + 17 + 12 = 31 Takten
bzw. 155 ns.
Beim Multiplizieren-Akkumulieren werden zunächst die beiden Operanden
”
gesplittet“ (ein Takt),
dann die Operanden multipliziert (zwölf Takte), zurechtgeschoben (sechs Takte) und im Akkumula-
torregister akkumuliert sowie die Überträge aufgenommen (je fünf Takte). 1000 MAC-Operationen
können somit in 1000 + 29 − 1 = 1028 Takten durchgeführt werden, also kann das exakte Skalar-
produkt zweier Vektoren mit 1000 Elementen in 5,14µs berechnet werden. Zum Auslesen des exakt
akkumulierten Werts müssen zunächst die zwei Akkumulatorregister zusammengeführt werden,
wozu eine 14 Takte lange Pipeline eingesetzt wird, wovon vier Takte zum Auslesen der Register,
fünf zum Zusammenführen im Konverter, und fünf weitere zum Schreiben verwendet werden. Der
Konvertierer berechnet zeitgleich den doppelt genauen Wert, so dass diese weitere Konvertierung
die Dauer nicht erhöht. Die 68 Blöcke der Akkumulatoren müssen sequentiell ausgelesen werden,
um die Überträge korrekt aufzurechnen, wodurch sich das Auslesen auf 68 + 14 − 1 = 81 Takte
beläuft, also 405 ns.
Eine exakte Matrixmultiplikation zweier 1000×1000-Matrizen würde somit 106∗(155 ns+5.140 ns+
405 ns) = 5.700 ms benötigen, wenn die Daten immer in den Eingangspuffern vorliegen und der Aus-
gangspuffer nie volläuft. Die Akkumulation von 220 Werten wie in Abschnitt 5.5.4 und Tabelle 5.2
würde in 17 Takten die Initialisierung einschreiben und folglich in 155 ns+17∗5 ns+(220 +29−1)∗
5 ns+405 ns = 5.243.665 ns ≈ 5.244µs erfolgen, also etwa dem 2,6-fachen der Dauer bei Ausführung
5engl., Verzweigung eines Signals
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Rück-
∑1000
i=1 vi · vi Auslesen 220 +
∑220
i=1 2
−20 · 2−20 Matrixmultiplikation (4 AEs)
-setzen 1000× 1000 1024× 1024
C-XSC – 0,12 ms – 101 ms 119,4 s 158,6 s
EAU 0,1 ms 0,05 ms 0,01 ms 15 ms 15,8 s 16,7 s
Tabelle 5.21: Vergleich zwischen C-XSC in Software und der exakten arithmetischen Skalarpro-
dukteinheit (EAU) auf der Convey HC-1.
mit doppelter Genauigkeit entsprechen, aber nur einem Bruchteil der exakten Ausführung in Soft-
ware.
Evaluation der Implementierung auf der Convey HC-1
Auf der Convey HC-1 wird die Anwenderlogik mit einer Taktfrequenz von 150 MHz betrieben an-
stelle von 200 MHz auf dem UoH HTX-Board. Das Rücksetzen der vier Register benötigt 0,000087
bis 0,000110 Sekunden. Das Multiplizieren-Akkumulieren von 1000 Werten erfolgt in 0,000049 bis
0,000053 Sekunden anstelle von 5,1 Mikrosekunden. Es ist also etwa zehn mal langsamer als er-
rechnet; allerdings werden die Daten dabei auch wirklich aus dem Arbeitsspeicher eingelesen. Das
Auslesen eines Werts in doppelt genauer Darstellung ist in 0,000012 bis 0,000015 Sekunden möglich.
Die Akkumulation von 220 Werten ist nicht direkt vorgesehen, da die Längenangabe der Vektoren
intern auf 16 Bit beschränkt ist. Sie lässt sich dennoch erreichen, indem 16 = 24 Akkumulatio-
nen von je 216 = 65.536 Werten durchgeführt werden. Letzteres benötigt 0,002155 bis 0,002225
Sekunden, während 16 aufeinanderfolgende Akkumulationen dann 0,015379 bis 0,015453 Sekun-
den benötigen. Damit ist die Implementierung etwa drei mal langsamer langsamer als erhofft,
dennoch mehr als zwölf mal schneller als die Ausführung mittels C-XSC. Die Verlagerung eines
exakten Skalarprodukts in rekonfigurierbare Hardware ist somit erreicht. Die Multiplikation zweier
Matrizen der Dimension 1000× 1000 benötigt 15,80 bis 15,82 Sekunden; in 16,65 bis 16,86 Sekun-
den sind zwei 1024 × 1024-Matrizen exakt miteinander multipliziert unter Verwendung von vier
Skalarprodukteinheiten (je eine pro AE). Tabelle 5.21 vergleicht die Koprozessorausführung der
mikroprogrammierten exakten arithmetischen Einheit mit der Ausführung äquivalenter Implemen-
tierungen in Software, die auf C-XSC basieren. Dazu wurde auf dem Intel Xeon 5138 der Convey
HC-1 mit der Optimierungsstufe -O2 übersetzt. Es ergibt sich eine Beschleunigung zwischen 6-fach
und 9-fach für die unterschiedlichen gemessenen Fälle.
Mit diesen Ergebnissen wurden Konzept und Implementierung einer erweiterbaren Architektur für
exakte Arithmetik auf einem breiten Festkommaregister positiv bestätigt. Darauf aufbauend lassen
sich Erweiterungen hinzufügen, die aufgrund des modularen Aufbaus und der mikroprogrammierten
Ansteuerung nun im Gegensatz zu den ersten Entwürfen (Abschnitte 5.4 und 5.5) umsetzbar sind.
5.7 Erweiterung der exakten Arithmetikeinheit
Ausgehend von der Bedarfsanalyse des Lanczos-Verfahrens (Abschnitt 5.1.3) wird die mikropro-
grammierte exakte Recheneinheit erweitert [Kna12]. Nötig sind neben der exakten Berechnung des
Skalarprodukts auch exakte Wurzelberechnung und Division.
Akkumulation exakter Festkommaregister
Mit der Portierung auf die Convey HC-1 wurde es möglich, direkt Festkommaregister miteinan-
der zu addieren. Dies erfolgt, indem die Personality aus dem Koprozessorspeicher einen im breiten
Festkommaformat gespeicherten Wert einliest und intern addiert, so wie auch Produkte zum Fest-
kommaregister addiert werden oder die Auflösung der Überträge erfolgt. Dabei sind wiederum
keine Überträge zu beachten, sondern das zweite interne Festkommaregister wird ebenso wie beim
Skalarprodukt zur Auflösung verwendet.
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Abbildung 5.32: Einheit zur exakten Multiplikation zweier Zahlen in exakter Festkommadarstellung
mittels 753-Bit-Multiplizierern.
Abbildung 5.33: 753-Bit-Multiplizierer zum hierarchischen Aufbau einer exakten Multiplikations-
einheit.
Multiplikation exakter Festkommaregister
Allgemein werden zwei Festkommaregister X und Y , die aus n Blöcken mit m Bits Breite bestehen,
nach der Formel





Xi · Yj · b(i+j)·m
miteinander multipliziert. Aufgrund der hohen Laufzeit für n = 67 Blöcke und m = 64 Bits (Basis
b = 2) wurde nach einer alternativen Lösung gesucht, die zeitsparender sei. Nach dem Toom-Cook-
Algorithmus [68] und nach Jaiswal [156] lässt sich die Anzahl benötigter Multiplikationen durch
geschickte Umformungen reduzieren, indem künstlich eingeführte Zwischenterme α und β mehrfach
wiederverwendet werden. Weitere Multiplikationen können unter geringfügiger Verschlechterung
der Genauigkeit des Ergebnisses dadurch eingespart werden, dass nur solche Blöcke miteinander
multipliziert werden, bei denen das Produkt im Festkommaregister speicherbar ist. Mit dieser Zer-
legung lässt sich ferner ein hierarchischer Aufbau einer Multiplikationseinheit erreichen, die intern
idealerweise achtzehnfach parallel mit 753-Bit-Multiplizierern aufgebaut ist, um vollständig paral-
lel arbeiten zu können (Abbildung 5.32). 18 solche Multiplikationen sind insgesamt durchzuführen
und die Ergebnisse miteinander und an den passenden Stellen des breiten Festkommaregisters zu
summieren mittels geeigneter Addierer. Die 753-Bit-Multiplizierer sind intern wiederum sechsfach
parallel aufgebaut aus 252-Bit-Multiplizierern (Abbildung 5.33). Letztgenannter Multiplizierer ver-
wendet eine Aufteilung in vier Blöcke, aber nur eine 64-Bit-Standardmultiplikationseinheit, mit der
die benötigten 10 Multiplikationen in einer Pipeline berechnet werden.
Division
Um das Newton-Verfahren zur Berechnung einer Division q = a/d einsetzen zu können, wird
auf Basis der bereits vorhandenen und neu entwickelten Komponenten lediglich eine Einheit zur
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Abbildung 5.34: Division zweier exakter Werte in Festkommadarstellung nach dem Newton-
Verfahren unter Verwendung der entwickelten Komponenten. Die Schritte 5-7 sind
zu wiederholen, bis das Verfahren konvergiert
ersten Abschätzung des Kehrwerts des Divisors benötigt. Die Division soll auf Werten in exakter
Festkommadarstellung erfolgen. Daher kann der Startwert recht einfach anhand der ersten von Null
(bei einer positiven Zahl) verschiedenen Stelle n sowie der darauffolgenden 16 Stellen ermittelt
werden. Dazu wird eine vorgefertigte Divisionsschaltung eingesetzt, welche 253/accu[n : n − 16]
berechnet und damit bereits eine sehr exakte Annäherung schafft, so dass nur acht Iterationen
benötigt werden. Die Steuerung der Division kann unter Zuhilfenahme dieser Einheit allein über
ein Mikroprogramm erfolgen. Zunächst muss in das zweite Akkumulatorregister die Abschätzung
des Divisors geschrieben werden, dann kann das Newton-Verfahren bestehend aus xk+1 = xk · (2−
d · xk) durchgeführt werden, wie in Abbildung 5.34 illustriert ist. Dabei ist zu beachten, dass die
Multiplikationen y := d · xk und xk+1 = xk · (2 − y) exakt durchzuführen sind. Abschließend ist
noch die exakte Multiplikation mit dem Dividenden a durchzuführen.
Berechnung der Quadratwurzel
Die Berechnung der Quadratwurzel von a lässt sich ebenso mittels des Newton-Verfahrens unter
Verwendung der vorhandenen Komponenten zur Addition und Multiplikation auf Festkommare-
gistern durchführen. Sie basiert auf der Vorschrift xk+1 =
xk
2 (3 − a · x2k). Die Division durch 2 ist
als Schiebeoperation umsetzbar. Gegenüber der oben erwähnten Umsetzung der Division wird eine
weitere exakte Multiplikation benötigt zum Quadrieren von xk.
Zur Approximation des Startwerts x0 wird eine weitere Komponente benötigt. Diese verwendet
zwei Tabellen, die anhand der Stelle der vordersten Eins im Festkomaformat (bei positiven Zahlen)
und anhand der nächsten drei Bits die erste Abschätzung in acht Bits ausgeben.
Implementierungs- und Syntheseergebnisse
Erste Syntheseergebnisse zeigten einen Ressourcenbedarf von 22 % der Slice-Register und 25 % der
Lookup-Tabellen für die 753-Bit-Multiplikationseinheit. Die breiten Addierer für die Teilergebnisse
benötigen zusätzlich je 2 % bis 4 % der Ressourcen. Daher musste die Erweiterung der exakten
Skalarprodukteinheit hin zu einer exakten Arithmetikeinheit, die mittels Mikroprogrammen ihre
Subkomponenten ansteuert, fallengelassen werden. Anhand der Erweiterungen zur Division und
Quadratwurzelbestimmung ist aber erkennbar, dass die Mikroprogrammierung ein aprobates Mittel
ist, um komplexe arithmetische Einheiten zu steuern und neue komplexe Operationen zu integrieren,
die mitunter sogar iterativer Natur sein können wie eben das Newton-Verfahren.
5.7.1 Zusammenfassung
Es wurde eine leistungsstarke, voll pipeline-fähige Einheit für exakte arithmetische Operationen
entwickelt, deren Einzelkomponenten und Verdrahtung derart gehalten sind, dass die Einheit mehr
als 200 MHz in der Synthese erreicht. Die Ansteuerung der einzelnen Komponenten erfolgt über
vorab festgelegte Mikroprogramme. Die Convey HC-1 bietet für die mikroprogrammierte EAU aus-
reichend große FPGAs an und ermöglicht so die Unterbringung einer exakten Skalarprodukteinheit
pro Application Engine. Der mikroprogrammbasierte Ansatz zum Aufbau der Einheit hat sich als
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gangbar erwiesen und das Hinzufügen weiterer arithmetischer Komponenten und die Wiederverwen-
dung bestehender Komponenten ermöglicht. Für weitere Berechnungen auf exakten Darstellungen
sind jedoch die eingesetzten Virtex-5 LX330-FPGAs zu klein und zu langsam, als dass der Einsatz
der Einheiten durch die interne Ausnutzung von Datenparallelität als effizient betrachtet werden
könnte. Das Ergebnis ist, dass sich gewisse Spezialoperationen sehr gut in rekonfigurierbare Hard-
ware bringen lassen und Beschleunigung zu liefern vermögen. Weiter zeigt sich, dass der Ansatz
über Mikroprogrammierung geeignet ist, portierbare Hardwareschaltungen für rekonfigurierbare
Logik zu entwickeln; vor allem aber sind die Hardwareschaltungen erweiterbar für mehr Funk-
tionalität. Auch komplexe, iterative Operationen wie das Newton-Verfahren für die Division oder
Wurzelberechnung sind auf diese Weise aus Software in rekonfigurierbare Hardware verlagerbar.
Bis jetzt wurde erreicht, dass Spezialoperationen von Hardwareexperten unter Einsatz von Hard-
warebeschreibungssprachen in rekonfigurierbare Hadware ausgelagert werden können und Nutzen
bringen können gegenüber der Verwendung von Softwareimplementierungen der Spezialoperatio-
nen. Der Anwender muss damit einerseits auf die korrekte Implementierung der Spezialoperation
vertrauen, und andererseits muss sie genau den Bedürfnissen entsprechen, da sie sonst keinen Nut-
zen mehr verspricht. Der Anwender sollte daher Möglichkeiten erhalten, auf die in rekonfigurierba-
rer Logik ausgeführten Programmteile mehr Einfluss zu nehmen. Dies verspricht der Einsatz von
Hochsprachen zur Hardwarebeschreibung, bei denen der Anwender abstrakt seinen vollständigen
Algorithmus in einer Hochsprache formuliert. Anschließend erzeugt ein Konvertierungswerkzeug
aus der hochsprachlichen Beschreibung eine Hardwarebeschreibung, die synthetisiert und auf einen
FPGA gespielt werden muss, um abschließend Teile der Anwendung in rekonfigurierbarer Hardwa-
re auszuführen. Für den Anwender verspricht dies einerseits die volle Kontrolle und Erfüllung der
besonderen Bedürfnisse der entwickelten Anwendung, und andererseits entfällt der
”
Umweg“ über
den Hardwareentwickler. Daher beschreibt der folgende Abschnitt, wie Hochsprachen zur Hardwa-
rebeschreibung eingesetzt werden können am Beispiel eines Stencil-basierenden numerischen Pro-
blems.
5.8 Hochsprachen zur Hardwarebeschreibung
Nachdem Beschleunigung auf Instruktionsebene betrachtet wurde, die Granularität auf Funktions-
ebene angehoben wurde aufgrund nicht zufriedenstellender Ergebnisse, und die Implementierungen
dabei überwiegend hardwarenah und in VHDL erfolgt sind, soll ein gegensätzlicher Ansatz betrach-
tet werden: Die Beschreibung von Anwendungen oder wichtigen Kernels in einer Hochsprache und
der Einsatz von Quelltextkonvertern, um für die leistungsrelevanten Teile Hardwareschaltungen zu
erhalten (vgl. Abschnitt 2.1.2).
Bei der Verwendung von Hochsprachen zur Beschleunigung von Anwendungen oder Anwendungs-
teilen durch FPGA-Ausführung sind einige Probleme zu lösen. An Beispielen wird klar werden, dass
auch Hochsprachen gute Hardwarekenntnisse bedingen, aber aufgrund des hohen Aufwands bei der
Entwurfsraumexploration auch keineswegs für den Hardware-Entwickler ein geeignetes Werkzeug
über die Prototypenphase hinaus darstellen. Die Portabilität der Schaltungen stellt ein weiteres
Problem dar, da die Daten an mehreren und unterschiedlichen Stellen vorgehalten, umsortiert,
gepackt oder entpackt werden müssen.
Die Untersuchungen zur Verwendung vom Compiler ROCCC [123] und von Impulse C [152]
zur Erzeugung von Hardwarebeschreibungen werden konkreter an Stencil6-basierten Verfahren
durchgeführt. Ergänzend dazu wird ein compiler-basierter Ansatz von Convey zur Beschleunigung
des CG-Verfahrens evaluiert. Zuvor muss noch das als Beispielanwendung eingesetzte Verfahren
der konjugierten Gradienten mit dem Beispielproblem der Poisson-Gleichung im zweidimensiona-
len Raum beschrieben werden, um daran einige Aspekte bei der Implementierung von Stencil-
Berechnungen in Software und Hardware näher beleuchten zu können.
6engl., Stempel
99
Kapitel 5 Ansätze zur Beschleunigung numerischer Anwendungen mit Mehrkernsystemen und FPGAs
Abbildung 5.35: 2-dimensionaler Stempel mit den Koeffizienten (−1,−1, 4,−1,−1).
5.8.1 Die Poisson-Gleichung
Die Lösung der Poisson-Gleichung ist ein Standard-Problem, das häufig zur Abschätzung oder
zum Vergleich von unterschiedlichen Lösungsverfahren eingesetzt wird. Dabei geht es darum, die
gleichmäßige Verteilung und Anpassung der Werte unter Beeinflussung und Berücksichtigung der
Nachbarwerte zu errechnen, wie dies bei Hitzeverteilungsproblemen in Metallen oder Strömungssi-
mulationen nötig ist.
Die Poisson-Gleichung ist eine partielle Differentialgleichung für zeitunabhängige Probleme. Gege-
ben sei eine Funktion f : Ω → R auf einem Gebiet Ω ⊂ Rd, dann ist eine Funktion u : Ω → R
gesucht, wobei Ω = Ω ∪ ∂Ω, die





u = f innerhalb eines Gebiets Ω,
u = 0 auf dem Rand ∂Ω (homogene Dirichlet-Bedingung)
erfüllt, wobei Ω auf (0, 1)2 eingeschränkt wird und f : Ω→ R, f ∈ C(Ω) verlangt wird. u ist weiter
spezifiziert durch u ∈ C2(Ω) ∩ C(Ω̄).
Um auf numerischem Wege eine Lösung finden zu können, wird die Domäne Ω diskretisiert, im
zweidimensionalen Falle zu Ωh = {(x, y) ∈ Ω | ∃k, l ∈ Z : x = k ·h, y = l ·h} indem ein gleichmäßiges




h . Zählt man die diskreten Punkte xi in Ωh durch und bezeichnet sie
u(xj + hei) =: uj+ei , wobei ei der i-te Einheitsvektor ist, so kann die Finite-Differenzen-Methode
(FDM) nun angewandt werden. Auf einem eindimensionalen Gitter erhält man, wenn man die
Vorwärts- und Rückwärtsdifferenzenquotienten miteinander verknüpft im Sinne einer doppelten








h2 . Die Koeffizienten der ui
hierbei werden häufig als Stencil-Werte behandelt, in diesem Fall also (−1, 2,−1).
Somit kann für d = 2 die Gleichung −∆u folgendermaßen mittels finiter Differenzen approximiert
werden:
−∆u = −uj+e1 − uj−e1 + 4uj − uj+e2 − uj−e2
h2
+O(h2)
Aus obiger Gleichung lässt sich leicht ersehen, dass man mit dem Stempel (−1,−1, 4,−1,−1) (vgl.
Abb. 5.35) über die Matrix iterieren kann, um das Problem zu lösen.
Das entstehende lineare Gleichungssystem (LGS) Ahuh = bh := h
2 · f((x, y)), wobei Ah die Koef-
fizienten ∂i∂iuj der FDM enthält, kann nun mittels passender Gleichungslöser gelöst werden. Eine
Lösung für die Poisson-Gleichung im zweidimensionalen Raum ist in Abbildung 5.36 illustriert.
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Abbildung 5.36: Lösung für die Poisson-Gleichung mit Diskretisierung h=128 auf Ω̄ = [0, 1]2.
1 r e a d r i g h t h a n d s i d e ( vec to r b ) ;
2 x0=s t e n c i l o p ( x ) ; residuum=sub matr ix (b , x0 ) ;
3 p = precond i t i on ( residuum ) ;
4 rz=s c a l a r p r o d u c t ( residuum , p ) ; t o l=1e−12 ∗ rz ;
5 for ( k=0; k<max i t e ra t i on count ; k++) {
6 Ap = s t e n c i l o p (p ) ;
7 alpha = rz / s c a l a r p r o d u c t (p , Ap ) ;
8 alphaP = m u l t i p l y m a t r i x s c a l a r (p , alpha ) ;
9 x = add matrix (x , alphaP ) ;
10 alphaP = m u l t i p l y m a t r i x s c a l a r (Ap, alpha ) ;
11 residuum = sub matr ix ( residuum , alphaP ) ;
12 z = precond i t i on ( residuum ) ; r z o l d = rz ;
13 rz = s c a l a r p r o d u c t ( residuum , z ) ;
14 i f ( rz < t o l ) break ;
15 beta = rz / r z o l d ;
16 xnew = m u l t i p l y m a t r i x s c a l a r (p , beta ) ;
17 p = add matrix ( z , xnew ) ;
18 }
Listing 5.2: Pseudo-Code des vorkonditionierten CG-Lösers.
5.8.2 Lösen von linearen Gleichungssystemen mit dem Verfahren der konjugierten
Gradienten
Das soeben erhaltene LGS kann nun mittels des Verfahrens der konjugierten Gradienten7 (CG-
Verfahren) [143] gelöst werden, wobei zusätzlich Vorkonditionierungsmethoden zum Einsatz kom-
men können. Auflistung 5.2 zeigt die wesentlichen Schritte des CG-Verfahrens auf, wenn ein Vorkon-
ditionierer eingesetzt wird. Die Matrix Ah ist sehr dünn besetzt und wird daher implizit beschrieben
durch stencil_op, um keine Matrixmultiplikation duchführen zu müssen. Ament et al. geben ei-
ne tiefgehende Beschreibung der Poisson-Gleichung und des Lösens mittels des vorkonditionierten
CG-Verfahrens [10].
Symmetrischer Gauss-Seidel-Vorkonditionierer nach dem Rot-Schwarz-Schema
Als Löser des Vorkonditionierungsproblems im obigen LGS lässt sich die Gauss-Seidel-Methode
einsetzen. Das Lösen von Ax = b wird in iterativer Manier vollzogen als x(k+1) = Tx(k) + c, wobei
7Conjugate Gradient Method (CG-method)
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(a) Anwendung des 2D-Stempels für die FDM.
(b) Mehrfädige, aber nicht nebenläufige
Ausführung der schwarzen und roten Stempel-
Berechnungen auf dem Ergebnis der vorherge-
henden Matrixsubtraktion.
Abbildung 5.37: Rot-schwarze Stempelberechnungen.
T = −(D + L)−1U und c = (D + L)−1b ist für eine in untere, diagonale und obere Matrix zerlegte
Matrix A = L+D + U (Splitting-Verfahren). Legt man ein Schachbrettmuster oder Rot-Schwarz-
Muster auf r(k) und ∆x, so können die roten Punkte unabhängig voneinander parallel berechnet
werden, indem jeder Punkt durch den mittleren Stempelwert wie in D vorgegeben geteilt wird. Da-
nach können die schwarzen Punkte berechnet werden, indem (D+L)∆x = r(k) gelöst wird, was als
∆xi,j = (r
(k)
i,j −(−∆xi−1,j−∆xi+1,j−∆xi,j−1−∆xi,j+1))/4 formuliert werden kann. Es werden also
die vorher errechneten neuen roten Punkte wiederverwendet. Dieser Berechnungsschritt ist darüber
hinaus hochgradig parallelisierbar in d/2 parallel ausführbare Operationen aufgrund der nun nicht
mehr vorliegenden Abhängigkeiten. Dieser Methode fehlt die Symmetrie. Anstelledessen kann die
symmetrische Gauss-Seidel-Methode verwendet werden, die zuerst mit den schwarzen Punkten des
Residuums beginnt, wobei sie einen etwas veränderten Stempel verwendet, und danach mit den
roten Punkten auf den schon berechneten schwarzen Punkten wie oben fortfährt. Sobald die ersten
Stempel auf den schwarzen Punkten berechnet sind, könnten einige
”
rote“ Stempel schon theo-
retisch berechnet werden, z.B. in Abb. 5.37(a) der rote Punkt oberhalb des derzeit berechneten
schwarzen Punkts. Die benötigten Daten sollten sogar noch in den Caches liegen. Mit datenparal-
leler Programmierung ist dies jedoch nicht direkt ausnutzbar. Die Berechnungen müssen daher bei





getrennt ablaufen, wie es in Abb. 5.37(b) dargestellt ist. Es ist weitergehend denkbar, die roten
und schwarzen Operationen auf unterschiedlichen Zeilen zeitgleich durchzuführen; dann sind die
Arbeitsdaten aber eventuell schon aus dem Cache verdrängt oder liegen in den Caches anderer
Prozessorkerne oder gar anderer Prozessoren.
5.8.3 Analyse des Stencil-Kernels hinsichtlich effizienter Implementierungen
Eine genauere Betrachtung möglicher Stencil-Implementierungen wird jetzt vollzogen. Das Ziel ist
eine möglichst effiziente Implementierung, deren Pipeline kurz ist, deren Ressourcenbedarf gering
ausfällt und die mit einer hohen Taktrate genutzt werden kann. Es lassen sich einige Anforderungen
aufdecken und Möglichkeiten besonders für Stencils nach dem Rot-Schwarz-Schema festhalten.
Ein Fünfpunktstencil auf zweidimensionalen Daten lässt sich folgendermaßen definieren und imple-
mentieren:
resultir,j = xi−1,j ∗ factornorth + xi,j−1 ∗ factorwest + xi,j ∗ factorcenter +
xi,j+1 ∗ factoreast + xi+1,j ∗ factorsouth.
Die Darstellung des Datenflusses in Abb. 5.38(a) zeigt, dass die einzelnen Multiplikationen und
Additionen hervorragend in einer Pipeline ausgeführt werden können wie in Abb. 5.38(b). Wenn
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(a) Datenfluss eines einzelnen Stencils. (b) Ausführung in einer Pipeline. (c) Baumbasierter Aufbau.
Abbildung 5.38: Reihenfolge bei Stenciloperationen und Anordnung in einer Pipeline.
alle Daten auf einmal verfügbar sind, etwa weil oben beschriebene Zeilenpuffer eingesetzt wer-
den, so kann der Stencil mit kürzerer Latenz mittels einer Baumstruktur implementiert werden
(Abb. 5.38(c)).
Wenn Stencil-Operationen ausgeführt werden, müssen Daten von nichtkonsekutiven Adressen im
Speicher bezogen werden, wie anhand Abb. 5.37(a) ersichtlich wird. Bei nichtkonsekutiven Zugrif-
fen braucht man mehr Hardware-Ressourcen zur Ansteuerung als bei konsekutiven Zugriffen und
benötigt zudem mehr Zeit, da keine Blocktransfers gemacht werden können. Somit ist der nicht-
konsekutive Zugriff nicht ausreichend effizient. Es ist daher nötig, in einem gewissen Rahmen die
Datenzugriffe und Berechnungen voneinander zu entkoppeln. In Software sollten die Daten vorgela-
den8 und vorgehalten werden, damit sie möglichst schnell bei der aktuellen Berechnung bereitstehen
und bei den Berechnungen des direkt folgenden Stencils sowie denen der nächsten Zeile wiederver-
wendet werden können. Damit kann bereits hohe Leistung erreicht werden. Wie man in Abb. 5.39(a)
sieht, kann zunächst der alte Ost-Wert der Eingabematrix als neuer Westwert des nächsten Stencils
verwendet werden, wodurch sich bereits die Anzahl der Speicherzugriffe um ein Fünftel verringert.
Ein weiterer Verbesserungsansatz ist, die ersten zwei Zeilen der Matrix vorzuladen in interne Spei-
cher wie in Abb. 5.39(b) angedeuet, wodurch bis auf den Südwert alle benötigten Daten für eine
Stencil-Operation bereits vorliegen. Der neue Südwert ersetzt dann den alten Nordwert. Dadurch
lässt sich die Anzahl Speicherzugriffe weiter senken auf nur noch ein Fünftel.
(a) Die Wiederverwendung des alten Ostwertes als neu-
er Westwert bei einem Stencil nach dem Rot-Schwarz-
Schema reduziert die Speicherzugriffe auf 4/5.
(b) Vorladen und Bereitstellen der letzten Daten reduziert
die Speicherzugriffe auf 1/5.
Abbildung 5.39: Die Anzahl an nötigen Speicherzugriffen lässt sich durch Datenwiederverwendung
auf das Minimum reduzieren.
Bei Verwendung von Koprozessoren bedeutet die Vorhaltung und Wiederverwendung von Daten,
dass nicht jedes einzelne von der Stencil-Operation benötigte Datum separat übertragen werden
darf. Die einfachste, in Abb. 5.40(a) dargestellte Möglichkeit ist, die Arbeitsdaten komplett auf den
Koprozessor zu übertragen, dann den Stencil berechnen zu lassen, dann die Daten zurückzuübert-
ragen und von vorne zu beginnen. Auf dem Koprozessor benötigt man dazu dann einen schnellen
Speicher mit wahlfreiem Zugriff, etwa durch Block-RAMs implementiert. Insbesondere bei wieder-
holter Ausführung des Stencils ist es jedoch wesentlich sinnvoller, die Daten wie in Abb. 5.40(b) zu
streamen und die Verarbeitung zu beginnen, sobald die ersten benötigten Daten vorliegen, während
8engl. prefetching
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der Transfer nebenläufig erfolgt. Gleichermaßen kann das Rückschreiben schon während der Be-
rechnungen erfolgen. Dies hat den Nachteil, mehr Steuerungslogik und damit mehr Platzbedarf zu
benötigen.
(a) Getrennte Übertragung und Berechnung. (b) Überlappte Übertragung und Berechnung.
Abbildung 5.40: Das Überlappen von Transfer und Berechnung kann die Gesamtausführungszeit
wesentlich verkürzen.
Bei großer Speicherbandbreite können unter Umständen mehrere Operationen gleichzeitig angesto-
ßen werden, z.B. zwei Operationen bei 32-Bit-Daten und einer 64-Bit-Schnittstelle. Weitere Steige-
rungen lassen sich erzielen, wenn mehrere Speicher oder Speicherbänke gleichzeitig verwendet wer-
den. Neben der zeilenbasierten Aufteilung einer Matrix auf mehrere Speicher wie in Abb. 5.41(a) ist
es gerade für das Rot-Schwarz-Schema praktisch, die Matrix zweispaltenweise (Abb. 5.41(b)) aufzu-
teilen, um unter Verwendung der oben beschriebenen Zeilenpuffer je Takt zwei Stenciloperationen
anstoßen zu können.
(a) Zeilenbasierte Aufteilung einer Matrix auf
zwei Speicher.
(b) Spaltenbasierte Aufteilung einer Matrix auf zwei Spei-
cher.
Abbildung 5.41: Einsatz mehrerer Speicher(-bänke) zur Verbesserung des Datenzugriffs.
5.8.4 Stencil-basierter Vorkonditionierer mit Impulse C auf der DRC AC2030
Zur Untersuchung [233], ob Hochsprachen von Domänenexperten prinzipiell nutzbar sind und wel-
che Leistung erzielbar ist, wurde Impulse C (vgl. Abschnitt 2.1.2) verwendet, um eine Beschleuni-
gereinheit für die DRC AC2030 (vgl. Abschnitt 2.1.4) zu entwickeln. Aufgrund der vorherrschenden
Annahme, der Vorkonditionierer bei iterativen Lösern sei der beschleunigenswerteste Teil, und wei-
ter aufgrund der Annahme, Hochsprachen würden dazu führen, dass mehrere Iterationen automa-
tisch parallel zueinander auf dem FPGA berechnet würden, wenn nur keine Datenabhängigkeiten
vorliegen, wurde die Architektur aus Abb. 5.42 für das CG-Verfahren mit SSOR-Vorkonditionierer
entwickelt [HKN+11]. Jene Publikation [HKN+11] dient als Grundlage für diesen Abschnitt 5.8.4.
Der Software-Prozess zur Ansteuerung des Koprozessors stellt einen Stellvertreter für den Aufruf
eines Vorkonditionierers bzw. eines SSOR-Verfahrens dar. Er überträgt zuallererst die Koeffizienten
des Stencils, um für andere Probleme als das Poisson-Problem einsetzbar zu sein. In jeder Iteration
des CG-Verfahrens wird der Software-Prozess aufgerufen und ihm dabei ein Zeiger auf das aktuelle
Residuum übergeben, das dieser in den Koprozessorspeicher schreibt. Daraufhin wird ein Start-
Signal an den Koprozessor gesendet und von dort an auf das Rücksenden von zk+1 = M
−1rk+1
seitens des Koprozessors an den Host gewartet, wie in Listing 5.3 gezeigt.
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3. Ergebnis zk+1 streamen
Abbildung 5.42: CG-Löser mit Vorkonditionierer auf DRC RPU.
f o r ( i =0; i<sdim ; i++) {
f o r ( j =0; j<sdim ; j++) {
mem r [ i ] [ j ] = residuum [ i ] [ j ]
}
}
// t e l l HW that i t can begin
s i g n a l p o s t ( rStored , 1)
f o r ( i =1; i<=sdim−2; i++) {
// s t a r t each row with black c o l o r
s t a r t = ( i +1)%2 + 1
f o r ( j=s t a r t ; j<=sdim−2; j+=2) {
// read next z {k+1}[ i ] [ j ] from HW
stream read ( z [ i ] [ j ] )
}
}
f o r ( i =1; i<=sdim−2; i++) {
// s t a r t each row with red c o l o r
s t a r t = i%2 + 1
f o r ( j=s t a r t ; j<=sdim−2; j+=2) {
// read next z {k+1}[ i ] [ j ] from HW
stream read ( z [ i ] [ j ] )
}
}
Listing 5.3: Software-Prozess des SSOR-
Verfahrens nach Rot-Schwarz-
Schema in Pseudo Impulse C.
c o i n t 3 2 aD, aN , aE , aS , aW, sdim ;
// i t e r a t e only over black inner
// support ing po in t s
f o r ( i =1; i<=sdim−2; i++) {
s t a r t = ( i +1)%2 + 1 ;
f o r ( j=s t a r t ; j<=sdim−2; j+=2) {
// read element r [ i ] [ j ] and ne ighbors
r = mem r [ i ] [ j ]
deltaxN = mem r [ i −1] [ j ]
de l taxS = mem r [ i +1] [ j ]
deltaxW = mem r [ i ] [ j −1]
deltaxE = mem r [ i ] [ j +1]
dx = omega ∗ (2−omega ) ∗
( r − omega ∗ (aN∗deltaxN
+ aS∗ de l taxS + aE∗deltaxE
+ aW∗deltaxW ) / aD ) / aD
mem r [ i ] [ j ] = dx
st ream wr i t e ( dx )
}
}
// i t e r a t e only over red inner
// support ing po in t s
f o r ( i =1; i<=sdim−2; i++) {
s t a r t = i%2 + 1 ;
f o r ( j=s t a r t ; j<=sdim−2; j+=2) {
// read element r [ i ] [ j ] and ne ighbors
r = mem r [ i ] [ j ]
deltaxN = mem r [ i −1] [ j ]
de l taxS = mem r [ i +1] [ j ]
deltaxW = mem r [ i ] [ j −1]
deltaxE = mem r [ i ] [ j +1]
dx = ( omega ∗ (2−omega ) ∗ r
− omega ∗ (aN∗deltaxN
− aS∗ de l taxS − aE∗deltaxE
− aW∗deltaxW ) ) / aD
st ream wr i t e ( dx )
}
}
Listing 5.4: Hardware-Prozess des SSOR-
Verfahrens in Pseudo Impulse C.
Der Koprozessor führt wie in Listing 5.4 den schwarzen und den roten Stencil hintereinander aus,
wobei aufgrund der Dirichlet-Bedingung ein mit Null initialisierter Rand vorhanden ist, der die
explizite Behandlung von Randwerten unnötig macht und stattdessen nur auf den inneren Werten
gerechnet wird. Die schwarzen Stencil-Werte werden in dem nachfolgenden Teil zur Berechnung
der roten Werte benötigt und daher in den koprozessoreigenen Speicher geschrieben. Sie werden
gleichzeitig zur Berechnung des jeweils nächsten Werts zum Host übertragen, um dem Prinzip der
Überlappung von Transfer und Berechnung, das mit dem Prinzip der CSPs einhergeht, gerecht zu
werden. Die roten Werte werden ebenso in Streaming-Manier überlagert mit der Berechnung in den
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Auflösung











500× 500 0,003518 0,073 20,75 0,974298 13,32
1000× 1000 0,013678 0,292 21,35 3,880566 13,26
2000× 2000 0,055825 1,170 20,96 15,60444 13,34
4000× 4000 0,257733 4,680 18,16 61,91578 13,23
Tabelle 5.22: Laufzeit eines SSOR-Vorkonditionierers in Software auf der DRC AC2030 gegenüber
erwarteter und gemessener Laufzeit auf dem FPGA mit 100 MHz (jeweils in Sekun-
den), jeweils gemittelt über zehn Aufrufe bei neun Iterationen des CG-Verfahrens.
Hostspeicher übertragen. Wenn alle Werte berechnet und übertragen sind, ist die Vorkonditionie-
rung abgeschlossen und das CG-Verfahren kann fortfahren.
Leistungsabschätzung a priori
Anhand eines einfachen Modells kann die erwartbare und erwartete Leistung der Hardware-
Software-Partitionierung und -Implementierung abgeschätzt werden. Da ω = 1 verwendet wird9,
da es für diesen Anwendungsfall die beste Konvergenz verspricht, ist davon auszugehen, dass für
Probleme der Größe dim× dim genau dim Iterationen bis zur Konvergenz nötig sind.
Pro Taktzyklus der mit 400 MHz getakteten HyperTransport-Anbindung kann ein Gleitkommawert
übertragen werden, daher ist tTransfer = 2, 5 ns. (Zusätzlicher Mehraufwand durch das Protokoll
ist bei großen Datenmengen einigermaßen vernachlässigbar.) Pro Stencilberechnung werden fünf
Werte aus dem Koprozessorspeicher ausgelesen, und vier Additionen, ein oder zwei Divisionen so-
wie ein Schreibzugriff ausgeführt. Die entstehende Berechnungsdauer beträgt daher 4 Additionen
* 5 Takte/Addition + 2 Divisionen * 29 Takte/Division = 78 Takte. Dadurch sollten sich die
Speicherzugriffe überdecken lassen, und bei einer Taktung der Schaltung von 100 MHz bzw. Zy-
klusdauer von 10 ns ergibt sich die Berechnungsdauer eines Stencils bei gefüllter Pipeline einzig in
Abhängigkeit der Dauer einer Division zu tRechnen = 29 ∗ 10 ns = 290 ns. Zum Ende hin muss die
Pipeline geleert werden in 78 − 1 = 77 Takten und das letzte Datum zurückgeschrieben werden:
tRückschreiben = 2, 5 ns. Das Rückschreiben der vorher berechneten Werte erfolgt überlappt. Für eine
n × n-Matrix bedeut dies tGesamt(n) = n2 ∗ tTransfer + n2 ∗ tRechnen + 77 ∗ 10 ns + tRückschreiben =
n2 ∗ 2, 5 ns + n2 ∗ 290 ns + 770 ns + 2, 5 ns. Somit ist tGesamt(4000) = 4680 ms. Die erwarteten
Ausführungszeiten sind in Tabelle 5.22 aufgeführt. Es ist davon auszugehen, dass der FPGA für
dieses Design etwa 20 mal langsamer sein wird.
Messergebnisse
Den erwarteten Ausführungszeiten sind die Werte für die Ausführung auf der Host-CPU sowie auf
dem FPGA der DRC AA2311 in Tabelle 5.22 gegenübergestellt. Um die FPGA-Programmierung auf
Basis von Hochsprachen nicht nur als bequemen, sondern auch als effektiven Ansatz betrachten zu
können, sollte die erwartete Ausführungszeit erreicht werden. Tatsächlich ist der Vorkonditionierer
auf dem FPGA 13 mal langsamer als erwartet und führt damit zu erheblicher Verschlechterung der
Gesamtlaufzeit gegenüber einem Vorkonditionierer in Software auf der CPU.
Bei diesen Messungen wurden allerdings das gesamte Programmiermodell und die Hardware-
Plattform mit der Zwischenschicht DRC Milano OS auf dem FPGA evaluiert. Für einen direk-
teren Vergleich sollte die koprozessorgestützte Ausführung daher gegenüber einer softwarebasierten
Ausführung des Impulse-C-Designs verglichen werden, welches ebenso CSPs und mehrere Speicher
nutzen müsste. Aus Sicht eines Anwenders zählt jedoch nur die insgesamt erzielbare Beschleunigung
ohne besondere Beachtung des Programmiermodells oder Laufzeitsystems.
Es hat sich gezeigt, dass es gegenüber der Verwendung von RTL-Sprachen mittels Impulse C als
Vertreter der Hochsprachen zur Hardwarebeschreibung möglich ist, als Anwendungsexperte FPGAs
9Damit ist das SOR-Verfahren zu einem Gauss-Seidel-Verfahren vereinfacht
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zu nutzen. Dennoch lässt sich aus den Ergebnissen bereits klar erkennen, dass Hochsprachen zur
Nutzung von rekonfigurierbarer Hardware nicht den gewünschten Nutzen für Domänenexperten
wie etwa Mathematiker liefern können, solange diese nicht Eigenschaften der Rechner- und Syste-
marchitektur (Caching, Pipeling, Implementierung digitaler Arithmetik, Ausrollen von Schleifen)
sowie von rekonfigurierbarer Hardware (kritische Pfade, implizite und explizite Parallelität) und
letztendlich auch über die Besonderheiten vom Programmiermodell (CSPs) und Laufzeitsystem
(DRC Milano OS) gezielt berücksichtigen wollen. Die nötigen und im Folgenden beschriebenen
Erweiterungen können nur unter Berücksichtigung der genannten Punkte geleistet werden.
Ursachensuche und -behebung
Die Verwendung des FPGAs mit Impulse C zur Beschleunigung des SSOR-Vorkonditionierers ge-
genüber CPU-Ausführung benötigt den Einsatz weiterer Strategien und Technologien. Folgend ist
die schrittweise Untersuchung der Ursachen für die erzielten Ergebnisse dargestellt und das Design
wird den Erkenntnissen entsprechend verbessert.
Viele der in Abschnitt 5.8.3 genannten Aspekte müssen betrachtet und gegebenenfalls um-
gesetzt werden. Pipelining, Nutzung mehrerer gleichzeitig agierender Stencileinheiten oder
-datenpfade, Datenwiederverwendung und Speicherzugriffsoptimierung, bis die Implementierung
die Speicherschnittstelle völlig auslastet, sind Möglichkeiten zur Leistungssteigerung des FPGA-
Vorkonditionierers. Desweiteren kann das Senden eines Signals eingespart werden, das zum Starten
und Synchronisieren der Iterationen eingesetzt wurde. Tabelle 5.23 fasst die möglichen Verbesse-
rungsansätze zusammen. Sie werden im Folgenden näher beleuchtet.
Entfernen von ω aus den Stencil-Berechnungen. Zwar ist die Überrelaxationsmethode hochge-
nerisch und für eine Vielzahl an Anwendungen anwendbar, aber das CG-Verfahren konvergiert für
das betrachtete Problem der Poisson-Gleichung am schnellsten mit ω = 1.0 für das Rot-Schwarz-
Schema. Daher sollten die Übertragung von ω und die Multiplikation des Stencils mit ω entfernt
werden, wodurch man die symmetrische Gauss-Seidel-Methode erhält. Aufgrund der Verkürzung
des Datenpfads ist bereits etwas Leistungssteigerung zu erwarten. Außerdem muss auch ein Para-
meter weniger übertragen werden. Der Laufzeitgewinn der in Tabelle 5.24 aufgeführten Messungen
gegenüber denen aus Tabelle 5.22 fällt nur sehr gering aus.
Pipelining. In Impulse C kann über das Pragma #pragma CO PIPELINE und gegebenenfalls
#pragma CO stagedelay 64 die innerste Schleife zu einer Pipeline in VHDL transformiert werden.
Dabei kann es passieren, dass das Übersetzungswerkzeug Variablen als Feedbackvariablen erkennt,
wodurch kein Pipelining möglich ist. Desweiteren könnten die Pipeline-Stufen zu viele arithmeti-
sche und logische Operationen erhalten, wodurch die maximale Taktrate gesenkt wird. Um dies zu
lösen, soll das oben genannte Pragma der Stufendauer eingesetzt werden; es ließen sich allerdings
Datentransfer Datenwiederverwendung Weitere Optimierungen
• Softwareseitiger Speicherzugriff in
Blöcken
• Größere Stream-Puffer





• Alter Ostwert als neuer Westwert
• Zeilenpuffer für die zuletzt
verwendeten Daten
• Sofortige Wiederverwendung in
rotem Stencil
• Unnötige Signale entfernen




• Schnellere Berechnung der
Speicherindize
• ω aus Stencil-Berechnungen
entfernen
Ausführung in Pipeline Speicherbandbreite ausnutzen
• Pipelining mittels Impulse-C-
Pragmas aktivieren
• Beide LLRAMs nutzen für daten-
parallele Ausführung
Tabelle 5.23: Maßnahmen zur Behebung der Ursachen für die geringer ausgefallene Leistung als
erwartet.
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Iterationen
Auflösung
10× 10 100× 100 1000× 1000
1 0,000509 0,041666 4,137024
10 0,002841 0,370814 39,790556
100 0,026159 3,771276 386,636393
1000 0,257077 36,56551 –
Tabelle 5.24: Durchführungszeit (in Sekunden) unterschiedlich vieler SGS-Iterationen für unter-
schiedliche Problemgrößen auf der AC2030.
Iterationen
Auflösung
10× 10 100× 100 1000× 1000
1 1,04980842911877 1,06186289979212 1,09897263338543
10 1,10843833524246 1,11224629214987 1,08353554769228
100 1,07701900748258 1,07193784666087 1,08807295907816
1000 1,09856709199424 1,10266924503429 –
Tabelle 5.25: Beschleunigung der Impulse-C-Implementierung mittels Blocktransfers.
keine Werte unterhalb von 72 erhalten. Dadurch ließen sich die Designs nicht für die angestreb-
te Taktfrequenz von 100 MHz routen und platzieren, obwohl die ersten Syntheseergebnisse noch
130 MHz versprochen hatten, sondern benötigen hingegen Taktdauern von mehr als 12 ns. Daher
war das vollständig platzierte Design nur für sehr geringe Eingabegrößen und wenige Iterationen
funktionsfähig und führte ansonsten zu falschen Ergebnissen. Daher werden hier auch keine Meß-
ergebnisse angegeben und auf Pipelining vorerst verzichtet. Auch erfahrene Hardware-Entwickler
erreichen an dieser Stelle somit die Grenzen des eingesetzten Werkzeugs
”
Impulse CoDeveloper“ in
Kombination mit der verfügbaren Hardware eines Virtex-5 LX330.
Blockweise Datenübertragung zum Speicher. Schreiben von Daten in den Koprozessorspeicher
kann auf zwei unterschiedliche Weisen beschleunigt werden, entweder über Blocktransfers oder über
Streaming, so dass gleichzeitig die ersten Berechnungen durchgeführt werden können. Entsprechend
wird zu Beginn des CG-Verfahrens die rechte Seite b (als Residuum r := Ax− b für x = ~0) in den
Koprozessorspeicher geschrieben mittels
co_memory_writeblock(mem, 0, b[0][0], dim*dim*sizeof(float));
Das Residuum ist ein dynamisch alloziertes eindimensionales Feld, um die Indizierung zu vereinfa-
chen, bspw. mittels einer einfachen Zählvariablen. Blöcke könnten beliebiger, fester Länge sein, was
aber zu unnötigem Steuerungsaufwand führen kann. Besser ist die Festlegung einer Blockgröße ge-
nau auf die Zeilenlänge. Den Messungen zufolge wird am meisten Leistungssteigerung erzielt, wenn
die Residuumsmatrix als Ganzes übertragen wird. Diese Steigerung ist in Tabelle 5.25 ablesbar
und liegt zwischen 4 % und 11 %. Weitere Messungen konnten aufgrund unbehebbaren Hardware-
versagens nicht mehr durchgeführt werden. Folgend sind die weiteren theoretischen Überlegungen
aufgeführt, wie noch mehr Leistungssteigerung erzielbar sein sollte.
Große Streaming-Puffer sollten gerade das Rückschreiben der berechneten Stencil-Werte etwas
von der Berechnung entkoppeln können. Gewählt worden war eine Puffergröße von nur zwei Ele-
menten. Angebracht sind Puffer in der Größe von 256 bis 2048 Elementen.
Langsame Operationen ersetzen. Die Division hat eine Dauer von 29 Takten ohne Pipelining
und kann durch Multiplikation mit dem Kehrwert ersetzt werden, die als Pipeline mit wenigen
Stufen implementiert wird. Neben der Ersetzung der Divisionen stellt gerade die Berechnung der
Startpositionen der inneren Schleife für das Rot-Schwarz-Schema eine sehr langsame Operation in
der Hardwareumsetzung durch Impulse C dar, wie sich durch Analyse der erzeugten Quelltexte und
Zwischenformate sowie unter Verwendung der bereitgestellten Werkzeuge von Impulse CoDeveloper
zeigte. Die für die Berechnung eingesetzte Modulo-Operation zwischen der inneren und äußeren
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Schleife, welche die Startposition für das Rot-Schwarz-Schema bestimmt, benötigt mehr als einen
Takt. Es genügt hingegen, die zu erwartenden Werte vorab auszurechnen und das Schema zu
kodieren, dass die Startposition bei 1 oder 2 beginnt und dann abwechselnd den jeweils anderen
Wert annimmt. Dies lässt sich einfach lösen durch entweder Code-Duplikation (einmaliges Ausrollen








Noch einfacher wäre dies direkt in Hardware umzusetzen durch Negieren der hintersten zwei Bits
"10" der Startadresse.
Blockzugriff auf den Koprozessorspeicher von Hardware aus ist ebenso möglich wie von Soft-
ware aus. Die drei mittleren Werte des Stencils können auf einmal aus dem Speicher ausgelesen
werden, anstatt drei einzelne Transfers durchzuführen. Ähnlich Caches können unbenötigterweise
eingelesene Daten später verwendet werden, wie folgend beschrieben.
Datenwiederverwendung. Der Ostwert des letzten Stencils ist auch gleichzeitig der neue Westwert
des neuen Stencils und kann daher in einer/einem Variable/Register zwischengespeichert werden.
Weitergehend ist auch der neue Ostwert der Südwert des Stencils vor (dim − 1)/2 Iterationen
und der neue Nordwert der Westwert jenes älteren Stencils. Diese Werte sind also alle bereits
geladen worden und könnten in Zeilenpuffern vorgehalten sein. Somit ist nur der Südwert noch
nicht angefasst worden und muss als einziger aus einem externen Speicher bezogen werden.
Schnelle Indexberechnung. Wie vom Impulse StageMaster Explorer berichtet und verifizierbar,
erfolgt die Berechnung der Speicherindize weder nebenläufig noch zeit- noch ressourceneffizient,
sondern involviert Multiplikationen und Additionen und hat damit ungerechtfertigt hohen zeitli-
chen und ressourcentechnischen Aufwand. Die Lösung liegt in der Kombination und Erweiterung
verschiedener Techniken. Mit den Zeilenpuffern wird bereits viel Adressberechnung gespart, un-
ter anderem, weil diese eindimensional sind. Desweiteren entfällt etwas Adressberechnungsaufwand
durch die Wiederverwendung des letzten Ostwertes. Zum Schreiben wird derselbe Index wie zum
Lesen des Zentrums verwendet. Schließlich können die Indize für die Zugriffe auf den externen
Speicher einfach per fortlaufender Inkrementierung berechnet werden. Es ist davon auszugehen,
dass langfristig die Codekonvertierungswerkzeuge mittels statischer Codeanalyse die Berechnungen
selbst zusammenfassen und vereinfachen werden, so dass die Anwender sich um solche Optimierun-
gen zukünftig nicht mehr sorgen müssen.
Überlappte Berechnung der roten und schwarzen Stencils. Ursprünglich war die Verwendung
des Rot-Schwarz-Schemas angedacht, um automatisierte Parallelisierung aufgrund der dann nicht
mehr vorhandenen Datenabhängigkeiten zu erlauben, damit nicht der nächste Stencil auf die Vollen-
dung des aktuellen warten müsste. Aufgrund des Streaming-Modells von Impulse C und der be-
grenzten Anzahl an Speichern und damit auch der begrenzten Speicherbandbreite wird der sequen-
tielle Code in Impulse C ebenso zu sequentiellem Code in RTL übersetzt. In Hardware können
voneinander unabhängige Operationen nebenläufig ausgeführt werden. Wurde der Stencil an Posi-
tion r[i][j] berechnet, so kann für i > 1, j > 1 auch der Stencil der jeweils anderen Farbe an
Position r[i-1][j] daraufhin berechnet werden.
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Ausnutzen der Speicherbandbreite. Die Schnittstelle zum Systemspeicher ist bei der DRC
AA2311 64 Bit breit. Ferner gibt es zwei sogenannte Reduced-Latency-RAMs bzw. Low-Latency-
RAMs direkt auf der Koprozesorkarte mit 32 Bit Breite. Somit stehen insgesamt 128 Bit an
Speicherbandbreite pro Taktzyklus zur Verfügung. Damit lassen sich zwei einfach genaue Gleit-
kommawerte pro Takt aus einem Speicher laden und die neuen Residuumswerte in den anderen
Speicher schreiben ohne Ressourcenkonflikte und ohne damit einhergehende Wartezeiten. Da sich
gleichzeitige Lese- und Schreibzugriffe auf den Speicher nicht gegenseitig beeinträchtigen, ist zu
überlegen, ob auch die Eingabematrix in zwei Bereiche aufgeteilt werden kann, die parallel zuein-
ander bearbeitet werden. Jede Einheit ist dann mit je einem Speicher für die Eingangsdaten und
je einem für die Ausgangsdaten zu verbinden. Somit wird zusätzlich Parallelismus auf Datenebene
ausnützbar.
Streaming anstelle direkter Schreibzugriffe auf den Koprozessorspeicher. Schließlich ist es gar
nicht nötig, das Residuum r vorab in den Koprozessorspeicher zu kopieren. Viel mehr genügt es,
die Werte zu streamen. Dadurch entfällt nicht nur die Kopieroperation, sondern auch die Indi-
zierung des Koprozessorspeichers zum Lesen. Die Adressberechnung für Speicherzugriffe ist somit
ausschließlich für das Schreiben nötig. Ab der dritten gestreamten Zeile der Eingabematrix kann
mit der Stencil-Berechnung begonnen werden. Der Hardware-Prozess beschreibt dann den Kopro-
zessorspeicher als einziger.
Ergebnis und Zusammenfassung
Impulse C ist eine Hochsprache, mittels derer es Domänen- und Anwendungsexperten möglich wird,
rekonfigurierbare Hardware einzusetzen. Die ohne weitere Hardwarekenntnisse erzielbare Leistung
liegt mindestens eine Größenordnung unter dem Erwarteten. In der Tat ist die zu erwartende
Ausführungszeit eines nicht-parallelisierten Stencils auf einem FPGA auch etwa 20 mal geringer
als die auf einer CPU, so dass beispielsweise ab 20 parallel rechnenden Stencil-Einheiten erst Leis-
tungssteigerung durch den FPGA erwartbar ist.
Durch korrekten Einsatz von Pipelining unter Zuhilfenahme von Multiplikationen und
schneller Speicherindizierung sowie Datenwiederverwendung lässt sich der Durchsatz auf
max(Verzögerung Speicheranfragen,Berechnungsdauer) erhöhen, mindestens jedoch um Faktor 29.
Durch die Überlappung der schwarzen und roten Stencil-Berechnungen ist asymptotisch Faktor 2
als Steigerung erzielbar. Die zweifach datenparalle Ausführung kann zu einer weiteren Geschwin-
digkeitssteigerung von Faktor 2 führen. Insgesamt beträgt der Unterschied zwischen der direkten,
hardware-agnostischen Entwicklung und der Entwicklung durch einen erfahrenen Hardwareentwick-
ler also zwei Größenordungen hinsichtlich der erzielbaren Leistung.
Um nicht auszuschließen, dass die Erfahrungen und Resultate ausschließlich dem verwendeten
Werkzeug Impulse C zuzuschreiben sind, wurde ferner mit Riverside Optimizing Compiler for
Configurable Computing (ROCCC) ein weiteres bekanntes Werkzeug zur Konvertierung von in
C formulierten Quelltexten zu Hardwarebeschreibungen hinzugenommen. Die dabei gewonnenen
Erfahrungen und Resultate sind im Folgenden geschildert.
5.8.5 Verwendung von ROCCC zur Erzeugung von Hardwarebeschreibungen für
Stencil-basierte Verfahren
Die hiesigen Studien wurden mit dem Riverside Optimizing Compiler for Configurable Computing
(ROCCC) in den Versionen 0.5.1 und 0.5.2 durchgeführt, während mittlerweile Version 2.0 und neu-
er aufwarten. ROCCC unterscheidet zwischen Systemen und Modulen. Systeme können aus meh-
reren Modulen bestehen. Beispielsweise lässt sich eine Matrixmultiplikation als Serie von Matrix-
Vektor-Multiplikationen oder Skalarprodukten implementieren. Letztere werden also als Module
implementiert. Module bestehen aus mehrfach verschachtelten Schleifen, wobei Programmcode nur
innerhalb der innersten Schleife stehen darf.
Ein Stencil-Modul besteht aus der Spezifikation der Eingabe- und Ausgabematrizen und läuft ge-
radlinig über die gesamte Eingabe hinweg, wobei jedesmal explizit beim zweidimensionalen Stencil
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die dafür benötigten fünf Werte eingelesen werden. Wiederverwendung zuletzt verwendeter Werte
über eine sogenannte Feedback-Variable ist zwar prinzipiell möglich, scheitert im Falle des Stencils
aber daran, dass das Zurücksetzen der Feedback-Variable in der äußeren Schleife erfolgen müss-
te, was von ROCCC her nicht übersetzbar war. Die Alternative, mittels Überprüfung des äuße-
ren Schleifenzählers in der innersten Schleife dasselbe zu erreichen, führte jedoch dazu, dass die
Feedback-Variable nicht mehr als solche erkannt wurde, unter anderem da nun mehrere Pfade
existierten. Somit gelangt der ROCCC-verwendende Entwickler zum Partitionierungsproblem: Das
Stencil-Modul muss explizit mit diesen benötigten fünf Operanden versorgt werden von einem Sys-
tem aus, welches sich um die Matrixzugriffe und Datenwiederverwendung kümmert.
Die Fehlersuche gestaltet sich recht aufwendig und bedarf häufig der Betrachtung des Zwischencodes
im SUIF-Format oder des erzeugten RTL-Codes in VHDL. Beide sind aufgrund der automatischen
Variablenbenennung kaum verständlich. Der VHDL-Code lässt sich zwar mit Modelsim simulieren;
die Simulation ist allerdings auch die einzige Möglichkeit zu schauen, wie ROCCC die Bestandteile
der Stenciloperation zeitlich angeordnet hat, wie hoch der Durchsatz und die Latenz sind. Das
händische Erstellen von Testbenches oder -skripten ist unumgänglich. Damit ist ROCCC nicht mehr
für Anwendungsentwickler wie etwa Domäneneexperten als Werkzeug zur Hardwarebeschreibung
sinnvoll, zumal es weitläufiger Anstrengungen hinsichtlich Software-Partitionierung und Hardware-
Software-Codesign bedarf.
Ein weiteres Problem ist, dass für jedes unterschiedliche FPGA-System ein Hardwareexperte die
Anbindung von ROCCC an die Systeminfrastruktur bestehend aus Firmware, HyperTransport-
Anbindung, Schnittstelle zum Application Engine Hub oder ähnlichem entwickeln muss, bevor
die generierte Hardwarebeschreibung produktiv verwendet werden kann. Entsprechend beschränkt
sich die Zahl der mit ROCCC programmierbaren FPGA-Systeme auf einige wenige Fälle. ROCCC
bleibt eine gute Wahl für hardwarenahe Entwickler, schnell eine Hardwarebeschreibung im Sinne
des Rapid Prototypings zu entwerfen oder sich auf abstrakter Ebene bereits um Partitionierung zu
kümmern, bevor die händische Erstellung erfolgen wird.
5.8.6 Ergebnis und Zusammenfassung der Untersuchungen zur
Hardware-Implementierung von Stencils mittels Hochsprachen
Um performante Hardwareschaltungen, die wenig Rechenzeit und wenige Ressourcen benötigen
sowie Beschleunigung liefern, mithilfe von Hochsprachen zu erstellen, bedarf es vier Dingen.
Erstens muss der zu beschleunigende Algorithmus die wesentlichen Kriterien nach Park et al.
erfüllen [212]: Bei einem für Rot-Schwarz-Verfahren eingesetzten Stencil sind mindestens zwei
Stencil-Berechnungen parallel auf einem Bereich durchführbar, und ein Bereich kann in mehre-
re Unterbereiche aufgeteilt werden, um parallel mehrere Bereiche zu berechnen; durch geschickte
Zwischenspeicherung der Daten können neun Gleitkommaberechnungen pro einem einzelnen Spei-
cherzugriff durchgeführt werden; pro berechnetem Pixel sind genau diese neun Gleitkommaopera-
tionen nötig; pro Pixelberechnung sind ein Lese- und ein Schreibzugriff auf den Speicher nötig; der
Kontrollfluss kann vollständig eliminiert werden durch einen mit Nullwerten initialisierten Rand
(Dirichlet-Bedingung) bis auf die einzuhaltenden Schleifengrenzen; bei mehreren parallel berech-
neten Unterbereichen bestehen Abhängigkeiten hinsichtlich des Austauschs der Randwerte, eine
Vereinfachung ohne Synchronisation würde das Block-Jacobi-Verfahren anstelle des Gauß-Seidel-
Verfahrens als Vorkonditionierer implementieren. Folglich sind die Kriterien nach Park et al. erfüllt
oder zumindest erfüllbar.
Zweitens benötigt der Entwickler tiefgehendes Verständnis von Hardwarestrukturen und
-implementierungen, insbesondere um die Kriterien wie genannt zu erfüllen. Wesentlich ist bei
der Entwicklung und Implementierung die Behandlung der Daten (vgl. Strattons et al.
”
Techni-
que 1: Data layout transformation“ [248]): Transport, Datenfluss, Wiederverwendung, zeitliche und
räumliche Lokalität, geeignete Speicherstrukturen.
Drittens ist iterative Entwurfsraumexploration für jeden einzelnen Schritt nötig, was die zeitauf-
wendige Synthese und Vermessung am echten System miteinschließt. Beim manuellen Entwurf mit
VHDL/Verilog kann aufgrund der Möglichkeit zur Hardwaresimulation mittels Software sehr lange
auf die Synthese verzichtet werden. Demgegenüber kann bei hochsprachlichen Ansätzen lediglich
die abstrakte hochsprachliche Beschreibung nativ übersetzt und emulierend ausgeführt werden.
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Viertens muss die Schnittstelle der erzeugten Schaltungen an die verfügbare Hardware vorhanden
und so implementiert sein, dass mit wenig Hardwareaufwand seitens dieser Schaltungen hohe Da-
tenübertragungsraten zustande kommen können. Für Schaltungen, die mit ROCCC generiert wur-
den, muss eine Anbindung an die zur Verfügung stehende Hardware häufig erst geschaffen werden.
Für Impulse C stellen Drittfirmen wie Synective Labs PSPs für FPGA-Systeme zur Verfügung.
Hochsprachen zur Hardwarebeschreibung eignen sich aufgrund dieser Anforderungen und erkenn-
bar an den erzielten Ergebnissen nicht für Anwendungsexperten, schnell und bequem Nutzen aus
rekonfigurierbarer Hardware zu ziehen.
5.8.7 Compiler-basierter Ansatz für stencil-basierte Vorkonditionierer
Auf der Convey HC-1 (vgl. Abschnitt 2.1) gibt es drei verschiedene Möglichkeiten, die FPGAs zur
Unterstützung numerischer Anwendungen zu untersuchen und auszunutzen. Erstens können FPGA-
Entwickler ihren Code in herkömmlichen Hardwarebeschreibungssprachen wie Verilog oder VHDL
implementieren und eine eigene Personality erzeugen. Die zweite ist die Programmierung mit einer
Hochsprache, die zu einer RTL-Beschreibung konvertiert wird, wie dies im vorangegangenen Ab-
schnitt untersucht wurde. Mitrion-C wird unterstützt und mittlerweile von akademischer Seite aus
auch ROCCC. Schließlich liefert Convey einen Compiler aus, der Programmcode in Hochsprachen
wie C oder Fortran und insbesondere Schleifen zu Vektorcode transformiert, der auf einer Convey-
eigenen Vektor-Personality ausgeführt wird. Ähnlich dazu können auch die Convey BLAS-Routinen
mittels der zugehörigen Software-API verwendet werden, welche ebenso die Vektor-Personality auf-
rufen. Ergänzend zu den vorab geschilderten Untersuchungen zur Eignung von Konvertierungs-
werkzeugen wurde der dritte, compiler-gestützte Ansatz untersucht hinsichtlich seiner Eignung für
Anwendungsentwickler zur Nutzung rekonfigurierbarer Hardware. Als Hochsprache wurde dabei C
verwendet, die seitens Convey unterstützte Alternative ist Fortran.
Portierung des Vorkonditionierers
Gemäß Conveys Beispiel zur Durchführung von Stencil-Operationen wurde der Rot-Schwarz-
Vorkonditionierer für das Poisson-Problem implementiert. Die Stencil-Koeffizienten sowie die Adres-
sen der Matrizen werden als Datenwerte übergeben. Beide sollten anschließend in Registern des Ska-
larprozessors des Convey AE Hubs oder gar der Vektorprozessoren liegen. Die inneren Schleifen der
Berechnungen der roten und schwarzen Werte wurden einmal ausgerollt, um die Modulo-Operation
oder Zustandsabfragen einzusparen. Die Divisionen bei der Berechnung von dx können wie folgt zu
einzelnen Koeffizienten zusammengerechnet werden:
dx = (r − (aN ∗ deltaxN + aS ∗ deltaxS + aE ∗ deltaxE + aW ∗ deltaxW )/aD)/aD
= 1/aD ∗ r + (−aN)/aD2 ∗ deltaxN + (−aS)/aD2 ∗ deltaxS
+(−aE)/aD2 ∗ deltaxE + (−aW )/aD2 ∗ deltaxW,
wobei r das alte Residuum an der aktuellen Stelle ist, a{D/E/N/S/W} die aus der Poisson-
Gleichung ermittelten Gewichte, und deltax{E/N/S/W} diejenigen Werte, die r umgeben und
entweder Residuumswerte oder bereits aktualisierte neue Werte sind. Damit können echte Stencil-
Operationen für die Berechnungen der roten und schwarzen Elemente durchgeführt werden.
Alle beim CG-Verfahren benötigten Matrizen außer der Ergebnismatrix z = dx aus der Vorkondi-
tionierung werden auf dem Host alloziert. Die Eingabematrizen müssen zum Koprozessor migriert
oder kopiert werden, um nicht unter Leistungseinbußen durch einzelne Seitenzugriffsfehler leiden zu
müssen. Dazu stellt Convey eigene Pragmas und Laufzeitroutinen bereit (vgl. Abschnitt 2.1.7). Die
Ergebnismatrix wird vom Koprozessor auf den Host automatisch migriert. Da diese Rückmigrati-
on in der MMU des Hostprozessors behandelt wird, ist dies ohne nennenswerte zeitliche Nachteile
möglich.
Die Verwendung von OpenMP auf dem Zweikernprozessor der Convey HC-1 erzielt eine Be-
schleunigung von 1,49. Die Geschwindigkeitssteigerungen durch Koprozessorausführung gegenüber
mehrfädiger Ausführung auf dem Host mit OpenMP sind in Tabelle 5.26 aufgeführt. Die Beschleu-
nigung von 2,05 für die Gauß-Seidel-Vorkonditionierung bei 100 Iterationen ist beachtlich, wenn
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Iterationen
Auflösung (einzelne Seite)
512 1024 2048 4096 8192
Rot-Schwarz-SGS
1 0,28 0,54 1,17 1,63 1,87
10 0,51 1,04 1,95 1,58 1,57
100 0,90 1,32 2,05 1,52 1,56
Jacobi
1 0,37 0,54 1,14 1,58 1,70
10 0,51 0,97 1,69 1,42 1,37
100 1,03 1,36 1,93 1,34 1,33
Identität (Matrix kopieren)
1 0,28 0,46 0,81 1,05 1,01
10 0,46 0,72 1,03 0,90 0,90
100 0,81 0,84 1,11 0,90 0,88
Tabelle 5.26: Beschleunigung unterschiedlicher Vorkonditionierer durch Koprozessorausführung ge-
genüber mehrfädiger Ausführung auf einer CPU.
man bedenkt, wie einfach der Ansatz ist. Dennoch wird in der Regel noch mehr Nutzen von rekon-
figurierbarer Hardware erwartet als lediglich 2, 05 · 1, 49 ≈ 3, 05-fache Beschleunigung gegenüber
einfädiger Ausführung.
Portierung des gesamten CG-Verfahrens
Bei der Verwendung des compiler-basierten Ansatzes von Convey wurden die Aspekte der Auslage-
rung rechenintensiver Anwendungsteile in rekonfigurierbare Hardware, der Einbindung der Hard-
ware in die Anwendung, der geeigneten Granularität und der Verringerung des Datentransfers
untersucht. Nicht untersucht wurde daher die überlagerte Berechnung der roten und schwarzen
Werte, da diese Optimierung auch in parallelisierten Implementierungen anwendbar ist. Ebenso-
wenig wurde untersucht, wie die Implementierung des CG-Verfahrens direkt auf die Convey HC-1
und die Vektorpersonality zugeschnitten werden könnte, da dies ebenso gegenüber einer direkt auf
OpenMP zugeschnittenen Implementierung verglichen werden müsste und nicht mehr dem kompo-
nentenbasierten, bibliotheksnutzenden Ansatz gerecht werden würde.
Mittels folgender Entscheidungen war es möglich, das gesamte CG-Verfahren unter Verwendung der
Jacobi- und Gauß-Seidel-Vorkonditionierer compiler-gestützt auf die Convey HC-1 zu portieren:
• Daten mittels cny_cp_malloc koprozessornah alloziert.
• Koprozessorregionen ausgewiesen; Nichtvorhandensein von Datenabhängigkeiten erklärt (wo
angebracht); Variablen als ein-elementige Felder deklariert.
• Die CPU handhabt nur die Koprozessorsteuerung, ohne die Daten auf dem Koprozessor an-
zufassen und dadurch eventuell automatisch zu migrieren.
Der Convey-Compiler kann versuchen, den Anwendungscode automatisch zu vektorisieren. Darüber
lässt sich auch herausfinden, welche Angaben des Entwicklers nicht vielversprechend sind und daher
entfernt werden sollten oder wo der Entwickler Code-Umstellungen untersuchen sollte hinsichtlich
Ausführbarkeit mit der Vektorpersonality. In hiesigem Falle stellte sich heraus, dass die Funktion
zur Skalierung von Matrizen aus der in Abschnitt 5.1.1 vorgestellten Matrixbibliothek aufgrund
vorhandener Sprünge nicht beschleunigt auf dem Koprozessor ausführbar sein würde. Durch Ent-
fernen der Abfragen und Sprünge sowie durch sequentielle Adressierung der Elemente konnte auch
diese Funktion schlussendlich vektorisiert werden. Dadurch können alle Daten auf Koprozessorseite
gehalten werden; es müssen keine unnötigen Datentransfers zwischen Host und Koprozessor mehr
stattfinden. Wie aus Abb. 5.43 erkennbar wird, können die Convey HC-1 und der Compiler ab Da-
tengrößen von etwa 1024×1024 ihre Leistung voll ausspielen. Die Version mit vollständig portiertem
CG-Verfahren ist nahezu doppelt so schnell wie die mit lediglich ausgelagertem Vorkonditionier.
Ohne Vorkonditionierer ist das Verfahren am langsamsten, mit dem Rot-Schwarz-Vorkonditionierer
und vollständiger Auslagerung auf den Koprozessor am schnellsten. Mit der Verlagerung auf den
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RBSGS/cg auf Convey vs. CPU
RBSGS/p auf Convey vs. CPU
Jacobi/cg auf Convey vs. CPU
Jacobi/p auf Convey vs. CPU
Identity/cg auf Convey vs. CPU
Identity/p auf Convey vs. CPU
Abbildung 5.43: Beschleunigung des CG-Verfahrens durch Auslagerung des Rot-schwarzen Gauß-
Seidel-Vorkonditionierers (RBSGS), Jacobi-Vorkonditioniers und ohne Vorkondi-
tionierer (Identity), jeweils nur Vorkonditionier ausgelagert (/p) oder gesamtes
Verfahren (/cg).
Koprozessor werden deutlich mehr Iterationen benötigt, bis das Konvergenzkriterium erreicht ist.
Auch hier ist der rot-schwarze Gauß-Seidel-Vorkonditionierer am besten mit nur halb so vielen
Iterationen wie die übrigen Vorkonditionierer auf dem Koprozessor.
Zusammenfassung des compiler-basierten Ansatzes
Der compiler-basierte Ansatz ermöglicht ebenso wie der Ansatz über Quelltextkonverter, rekonfi-
gurierbare Hardware als Anwendungsentwickler einzusetzen. Der dazu nötige Aufwand ist durch
die Annotation mit Pragmas und durch die Analyse anhand der Autovektorisierung wesentlich ge-
ringer als bei Hochsprachen und Quelltextkonvertern. Vor allem entfallen erneute Synthesen und
die Konfiguration der Hardware. Bestehender Programmcode kann nahezu unverändert verwendet
werden ohne Zerlegung in Hardware- und Softwareteile, ohne Streaming, ohne weitere Software-
Hardware-Schnittstelle. Wie schon mehrfach beleuchtet, leidet die Genauigkeit insbesondere beim
Skalarprodukt unter der Auflösung der Mantisse mit nur 23 bzw. 24 Bits, wodurch die Anzahl an
Iterationen steigt. Die Erkenntnis aus dieser Untersuchung ist, dass Anwendungsentwicklern ein
Programmiermodell zur Verfügung gestellt werden muss, welches sowohl die Datenübertragung na-
hezu vollständig selbst übernimmt, wenige weitere Werkzeuge benötigt als auch direkt in bestehende
Anwendungen integrierbar ist.
5.8.8 Gewonnene Erkentnisse aus dem Einsatz von Hochsprachen
Die Entwicklung von Schaltungen benötigt auch beim Einsatz von Hochsprachen noch die Transfor-
mation eines Algorithmus bzw. Verfahrens in für Hardware geeignetere Strukturen, z.B. Zusammen-
fassen arithmetischer Operationen, Ersetzen arithmetischer Operationen, Entfernen unnötiger Be-
rechnungen und unnötigen Kontrollflusses, Ausrollen von Schleifen, Überlappen von Datentransfers
und Berechnungen sowie mehrfache Unterbringung von Rechenkernels wie etwa einer Multiplizieren-
Akkumulieren-Einheit oder einer Stencil-Einheit. Der Anwendungsentwickler sollte daher von der
Entwicklung von Hardwareschaltungen vollständig entlastet werden. Dazu muss die Nutzung re-
konfigurierbarer Hardware vereinfacht werden hingehend zum bloßen Aufruf der Hardware, wie es
beispielsweise mit der BLAS-Implementierung von Convey möglich ist. Um dennoch gewisse Flexi-
bilität hinsichtlich der Unterstützung mehrerer Anwendungen zu bieten, empfiehlt es sich, mehrere
Spezialoperationen zusammen anzubieten anstelle einer generischen Vektor-Personality, welche im
Wesentlichen auf die Durchführung arithmetischer Operationen auf Vektordaten zugeschnitten ist.
Der Aufruf der Spezialoperationen ist über geeignete Schnittstellen, wie etwa über einen Funkti-
onsaufruf, anzubieten. Die Spezialoperationen sind als Komponenten zu implementieren und un-
ter anderem für möglichst optimalen Datentransfer und die Datenhaltung selbst zuständig. Die
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Komponenten müssen dann nicht mehr jedes mal neu synthetisiert werden. Bei der Entwurfsrau-
mexploration ist daher lediglich die Programmierung in Software zu ändern wie beim Einsatz des
Convey-Compilers für die Vektor-Personality. Die Schnittstelle der Komponenten zur Hardware
und letzendlich auch zum Prozessor muss von den Systemherstellern oder Hardwareentwicklern
geliefert werden.
5.9 Zusammenfassung und Erkenntnisse
Es wurden mehrerlei Ansätze auf unterschiedlichen Granularitätsstufen untersucht, wie heterogene
Systeme mit Mehrkernprozessoren oder rekonfigurierbarer Hardware für numerische Anwendun-
gen nutzbar sein können. Auf der untersten Stufe können einzelne Instruktionen verlagert werden.
Das exakte Skalarprodukt nach Kulisch mit einem 768 bzw. 4288 Bit breiten Festkommaregister
scheint zunächst hervorragend zur Verlagerung in rekonfigurierbare Hardware geeignet. Da jedoch
eine lange Pipeline mit zahlreichen, über mehrere Takte hinweg bestehenden Konflikten bei meist
nur drei oder vier parallelen Operationen pro Pipelinestufe in der Umsetzung entsteht, lässt sich
Nutzen erst mit höherer Granularität auf der Funktionsebene erzielen, z.B. mit Matrix-Vektor-
Multiplikationen oder gar Matrixmultiplikationen. Der Platzbedarf dafür ist allerdings enorm, und
die nahtlose Datenübertragung kritisch. Dennoch lässt sich das exakte Skalarprodukt durch Ver-
lagerung in rekonfigurierbare Hardware auf leistungsfähigen heterogenen Systemen gegenüber der
Ausführung in Software stark beschleunigen.
Unter dem Gesichtspunkt der Programmierbarkeit wurden verschiedene hochsprachliche Ansätze
untersucht, Leistungssteigerung dadurch zu erzielen, dass rechenintensive Anwendungsteile in re-
konfigurierbare Hardware ausgelagert werden, z.B. auf Funktionsebene. Der Ansatz mit Quelltext-
konvertern funktioniert prinzipiell; es ist jedoch sehr aufwendig, auf diese Weise auch Leistungsstei-
gerungen zu erzielen. Der compiler-basierte Ansatz bedeutet hingegen weit weniger Aufwand und
erzielt auch die gewünschte Leistungssteigerung. Dies wurde unabhängig von Meyer et al. bestätigt,
die mit Conveys Vektorpersonality vergleichbare Leistung zu einem Achtkern-Server erreichen [198].
Es zeigte sich dabei aber auch, dass aufgrund des für die Datenübertragung nötigen Zusatzaufwands
die Verlagerung größerer Anwendungsteile bzw. der gesamten Anwendung in Hardware wesentlich
vielversprechender ist, so dass eine auf Vektoroperationen ausgelegte Personality nicht genügt.
Diese erhöhte Granularität ließe sich auch hervorragend durch ein Rahmenwerk zur Ausführung
von Funktionsbausteinen wie Stencils und Vorkonditionierern erreichen. Dabei ist das Problem der
Datenübertragung zu lösen und eine geeignete Methode zur Ansteuerung einzelner oder mehrerer
Spezialeinheiten zu finden, die von Anwendungsentwicklern leicht beherrschbar ist. Im folgenden
Kapitel werdem daher die Untersuchungen zu geeigneten Rahmenwerken und die finale Imple-
mentierung eines geeignet scheinenden Rahmenwerks auf der Convey HC-1 vorgestellt sowie die
zugehörigen Syntheseergebnisse.
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KAPITEL 6
Steuerungen von FPGAs und Anbindungen an
Anwendungen und Programmierumgebungen
Im vorigen Kapitel wurde ersichtlich, dass direkte Ansätze, bei denen der Entwickler bestehen-
den Code nur um Angaben erweitert oder mittel- bis grobgranulare Koprozessoren in die Anwen-
dung einbindet – möglichst datengetrieben –, vielversprechender sind als Quelltextkonvertierer und
feingranulare Koprozessoren auf Instruktions- oder Funktionsebene. Es werden also Rahmenwerke
benötigt, die höhere Funktionalität dem Anwender bereitstellen. Innerhalb der Rahmenwerke sollen
Komponenten mit Spezialoperationen wie beispielsweise einem exakten Skalarprodukt bereitgestellt
werden.
6.1 Grundlagen
Die Grundlagen für die in diesem Kapitel vorgestellten Konzepte und Architekturen sind die Daten-
getriebene Programmausführung und das Datenflussprinzip, die komponentenbasierte Entwicklung
und der Task-Parallelismus.
6.1.1 Vergleich einiger Programmiermodelle
Einen Vergleich einer Vielzahl an kommerziellen Programmiermodellen und Programmierstandards
stellen Membarth et al. an [194]. OpenMP und Intel TBB sind ihren Untersuchungen nach besser
benutzbar als Cilk, RapidMind oder OpenCL, auch wenn sie für den von ihnen gewählten Anwen-
dungsfall der Bildregistrierung keine explizite Unterstützung bieten. Der Mehraufwand bei taskpar-
alleler Ausführung fällt durchweg geringer aus als bei feingranular datenparalleler Ausführung. TBB
bringt am wenigsten Aufwand mit und erzielt auch die besten Ausführungszeiten.
Charm, Cilk und OpenMP werden verglichen von Xia et al. gegenüber ihrem eigenen Ansatz [283].
Besonders an ihrem Ansatz ist die Verwaltung vieler Threads in Multi- und Manycore-Rechnern auf
hierarchische Weise mittels Bündelung in Gruppen und Teilung derselben zum Zwecke der taskpar-
allelen Ausführung von Anwendungen, die mittels gerichteter, azyklischer Graphen1 beschrieben
sind. Je Gruppe gibt es einen Manager-Thread, der die Synchronisation mit einem Super-Thread
und die Verteilung der gruppeneigenen Last vornimmt. In jeder Gruppe gibt es Queues mit Arbeits-
aufträgen, die von den Arbeitern2 nacheinander oder auch parallel zueinander ausgeführt werden,
wenn keine Abhängigkeiten vorliegen. Zur Beachtung der Abhängigkeiten wird ein Zähler einge-
setzt, der Null sein muss, bevor ein Auftrag verarbeitet werden darf. Ferner enthält ein Auftrag
Verweise auf von ihm abängige weitere Aufträge, deren Zähler nach vollständiger Ausführung vom
Manager-Thread dekrementiert werden. Anhand eines Indikators wird laufend die Arbeitslast er-
mittelt und bei zu hoher Arbeitslast die Gruppe mit einer anderen zusammengelegt bzw. bei zu
geringer Last aufgeteilt in zwei Gruppen, so dass die zweite Gruppe eine neue Queue mit Auf-
trägen bearbeiten kann. Die auszuführende und mit Charm, Cilk und OpenMP zu vergleichende
Anwendung wird von ihnen in voneinander abhängige Tasks aufgeteilt und nach unterschiedlichen
1engl. directed, acyclic graph (DAG)
2engl. workers
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Scheduling-Strategien ausgeführt, unter anderem zentral vs. verteilt, dediziert verwaltet vs. gemein-
sam zugreifbar, und schließlich mit Work-Stealing. Insgesamt schneidet ihr Ansatz des hierarchi-
schen, gruppen-basierten, adaptiven Schedulings wesentlich besser ab. Die beste Anzahl an Threads
bzw. Gruppen hängt allerdings stark von den Taskgraphen bzw. Anwendungen ab. Zur Bestimmung
der Arbeitslast müssen die Knoten des DAGs jedoch vorab schon annotiert sein mit der voraussicht-
lich erzeugten Arbeitslast. Außerdem ist es mittels der Zähler nicht möglich, Pipeline-Parallelismus
auszunutzen, da immer gewartet wird, bis der erzeugende Auftrag vollständig ausgeführt ist. Ge-
rade unter der Annahme von gemeinsamen Caches ist es sinnvoll, die erzeugten Daten auch gleich
weiterzunutzen, was jedoch in diesem strengen Datenflussausführungsmodell nicht möglich ist.
Mittels Benchmarksuites lassen sich umfangreichere Aussagen über die Leistungsfähigkeit von Sys-
temen und auch Programmiermodellen erhalten. Das taskparallele OMPSs ist etwa zwei Mal schnel-
ler als die Verwendung von Posix-Threads, gemessen mit einer zur Bewertung von parallelen Pro-
grammiermodellen entwickelten Benchmarksuite [11].
Den zitierten Artikeln zufolge sind taskparallele, abstrakte Programmier- und Ausführungsmodelle
bevorzugenswert sowohl im Hinblick auf Entwicklungsaufwand als auch auf erzielbare Leistung. Die
vorliegende Dissertation zielt daher darauf ab, zur Nutzung von heterogenen, rekonfigurierbaren
Mehrkernsystemen ein abstraktes, taskparalleles Modell zu nutzen, das über die Software-Hardware-
Grenze hinweg nutzbar ist.
6.1.2 Datengetriebene Programmausführung und das Datenflussprinzip
Die datengetriebene Ausführung von Operationen und Algorithmen wird laufend in Programmier-
modellen, Anwendungen und Hardware eingesetzt. Sie ist wesentlich bei der Verlagerung von Al-
gorithmen in Koprozessoren oder Beschleunigerhardware, denn sie ist dazu geeignet, das angespro-
chene Problem der Datenübertragung anzugehen, indem Berechnungen ab Verfügbarkeit der Daten
erfolgen. Ferner muss die Datenlokalität nicht gezielt angegangen werden. Dieser Ansatz ist daher
sehr anwenderfreundlich, also auch für Domänenexperten als Anwendungsentwickler geeignet.
Auf der datengetriebenen Ausführung basierend wurde das Datenflussprinzip entwickelt, das über
die letzten Jahrzehnte hinweg immer wieder umgesetzt wurde. Diesem Prinzip liegt zugrunde,
dass die Daten von Knoten zu Knoten fließen und ausführbereite Knoten dann auf einer freien
Ausführungseinheit ausgeführt werden, wobei die Knoten des Graphens entsprechend der gewähl-
ten Granularität einzelne Mikroprozessorinstruktionen sein können bis hin zu komplexen Funktio-
nen. Das Modell des Datenflusses ist darüber hinaus auch geeignet, für die Ausführungszeit von
Anwendungen untere Schranken zu bestimmen, indem unabhängige Graphen optimal geschedult
werden und die Startzeitpunkte eines Subgraphens durch die Ankunfts- und Berechnungszeiten in
vorhergehenden Subgraphen bestimmt werden [109].
Bereits John von Neumann hat seine zu programmierenden Algorithmen zunächst als Flussdia-
gramm formuliert [94] und dann daraus in mehreren Schritten das Programm entwickelt. Aufgrund
der zugrundeliegenden, nach ihm benannten Architektur des verwendeten IAS-Computers wur-
den die Daten jedoch einzeln per Ladebefehl aus dem Hauptspeicher geholt und daraus später
die kontrollflussorientierten Architekturen entwickelt. Treleaven et al. stellen einige wichtige Un-
terscheidungsmerkmale von Kontrollflussrechnern und Datenflussrechnern auf [261]. Im Textbuch
”
Processor Architecture: From Dataflow to Superscalar and Beyond“ [238] beschreiben die Autoren
die wichtigsten Prinzipien des Datenflusses einhergehend mit der Entwicklung von Datenflussarchi-
tekturen. Neben den von Treleaven et al. aufgestellten Klassifikationen beschreiben sie ebenso die
zum damaligen Zeitpunkt vorhandenen Datenflussarchitekturen, ihre Herkunft, Entwicklung und
Programmierung.
Datengetriebene Ausführung
Operationen datengetrieben auszuführen, bedeutet, auf das Vorhandensein der Operanden zu war-
ten und ab Verfügbarkeit der Operanden auch sofort die abhängige Operation auszuführen. Die
Auflösung von Abhängigkeiten nach Tomasulos Algorithmus [260] in Superskalarprozessoren ist
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gleichermaßen datengetrieben wie die Zwischenspeicherung bzw. Bereithaltung von Daten in Hard-
wareschaltungen, wie es z.B. bei der Beschleunigung von Algorithmen mittels FPGAs benötigt
wird. Demgegenüber steht der bedarfsorientierte Ansatz, bei dem ein Knoten erst dann aktiviert
wird, wenn seine Ausgabe benötigt wird.
Daten bzw. sogenannte Tokens3 werden von Produzenten erzeugt und von Verbrauchern verbraucht.
Im Falle einer 1:1-Beziehung muss der Verbraucher wissen, ob das ihm überreichte Datum auch
wirklich gültig ist, und umgekehrt muss der Verbraucher den Produzenten benachrichtigen, wenn er
dieses Datum aufgenommen hat und ein neues Datum verarbeiten könnte. Ein Produzent kann auch
Daten für mehrere Verbraucher erzeugen bzw. ein Verbraucher Daten von mehreren Produzenten
verwenden. Dies ist solange unproblematisch, solange sich nicht zwei Verbraucher um dieselben
Daten bemühen4, da in diesem Fall sichergestellt werden muss, dass nur genau ein Verbraucher
atomar und exklusiv alle Daten verbraucht, bevor der andere Verbraucher dies versuchen würde.
Datenfluss
Bei der Berechnung von Algorithmen oder Anwendungen nach dem Datenflussprinzip werden An-
weisungen (Knoten im zugehörigen Datenflussgraphen) nur dann ausgeführt, wenn gültige Ein-
gangsdaten vorliegen, die als Tokens zwischen den Knoten transportiert werden [160]. Damit kann
auf ein zentrales Taktsignal verzichtet werden, und die Arithmetik und Logik können asynchron
ausgeführt werden unter Verwendung von Bestätigungssignalen5 nach dem Handschlagprotokoll6.
Die Modellierung ähnelt der von Petri-Netzen. Es gibt meistens eine Übereinstimmungseinheit7,
die dafür zuständig ist, eingehende Tokens mit auszuführenden Operationen abzugleichen. Über
Warteschlangen8, insbesondere FIFO-Speicher, werden die auszuführenden Operationen mitsamt
benötigten Operanden an die Ausführungseinheiten übermittelt. Dennis, der zu den ersten For-
schern im Bereich des Datenflusses gehört, gibt einen Rückblick dazu [79].
6.1.3 Komponentenbasierte Entwicklung
Software besteht häufig aus mehreren Komponenten, die nach Möglichkeit voneinander unabhängig
sind und separat entwickelt und getestet werden. Programme lassen sich auf der Grundlage von
Komponenten auf abstrakter Ebene beschreiben und anschließend auf Basis dieser Beschreibung
entweder Syntheseprogramme für ausführbare Dateien erhalten [264] oder die ausführbaren Dateien
selbst [21]. Die Komponenten bündeln intuitiv greifbare Funktionalität. Um portabel zu sein, ist
die Implementierung der Komponenten für verschiedene Architekturen nötig sowie ein Mechanis-
mus, mit dem zur Übersetzungs- oder zur Laufzeit die jeweils passende Implementierung gewählt
werden kann. Im Kontext paralleler Programmierung wurde dieser Ansatz von Bonorden et al.
weitergeführt [38]. Die Nutzung des komponentenbasierten Konzepts wurde von Palatin et al. dazu
eingesetzt, den Grad der parallelen Ausführung von Komponenten zur Laufzeit anzupassen [210].
Dabei werden jedoch ausschließlich Prozessoren mit Simultaneous Multi-Threading (SMT) berück-
sichtigt. In einer komponentenbasierten Architektur für wissenschaftliches Rechnen [6] verwenden
die Komponenten eine wohldefinierte Schnittstelle und können auf unterschiedlichen Teilnehmern in
einem Cluster ausgeführt werden. Dabei dürfen auch unterschiedliche Implementierungen der glei-
chen Funktionalität vorliegen. Derart könnten sich auch besondere Funktionseinheiten einbetten
lassen. Aus Anwendungssicht muss nur eine Stellvertreterfunktion mit einer bestimmten Schnitt-
stelle (Port) aufgerufen werden; die passenden Implementierungen können in beliebigen Sprachen
für beliebige Ausführungseinheiten entwickelt sein. Die komponentenbasierte Programmierung und
Entwicklung von heterogenen Systemen konnte mit Gezel bereits erfolgreich durchgeführt wer-
den [232]. Dies wurde weitergehend mit FPGAs untersucht [54]. Dabei wurde festgestellt, dass
die Änderung einer Software zu einer komponentenbasierten Architektur hin bei Ausführung auf
der CPU bereits einen Nachteil von 9 % zur Laufzeit einbringt, die Ausführungszeit des Kernels
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auf dem FPGA steigt sogar um 10 %. Dennoch ist der komponentenbasierte Ansatz attraktiv, da
die Hardwareinitialisierung und das Übertragen der Arbeitsdaten in Konstruktor und Destruktor
versteckt werden können.
6.1.4 Task-Parallelismus
Ein bereits länger vorhandenes Programmiermodell ist die Thread-Programmierung. Kapselt man
Funktionalitäten in Threads, so lässt sich einerseits Wiederverwendbarkeit und andererseits hohe
Parallelisierbarkeit (Funktions-/Task-Parallelismus) erreichen, insofern die Threads bzw. Kapselun-
gen thread-sicher sind, also mehrfach gleichzeitig aufgerufen und ausgeführt werden können9 [192].
Auch bei nicht thread-sicheren Implementierungen lässt sich über das Ausführen mehrerer unter-
schiedlicher Threads noch teils erheblicher Nutzen aus mehreren Prozessoren oder Prozessorkernen
im Sinne von erzielbarem Speedup ziehen. Diese Funktionalitäten können als Komponenten auf
Funktionsbene betrachtet werden. Die Nutzung rekonfigurierbarer Hardware als spezielle Kompo-
nente stellt eine attraktive Möglichkeit dar, die interne Implementierung zu verstecken und die zur
Verfügung gestellte Funktionalität optimal in die Gesamtausführung zu integrieren.
Cilk [34]/Cilk++/Intel Cilk Plus [183, 223], Intel Threading Building Blocks (TBB) und Open MP
3.0 sind Beispiele für taskparallele Programmiermodelle. Ein weiteres taskparalleles Programmier-
modell ist Concurrent Collections [53], mit dem sich Operationen der Linearen Algebra verknüpfen
lassen. Aufgerufene Operationen oder Funktionen werden parallel zueinander ausgeführt, wenn
keine Abhängigkeiten zwischen ihnen vorliegen.
Liegen Abhängigkeiten vor, so ist es mit Pipeline-Parallelismus als Sonderform von Task-
Parallelismus möglich, die von einer Funktion erzeugten Daten in einer davon abhängigen Funktion
aufzugreifen.
6.1.5 Mikroprogrammierung
Bereits im Jahre 1951 hat Wilkes die Mikroprogrammierung erfunden [280]. So wurde es möglich,
Prozessoren auf Basis sehr einfacher Funktionseinheiten zu entwickeln. Die Verbindung der Einhei-
ten zu einem Datenpfad für einen Befehl wurde dann nicht mehr statisch festgelegt, sondern zur
Laufzeit anhand eines oder mehrerer Mikrobefehle vorgenommen. Man spricht dann von horizon-
taler oder vertikaler Mikroprogrammierung. Die zur Umsetzung eines Befehls der Befehlssatzarchi-
tektur10 verwendete Folge an Befehlen wird als Mikroprogramm bezeichnet.
Mit der Mikroprogrammierung entfällt als eine von mehreren möglichen Fehlerquellen bei der Pro-
zessorentwicklung die Verschaltung der einfachen Funktionseinheiten zu Datenpfaden während der
Schaltungsentwicklung. Das Mikroprogramm kann hingegegen in einem Simulator sorgfältig entwi-
ckelt, simuliert und validiert werden. Sollten dennoch Fehler in der Implementierung der Mikro-
programme vorhanden sein, so können diese nachträglich behoben werden. Wird die Befehlssatzar-
chitektur erweitert, so können neue Mikroprogramme dem Prozessor hinzugefügt werden, um die
neuen Befehle zu implementieren.
Eine formale Beschreibung einschließlich vieler Beispiele findet sich unter anderem im Textbuch
”
Mikroarchitekturen und Mikroprogrammierung: Formale Beschreibung und Optimierung“ [35] (A.
Bode).
6.2 Konzept
Der Anwender soll die Möglichkeit erhalten, die Komponenten sowohl einzeln als auch gemeinsam
zu verwenden. Das Rahmenwerk muss entsprechend eine Verbindungsstruktur bereitstellen, mittels
9engl. reentrant = wiedereintrittsfähig
10engl. instruction set architecture (ISA)
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Abbildung 6.1: Hardwareentwickler stellen die Funktionsblöcke und portieren die Umgebung auf
die Zielplattform, während Anwender für die Ansteuerung entsprechend dem Ziel
der Anwendung sorgen müssen.
Abbildung 6.2: Komponentenbasierte Ausführung des CG-Verfahrens mit zeitlicher Überlappung
unterschiedlicher Komponenten.
derer Daten zwischen den Komponenten ausgetauscht werden können. Zum Aufrufen der Kompo-
nenten und Konfigurieren des Datenflusses ist ein geeigneter Mechanismus zu finden und zu imple-
mentieren. Die Komponenten sollen von Hardwareexperten bereitgestellt werden, das Rahmenwerk
vom Hardwarehersteller oder Hardwareexperten. Die Aufgabe des Anwenders bzw. Anwendungsent-
wicklers beschränkt sich auf die Ansteuerung der Komponenten. Diese angedachte Kollaboration
ist in Abb. 6.1 illustriert. Der Anwendungsentwickler zerlegt die Anwendung in die benötigten
Komponenten, so wie in Abb. 6.2 die benötigten Komponenten in graphenähnlicher Darstellung
für das CG-Verfahren aufgeführt sind. Der Hardwareexperte implementiert fehlende Komponenten
gegebenenfalls und integriert sie im Rahmenwerk. Aus einem ersten, händisch erstellten Kontroll-
datenflussgraphen aufbauend auf Abb. 6.2 kann der Anwendungsentwickler die Ansteuerung der
Komponenten umsetzen. Idealerweise ermöglichen die interne Steuerung und das Verbindungsnetz-
werk die in der Abbildung angedeutete zeitlich überlappte Ausführung der Komponenten angelehnt
an das Datenflussprinzip. Die Notwendigkeit, die Daten wiederholt einzulesen und in den Speicher
zurückzuschreiben, entfällt, indem berechnete Daten gleich weiterverwendet werden in nachfol-
genden Stufen. Die Ausnutzung der verfügbaren Speicherbandbreite kann somit verbessert werden.
Dabei ist es sinnvoll, nicht auf die vollständige Bearbeitung der gesamten Eingangsdaten zu warten,
sondern die Daten auf einer niedrigeren Granularitätsebene bereits zu verbrauchen, beispielsweise
auf Zeilenebene bei Matrizen. Dies stellt einen klaren Gegensatz zum Datenflussprinzip dar, bei
welchem auf die vollständige Berechnung eines Operanden wie etwa einer gesamten Matrix gewar-
tet wird oder aber eine gesamte Matrixoperation als Folge von MAC-Operationen zu sehen ist, die
einzelne Skalare verbrauchen und produzieren.
6.3 Hardware-MOLEN & Slotextensions
Das Rahmenwerk
”
Hardware-MOLEN“ [273, KVB+09] (HMOL) zielte zunächst auf die Virtuali-
sierung von FPGAs, damit bis zu sechs Anwendungen zeitgleich den FPGA nutzen können. Der
FPGA war dazu in eine Schnittstelle und sechs sogenannte Slots aufgeteilt worden, von denen
jeder im Sinne einer Komponente unterschiedliche Funktionalität – oder auch die gleiche – im Rah-
men der verfügbaren Hardwareressourcen bereitstellen soll. Als Komponenten wurden neben einer
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Testeinheit die Implementierung eines exakten Akkumulators [83] und eine 3DES-Implementierung
gestellt.
Wie allerdings in Abschnitt 5.3 erkennbar wurde, ist diese Ebene unzureichend zur Anwendungs-
beschleunigung. Anstelle von einzelnen Skalarprodukten sollten diese unter massiver Datenwieder-
verwendung gemeinsam eine Matrix-Vektor-Multiplikation durchführen. Bei HMOL obliegt es dem
Anwendungsentwickler, mittels sechs separater Threads aus der Anwendung heraus die in den Slots
bereitgestellten Komponenten zu nutzen. Somit kann ein hohes Maß an Kommunikation der Daten
und Synchronisation der Threads innerhalb der Anwendung nötig sein. Die Threads erfragen von
einer Verwaltungsschnittstelle die geforderte Komponente in Form einer Identifikationsnummer.
Ist die Komponente vorhanden und nicht bereits anderweitig vergeben, so werden die benötigten
Verwaltungsstrukturen übergeben. Es ist jedoch unklar, in welchem Slot genau die Komponente
liegt. Ist die Komponente hingegen nicht vorhanden, so war zwar angedacht, die partielle dynami-
sche Rekonfiguration eines freien Slots über die Verwaltungsschnittstelle anzustoßen. Diese wurde
jedoch nicht implementiert. Denn jeder Slot sieht physisch auf dem FPGA anders aus und hält
andere Ressourcen bereit, so dass für jeden physischen Slot jede Komponente separat platziert und
geroutet werden müsste. Somit hat sich das Problem der Slot-Rekonfiguration sogar dahingehend
verschärft, dass die Komponente für genau diesen Slot vorliegen müsste. Dieser Weg benötigt zu
hohen Aufwand bei der Entwicklung und Bereitstellung des Rahmenwerks und der Komponenten.
Ein weiteres Problem ist, dass vorab nicht bekannt ist, ob nicht das Beibehalten der aktuellen
Slot-Belegungen vorzuziehen ist, da weitere Aufgaben später mehr von der aktuellen Belegung
profitieren könnten, als dass die Rekonfiguration eines Slots mit neuer Komponente und daraufhin
wieder mit der alten Komponente helfen würde. Dieser Problemstellung widmet sich verstärkt
RISPP [23]. Dieses Planungsproblem wird später mit dem Konzept der Attributierung separat
unterstützt (Kapitel 7). In weiteren Arbeiten wird das Planungsproblem in heterogenen Systemen
konkret angegangen [170].
Für den Austausch von Daten musste eine geschickte Möglichkeit zur Verbindung der Slots unter-
einander gefunden werden [Ahu09], welche die Kommunikation aller Slots miteinander ermöglicht
und gleichzeitig hohe Datenübertragungsraten bietet. In Anlehnung an die IBM Cell B.E. wurde ein
ringartiger Bus gewählt, da eine Kreuzschaltung zur Verbindung zu ressourcenaufwendig wäre und
bei einem gewöhnlichen Bus der Durchsatz zu gering. Die entwickelte Architektur ist in Abb. 6.3
dargestellt und wird als HMOL+Slotextensions bezeichnet. Mit dieser Architekturerweiterung ist
es prinzipiell möglich, über einen Slot eine Zeile einer linken Matrix einzulesen und an mehrere Ska-
larprodukteinheiten in weiteren Slots weiterzureichen zum Zwecke der Matrixmultiplikation. Diese
weiteren Slots lesen die Spalten der rechten Matrix selbständig ein und erhalten die Zeilendaten
über die interne Verbindungsschnittstelle. Aufgrund des bei HMOL implementierten Konzepts der
freien Belegbarkeit der Slots mit unterschiedlichen Komponenten muss allerdings zum Versenden
der Zeilendaten bekannt sein, in welchen Slots genau die zu verwendenden Skalarprodukteinheiten
untergebracht sind, damit diese korrekt adressiert werden können. Die Slot-Adressen müssen der
Einheit zum Einlesen der Zeilendaten mitgeteilt werden auf geeignete Weise. Diese Einheit wird
somit zu einer parametrisierten Steuerung. Über das implementierte Verbindungsnetzwerk können
nur wenige Daten ausgetauscht werden, so dass eine komplexere Verschaltung mehrerer unterschied-
licher Komponenten zur Ausnutzung von Task- bzw. Pipeline-Parallelismus nicht mehr möglich ist.
Aufgrund der Probleme bei der Nutzung des slot-basierenden Ansatzes muss eine andere Möglich-
keit gefunden werden, wie Anwendungsentwickler bequem und effizient, also mit wenig Aufwand
zur Programmierung der Kommunikation zwischen den Komponenten und ohne zeitlich hohen Auf-
wand für die Design-Synthese, mehr Nutzen aus rekonfigurierbarer Hardware durch Verlagerung
von mittel- bis grobgranularer Funktionalität ziehen können.
6.4 Mikroprogrammierbares FPGA-Rahmenwerk für eine
datengetriebene Architektur
Der Aspekt der Abbildung eines Datenflussgraphen auf den Koprozessor und der Verbindung der
Komponenten wurde näher untersucht. Werden Hochsprachen und Quelltextkonverter genutzt, um
die Ansteuerung von Komponenten wie z.B. Gleitkommaeinheiten in einer Hardwarebeschreibungs-
prache zu erzeugen, so werden in der Regel riesige, schwer wartbare und ineffizient in FPGAs
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Abbildung 6.3: HMOL+Slotextensions.
Abbildung 6.4: Datengetriebene, mikroprogrammier-
bare Umgebung für FPGAs. Hard-
wareentwickler stellen die Funktions-
blöcke und portieren die Umgebung
auf die Zielplattform, während Soft-
wareentwickler die Mikroprogramme
schreiben und für die Datenbereitstel-
lung sorgen müssen.
umsetzbare11 Zustandsautomaten generiert. Pipelining ist darüberhinaus häufig nur begrenzt mit
solchen Automaten umsetzbar. Gerade auf dem UoH HTX-Board gibt es ferner große Ressourcen-
einschränkungen, weshalb dieser Ansatz nicht geeignet ist. Ein Problem bei der Verwendung von
HMOL+Slotextensions mit domänenspezifischen Komponenten als Alternative zu den hochsprach-
lichen Ansätzen liegt darin, dass in Abhängigkeit der jeweiligen Belegung der Slots die Slotnummer
eines Empfängers sich ändert und dem sendenden Slot erst mitgeteilt werden muss. Ein weiteres
Problem besteht in der effektiven Verschaltung der Komponenten miteinander, um die Ausführung
eines Datenflussgraphen erreichen und damit den Pipeline-Parallelismus ausnutzen zu können.
Der in dieser Dissertation verfolgte Ansatz zur Lösung der genannten Probleme besteht aus einem
zentralen Puffersatz, der einem Kreuzschienenverteiler ähnlich ist, sowie einer mikroprogrammier-
baren Steuerung [280]. Die zugehörige Veröffentlichung [NBK+13] dient teilweise als Grundlage
dieses Abschnitts.
Wenn auf einem FPGA bekannte Komponenten geladen sind und ein Mikroprogrammsteuerwerk
zur Ansteuerung selbiger vorhanden ist, kann ein Anwendungsentwickler schnell und bequem in
einem neuen Mikroprogramm andere Algorithmen umsetzen und damit andere Anwendungen un-
terstützen, ohne in die Hardwareentwicklung oder -einschränkungen involviert zu sein. Der Daten-
austausch zwischen den Komponenten soll über Puffer entkoppelt sein, um unnötige Wartezyklen zu
vermeiden und unterschiedliche Latenzen von Hostspeicher, Board-Speicher oder FPGA-internem
Speicher zu überbrücken, und steuerbar sein, um die Komponenten beliebig und der umzusetzen-
den, grobgranulareren Funktionalität entsprechend miteinander kommunizieren lassen zu können.
Dieser gesamte Ansatz ist in Abb. 6.4 illustriert. Obendrein stellen sich hervorragende Debugging-
Möglichkeiten, da die Mikroprogramme schrittweise entwickelt werden können mit Ausgabe der
Zwischenwerte sowie mit zunächst nur der Auslagerung einzelner Teile in die Hardware und an-
schließend der sukzessiven Verlagerung weiterer Anwendungsteile. Dabei ist keine erneute Synthese
nötig; stundenlanges Warten entfällt somit im Gegensatz zu der Verwendung von Hochsprachen
zur Hardwarebeschreibung.
6.4.1 Mikroprogrammierbares Steuerwerk
Für diese Architektur wurde eine Systemarchitektur mitsamt einer Hardware-Software-Schnittstelle
zum Aufrufen von Mikroprogrammen und auch ein zugehöriges mikroprogrammierbares Steuerwerk
11Dies ist auf zuviele Zustände und auf die gewählte Vermischung von Zustandsautomaten mit kombinatorischer
Logik und zahlreichen Signalen sowie Registern zurückzuführen.
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Abbildung 6.5: Mikroprogrammierbares Steuerwerk (µp SW).
Abbildung 6.6: Befehls- und Da-
tenschnittstelle für
Funktionseinheiten.
Abbildung 6.7: Puffersatz und Schnittstelle zwischen
Funktionseinheiten.
regw R10, 200
buf assign dma1, buf1
buf assign dma2, buf2
dma1r 0x1add, R10
dma2r 0x2add, R10




Abbildung 6.8: Mikroprogramm zum Ad-
dieren zweier Vektoren.
(µp SW) entwickelt. Das Steuerwerk ist in Abb. 6.5 dargestellt. Ein vom Anwender initiierter Aufruf
eines Mikroprogramms führt dazu, dass der Befehlszeiger im Sequencer auf diejenige Stelle im
Mikroprogrammspeicher gesetzt wird, wo das aufgerufene Mikroprogramm steht. Die Mikrobefehle
aus dem Speicher werden zunächst als interne oder externe Befehle dekodiert, die externen an die
Funktionseinheiten (Umsetzungen von Komponenten) weitergereicht und die internen Befehle zur
Ansteuerung der ALU oder des Sequencers verwendet. Der Sequencer unterstützt Sprungbefehle
und auch Schleifen. Die ALU führt einfache Operationen auf dem Registersatz aus, die vor allem
der Parametrierung der Einheiten und Schleifensteuerung dienen.
Funktionseinheiten erhalten zwei wesentliche Schnittstellen, wie sie in Abb. 6.6 zu sehen sind. Die
linke ist zuständig zur Entgegennahme von dekodierten Befehlen und Parametern, die auch aus dem
Registersatz stammen können, die rechte interagiert mit dem Puffersatz und stellt die Operanden
für die Operation bereit. Ausgehend von beispielsweise einem Vektoraddierer als Funktionseinheit
ist der Befehl die Angabe von Addition oder Subtraktion, und der Parameter dient dazu, die Länge
der Vektoren anzugeben.
6.4.2 Zentraler Puffersatz
Der Datenfluss zwischen Quell- und Zieleinheiten über den Puffersatz ist in Abb. 6.7 dargestellt. Es
gibt allgemein drei unterschiedliche Möglichkeiten, wie die Funktionseinheiten über den Puffersatz
miteinander verbunden werden könnten. Die erste ist, bei jeder Einheit sowohl die Eingangsports
als auch die Ausgangsports zur Laufzeit genau zu spezifizieren. Nachteilig daran ist, dass eine Viel-
zahl an Multiplexern und Demultiplexern dazu nötig ist, denn Multiplexer und Demultiplexer für
mehr als vier Möglichkeiten sind mit den verwendeten FPGAs sehr aufwendig. Daher sollte ihre
Anzahl gering gehalten werden. Somit bleibt als weitere Möglichkeit, jede Einheit fest mit einem
eigenen Ausgangspuffer zu verbinden. Die Eingänge müssten dann je über Demultiplexer aus den
verschiedenen Puffern auswählen. Problematisch daran sind zweierlei Dinge: Einerseits könnten
die Daten aus einem Puffer von nur genau einer Einheit verbraucht werden; zur Kommunikati-
on zwischen einem Erzeuger und mehreren Verbrauchern würden zusätzlich Duplikationseinheiten
benötigt. Andererseits haben Einheiten tendenziell eher mehr Eingänge als Ausgänge. Daher sind
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Abbildung 6.9: Werkzeugkette zum Übersetzen von Mikroprogrammen aus Assemblertexten in ma-
schinenlesbaren Code.
als dritte und letzte Möglichkeit die Eingänge fest zu verdrahten und die Ausgänge flexibel zu
halten, wodurch insgesamt weit weniger Multiplexer als Demultiplexer bei der vorher genannten
Möglichkeit benötigt werden. Diese Möglichkeit wird aus den genannten Gründen gewählt.
Die Puffer sollen vor allem dem Streaming von Daten dienen, also Vektoren von großen Matrizen
bei numerischen Anwendungen, kontinuierliche Datenströme in der Signalverarbeitung oder ganze
Sequenzen bei bioinformatischen Anwendungen. Um die verfügbaren Speicherressourcen nicht zu
stark auszulasten und dadurch das Routing unnötig zu erschweren, liegt eine sinnvolle Puffergröße
bei etwa 16.384 Bytes für die Verwendung der Xilinx XC5VLX330-FPGAs auf der Convey HC-1.
Dies ist mit lediglich acht BlockRAMs implementierbar und sollte die Unterbringung von etwa zehn
bis zwanzig Puffern ermöglichen. Manche Einheiten benötigen an einem Eingang jedoch nur wenige
Daten als Parameter, etwa bei einer Vektorskalierung. Daher lohnt es nicht, ausschließlich Puffer
für Vektoren bereitzustellen, sondern insbesondere bei der gewählten dritten Möglichkeit mit fest
verdrahteten Eingangspuffern lohnt es sich, diese Puffer klein zu wählen.
Über den Mikrobefehl buf_assign werden der Puffersatz und die darin enthaltenen Multiplexer
entsprechend dem Bedarf so konfiguriert, dass die Ausgaben einer Einheit zu den davon abhängi-
gen Verbrauchern gelangen. Indem ein Ausgangsdatenstrom auf mehrere Eingangspuffer verteilt
wird, können mehrere Verbraucher zeitgleich mit unterschiedlicher Geschwindigkeit die jeweils ein-
gehenden Daten verbrauchen und so der entstehende Pipeline-Parallelismus mehrfach ausgenutzt
werden. Externe Daten werden über DMA-Einheiten eingelesen (Befehl dmar) und genauso in den
externen Speicher zurückgeschrieben (Befehl dmaw). Abbildung 6.8 gibt ein Beispiel dafür, wie zwei
DMA-Einheiten unterschiedliche Zielpuffer zugewiesen werden, die jeweils fest mit der Vektoraddi-
tionseinheit verbunden sind, und dann das Einlesen von Daten ab Adressen 0x1add bzw. 0x2add
angestoßen wird. Ferner wird die Ausgabe der Vektoraddition mit dem der dritten DMA-Einheit
zugehörigen Eingangspuffer verbunden, bevor die Addition für R10=200 Elemente aufgerufen wird.
Der Ergebnisvektor wird an Speicheradresse 0x3add geschrieben. Die drei DMA-Einheiten und
Vektoradditionseinheit führen zeitgleich zueinander ihre Aufgaben aus, so dass das erste Ergeb-
nisdatum bereits im Speicher steht, während noch die letzten Daten eingelesen werden. Um dies
zu erreichen, werden die Mikrobefehle asynchron aufgerufen, d.h. es wird nicht auf die Vollen-
dung des letzten Befehls gewartet, sondern lediglich darauf, dass dieser der entsprechenden Einheit
zugewiesen werden konnte (Auflösung von Ressourcenkonflikten).
6.4.3 Werkzeugkette
Eine einfache Werkzeugkette (Abb. 6.9) sorgt dafür, den menschengeschriebenen Assembler in
maschinenlesbaren Binärcode zu übersetzen. Darüberhinaus kann sie Speicherkonfigurationsdateien
für die statische Speicherbelegung zur Synthesezeit erzeugen, die dafür benötigt wird, dass das
Steuerwerk sich in einem Wartezustand für einen Befehlsaufruf oder für die Übertragung eines
neuen Mikroprogramms befindet. Ein Treibermechanismus, der sowohl in die Systemumgebung als
auch in die Anwendung selbst integriert sein kann, wird benötigt, um die neuen Mikroprogramme
vom Host aus zu übertragen.
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Abbildung 6.10: Implementierung des Rahmenwerks auf dem UoH HTX-Board.
6.4.4 Hardware-Software-Schnittstelle
Über die Hardware-Software-Schnittstelle wird ein Koprozessor gesteuert, werden Daten ausge-
tauscht und die CPU darüber informiert, dass ein Koprozessoraufruf vollendet wurde.
Die Verwendung eines Koprozessors über das mikroprogrammierbare, datengetriebene Rahmen-
werk soll wie folgt ablaufen: Zunächst muss das auszuführende Mikroprogramm übertragen werden.
Dazu wird diejenige Speicheradresse übermittelt, an welcher das mithilfe der Werkzeugkette über-
setzte Mikroprogramm abgelegt wurde. Von dieser Adresse holt das Steuerwerk selbständig das
Mikroprogramm, unter Umständen unter Zuhilfenahme eines weiteren Mikroprogramms, welches
die DMA-Einheiten konfiguriert und in den Mikroprogrammspeicher schreiben lässt. Nach erfolg-
reicher Übertragung des Mikroprogramms kann selbiges aufgerufen werden und, wie bereits anhand
des Beispiels einer Vektoraddition geschildert, die Abarbeitung durchgeführt werden, wozu Daten
geladen und geschrieben sowie die Funktionseinheiten mit Befehlen versorgt werden.
Umsetzung auf dem UoH HTX-Board
Auf dem HTX-Board (vgl. Abschnitt 2.1.4) steht mit dem freien HT-Core keine Speicherkohärenz
hinsichtlich des Hauptspeichers zur Verfügung. Um mit dem Koprozessor zu kommunizieren, wird
daher selbiger über Speicheradressierung im virtuellen Speicher zugänglich gemacht. Die dorthin ge-
schriebenen Daten werden dadurch unmittelbar an das HTX-Board gesendet. Neben dem Schreiben
von Parametern, Mikroprogrammadressen im Hostspeicher und Befehlen ist auch eine Zustands-
abfrage und in geringem Maße sogar Debugging möglich. Um wie in Abb. 6.10 die Ausführung zu
starten, wird nach der Übergabe der Mikroprogrammadresse (1. und 2.) das neue Mikroprogramm
mittels des Standardmikroprogramms geholt (3.) und im Mikroprogrammspeicher abgelegt (4.).
Das neue Mikroprogramm beginnt mit dem Lesen der Eingabedaten (5.) und führt dann die Befeh-
le auf den Funktionseinheiten aus (6.). Das Rahmenwerk benachrichtigt das Anwenderprogramm
auf dem Host mittels eines Interrupts über die vollendete Ausführung. Die erzeugten Daten müssen
vollständig ausgelesen (verbraucht) werden, bevor der Koprozessor wieder verwendet kann. Ist kei-
ne erneute Ausführung gewünscht, so muss der zur Ansteuerung allozierte Speicher freigegeben
werden und die Verbindung mit dem Gerät und dessen Treiber geschlossen werden.
Das Rahmenwerk ist insbesondere dazu gedacht, die Datenwiederverwendung für mehrere ex-
akte Skalarprodukteinheiten bei der exakten Matrixmultiplikation zu erreichen. Die benötigten
Hardwareressourcen nach Place & Route mit lediglich drei einfachen Funktionseinheiten zur In-
krementierung von Integer-Werten um den Wert 1 sind in Tabelle 6.1 aufgeführt. Es war nicht
möglich, die Zeitvorgaben von 5 ns / 200 MHz zu erreichen aufgrund der hohen Anforderungen
der Steuereinheit und des Puffersatzes. Daher musste auf die vollständige Integration und Syn-
these/Place&Route der exakten mikroprogrammierbaren Skalarprodukteinheit für das HTX-Board
verzichtet werden. Da die Takt-Ungenauigkeit mit 0,11 ns allerdings höher ausfällt als die Über-
schreitung mit 5, 0 ns − 5, 086 ns = −0, 086 ns, konnte man mit dem generierte Bitstream unter
Verwendung eines zusätzlichen auf dem FPGA montierten Lüfters erste Messungen durchführen.
Die durchgeführten Leistungsmessungen zeigen jedoch in Abb. 6.11, dass nur etwa 500 MB/s der
maximal 1600 MB/s an möglicher Bandbreite jeweils pro Richtung erreicht werden. Der Nutzen
muss also durch sehr hohe Wiederverwendungsraten der eingelesenen und berechneten Daten durch
126
6.4 Mikroprogrammierbares FPGA-Rahmenwerk für eine datengetriebene Architektur
Ressource Anzahl Nutzungsgrad
Slices 11531 27 %
Flip-Flops 8856 10 %
LUTs 16005 18 %
BRAMs 49 13 %
Maximale Frequenz nach
Synthese 4,426 ns / 225,958 MHz
Place & Route 5,086 ns / 196,618 MHz
Tabelle 6.1: Ressourcenverwendung des Rahmenwerks auf dem UoH HTX-Board nach Place &

























Abbildung 6.11: Durchsatz des Rahmenwerks auf dem UoH HTX-Board an 64-Bit-Wörtern mit
überlappten Lese- und Schreibzugriffen von/zum Hostspeicher.
Ausnutzung von Task- und insbesondere Pipeline-Parallelismus erzielt werden, um die geringe Aus-
nutzung der Bandbreite zu kompensieren. Die Hinzunahme weiterer Funktionseinheiten war jedoch
nicht mehr möglich, solange nicht wesentlich geringere Taktfrequenzen verwendet werden sollen.
Dadurch würde jedoch auch die ausnutzbare Bandbreite weiter sinken. Demzufolge wurde auf Ver-
besserungen der Implementierung verzichtet und anstelle des UoH HTX-Boards mit der Convey
HC-1 eine andere Plattform betrachtet, wie im Folgenden beschrieben.
Umsetzung auf der Convey HC-1
Mit einem leistungsfähigen FPGA-System wie der Convey HC-1 (vgl. Abschnitt 2.1.5 können nun
Vektor- und Matrixoperationen angegangen werden. Entsprechend zielt die Umsetzung der daten-
getriebenen, mikroprogrammierbaren Steuerung auf der Convey HC-1 auch auf matrix-basierende
Anwendungen ab. Dadurch erhalten auch Mathematiker und Numeriker, die tendenziell eher An-
wender abstrakter Programmieransätze zur Nutzung rekonfigurierbarer Hardware sind, bequem
Zugang zu vorgefertigten, leistungsstarken Hardwareimplementierungen. Sehr häufig werden Vek-
toren addiert und skaliert (vgl. axpy-Operation). Weiter wichtig sind Skalarprodukte, denn sie
werden auch für Matrix-Vektor-Multiplikationen und Matrixmultiplikationen benötigt. Viele Glei-
chungslöser basieren auf Stencils, daher ist eine effiziente, datengetriebene Einheit zur Anwendung
von Stencil-Operationen auf Matrizen implementiert. Sie basiert auf den in den Abschnitten 5.8.3
und 5.8.4 geschilderten Überlegungen und Erkenntissen. Auf dieser Basis konnte auch ein Löser für
Rot-Schwarz-Stencil-Schemata als Pipeline implementiert werden. Zusätzlich sind Skalardivisionen
und Vergleichseinheiten nötig, um beispielsweise das CG-Verfahren unterstützen zu können. Abge-
sehen von den arithmetischen Einheiten müssen die Daten natürlich auch gelesen und geschrieben
werden können, was wieder mittels DMA-Einheiten erfolgt. Die Implementierung dieses Rahmen-
werks mit jeweils einer der oben genannten Einheiten und drei DMA-Einheiten ist in Abb. 6.12
veranschaulicht. Mit dieser Auswahl an domänenspezifischen Komponenten und der Möglichkeit zur
bequemen Ansteuerung über den Standard-Koprozessoraufruf auf der Convey HC-1 sollten sich die
benötigte Datenwiederverwendung und auch der Pipeline-Parallelismus ausnutzen lassen.
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Abbildung 6.12: Implementierung des Rahmenwerks auf der Convey HC-1.
Ressource Anzahl Nutzungsgrad
Slices 34.520 66 %
LUTs 89.447 43 %
Register 86.379 41 %
DSPs 110 57 %
BRAMs 166 57 %
Max. Freq. 6,643 ns / 150,5 MHz
Tabelle 6.2: Ressourcenbedarf des Rahmenwerks mit je einem einzelnen Exemplar einer Kompo-
nente auf der Convey HC-1 mit einem Xilinx Virtex-5 LX330.
Auf der Convey HC-1 wird der allgemeine Registersatz des AE Hubs genutzt, um die Adresse
des Mikroprogramms und der Speicherorte der Ein- und Ausgaben zu übergeben (1.). Wenn der
Koprozessor und damit auch das Rahmenwerk über den AE Hub aufgerufen wird (2.), wird mit-
tels des Standardmikroprogramms zunächst das neue Mikroprogramm aus dem externen Speicher
geladen (3.) und über den Puffersatz in den Mikroprogrammspeicher geschrieben (4.). Dann wird
zum Mikroprogramm gesprungen und die Befehle aus dem Mikroprogramm werden dekodiert und
die Register gelesen (5.), um schließlich die entsprechenden Funktionseinheiten mit den passenden
Parametern anzusprechen (6.). Die Funktionseinheiten werden gleichzeitig zueinander auf datenge-
triebene Weise ausgeführt (7.).
Die Implementierungsergebnisse mit jeweils nur einem Exemplar jeder der o.g. Einheiten finden sich
in Tabelle 6.2. Damit müssen Anwendungen wie das CG-Verfahren, die manche Operationen pro
Iteration mehrfach verwenden, aufgeteilt werden in mehrere sequentielle Aufrufe (
”
Blockvariante“).
Da die Daten dabei aber nicht vom Host zum Koprozessor oder umgekehrt migriert werden müssen,
sollte dies keinen nennenswerten Nachteil bei großen Datenmengen darstellen.
6.4.5 Ergebnis und Zusammenfassung des mikroprogrammierbaren, datengetriebenen
Rahmenwerks
Es gibt bereits mehrerlei Ansätze, wie wissenschaftliche Anwendungen, die stark auf Gleitkomma-
berechnungen basieren, in Hardware gebracht werden können. Ein solcher Ansatz sind Coarse-
Grained Reconfigurable Arrays (CGRAs). Diese sind auch in rekonfigurierbare Logik übertragbar
und darüber das Konzept der Komponenten ausnutzbar. Wesentlich ist dabei die überwiegend
statische Verdrahtung der Zellen entsprechend der Anwendungslogik. Mikroprogramme können
ein adäquates Mittel dazu darstellen, FPGAs wie CGRAs zu verwenden und durch die nahtlose
Kopplung der Funktionseinheiten, welche die Funktionalität einer Komponente umsetzen, die Da-
tenwiederverwendung wesentlich zu erhöhen. Die Kernkomponente dabei ist ein Puffersatz, dessen
Ressourcen den Funktionseinheiten zuweisbar sind, um so den Datenfluss zu modellieren.
Das implementierte und getestete Rahmenwerk ermöglicht nun Folgendes: den Nutzen, die
Ausführung einer Komponente in rekonfigurierbare Hardware zu verlagern, zu bestimmen; unter-
schiedliche Komponenten in Hardware separat voneinander zu evaluieren hinsichtlich größtmögli-
chen Nutzens; mehrere Komponenten aus der verfügbaren Menge zeitlich versetzt zueinander nut-
zen; und schließlich die zeitgleiche, task-parallele Nutzung mehrerer Komponenten sowie obendrein
die überlappte, pipeline-parallele Nutzung von Komponenten, die im Kontrolldatenflussgraphen
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voneinander abhängig sind. In ein solches Rahmenwerk kann exakte Arithmetik eingebracht wer-
den, von welcher der Anwender entweder gar nichts weiß und daher automatisch genauere Ergeb-
nisse erhält, oder diese bewusst einsetzt, um eine Umgestaltung des implementierten Verfahrens zu
vermeiden.
Das Erzeugen von rekonfigurierbaren Hardwaredesigns ist seitens des Anwenders nicht mehr nötig.
Dadurch entfällt die zeitaufwendige Entwurfsraumexploration bei der Umsetzung des Algorithmus
in einer Hochsprache und zusätzlich die für Synthese und Platzierung&Verdrahtung benötigte Zeit.
Als Alterative zur Quelltexterzeugung aus hochsprachlichem Code sollte jedoch die (semi-)automa-
tische Erzeugung von Mikroprogrammen für solche Steuerwerke untersucht werden.
6.5 Ergebnis und Zusammenfassung
Der Schlüssel zur Anwendungsbeschleunigung mithilfe von FPGAs liegt einerseits in der Auslas-
tung, aber nicht Überlastung, der verfügbaren Speicher- und Schnittstellenbandbreite. Also müssen
Daten so oft und viel wie möglich wiederverwendet werden, bevor sie verdrängt oder zurückgeschrie-
ben werden. Entsprechend muss Task-Parallelismus genutzt werden, was über das Datenflussprinzip
erreicht werden kann. Ein statisches Rahmenwerk wie H-MOL, das zunächst wie ein MIMD-artiger
Koprozessor gedacht war, kann dies zwar durch Hinzufügen eines Verbindungs- und Konfigurations-
systems leisten, ist aber nicht vom Nutzer programmierbar. Die Reihenfolge des Aufrufs der Kom-
ponenten und die Verbindung selbiger miteinander müssen vom Nutzer konfigurierbar sein. Dazu
eignen sich Mikroprogramme, die von Software-Seite aus übertragen und dann auf dem Koprozessor
gestartet werden. Die einzelnen Funktionsaufrufe an die Komponenten werden innerhalb weniger
Takte vom Steuerwerk durchgeführt, insofern die Komponente verfügbar und ausführungsbereit ist.
Die entsprechende Ausführung der Komponenten dauert aber idealerweise einige tausend Takte,
während weitere Komponenten aufgerufen und ausgeführt werden. Das Mikroprogramm spiegelt
insofern eher die Konfiguration des Rahmenwerks wieder, und damit nicht zuletzt auch die Ab-
bildung des Datenflussgraphens auf den FPGA. Datenflussgraphen sind es wiederum, welche für
Anwendungsentwickler intuitiv nutzbar sind, um ihre Anwendungen zu beschreiben.
Weitergehend ist zu untersuchen, wie die Entwicklung eines Anwendungsbeschleunigers unter Zu-
hilfenahme des Konzepts des datengetriebenen, mikroprogrammierbaren Rahmenwerks erfolgt und
weiter vereinfacht werden kann. Außerdem ist eine Möglichkeit zu finden, wie die Ausführung von
Anwendungsbeschleunigern optimal in Mehrkernsysteme integriert werden kann, da ein Prozessor-
kern meistens mit der Kommunikation mit dem Beschleuniger beschäftigt ist, die übrigen Kerne
aber sinnvolle Arbeit leisten sollten.
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KAPITEL 7
Attributierung von Eigenschaften und
Anforderungen
Bis jetzt wurden eine Reihe von entwickelten Spezialschaltungen für bioinformatische und numeri-
sche Anwendungen sowie einige Möglichkeiten und Implementierungen zur abstrakteren Ansteue-
rung von rekonfigurierbaren Systemen beschrieben. Die FPGA-Nutzung bei HHblits lohnt sich
nur für Sequenzen ab 500 Zeichen Länge; das exakte Skalarprodukt in Hardware lohnt nicht für
numerisch stabile Verfahren; der mit einer Hochsprache entwickelte Vorkonditionierer ist äußerst
langsam, kann aber nebenläufig zu Berechnungen auf dem Hostprozessor eingesetzt werden; und
bei Verwendung des mikroprogrammierbaren Steuerwerks hängt die erzielbare Leistung vom im-
plementierten Mikroprogramm und den Eingabedaten ab. Somit hat jede Schaltung besondere
Eigenschaften und kann dazu passende Anforderungen der Anwender erfüllen. Damit Systeme mit
solchen Spezialschaltungen für den Anwender oder Entwickler attraktiv, bequem programmierbar,
mit wenig Aufwand nutzbar werden und Anwendungsbeschleunigung bieten, muss ein geeignetes
Mittel bereitgestellt werden. Als Mittel der Wahl wird Attributierung vorgeschlagen, mittels dessen
ein Laufzeitsystem den Ausführungsort für eine Komponente bestimmen kann. Das Laufzeitsystem,
welches einen Funktionsaufruf auf eine alternative Implementierung umlenken kann, wurde von Ma-
rio Kicherer direkt am Lehrstuhl entwickelt [44, 168, 169]. Um die Komponente an dem gewünschten
oder hinsichtlich einer Metrik besten Ort auszuführen, sucht es die für den jeweiligen Ort passende
Implementierung aus, wenn der Anwender seine Anforderungen bekanntgibt. Dieses Kapitel stellt
das Konzept der Attributierung vor [NBK09], die Umsetzung der Werkzeugkette und den nötigen
Aufwand zum Auslesen der Attribute [NKBK10]. Der Nutzen in heterogenen Systemen hinsichtlich
der anwendungsangepassten Auswahl der passendsten Implementierung [KNBK12] wird mittels des
von Mario Kicherer entwickelten Laufzeitsystems evaluiert. Dieses Kapitel basiert entsprechend auf
den zugehörigen Veröffentlichungen.
7.1 Idee und Konzept
In rekonfigurierbaren Systemen ist die Hardware zu unterschiedlichen Zeitpunkten unterschied-
lich konfiguriert. Für eine Anwendung bedeutet dies einerseits, dass die benötigte Hardware-
Konfiguration noch gar nicht geladen sein kann und daher zu überlegen ist, ob es sich zeitlich
mitsamt der Rekonfigurationsdauer überhaupt lohnt, die rekonfigurierbare Hardware zu nutzen.
Andererseits stehen eventuell mehrere unterschiedliche, für verschiedene Teile der Anwendung ge-
eignete, Konfigurationen mit verschiedenen Eigenschaften zur Auswahl, mit denen die rekonfigu-
rierbare Hardware konfiguriert werden kann. Auch der Gesichtspunkt des Energiebedarfs einer
Hardwareschaltung zur Ausführungszeit sowie für die Rekonfiguration gewinnt zunehmend an Be-
deutung. Im größeren Kontext sind daher die Untersuchungen geschildert, welche Mittel dafür
geeignet sind, ein Laufzeitsystem bei der Entscheidung zu unterstützen, so dass eine Anwendung
maximal vom vorhandenen heterogenen System profitiert.
Als Lösungsansatz werden Attribute vorgeschlagen. Die Attribute sollen die Anforderungen von
Anwendungen gleichermaßen wie den Systemzustand angeben und damit bei der Entscheidungsfin-
dung anhand von Schwellwerten und Regeln helfen. Sie sollen im Quelltext direkt angegeben werden
können und in den ausführbaren Dateien bzw. Bibliotheken gespeichert werden. Das Laufzeitsys-
tem kann dann in Kenntnis der als Attribute gespeicherten Anforderungen wie in Abbildung 7.1
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Abbildung 7.1: Attributierte Anwendungs-
ausführung.
Abbildung 7.2: Zu einem Funktionsaufruf
passende Implementierungen.
Name Beschreibung Beispiel
precision Zahlenformat single, double, quad, GMP, exact
signature Funktionssignatur int f(char *)
psize Problemgröße 100, 5000+
target Typ der Verarbeitungseinheit FPGA, GPGPU, CMP, SMP
pmodel Programmiermodell CUDA, OpenMP, H-MOL
cpu features Anforderungen an Hardware MMX, SSE*, AVX
speed Grobe Leistungsangabe fast, slow
Tabelle 7.1: Auswahl an Attributen.
dargestellt geeignete Hardwarekonfigurationen suchen, diese im slot-basierten oder mikroprogram-
mierbaren Rahmenwerk [KVB+09] bereits laden und später die Funktion zur Ansteuerung der
rekonfigurierbaren Hardware beim attributierten Funktionsaufruf aus der Anwendung heraus ver-
wenden oder eine Softwareimplementierung der benötigten Funktionalität (vgl. Abb. 7.2). Dazu
ist es nötig, dass die verfügbaren Implementierungen gleichermaßen attributiert sind wie auch die
Aufrufe bzw. die Anwendung, um einerseits Komponenten mit passender Funktionalität zu fin-
den und andererseits auch die Anforderungen mit diesen Eigenschaften vorhandener Komponenten
abgleichen zu können.
7.1.1 Attribute
In Tabelle 7.1 ist eine Auswahl von sinnvoll scheinenden Attributen angegeben, die gewisserma-
ßen als Standardattributsatz verwendet werden kann. Manche Algorithmen wie beispielsweise das
Lanczos-Verfahren (vgl. Abschnitt 5.1.2) benötigen hohe Auflösung bei den Gleitkommaoperatio-
nen (und ggf. auch -operanden), um bei der Berechnung im Computer numerisch stabil zu sein
(s. Abschnitt 5.1.3). Dazu wird das Attribut precision eingeführt. Das Problem, dass die beim
Funktionsaufruf übergebenen Daten breiter oder schmaler sein können und dazu einen anderen
Datentyp brauchen, lässt sich einerseits über Zeiger auf die Speicherstellen lösen, und andererseits
über das Attribut signature.
Der Nutzen von Beschleunigern ist häufig abhängig von der Problemgröße (z.B. das CG-Verfahren
auf der Convey HC-1 unter Verwendung der Vector-Personality; Abb. 5.43), was häufig an der
Efffizienz des Datentransfers zum Beschleuniger liegt sowie an der koprozessorseitigen Wiederver-
wendung der Daten. Daher kann über das Attribut psize eine untere Schranke angegeben werden,
ab welcher die Nutzung sinnvoll scheint. Auch für die Berechnung eines lückenlosen Scores gibt es ei-
ne untere Schranke von 500 Zeichen pro Sequenz, ab welcher sich erst die Nutzung des Koprozessors
lohnt [NBSK13] (Abbildung 4.10).
Implementierungen von Komponenten geben anhand des Attributs cpu features die Nutzung
spezifischer Hardware an. Zur Vereinfachung der Auswahl zur Laufzeit können Implementierungen
für unpassende Hardware/Zielarchitekturen zu Beginn des Auswahlprozesses aussortiert werden.
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Hingegen werden Wünsche nach der Zielarchitektur über das Attribut target oder über das Pro-
grammiermodell (pmodel) angegeben, etwa weil sich der Anwender besondere Qualitäten von der
Ausführung auf bestimmter Hardware erhofft.
Manchmal sind vorab der Ausführung schon Leistungseigenschaften bekannt, z.B. mag die mit-
gelieferte Standardimplementierung bekanntermaßen sehr langsam sein, wozu das Attribut speed
passenderweise auf slow gesetzt wird. Umgekehrt könnte ein Hardwareentwickler die von ihm be-
reitgestellte Implementierung bereits vorab evaluiert haben und weiß daher, dass sie besonders
schnell ist, eventuell unter Vernachlässigung anderer Eigenschaften.
Manche Attribute können auch automatisch hergeleitet werden wie etwa die Funktionsnamen oder
die Signatur; auch erste Leistungsdaten könnten bereits bei der Kompilierung automatisiert ermit-
telt werden. An sich soll es dem Anwender und gleichermaßen dem Hardwareentwickler überlassen
sein, geeignete Attribute anzugeben. Dabei ist letzlich zu beachten, dass eine zu große Menge von
Attributen dazu führt, dass der Auswahlprozess aufwendiger wird.
7.1.2 Code-Erweiterung mit Pragmas
Sowohl die Komponentenimplementierungen als auch die -aufrufe sollen mit Pragmas für das soge-
nannte Dynamic Linking and Runtime System (DLRS) erweitert werden. Die Pragmas beginnen mit
#pragma DLRS und enthalten beliebig viele Paare aus Schlüssel und Wert: key=value. Idealerweise
sind die Attribute orthogonal zueinander, um die Parameterexploration zur Laufzeit einfach zu ge-
stalten. Zum besseren Verständnis sind die Implementierungen für 3DES im H-MOL-System [273]
und die Aufrufe aus der Methode main heraus in Listing 7.1 aufgeführt. Bei eigenmächtig fest-
gelegten Attributen muss auf numerisches Werte zurückgegriffen werden sowie der Minimal- und
Maximalwert angegeben werden, damit das DLRS ohne händische Erweiterungen die Attribute
auswerten und somit auch berücksichtigen kann.
#pragma DLRS name=calculate 3DES p s i z e =10KB f e a t u r e s=FPGA
double ∗ calculate 3DES hw (double∗ x ) {
return h m o l a c c e l e r a t e d i r e c t ( a c c e l s l o t , . . . ) ;
}
#pragma DLRS name=calculate 3DES p s i z e =50KB f e a t u r e s=CPU
double ∗ ca lculate 3DES sw (double∗ x ) {




int main ( int argc , char ∗∗ argv ) {
double ∗ input , ∗ encrypted ;
input = . . .
#pragma DLRS pre f e r hardware=1 p s i z e =30KB
encrypted = calculate 3DES ( input ) ;
. . .
}
Listing 7.1: Attributierter Funktionsaufruf und attributierte Implementierungen.
Wie man leicht erkennen kann, ist es wichtig, mehrere Attribute oder interne Vorgaben zu haben,
um die Entscheidung in solchen Situationen zu erleichtern, in denen mehrere Implementierungen
passend scheinen. Beispielsweise kann das die Angabe der Leistungsaufnahme sein oder die stan-
dardmäßige Bevorzugung von FPGAs bzw. Koprozessoren (prefer hardware).
7.1.3 Erweiterung der Standardwerkzeugkette und der Binärdateien
Die gewöhnliche Werkzeugkette bestehend aus Präprozessor, Compiler und Linker soll beibehalten
und nur geringfügig erweitert werden wie in Abb. 7.3, so dass die vorgeschlagenen Erweiterungen
133
Kapitel 7 Attributierung von Eigenschaften und Anforderungen
Abbildung 7.3: Übersetzen eines attributieren Programmcodes zu attributierter Binärdatei.
Abbildung 7.4: Speichern der Objekte, Relocation-Information und des DLRS-Segments in der
ELF-Datei.
eines Tages in die Standardwerkzeugkette vollständig einfließen könnten. Die Attribute werden dazu
im Quelltext als Pragmas angegeben und können daher vom Präprozessor extrahiert werden. Der
Compiler und Linker werden nicht berührt. Abschließend müssen die extrahierten Pragma-Daten
und ggf. weitere Informationen wie Bitstreams der Binärdatei hinzugefügt werden, so dass sie vom
Laufzeitsystem oder den Anwendungen selbst bequem gelesen werden können. Dazu werden die
Attribute von einem weiteren Werkzeug kompiliert und zusätzlich in die entstehende Binärdatei
gelinkt.
Mittels eines weiteren Segments in der Binärdatei der Anwendung oder Bibliothek lässt sich die
binäre Einbindung der Attributdaten elegant erreichen. In modernen UNIX-basierten Betriebssys-
temen werden solche Dateien im Executable and Linkable Format [253] (ELF) gespeichert. Selbiges
enthält Kopfdaten mit der Angabe der Anzahl an Segmenten und ihren Positionen in der Datei;
die Segmente wiederum bestehen aus ein oder mehreren Sektionen, in denen schließlich Daten wie
Konstanten und der übersetzte Programmcode zu finden sind. Um in den ELF-Dateien die Attri-
bute zu speichern, erstellt ein zusätzliches Werkzeug eine reguläre Objektdatei, welche die aus den
Pragmas gewonnenen Informationen erhält. Es ist nicht sinnvoll, diese Aufgabe direkt in den Com-
piler zu implementieren, um auch weiterhin die saubere Trennung der Standardwerkzeugkette in
ihre Bestandteile zu wahren. Ein Linker fügt diese Objektdatei als DLRS-Segment hinzu, genau so
wie auch andere Objektdateien und die Relocation-Informationen der dynamisch einzubindenden
Bibliotheken hinzugelinkt werden, wie es in Abb. 7.4 dargestellt ist. Die DLRS-Sektionen lassen
sich auch bestehenden Bibliotheken hinzufügen, wenn dazu Bedarf sein sollte.
7.2 Implementierung
Nach dem im vorigen Abschnitt 7.1 vorgestellten Konzept und einer skizzierten möglichen Umset-
zung wird mit der Beschreibung der konkreten Implementierung [Che09] der Attribute, Pragmas,




Abbildung 7.5: Baumartige Organisation der Proxies und Funktionalitäten in ausführbaren Dateien
und Bibliotheken sowie deren Attribute.
Abbildung 7.6: ELF-Sektionen für jeden Proxy bzw. Funktionalität mit Wörtertabelle, Attributen
und ggf. zusätzlichen Daten.
7.2.1 DLRS-Sektionen
Der Großteil an Attributen besteht aus Zeichenketten wie den Funktionsnamen, den Schlüsseln der
Attribute und häufig auch den Werten zu den Schlüsseln. Speichert man diese Wörter in Tabellen
und greift mittels Indizes auf die Einträge zu, muss jedes Wort nur einmal gespeichert werden, und
es kann sehr viel Platz gespart werden, da davon auszugehen ist, dass gewisse Schlüsselwörter in
vielen Implementierungen vorkommen. Es würde sich anbieten, diese Informationen in den speziell
für Zeichenketten vorhandenen, globalen Tabellen einer ELF-Datei zu speichern. Dies könnte jedoch
die reguläre Programmausführung möglicherweise ändern, weshalb von der Speicherung in den
dateiglobalen Tabellen abgesehen wird.
Aufgrund des logischen Aufbaus und Zusammenhangs von Funktionsaufrufen und Implementierun-
gen, die als mögliches Ziel dienen, bietet es sich an, die Attribute in einem Baum wie in Abb. 7.5
zu organisieren. Bei ausführbaren Dateien (Anwendungen) hat jeder Stellvertreter (sogenannter
Proxy, also eine bestimmte Komponente) eine Menge von Attributen, welche die Anforderungen
beschreiben. Bei Bibliotheken werden die Implementierungen zusätzlich nach ihrer implementierten
Funktionalität organisiert. Jede Implementierung leistet idealerweise das gleiche, bspw. die Berech-
nung eines Skalarprodukts1. Zur Unterscheidung dienen dann die Attribute.
Ein Proxy soll auf mehrere unterschiedliche Implementierungen verweisen können, welche idea-
lerweise in unterschiedlichen Bibliotheken, etwa für jede Zielhardware, untergebracht sind. Jeder
Proxy bzw. jede Funktionalität benötigt eine Tabelle (strtab) mit Wörtern für die Schlüssel und
Werte als eigene Sektion. In einer weiteren Sektion (attr) sind die Tupel enthalten, welche Schlüssel
und Werte miteinander verbinden, in einer letzten können zusätzliche Daten wie Bitstreams stehen.
Dies ist in Abb. 7.6 illustriert. Die Wörtertabelle könnte gemeinsam für mehrere Proxies/Imple-
mentierungen genutzt werden. Jede Implementierung benötigt jedoch ihre eigene Paarungstabelle.
Deshalb werden diese Proxy-Sektionen anhand ihrer Funktionsnamen benannt. Um gegebenenfalls
auch einen Bitstreams zur partiellen Rekonfiguration eines FPGAs oder ein Mikroprogramm für
das in Abschnitt 6.4 vorgeschlagene Rahmenwerk zur Verfügung bereitstellen zu können, existiert
auch ein Eintrag für beliebige Daten (data).
Die entwickelte Bibliothek libdlrs ermöglicht es einerseits, die DLRS-Objekte mit dlrsobj über-
haupt zu erstellen, und bietet andererseits Lesezugriff auf insbesondere die Bibliotheksseite mit
1Unterschiedlich genaue und dadurch unterschiedlich schnelle Implementierungen sind natürlich explizit gewünscht.
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Abbildung 7.7: Ablauf der Werkzeugkette beim Erstellen attributierter ELF-Binärdateien.
Komponentenaufrufen bzw. -implementierungen und ihren Attributen. Zusätzlich profitiert das
Werkzeug zur Fehlersuche, dlrsdump, von dieser Schnittstelle.
7.2.2 Werkzeugkette
Wie bereits erwähnt, musste eine Werkzeugkette entwickelt werden, um die Attribute aus den
Quelltexten überhaupt zu erhalten und schließlich in den ELF-Dateien dem Anwender und Lauf-
zeitsystem zugänglich zu machen. Die Werkzeugkette ist in Abb. 7.7 angedeutet und basiert auf
der Standardwerkzeugkette bestehend aus GCC mit Präprozessor und abschließendem Linken der
Objektdateien. Mit dem Präprozessor werden zunächst aus den Quelltexten Zwischenrepräsenta-
tionen2 erzeugt. Daraufhin werden die Quelltexte mit GCC vollends zu Objekten kompiliert und
Zusatzdateien3 ausgegeben. Anhand der Zwischen- und Zusatzdateien lassen sich die Attribute
aus den verbliebenen Pragmas leicht extrahieren, wozu ein in Python geschriebener zusätzlicher
Präprozessor dlrsextract eingesetzt wird. Die Möglichkeit zum Einsatz von weiteren Pragmas
für z.B. OpenMP wird durch ihn nicht unterbunden, da vorab seines Einsatzes bereits alle dem
regulären Präprozessor bekannten Pragmas behandelt wurden. Der dedizierte Compiler dlrsobj
erzeugt schließlich die DLRS-Objektdateien mit den Attributstrukturen wie oben beschrieben. Die
Objektdateien der übersetzten Quelltexte werden mit den DLRS-Objekten vom regulären Linker
zu einer ausführbaren Datei oder einer gemeinsam nutzbaren, dynamischen Bibliothek zusammen-
geführt.
Ferner wurde ein grafisch gestützter Prototyp zum Überprüfen der Segmente und Sektionen entwi-
ckelt. Ein Eindruck kann aus Abb. 7.8 erhalten werden.
7.2.3 Evaluation der Implementierung
Auf einem Intel Core2 Quad Q6600 mit 2,4 GHz wurde eine Reihe von Messungen durchgeführt,
um den Zusatzaufwand durch größere Dateien und verlängerte Kompilierungsdauer sowie die Dauer
des Auslesens zu bewerten.
Zunahme der Dateigröße. Anhand der Organisation und Struktur der Attributdaten lässt sich
natürlich bereits der zusätzliche Aufwand abschätzen oder sogar errechnen. Interessant ist jedoch,
die Platzersparnisse bei Wiederverwendung der Attribute zu bewerten. Die Größen der vollständig
gelinkten Dateien sind für unterschiedlich viele Attribute und Implementierungen zu einem Proxy
bzw. einer Funktionalität in Tabelle 7.2 zusammengestellt. Die Attributtupel aus Schlüssel und
Wert haben in diesem Fall jeweils 5 Bytes Länge, daher ändert sich für weitere Attribute die Da-
teigröße. Die allgemeine Organisationsstruktur benötigt 96 Bytes je Proxy bzw. Funktionalität,
wie sich aus der Spalte mit 0 Attributen gegenüber der regulären Dateigröße erkennen lässt. Ein
Attribut einer Funktionalität benötigt 298 Bytes. Wird dieses 100 mal verwendet, so beträgt der





Abbildung 7.8: ELF-Editor zum Überprüfen der Segmente und Sektionen.
Anzahl Regulär DLRS (# Attribute)
Implementierungen 0 1 10 50 100
1 10.952 B 11.048 B 11.336 B 11.593 B 12.713 B 14.106 B
2 10.985 B 11.081 B 11.433 B 11.818 B 13.578 B 15.787 B
10 11.242 B 11.338 B 12.138 B 13.675 B 20.571 B 29.164 B
50 16.618 B 16.714 B 19.754 B 27.051 B 59.547 B 100.140 B
100 18.219 B 18.315 B 24.155 B 38.668 B 103.148 B 183.741 B
Tabelle 7.2: Dateigröße in Bytes, wenn die gleichen Attribute für die unterschiedlichen Implemen-
tierungen wiederverwendet werden.
Bytes. Werden hingegen 100 unterschiedliche Attribute gespeichert, so benötigt ein Attribut gemit-
telt gegenüber der unattributierten, regulären Datei (14.106− 10.952)/100 = 31, 54 Bytes. Für 100
unterschiedliche Implementierungen verhundertfacht sich dieser Zusatzbedarf ebensowenig. Die Na-
men der Implementierungen werden jedoch auch gespeichert, was damit dennoch zu einer Erhöhung
des Speicherbedarfs gegenüber dem für eine einzelne Funktionalität führt. In Tabelle 7.3 sieht man,
dass ohne Wiederverwendung von Attributen, also auch ohne die intelligente Speicherung, der Spei-
cheraufwand bis um das 1,65-fache steigt. Für jeden weiteren Proxy oder jede weitere Fuktionalität
ist asymptotisch jeweils der gleiche Zusatzaufwand hinzuzurechnen, da deren Tabellen nicht mehr
gemeinsam genutzt werden (vgl. Abb. 7.6).
Auslesen von Attributen. Wesentlich interessanter als die Dateigröße ist die Zeit, die benötigt
wird, die Informationen zu Proxies und ihren Attributen aus den Dateien zu erhalten. Die Ergeb-
nisse der Zeitmessungen sind in Tabelle 7.4 aufgeführt für 1, 10 und 100 Implementierungen sowie
jeweils 1, 10 und 100 Attribute pro Implementierung. Die benötigte Zeit liegt jeweils im Bereich
weniger Millisekunden.
Weitergehend wurde die Zeit zum selektiven Auslesen einzelner Attribute gemessen, wenn zehn
Funktionalitäten mit je 100 Implementierungen und Attributen in der Binärdatei vorhanden sind.
Die Implementierungen sind nicht notwendigerweise geordnet gespeichert, sondern die Reihenfolge
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Anzahl Regulär DLRS (# Attribute)
Implementierungen 0 1 10 50 100
2 10.987 B 11.083 B 11.435 B 11.932 B 14.172 B 16.973 B
10 11.244 B 11.340 B 12.140 B 14.653 B 25.853 B 39.854 B
50 16.620 B 16.716 B 19.756 B 33.757 B 89.757 B 159.758 B
100 18.221 B 18.317 B 24.157 B 52.158 B 152.958 B 304.159 B
Tabelle 7.3: Dateigröße in Bytes, wenn einzigartige, unterschiedliche Attribute verwendet werden.
Anzahl Anzahl Implementierungen
Attribute 1 10 50 100
1 2,7 ms 2,2 ms 2,9 ms 3,0 ms
10 2,5 ms 2,6 ms 2,9 ms 3,0 ms
50 2,3 ms 2,7 ms 3,0 ms 3,1 ms
100 2,7 ms 2,9 ms 3,0 ms 4,0 ms
Tabelle 7.4: Zeitbedarf zum Einlesen sämtlicher Attribute.
wird von den Bibliotheksroutinen bestimmt. Die sequentielle Suche nach dem letzten Eintrag in
der Wörtertabelle führt zu zunehmendem Aufwand, wie aus Tabellen 7.5 und 7.6 erkenntlich wird
beim Auslesen aus der ersten bzw. letzten Funktionalität.
Aus den geringen Abweichungen von maximal 1,26 %, die wesentlich auf das Betriebs- und Dateisys-
tem zurückzuführen sind, lässt sich schließen, dass die Reihenfolge der Speicherung nicht ausschlag-
gebend für die erzielbare Leistung beim Auslesen der Attribute ist und dass somit der Zugriff wahl-
frei erfolgen kann. Weiter bedeuten die geringen Zugriffszeiten von etwa 4,7 ms, dass kein negativer
Einfluss auf die Ausführungszeit von Anwendungen zu befürchten ist und dass die Attributierung
bereits dann vorteilhaft ist, wenn die Wahl einer alternativen Implementierung einen Zeitvorteil von
4,7 ms zuzüglich der für die Entscheidung benötigten Zeit verschafft. Die Verlagerung der Berech-
nung des lückenlosen Scores auf den Koprozessor der Convey HC-1 in Abschnitt 4.2.3 beispielswei-
se bringt eine Zeitersparnis von mindestens 3,2 Sekunden, so dass die 4,7 ms vernachlässigenswert
sind.
Ausführungszeit der Werkzeugkette. Für unterschiedlich viele Attribute wurde die Ausführungs-
zeit der gesamten erweiterten Werkzeugkette gemessen gegenüber der unveränderten Werkzeugket-
te. Zusätzlich wurde in weiteren Läufen die Dauer der zusätzlichen Werkzeuge für die Extraktion
(dlrsextract) der Attribute und das Erstellen (dlrsobj) einer Objektdatei ermittelt. Die Mes-
sergebnisse sind in Tabelle 7.7 aufgeführt. Die zusätzlichen Werkzeuge benötigen zwar nahezu
ein Drittel der Ausführungszeit der regulären Werkzeugkette, sind aber dennoch weitgehend un-
abhängig von der Anzahl an Attributen. Bei größeren Projekten ist davon auszugehen, dass die
Ausführungszeit von dlrsextract und dlrsobj kaum zunehmen wird, da nur die Zwischendateien
anstelle des gesamten Quelltextes untersucht werden müssen. Insgesamt ist die benötigte Zeit zum
Kompilieren vertretbar gering im Bereich von 20 bis 30 Millisekunden, so dass der Nutzung der
Attributierung für die Zukunft nichts im Wege steht.
Tabelle 7.8 bestätigt dies mit der nahezu konstanten Ausführungszeit von dlrsextract für un-
terschiedlich viele Implementierungen, die keine gemeinsamen Attributnamen haben. Der höhere
Attribut Implementierung
erste letzte Mittelwert
erstes 4,703 ms 4,734 ms 4,718 ms
letztes 4,718 ms 4,750 ms 4,734 ms
Mittelwert 4,710 ms 4,742 ms
Tabelle 7.5: Zeit zum Einlesen des ersten und
letzten Attributs der ersten und




erstes 4,718 ms 4,763 ms 4,740 ms
letztes 4,728 ms 4,742 ms 4,735 ms
Mittelwert 4,723 ms 4,753 ms
Tabelle 7.6: Zeit zum Einlesen des ersten und
letzten Attributs der ersten und
letzten Implementierungen der letz-
ten Funktionalität.
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0 74,3 ms 108,2 ms 23,2 ms 5,2 ms
1 74,4 ms 113,6 ms 23,3 ms 5,0 ms
10 73,9 ms 111,8 ms 23,4 ms 5,0 ms
50 74,5 ms 111,1 ms 23,2 ms 5,1 ms
100 74,7 ms 112,7 ms 23,6 ms 6,0 ms
Tabelle 7.7: Ausführungsdauer der erweiterten gegenüber der regulären Werkzeugkette für eine




2 77,0 ms 113,8 ms 23,1 ms 5,1 ms
10 80,8 ms 118,7 ms 23,2 ms 5,0 ms
50 100,0 ms 144,3 ms 23,5 ms 6,2 ms
100 122,1 ms 175,8 ms 23,5 ms 7,7 ms
Tabelle 7.8: Ausführungsdauer der erweiterten gegenüber der regulären Werkzeugkette für unter-
schiedlich viele Implementierungen mit jeweils zehn Attributen.
Aufwand wird maßgeblich durch das Linken verursacht, während der Beitrag durch die neuen
Werkzeuge weiterhin nahezu konstant und gering ist.
Zusammenfassung zur Evaluation der Implementierung. Anhand verschiedener Untersuchun-
gen wurde gezeigt, dass die Implementierung der Attribute und die Anwendung der Werkzeugkette
keine nennenswerten Nachteile hinsichtlich Speicherbedarf oder zeitlichen Aufwands mit sich brin-
gen, sondern lediglich den gewünschten Vorteil bringen, die Programmausführung auf heterogenen
Systemen zu unterstützen. Das dazu nötige Auslesen der Attribute ist sehr schnell durchführbar.
7.3 Einsatz und Verwendung von Attributen
Mit Hilfe von Attributen soll eine zusätzliche Abstraktion geschaffen werden, welche die Entkopp-
lung von Anwendungen und hardwarespezifischen Teilen unterstützt, um so portable Anwendungen
zu schaffen, welche auf dem jeweiligen System optimal zu jedem Zeitpunkt die verfügbare Hardware
nutzen können. Dazu ist es nötig, dass die benötigten Teile erst zur Laufzeit bei Bedarf geladen wer-
den. Die Entscheidung, welche Teile zu laden sind, wird durch die Angaben der Anwendungsanfor-
derungen seitens des Anwendungsentwicklers und der (Hardware-)Implementierungseigenschaften
seitens des Bibliotheks- oder Hardwarentwicklers unterstützt. Kommen mehrere Implementierun-
gen in Frage, so wird zusätzlich ein verlaufsgestütztes Lernverfahren als Hilfe eingesetzt. In MPI-
Anwendungen können aufgrund der Entkopplung in jedem Knoten sogar unterschiedliche Imple-
mentierungen verwendet werden. Der verursachte Zusatzaufwand ist als gering zu bewerten. Dieser
Abschnitt basiert auf einer gemeinsamen Veröffentlichung [KNBK12].
7.3.1 Spezifikation der Systemumgebung
Normalerweise wird anwendungsspezifischer Beschleunigercode direkt mit einer Anwendung entwi-
ckelt und ausgeliefert. Dadurch ist die Anwendung auf anderen Systeme nicht mehr ausführbar,
wenn der Beschleuniger nicht vorhanden ist. Der häufig gewählte Ansatz, ein sogenanntes
”
Fat Bi-
nary“ zu erzeugen mit Codes für alle möglichen Beschleuniger, hat das Problem, dass alle gelinkten
Bibliotheken wie CUDA, OpenCL, Koprozessortreiber im Zielsystem installiert sein müssen, was
aus Wartungssicht äußerst unpraktikabel und damit nicht akzeptabel ist. Daher wird die Entkopp-
lung von Funktionsaufruf und Implementierung auf solche Art vorgeschlagen, dass die Implemen-
tierungen in separaten Bibliotheken untergebracht sind, die ausgetauscht werden können, wie es in
Abbildung 7.9 dargestellt ist. Damit hängt die Anwendung von weit weniger Bibliotheken ab; einzig
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Abbildung 7.9: Transparente Erweiterung einer Anwendung mit einer hardwarespezifischen Biblio-
thek zur Nutzung zusätzlicher Hardware.
gegen die Schnittstelle zum Laufzeitsystem muss gelinkt werden. Umgekehrt wird damit der einmal
entwickelte Beschleunigercode wiederverwendbar. Zur genauen Spezifikation der implementierten
Funktionalität sind die Attribute einsetzbar. Sind Proxies bzw. Funktionalitäten bereits spezifiziert,
können damit auch weitere Implementierungen nachgereicht werden und somit nahtlos ein System
erweitern. Beispielsweise ist auch vorstellbar, dass FPGA-Ressourcen über Ethernet zur Laufzeit
an das Hostsystem angebunden werden. Ausgeschlossen sind natürlich unterschiedliche Instruk-
tionssätze für unterschiedliche Host-CPUs. Um die Suche nach passenden Implementierungen zu
erleichtern, sollten nicht beliebige Bibliotheken attributiert werden. Die attributierten Bibliotheken
werden in einer zentralen Codeablage registriert, und ein Laufzeitsystem wie in Abb. 7.1 durchsucht
nur die darin eingetragenen Bibliotheken nach passenden Implementierungen.
7.4 Evaluation
Der Nutzen und die Kosten der attributgesteuerten, auf Lernverfahren basierenden Ausführung
von Anwendungen auf heterogenen Systemen wurden genauer bestimmt. Zur Evaluation wurden
zwei GPU-Systeme (AMD Opteron Quad-Core 2378 mit NVIDIA GeForce GTX 275; Intel Core2
Quad mit NVIDIA GeForce 8400 GS), ein Zwölfkernsystem (Intel Xeon X5670 Six-Core) und ein
FPGA-erweitertes System (AMD Opteron Dual-Core Processor 870 mit Xilinx Virtex-4 FX100 auf
UoH HTX-Board) mit H-MOL [KVB+09] verwendet.
7.4.1 Mehraufwand
Zur Bewertung des statischen Anteils bei der attributgestützen und auf Lernverfahren basierenden
Anwendungsausführung wurde eine einfache Anwendung erstellt, die nur eine einzelne Funktion
hat. Ihre Ausführungszeit beträgt 3,9 ms. Verbunden mit dem Laufzeitsystem erhöht sich diese auf
7,5 ms, weshalb die Einmalkosten zur Initialisierung des gesamten Systems bei nur 3,6 ms liegen.
Der Aufwand pro Funktionsaufruf lässt sich aus der Differenz bei 107-fachem Aufruf der Funktion
berechnen. Die reguläre Ausführung benötigt dazu nur 50 ms. Mit dem Laufzeitsystem sind 7,8 s
nötig, so dass der Aufwand (7,8 s−7,5ms)−(50ms−3,9ms)10.000.000−1 ≈ 775 ns beträgt.
7.4.2 Erzeugung von Zufallszahlen
Die Zufallszahlenerzeugung ist ein äußerst interessanter Anwendungsfall, weil es mehrere Eigen-
schaften und Anforderungen bei Zufallszahlen gibt. In Tabelle 7.9 sind die Attribute zusammen-




quality /dev/random 3 (hoch)








































Abbildung 7.10: Durchschnittliche Laufzeit der MT-Bibliothek, Systemfunktionen und Hardware-
beschleuniger.
(* = Einschränkungen der Hardware; ** = 8 Läufe für 100.)
erzeugt werden, mit random type können echte Zufallszahlen angefordert werden, mit psize sinn-
volle Problemgrößen angegeben werden und schlussendlich mit quality grob hinsichtlich der Qua-
lität klassifiziert werden. Zufallszahlen werden in sehr großer Menge bei Monte-Carlo-Simulation
benötigt, beispielsweise bei der Simulation oder Vorhersage von Aktienmärkten. Eine Implementie-
rung des Mersenne Twisters (MT) basierend auf der Dynamic Creator Library4 wurde für die CPU
gestellt und in der OpenMP-Version wurden mehrere dieser MTs parallel zueinander ausgeführt.
Die frei erhältliche FPGA-Implementierung5 ist in das erste Steuerwerk H-MOL (Abschnitt 6.3,
[KVB+09]) integriert. Linux selbst bietet die Funktion random() der GNU C-Bibliothek, die nur
Pseudozufallszahlen erzeugt, und die virtuelle Datei /dev/random, die echte Zufallszahlen von be-
sonders hoher Qualität liefert, solange der Entropie-Pool des Linux-Kernels ausreichend gefüllt ist,
die sonst aber sehr langsam ist.
Die Messungen über 30 Läufe sind in Abb. 7.10 dargestellt. OpenMP lohnt sich aufgrund des
Aufwands zur Initialisierung unterschiedlicher Mersenne Twister-Generatoren erst ab 1 Millarde
Zufallszahlen. Bei sehr kleinen Mengen ist die H-MOL-Version sehr gut. /dev/random kann nur
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hohes Maß an Qualität verlangt (quality=2+). Das Laufzeitsystem wählt erkennbarerweise die
richtige Implementierung, welche für 10 bis 1000 Zahlen aus MT H-MOL besteht und später aus
der sequentiellen CPU-Version, da die Qualität der übrigen Implementierungen nicht ausreichend ist
und /dev/random wesentlich langsamer, wie das Laufzeitsystem durch eine Projektion der wenigen
ersten Messwerte selbständig erkennt.
7.4.3 Anwendbarkeit bei HHblits
Nachdem gezeigt wurde, dass es möglicht ist, mit Attributen und Lernverfahren die Programm-
ausführung in heterogenen Systemen zu regeln, können die hier erzielten Ergebnisse auch auf weitere
Anwendungen appliziert werden. Von HHBlits ist die Ausführungszeit für die Suche durch die ge-
samte Datenbank bekannt. Sie beträgt 44,5 s (vgl. Tabelle 4.7). Weiterhin bietet die Ausführung
mit dem Koprozessor nur eine Beschleunigung von 1, 08× und eine Verkürzung der Ausführungs-
zeit auf 41,3 s. Durch die Verlagerung des Vorfilterungsschrittes können jedoch 25,1 s - 13,1 s =
12,0 s eingespart werden. Dazu muss für die Berechnung des lückenlosen Scores lediglich eine an-
dere Bibliothek/Implementierung aufgerufen werden. Den Nutzen der Verlagerung kann das Lauf-
zeitsystem noch feiner im Intervall [0; 500] der Eingabesequenzlängen bestimmem. Damit kann
sich eine Verkürzung auf 44,5 s - 12,0 s = 32,5 s erzielen lassen (die Millisekunden zur Entschei-
dungsfällung sind vernachlässigbar). Somit ist theoretisch eine Beschleunigung der Gesamtanwen-
dung von 44,5 s32,5 s = 1, 37 erreichbar.
7.5 Ergebnis und Zusammenfassung
Gewisse numerische Verfahren können von erhöhter Genauigkeit bei einzelnen Operationen wie dem
Skalarprodukt profitieren. Der Anwendungsentwickler möchte solche Anforderungen an beispiels-
weise die Skalarproduktkomponente bekanntgeben und bei Nichtvorhandensein einer exakteren Im-
plementierung auf alternative mathematische Verfahren wie Reorthogonalisierung zurückgreifen. In
diesem Kapitel wurde dazu der folgend zusammengefasste Lösungsansatz vorgestellt.
Zur Auszeichnung von Eigenschaften vorhandener Funktionsimplementierungen sowohl in Softwa-
re als auch in Hardware wird das Konzept der Attributierung eingesetzt. Die Attribute werden
zunächst als Pragmas angegeben, werden nach der Kompilierung in den ausführbaren Dateien fest-
gehalten und zur Laufzeit in einer Datenbank gesammelt und erweitert. Das Konzept erfordert für
den Entwickler der Bibliothekskomponenten nur wenig Zusatzaufwand bei der Werkzeugkette.
Gleichermaßen können Anwender die Funktionsaufrufe in ihren Quelltexten hinsichtlich möglicher
Anforderungen attributieren. Die Attribute lassen sich ferner in grafischen Programmierumgebun-
gen direkt beim Funktionsaufruf angeben. Ein Laufzeitsystem gleicht die Anforderungen mit den
Eigenschaften der verfügbaren Implementierungen ab. Da der Nutzen von Spezialschaltungen häufig
auch von der verarbeiteten Datenmenge abhängt, werden zusätzlich Profile über die benötigte
Ausführungszeit erstellt. Dadurch stehen für spätere Aufrufe zusätzliche Angaben zur Verfügung,
welche die Wahl einer passenden Implementierung zusätzlich beeinflussen können, so dass bes-
sere Entscheidungen für die nächsten Läufe getroffen werden können. Es konnte gezeigt werden,
dass die richtigen Implementierungen ausgewählt werden bei sehr geringem Zusatzaufwand zur
Laufzeit. Da das Laufzeitsytem auf jedem Knoten in einem Cluster diese Entscheidungen separat
vornimmt, kann eine MPI-Anwendung von den jeweils verfügbaren und schnellsten Varianten profi-
tieren. Somit hat sich das Konzept der Attributierung als vorteilhaft erwiesen. Das nächste Kapitel




Programmierung und Ausführung numerischer
Anwendungen in heterogenen Systemen
Bislang wurde gezeigt, dass rekonfigurierbare Hardware für Anwender Nutzen versprechen kann,
sogar wenn Mehrkernsysteme zur Verfügung stehen. Dazu müssen die Hardwareimplementierun-
gen sehr sorgfältig implementiert sein (siehe Kapitel 4) und durch geringen Ressourcenbedarf die
Ausnutzung von Datenparallelismus qua mehrfacher Einbindung der Implementierung maximieren
sowie die verfügbare Speicherbandbreite ausnutzen. Häufig handelt es sich dabei um Spezialfunk-
tionen, welche auf besonderen Datentypen arbeiten oder besondere Funktionalität bereit stellen
(Abschnitt 5.6), die in Software nur sehr mühselig und ineffizient umzusetzen ist. Die besonde-
ren Fähigkeiten dieser Implementierungen lassen sich quantitativ sowie qualitativ mittels Attribu-
ten angeben, wie im vorangegangen Kapitel beschrieben. Ferner muss eine geeignete Granularität
gewählt werden, welche die Ausnutzung von Datenlokalität ermöglicht und die Speicherschnittstel-
le zu entlasten bzw. besser auszunutzen vermag. Um dem Anwendungsentwickler die Möglichkeit
zu geben, die grobgranulare Funktionalität selbst unter Verwendung der vom Hardwareexperten
entwickelten und bereitgestellten Hardwareimplementierungen nahezu beliebig zusammenzustel-
len, wurde ein mikroprogrammierbares Steuerwerk entwickelt (vgl. Abschnitt 6.4). Es ermöglicht
die Datenwiederverwendung durch einen zentralen Puffersatz und die datengetriebene Ausführung
der aufgerufenen Komponenten. Es verbleibt noch, den Koprozessor auch datengetrieben in die
Anwendung einbinden und mit den in Software ausgeführten Komponenten zeitgleich ausführen zu
können, um folgende Ziele zu erreichen:
• die Umsetzung des Kontrolldatenflussgraphens (CDFG) in reiner Software zum Zwecke des
Tests und der bestmöglichen Validierung vorab der Verlagerung in die Hardware,
• die Versorgung des Koprozessors mit Daten während der Ausführungszeit anstelle des weit-
verbreiteten
”
Offloading“-Prinzips, bei welchem Eingabedaten auf die Koprozessorressource
vollständig kopiert werden, bevor auf ihnen gearbeitet wird, und nach erfolgter Berechnung
die Ergebnisse zurück transportiert werden,
• die iterative Verlagerung von zunehmend größeren Teilen des CDFGs auf die Beschleuniger-
hardware, bis kein weiterer Nutzen mehr durch die Verlagerung erzielbar ist.
8.1 Ein datengetriebenes, taskparalleles Programmier- und
Ausführungsmodell für Mehrkernsysteme
Ein Programmier- und Ausführungsmodell wird benötigt, das nicht nur für numerische Anwendun-
gen anwendbar ist, sondern auch auf weitere Domänen übertragbar ist. Zumeist wird auf Systemen
mit gemeinsamem Speicher über die datenparallele Ausführung Nutzen aus mehreren Prozessor-
kernen erzielt. Dieser Ansatz ist nicht immer ausreichend zum Verarbeiten großer Datenmengen,
insbesondere dann, wenn es sich um asymmetrische, NUMA-Systeme handelt, bei denen die La-
tenzen für Speicherzugriffe unterschiedlich ausfallen. Da die Caches keine großen Datenmengen
bereitstellen können, werden die Daten aus dem Hauptspeicher gelesen und die Ergebnisse in sel-
bigen zurückgeschrieben, ohne Nutzen aus den Caches zu ziehen. Dies geschieht bei jedem neuen
Funktionsaufruf, der zwar intern parallelisiert sein mag, ist aber ineffizient. Stattdessen sollten
mehrere Funktionen so aufgerufen werden, dass sie zueinander parallel ausgeführt werden, so dass
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die Daten noch aus dem Cache heraus wiederverwendet werden können, bevor sie verdrängt oder
zurückgeschrieben werden.
8.1.1 Das datenflussbasierte, taskparallele Konzept
Um mehrere Funktionen gleichzeitig, taskparallel, auszuführen, sollten die Funktionen datengetrie-
ben ausgeführt werden. Sobald gültige Eingabedaten vorliegen, werden die Funktionen ausgeführt,
und zwar parallel zu den erzeugenden Funktionen sowie zu eventuell von den aktuell berechneten
Werten abhängenden, weiteren Funktionen. Vergleiche hierzu auch Abschnitt 6.1.
Da mit Task-Parallelismus jedoch nicht zwangsläufig jeglicher zur Verfügung stehender Paralle-
lismus erfolgreich ausgenutzt werden kann, muss zur vollständigen Ausnutzung des verfügbaren
Parallelismus auch Datenparallelismus ausgenutzt werden. Es gibt also eine Menge von Arbeits-
threads, die selbst wieder datenparallel arbeiten lassen und dazu weitere Threads einsetzen. Der
Entwickler sieht jedoch nur die von ihm aufgerufenen Tasks bzw. Arbeiterthreads im Rahmen
dieses Programmiermodells. Diese ruft er zudem sequentiell auf, was der natürlichen Denkweise
entgegenkommt und das Programmieren vereinfacht.
Die datengetriebene Ausführung folgt genau dem Erzeuger-Verbraucher-Muster. Jede Task erzeugt
neue, zusätzliche Daten an einer anderen Stelle im Speicher und überschreibt die Eingangsdaten
nicht, so dass sie von weiteren Tasks ebenso verwendet werden können1. Selbstverständlich müssen
geeignete Maßnahme ergriffen werden, den unbenötigten, aber noch allozierten Speicher auch wieder
freizugeben.
Idealerweise werden mehrere Iterationen bei iterativen Anwendungen zeitgleich bearbeitet, insofern
keine Barrieren durch Skalaroperationen wie die Division eines Skalarproduktergebnisses durch ein
weiteres Skalar starke Datenabhängigkeiten einführen oder Kontrollflussoperationen die zeitgleiche
Ausführung verhindern. Für den letzteren Fall ist die Technik der spekulativen Ausführung ein
geeigneter Lösungsansatz. Die Domäne numerischer Anwendungen beschränkt die Einheiten auf
Matrixoperationen. Daher entfallen die Betrachtungen von Barrieren und Kontrollfluss weitestge-
hend.
Durch die datengetriebene Ausführung kann bereits früher mit einer Ausgabe begonnen werden,
eben zeitlich überlappt zu den Berechnungen, und gleichermaßen können auch die Ergebnisse der
Gesamtberechnung früher erhalten werden. Die zeitgleiche, überlappte Ausführung von Tasks kann
vor allem auch dazu verwendet werden, das Laden von Daten mit der Weiterverarbeitung zu über-
lagern und dadurch den Datentransfer teilweise oder gar vollständig zu verbergen. Die überlappte
Ausführung erreicht der Anwendungsentwickler, indem die hintereinander aufgerufenen Funktionen
mittels POSIX-Threads aus einem Thread-Pool ausgeführt werden. Für die Domäne der numeri-
schen Anwendungen wird eine zusätzliche Funktion zur Initialisierung der verwendeten Strukturen
nötig. Neben der Initialisierung ruft die Haupt-Task nur noch die Komponenten auf, welche neben
Berechnungen auch Festplattenzugriffe zum Lesen oder Schreiben von Daten selbst durchführen.
Die zur Steuerung der Komponenten benötigten Daten wie z.B. Zeiger auf Eingangsspeicher müssen
bereits vorhanden sein und dürfen daher nur von der Haupt-Task erzeugt werden, wohingegen die
zur Ausführung der Komponenten benötigten Daten noch von einem Produzenten erzeugt werden
dürfen. Die Verbraucher warten auf die Menge benötigter Eingabedaten, aber es wird nur auf ein-
zelne Daten gewartet und bei Gültigkeit der Daten werden komplexere Operationen in Streaming-
Manier auf diesen durchgeführt – im Gegensatz zu feingranularen Operationen auf Einzeldaten beim
ursprünglichen Datenflussmodell. Sind keine Daten verfügbar, so kann die verwendete Rechenres-
source einer anderen, derzeit nicht ausgeführten, aber bereits lauffähigen Komponente überlassen
werden. Eingabedaten dürfen nicht mehrfach modifiziert werden, solange nicht klar ist, dass keine
weitere Komponente von den alten Werten abhängig ist. Erst wenn all diese Aspekte berücksichtigt
sind, kann eine Anwendung auch alle Komponenten über die zugehörigen Funktionsaufrufe der Rei-
he nach aufrufen, um sie dann allein unter Berücksichtigung der Datenabhängigkeit in beliebiger
Reihenfolge auszuführen, wodurch der maximal vorhandene Parallelismus ausnützbar wird.
1Single Static Assignment (SSA)
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Tabelle 8.1: Verantwortlichkeit, Parallelisierungsansatz und Synchronisierung auf unterschiedlichen
Abstraktionsebenen.
8.1.2 Umsetzungsaspekte
Damit die datengetriebene Abarbeitung funktioniert, müssen die Komponenten, also die erzeu-
genden Tasks, angeben, welche Teile wieweit bereits gültig und weiterverwendbar sind. Eine Bit-
maske für jedes einzelne Datum stellt sicherlich die akurateste Variante dar, hat aber zu hohen
Zusatzaufwand. Diese Angaben könnten daher auf eine höhere Ebene gezogen werden entgegen der
gewöhnlichen datumsbasierten Gültigkeit und damit einhergehenden Synchronisation der Tasks im
regulären Datenflussmodell.
Gemeinsam genutzte Datenstrukturen dürfen erst dann freigegeben werden, wenn sie vollständig
verwendet sind und keine weitere Task mehr von ihnen abhängt. Um dies zu erreichen, werden
POSIX-Locks eingesetzt. Sie sind nicht an einen spezifischen Thread gebunden, wodurch die Haupt-
Task eine Datenstruktur bereits sperren kann, bevor überhaupt eine Task zum Freigeben der Daten
diesen Lock erhält. Eine entsprechend erweiterte Implementierung einer Komponente zum Freige-
ben der Daten steht zur Verfügung, welche überprüft, dass abhängige Operationen vollständig ab-
geschlossen sind, indem auf die vollständige Gültigkeit der von ihr erzeugten Daten gewartet wird.
Sind mehrere Operationen abhängig, so müssen die Daten als neue Eingangsdaten für diese Ope-
rationen repliziert werden, damit die Überprüfung für jede abhängige Operation stattfinden kann.
Diese Replikation der Daten ist der einzige kritische Punkt, den Anwendungsentwickler sorgfältig
beachten müssen. Grafisch basierte Werkzeuge zur automatischen Programmerstellung nach dem
Datenflussmodell sollten in der Lage sein, diese Aufgabe selbst automatisiert zu übernehmen, wenn
der Verzweigungsgrad eines Ausgangs einer Komponente größer als eins ist.
Am meisten Nutzen wurde bislang durch datenparallele Berechnungen auf den gleichen Daten mit
mehreren Threads von den Mehrkernarchitekturen erlangt. Der Speicherzugriff stellt jedoch zu-
nehmend den eigentlichen Engpass dar. Daher wird zwar auch die Technik des Multithreadings
eingesetzt, jedoch nur in geringerem Umfang, wenn sich die datenparallele Verarbeitung der nächs-
ten gültigen Daten überhaupt lohnt.
Globale Locks, also anwendungsweit, werden verwendet, um beispielsweise lesbare Ausgaben zu
erhalten. Die Haupt-Task sichert sich diesen Lock, bevor eine Ausgaberoutine als Task aufgerufen
wird. Die aufgerufene Task gibt diesen Lock nach Vollendung wieder frei. Der Vorteil liegt darin,
dass Ausgaberoutinen vollständig in die datengetriebene Ausführung integriert werden.
Tabelle 8.1 gibt abschließend eine Zusammenfassung der Abstraktionsebenen hinsichtlich der dis-
kutierten Aspekte.
Operationen auf Matrizen
Bei Matrizen kann die Gültigkeit auf Zeilen- bzw. Spaltenbasis angegeben werden. Dies stellt einen
guten Mittelweg zwischen zusätzlichem Speicherbedarf und noch möglichem Ausnutzen der Daten-
lokalität in den Caches dar.
Die Komponentenimplementierungen sind intern mit OpenMP parallelisiert. Da bei OpenMP die
Reihenfolge der generierten Daten jedoch nicht eindeutig ist, müsste eigentlich eine Bitmaske wie
bereits angesprochen zur Kennzeichnung gültiger Daten verwendet werden. Daher sind nur die
inneren Schleifen parallelisiert, welche jeweils eine vollständige Zeile oder Spalte berechnen. Die
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Kapitel 8 Programmierung und Ausführung numerischer Anwendungen in heterogenen Systemen
äußere Schleife wartet ggf. auf gültige Eingangsdaten und gibt dann an, wieviele aufeinanderfolgen-
de, zusammenhängende Zeilen bzw. Spalten bereits berechnet sind. Da unter OpenMP die erstellten
Threads die Prozessorressource nicht mittels yield freigeben können, muss geschäftiges Warten2
eingesetzt werden, um auf Verfügbarkeit noch fehlender Arbeitsdaten zu warten.
8.1.3 Behandlung des Kontrollflusses
Auch bei der datenflussorientierten Entwicklung spielt Kontrollfluss eine wichtige Rolle. Verzwei-
gungen werden folgendermaßen behandelt: Alle zu evaluierenden Daten müssen bereits vollständig
gültig sein, bevor sie in der Abfrage evaluiert werden, was sich durch geschäftiges Warten auf Daten-
verfügbarkeit erreichen lässt, also durch eine Barriere implementiert ist. Innerhalb der beiden mögli-
chen Pfade können beliebige Komponenten aufgerufen werden und sogar die umgebende Schleife
verlassen werden, z.B. wenn ein Abbruchkriterium erfüllt ist. Vorab der erfolgreichen Evaluation
wird jedoch kein Pfad ausgeführt werden. Die spekulative Ausführung eines oder beider Pfade stellt
eine mögliche Erweiterung dar. Dazu sind beispielsweise nicht-exponierte Hilfsvariablen einsetzbar,
die bei Gültigkeit der Bedingung auf die Gültigkeitsanzeige der betreffenden Variablen des genom-
menen Pfads kopiert werden; die Operationen und Variablen des nicht genommenen Pfads müssten
abschließend abgeräumt werden.
Es besteht keine Möglichkeit zu einer Wettlaufsituation3 zwischen der Barriere und der Auswertung,
da die Matrixdaten nicht verändert werden, wenn oben formulierte Regeln beachtet werden, und da
dieser Teil nun sequentiell zu den erzeugenden Komponenten ausgeführt wird aufgrund der Barriere
(SSA-Form). Die Daten werden also auch nicht zwischendurch freigegeben.
Schleifen sind sehr interessant bei der datengetriebenen Programmausführung. Natürlich kann vor
dem Ende einer Iteration auf die Vollendung der in der aktuellen Iteration aufgerufenen Kompo-
nenten gewartet werden. Nach Möglichkeit sollen jedoch auch mehrere Iterationen überlappt zu-
einander ausgeführt werden, ähnlich dem Ausrollen von Schleifen. Dazu wartet jede Komponente
lediglich auf das Vorhandensein der Arbeitsdaten, wie bereits ausführlich geschildert. Der Nachteil
besteht offensichtlich darin, dass weit mehr Datenstrukturen angelegt werden müssen, nämlich für
jede Iteration und jedes Objekt/Variable eine eigene, solange nicht dafür Sorge getragen wird, dass
die Daten vor dem nächsten Beschreiben in einer neuen Iteration vollständig verbraucht wären. Es
muss jedoch betont werden, dass das heutige Problem nicht die Größe des Speichers ist, sondern
die Anbindung des Hauptspeichers und die Größe der Caches. Somit ist der vorläufige Ansatz, für
jede Iteration bereits im Voraus eigene Variablen in Form eines Feldes anzulegen. Das Freigeben
von Daten muss aufgrund der großen Speicher auch nicht gesondert betrachtet werden, sondern
kann datengetrieben in einer der folgenden Iterationen angestoßen werden.
Der Ausgang der Anwendungsausführung muss genau dem der sequentiellen Ausführung entspre-
chen, wo vorab aufgerufene Funktionen immer vollständig ausgeführt sind. Daher werden vorab
aufgerufene Komponenten selbstverständlich nicht abgebrochen durch Kontrollflussoperationen.
Einzig die spekulative Ausführung dürfte aufgrund der Verwendung von für den Anwendungsent-
wickler nicht sichtbaren Hilfsobjekten abgebrochen werden.
8.1.4 Implementierungsalternativen
Bei der Implementierung des vorgeschlagenen Konzepts gibt es eine Reihe von Entwurfs- und Imple-
mentierungsalternativen, die untersucht werden müssen. Diese Untersuchungen wurden auf einem
Intel Xeon X5670 Westmere-System mit zwei mal sechs Prozessorkernen und HyperThreading, also










































Abbildung 8.1: Auswirkung der Reihenfolge der Operationen für einen großen Pool mit 20 POSIX-
Threads (Allocate {Soon|Late} – Free {Soon|Late}).
Reihenfolge und Zeitpunkte der Aufrufe. Zur Multiplikation dreier Matrizen D = (A · B) · C.
müssen drei Matrizen eingelesen werden und zwei Matrixmultiplikationen durchgeführt werden.
Um die Speichernutzung gering zu halten, müssen die Daten auch noch freigegeben werden. Es gibt
also mindestens drei Arten von Operationen: Datenzugriffe, Berechnungen und das Freigeben des
verwendeten Speichers.
Sequentiell implementiert würde man erst die Daten einlesen und dann die Berechnungen der Pro-
dukte durchführen, zwischendrin die nicht mehr benötigten Eingabematrizen A und B freigeben.
Da das Einlesen der Daten jedoch eine DMA-Operation ist, kann das Einlesen von C gleichzeitig
durchgeführt werden. Ähnlich können A und B freigegeben werden, wenn A ·B berechnet ist und
nur noch D berechnet wird. Die Strategie, Daten so früh wie möglich zu allozieren und einzulesen
(allocate soon – AS), hat den Nachteil, dass der Speicherverbrauch sehr schnell stark ansteigt und
man zusätzlich die Speicherbandbreite unnötig belastet. Ferner werden mit hoher Sicherheit die
später benötigten Daten nicht mehr im Cache liegen, sondern von anderen, später eingelesenen Da-
ten verdrängt sein. Diese Effekte können vermieden werden, wenn Daten spätestmöglich alloziert
und gelesen werden (allocate late – AL). Gleichermaßen kann die Speichernutzung verringert wer-
den, wenn Datenstrukturen möglichst früh freigegeben werden (free soon – FS), wobei es wiederum
zu langem Warten auf den Abschluss der von den Daten abhängigen Operationen kommen kann,
weshalb es gleichermaßen vorteilhaft sein könnte, die Daten spät freizugeben (free late – FL). Für
zwei Multiplikationen großer Matrizen wurden daher die möglichen Kombinationen der Allokations-
und Freigabestrategien gemessen. In Abb. 8.1 sind die Ergebnisse zusammengefasst. Wie man leicht
erkennen kann, sollten Daten möglichst spät freigegeben werden, da dann die Ausführungzeit we-
sentlich geringer ist. Tendenziell sollten den Messergebnissen zufolge Allokationen eher frühzeitig
erfolgen.
Anordnung der Daten. Matrizen werden in der Programmiersprache C meist reihenbasiert ge-
speichert, d.h. zuerst alle Spalten der ersten Reihe, dann der nächsten Reihe usw. Demgegenüber
werden sie bei Fortran eher spaltenorientiert abgelegt. Verbindet man diese zwei Anordnungen
geschickt und greift in den Implementierungen entsprechend zeilen- oder spaltenbasiert auf die
Einträge zu, so können weitere Cacheeffekte ausgenutzt werden – sogar von der Position des Anwen-
dungsentwicklers aus. Insbesondere bei der Multiplikation zweier Matrizen A und B kann dadurch
das datengetriebene Modell cacheffizient arbeiten, wenn A zeilenorientiert und B spaltenorientiert
abgelegt ist und idealerweise auch die Gültigkeit von B spaltenorientiert angegeben wird.
Bei einer naiven Implementierung AB := A·B wären alle drei Matrizen zeilenorientiert gespeichert.
Die zugehörigen Messungen sind mit
”
Row-major“ bezeichnet. Die Matrix B sollte hingegen eher
spaltenbasiert gespeichert sein, so dass bereits mit den ersten Elementen a1,k und bk,1 das Element
ab1,1 berechnet werden kann. Dies kann noch einmal ausgenutzt werden, wenn A · B zeilenorien-
tiert abgelegt wird und C spaltenbasiert abgelegt ist(
”
Row-col-col“). Weiter kann optimiert werden
durch vorgezogenes Lesen der spaltenbasierten Matrix B vor A, wodurch die Berechnung des Pro-
dukts A · B zeilenorientiert etwas schneller erfolgen kann, da die Daten schon bzw. idealerweise
noch im Cache vorhanden sind. Für die folgende, in Abb. 8.2 dargestellte Untersuchung wurden
nur vier OpenMP-Threads gegenüber den 24 verfügbaren Hardware-Threads eingesetzt, um nicht
durch eventuell negative Entscheidungen beim Scheduling unterschiedlich beeinflusst zu werden.
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Abbildung 8.2: Einfluss der Datenanordnung für unterschiedliche Größen des Thread-Pools.
Entlang der horizontalen Achse wird erkennbar, dass mit zunehmender Anzahl an POSIX-Threads,
also gleichzeitig ausgeführten Komponenten, die Laufzeit abnimmt. Die maximale Beschleunigung
durch mehr POSIX-Threads schwankt zwischen 1,484 und 5,101, beträgt durchschnittlich 1,7. In
den meisten Fällen genügen vier POSIX-Threads, wodurch nur maximal elf Threads insgesamt aus-
geführt werden: je vier Threads für die zwei Matrixmultiplikationen, zwei zum Einlesen der Daten
und schließlich der Master-Thread.





col-col“ eine Beschleunigung zwischen 1,484 und 2,688 bei einem einzigen POSIX-Thread. Damit
ist gezeigt, dass die Datenanordnung beachtet und sorgfältig gewählt werden muss. Dieser Schritt
kann nicht von der Implementierung abgenommen werden, sondern muss vom Anwendungsent-
wickler beachtet werden. Es ist denkbar, eine Metakomponente bestehend aus Transposition der
rechtsseitigen Matrix und anschließender Multiplikation bereitzustellen, welche automatisch vom
in Abschnitt 7.4 beschriebenen Laufzeitsystem zur Verwendung in Erwägung gezogen wird.
Freiwilliges Überlassen der Prozessorressource. Bei der datengetriebenen Ausführung sollen die
aufgerufenen Komponenten ihre Berechnungen alsbald möglich beginnen. Daher ist einerseits zu
betrachten, wie die Komponenten möglichst frühzeitig ihre Berechnungen fortsetzen können, wenn
zwischendurch die aktuell benötigten Daten noch nicht verfügbar sind, beispielsweise die nächste
Zeile einer Matrix. Andererseits muss überlegt und untersucht werden, wie andere Komponenten
von der Wartezeit profitieren können. Es gibt insgesamt vier Varianten, wie auf die Verfügbarkeit
der nächsten Daten gewartet werden kann.
1. Geschäftiges Warten auf die Eingabedaten, wodurch die Prozessorressource aber unnötig blo-
ckiert wird und davon abgehalten wird, sinnvollere Berechnungen von anderen Komponenten
durchzuführen.
2. Überlassen der Prozessorressource an eine andere Komponente mittels yield ist die beste
bekannte Lösung. Bei der Implementierung und ersten Evaluationen hat sich jedoch herausge-
stellt, dass nicht zwangsweise eine andere Komponente die Prozessorressource auch tatsächlich
erhält. Ferner ist yield nicht möglich mit OpenMP-Threads.
3. Synchronisation mittels Bedingungsvariablen4 erlaubt, die Ausführung erst dann fortzuset-
zen, wenn die Daten auch verfügbar sind, sonst aber den Thread einfach zu blockieren. Das
Problem bei Bedingungsvariablen ist allerdings, dass die empfohlene Granularität wesentlich
höher ist, für ganze Strukturen, also beispielsweise Matrizen anstelle von einzelnen Daten
oder Zeilen. Ferner ist auch dieser Ansatz mit OpenMP-Threads nicht möglich.
4. Ein Thread kann schlafen gelegt werden für eine bestimmte Zeitspanne.
Einen Thread nur eine Mikrosekunde schlafenzulegen, entspricht nahezu einem yield. Auch 100
Mikrosekunden reichen noch nicht aus, dass ein anderer Prozess eine ausreichende Menge an Daten
verarbeiten würde und dadurch erkennbaren Fortschritt bei der Programmverarbeitung erzielen
würde. In Abbildung 8.3(a) zeigen sich die Unterschiede im maximalen Speedup gegenüber sequen-
tieller Ausführung für unterschiedliche Matrixdimensionen und unterschiedlich lange Zeitspannen
4engl. condition variables
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(b) Schlafenlegen bei komponenteninternen Threads (OpenMP-Threads).
Abbildung 8.3: Einfluss unterschiedlich langer Zeitspannen für das Schlafenlegen von Threads, wenn
auf die nächsten Daten gewartet werden muss.
beim Schlafenlegen. Bei
”
mixed 100/1000 µs“ wartet die Haupt-Task mindestens 1000µs, z.B. bei
Barrieren, während die Komponenten intern nur 100µs warten müssen.
Eine Schlafdauer von 1000 Mikrosekunden ist erkennbarerweise bereits zu viel, um noch kontinu-
ierliche Datenverarbeitung zu gewährleisten. Eine sinnvolle Eingrenzung der nötigen Schlafdauer
kann in Abhängigkeit der Matrixdimension (dim) für das verwendete System angegeben werden
mit
dim/5 <= Schlafensdauer in Mikrosekunden <= dim/2.
Bei dieser groben heuristischen Einschätzung geht man davon aus, dass innerhalb einer fünftel bis
halben Mikrosekunde ein Datum berechnet werde und innerhalb der Schlafdauer eine ganze Zeile im
Falle von Matrizen. Da die Ausnutzung von Cacheeffekten jedoch wesentlich ist und bei zu großen
Zeitspannen nicht mehr erreicht wird, haben auch die Prozessortaktrate und die Cachegröße eine
wesentliche Rolle; sie sind bei der obigen einfachen Heuristik allerdings nicht berücksichtigt worden.
Bei sehr großen Datenmengen hat es sich als vorteilhaft herausgestellt, unterschiedliche Zeitspan-
nen zu verwenden, je nachdem, ob auf Anwendungsebene oder Funktionsebene gewartet werden
soll. Da dieser Ansatz allerdings zu aufwendig und problemabhängig scheint, ist die Entscheidung
zunächst auf eine Schlafdauer von 400 Mikrosekunden gefällt worden, wenn die Haupt-Task oder
Komponenten auf Daten warten müssen.
Während es also geringfügig Nutzen bringt, die POSIX-Threads der Komponenten schlafenzulegen,
zeigt Abb. 8.3(b) klar, dass sich dies für die komponenteninterne Parallelisierung mit OpenMP-
Threads überhaupt nicht lohnt. Für OpenMP-Threads sollte daher die erste o.g. Option verwendet
werden, dass geschäftig auf neue Daten gewartet wird. Dabei ist die Idee allerdings auch, dass
die gesamte Anzahl ausgeführter Threads durch die Komponenten und deren OpenMP-Threads zu
einem Zeitpunkt die insgesamt verfügbare Anzahl an Hardware-Threads nicht übersteigt.
Wie für POSIX-Threads festgestellt wurde, sind die Schlafdauern problemspezifisch zu setzen,
hängen von den Cache-Größen und der Prozessorfrequenz ab und sind daher nicht portabel. Die
Alternative, Bedingungsvariablen einzusetzen, hat zwar bekanntermaßen hohen Zusatzaufwand und
benötigt zudem etwas Platz in den Caches, ist aber portabel. Der Zusatzaufwand lässt sich redu-
zieren, indem gerade bei sehr großen Datenmengen weder auf Datums- noch auf Zeilengranularität
kommuniziert wird, sondern auf Blockgröße. Daher ist zu untersuchen, was eine geeignete Block-
größe ist. Bei matrixbasierten Operationen ist die kleinste Blockgröße nach dem hier vorgeschlage-
nen Ansatz mit bereits erhöhter Granularität die Zeilen- bzw. Spaltenebene. Demgegenüber wurde
die Synchronisation nur alle 2, 5, 10 und 20 Zeilen ausgeführt. Die Ergebnisse der Evaluation für das
Lösen von 1000×1000-Problemen mittels des CG-Verfahrens sind in Abb. 8.4(a) für unterschied-
lich viele POSIX-Threads dargestellt, wobei jeweils die beste Anzahl OpenMP-Threads verwendet
wurde. Da die Ergebnisse kaum Unterschied bei der Synchronisationshäufigkeit zeigen, wurde die
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(b) Synchronisation nach x Prozent der Daten.
Abbildung 8.4: Unterschiedliche Blockgrößen bei der Synchronisation der Daten zwischen un-
terschiedlich vielen POSIX-Threads, jeweils optimale Anzahl OpenMP-Threads
gewählt.
Synchronisation noch gröber gehalten auf 1 %, 2 %, 5 %, 10 % und 20 %. Wie Abbildung 8.4(b)
zeigt, lässt sich bei 10-prozentiger Synchronisation am meisten Leistung erzielen.
Anzahl Threads. Der interne Task-Parallelismus wird über einen Satz an POSIX-Threads umge-
setzt, wobei jeder Pthread intern weitere Threads zur gemeinsamen datenparallelen Bearbeitung
seines Teilproblems verwenden darf. In Abhängigkeit der Anzahl verfügbarer Kerne und der Ar-
beitsmenge können unterschiedliche viele Tasks bzw. Threads sinnvoll sein.
Weitergehend wurde untersucht, welche Kombination aus POSIX-Threads und OpenMP-Threads
am Vielversprechendsten ist. Wie sich Abb. 8.5 entnehmen lässt, ist die Kombination von sie-
ben POSIX-Threads bei Verwendung von nur drei OpenMP-Threads am Besten auf dem verwen-
deten Zwei-Prozessorsystem mit 24 Hardwarethreads. Aufgrund der geringen Anzahl an Basis-
blöcken, bis beim CG-Verfahren aufgrund einer Datenabhängigkeit alle Komponenten synchroni-
siert werden, nutzen mehr POSIX-Threads nicht. Mit mehr OpenMP-Threads tritt bereits Sätti-
gung der Speicherschnittstelle ein. Wie bereits angedeutet, ist es also nicht sinnvoll, die Anzahl
an verfügbaren Hardwarethreads zu überschreiten. Aufgrund dieser Erkenntnis ist der Suchraum
für das Laufzeitsystem, die beste Kombination aus POSIX- und OpenMP-Threads zur Laufzeit
zu ermitteln, eingeschränkt auf möglichst viele Pthreads p und OpenMP-Threads o, so dass gilt
p · o ≤ # Hardwarethreads. Für das verwendete Zweiprozessorsystem kommen somit nur die Kom-
binationen {6,3}, {6,4}, {7,3}, {8, 2} und {8,3} in Frage, wie Abb. 8.5 auch bestätigt.
8.1.5 Datengetriebene Integration von Koprozessoren
Das datengetriebene Programmiermodell ist insbesondere dazu gedacht, das datengetriebene Rah-
menwerk auch nahtlos in Software fortzusetzen. Dies aus zweierlei Gründen: Die Ausführung in
Software bietet die Möglichkeit, als Anwender die korrekte Umsetzung der Anwendung oder des
Algorithmus sicherzustellen. Somit dient das Programmiermodell der Validierung und ggf. der Feh-
lersuche. Andererseits sollte der Koprozessor die Daten in Streaming-Manier aufnehmen und verar-
beiten. Insbesondere beim Konzept zur exakten Matrixmultiplikation mittels eines Koprozessors in
rekonfigurierbarer Hardware sind die Datenübertragung und die Anordnung der Daten im Speicher
von immanenter Wichtigkeit.
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Abbildung 8.5: Ermittlung der geeignetesten Kombination von OpenMP-Threads und POSIX-
Threads bei Synchronisation in Blöcken von je 10 % der Daten.
Anbindung des Koprozessors der Convey HC-1. Der Koprozessorspeicher der Convey HC-1 ist
mit dem Hauptspeicher kohärent gehalten durch Ausnutzung des Cache-Kohärenzprotokolls. Dabei
hat der Koprozessorspeicher nur dann den aktuellen Wert einer Speicheradresse, wenn wie bei einem
Cache auch Speicherzugriffsanfragen an die betreffende Adresse bereits gestellt wurden. Um die
Daten direkt aus der Anwendung heraus in den Koprozessorspeicher zu bringen, stellt Convey eigene
Systemfunktionen bereit. Diese sind erst ab großen Datenmengen sinnvoll einzusetzen, während
bei kleinen Datenmengen der Koprozessor das Einladen der neuen Daten besser selbst vornimmt.
Insgesamt ist die Übertragsungsrate am höchsten bei Verwendung der speziellen Systemfunktionen.
Beim Koprozessor der Convey HC-1 ist die Granularität also weiter zu erhöhen auf das Kopieren
einer gesamten Matrix als Block. Demzufolge muss eventuell an der Stelle des Koprozessoraufrufs
die datengetriebene Verarbeitung insofern unterbrochen werden, als dass unter Verwendung der
bereitgestellten Mittel auf die vollständige Berechnung der Eingabedaten gewartet wird.
Die Bekanntgabe der Gültigkeit der Eingangsdaten erfolgt bei der Implementierung in Software über
atomare Speicherzugriffe. Speicherzugriffe auf den Koprozessor hätten unnötiges Aus- und Einladen
der betreffenden virtuellen Speicherseite zur Folge. Daher wird die Verfügbarkeit der Eingangsda-
ten auch nicht über den Speicher bekanntgegeben. Eine andere Möglichkeit stellt allerdings die
Registerschnittstelle des Koprozessors bzw. des AE Hubs dar. Diese ist allerdings nur vor dem Auf-
ruf des mikroprogrammierbaren Rahmenwerks sowie nach Vollendung der Ausführung verwendbar.
Während der Ausführung des Rahmenwerks kann die aufrufende Funktion zwar fortgesetzt werden
durch einen asynchronen anstelle eines synchronen Aufruf des Koprozessors, muss allerdings auf die
vollständige Ausführung warten, bevor wieder mit dem AE Hub kommuniziert werden kann. Aus
diesen Gründen wurde das datengetriebene Programmiermodell nicht weiter gezielt für numerische
Anwendungen an die Convey HC-1 angeschlossen. Es bleibt jedoch, dass die auf dem Koprozes-
sor berechneten Teilergebnisse als Eingaben für die weitere datengetriebene Verarbeitung davon
abhängiger Funktionalitäten auch datengetrieben genutzt werden können. Beispielsweise können bei
Absenkung der Granularität auf einzelne Elemente im Rahmen von Matrix-Vektor-Multiplikationen
die Ergebnisse von exakten Skalarproduktberechnungen bereits weitergenutzt werden.
Die Convey HC-1 kann also aufgrund ihres Speichermodells zwar nicht nahtlos datengetrieben
programmiert und genutzt werden, es bestehen aber durchaus einige Möglichkeiten, auch den Ko-
prozessor der Convey HC-1 in die datengetriebene Programmausführung einzubinden.
8.1.6 Zusammenfassung der datengetriebenen, taskparallelen Programmierung
Es kann vorteilhaft sein, insbesondere bei numerischen Anwendungen, die Funktionsimplementie-
rungen als zueinander nebenläufige Tasks umzusetzen und auszuführen. Aufgrund der Datenwie-
derverwendung und damit einhergehenden Entlastung der Speicherschnittstelle wird dadurch die
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Ausführungszeit der Anwendung reduziert. Dazu müssen die Bibliotheksentwickler sich um die
Einhaltung der Aufrufreihenfolge, geeignete Datenstrukturen zum Datenaustausch und zur Syn-
chronisation sowie um die beste Parametrierung der Anzahl an Tasks und task-interner Threads
bemühen. Dass die Reihenfolge der Aufrufe beibehalten wird, wird durch das Eintragen der auf-
gerufenen Komponenten in eine Warteschlange sichergestellt, die im Gegensatz zu StarSS [218]
nicht bei Verfügbarkeit der Operanden einem freien POSIX-Worker-Thread zugewiesen werden,
sondern allein aufgrund der Position in der Schlange. Die Task- und Threadzahl kann von Lauf-
zeitsystemen, wie sie unter anderem in Kapitel 7 verwendet wurden, automatisiert ermittelt und
für spätere Aufrufe gespeichert werden. Anwendungsentwickler hingegen müssen lediglich für die
korrekte Reihenfolge der Komponentenaufrufe auf Anwendungsebene sorgen, wie sie es vom se-
quentiellen Programmiermodell gewohnt sind, ohne weitere Besonderheiten zu beachten. Wichtige
Aspekte bei der Implementierung einer datengetriebenen Bibliothek und Laufzeitumgebung mit
Fokus auf numerische Anwendungen wurden beschrieben, untersucht und für das verwendete Zwei-
sockelsystem mit einem Intel Xeon X5670 bestimmt mit lediglich 10 % Synchronisation mittels
Bedingungsvariablen, mit geschäftigem Warten bei der internen datenparallelen Verarbeitung und
mit einer Kombination aus sieben POSIX-Threads für sieben zeitgleiche Tasks, welche jeweils zwei
weitere OpenMP-Threads starten dürfen. Für andere Systeme müssen diese Parameter gegebenen-
falls neu ermittelt werden, wobei besagtes Laufzeitsystem zu unterstützen vermag. Eine geeignete
Vorschrift, nach der Operationen wie Allokationen, Datenfreigaben und Initialisierungen von Pro-
grammierwerkzeugen automatisch oder auch manuell an den bestgeeigneten Stellen im Programm-
text hinsichtlich der Aufrufreihenfolge platziert werden, konnte ebenso gefunden werden: frühzeitige
Allokation, zu der nebenläufig bereits die Initialisierung auf freien Rechenressourcen erfolgen kann,
und späte Datenfreigabe, damit unnötiges Warten und Synchronisation vermieden werden.
Die Verwendung der datengetriebenen Programmierung und Programmausführung wird für Syste-
me mit FPGAs als Akzeleratoren vorgeschlagen. Indem die Ausführung auf dem Host ebenso wie in
Hardware datengetrieben erfolgt und dadurch der Koprozessor nahtlos eingebunden wird, können
die zur Ansteuerung des mikroprogrammierbaren Rahmenwerks benötigten Mikroprogramme be-
reits vorab emuliert und validiert werden und sukzessive größere Anwendungsteile in Hardware
verlagert werden.
8.2 Eine grafische Schnittstelle zur datengetriebenen,
attributgestützten Programmierung heterogener Systeme
Grafische Schnittstellen, die Kontrollflussgraphen ausgeben, welche mittels Laufzeitsystemen oder
Bibliotheken ausgeführt werden können, oder ausführbereiten Programmcode erzeugen, gibt es
bereits seit Beginn der Forschung zu Datenflusssystemen.
Davis hat 1974 mit Data-Driven Nets (DDNs) [76] die erste grafische Datenflussprogrammierung
entwickelt und im Jahre 1981 mit der Graphical Programming Language (GPL) auch eine pro-
grammiererfreundliche Version nach dem Token-Modell herausgebracht. Im Gegensatz dazu ist die
ebenso 1981 veröffentlichte Function Graph Language (FGL) strukturorientiert. Als grafische Ein-
gabemöglichkeit für die textuelle Sprache Cajole wurde 1982 Grunch veröffentlicht.
Grafische Programmierung hat sich seitdem in der Industrie dort weit verbreitet [160, 70], wo die
Domäne dies besonders gut ermöglicht, wie etwa in der Signalverarbeitung, und wo die Anwender
und Entwickler keine ausgebildeten Programmierer sind oder interdisziplinär zusammenarbeiten
müssen. Ein bekanntes Beispiel dafür ist National Instruments LabView5. Mit dem grobgranularen
Modell und z.B. der Sprache Granular Lucid (GLU) [154] lässt sich grafische Datenflussprogrammie-
rung auch als Mittel zur Koordination von nebenläufig ausführbaren Funktionen einsetzen. AMD
hat 2010 in diesem Kontext den AMD PipelineKIT geschaffen, der später zum OpenSource-Projekt








8.3 Ergebnis und Zusammenfassung
fische Programmierung von Kontroll-Datenflussgraphen ist derart eingängig, dass LEGO mit sei-
nem Werkzeug MINDSTORMS NXT die Programmierung von Robotern auch Kindern ermöglicht.
Wichtig ist dabei stets die leistungsfähige Implementierung der vorliegenden Komponenten oder
Funktionen.
Um die Komponenten für einen vorkonfigurierten CGRA zu ändern, bietet (GECO)2 eine grafische
Schnittstelle an [217]. Die Komponenten werden bei (GECO)2 mittels Mikroprogrammen ausge-
tauscht, aber die Verdrahtung bleibt zur Laufzeit erhalten. Die Frage ist daher nicht, ob es möglich
ist, Programmcode aus einer grafischen Spezifikation zu erzeugen, sondern vielmehr, wie domänen-
spezifische Konfigurationen gehandhabt werden, wie Attribute eingebracht werden können und wie
heterogene Systeme gezielt unterstützt werden können. Der Entwurf ist in Abbildung 8.6 skiz-
ziert. Die angedachte Vorgehensweise ist, dass über Konfigurationsdateien die domänenspezifischen
Komponenten bereitgestellt werden. Ein codeerzeugendes Backend kann dann Mikroprogramme
für das mikroprogrammierbare Koprozessorrahmenwerk erzeugen oder die Softwareimplementie-
rungen der Komponenten aus einem gewöhnlichen C-Programm heraus aufrufen. Die Attribute für
Anforderungen kann der Anwender auf Knotenebene angeben; auf Implementierungsseite sind sie
bereits in der Konfigurationsdatei bzw. auch in der Bibliothek selbst eingetragen. Um aus der Soft-
warevariante heraus ein Mikroprogramm zur Ausführung eines Subgraphen auf dem Koprozessor
aufzurufen, kann eine Methode zur Kommunikation mit dem Koprozessor in einer Konfigurations-
datei eingetragen werden und als Bibliotheksbestandteil mitgeliefert werden. Die Entscheidung, ob
eine echte Implementierung in Software aufgerufen wird oder anstelledessen indirekt das Mikropro-
gramm, kann wie in Abschnitt 7.4 ein Laufzeitsystem vornehmen und anhand von Attributen wie
prefer hardware zusätzlich vom Anwender gelenkt werden.
8.3 Ergebnis und Zusammenfassung
In diesem Kapitel wurde anhand eines datengetriebenen Programmiermodells vorgestellt, wie die
nahtlose Integration von Beschleunigern in Mehrkernsysteme erreichbar ist, indem die Kommunika-
tion zwischen Komponenten überlappt mit Berechnungen erfolgt und die vorhandenen Rechenkerne
allesamt in die Programmausführung eingebunden werden. Koprozessoren werden dazu schlichtweg
als Komponenten in die Programmierung und Ausführung eingebunden. Um unterschiedliche Im-
plementierungen auszuzeichnen und auch um bestimmte Anforderungen an die Eigenschaften einer
Komponente, die ja stets zunächst als Funktion aufgerufen wird, anzugeben, wurde das Konzept
der Attributierung aus Kapitel 7 eingebracht. Grafische Schnittstellen ermöglichen schließlich die
bequeme Verbindung von einzelnen Komponenten zu einem größeren Ganzen und das Versehen
der Komponentenknoten mit Anforderungen. Sowohl die grafische Programmierung als auch die
Ausführung der Anwendung zunächst auf Basis von Softwareimplementierungen der Komponen-
ten helfen, zügig eine korrekte Implementierung der Anwendung zu erhalten. Dabei kann über
die task-parallele Ausführung der Komponenten in Software bereits Leistungssteigerung gegenüber
sequentieller Ausführung der Komponenten erhalten werden, die zudem vergleichbar der mit da-
tenparalleler Ausführung erzielten Steigerung sein kann. Beschleunigenswerte Teile sollen dann in
Hardware verlagert werden. Dem Anwendungsentwickler kann die Partitionierung einer Anwendung
in Software- und Hardware-Teile selbst lenken qua Spezifikation bestimmter Anforderungen mittels
Attributen. Für einen in Hardware auszuführenden Teil entwickelt er ein Mikroprogramm, das von
einer Software-Funktion übertragen und aufgerufen wird. Dieses Mikroprogramm implementiert
einen Subgraphen des Anwendungsgraphen und wird mit der Software-Funktion zusammen als da-
tengetrieben ausgeführte Komponente in die Gesamtanwendung eingebunden. Ein immer größerer
Teil der Anwendung kann dann sukzessive in die Koprozessorhardware verlagert werden, bis keine
Leistungssteigerung mehr erzielbar ist. Dabei kann das beschriebene Laufzeitsystem helfen, wenn
es die Auswahl zwischen unterschiedlichen Funktionsimplementierungen in Hardware oder Software
selbst treffen kann und dann die Laufzeiten vermisst, um spätere Fehlentscheidungen zu vermeiden.
So lässt sich auf bequeme und zudem automatisierbare Weise eine geeignete Hardware-Software-
Partitionierung finden.
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Abbildung 8.6: CG-Verfahren in grafischer Schnittstelle zur datengetriebenen Programmierung he-




Die Evaluation der vorgestellten und der bislang nur im Rahmen der Implementierung teilevaluier-
ten Konzepte der komponentenbasierten und datengetriebenen Ausführung von Anwendungen in
Mehrkernsystemen mit rekonfigurierbarer Hardware wird in diesem Kapitel vorgestellt. Sie beginnt
in Abschnitt 9.1 mit dem Vergleich einer manuellen Implementierung eines Hardwaredesigns für
einen Vorkonditionierer, die durch einen Anwendungsentwickler mit einer Hochsprache erfolgt ist,
mit einer Komponente im mikroprogrammierbaren Rahmenwerk. Aufgrund des in der vorliegenden
Dissertation vorherrschenden Hintergrunds der Verlagerung numerischer Anwendungen in rekonfi-
gurierbare Hardware wird das Rahmenwerk anhand des bereits mehrfach verwendeten Verfahrens
der konjugierten Gradienten zum Lösen eines Gleichungssystems evaluiert in Abschnitt 9.2. Da-
bei kommt der bereits erwähnte Vorkonditionierer zum Einsatz. Die datengetriebene Ausführung
von Anwendungen in Software in Mehrkernsystemen wird in Abschnitt 9.3 ebenso anhand des
CG-Verfahrens evaluiert. Damit schließt sich auch der Kreis der datengetriebenen Ausführung und
Ansteuerung von Komponenten sowohl in Software als auch in Hardware und der Verlagerung
von beliebig grobgranularen Teilgraphen der Anwendung in die rekonfigurierbare Hardware – ein
einzelner Vorkonditionierer bis hin zu einem gesamten Verfahren. Betrachtet man die erste Vorfil-
terungsstufe bei HHblits als Komponente, so lässt sich das gesamte Konzept auch auf den Bereich
bioinformatischer Anwendungen übertragen. Diese Komponente wird zwar auf der Convey HC-1
bei Ausführung in rekonfigurierbarer Hardware nicht datengetrieben angesteuert bzw. ausgeführt,
da die Datenübertragung so wesentlich schneller durchgeführt werden kann und zur Laufzeit keine
Kommunikation mit dem Host unterhalb der Granularität einer Speicherseite möglich ist, wohl aber
dienen ihre Berechnungen als Eingaben für die datengetriebene Ausführung der zweiten Vorfilte-
rungsstufe als weiterer Komponente. Wie die Evaluation in Abschnitt 9.4 zeigt, lässt sich dadurch
ebenfalls ein nicht unerheblicher Teil an Ausführungszeit einsparen.
9.1 Vergleich der mikroprogrammierbaren Steuerung gegen Impulse C
auf der DRC AC2030
In Abschnitt 5.8.4 wurde bereits die Untersuchung vorgestellt, wie mit Impulse C für rekonfigu-
rierbare Hardware SSOR- bzw. SGS-Vorkonditionierer erstellt weden können. Dabei wurde nach
eingehender Analyse Folgendes festgestellt: Domänenexperten können ohne tiefgehende Schulung
in der Hardwareentwicklung zwar ein funktionsfähiges Design erstellen; das entwickelte Design wird
mindestens 20 mal langsamer sein; das Design ist tatsächlich 13 mal langsamer als erwartet und
damit insgesamt 260 mal langsamer; mit verbesserter Implementierung unter Zuhilfenahme von
Hardwarekenntnissen könnte man eine Verbesserung von Faktor 118 erzielen, damit aber noch
immer eine Verlangsamung um mehr als Faktor 2.
Die erzielten Ergebnisse sollen verglichen werden mit der Ausführung eines Mikroprogramms, das
eine von einem Hardwarespezialisten bereitgestellte Komponente aufruft. Der Hardwarespezialist
hat auf Basis der Erläuterungen in Abschnitt 5.8.3 einen Vorkonditionierer implementiert. Die
Implementierung wird im Folgenden genauer beschrieben.
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Abbildung 9.1: RBSGS-Vorkonditionierer als Komponente im datengetriebenen, mikroprogram-
mierbaren Rahmenwerk.
9.1.1 Implementierung eines Rot-Schwarz-Vorkonditionierers für die
Poisson-Gleichung
Die in Abb. 9.1 dargestellten Stencil-Einheiten des Vorkonditionierers verarbeiten die eingehenden
Daten auf datengetriebene Weise. Beide sind intern vollständig gepipelinet. Durch vorab erfolgte
Berechnung der Koeffizienten ist keine Division mehr nötig. Somit können in jedem Takt zwei neue
Stencil-Werte berechnet werden. Die Länge einer Stencil-Pipeline beträgt zwei mal die halbe Zei-
lenbreite n (die Schnittstelle hat 64 Bits, die Ausführung erfolgt jedoch auf 32-Bit-Daten) plus die
Pipelinelänge der Multiplizierer von drei Takten plus drei mal die Pipelinelänge der Gleitkomma-
addierer von je vier Takten, also insgesamt n + 15 Takte. Die Pipeline der gesamten Vorkonditio-
niereinheit hat somit eine Pipelinelänge von p(n) = 2n+ 30 Takten. Für m Zeilen einer Matrix ist
die Ausführungszeit (in Takten) t(m,n) = m · n/2 + n+ 30− 1, die durchgängige Ankunft gültiger
Daten aus dem Puffersatz vorausgesetzt. Also ergibt sich für m = n = 1000 eine Ausführungszeit
von t(m,n) = 1000 ∗ 500 + 1000 + 29 = 501.029 Takten. Die Implementierung mit Impulse C auf
der DRC AC2030 ergab eine erwartete Ausführungszeit von 0, 292 s für eine Iteration bei 100 MHz,
also 29.200.000 Takte. Gemessen wurden allerdings sogar 3, 88 s (etwa 388.056.600 Takte) für die
Impulse-C-Implementierung.
9.1.2 Verwendung des Koprozessors
Die Vorkonditionierung wurde mittels des datengetriebenen, mikroprogrammierbaren Rahmen-
werks auf den Koprozessor verlagert. Dazu steht das Mikroprogramm aus Listing 9.1 bereit, welches
Daten aus dem Koprozessorspeicher mittels einer DMA-Einheit einliest, die passenden Zielpuffer für
die Vorkonditioniereinheit zuweist, selbige Einheit startet und deren Ergebnisse in den Koprozessor-
speicher zurückschreibt. Ferner erhält der Koprozessor die Adressen der Ein- und Ausgabematrizen
sowie weitere Parameter über die zu verarbeitenden Daten mittels des Application Engine Hubs
der Convey HC-1. Diese Parameterübergabe benötigt bei Convey ein weiteres Assemblerprogramm
(Listing 9.2). Mit dem Ausführen jenes zweiten Assemblerprogramms ruft der Anwender den Ko-
prozessor und damit das Rahmenwerk mit dem ersten Mikroprogramm auf. Beide Programme sind
weitestgehend wiederverwendbar und einfach zu erweitern.
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Iterationen
Auflösung
10× 10 100× 100 1000× 1000
10 0,438 0,419 1,24
100 – 0,463 7,95
1000 – – 74,180
Tabelle 9.1: Durchführungszeit (in Sekunden) unterschiedlich vieler CG-Iterationen für unterschied-
liche Problemgrößen auf der Convey HC-1 mit auf den Koprozessor ausgelagertem
rot-schwarzen Gauß-Seidel-Vorkonditionierer.
buf assign U1 B24
dma1r R2 R10 0








mov %a8, $0, %aeg # move a8 to R0 (&program)
mov %a9, $1, %aeg # move a9 to R1 (programLength)
mov %a10, $7, %aeg # move a10 to R7 (&null)
mov %a11, $8, %aeg # move a10 to R8 (&one)
mov %a12, $31, %aeg # move a10 to R31 (&default return val)
mov %a13, $9, %aeg # move a10 to R9 (&cols)
mov %a14, $10, %aeg # move a10 to R10 (&vec size)
mov %a15, $2, %aeg # move a10 to R2 (&in vec)
mov %a16, $3, %aeg # move a11 to R3 (&out vec)
mov $1, %aeem
caep00 $0
mov.ae0 %aeg, $31, %a8
rtn
Listing 9.2: Assemblerprogramm zur Ansteuerung des
Koprozessors.
9.1.3 Laufzeitmessung
Die Ergebnisse der Laufzeitmessung des gesamten vorkonditionierten CG-Verfahrens auf der Con-
vey HC-1 mit ausgelagertem Vorkonditionierer sind in Tabelle 9.1 zusammengestellt. Sie sind zu
vergleichen gegenüber den Ausführungszeiten bei einem mit Impulse C formulierten Vorkonditionie-
rer auf der DRC AC2030 (Tabelle 5.24). Da die Prozessoren der verwendeten Systeme einigermaßen
vergleichbare Leistung liefern, stellt der vorgeschlagene Ansatz der komponentenbasierten, miko-
programmierten Koprozessorverwendung eine wesentliche Effizienzsteigerung dar. Denn anstelle
260-facher Verlangsamung des Vorkonditionierers tritt nur eine Verlangsamung von etwa 4-5 bei
der Verlagerung ein, wie die Untersuchung der Ausführungsgeschwindigkeit des Vorkonditionierers
in Tabelle 9.2 im Vergleich zu Tabelle 5.22 zeigt, und der Aufwand für den Anwender beschränkt
sich auf das Erstellen eines Mikroprogramms und Übergeben als Parameter beim Koprozessorauf-
ruf. Für einzelne Komponentenaufrufe kann die Mikroprogrammerstellung sogar im Vorfeld vom
Hardwareentwickler abgenommen werden und ausschließlich eine bibliotheksbasierte Schnittstelle
zur Verfügung gestellt werden. Dabei kommt allerdings keine weitere Komponente zeitgleich zum
Einsatz, welche die Datenlokalität ausnutzen würde. Das Rahmenwerk ist mit nur einer Vorkondi-
tioniereinheit konfiguriert, könnte aber mit den vier vorhandenen DMA-Einheiten mindestens zwei
unterschiedliche Datensätze gleichzeitig verarbeiten, wenn ein zweiter Vorkonditionierer geladen
würde. Ebenso wird nur eine der vier Application Engines verwendet. Unter idealen Bedingungen
sollte sich daher die Laufzeit des Vorkonditionieres vierteln lassen, wenn alle vier AEs eingesetzt
werden, und damit eine messbare Beschleunigung einstellen anstelle der Verlangsamung beim An-
satz mit Impulse C.
Gegenüber der Nutzung einer Hochsprache ist der hier vorgeschlagene Ansatz mit domänenspezifi-
schen, von Hardwarespezialisten entwickelten Komponenten und der Ansteuerung über Mikropro-
gramme bereits jetzt mehr als 2604,5 ≈ 57, 8 mal effizienter in Relation zur eingetretenen Verlangsa-
mung auf dem jeweiligen Host (der zeitliche Aufwand ist für den Anwendungsentwickler aufgrund
der Bibliotheksaufrufe einer vorliegenden Implementierung geringer als die zeitaufwendige Syn-
these eines vorab selbst zu implementierenden und anzusteuernden Algorithmus). Zudem ist der





auf CPU auf FPGA FPGA zu CPU
500× 500 0,00137600 0,00737300 5,35828488
1000× 1000 0,00687400 0,03055400 4,44486471
2000× 2000 0,02932000 0,12359500 4,21538199
4000× 4000 0,11972300 0,49347800 4,12183123
Tabelle 9.2: Laufzeit eines rot-schwarzen Gauß-Seidel-Vorkonditionierers in Software auf der Intel
Xeon CPU der Convey HC-1 gegenüber Ausführung auf FPGA mit 150 MHz, gemittelt
über zehn Aufrufe (jeweils in Sekunden).
9.1.4 Zusammenfassung der Verlagerung des Vorkonditionierers auf den
Koprozessor
Einerseits konnte gezeigt werden, dass von Hardwarespezialisten entwickelte Komponenten wesent-
lich schneller sind, und andererseits, dass zwar etwas Effizienzverlust durch die Ansteuerung des
Koprozessorrahmenwerks und die Datenübertragung gegenüber einem direkten Aufruf eintritt, aber
dennoch gegenüber der vormals 260-fachen Verlangsamung nur noch vier- bis fünffache Verlangsa-
mung eintritt bei der Nutzung einer einzelnen Stencileinheit. Auf jeder der vier Application Engines
der Convey HC-1 kann ein eigenes Mikroprogramm ausgeführt werden, außerdem können mehrere
Stencileinheiten untergebracht werden. Ausgehend von unbeschränktem Platz und Erreichen der
Taktrate könnten mit den 16 Speicherports des Koprozessors acht Stencileinheiten mit Daten ver-
sorgt werden, so dass insgesamt knapp achtfache Beschleunigung auch ohne die weitere Ausnutzung
von Pipeline-Parallelismus zwischen den Komponenten theoretisch möglich ist.
9.2 Ein vorkonditioniertes Konjugierte-Gradienten-Verfahren in
datengetriebenem FPGA-Rahmenwerk
Problematisch ist bei der Verlagerung des Vorkonditionierers nach Abschnitt 9.1 allerdings noch,
dass die Matrizen in die FPGAs geladen, dort verarbeitet, und anschließend sofort wieder zurück-
geschrieben werden. Das mikroprogrammierbare, datengetriebene Koprozessorrahmenwerk aus Ab-
schnitt 6.4 hat zum Ziel, die sofortige Weiterverarbeitung der ausgehenden Daten sowie die zeit-
gleich mehrfache Verarbeitung durch unterschiedliche Einheiten zu erreichen, und dadurch dieses
Datentransportproblem zu beheben.
9.2.1 Konzept und Implementierung
Daher stellt das Rahmenwerk nun alle für das CG-Verfahren benötigten Komponenten zur
Verfügung, wie sie bereits in Abb. 6.12 enthalten sind. Das CG-Verfahren muss aufgrund der
zahlreichen Datenabhängigkeiten und ohnehin notwendigen Rückschreiboperationen in vier Tei-
le wie in Abb. 9.2 aufgeteilt werden, wobei der erste nur der Initialisierung dient. Die weiteren
drei Teile werden in jeder Iteration nacheinander mit jeweils einem eigenen Mikroprogramm auf-
gerufen [NBK+13]. Diese als Blockvariante bezeichnete Variante benötigt jede Recheneinheit nur
einmal und vereinfacht damit das Hardwaredesign. Zukünftige konfigurations- und domänenspezi-
fische Compiler können dadurch ebenso einfacher gehalten werden.
9.2.2 Laufzeitmessung und Vergleich
Unter Verwendung der Matrixbibliothek aus Abschnitt 5.1.1 konnte das CG-Verfahren sequentiell
und parallel auf unterschiedlichen Architekturen zum Vergleich mit dem koprozessorgestützten
Ansatz durchgeführt werden. Letztgenannter liefert gegenüber der sequentiellen Ausführung bereits
ab Eingabedaten der Größe 32×32 Leistungssteigerung und ist bei sehr großen Datenmengen auch
mit einer mit -O2 kompilierten Version auf einem schnellen 24-Kern-System vergleichbar (sogar etwa
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x = x + αp
Ap = stencil(p)
α = rz / s
s = dp(p, Ap)
αp = α * p
x
z = precond(res)
rz = dp(res, z)
p = z + βp
βp = β * p
res = res - αAp













Abbildung 9.2: Aufteilung des CG-Verfahrens zur Nutzung des datengetriebenen, mikroprogram-
mierbaren Rahmenwerks mit Vorkonditionierer.
19 % schneller, Abbildung 9.3). Betrachtet man die Menge an intern verarbeiteten Daten gegenüber
der Bandbreite und skaliert diese auf die verfügbaren vier Application Engines, so ist sowohl eine
wesentlich höhere Datenverarbeitungrate erwartbar als auch bessere Ausnutzung der zur Verfügung
stehenden externen Bandbreite. Die koprozessorgestützte Variante benötigt allerdings auch mehr









































2−Sockel Xeon 5670, −O2
Vollständige Variante
Blockvariante
Abbildung 9.3: Leistung des CG-Verfahrens auf der Convey HC-1 mit Intel Xeon 5138 und mit
einer AE gegenüber reiner Softwareausführung auf unterschiedlichen Systemen.
Besonders großer Nutzen ist von größeren FPGAs erwartbar, wo alle für die gleichzeitige, überlapp-
te, ressourcenkonfliktlose Ausführung des CG-Verfahrens benötigten Recheneinheiten vorhanden
sind (als
”
vollständige Variante“ für kleine Datenmengen umgesetzt; durch die Anzahl an Spei-
cherressourcen auf Daten kleiner als 100×100 Elemente eingeschränkt). Dennoch ist ohne Weiteres
das Design mit allen Komponenten weder für die Convey HC-1 mit Xilinx Virtex-5 LX330-FPGAs
noch für die Convey HC-1ex mit Xilinx Virtex-6 LX760-FPGAs unter Einhaltung der Zeitschranken






Slices 45,210 (87 %) 58,039 (48 %)
Slice-Register 112,603 (54 %) 110,593 (11 %)
Slice-LUTs 134,381 (64 %) 172,114 (36 %)
Slice-LUT-Flip-Flop Pairs 159,820 (77 %) 190,879 (40 %)
RAMB36 264 (92 %) 274 (38 %)
DSP48 138 (72 %) 138 (15 %)
Takt 14,164 ns 14,889 ns
(Ziel: 6,667 ns) (212 %) (223 %)



































Abbildung 9.4: Reduzierung der Anzahl benötigter Iterationen und damit einhergehend der
Ausführungszeit bei Erhöhung der Auflösung von einfacher Genauigkeit (SP) um
23 bzw. 32 Bits (erw.).
9.2.3 Verbesserung der Konvergenz
Mittels des Mikroprogrammansatzes lassen sich die errechneten Werte bequem in den Koprozes-
sorspeicher zurückschreiben, um sie im Rahmen der Fehlersuche und -behebung zu verwenden.
Anhand von Abgleichen der errechneten Matrizen gegenüber der Ausführung in Software ließen
sich die höheren Anzahlen an benötigten Iterationen gegenüber der sequentiellen Ausführung vor
allem auf das Skalarprodukt zurückführen. Selbiges ist derart implementiert, dass zum aktuellen
Zeitpunkt nicht reduzierbare Daten intern zwischengespeichert werden, was von der Rate der ein-
gehenden Daten abhängt. Die zwischengespeicherten Daten werden später akkumuliert. Der dabei
vorhandene Indeterminismus beeinflusst ähnlich der Ausführung mit OpenMP und dynamischer
Ablaufplanung das Ergebnis beim Skalarprodukt und führt letztendlich sogar zu variierender Anzahl
an Iterationen für unterschiedliche Läufe. Der Hardwarespezialist kann im Rahmen der verfügbaren
FPGA-Ressourcen eine genauere Implementierung zur Verfügung stellen. Das Skalarprodukt wurde
intern bei der Multiplikation um 23 Bits erweitert, um keine Informationen zu verlieren, und um
32 Bits bei der Addition, um ein breiteres Fenster zu haben, in welchem genau akkumuliert wird.
Die exakte Skalarprodukteinheit wurde aufgrund ihrer enormen Platzanforderungen nicht einge-
bracht, aber gewissermaßen approximiert. Dadurch ließen sich die Iterationszahlen ohne weitere
softwareseitige Veränderungen stark reduzieren auf nur noch 40 % der vorherigen, wie in Abb. 9.4
gut deutlich wird, wodurch sich auch die Gesamtausführungszeit entsprechend senkt. Damit ist der
vorgeschlagene Ansatz bereits ab Problemgrößen von 1024× 1024 vorteilhaft gegenüber einem mit
OpenMP programmierten 24-Kern-System.
160




















































Abbildung 9.5: Nutzung der verfügbaren Bandbreite (skaliert auf vier Application Engines bei der
HC-1).
9.2.4 Ergebnis der mikroprogrammgestützten Verlagerung des
Konjugierte-Gradienten-Verfahrens
Der vorgeschlagene Ansatz, dem Anwendungsentwickler vorgefertigte, domänenspezifische Kompo-
nenten auf einem Koprozessor anzubieten, der über Mikroprogramme konfiguriert und gesteuert
wird, ermöglicht die Verlagerung von ganzen Verfahren in rekonfigurierbare Hardware. Unnötiger
Datentransport wird durch Vorhalten der Zwischendaten in einem zentralen Puffersatz vermieden;
das Rückschreiben von Daten erfolgt nebenläufig zu weiteren Berechnungen. Obwohl nur maximal
vier DMA-Einheiten vorhanden sind, und damit nur ein Viertel der eigentlich verfügbaren exter-
nen Bandbreite nutzbar ist, ist die Anzahl durchgeführter Gleitkommaoperationen (MFLOPS bzw.
MFLOPS * 4 Byte/Operation) auf den gelesenen Daten sehr hoch gegenüber der Verwendung von
Standardprozessoren (Abb. 9.5). Der vorgeschlagene Ansatz ermöglicht also, die Belastung der Spei-
cherschnittstellen zu verringern, und kann die Speicherbeschränktheit von Anwendungen teilweise
umgehen durch die hohe interne Datenwiederverwendung. Dadurch lässt sich bereits vergleichbare
Leistung zu aktuellen Mehrkernsystemen mit vielen Hardware-Threads erzielen. Das vorherrschende
Datentransferproblem ist somit gelöst. Diese Leistung lässt sich durch die Integration von Spezi-
aleinheiten noch weiter verbessern. Durch ein exakteres Skalarprodukt reduziert sich die Anzahl
benötigter Iterationen auf nur 40 %. Die Spezialimplementierung der Skalarprodukteinheit ist für
den Anwender transparent und erfordert auch keinen Zusatzaufwand seitens des Anwenders.
9.2.5 Abschließende Energiebetrachtungen
Bei der Koprozessorausführung wurde lediglich eine Application Engine eingesetzt. Zusätzlich
verfügt der Koprozessor über drei weitere AEs, die je aus einem FPGA bestehen, und über acht Spei-
chercontroller, die aus einem weiteren FPGA bestehen, sowie schlussendlich auch über die Speicher
an sich. Da ein homogenes Mehrkernsystem ebenso über gewisse Speichercontroller und Speicher-
bausteine verfügen muss, soll es genügen, die Energiebetrachtungen auf die durchschnittliche Leis-
tungsaufnahme der Ausführungseinheiten und auf ihre jeweilige Ausführungsdauer zu reduzieren.
In den AEs der Convey HC-1 kommen Xilinx Virtex-5 LX330 mit einer maximalen Leistungs-
aufnahme von 35,8 W zum Einsatz. Hingegen ist beim Prozessor Intel Xeon X5670 auf dem zum
Vergleich herangezogenen Zwei-Sockel-System mit insgesamt 24 Hardware-Threads die maximal
abzuführende Wärme mit 95 W spezifiziert1. Die Ausführungszeiten und der zugehörige Energiebe-
darf für unterschiedliche Problemgrößen sind in Tabelle 9.4 aufgeführt und zusammengefasst. Der
Energiebedarf wurde dazu über die als durchschnittlich angenommene Leistungsaufnahme einer
Einheit und die jeweilige Ausführungszeit ermittelt, d.h. für eine Auflösung von 512 × 512 ergibt
1engl. Thermal Design Power (TDP): Maximale erwartbare, dauerhafte Wärmeabgabe. Wird in Ermangelung
besserer Angaben zur modellhaften Rechnung benutzt.
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512× 512 1024× 1024 2048× 2048 4096× 4096
Ausführungszeit CPU 2,405 s 21,242 s 168,618 s 1896,006 s
Ausführungszeit AE 2,286 s 16,607 s 145,628 s 1196,383 s
Max. Energiebedarf CPU (a) 126,938 mWh 1121,100 mWh 8899,266 mWh 100066,993 mWh
Max. Energiebedarf FPGA 22,729 mWh 165,144 mWh 1448,186 mWh 11897,358 mWh
Errechneter Energiebedarf FPGA (b) 11,072 mWh 80,446 mWh 705,444 mWh 5795,476 mWh
Verhältnis (a
b
) 11,5 13,9 12,6 17,3
Tabelle 9.4: Ausführungszeit, mittels durchschnittlicher Leistungsaufnahme und benötigter
Ausführungszeit bestimmter Energiebedarf und Verhältnis des Energiebedarfs zwischen
der Ausführung auf einer AE der Convey HC-1 und mehrfädiger Ausführung auf zwei
Intel Xeon X5670.
sich ECPU = 2 ∗ 95 W ∗ 2,4053600 h = 0, 127 Wh. Es ist anzumerken, dass das verwendete Design auf-
grund der nicht vollständig verwendeten FPGA-Ressourcen lediglich eine Leistungsaufnahme von
17,439 W haben soll laut Bericht des Xilinx XPower Analyzer (XPA). Für die FPGA-Ausführung
halbiert sich daher die aufgenommene Leistung im Endeffekt, während die Ressourcen der zwei
CPUs nahezu vollständig genutzt sind. Die maximale Leistungsaufnahme eines Prozessors liegt et-
wa bei dem Anderthalbfachen der TDP (oder noch höher); die durchschnittliche2 liegt bei etwa 2/3
der TDP. Entsprechend ist davon auszugehen, dass die Verbesserung des Energiebedarfs nicht zwi-
schen 11,5× und 17,3× liegt, sondern zwischen 7,7× und 25,9×; also noch immer sehr viel weniger
Energie benötigt wird. Insofern stellt die Wahl der TDP zur Bestimmung des Energiebedarfs ein
simples Mittel dar zur ersten Abschätzung der Energieeffizienz.
9.3 Datengetriebene Ausführung des CG-Verfahrens in Software
Nachdem es sich als vorteilhaft erwiesen hat, in Koprozessoren die Daten datengetrieben und
möglichst überlagert zu verarbeiten (Abschnitt 9.2), idealerweise unter Einsatz von Spezialeinhei-
ten wie Reduktionseinheiten für die Maximumsberechung (Abschnitt 4.2.3) oder Skalarprodukten
(Abschnitte 5.4, 9.2.3), wird dieser Ansatz auch auf die Ausführung in Software übertragen. Mit der
datengetriebenen Umsetzung (Abschnitt 8.1) der Matrixbibliothek (Abschnitt 5.1.1) wurde daher
das CG-Verfahren implementiert, auf dem 24-Hardwarethreads-System mit zwei Intel Xeon X5670
ausgeführt und verglichen gegenüber OpenMP.
Dabei wurden die vorab erlangten Erkenntnisse beachtet und wie folgt die Implementierung an-
gepasst. Die Operationen sind derart angeordnet, dass Allokationen so früh wie möglich erfol-
gen, abgesehen von der Initialisierung des Vektors b für die rechte Seite, die bereits zeitgleich
mit weiteren Allokationen erfolgen kann. Sie weiter nach hinten zu verschieben, hat in der Im-
plementierungsphase bereits negative Auswirkungen offenbart. Auch für unterschiedliche andere
Anordnungsmöglichkeiten der unterschiedlichen Typen von Operationen (Allokationen, arithme-
tische Berechnungen, Freigeben) wurden Messungen vorgenommen. Die beste Alternative wurde
implementiert – Allokationen frühzeitig durchführen. Matrizen werden allesamt den Zeilen nach
gespeichert (
”
row-major“), da keine Operationen wie Matrixmultiplikationen durchgeführt werden,
die von andersartiger Speicherung profitieren würden. Gcc -O3 wurde zum Kompilieren verwendet
in Version 4.5 und 4.6, da sich mit ICC keine nennenswerten Unterschiede erkennen ließen abge-
sehen von schnellerer Ausführung. Abbildung 9.6 zeigt deutlich, dass der Nutzen datengetriebener
Ausführung wie auch schon zuvor bei der Verlagerung auf einen Koprozessor erst ab größeren Da-
tenmengen oberhalb von Auflösungen von 2000× 2000 auftritt, wenn die im System vorhandenen
Caches zur Vorhaltung der Daten bei der Ausführung mit OpenMP nicht mehr ausreichen. Der
datengetriebene Ansatz hingegen verwendet die Daten nach Möglichkeit wieder, solange sie noch
im Cache vorhanden sind. Dadurch verringert sich die Ausführungszeit um 10 % bis 25 %.
2engl. Average CPU Power (ACP)
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DG+TP (Pool, 7 POSIX-, 3 OpenMP-Threads, 10-Prozent-Synchronisation)
Abbildung 9.6: Speedup von bibliotheksbasierter OpenMP-Ausführung des CG-Verfahrens ge-
genüber datengetriebener, taskparalleler (DG+TP) Ausführung.
9.4 Überlagerte Ausführung von HHblits in Software und
rekonfigurierbarer Hardware
Die Ziele des oben beschriebenen und evaluierten datengetriebenen Programmiermodells sind ei-
nerseits, die Koprozessorausführung eng in die Ausführung der nicht verlagerten Programmteile
einzubinden, sowie andererseits, die Programmierung für das datengetriebene, mikroprogrammier-
bare Rahmenwerk dadurch zu erleichtern, dass sehr ähnlicher Programmcode in Hochsprache ent-
wickelt und in Software vorab ausgeführt werden kann. Letztendlich wird so erreicht, dass leicht das
Mikroprogramm für die Koprozessorausführung verändert werden kann, um kleinere oder größere
Teile der Anwendung in die Koprozessorhardware zu verlagern und so den größtmöglichen Nutzen
des Koprozessors zu bestimmen.
Der erzielte Nutzen des datengetriebenen, taskparallelen Programmiermodells ist noch zu gering
für den betriebenen Aufwand mit Warteschlangen und Evaluation der besten Parameter bestehend
aus Anzahl POSIX- und OpenMP-Threads sowie der bestgeeigneten Möglichkeit zur Synchronisa-
tion. Daher ist nun entsprechend oben zusammengefasster Ziele zu untersuchen, ob die datenge-
triebene Programmausführung über die Grenze zwischen Prozessor und Koprozessor hinweg mehr
Verbesserung erzielen lässt als die Verlagerung von Anwendungsteilen in den Koprozessor. Da der
Koprozessor der Convey HC-1 einen eigenen Speicher hat, zu welchem die schnellste Möglichkeit
zur Übertragung großer Daten aus Blocktransfers besteht, bietet es sich nicht an, das CG-Verfahren
mit seinen Eingabe- und Ausgabematrizen dafür zu untersuchen. Stattdessen braucht es eine An-
wendung, bei welcher die Ein- oder Ausgabe nur geringe Datenmenge hat. Eine solche findet sich
mit der Berechnung des lückenlosen Scores in HHblits. Dabei wird für jede verglichene Sequenz
nur ein 1 Byte großer Maximalwert zurückgegeben Es bietet sich daher an, die Ausführung des
Koprozessors mit nachfolgenden Operationen zu überlagern.
Dies konnte wie folgt umgesetzt werden: Der erste Vorfilterungsschritt, die Berechnung des lücken-
losen Scores, vergleicht mittels einer OpenMP-SSE-Implementierung oder auf dem Koprozessor
(Abschnitt 4.2.3) die Sequenzen der Datenbankeinträge mit dem Profil der Anfrage. Sobald ein
oder mehrere Sequenzvergleiche erfolgt sind und die berechneten Maxima über einem gewissen
Schwellwert liegen, startet bereits der zweite Schritt der Vorfilterung seine Arbeit, der aus einer
streifenweise arbeitenden Smith-Waterman-Implementierung besteht. Die Komponente der ersten
Stufe für den lückenlosen Score wird dazu als eigener POSIX-Thread gestartet und synchronisiert
sich mit der zweiten Komponente (Berechnung des lückenbehafteten Scores) mittels Semaphoren.
Die Smith-Waterman-Implementierung hat einen Anteil von etwa 4 % an der sequentiellen, un-
beschleunigten Ausführungszeit und sollte sich daher perfekt mit dem ersten Schritt überlappt
ausführen lassen.
Wie die Messung der Software-Implementierung auf einem 24-Kern-System mit zwei Intel Xeon
X5670 in Abb. 9.7 zeigt, ist es wirklich möglich, die zweite Stufe nahezu vollständig hinter der
Ausführung der ersten Stufe zu verstecken.
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Abbildung 9.7: Überlappung der Smith-Waterman-Implementierung mit der Berechnung des
lückenlosen Scores auf dem Intel Xeon X5670-System mit 24 Hardwarethreads.
Aufgrund dieser positiven Ergebnisse wurde die Implementierung auch auf den in Abschnitt 4.2.3
entwickelten Koprozessor übertragen. Es stellt sich in den über fünf Läufe gemittelten Messungen
eine Verbesserung der Gesamtausführungszeit von 59,6 Sekunden auf 51,6 Sekunden ein bei Ver-
wendung nur eines einzigen weiteren Threads/Kerns für die o.g. zweite Komponente, also mehr als
13 % Verbesserung. Wird HHblits zusätzlich mit zwei Worker-Threads anstelle nur eines Workers
zur parallelen Ausführung des Viterbi-Algorithmus auf der Convey HC-1 betrieben, so ändert sich
dieses Verhältnis geringfügig auf 49,8 Sekunden zu 45,8 Sekunden durch die Ausnutzung von Task-
Parallelismus zur Ausführung der zweiten Komponente, also auch eine Verbesserung um 8 %.
9.4.1 Abschließende Energiebetrachtungen
Bei der Verlagerung der ersten Vorfilterungsstufe auf den Koprozessor werden alle vier Applica-
tion Engines eingesetzt. Jede einzelne hat eine maximale Leistungsaufnahme von 35,8 W sowie
eine von XPA errechnete Leistungsaufnahme von 18,561 W. Der auf der Convey HC-1 eingesetzte
Host-Prozessor ist unter Berücksichtigung der Energieeffizienz entwickelt worden und verfügt über
eine TDP von lediglich 35 W. Tabelle 9.5 ist entnehmbar, dass die Verwendung eines heterogenen
Systems insbesondere dann unter dem Gesichtspunkt des Energiebedarfs sinnvoller ist als die allei-
nige Ausführung im Prozessor, wenn der Prozessor ebenso in die Ausführung der Anwendung qua
Ausnutzung von Task- bzw. Pipeline-Parallelismus eingebunden ist.
9.5 Ergebnis und Zusammenfassung
Um Koprozessoren erfolgreich einzusetzen, müssen die Schaltungen von Hardwarespezialisten ent-
wickelt werden. Problematisch bleibt dabei das Verhältnis von Datentransfer zu Berechnung. Um
dieses zu erhöhen, wurden mehrere domänenspezifische Komponenten auf einem FPGA mittels
eines zentralen Puffersatzes verbunden und über eine mikroprogrammierbare Steuereinheit an-
gesteuert. Damit lässt sich das wiederholte Einlesen von Daten vermeiden und die Granularität
der Verlagerung erhöhen von Funktions- auf Algorithmen- oder Anwendungsebene. Durch die da-
bei entstehende Wiederverwendung der Daten wird obiges Problem gelöst. Aufgrund der geringen
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CPU Koprozessor- Überlappt
(1 Thread) gestützt
Ausführungszeit [s] 74,585 37,465 34,147
Leistungsaufnahme (TDP-Wert / XPA-Ausgabe) [W] 35 CPU: 35; FPGA: 18,561
Energiebedarf [mWh] 362,566 507,048 507,048
Beschleunigung gegenüber CPU – 1,991 2,184
Energiemehrbedarf (rel.) gegenüber CPU – 1,398 1,398
Effizienzsteigerung (1/EDP) – 1,424 1,562
Tabelle 9.5: Ausführungszeit, über benötigte Ausführungszeit und als durchschnittlich angenomme-
ne Leistungsaufnahme ermittelter Energiebedarf und Effizienzsteierung zwischen der
Ausführung von HHblits auf der Convey HC-1 ohne und mit überlappter Ausführung
des Koprozessors sowie die sich dadurch errechnende Erhöhung der Energieeffizienz.
Taktfrequenz von FPGA-Schaltungen sowie aufgrund der Verwendung von Gleitkommaoperatio-
nen auf FPGAs ist die Leistung rekonfigurierbarer Hardware der Leistung eines aktuellen SMP-
Systems mit Mehrkernprozessoren noch nicht überlegen. Die Verwendung mehrerer FPGAs mit
unterschiedlichen Mikroprogrammen oder mehrerer FPGAs zur Berechnung von Teilproblemen
nach Gebietszerlegung wird dann aber auch gegenüber solchen Systemen Geschwindigkeitsstei-
gerung erzielen. Besonders am komponentenbasierten Ansatz ist aber, dass transparent für den
Anwendungsentwickler Spezialimplementierungen wie etwa exaktere Skalarprodukte integriert sein
können. Deren zusätzliche Genauigkeit reduziert die Anzahl benötigter Iterationen wesentlich um
60 % und damit auch die Ausführungszeit der koprozessorgestützten Anwendung. Die Komponen-
ten werden auf dem Koprozessor nach Möglichkeit zeitgleich ausgeführt, und bei Vorhandensein von
Datenabhängigkeiten werden sie datengetrieben ausgeführt, ohne auf die vollständige Bearbeitung
des Vorgängerknotens im Anwendungsgraphen warten zu müssen. Dieses Modell ist auch auf die
Ausführung in homogenen Mehrkernprozessoren übertragbar und bringt geringfügige Verbesserung
gegenüber mit OpenMP parallelisierten Varianten. Bindet man jedoch den Koprozessor ebenso
datengetrieben in die Anwendung ein, so können die Kerne des Hostprozessors zeitgleich weitere
Komponenten ausführen und Anwendungen sowohl von der Nutzung des Koprozessors als auch
vom Einsatz mehrere Prozessorkerne profitieren. Ein Mikroprogramm für den Koprozessor kann
dann als Implementierung einer mittel- bis grobgranularen Komponente in ein heterogenes System
eingebunden werden. Die (zusammengesetzte) Komponente wird anstelle auf Prozessorkernen dann
auf dem Koprozessor ausgeführt, wo sie Leistung vergleichbar zu etwa 24 Hardwarethreads liefern
kann. Die übrigen Rechenkerne im heterogenen Mehrkernsystem führen weitere Komponenten als
Tasks aus, und können dadurch sogar geringfügig Leistungssteigerung gegenüber der datenpar-
allelen Ausführung mit OpenMP erzielen. Vorliegende Datenkonflikte werden durch Angabe der
Gültigkeit bereits berechneter Daten behoben und die Komponenten können sowohl in Hardwa-
re als auch in Software datengetrieben arbeiten. Liegen hingegen keine Datenabhängigkeiten vor,
so kann task-parallel gearbeitet werden und die Speicherschnittstelle durch gleichzeitig mehrfa-







Der Beitrag dieser Dissertation soll abschließend zusammengefasst werden. Neben dem bloßen Her-
ausstellen des Beitrags und Inhalts sollen auch die durch die vorliegende Arbeit gelieferten Perspek-
tiven aufgezeigt werden und mit den gewonnenen Erkenntnissen hinsichtlich der Anforderungen an
zukünftige Systeme mit FPGAs als Koprozessoren abgeschlossen werden.
10.1 Inhalt und Beitrag dieser Arbeit
Aufgrund der Ineffizienz – hinsichtlich nötigem Rechenaufwand und erzielbarem Nutzen – von
Standardprozessoren bei besonderen Operationen oder Anwendungsgebieten und umgekehrt der
Ineffizienz – hinsichtlich Ressourcenbedarf, Ausführungsdauer und erzieltem Nutzen – von Spezial-
hardware beim Allzweckrechnen ist davon auszugehen, dass moderne Rechner und Chips zukünftig
heterogen sein werden [179]. Eventuell werden sie sogar aus mehreren Komponenten mit unter-
schiedlichen Befehlssätzen und Einsatzzwecken bestehen. In dieser Arbeit wurden verschiedene
Methoden und Konzepte untersucht, wie rekonfigurierbare Hardware in aktuellen Mehrkernsyste-
men und zukünftigen Vielkernsystemen gewinnbringend eingesetzt werden kann.
Der in rekonfigurierbarer Hardware massiv ausnutzbare Parallelismus kann sehr gut für bioinfor-
matische Anwendungen eingesetzt werden. Die Bioinformatik hat sich bereits auf algorithmischer
Ebene erfolgreich mit dem Problem beschäftigt, Datenabhängigkeiten zu vermeiden bzw. bestehen-
de Datenkonflikte zu beheben und so stark parallele Verarbeitung zu erlauben, etwa die Verwendung
von SSE-Instruktionen zur 16-fach parallelen Berechnung eines lückenlosen Scores bei der Vorfilte-
rung im Werkzeug HHblits. Mittels der Convey HC-1 lässt sich gegenüber der SSE-Implementierung
eine Beschleunigung von 4,46 für die Berechnung aller lückenlosen Scores dadurch erreichen, dass
die gesamte Filterfunktion ausgelagert wird, wie in Abschnitt 4.2 beschrieben. Die Filterfunkti-
on führt über alle in der Datenbank eingetragenen Sequenzen einen Kernel aus, welcher aus der
Berechnung des Maximums über 16 Werten besteht, die parallel zueinander ausgeführt werden.
Der Kernel allein hätte entsprechend der bereits erhaltenen Erkenntnisse keinen Nutzen durch eine
Portierung auf einen FPGA erhalten können. Die Funktionsausführung hat jedoch nur einen Anteil
von etwa 63 % an der Gesamtausführungszeit, so dass mit dem zusätzlichen Aufwand lediglich ge-
ringfügige Beschleunigung von Faktor 44,524 s39,456 s = 1, 13 erreichbar ist. Versteckt man jedoch die zweite
Stufe der Vorfilterung, und zwar die byteweise Berechnung des Smith-Waterman-Algorithmus mit
ihrer Laufzeit von 2,96 s,
”
hinter“ der Koprozessorausführung mittels eines weiteren Threads nach
dem Erzeuger-Verbraucher-Prinzip, so erhöht sich der Speedup weiter auf 1,22. Durch diese als
Pipeline-Parallelismus bezeichnete Unterform des Task-Parallelismus kann Leistungs-
steigerung erhalten werden und zugleich die hohe Leistungsaufnahme von rekonfigu-
rierbarer Hardware kompensiert werden.
Als Beispiel zur Nutzung rekonfigurierbarer Hardware für numerische Anwendungen wurden ver-
schiedene exaktere Arithmetiken [177] betrachtet. Wie in Abschnitt 2.2.3 gezeigt wurde, sind sie
schlecht mit Mikroprozessoren und Software umzusetzen, versprechen aber hohen Nutzen durch
Verringerung der Anzahl benötigter Iterationen und damit der Gesamtlaufzeit beispielsweise des
Konjugierte-Gradienten-Verfahrens (vgl. Abschnitt 5.3). Die Implementierung [31] exakter Arith-
metik muss mit hardwarenahen Entwicklungssprachen erfolgen, um die Parallelität auf Bitebene,
spezielle Formate und Vektorlängen erfolgreich auszunutzen, und kann daher keinesfalls abstrahiert
mit C-zu-VHDL-Sprachen erfolgen. Eine hardwarenahe Implementierung allein reicht jedoch nicht
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aus, die bereits vergleichsweise sehr langsamen Softwareimplementierungen zu ersetzen, wie in der
Evaluation der ersten Implementierung in Abschnitt 5.4 ersichtlich wird [NBKK09]. Grund dafür
ist im Wesentlichen der für das Starten des Koprozessors und Übertragen der Instruktion und Da-
ten nötige Zusatzaufwand, im Weiteren aber auch das schlechte Verhältnis von Berechnungen zu
Datentransfer1. Dieses Verhältnis lässt sich über Datenwiederverwendung mittels Vorabladen eines
Vektors und Ablegen selbigens in einem dedizierten Speicher erreichen [NB10]. Dadurch steigt die
Granularität vom Skalarprodukt zweier Vektoren hin zu einem Matrix-Vektor-Produkt. Demzufol-
ge muss die Granularität der FPGA-Nutzung oberhalb der Instruktionsebene liegen;
auf dem FPGA muss ein komplexerer Algorithmus oder zumindest ein Teil dessen
ausgeführt werden.
Die Verwendung von Hochsprachen wie C zur Synthese von Hardwareschaltungen für FPGAs wurde
anhand von Impulse C in Abschnitt 5.8.4 und dem Compiler ROCCC in Abschnitt 5.8.5 untersucht.
Die Ausführungszeiten [HKN+11] eines mit Impulse C beschriebenen Vorkonditionierers [233] bei
Implementierung seitens eines Domänenexpertens sind zwei Größenordnungen lang-
samer als die CPU-Ausführung.2 Ursächlich dafür ist, dass neben der Einarbeitung in das
Werkzeug und die Sprache auch die Konzepte zur Datenübertragung, Datenwiederverwendung und
Überlappung von Datentransfer, hostseitiger Berechnung und FPGA-seitiger Berechnung bekannt
sein müssen. Darüberhinaus muss die eingesetzte digitale Arithmetik effizient hinsichtlich Anzahl
Verarbeitungsschritten und Ressourcenbedarf sein sowie passende Operationen nutzen (vgl. Ab-
schnitt 2.2) und darf zu keinen Genauigkeitsproblemen führen. All dies muss schließlich auch mit
dem hochsprachlichen Werkzeug implementierbar sein. Wie in Abschnitt 5.8.4 beschrieben, muss
Pipelining eingeführt werden durch Ersetzen der Division durch Multiplikation mit dem Kehrwert,
die geeigneteste Methode zur Datenübertragung ermittelt werden, müssen langsame Berechnungen
wie die Modulo-Berechnung hardwareorientiert durch einen Zustand modelliert werden oder der
entsprechende Code ausgerollt, Speicherzugriffe serialisiert und gestreamt werden durch Bereithal-
tung der zuletzt verwendeten und noch wiederzuverwendenden Daten, mehrere Stencil-Einheiten
parallel zueinander ausgeführt werden. Allein aufgrund der mit der Division wegfallenden zwangs-
weisen Serialisierung bei gleichzeitiger Entfernung der verbleibenden möglichen Engstellen ist 12-
bis 13-fache Beschleunigung zu erwarten, die jedoch nicht mehr gemessen werden konnte aufgrund
von Hardwareversagen.
Auf dem Multi-FPGA-System Convey HC-1 kann eine Anwendung durch Einsatz eines angepassten
Compilers automatisch die
”
Single-Precision Vector Personality“ nutzen, um Vektoroperationen auf
einfach genauen Daten auszuführen. Bei Auslagerung allein des Vorkonditionierers auf den Kopro-
zessor unter Zuhilfenahme des Compilers wird die Anwendung verlangsamt trotz Beachtens oben
formulierter Prinzipien. Demgegenüber zeigt Abschnitt 5.8.7, dass die Ausführung sämtlicher für
das Konjugierte-Gradienten-Verfahren benötigter Operationen auf den FPGAs mit-
tels der Vektor-Personalitys zu einem Speedup bis zu etwa 2,2 führen kann. Zwar müssen
die Daten vom Host zum Koprozessor und zurück übertragen werden, die von Convey bereitge-
stellte systemangepasste Kopierroutine vermag diese Operation jedoch sehr schnell durchzuführen,
so dass insgesamt gegenüber Softwareausführung Beschleunigung möglich ist. Bei zunehmender
Abstraktion der Werkzeuge von der Hardware muss auch die Granularität und damit
einhergehend die Datenmenge und der Rechenaufwand auf Akzeleratoren höher sein,
um hinreichend Beschleunigung erhalten zu können.
Das Übertragen der Daten zwischen hostseitigem Speicher und beschleunigerseitigem Speicher stellt
stets ungewünschten zeitlichen Zusatzaufwand dar. Zwar lässt sich die Übertragung in Abhängig-
keit des Systems und des auf den Beschleuniger zu portierenden Verfahrens manchmal verbergen,
viel wünschenswerter ist es jedoch, die Daten im Rahmen der verfügbaren Chipfläche in weiteren
Schaltungen (Komponenten) sofort weiterzuverwenden. Beispielsweise kann die (Quadrat-)Norm
eines mittels einer axpy-Operation aktualisierten Vektors zeitgleich bei jedem bereits vollständig
aktualisierten Element weiterberechnet werden. Selbstverständlich lässt sich eine dedizierte Hard-
wareschaltung dafür mit einem hochsprachlichen Werkzeug wie FloPoCo [82] und ähnlichen direkt
synthetisieren. Sie benötigt aber mehr Platz als eine einfache, skalare axpy-Einheit und wäre somit
1engl. compute to memory access ratio
2Es ist nicht zielführend, die Fähigkeit von Domänenexperten zur korrekten und effizienten Verwendung zu disku-
tieren, sondern vielmehr den Nutzen bzw. die Aufgabenverteilung, ob der Domänen- oder der Hardwareexperte
die Portierung vornimmt.
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für die Durchführung von regulären axpy-Operationen unnötig ressourcenaufwendig. Gleicherma-
ßen könnte eine Skalarprodukteinheit auch ohne axpy-Einheit benötigt werden, etwa zum Sum-
mieren von Elementen. Es wird also ein Rahmenwerk benötigt, das die zeitgleiche, unabhängige
sowie datenabhängige Ausführung mehrerer Hardwareimplementierungen von verschiedenen oder
gleichen Einheiten ermöglicht. Die Verwendung einer ringbusähnlichen Verbindung (Abschnitt 6.3)
zum Datenaustausch zwischen verschiedenen Funktionseinheiten in FPGA-Hardware hat sich auf-
grund der hohen Latenz und der schlechten Konfigurierbarkeit seitens eines Anwendungsentwick-
lers bezüglich der Verbindung zwischen den Funktionseinheiten als ungeeignet herausgestellt. Bie-
ten FPGA-Hersteller Schnittstellen für ihre Hardware in RTL (meist Verilog oder VHDL) an,
so ist diese auf den Anschluss genau einer Funktionseinheit (oder ggf. eines selbst zu entwerfen-
den Rahmenwerks) zugeschnitten passend zu den von Hochsprachen wie Impulse C benötigten
Schnittstellen. Entsprechend einfach lässt sich z.B. die Schnittstelle der DRC AC2030 für ROCCC
anstelle von Impulse C umgestalten und anpassen; unabhängig von der verwendeten Sprache ist
die Wiederverwendbarkeit jedoch nicht auf Hardwareebene zur Laufzeit gegeben, sondern alleine
auf Quelltextebene. Somit wird für jedes zu nutzende Design bei Verwendung von Hochsprachen
eine erneute Spezifikation, Testen und Verifizieren auf Hochebene nötig, anschließend
die zeitaufwendige Synthese der Hardwareschaltung und abschließend der Test der Hardware.
Benötigt eine Anwendung dann auch noch zwei oder mehr unterschiedliche mit einer Hochsprache
erstellte FPGA-Designs, so fällt zur Laufzeit zusätzlich eine Rekonfigurationsdauer von etwa 100 ms
an.
Aus diesen Gründen wurde ein mikroprogrammierbares, pufferzentriertes, datengetriebenes, task-
paralleles Rahmenwerk entwickelt (Abschnitt 6.4). Die Programmierung und Verwendung seitens
eines Anwendungsentwicklers erfolgen ausschließlich über das Laden und Ausführen von Mikropro-
grammen. In den Mikroprogrammen wird angegeben, was welche Einheit ausführen soll und an
welche weiteren Einheiten die Daten geschrieben werden sollen. Das Lesen und Schreiben ist über
ein zentrales Pufferset voneinander entkoppelt. Jede Einheit hat fest zugewiesene Eingänge. Für
das Schreiben in die Eingangspuffer anderer Einheiten ist eine Crossbar implementiert und dadurch
sehr gute Konfigurierbarkeit gegeben im Gegensatz zu einer busbasierten Schnittstelle. Funktions-
einheiten sind lauffähig, sobald ein gültiger Befehl vorliegt und mindestens ein gültiges Datum in
jedem Eingangspuffer vorhanden ist (datengetriebene Ausführung). Auf diese Art können mehrere
Einheiten voneinander unabhängig laufen (Task-Parallelismus). Datenabhängigkeiten führen durch
die Puffer zu keinem Konflikt und somit wird Pipeline-Parallelismus ausnutzbar. Für größere Da-
tenmengen, aber bereits weit bevor die Kapazitäten der Prozessorcaches erschöpft sind, kann die
Convey HC-1 mittels dieses Rahmenwerks und effizienter Stencilimplementierungen, Vorkondi-
tionierer und genauerer Skalarproduktimplementierungen ein System mit 24 Hardwarethreads
und großer Speicherbandbreite übertreffen, wie in Abschnitt 9.2 evaluiert [NBK+13].
Es ist jedoch nicht unbedingt notwendig, stets ein exaktes Skalarprodukt zu verwenden. Gleicher-
maßen müssen Zufallszahlen nicht immer echt zufällig sein, sondern es können Pseudozufallszahlen
mit besserer oder gar schlechterer Verteilung ausreichend sein. Insgesamt kann durch die geschickte
Auswahl der Implementierungen bzw. Hardware die Laufzeit mitunter wesentlich verringert werden.
Um die Auszeichnung von Funktionen und Implementierungen sowie die Angabe der Anforderun-
gen seitens des Anwendungsentwicklers zu unterstützen, wurde das Konzept der Attributierung
entwickelt [NBK09], wie es in Abschnitt 7.1 vorgestellt wird. Die Attribute der Anforderun-
gen bei Funktionsaufrufen und der Eigenschaften der Implementierungen werden dabei
in den ausführbaren ELF3-Dateien gespeichert und sind dadurch portabel zwischen unterschiedli-
chen Linux-basierten Systemen [NKBK10] (Abschnitt 7.2). Ein Laufzeitsystem ermöglicht dann, die
Attribute der Anforderungen und Implementierungen zur Laufzeit abzugleichen und dadurch die
jeweils passendste Implementierung und Hardware auszuwählen [KNBK12]. Es misst darüberhinaus
die einzelnen Läufe und speichert die Ausführungszeiten sowie die dabei verwendeten Funktions-
parameter in einer systemzentralen Datenbank ab.
In Abhängigkeit davon, wie die Hardware-Software-Schnittstelle vom FPGA-Hersteller implemen-
tiert wurde, erfolgt die Synchronisation und Kommunikation des Hostprozessors mit dem Kopro-
zessor über geschäftiges Warten4, so dass ein Rechenkern belegt ist. Bei aktuellen Mehrkernprozes-
soren lohnt es sich entsprechend, für die weiteren, unbenutzten Kerne Arbeit zu suchen. Im Falle
von HHblits ist dies die zweite Stufe der Vorfilterung, die mit der Koprozessorausführung der ersten




Vorfilterungsstufe überlappt abgearbeitet werden kann. Für numerische Anwendungen kann Nut-
zen durch datengetriebene Ausführung entstehen, da gerade bei Matrizen solcher Dimensionen, wo
die Daten nicht mehr vollständig in den Cache passen, in den Cache geschriebene Daten vorab der
Verdrängung wiederverwendet werden können. Problematisch bei der Umsetzung in Abschnitt 8.1
eines derart feingranularen datenflussorientierten Programmiermodells in Software ist der Auf-
wand für die Kommunikation und Synchronisation der Arbeiterthreads. Einfache Ansätze wie das
Verringern der Anzahl an Nachrichten führen bereits zu Nutzen dieses Programmiermodells ge-
genüber datenparalleler Programmierung. Insgesamt ist die datengetriebene Programmierung
mit Komponenten, evaluiert am Beispiel numerischer und bioinformatischer Anwendungen, der
vorgeschlagene Ansatz, um cacheeffizient, abstrakt, konstruktiv und effektiv Anwendungen
zu entwickeln, die, in Teilen oder ganz, in Software oder (rekonfigurierbarer) Hardware
ausgeführt werden können entsprechend der Eignung der vorliegenden Implementierungen und der
vom Domänenenexperten angegebenen Anforderungen der Anwendung.
Komponentenbasierte Entwicklung ist bekannt dafür, den Entwicklungsaufwand zu senken,
da die Implementierungen bereits vorhanden sind und da das Verhalten für unterschiedliche Imple-
mentierungen gleich zu sein hat. Im Falle des Rahmenwerks in rekonfigurierbarer Hardware wird
der Entwicklungsaufwand also einerseits dadurch gesenkt, dass anstelle einer vollständigen Aus-
formulierung jedes Details nur noch Komponenten aufgerufen werden müssen (vgl. Listing 9.1 in
Abschnitt 9.1.1), wie es vorab auch in Software entwickelt und getestet werden kann. Anderer-
seits wird er dadurch reduziert, dass die Hardwarebeschreibung nicht für jede neue Anwendung
zeitaufwendig neu synthetisiert werden muss, da Komponenten wiederverwendbar sind. Bei-
spielsweise sind die Komponenten, die in Abschnitt 9.2 verwendet wurden, für zahlreiche andere
Algorithmen einsetzbar. Ebenso sind Komponenten und die Mikroprogramme zur Ansteuerung wie-
derverwendbar in anderen Instanzen des Rahmenwerks auf anderen Systemen; der Ansatz ist also
auch wie gewünscht portierbar, was anhand der Implementierungen auf dem UoH HTX-Board
und auf der Convey HC-1 in Abschnitt 6.4.4 ersichtlich wird. Wie Abschnitt 9.2.3 insbesondere
zeigt, sind die Komponenten über die Parametrierung des Aufrufs hinaus offline, statisch adap-
tierbar, wobei die Adaption wiederum vom Hardwarespezialisten vorgenommen wird und neue
Synthesen bedingt.
10.2 Ausblick und Perspektive
Zukünftige Mehr- oder Vielkernprozessoren werden mit großer Wahrscheinlichkeit netzwerkartig
mit Gitterstruktur aufgebaut und organisiert sein, jeweils mit Routern an den Funktions- und
Speichereinheiten, um Datenpakete zu empfangen, weiterzusenden oder selbst zu verschicken. Die
Funktionseinheiten an den Gitterknoten werden untereinander heterogen sein. Die Verwendung
und Kombination mehrerer Funktionseinheiten zu einer größeren Gesamteinheit wird nötig sein,
um eine Aufgabe schnell und korrekt bearbeiten oder eine gewisse Funktionalität stellen zu können.
Beispiele dafür sind die Kombination von Allzweckrechenkernen zu SIMD-Einheiten oder die Im-
plementierung von 3DES als drei DES-Einheiten auf drei FPGA-Ressourcen.
Es ist davon auszugehen, dass Prozessorkerne zunehmend die Aufgabe einer Kontrolleinheit für
weitere Ausführungseinheiten übernehmen werden, da zum einen mehr effiziente5 Kommunikati-
on und Synchronisation nötig sein wird, und zum anderen weniger Parallelismus auf Befehlsebene
ausnutzbar sein wird [14]. Mit der vorliegenden Arbeit wurde ein wichtiger weiterer Grundbau-
stein dazu gelegt, zukünftig wissenschaftliche, numerische Anwendungen grafisch gestützt für he-
terogene Systeme entwickeln zu können. Domänenexperten verfügen über hohe Fähigkeiten, mit
zur Verfügung gestellten Programmierbibliotheken Anwendungen umzusetzen. Es wurde eine für
das CG-Verfahren und das Lanczos-Verfahren ausreichende datengetriebene Programmierbiblio-
thek entwickelt, deren Verwendung direkt der Verbindung von Funktionsblöcken entspricht, die
grafisch darstellbar sind. Die Funktionsblöcke können als Komponenten in Hardware oder in Soft-
ware ausgeführt werden. Zur Spezifikation besonderer Anforderungen können Attribute in einer
solchen grafisch orientierten Programmierumgebung angegeben werden.
5aufwandsarm, durchsatzstark, mit geringen Verzögerungen
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Integriert man im datengetriebenen, mikroprogrammierbaren, task-parallelen FPGA-Rahmenwerk,
das die Ausführung der Funktionsblöcke in Hardware umsetzt, Schnittstellen zu schnellen Netzwer-
ken oder optischen Verbindungen beispielsweise zu weiteren FPGA-Karten hin, so lässt sich eine
”
Remote Accelerator Architecture“6 aufbauen, bei der die Latenz der Verbindungen hervorragend
mittels der puffergestützten Transfers versteckt werden kann. Dadurch können auf den entfern-
ten FPGA-Karten größere, komplexere Funktionseinheiten genutzt werden, die nicht mehr auf den
FPGA mit dem Rahmenwerk passen.
Der Nutzen der Attributierung wurde bereits innerhalb eines neuartigen Laufzeitsystems für he-
terogene Mehr- und Vielkernsysteme evaluiert. Die entwicklergestützte Auswahl passender Imple-
mentierungen kann die Ausführungszeit wesentlich verbessern. Das Laufzeitsystem misst dazu die
Ausführungszeit der vom Entwickler ausgewählten Implementierungen unter Berücksichtigung der
Parameter wie z.B. der Datenmenge und wählt später die anzunehmenderweise beste Implemen-
tierung. Es ist denkbar, dass anhand der grafisch entwickelten datengetriebenen Programme au-
tomatisiert unterschiedliche Teile als Mikroprogramm synthetisiert und auf FPGA-Koprozessoren
ausgeführt werden. Dies ist vor dem Hintergrund zu sehen, dass wissenschaftliche Anwendungen oft-
mals viele Stunden Laufzeit haben und daher einige Millionen Funktionsaufrufe durchführen, so dass
die Wahl einer auch nur geringfügig besseren Aufteilung in Hardware- und Software-Ausführung
großen Nutzen liefern kann.
Das entwickelte datengetriebene Rahmenwerk ist nicht ausschließlich für FPGAs geeignet oder
gar bestimmt. Zum Zeitpunkt der Untersuchungen war der Bibliotheks-Code von Nvidia CUDA
noch nicht zugänglich und mit dem damals vorliegenden CUDA das Streamen und Verarbeiten
von Daten auf feingranular datengetriebene Weise nicht möglich, sondern die Eingangsdaten muss-
ten vollständig vorliegen, bevor ein Stream gestartet werden konnte. Die einzige Alternative ist
das feingranulare Kopieren einzelner Daten, Aufrufen der GPU zum Durchführen der Operation
auf diesen Daten bei zeitgleicher Übertragung der nächsten Arbeitsdaten, und dann das erneute
Aufrufen usw., wodurch kein Nutzen erzielbar ist. Zukünftige Arbeiten sollten unbedingt GPUs
betrachten, da diese mitunter energieeffizienter als FPGAs arbeiten und bei Anwendungsteilen mit
wenig Kontrollfluss ihre hohe Anzahl an Threads und Verarbeitungseinheiten ausspielen können
bei 10-20 mal höherer Taktrate als FPGAs.
Application-Specific Integrated FPGAs (ASIFs) [214] bilden eine interessante Alternative zu
FPGAs und GPUs vor dem Hintergrund der Nutzung von leistungsfähigen, energieeffizienten Ko-
prozessoren, die – wie sich in der vorliegenden Dissertation gezeigt hat – ohnehin vom Hardwareex-
perten entwickelt werden müssen für eine bestimmte Anwendungsdomäne. Das Ziel der ASIFs ist
es nämlich, möglichst viel Logik auf möglichst wenige, zeitlich getrennt genutzte Hardwareblöcke
zu bringen, indem die Blöcke zur Laufzeit parametriert werden und die Verbindungen zwischen
Blöcken mittels Multiplexern unterschiedlich geroutet werden, so dass eine Vielzahl von Schal-
tungen mit der vorliegenden Hardware umgesetzt werden kann entsprechend der Parametrierung.
Damit sind keine teuren, langsamen FPGAs als Koprozessoren mehr nötig, sondern können durch
ASIC-ähnliche Hardware ersetzt werden. Das entwickelte Programmier- und Ausführungsmodell
lässt sich hervorragend mit dem Ansatz der ASIFs kombinieren, indem die Funktionsblöcke selbst
mit Parametern versehen werden und somit zur Ausführungszeit eine heterogene MIMD-Einheit
entsteht, die sowohl in SIMD-Manier datenparallel als auch task-parallel und pipeline-parallel ar-
beiten kann.
10.3 Erkenntnisse bezüglich der Anforderungen an zukünftige
heterogene Systeme
In dieser Arbeit wurde gezeigt, dass die datengetriebene Ausführung einen erfolgsversprechenden
Weg darstellt, wie Koprozessoren eingebunden, Mehrkernprozessoren ausgenutzt und heterogene
Systeme effizient verwendet werden können. Problematisch ist stets der Datentransfer zwischen
Recheneinheiten. Die Lösung dazu ist gemeinsamer physischer Speicher, so dass zusätzliche Ko-
pieroperationen, wie sie bei dem FPGA-basierten Koprozessor auf der Convey HC-1 implizit oder
explizit gemacht werden müssen zwischen den unterschiedlichen physischen Speichern, entfallen.
6engl., Architektur mit entfernten Akzeleratoren
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Abbildung 10.1: Skizze eines zukünftigen heterogenen Manycore-Prozessors.
Aufgrund von Kohärenzproblemen zwischen mehreren physischen Speichern sind dazu alternative,
neuartige Speicherkonstrukte einzuführen. Ein Ansatz ist, zwischen Recheneinheiten über FIFO-
Speicher zu kommunizieren. Die Alternative dazu ist, die verwendeten Synchronisationskonstruk-
te mit Gültigkeit und Anzahl berechneter Daten aus der Softwarevariante des datengetriebenen
Programmiermodells in Hardwareschaltungen zu übertragen, die atomar gelesen und beschrieben
werden. Transactional Memory bietet dahingehend bereits einige Lösungen und weitere Fortschritte
an.
Zukünftige heterogene Manycore-Prozessoren sollten aufgrund der insgesamt möglichen energieeffi-
zienteren Ausführung unbedingt rekonfigurierbare Logik integrieren. Dies verspricht beispielsweise
27-fach energieeffizientere Ausführung des CG-Verfahrens. Um rekonfigurierbare Logik bequem pro-
grammierbar zu halten, bietet sich das entwickelte mikroprogrammierbare, datengetriebene Rah-
menwerk an.
Teilweise fällt der Nutzen der Verwendung rekonfigurierbarer Hardware jedoch geringer aus wie im
Fall von HHblits. Der Nutzen lässt sich jedoch erhöhen, indem task- bzw. pipeline-parallel gear-
beitet wird, beispielsweise die zwei Vorfilterungsstufen überlappt zueinander in rekonfigurierbarer
Hardware und in Software auf dem Prozessor. Beim CG-Verfahren ermöglicht die pipeline-parallele
Ausführung überhaupt erst die energieeffiziente Ausführung. Dazu sind allerdings viele und beson-
dere Speicherstrukturen nötig. Diese müssen daher ebenso in kommenden Manycore-Prozessoren
angeboten werden, um den Pipeline-Parallelismus zwischen Funktionseinheiten, welche Komponen-
ten darstellen oder solche ausführen, anbieten und ausnutzen zu können.
Abbildung 10.1 skizziert abschließend einen möglichen, anhand der in der vorliegenden Disser-
tation gewonnenen Kenntnisse entworfenen heterogenen Manycore-Prozessor. Eingezeichnet sind
dem Stand der Technik entsprechend mehrere Speichercontroller, mehrere Rechenkerne und vertre-
tungsweise eine Spezialeinheit wie etwa eine SSE-/AVX-Einheit. Ferner sind mehrere Flächen mit
rekonfigurierbarer Logik in der Skizze enthalten, welche datengetrieben Komponenten ausführen
könnten. Die datengetriebene Ausführung wird über mehrere Pufferspeicher unterstützt. Sie sollen
sowohl von Komponenten in rekonfigurierbarer Logik als auch von auf den Rechenkernen ausgeführ-
ten Komponenten zur Kommunikation genutzt werden.
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AEH Application Engine Hub. 18, 19
API Application Programming Interface. 17
ASIC Application-Specific Integrated Circuit. 9
BCD Binary Coded Decimal. 22
BRAM Block RAM. 8
CDFG Kontrolldatenflussgraph. 13
CGRA Coarse-Grained Reconfigurable Array. 34, 35, 123, 124, 148
CLB Configurable Logic Block. 8
CPI Cycles per Instruction. 82
CSP Communicating Sequential Processes. 17, 43, 101, 102
CUDA Compute Unified Device Architecture. 7
DSP Digital Signal Processing. 8, 9
FDM Finite-Differenzen-Methode. 96
FPGA Field-Programmable Gate Array. 1–3, 8–11
FSB Front-Side Bus. 15, 18, 19
GPGPU General-Purpose Graphics-Processing Unit. 5, 8
GPU Graphics-Processing Unit. 2
ICAP Internal Configuration Access Port. 9
IOB IO Block. 9
ISA Instruction Set Architecture. 6
JVM Java Virtual Machine. 37
LUT Look-Up Table. 8, 13
MAC Multiply-Accumulate. 59, 116
MC Memory Controller. 50
MMU Memory Management Unit. 19
MPPA Multi-Purpose Processor Array. 35
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PGAS Partitioned Global Address Space. 15, 16
PSP Platform Support Package. 17, 107
QPI QuickPath Interconnect. 15
ROCCC Riverside Optimizing Compiler for Configurable Computing. 106, 107
ROQ Read-Order Queue. 51, 55
SERDES Serializer-Deserializer. 9
SMT Simultaneous Multi-Threading. 5
SoC System on Chip. 6, 14
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[127] Göhringer, D. ; Liu, Bin ; Hübner, M. ; Becker, J.: Star-Wheels Network-on-Chip
featuring a self-adaptive mixed topology and a synergy of a circuit- and a packet-switching
communication protocol. In: 19th Conference on Field Programmable Logic and Applications,
IEEE, Aug. 2009 (FPL ’09). – ISBN 978–1–4244–3892–1, S. 320–325
[128] Göhringer, Diana ; Werner, Stephan ; Hübner, Michael ; Becker, Jürgen: RAMP-
SoCVM: Runtime Support and Hardware Virtualization for a Runtime Adaptive MPSoC.
In: 21st Conference on Field Programmable Logic and Applications, IEEE Computer Society,
Sep. 5-7 2011 (FPL ’11). – ISSN 978–0–7695–4529–5/11, S. 181–184
183
Literaturverzeichnis
[129] Haase, Jan ; Eschmann, Frank ; Klauer, Bernd ; Waldschmidt, Klaus: The SDVM: A
Self Distributing Virtual Machine for computer clusters. In: Conference on Architecture of
Computing Systems: Organic and Pervasive Computing (ARCS 2004), Bd. 2981, Springer-
Verlag, 2004 (LNCS). – ISBN 3–540–21238–8, S. 9–19
[130] Haase, Jan ; Eschmann, Frank ; Waldschmidt, Klaus: The SDVM – an Approach for
Future Adaptive Computer Clusters. In: 10th Workshop on Dependable Parallel, Distributed
and Network-Centric Systems, IEEE, April 2005 (DPDNS ’05). – ISBN 0–7695–2312–9
[131] Halfhill, Tom R.: Parallel Processing with CUDA. In: Microprocessor Report Bd. Jan 28,
2008. – http://www.mpronline.com/
[132] Hannig, F. ; Schmid, M. ; Teich, J. ; Hornegger, H.: A Deeply Pipelined and Parallel Ar-
chitecture for Denoising Medical Images. In: Conference on Field-Programmable Technology,
IEEE Computer Society, Dez. 2010 (FPT ’10). – ISBN 978–1–4244–8981–7, S. 485–490
[133] Hauck, Scott A.: Multi-FPGA systems. Seattle, WA, USA, University of Washington, Diss.,
1995
[134] Hayes, Brian: A Lucid Interval. In: American Scientist 91 (2003), Nov./Dez., Nr. 6, S.
484–488
[135] He, Chuan ; Qin, Guan ; Lu, Mi ; Zhao, Wei: An Efficient Implementation of High-Accuracy
Finite Difference Computing Engine on FPGAs. In: International Conference on Application-
specific Systems, Architectures and Processors, 2006 (ASAP ’06). – ISSN 2160–0511, S. 95–98
[136] He, Chuan ; Qin, Guan ; Lu, Mi ; Zhao, Wei: Optimized high-order finite difference wave
equations modeling on reconfigurable computing platform. In: Microprocessors and Micro-
systems, Elsevier 31 (2007), März, S. 103–115. – ISSN 0141–9331
[137] He, Chuan ; Qin, Guan ; Zhao, Wei: High-order Finite Difference Modeling on Reconfigura-
ble Computing Platform. In: SM 1 GENERAL MODELING Bd. 24, Society of Exploration
Geophysicists, 2005 (SEG Expanded Abstracts). – ISSN 1052–3812
[138] He, Wenhao ; Yuan, Kui: An improved Canny edge detector and its realization on FPGA. In:
7th World Congress on Intelligent Control and Automation, 2008 (WCICA ’08), S. 6561–6564
[139] Helstrup, H. ; Lien, J. ; Lindenstruth, Volker ; Röhrich, Dieter ; Skaali, B. ; Stein-
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[146] Holzmann, O. ; Lang, B. ; Schütt, H.: Newton’s constant of gravitation and verified
numerical quadrature. In: Reliable Computing, Kluwer Academic Publishers 2 (1996), Nr. 3,
S. 229–239. – ISSN 1385–3139
[147] Hormati, Amir ; Kudlur, Manjunath ; Mahlke, Scott ; Bacon, David ; Rabbah, Rodric:
Optimus: efficient realization of streaming applications on FPGAs. In: Proceedings of the 2008
international conference on Compilers, architectures and synthesis for embedded systems,
ACM, Okt. 2008 (CASES ’08). – ISBN 978–1–60558–469–0, S. 41–50
[148] Horrein, Pierre-Henri ; Hennebert, Christine ; Pétrot, Frédéric: An environment for
(re)configuration and execution management of heterogeneous flexible radio platforms. In:
Elsevier Microprocessors and Microsystems 37 (2013), Aug.–Okt., Nr. 6–7, S. 701–712. –
ISSN 0141–9331
[149] Huang, Miaoqing ; Wang, Lingyuan ; El-Ghazawi, Tarek: Accelerating Double Precision
Floating-Point Hessenberg Reduction on FPGA and Multicore Architectures. In: Symposium
on Application Accelerators in High Performance Computing, 2010 (SAAHPC ’10). – http:
//saahpc.ncsa.illinois.edu/10/papers/paper_48.pdf
[150] Huang, Shan ; Hormati, Amir ; Bacon, David ; Rabbah, Rodric: Liquid Metal: Object-
Oriented Programming Across the Hardware/Software Boundary. In: Proceedings of the 2008
European Conference on Object-Oriented Programming (ECOOP ’08) Bd. 5142. Berlin /
Heidelberg : Springer-Verlag, Juli 2008 (LNCS). – ISBN 978–3–540–70591–8, S. 76–103
[151] IEEE Standard for Floating-Point Arithmetic. In: IEEE Std 754-2008 (2008), 29, S. 1–58
[152] Impulse Accelerated Technologies, Inc.: Accelerate C in FPGA – Fast Proto-
typing, Fast Optimization, Fast Applications. http://www.impulseaccelerated.com/
ImpulseFlyerV1.pdf. Version: 2007. – White Paper
[153] Isard, Michael ; Budiu, Mihai ; Yu, Yuan ; Birrell, Andrew ; Fetterly, Dennis: Dryad:
Distributed Data-parallel Programs from Sequential Building Blocks. In: 2nd ACM SI-
GOPS/EuroSys European Conference on Computer Systems 2007, ACM, 2007 (EuroSys ’07).
– ISBN 978–1–59593–636–3, S. 59–72
[154] Jagannathan, R.: Coarse-Grain Dataflow Programming of Conventional Parallel Com-
puters. In: Advanced Topics in Dataflow Computing and Multithreading, IEEE Computer
Society Press, 1995, S. 113–129
[155] Jain, Advait ; Gambhir, Pulkit ; Jindal, Priyanka ; Balakrishnan, M. ; Paul, Kolin:
FPGA Accelerator for Protein Structure Prediction Algorithms. In: 5th Southern Program-
mable Logic Conference, IEEE Circuits and Systems Society, April 2009 (SPL V). – ISBN
9781–4244–3846–4, S. 123–128
[156] Jaiswal, M.K. ; Cheung, R.C.C.: Area-Efficient Architectures for Large Integer and Qua-
druple Precision Floating Point Multipliers. In: 20th Symposium on Field-Programmable
Custom Computing Machines, 2012 (FCCM ’12). – ISBN 978–0–7695–4699–5, S. 25–28
[157] Jerez, Juan L. ; Constantinides, George A. ; Kerrigan, Eric C.: Fixed Point Lanczos:
Sustaining TFLOP-equivalent Performance in FPGAs for Scientific Computing. In: 20th
Symposium on Field-Programmable Custom Computing Machines, IEEE Computer Society,
2012 (FCCM ’12). – ISBN 978–0–7695–4699–5, S. 53–60
[158] Jiang, Jiang ; Mirian, Vincent ; Tang, Kam P. ; Chow, Paul ; Xing, Zuocheng: Matrix
Multiplication Based on Scalable Macro-Pipelined FPGA Accelerator Architecture. In: Con-
ference on Reconfigurable Computing and FPGAs, IEEE Computer Society, 2009 (ReConFig
’09). – ISBN 978–0–7695–3917–1, S. 48–53
[159] Jiang, Jun ; Luk, W. ; Rueckert, D.: FPGA-based computation of free-form deformations
in medical image registration. In: Conference on Field Programmable Technology, IEEE
Computer Society, Dez. 2003 (FPT ’03). – ISBN 0–7803–8320–6, S. 234–241
[160] Johnston, Wesley M. ; Hanna, J. R. P. ; Millar, Richard J.: Advances in dataflow
programming languages. In: ACM Computing Surveys (CSUR) 36 (2004), März, Nr. 1, S.
1–34. – ISSN 0360–0300
185
Literaturverzeichnis
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