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Abstract
We calculate the subleading terms in the Born–Oppenheimer ex-
pansion for the effective zero-mode Hamiltonian of N = 1, d = 4
supersymmetric Yang–Mills theory with any gauge group. The Hamil-
tonian depends on 3r abelian gauge potentials Ask (k = 1, 2, 3, s =
1, . . . , r, r is the rank of the group), and their superpartners. The
Hamiltonian belongs to the class ofN = 2 supersymmetric QM Hamil-
tonian constructed earlier by Ivanov and I. Its bosonic part describes
the motion over the 3r–dimensional manifold with a special metric.
The corrections explode when the root forms αj(A
s
k) vanish and the
Born–Oppenheimer approximation breaks down.
1 Introduction
The vacuum dynamics of supersymmetric gauge theories has been a subject
of intense interest and study since 1982 when Witten introduced the notion
of supersymmetric index and calculated it for pure supersymmetric gauge
theories with unitary and symplectic groups [1].
One of the ways to tackle the problem is to put the system in a very
small spatial box and truncate all higher Fourier modes. The problem is then
1
reduced to a pure quantum mechanical problem, which will be the starting
point of our discussion here.
We hasten to comment that such a crude truncation is not quite consis-
tent. A more correct procedure is to integrate out the higher Fourier modes
in the Born–Oppenheimer spirit. This will be discussed in more details in
Sect. 3. For time being, let us consider a QM system with 2 complex super-
charges obtained by dimensional reduction from the original 4–dimensional
pure Yang–Mills N = 1 supersymmetric theory based on the gauge group
G. This system is called sometimes supersymmetric matrix model and is
interesting on its own.
The Hamiltonian has the form
H =
1
2
Eai E
a
i +
g2
4
fabef cdeAaiA
b
jA
c
iA
d
j − igfabc λ¯aα(σi) βα λbβAci ,
i = 1, 2, 3, α = 1, 2 a = 1, . . . , dim(G) . (1.1)
Aai are the gauge potentials, E
a
i = −i∂/∂Aai are their canonical momenta op-
erators, and λaα and λ¯
aα = ∂/∂λaα are the fermionic gluino variables and their
momenta. 1 The Hilbert space includes only the physical states annihilated
by the Gauss law constraints
GaΨ = fabc
(
EbiA
c
i + i λ¯
bαλcα
)
Ψ = 0 . (1.2)
The system has two conserved complex supercharges
Qα =
1√
2
(σi)
β
α λ
a
β
[
Eai −
ig
2
ǫijkf
abcAbjA
c
k
]
(1.3)
(they formed a Weyl spinor before reduction) and, being restricted on the
Hilbert space (1.2), enjoys the N = 2 SQM algebra { Q¯α, Qβ}+ = δαβ H .
The classical potential in Eq.(1.1) vanishes in the “vacuum valleys” with
fabcAbiA
c
j = 0. Due to supersymmetry, degeneracy along the valleys survives
also after quantum corrections are taken into account. As a result, the system
tends to escape along the valleys, the wave function of the low–energy states
is delocalized, and the spectrum is continuous (this implies, incidentally, the
continuity of the mass spectrum of supermembranes [2, 3]).
1The indices are raised and lowered with the ǫ–symbol: ψα = ǫαβψβ , ψα = ǫαβψ
β , ǫ12 =
−ǫ12 = 1. A Hermitian conjugate of an operator Aα is by definition A¯α. Also, ψχ ≡
ǫαβψαχβ , ψ¯χ¯ ≡ ǫαβψ¯αχ¯β .
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The vacuum valley (or moduli space) is parametrized by r 3–dimensional
vectors Asi lying in the Cartan subalgebra h of the Lie algebra g of the gauge
group G. As the motion along the valley is infinite, the characteristic values
of the moduli Asi are large. We can subdivide the physical bosonic variables
(there are altogether 3dim(G) − dim(G) = 2dim(G) such variables) into 3r
slow variables Asi and the fast variables aligned along the root vectors of
g. It is natural then to integrate over the fast variables and to write down
the effective Hamiltonian depending only on the slow variables Asi and their
superpartners λsα. To leading order, this Hamiltonian has a rather simple
form [1, 2, 4] : 2
Heff =
r∑
s=1
1
2
EsiE
s
i . (1.4)
The corresponding supercharges are
Qeffα =
r∑
s=1
1√
2
(σi)
β
α λ
s
βE
s
i . (1.5)
This paper is devoted to calculation of the subleading corrections to Eqs.
(1.4, 1.5). We use the method developped earlier in Ref.[5] to calculate
the corrections to the effective Hamiltonian in supersymmetric QED. The
results are also similar. We will show that, for SU(2) theory, the effective
supercharge and the Hamiltonian are given by the expressions
Qα =
√
1
2
[
(σk)
β
α ψβf(c) Pk + i∂kf(c) ψ¯σkψψα
]
,
Q¯α =
√
1
2
[
ψ¯β(σk)
α
β f(c) Pk − i∂kf(c) ψ¯σkψ ψ¯α
]
,
H =
1
2
f(c)P 2k f(c)− ǫjkp ψ¯σjψf(c)∂pf(c)Pk −
1
2
f(c)∂2kf(c)(ψ¯ψ)
2 (1.6)
with
f(c) = 1 +
3
4g|c|3 . (1.7)
2In addition, the requirement of Weyl invariance of the wave functions should be im-
posed, but we are not going to discuss it here.
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Here ci ≡ A3i and ψα ≡ λ3α. The differential operators Pk = −i∂/∂ck and
ψ¯α = ∂/∂ψα act on everything on the right they find.
The results (1.6) have exactly the same form as the effective supercharges
and Hamiltonian for the photon and photino zero modes in dimensionally
reduced SQED found in Ref. [5]. The only difference is that the function
f(c) is modified: for SQED, the coefficient in the second term in Eq.(1.7)
is −1/4 instead of 3/4. We will show that for theories based on the groups
of higher rank r, the effective Hamiltonian is given by a generalization of
Eq.(1.6) involving a sum over the roots of g.
2 Supersymmetric QED.
To make the discussion self–contained, we have to remind briefly the basic
steps of the calculation of Heff in supersymmetric QED.
The theory involves the photon Aµ, the photino ψα, two Weyl fermions
with opposite charges ξα, ηα and two oppositely charged scalars ϕ, χ. The
charged fields are assumed massless. We assume also that there is no spa-
tial dependence and we have quantum mechanics rather than field theory.
The dynamical variables Ai are slow and the variables ϕ, χ are fast. The
supercharges and the Hamiltonian of the system are convenient to represent
as
Qα = Q
(0)
α +Q
(1)
α , H = H
(0) +H(1) +H(2) , (2.1)
where 3
Q(0)α =
[
−πϕδβα + ieϕ¯Ak(σk) βα
]
ξβ +
[
−πχδβα − ieχ¯Ak(σk) βα
]
ηβ ,
Q(1)α =
√
1
2
[
Pk(σk)
β
α − ie(ϕ¯ϕ− χ¯χ)δβα
]
ψβ (2.2)
and
H(0) = πϕπϕ¯ + πχπχ¯ + e
2(ϕ¯ϕ+ χ¯χ)A2k + eAk(η¯σkη − ξ¯σkξ) ,
H(1) = e
√
2(ψ¯ξϕ¯+ ξ¯ψϕ)− e
√
2(ψ¯ηχ¯+ η¯ψχ) ,
H(2) =
1
2
PiPi +
1
2
e2(ϕ¯ϕ− χ¯χ)2 (2.3)
3The field ψ is defined here with the extra factor −i compared to Ref.[5].
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( Pk = −i∂/∂Ak , πφ = −i∂/∂φ, etc). The different terms in Eq.(2.1) are
classified according to the powers of the small parameter |ϕ|/|A| ∼ |χ|/|A|.
The leading order Hamiltonian H(0) is quadratic with respect to the fast
variables φ, χ and their superpartners ξα, ηα and represents a supersymmetric
oscillator. The ground state of H(0) has zero energy and its wave function
can be easily found:
φ0(ϕ, ϕ¯, χ, χ¯; ξα, ηα) =
e
π
A exp{−eA(ϕ¯ϕ+ χ¯χ)}
[
ξαηα + ξ
α(σk)
β
α ηβAk/A
]
. (2.4)
Here Ak enter as parameters ( A = |A|). The characteristic values of ϕ, χ
in the wave function (2.4) are ϕchar ∼ χchar ∼ 1/
√
eA. We see that the
assumption A≫ |ϕ|, |χ| is self–consistent when γ = 1/(eA3)≪ 1. Now, γ is
the actual Born–Oppenheimer parameter in Heff , the corrections over which
we are going to find.
To do this, we have to represent the total wave function of our system as
a sum over the eigenfunctions of H(0):
Ψ(Ai, ψα;ϕ, ϕ¯, χ, χ¯, ξα, ηα) =
∑
n
rn(Ai, ψα)φn(ϕ, ϕ¯, χ, χ¯; ξα, ηα) . (2.5)
Then we write the Schro¨dinger equation HΨ = EΨ, assuming the energy E
being small compared to the characteristic energies En of the excitations of
H(0), express the coefficients rn>0 via r0 and cast the equation for r0 thus
obtained in the Schro¨dinger form. The operator acting on r0 is called the
effective Hamiltonian.
It is technically convenient to calculate the effective supercharge rather
than the effective Hamiltonian. To leading order, the former is given by the
matrix element 4
Qeffα = 〈Q(1)α 〉00 =
√
1
2
(σk)
β
α ψβPk . (2.6)
Taking the subleading correction into account, we obtain [see Eqs.(15,16) of
Ref.[5]]
Qeffα = 〈Q(1)α 〉00 −
′∑
n
〈Q(1)α 〉0n〈H(2)〉n0
En
+
′∑
nm
〈Q(1)α 〉0n〈H(1)〉nm〈H(1)〉m0
EnEm
, (2.7)
4When deriving this, we used the fact that 〈ϕ¯ϕ〉00 = 〈χ¯χ〉00 and also that the derivative
of the wave function (2.4) with respect to Ai has no projection on φ0(ϕ, ϕ¯, χ, χ¯; ξα, ηα).
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where the sums are done over the excited states of H(0). An explicit calcu-
lation described in Appendix A gives us the first line in Eq.(1.6) with
f(A) = 1− 1
4eA3
. (2.8)
The second line is obtained from the first by Hermitian conjugation and the
effective Hamiltonian is calculated as the anticommutator 1
2
{
Q¯α, Qα
}
+
.
The bosonic part of the Hamiltonian (1.6) describes the motion along a
3–dimensional manifold with the conformally flat metric ds2 = f−2(A)dA2.
The whole Hamiltonian represents a nonstandard N = 2 supersymmetric ex-
tension of such σ-model (the standard one involves three complex fermionic
variables ψi instead of two–component ψα and enjoys only N = 1 supersym-
metry). This nonstandard extension can be constructed only in the quantum
mechanical limit and, in contrast to the standard one, does not allow for a
field theory generalization.
The model (1.6) can be expressed in superfield (or better to say, super-
variable) form [6]. Let us take a usual vector superfield V (t, θα, θ¯
α) involving
photon and photino variables (spatial dependence is suppressed and no dis-
tinction between undotted and dotted indices is made). Introduce the real
symmetric tensor supervariable
Φαβ = (DαD¯β +DβD¯α)V , (2.9)
where Dα, D¯α are supersymmetric covariant derivatives. Remarkably, Φαβ is
gauge invariant in the QM limit. The real supervariable
Φk = −(1/4)ǫβγ(σk) αγ Φαβ can be decomposed into components as follows:
Φk = Ak +
¯˜
ψσkθ + θ¯σkψ˜ + ǫkjpA˙j θ¯σpθ +Dθ¯σkθ
+i(θ¯σk
˙˜ψ − ˙¯˜ψσkθ)θ¯θ + 1
4
A¨kθ
2θ¯2 (2.10)
(D is the auxilliary field). The real symmetric supervariable Φαβ satisfies the
constraint
DαΦβγ +DβΦαγ +DγΦαβ = 0 (2.11)
and can be defined via this constraint.
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Consider the action
S =
∫
dtd2θd2θ¯ F (Φ) , (2.12)
where F is an arbitrary function. Expanding the action (2.12) into compo-
nents, we obtain
L = 1
2f 2
A˙jA˙j +
i
2f 2
(
¯˜ψ ˙˜ψ − ˙¯˜ψψ˜
)
− ∂mf
f 3
ǫmjpA˙j
¯˜ψσpψ˜ +
D2
2f 2
+
D∂kf
f 3
¯˜ψσkψ˜ − 1
8
∂2
(
1
f 2
)
¯˜ψ
2
ψ˜2 , (2.13)
where we introduced
f(A) =
√
1
2∂2F (A)
. (2.14)
It is convenient to make the substitution ψ˜ = f(A)ψ. Then ψ¯ and ψ are
canonically conjugated. After eliminating the auxilliary field D and deriving
the Hamiltonian by the standard rules, one can be easily convinced that it
identically coincides with the Hamiltonian (1.6). In our particular case,
F =
Φ2
12
− 1
4e|Φ| ln |Φ| . (2.15)
The model (2.12) can be easily generalized by introducing a set of r real
supervariables Φs satisfying the constraints (2.11). The action is written as
S =
∫
dtd2θd2θ¯F (Φs) (2.16)
with arbitrary F . The bosonic part of (2.16) describes the motion on a
3r–dimensional manifold with the metric
Gis,jt = 2δij
∂2F (A1, . . . ,Ar)
∂Asl ∂A
t
l
(2.17)
(i, j = 1, 2, 3 and s, t = 1, . . . , r).
The main result of this paper is that the effective action for the SYM
quantum mechanics (1.1) with any gauge group can be cast in the form
(2.16) with some particular function F depending on r (the rank of the
group) supervariables Φs described above.
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3 SU(2) theory.
The simplest non–Abelian model of the class (1.1) is based on the SU(2)
gauge group. To find effective theory, we choose the A3k ≡ ck and its super-
partner λ3α ≡ ψα as the slow variables. The components A1,2k will be treated
as fast variables and integrated over. Heuristically, the variables A1k ± iA2k
play the same role as the charged scalar fields φ, χ in SQED. This is especially
suggestive if the gauge
ckA
1,2
k = 0 (3.18)
is imposed — the number of remaining degrees of freedom would be just
correct. In addition, if aligning ck along the third axis and introducing
φ =
1
4
(
A11 − iA21 + iA12 + A22
)
χ =
1
4
(
A11 + iA
2
1 + iA
1
2 − A22
)
, (3.19)
the potential part of the Hamiltonian has the same form as in SQED. The
analogy should not, however, be pushed too far. Though the components
A1,2k and their superpartners play qualitatively the same role as the charged
scalars and fermions in SQED, the total Hamiltonian in the non–Abelian
case is different.
A direct calculation of the effective supercharges and Hamiltonian along
the same lines as it was done for SQED is not a simple task. The symme-
try arguments dictate us, however, that the functional form of the effective
Hamiltonian is given, again, by Eq.(1.6) (this is the only known N = 2 su-
persymmetric structure involving three bosonic and two complex fermionic
variables). The only question is what the function f(c) is.
One thing can be said immediately: f(c) should tend to 1 when c tends
to infinity: in this limit the corrections in the Born–Oppenheimer expansion
vanish. The parameter of the expansion is, again, 1/(g|c|3). If this parameter
is large, the fluctuations of the fast variables [A1,2i ]
char ∼ 1/
√
g|c| are small
compared to |c|. And if not, then not. This suggests that
f(c) = 1 +
C
g|c|3 + . . . , (3.20)
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which is similar to what we have found above for SQED, and only the coef-
ficient C may be different.
To determine C, let us go back to the Abelian case and consider a little
bit more sophisticated problem of finding the effective Hamiltonian not for
the dimensionally reduced SQED (2.2, 2.3), but for the 4-dimensional field
theory put in a small spatial box of length L. The system involves now an
infinite number of dynamic variables — the Fourier harmonics of the fields
Ai(x), φ(x), ξ(x), etc. However, the effective theory is written in terms of
a finite number of slow variables, the zero Fourier harmonics A3 ≡ c/L of
the gauge fields and their superpartners. The effective quantum–mechanical
Hamiltonian has the same form as in Eq.(1.6) (up to the dimensional factor
1/L) with the function f(c) given by the expression [5]
ffield theory(c) = 1− e
2
4
∑
n
1
|ec− 2πn|3 . (3.21)
The sum runs over all 3-dimensional integer n. This sum diverges logarith-
mically at large |n|. The origin of the divergence is very clear — it is just the
charge renormalization. Substituting Eq.(3.21) into Eq.(2.13) (multiplied by
L), keeping track of only logarithmically divergent part, and introducing the
running effective charge
e2(L) = e20
[
1− e
2
0
4π2
ln(ΛUVL)
]
, (3.22)
we obtain the familiar renormalization of the kinetic term in the effective
lagrangian,
Leff = L
2
e20
e2(L)
c˙c˙ + . . . (3.23)
Multiplying Leff by the Z factor, one can obtain the renormalized effective
Lagrangian with
freg(c) = 1− e
2
4
[∑
n
1
|ec− 2πn|3 −
′∑
n
1
|2πn|3
]
. (3.24)
Note that the coefficient 1/4 in Eq.(2.8) implies the correct value b0 = −2
of the one–loop coefficient of the β–function in SQED. If the same program is
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carried out for the SU(2) theory, the coefficient in Eq.(3.23) should depend
on the non-Abelian effective charge with b0 = 3cV = 6. Therefore, the second
term in Eq.(3.21) acquires the factor−3 in the non–Abelian case. 5 This fixes
the coefficient C = 3/4 in Eq.(3.20) and leads us to the result (1.7). This
conclusion is confirmed by an explicit calculation of f(c) in the Lagrange
formalism [9].
4 Other Gauge Groups.
Let us first remind some basic facts of the theory of Lie algebras (see e.g. the
textbook [10]). The generators of an arbitrary Lie algebra g form a linear
space formed by r commuting generators of the Cartan subalgebra h, the
positive root vectors eαj ≡ ej and the negative root vectors e−αj ≡ fj . The
relations
[h, ej] = αj(h)ej , [h, fj] = −αj(h)fj (4.1)
hold, where h ∈ h and αj(h) are certain linear forms on the Cartan subalgebra
called the (positive) roots of the Lie algebra g. The commutator [ej , fj] is
proportional to the coroot α∨j lying in h. We can choose the normalization
with [ej , fj] = α
∨
j .
Setting a natural metric on h (with 〈h, g〉 = Tr{hg}, h, g ∈ h) and the
induced metric on the space of roots, one can define the matrix of the scalar
products of the roots cjj′ = 〈αj, αj′〉. It is related to the so called Cartan
matrix. 6 We normalize dj = cjj = 1 for the long roots. For Sp(2r) and
SO(2r + 1) there are also short roots with dj = 1/2. The short root of G2
has length dj = 1/3.
The coroots corresponding to the short roots are long, Tr{α∨j α∨j } ∝ 1/dj.
The following corollary is important for us. Consider the set of generators
Sj = (ej, fj , α
∨
j ) realizing an embedding of su(2) into g. The Yang–Mills
action− 1
2g2
Tr{FµνFµν} restricted on the set Sj gives us the Yang–Mills action
5A similar sum, but without taking into account the dependence of the metric on c
was written in recent [7]. See also [8] for a related analysis in pure Yang–Mills theory.
6The latter is usually defined as the matrix of scalar products of simple roots, whereas
in our case αj represent all positive roots. To be as clear and instructive as possible, we
spell out in Appendix B all the notations for the simplest nontrivial case of SU(3).
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for the SU(2) group with the effective coupling constant
g(j) = g
√
dj . (4.2)
We will also use the property
∑
j′
cjj′αj′(h) =
cV
2
αj(h) , (4.3)
where cV is the adjoint Casimir eigenvalue. A related property is
∑
j
αj(X
s)αj(Y
s) =
cV
2
∑
s
XsY s . (4.4)
The effective Hamiltonian of the theory (1.1) with an arbitrary gauge
group G is expressed in terms of the slow variables Ask lying in h and their
superpartners. 7 The other components of the vector potential A+jk and
A−jk directed along the root vectors ej and fj , respectively [for SU(2), A
±
k =
(A1k ± iA2k)/2 ], represent fast variables. We can impose the following gauge
fixing condition,
A±jk αj (A
s
k) = 0 , (4.5)
where αj (A
s
k) are the root linear forms of the arguments A
s
k. [αj (A
s
k) is
not just a number like αj(h) is, but a 3–vector.] Eq.(4.5) involves d − r
gauge fixing conditions (d is the dimension of the group and r is its rank).
After such a partial gauge fixing, the gauge group is broken down to its
maximal torus [U(1)]r and the problem is reduced to analyzing an Abelian
[U(1)]r theory. Due to the conditions (4.5), A+jk and A
−j
k involve 2 + 2
independent components. If aligning αj (A
s
k) along the third spatial axis,
these four components can be traded for two complex ones
ϕj =
1
2
(
A−j1 + iA
−j
2
)
, χj =
1
2
(
A+j1 + iA
+j
2
)
. (4.6)
7An implicit assumption here is that classical vacua Fij = 0 are given by constant
gauge potentials lying in h. For orthogonal and exceptional groups, also nontrivial flat
connections exist and are relevant [11]. This gives extra disconnected components in
moduli space, but we will not consider this issue here.
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The fields ϕj, χj are charged with respect to the set of r Abelian gauge fields
Ask. The same charges are carried by the fermion fields
ξjα =
√
2λ−jα , η
j
α =
√
2λ+jα . (4.7)
The quadratic in fast variables part of the Hamiltonian is∑
j
{
πφjπφ¯j + πχjπχ¯j + g
2(ϕ¯jϕj + χ¯jχj) [αj(A
s
k)]
2+
gαj(A
s
k)(η¯
jσkη
j − ξ¯jσkξj)
}
, (4.8)
which is rather analogous to Eq.(2.3). Unfortunately, the full Hamiltonian of
the Abelian theory obtained after a partial gauge fixing (4.5) is not simple.
We are not going to tackle it explicitly, but rather reconstruct the effective
Hamiltonian from symmetry considerations, as we did for SU(2).
The effective Hamiltonian enjoys N = 2 supersymmetry and involves 3r
bosonic and 2r complex fermionic variables. In addition, it involves at most
quadratic terms in momenta. The only known candidate theory has the form
(2.16), and the only question is what is the function F (Φs). To the leading
Born–Oppenheimer order, it is quadratic in Φs,
F (Φs) =
1
12
∑
s
(Φs)2 =
1
6cV
∑
j
(
Φ(j)
)2
, (4.9)
where we introduced the notation R(j) = αj(R
s) and used the relation (4.4).
Integrating (4.9) over d4θ, we obtain
Leff = 1
2
∑
s
[
A˙skA˙
s
k + i
(
ψ¯sψ˙s − ˙¯ψsψs
)]
(4.10)
in accordance with Eq.(1.4).
We are set to calculate the leading nontrivial Born–Oppenheimer correc-
tions to Leff . Born–Oppenheimer approximation is valid when the fluctua-
tions of the fast variables ϕj , χj are much less than the characteristic values
of |As|. It is clear from Eq.(4.8) that (ϕj)char, (χj)char are of order 1/g
√
|A(j)|,
which should be compared with |A(j)|. Thereby the Born–Oppenheimer ex-
pansion makes sense when all the parameters
γj =
1
g|A(j)|3
12
are small. The leading corrections to Leff and, in particular, to the metric
should be linear in γj . This means that the leading nontrivial correction to
the leading order result (4.9) for the function F (Φs) represents a linear form
of δj = (1/|Φ(j)|) ln |Φ(j)| [cf. Eq.(2.15)]. In other words,
F (Φs) =
∑
j
[
1
6cV
(
Φ(j)
)2
+
Cj
|Φ(j)| ln |Φ
(j)|
]
, (4.11)
where Cj are some numerical coefficients, to be determined. Eq.(2.17) pro-
vides us with the metric
Gkp,st = δkp
1
cV
∑
j
αsjα
t
j
[
1− CjcV
g|A(j)|3
]
. (4.12)
This gives us the kinetic part in the effective Lagrangian
Leffkin =
1
cV
∑
j
A˙(j)A˙(j)
[
1− CjcV
g|A(j)|3
]
. (4.13)
Let us consider the situation when one of the root forms |A(j0)| is much
smaller than all others (and the corresponding parameter γj0 is much bigger
than all others, but still small). Then one can neglect all the corrections
except the one with j = j0 and write
Leffkin =
1
cV

A˙(j0)A˙(j0)
[
1− Cj0cV
g|A(j0)|3
]
+
∑
j 6=j0
A˙(j)A˙(j)

 . (4.14)
The relevant dynamics is determined by the variables A(j0) and their super-
partners. It would not be correct, however, just to cross out the terms with
j 6= j0. The variables A(j 6=j0) have nonzero projections on A(j0):
A(j) =
cjj0
dj0
A(j0) + orthogonal combinations.
Substituting this in Eq.(4.13) and using the property
∑
j
c2jj0 = dj0
cV
2
,
13
which is a corollary of Eq.(4.4), we obtain
Leffkin ≈
1
2dj0
A˙(j0)A˙(j0)
[
1− 2dj0Cj0
g|A(j0)|3
]
+ orthogonal terms. (4.15)
For long roots, dj0 = 1 and we can directly compare this with the effective
Lagrangian of the SU(2) theory [see Eq.(1.7)]. We obtain
Cj =
3
4
. (4.16)
For short roots, we have first to renormalize A(j0) →
√
dj0A
(j0) to bring the
kinetic term into the standard form. Identifying the action (4.15) with that of
the corresponding SU(2) theory and bearing in mind that the SU(2) coupling
constant is related to g according to (4.2), we derive that the relation (4.16)
holds also for the short roots.
Substituting Eq. (4.16) into the Lagrangian (4.13), calculating the canon-
ical momenta, and evaluating the supercharges with the No¨ther theorem, we
obtain
Qeffα =
√
2
cV
∑
j
{
(σk)
β
α ψ
(j)
β P
(j)
k
[
1 +
3cV
8g|A(j)|3
]
−
9icVA
(j)
k
8g|A(j)|5 ψ¯
(j)σkψ
(j)ψ(j)α

+ . . . (4.17)
where the dots stand for the terms of higher order in γj. 8 The effective
Hamiltonian is
Heff =
1
cV
∑
j
{[
P(j)
]2 [
1 +
3cV
4g|A(j)|3
]
− 9cVA
(j)
p
8g|A(j)|5 ǫlkpψ¯
(j)σlψ
(j)P
(j)
k
− 9cV
8g|A(j)|5
(
ψ¯(j)ψ(j)
)2}
+ . . .(4.18)
If the original non–Abelian theory is placed in a finite spatial box, one
has also to take into account the higher Fourier harmonics of the charged
8These terms are important to close the algebra. If only the terms explicitly displayed
in Eq.(4.17) were taken into account, the property {Qα, Qβ}+ = 0 would not hold.
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fields (4.6), (4.7) and of the ghosts. After this, the factor multiplying the
derivative term in Eq. (4.13) is traded for the expression
1− 3cV
4g
∑
n
1
|A(j) − 2πn/g|3 .
The divergent part of this sum gives the renormalization of the field theory
coupling constant with the correct coefficient.
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Appendix A: Calculation of the effective su-
percharge for SQED.
The calculation of the effective supercharges and Hamiltonian for SQED was
done in Ref.[5] but was not presented there in enough details, so that it
was not absolutely trivial even for myself to reproduce it after 15 years. We
decided to redo the calculations in the most explicit way.
To calculate the matrix elements in Eq.(2.7), we need to know not only
the ground state (2.4) of the Hamiltonian H(0), but also the relevant ex-
cited states. The wave functions of the states providing for nonzero matrix
elements 〈H(2)〉n0 were written in Ref. [5]:
|+〉 =
√
2
e
π
A[1− eA(φ¯φ+ χ¯χ)]
× exp{−eA(ϕ¯ϕ+ χ¯χ)}
[
ξαηα + ξ
α(σk)
β
α ηβAk/A
]
,
|−〉 =
√
2
e
π
A2(φ¯φ− χ¯χ) exp{−eA(ϕ¯ϕ+ χ¯χ)}
[
ξαηα + ξ
α(σk)
β
α ηβAk/A
]
,
|l〉 =
√
2 .
e
π
A exp{−eA(ϕ¯ϕ+ χ¯χ)}ξα(σk) βα ηβ
(
δlk − AlAk
A2
)
.(A.1)
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They are all bosonic and have energy 2eA. The states |l〉 are not all linearly
independent and normalized according to
〈l|k〉 = δlk − AlAk
A2
. (A.2)
We can evaluate now the second term in Eq.(2.7). Note first of all that
the wave function (e2/2)(ϕ¯ϕ − χ¯χ)2|0〉 has the projection on the vacuum
state [irrelevant in the context of Eq.(2.7)] and also the projection on the
state |+〉, 〈
+
∣∣∣∣∣e
2
2
(ϕ¯ϕ− χ¯χ)2
∣∣∣∣∣0
〉
= − 1
2
√
2A2
, (A.3)
while all other matrix elements are zero. The result of the action of the
Laplacian ∆A on the vacuum state is not just a function, but a differential
operator,
∆A|0〉 = |0〉∆A +
√
2
(
|+〉Ai
A2
+ |l〉 1
A
)
∂
∂Al
+ |+〉 1√
2A2
. (A.4)
Combining Eq.(A.3) and Eq.(A.4), we arrive at the following expressions for
nondiagonal matrix elements
〈
+
∣∣∣H(2)∣∣∣ 0〉 = − 1√
2A2
(
1 + Ak
∂
∂Ak
)
,
〈
l
∣∣∣H(2)∣∣∣ 0〉 = − 1√
2A
∂
∂Al
. (A.5)
We need also the matrix elements of the supercharge Q(1)α . They are〈
0
∣∣∣Q(1)α ∣∣∣+〉 = iAk2A2 (σk) βα ψβ ,〈
0
∣∣∣Q(1)α ∣∣∣ l〉 = i2A(σk) βα ψβ
(
δlk − AlAk
A2
)
,
〈
0
∣∣∣Q(1)α ∣∣∣−〉 = − i2Aψα . (A.6)
To evaluate the middle term in Eq.(2.7) we need only two first matrix ele-
ments. The corresponding correction to the effective supercharge is
δH2Q
eff
α =
i
4
√
2eA3
(σk)
β
α ψβ
(
∂
∂Ak
+
Ak
A2
)
. (A.7)
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Let us discuss now the last term in Eq.(2.7). Besides the bosonic inter-
mediate states (A.1), there are also fermionic states providing for nonzero
matrix elements 〈H(1)〉m0. One of such states has the eigenfunction
φγξ = 2
e
π
A3/2χ exp{−eA(ϕ¯ϕ+ χ¯χ)}
[
ξγ + ξα(σk)
γ
α
Ak
A
]
(A.8)
and there are three others similar. The important fact is that all these states
have the same energy Eferm = 2eA. And this means that we can do the sum∑
m in Eq.(2.7) without tears and write
′∑
m
〈H(1)〉nm〈H(1)〉m0 1
Em
=
1
2eA
〈[H(1)]2〉n0 . (A.9)
The explicit calculation gives
〈
+
∣∣∣[H(1)]2∣∣∣0〉 = −e
√
2
A
,
〈
−
∣∣∣[H(1)]2∣∣∣0〉 = −e
√
2Ai
A2
ψ¯σiψ ,
〈
l
∣∣∣[H(1)]2∣∣∣0〉 = ie
√
2Ak
A2
ǫplkψ¯σpψ . (A.10)
The corresponding correction to Qeffα is
δH1Q
eff
α =
iAk
4
√
2eA5
(
3ψαψ¯σkψ − (σk) βα ψβ
)
. (A.11)
We obtain finally
Qeffα =
1√
2
(σk)
β
α ψβ
(
1− 1
4eA3
)
Pk +
3iAk
4
√
2eA5
ψαψ¯σkψ . (A.12)
This operator acts on the coefficient r0(A, ψα) in the expansion (2.5). As
was explained in Ref.[5], the standard normalization condition for the total
wave function bring about the extra factor f−2(A), f(A) = 1− 1/(4eA3), in
the normalization condition for r0(A, ψα). The effective supercharge acting
on the effective wave function with the standard normalization Ψeff(A, ψα) =
f−1(A)r0(A, ψα), is obtained by wrapping
Qeffα −→ f−1(A)Qeffα f(A)
and we arrive at the expression which coincides, indeed, with the first line of
Eq.(1.6).
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Appendix B: Roots and root vectors for SU(3)
The group SU(3) has rank 2, there are two commuting generators λ3/2 and
λ8/2 (λa are the standard Gell-Mann matrices). There are 3 positive roots.
The root vectors are
e1 =
1
2
(λ1 + iλ2) , e2 =
1
2
(λ6 + iλ7) , e3 =
1
2
(λ4 + iλ5) ,
f1 =
1
2
(λ1 − iλ2) , f2 = 1
2
(λ6 − iλ7) , f3 = 1
2
(λ4 − iλ5) . (B.1)
The relevant root forms are
α1(A
s
k) = A
3
k , α2(A
s
k) =
−A3k +
√
3A8k
2
, α3(A
s
k) =
A3k +
√
3A8k
2
(B.2)
and similarly for αj(λ
s
α). One can observe that α3 = α1 + α2. The matrix of
scalar products cjj′ is
cjj′ =
1
2

 2 −1 1−1 2 1
1 1 2

 . (B.3)
It has an extra factor 1/2 compared to a more usual definition [12]. With
Eqs. (B.2) and (B.3) in hand, one can explicitly check that the relations
(4.4), (4.3) hold.
References
[1] E. Witten, Nucl. Phys. B202 (1982) 253.
[2] A.V. Smilga, in: Proc. Int. Workshop on Supermembranes and Physics
in 2+1 dimensions (Trieste, July, 1989), eds. M.J. Duff, C.N. Pope, E.
Sezgin (Worlds Scientific, Singapore, 1987)
[3] B. de Witt, M. Lu¨scher, and H. Nicolai, Nucl. Phys. B320 (1989) 135.
[4] V.G. Kac and A.V. Smilga, Nucl. Phys. B571[PM] (2000) 515.
[5] A.V. Smilga, Nucl. Phys. B291 (1987) 241.
18
[6] E.A. Ivanov and A.V. Smilga, Phys. Lett. B257 (1991) 79.
[7] P. van Baal, hep-th/0112072.
[8] M. Lu¨scher, Nucl. Phys. B219 (1983) 233.
[9] E.T. Akhmedov and A.V. Smilga, in preparation.
[10] D.P. Zˆelobenko, Compact Lie groups and their representations, Ameri-
can Mathematical Society, Providence, 1973.
[11] E. Witten, J. High Energy Phys. 9802 (1998) 006; A. Keurentjes, A.
Rosly, and A.V. Smilga, Phys. Rev. 58 (1998) 081701; V.G. Kac and
A.V. Smilga, hep-th/9902029, published in The Many Faces of the Su-
perworld (World Scientific, 2000), ed. M.A. Shifman; A. Keurentjes, J.
High Energy Phys. 9905 (1999) 001, 014.
[12] R. Slansky, Phys. Rept. 91 (1981) 1.
19
