This study investigates the impact of model domain extent and the specification of lateral boundary conditions on the forecast quality of air pollution constituents in a specific region of interest. A developmental version of the national Air Quality Forecast System (AQFS) has been used in this study. The AQFS is based on the NWS/NCEP Eta Model (recently renamed the North American Mesoscale Model) coupled with the U.S. Environmental Protection Agency Community Multiscale Air Quality (CMAQ) model. This coupled Eta-CMAQ modeling system provided experimental air quality forecasts for the northeastern region of the United States during the summers of 2003 and 2004. The initial forecast over the northeastern United States was approved for operational deployment in September 2004. The AQFS will provide forecast coverage for the entire United States in the near future. In a continuing program of phased development to extend the geographical coverage of the forecast, the developmental version of AQFS has undergone two domain expansions. Hereinafter, this "developmental" domain-expanded forecast system AQFS will be dubbed AQFS-␤. The current study evaluates the performance of AQFS-␤ for the northeastern United States using three domain sizes. Quantitative comparisons of forecast results with compiled observation data from the U.S. Aerometric Information Retrieval Now (AIRNOW) network were performed for each model domain, and interdomain comparisons were made for the regions of overlap. Several forecast skill score measures have been employed. Based on the categorical statistical metric of the critical success index, the largest domain achieved the highest skill score. This conclusion should catapult the implementation of the largest domain to attain the best forecast performance whenever the operational resource and criteria permit.
Introduction
There are many uncertainties in numerical air quality modeling. Both the transport and transformation of air pollutants are directly and indirectly influenced by the modeling of the ambient meteorology. Furthermore, the distances over which many of these pollutants are subject to long-range transport by synoptic-scale weather phenomena can be rather large (e.g., Heidorn and Yap 1986; Greene et al. 1999; Lennartson and Schwartz 1999; Rohli et al. 2004) . The longer the distance these pollutants travel, the larger the associated uncertainties. Several studies have been done to investigate the impact of these uncertainties on the resulting air quality prediction (Alapaty et al. 1995; Imhoff et al. 2000; Biswas and Rao 2001 ). Uncertainties in surfacelevel concentrations have been attributed to the difficulties in simulating several physical processes. These include vertical diffusivity (Nowaki et al. 1996; Berman et al. 1997; Zhang and Rao 1999) , the growth and collapse of the planetary boundary layer during a diurnal cycle (Shafran et al. 2000) , temperature field evolution over the diurnal cycle (Sillman and Samson 1995) , cloud processes and plume rise processes in both physical and chemical aspects (Jonson and Isaksen 1993; Wang and Sassen 2000; Sillman et al. 1990) , and deposition processes, especially the parameterization of resistance due to air dynamics and surface effects (Seaman 2000; Pleim et al. 2001) . Simulation of land surface interactions not only heavily influences the meteorology model, but also the depositional model for chemical species. Despite these sources of uncertainty a con-sensus among air quality modelers holds that emission modeling, which includes inventory development, analyses, and dissemination techniques, is likely to be the largest source of uncertainty (Guenther et al. 1993; Mathur et al. 1994; Milanchus et al. 1998) .
Prescription of the initial and boundary conditions of air chemistry can have a strong influence on predicted air quality (e.g., Hana et al. 2001; Barna and Knipping 2006) . In terms of real-time air quality forecasts, the model will eventually wean itself from initial conditions after a spinup period; however, the prescription of lateral boundary conditions has a continuing impact (e.g., Lee et al. 2004 ). This study focuses on the impact of domain size and the prescription of static lateral boundary conditions on the forecast quality of air pollutants for a specific region in a real-time forecast setting. Emphasis is being laid on the constraints and requirements of an operational setting, such as emission projections and free forecast outputs from the meteorological components of the model system (Pouliot and Pierce 2003) . These may distinguish the current study from the majority of previous studies on the subject whose settings are often retrospective in nature.
Ozone forecasting system overview
A developmental version of the national Air Quality Forecast System (AQFS) (Davidson et al. 2004; Otte et al. 2005 ) was used for this study. The AQFS uses a meteorological forecast from the National Weather Service (NWS) Eta Model as an input to an adaptation of the Environmental Protection Agency's (EPA's) Community Multiscale Air Quality Model (CMAQ) to generate gridded model guidance for atmospheric chemical species concentrations. This developmental version of AQFS is hereafter referred to as AQFS-␤. AQFS-␤ has the exact features and configuration of AQFS except as otherwise stated. Both are offline systems with hourly Eta meteorological fields ingested into CMAQ via a series of interface processors. A flowchart of the coupled Eta-CMAQ modeling system is shown in Fig. 1 .
AQFS-␤ has been tested with three domain configurations; each includes the northeastern United States as shown in Fig. 2 . All of the model runs in this study use 12-km horizontal grid spacing. They were initialized at 1200 UTC and run with 24-h cycling. The targeted time period of the model runs was between 7 and 13 August 2005. All runs were started on or before 3 August 2005.
a. Meteorology model components
The NWS/National Centers for Environmental Prediction (NCEP) North American Eta prediction system with 12-km horizontal grid spacing and 60 vertical levels provides gridded meteorological model predictions at hourly intervals (Black 1994; Rogers et al. 1996 Rogers et al. , 2005 . Recent improvements to the Eta system are described by Ferrier et al. (2005) and Rogers et al. (2005) . These changes included improved grid-scale cloud microphysics and cloud interactions with short-and longwave radiation. National Oceanic and Atmospheric Administration (NOAA) satellite NOAA-17 radiances and direct analysis of NWS Weather Surveillance Radar-1988 Doppler (WSR-88D) radar radial velocities were incorporated into the Eta Data Assimilation System three-dimensional variational data assimilation (EDAS 3DVAR) analyses. The Eta postprocessor, Eta-Post, and the modified Eta product generator, Aqm-Prdgen, play the role of interface processors that handle the vertical and horizontal interpolations of the FIG. 2. The three 12-km domain configurations-1x, 3x, and 5x-used by AQFS-␤ in this study. The number of grid cells in the horizontal domains and the two-letter state abbreviation for the states mentioned are also shown. The coupling between Eta and CMAQ involves the hourly passage of 15 3D fields and 35 2D fields from Eta to the CMAQ preprocessor PREMAQ. These fields are temporally interpolated within CMAQ to conform to its time steps. These fields, individually or jointly, describe the physical states and processes of the following parameterizations: 1) meteorological behavior in terms of air movements and turbulence, 2) land and surface interactions, 3) solar fluxes, and 4) precipitation-related processes. Biogenic emission rates, which usually depend heavily on meteorological conditions such as temperature and solar radiation, use the 24-h accumulated rainfall of all types for its calculations. On the other hand, hourly precipitation from convective rainfall is used to constrain the water content of convective clouds in the CMAQ subgrid cloud asymmetric convective mixing (ACM) scheme (Alapaty et al. 1997; J. Pleim 2005, personal communication) . These precipitation fields also influence the aqueous chemistry and wet deposition calculations.
b. Air quality model components PREMAQ (Otte et al. 2005) , the CMAQ preprocessor for AQFS, prepares the CMAQ-ready meteorological and emission files. PREMAQ converts Eta output from the intermediate grid with Lambert conformal projection and Arakawa A grid staggering, resulting from the aforementioned Aqm-Prdgen step, to a grid on the same projection but with the Arakawa C staggering used in the CMAQ model. In addition to these ingested fields PREMAQ also computes various parameters to be used in the CMAQ model, such as grid geometric parameters, dry depositional velocities, species concentration lateral boundary conditions, and emission rates of pollutants. Calculated geometric parameters include thicknesses of the hydrostatic sigma vertical layers and the Jacobian for vertical height and general vertical coordinate transformations used in CMAQ. The emission data are based on the EPA 2001 National Emissions Inventory (NEI), with adjustments made based on projected energy usage for the current forecast year (Pouliot and Pierce 2003) .
The emission input for AQFS is calculated with two approaches: 1) a static projection approach for emissions that are projected from historical data with predetermined spatial and temporal variability (e.g., from area sources), and 2) an "online" approach for emissions with a strong dependence on meteorology (e.g., from point sources, biogenic sources, and mobile sources). These meteorological-dependent emission inputs to AQFS are modified by the Eta Model forecast fields within PREMAQ. The emissions inputs to AQFS for this study are summarized in Table 1 . For more information on the procedures for emission flux calculations, for both the precalculable meteorologyindependent processing and hourly online meteorology-dependent processing of emission quantities and parameters, see Table 2 of Otte et al. (2005) .
CMAQ (Byun and Ching 1999; Byun and Schere 2006) provides the air pollutant forecast in AQFS. CMAQ is a regional Eulerian air chemistry model that simulates the production and transport of multiple chemical species. In AQFS, gas-phase and aqueous chemistry are included; aerosol and heterogeneous chemistry processes, which are less critical for the current focus on ozone (O 3 ) forecasting in AQFS, are Vehicle-miles-traveled data from 1999 NEI.
Biogenic Compute using the Biogenic Emissions Inventory System, version 3 (BEIS3; Pierce et al. 1998 Pierce et al. , 2002 with input meteorology from the Eta Model (Pouliot and Pierce 2003) .
omitted. However, AQFS-␤ has four important differences from AQFS: 1) AQFS uses a dynamic lateral boundary condition (LBC) with respect to ozone concentration, while AQFS-␤ uses a "clean" time-invariant LBC for ozone; 2) AQFS uses a local maximum cloud fraction of a specific cloud type for the calculation of its photolytic processes, while AQFS-␤ uses a column maximum cloud fraction among all cloud types; 3) AQFS uses climatology data for its clear-sky solar flux rate, while AQFS-␤ uses Eta output radiation fields to derive the below-cloud photolysis attenuation rate due to cloud cover; 4) AQFS uses a subgrid convective cloud mixing scheme based on the Regional Acidic Deposition Model (RADM, version 2.6) (Chang et al. 1987) , while AQFS-␤ uses a modified ACM model (J. Pleim 2005, personal communication) . The CMAQ configuration is described in Table 2 . The configuration was optimized to meet operational run time requirements.
Sensitivity study with three domain sizes
For regional air quality prediction in general, the farther away from a lateral boundary it is, the less dependent the prediction is on the assumptions inherent in the boundary, thus improving the prediction (e.g., Hana et al. 2001) . The air quality of the northeastern United States has been intensely studied due to frequent episodes of high surface ozone concentration (Rao et al. 2000 (Rao et al. , 2003 . This is the region considered in this study (denoted "1x" in Fig. 2 ). Coincidentally, this is also the region where the initial operational capability (IOC) of NWS AQFS was implemented (Davidson 2005) . Within the context of the current study, the terms domain and grid are used interchangeably. The second domain expands that of the IOC mainly westward. The western lateral boundary of the second domain has been expanded from that of the IOC by roughly 1000 km. The third domain covered a latitude range similar to the second domain but with the western boundary pushed farther west by another 1800 km to reside over the eastern Pacific Ocean. This third domain, the conterminous United States (CONUS) domain, is routinely used as a parent grid for inner nested grids of interest in other regulatory applications of CMAQ to reduce uncertainties associated with the LBCs of the inner grids. The western lateral boundaries experience predominantly inflow conditions from westerly flows. The three grids are also referred to as 1x, 3x, and 5x, as the latter two grids are roughly three and five times as No particulate matter chemistry considered * GFS stands for NCEP's Global Forecast System. AQFS utilizes ozone forecast from GFS to update its top layer ozone concentration (see Fig. 1 ).
large as the 1x or IOC grid in terms of number of grid cells. These forecast domains were chosen because they reflect the incremental domain size increases that are proposed for AQFS as it moves toward a national forecasting capability. There are numerous inherent assumptions involved in the determination of LBCs for an air quality model regardless of whether a static or a dynamic condition results. In essence, the LBCs attempt to lump chemical species concentration and emission parameterizations beyond the domain into some predetermined values that are either constant or time varying. These prescribed conditions do not include sporadic and largely unpredictable events such as forest fires and volcanic eruptions. As a rule of thumb spatially and temporarily varying LBCs are superior if they correctly capture the variability of the chemical constituents (e.g., Barna and Knipping 2006) . There were also suggestions to derive balance and correlation between prediction results and prescribed LBCs (Hana et al. 2001) . These findings and suggestions are largely recommendations based on air quality model simulations run in a retrospective mode to analyze historical cases. However, in a forecast application most LBC configurations and prescriptions are predetermined before the forecast season starts for the actual year.
In the current study, a static LBC for the various chemical species has been assumed from profiles derived a priori from chemical climatology data. A "clean" static LBC has been designed for AQFS-␤ applications throughout the O 3 season of 2005. Here the qualifier "clean" is relative, comparing results and boundary condition attributes to a most recent full year retrospective run of the CMAQ model for 2001 (Eder and Yu 2006) . The decision to choose a cleaner set of boundary condition attributes for the current study was partially based on this 2001 analysis whose chemistry model configurations were rather similar to those of the chemistry components of AQFS-␤. Eder and Yu (2006) concluded that CMAQ exhibits a systematic high bias for O 3 . In the summer months of April to September 2001, the model results showed a normalized mean bias of 8.1% for the daily maximum 8-h surface O 3 concentration. Figure 3 shows the ozone profile used in all four static LBCs of the three domains. The static LBC also prescribed low concentrations for other precursor species. Sulfur dioxide, nitric oxide (NO), and isoprene have sub-parts-per-billion (ppb) concentrations. The temporally and laterally unvarying profile of nitrogen dioxide (NO 2 ) is also depicted in Fig. 3 with a magnified scale.
PREMAQ can deliver either static or dynamic (varying hourly) LBCs to CMAQ. The dynamic LBC option would require temporal interpolation at each CMAQ time step. Both approaches incur a significant degree of uncertainty to capture what are actually the correct concentration fields along the LBCs. It is therefore desirable to minimize these uncertainties. Pushing the LBCs as far away as possible or to a region where these uncertainties are minimized is conventionally argued to be a good practice for environmental feasibility studies and model simulations performed in a retrospective mode. It is interesting to investigate its applicability for AQFS-␤. These tactics will not be always possible for operational forecast runs due to the large computational requirement needed to run the CONUS domain at the desired resolution or to do multiple real-time grid nesting. At NCEP, the CMAQ component alone required 63, 42, and 23 min wall clock time for the 5x, 3x, and the 1x domain 48-h forecast, respectively, with 64 dedicated 1.7-GHz IBM power4ϩ processors with a theoretical speed of 6.8 ϫ 10 9 floating-point operations per second and message passing interface (MPI) interconnect latency at about 6.5 s. This study will give a qualitative indication as to how much is gained from such computational investments by using bigger domains. A simplistic approach of employing a static LBC (Fig. 3) for all four lateral boundaries-east, south, west and north-has been used to delineate any effect other than that of domain size, the distance of the lateral boundaries from the region of interest.
Meteorological conditions of 7-13 August 2005
AQFS-␤ was run once per day at NCEP with 24-h cycling initialized at 1200 UTC. A period of 7 days, be- FIG. 3 . A "clean" species concentration profile (ppb) for O 3 and NO 2 are used as a static boundary condition for all four lateral boundaries.
tween 7 and 13 August 2005, was targeted to compare the 1x, 3x, and 5x domains. The following sections discuss the meteorology that is important to air quality forecast.
a. Between 7 and 10 August
Between 7 and 10 August, there were rather large, slowly changing high pressure systems over the northeastern United States. Forward trajectories shown in Fig. 4 demonstrate the prevalent subsiding flows in the region (NOAA 2005a). These air masses are usually cleaner than those equilibrated with the surface emission fluxes over the region. The subsiding air contributed to conditions that reduced the concentration of ozone in the lower levels over the region. A slow southward sweeping cold front across the Great Lakes during those days had contributed to the cleaner air, in contrast to the prefrontal regions. This frontal influence was still evident on 12 August. The swift northerly winds behind this front lowered surface ozone concentrations over the states of Wisconsin and Michigan.
High pressure systems were dominant over the midAtlantic (Delaware, Maryland, New Jersey, New York, and Pennsylvania) states and Illinois, Indiana, Iowa, Kansas, North Dakota, and Ohio. These nearly stationary high pressure systems gave rise to weak pressure gradients over those states throughout the period. This resulted in weak zonal flows and suppressed atmospheric mixing. Fair-weather clouds and rather strong solar flux in the lower levels contributed to favorable conditions for sustained elevated low-altitude ozone concentrations there.
Farther toward the south, convective activities in association with a frontal passage intensified on 7 August over the states of Kentucky, Virginia, and North Carolina as a southward advancing cold front met a tongue of moist air associated with a warm front originating from the Gulf of Mexico. Intermittent precipitation over those states during this period significantly scavenged out air pollutants otherwise suspended in the atmosphere. The resulting effect was a reduction of the surface ozone concentration. However, these reductions were short-lived and did not strongly impact air quality conditions on 12 August.
b. On 11 August 2005
A strong westerly zonal flow advanced through the upper northeastern states. Figure 5a shows the surface weather at 1200 UTC on that day (NOAA 2005b). In the northeastern United States, the states of Maine, New Hampshire, Vermont, and New York experienced strong flows for the subsequent 2 days. The remaining parts of the northeast and eastern United States were under two large high pressure systems that gave rise to a weak zonal movement of air masses over those parts of the country.
There was frontal activity in the midwestern states between Ohio and Iowa in association with a stationary front traversing southeastward from British Columbia, Canada, to western Nebraska and from there eastward to Iowa. This front gave rise to convective precipitation around the state border between Iowa and Illinois.
Strong northerly flows were recorded in the postfrontal regions of Iowa, Indiana, Illinois, and Ohio. Clean air masses were associated with these frontal subsiding flows resulting in reduced surface ozone concentrations there. Figure 5b shows the observed daily maximum 1-h surface ozone concentration compiled by the EPA near-real-time Aerometric Information Retrieval Now (AIRNOW) (EPA 2005) , an air quality observation network operated by local health agencies that feed their data to the EPA.
c. On 12 August 2005
Frontal activities of the previous day continued to be a dominant feature influencing the synoptic weather pattern. Figure 6a shows that the arc of the stationary front, previously sagging slowly southeastward between Ohio and Maine, now stretched between Michigan to the western Atlantic, as the high over the Great Lakes migrated northeast toward Maine and the low in Iowa moved northeast into Michigan. This movement was partially attributed to the intensification of a high pressure system that began strengthening over Florida around 10 August. This high pressure system hampered the southward advance of the front. The 500-hPa height map (not shown) confirms that there existed a slightly weakening western Atlantic upper-level trough. This is indicative of a weakening zonal flow over the eastern part of northeastern United States. This flow pattern can be conducive to elevated surface O 3 condition there.
The migrating front over Maine gave rise to a moderate subsiding flow of cleaner air originated from higher latitude to the lower attitudes in the states of New York, Vermont, New Hampshire, and Maine. Together with a stationary high system over the eastern United States, they gave rise to weak pressure gradients over the states of Maryland, Virginia, North Carolina, South Carolina, Georgia, Kentucky, and Tennessee. This weak zonal flow, compounded with the high temperatures experienced in these mid-Atlantic and southeastern States, was associated with elevated surface ozone concentrations recorded there (Fig. 6b ).
There were also noticeable reductions in surface ozone concentrations over a large swath between Michigan and western New York due to a fast developing low pressure system in central Manitoba, Canada. It gave rise to the strengthening of geostrophic flow and atmospheric mixing resulting in lower surface ozone concentrations.
The day in this chosen period most conducive for high surface ozone concentrations was 12 August. Many of the aforementioned states' health agencies declared it as an ozone action day, based on their expectation that the 8-h averaged surface ozone concentration would exceed the U.S. EPA threshold of 85 ppb categorized as "unhealthy air for sensitive groups." Many of these designations were correct as confirmed by observations.
d. On 13 and 14 August
Surface winds were considerably stronger over the northeastern United States due to increasing pressure gradients influenced by a low pressure system that gradually swept from central Canada to the Great Lakes. Wind shear and atmospheric mixing accompanied by stronger winds resulted in reduced surface ozone concentrations over this region. The air pollution condition on the previous day abated, when both an increase in atmospheric mixing and a reduction in photolysis rates contributed to the reduction in surface ozone concentrations there.
Performance of the meteorological driver and emission models
AQFS-␤ was used to produce real-time surface ozone concentration predictions for this period using run configurations described in sections 2 and 3.
a. Eta's performance
The Eta Model, serving as the meteorological driver within the system, performed reasonably well as summarized in the monthly precipitation skill score in terms of quantitative precipitation forecast (QFP) bias scores (BS), the ratio of forecast to observational counts of 24-h accumulated rainfall exceeding a specific threshold, for the month of August 2005 (Fig. 7) . This score is based on a point-to-point comparison between analysis and forecast data over the CONUS grid. For the analysis, there were about 8000 rain gauges contributing to the observational input. Based on the BS shown, the Eta's August 2005 performance is among the best of all the NCEP operational models (NOAA 2005c). However, the Eta underpredicted the intensity of convective storms resulting in the low value of BS for the heavyrainfall events during August 2005.
Eta was able to capture the diurnal cycles of lowlevel humidity and temperature fields. Figure 8 shows the verification diagram between 1500 UTC 11 August and 1200 UTC 13 August 2005 for 2-m temperature with about 5000 surface stations reasonably well placed over CONUS (NOAA 2005d) . The number of observation reporting varied by about Ϯ10% during the 45 verification hours. Cloud cover prediction from Eta was not directly used by CMAQ within AQFS-␤. CMAQ diagnoses cloud cover based on the specific humidity 
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and temperature fields from Eta. A similar verification exercise for the relative humidity field in the lower levels showed a domainwide low bias for all 45 forecast hours by 0%-8%. Therefore, it can be concluded that the Eta component of AQFS-␤ does well in reproducing the meteorological conditions with a slight warm and dry bias in the low levels. These biases are believed to be conducive to high biases of O 3 forecast by the CMAQ model.
b. Predicted emission strengths and concentration of precursors
AQFS has two emission modeling components: MOBILE6 and Sparse Matrix Operator Kernel Emissions (SMOKE) (see Fig. 1 ). The modeled emissions immediately upstream of the northern and western lateral boundaries of the 1x and 3x domains are of the most interest in the context of the current study. They have the strongest impact on the forecast surface O 3 concentration of the 1x domain due to their vicinity to the region of interest and to the dominantly prevailing westerly wind directions there. Figures 9a-c show the modeled emission strengths of NO 2, monoterpenes, and isoprene at 2100 UTC 12 August 2005, respectively. The emission strength for NO 2 did not have large differences between rush hours, say 1000 to 1300 UTC (not shown), and this early afternoon hour of 2100 UTC on this hot summer Friday when leisure traffic could be rather substantial. Monoterpenes represent a large class of very reactive biogenic hydrocarbons that contributes to regional surface O 3 formation. Considerable sources of such hydrocarbons existed immediately upwind of the western LB of the 3x domain. The isoprene emission strength shown in Fig. 9c is at its diurnal peak for the eastern United States. These figures show that there are significant emission sources immediately upwind of the western boundaries of the 1x and 3x domains. Figure 10 shows the model-predicted distribution of surface-level NO x , defined as the sum of NO and NO 2 , at 2100 UTC 12 August 2005. It can be postulated that there are significant amounts of NO x near and immediately upwind of the western and northern lateral boundaries of the 1x domain. This gives rise to the possibility that O 3 produced there can be advected eastward or southward into the immediate downwind domain, had the model known of it and used it to override the fixed values prescribed statically in Fig. 3 .
Distribution of surface ozone: Predicted versus observed
Despite the admitted shortcomings of the Eta, each of the separate suites of model runs for the 1x, 3x, and 5x domains correctly predicted that 12 August would be the "ozone episode" day of the target period for the East Coast between Boston, Massachusetts, and Virginia Beach, Virginia; Columbus, Ohio; Cincinnati, Ohio; Pittsburgh, Pennsylvania; Richmond, Virginia; Charleston, West Virginia; Atlanta, Georgia; Nashville, Tennessee; and Indianapolis, Indiana. There were also clusters of urban centers within the 1x domain along the Interstate 95 corridor had elevated surface O 3 concentrations: New York City, New York; Philadelphia, Pennsylvania; Baltimore, Maryland; and Washington, D.C. This corridor along the Eastern Seaboard contains many population centers, major industries and important transportation arteries. Therefore, it is expected that whenever the meteorological conditions are conducive for high ozone production and little mixing, this swath of the East Coast is susceptible to high surface ozone concentrations (e.g., Ryan et al. 2000) .
The predicted daily maximum 8-h surface ozone concentration is the focus of consideration. It is one of the most widely used health-impact-related air quality measures. These standards have been established as the National Ambient Air Quality Standards (NAAQS) by the EPA. Figure 11 shows the predicted daily maximum 8-h surface ozone concentrations for each suite of runs. 
a. The AIRNOW network and spatial verification
Evaluations of prediction quality among these model runs have been quantified using continued hourly observations. The AIRNOW (EPA 2005) network compiles near-real-time hourly observed surface ozone concentrations. The network totals 586, 844, and 1144 stations within the 1x, 3x, and 5x domains, respectively. The 1x stations form a subset of those of the 3x, which in turn form a subset of those of the 5x. Although distance-weighing and station-influence ranking has been contemplated in this point-to-point station-reading to gridcell-value comparison (Kang et al. 2007 ), these methodologies were not used in the current study. Observed values are simply compared to the modelpredicted values of the grid cell that houses the observation station. However, quality control measures discarded unreasonable readings during the reporting step by the local agencies.
Figures 12a-c show the spatial distribution of the mean biases for the daily maximum 8-h surface ozone concentration for the three domain model runs 1x, 3x, and 5x, respectively. The spatial plots depict the location of each of the observation stations. The color codes in the depiction indicate the bias magnitude at each station.
b. Comparable biases by the three domain runs
In comparing Figs. 11 and 12 and focusing on the southern states of North Carolina, Alabama, and Georgia, it is seen that the three domain runs performed comparably, with a predicted high bias of more than 20 ppb for Atlanta, Georgia, and Birmingham, Alabama. These values are deviations from the observed daily maximum 8-h surface ozone over Atlanta and Birmingham on 12 August 2005 at about 85 and 65 ppb, respectively.
All three forecasts missed the elevated surface O 3 in the Hudson River valley, just to the east of the New York and Connecticut state border. The Eta Model 12-km horizontal grid spacing is not at an adequate resolution to capture the land-and sea-breeze pattern there (Wishinski et al. 2001 ). The AIRNOW observation network has shown that the elevated O 3 occurred at around 1900-2200 local time, indicating that the peak concentration likely resulted from pollutant transportation from Long Island, New York.
c. Bias disparities by the three runs
It is shown that forecast daily maximum 8-h surface ozone was elevated along the Boston to Virginia Beach corridor as depicted in Figs. 11a-c. Corresponding biases in the three domain runs can also be matched, as shown in Figs. 12a-c. The 5x results had the greatest number of overpredictions in the 10-20-ppb category. The 3x results had the second most numerous counts of overprediction in that category over these heavily urbanized coastal regions. On the other hand, the 1x results exhibited relatively few overpredictions in the 10- to 20-ppb category except for a few monitoring stations near the Boston and Baltimore areas. This rather large region has the densest ozone monitoring network in the country, giving the 1x domain run the weighted advantage of outperforming the other domain runs significantly in terms of having the least domainwideaveraged bias within 1x, the current domain of interest. The observed domain-averaged daily maximum 8-h surface ozone over the 1x was around 59 ppb on that day.
The other dense clusters of observation stations are the industrial centers around the southern boundaries of the Great Lakes such as Chicago, Illinois; Detroit, Michigan; and Cleveland, Ohio. The biases of the daily maximum 8-h surface ozone values were largest in this region in the 5x results, with most overpredictions in 10-to 20-ppb category. On the other hand, for the 3x results there was a roughly 50/50 split in the overprediction biases between the 10-to 20-and the Ϫ10-to ϩ10-ppb categories. These lower O 3 values in the 3x domain run, in relation to those of the 5x run, can partially be attributed to its neglect of the monoterpenes immediately upwind of its western boundary.
Taking a verification dot cluster in the northeastern United States near Newark, New Jersey, and New York City, New York, one can notice the gradual improvement by the 3x over the 1x, and the 5x over the 3x results. The low bias of Ϫ10 to Ϫ20 ppb for both cities as predicted by the 1x run was gradually improved to a low-bias reduction at New York City to Ϫ10 to 10 ppb by the 3x run, and yet further improved by the 5x including both Newark and New York City to Ϫ10 to 10 ppb. Second, when one considers another cluster in the southeastern United States near Greensboro, North Carolina, 1x predicted a low bias of from Ϫ10 to Ϫ20 ppb that did not see improvement in the 3x results. Nonetheless, the 5x run improved that to a bias from Ϫ10-to 10 ppb.
Indianapolis, Indiana, is within the 1x domain, although it is close to the domain's western boundary. 
Therefore it is expected that the neglecting of the large emission sources of NO x , monoterpenes, and isoprene to the west of the 1x domain, as was discussed in section 5b, will subject the 1x domain run results to low biases there. The forecast daily maximum 8-h surface ozone concentration value there for the 1x run was 53 ppb while those from the 3x and 5x runs were 62 and 63 ppb, respectively. The city's proximity to the western boundary of the 1x domain contributed to the largest low-bias values for the 1x run there. The 1x domain run demonstrated the most frequent underpredictions. There were 90 underpredictions out of 586 stations in the 1x domain run, whereas there were 30 and 18 (out of the same 586 stations within the 1x domain) in the 3x and 5x domains, respectively. Besides significantly frequent occurrences of underprediction in the 1x domain run in the category from Ϫ10-to Ϫ20-ppb bias, there were five clusters of low biases of more than 20 ppb in Charleston, West Virginia; Philadelphia, Pennsylvania; St. Louis, Missouri; Chicago, Illinois; and Toronto, Ontario, Canada. These underpredictions signified the failure of the 1x model run in capturing the occurrence of high surface ozone concentrations in some areas on 12 August 2005. Figure 13a and 13b show that in terms of 1x domainwide prediction-observation matched pair averages, all the three domain runs erred on the side of overprediction for the daily average surface O 3 concentration throughout 5-14 August 2005. It also suggests that the domain-average biases were significantly smaller for the 1x domain run. Underpredictions, such as those in the midwestern states, and near New York City, as shown in Fig. 12a , were cancelling out the overpredictions that occurred elsewhere within the domain of interest. This can largely be explained by the "clean" LBCs and the meteorological conditions discussed in sections 3 and 4, respectively. The northwesterly flows of clean air from immediately north of the northern states between Wisconsin and Maine during the period between 7 and 12 August gave rise to rather sharp horizontal gradients in the chemical species concentrations. The influx air there has a stronger impact on the 1x domain results than on those of the 3x and 5x, due to its closer proximity between the "clean" lateral boundaries and the region of interest. Figure 14 measure of forecast performance. Evaluations of forecast accuracy with temporal and spatial specificity are not possible from domainwide 24-hourly averages, as shown in Figs. 13a and 13b . They only show the daily variation of domainwide surface ozone concentrations and its biases when all 586 point-to-point comparisons between prediction and observation within the 1x domain were considered.
Statistical verification of the 1x, 3x, and 5x results

Categorical statistical metric
It is useful to include analyses such as those illustrated by Fig. 12 to provide spatial and temporal information, but skill scores of domainwide-averaged quantitative evaluation measures are also needed. Table 3 illustrates this with additional categorical statistical evaluations based on data from the same 586 monitoring stations for 12 August 2005. This evaluation protocol was first proposed for the 1x domain run (Kang et al. 2005) .
Accuracy (A) is a popular indicator of a successful air quality forecast (see the appendix for statistical definitions). Accuracy for the three domain results are similar, with that for 1x leading at 91.6%, followed by 3x at 90.4%, and 5x at 87.4%. Caution needs to be exercised to interpret A, as it is often overly optimistic due to the invariably large number of prediction-observation matched pairs for nonexceedances (Kang et al. 2005) . Table 3 shows a much more favorable ranking for the 5x and 3x domain runs, when the emphasis is laid on the critical success index (CSI) and probability of detection (POD) metrics.
From the perspective of an air quality forecaster, POD is one of the primary measures to rank forecast quality. It is understandable that one of most important duties of the forecaster is to protect the public from potential adverse effects of poor air quality. High POD values mean a good ability to warn the public of these effects. However, there are often costs associated with false alarms; namely, there are consequences for issuing overly cautious warnings despite no realization of adverse public effects. For a forecaster and a policy maker, the cost of a forecast miss often supersedes those costs associated with false alarms. One of the focuses of the proposed protocol study by Kang et al. (2005) aimed to determine which of the aforementioned metrics offers the best insight for ranking air quality forecast model performance. It is concluded that CSI is often the best metric based on a twofold rationale: 1) It is not affected by the invariably large number of matched pairs for nonexceedances. 2) It is the most comprehensive metric among the considered metrics that takes both the risks of underprediction and overprediction into account.
CSI represents a balanced scientific measure between POD and false-alarm ratio (FAR). In this perspective of ranking forecast model performance, CSI provides the best metric (Kang et al. 2005) . It ranks that the 5x results have the best overall score at 26%, followed by those of 3x at 24.3% and 1x at 23.4%.
Summary
The national Air Quality Forecast System has been modified to run with a static ozone boundary condition for all four lateral boundaries with three domain configurations (1x, 3x, and 5x), to investigate the impact of domain size on the quality of the surface ozone forecasts for the northeastern United States. Being a forecast system, it is believed that it warrants a study to characterize the intrinsic uncertainties associated with the placement and prescription of lateral boundary conditions, since most previous studies in the subject have been conducted in retrospective modes of one kind or another. A forecast system depends on preseason pre- scription of model configurations and parameters so that the system is run hands free throughout the season. The period from 7 to 13 August 2005 was targeted. The three runs all correctly forecast that 12 August was the day within the selected period with elevated surface ozone concentrations for a large swath between Boston and Virginia Beach. Categorical statistical analyses, based on a commonly used threshold value for defining exceedance, were able to present a set of metrics to rank forecasts. Accuracy (A), probability of detection (POD), and critical success index (CSI) are commonly used. Often the air quality forecaster is charged with the duty of protecting the public from potential adverse effects from poor quality episodes. POD gives a direct measure of reliability of the forecast in identifying such threats. Had POD been chosen as the sole ranking criterion, 5x would be superior to 3x as it is to 1x with values at 54.2%, 37.5%, and 31.3%, respectively. CSI is the recommended categorical metric to rank the air quality forecast model (Kang et al. 2005) . In terms of The research presented here was performed, in part, under the Memorandum of Understanding between the EPA and NOAA and under Agreement Number DW13921548. This work constitutes a contribution to the NOAA Air Quality Program. Although it has been reviewed by NOAA and approved for publication, it does not necessarily reflect their policies or views.
APPENDIX
Statistical Measures
The categorical statistical metrics used in this study are based on a protocol for air quality forecast evaluation proposed by Kang et al. (2005) . Each statistical measure referenced is based on prediction-observation matched pairs for exceedances and nonexceedances. Here, the exceedances are ozone mixing ratios (observed or measured, as appropriate) that are equal to or above a threshold value, and nonexceedances are ozone mixing ratios that are below that threshold value. For the statistical measures described below, the following notation is used based on a plot of these matched pairs over the model domain: a is the number of forecast exceedances that did not occur; b is the number of forecast exceedances that did occur; c is the number of forecast nonexceedances that did not occur; and d is the number of nonforecast exceedances that did occur. Figure A1 shows a scatterplot where a, b, c, and d conveniently equal the number of data points falling within the four different quadrants of the diagram. In this paper the threshold value is 85 ppb for the daily maximum 8-h average ozone mixing ratio, which is the NAAQS for ozone.
Accuracy (A) is the percentage of forecasts that correctly predict exceedances and nonexceedances:
Accuracy is strongly influenced by the number of correctly forecast nonexceedances, which is invariably rather large; hence, care must be taken in its interpretation. A perfect score is 100%.
Bias (B) indicates whether a forecast tends to err in overprediction (false positives) or in underprediction (false negatives):
͑A2͒
A value of 1 indicates no bias, values below 1 indicate underprediction, and values above 1 indicate overprediction. The false-alarm ratio (FAR) is a measure of the percentage of forecast exceedances that did not verify. A perfect score is 0%:
͑A3͒
The probability of detection (POD), or "hit rate," indicates the percentage of observed exceedances that were correctly forecast:
͑A4͒
The critical success index (CSI) measures the correspondence between forecast and observed exceedance events:
Therefore, CSI measures both observed and forecast exceedences and how these exceedences were matched as indicated by b. CSI may be considered as a joint measure of POD and FAR. A perfect score is 100%.
