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Collisionless shocks in plasmas play an important role in space physics (Earth’s bow shock) and
astrophysics (supernova remnants, relativistic jets, gamma-ray bursts, high energy cosmic rays).
While the formation of a fluid shock through the steepening of a large amplitude sound wave has
been understood for long, there is currently no detailed picture of the mechanism responsible for
the formation of a collisionless shock. We unravel the physical mechanism at work and show that
an electromagnetic Weibel shock always forms when two relativistic collisionless, initially unmag-
netized, plasma shells encounter. The predicted shock formation time is in good agreement with
2D and 3D particle-in-cell simulations of counterstreaming pair plasmas. By predicting the shock
formation time, experimental setups aiming at producing such shocks can be optimised to favourable
conditions.
INTRODUCTION
In a fluid shock, when the upstream flow slows down
at the shock front, particles dissipate their bulk kinetic
energy through collisions among one another. As a re-
sult, the width of the shock front is of the order of the
collisional mean free path [1].
Earth’s bow shock in the solar wind behaves very dif-
ferently. Here, the width of the shock front is about
100km [2, 3], while the mean free path due to Coulomb
collisions is a million times larger, of order the Sun-Earth
distance [4]. Earth’s bow shock and others like it are la-
belled “collisionless”, since they develop in media where
the collisional mean free path is much larger than the
size of the system. Collisionless shocks are ubiquitous in
astrophysical environments and have the ability to ac-
celerate particles to high energies with power-law distri-
butions [5–9]. Because of their likely role in generat-
ing high energy cosmic rays and non-thermal radiation
from sources like supernova remnants, relativistic jets
and gamma ray bursts [10, 11], collisionless shocks are
currently the object of active research.
The theoretical foundations of collisionless shocks in
plasmas date back to the pioneering work of Sagdeev in
the 1960’s [12]. More recently, kinetic computer simula-
tions could capture their formation from the ab-initio col-
lision of two plasma shells [13–16]. However, while fluid
shock formation was understood long ago, e.g., through
the steepening of a large amplitude sound wave [1], colli-
sionless shock formation still lacks a first principle under-
standing. The first stage of the formation, namely, the
seeding of electromagnetic instabilities, has been inves-
tigated in detail [15, 17, 18]. But the subsequent stage
of energy dissipation is still not yet understood, despite
the tremendous insights provided by numerical simula-
tions. Filling this gap would be relevant not only from
the purely theoretical point of view, but it could be ben-
eficial for optimising the experimental conditions for pro-
ducing these shocks in the laboratory [19–24].
Typically, in these experiments, two counterstreaming
beams are generated by the irradiation of two oppos-
ing solid targets with a high-intensity laser pulse. This
will give rise to ion-driven Weibel instability; the self-
generated electromagnetic fields are probed, e.g., with
ultrafast proton radiography techniques. The challenge
with driving these shocks in the laboratory is achieving a
forward directed beam rather than an isotropic heating of
the target particles. The latter can give rise to so-called
electrostatic shocks, showing a notable potential jump
at the shock front, while Weibel-mediated shocks do not
exhibit such jump [25]. An accurate understanding of
the generation of both kinds of shocks is currently under
scrutiny, and it seems that electrostatic shocks develop
rather in non relativistic settings, whereas Weibel shocks
involve relativistic velocities [25]. Our interest here is on
the relativistic Weibel shock.
In this article, the shock formation process is investi-
gated in an idealized approach, for the collision of two ini-
tially unmagnetized symmetric cold pair plasmas. This
reduces the number of free parameters, with the up-
stream Lorentz factor as the only free parameter. As
the shells overlap, the counter-streaming plasma system
formed in the overlapping region turns unstable. An
analysis of the unstable spectrum for the system consid-
ered here shows the current-filamentation (Weibel-type)
instability [26–28] is the fastest growing one [29]. The
instability picks up on the spontaneous magnetic fluc-
tuations and amplifies them up to the level where it
saturates. Knowing the growth rate, together with the
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FIG. 1. Phases in the formation of a collisionless shock. Top:
Two identical pair plasma shells approach each other. Middle
(Phase 1): After the shells interpenetrate, the overlapping
region turns unstable and the instability saturates. Bottom
(Phase 2): Two shocks form near the border of each shell.
level of fluctuations and the field at saturation, it is pos-
sible to derive an expression for the saturation time,
τs ∝ (ln γ0)/δ [Eq. (2) below] with upstream Lorentz
factor γ0 and growth rate δ [17].
We are here concerned with the processes happening
after saturation. This question is of interest because, as
we show, a shock has not yet formed at t = τs. The den-
sity jump between the upstream plasma and the unstable
plasma in the overlapping region is still only a factor of
2, far short of the jump we expect in a shock. For t > τs,
other non-linear processes must step in and cause the
system to form a proper shock. Our goal here is to es-
timate the shock formation time τf and to compare the
theoretical prediction with numerical simulations.
SATURATION TIME AND CONDITIONS AT
SATURATION
In order to study the details of the full shock formation
mechanism, we consider the system pictured in Fig. 1.
In the relativistic regime (v0 ∼ c), the Weibel instability
dominates in the overlapping region [29, 30] and has a
growth rate [31, 32]
δ = ωp
√
2
γ0
, (1)
where the plasma frequency ωp is given by ω
2
p =
4pin0q
2/m, with q and m being the electron/positron
charge and mass respectively. For 1 ≪ γ0 ≪ µ ≡
mc2/kBT , the instability becomes non-linear and satu-
rates at a time given by [17]
τs =
1
2δ
ln
[
4
15
√
6
pi
n0
(
c
ωp
)3√
γ0µ
]
≡ 1
2δ
lnΠ. (2)
At saturation, the perturbed magnetic field has an rms
amplitude Bs and the perturbations have a wave vector
kb ⊥ v0 with [17, 33]
Bs =
√
γ0
mcωp
q
, kb =
ωp
c
√
γ0
. (3)
In general, the fluctuations seeding the instability de-
pend on the shell history. In deriving the logarithmic
factor in Eq. (2), we used the spontaneous thermal fluc-
tuations which are present in a plasma [34, 35] even in the
absence of external perturbations. The result is therefore
an upper bound on the saturation time.
At the saturation time t = τs, the instability has barely
exited the linear phase, so density perturbations in the
overlapping shells are still small. As a consequence, the
density of the overlapping region is just twice that of
the individual shells. This is confirmed in particle-in-cell
(PIC) simulations which we now describe.
We simulate only half the system, replacing the other
half by means of a reflecting wall at the mid-point of the
full symmetric system (Fig. 2). In the simulations, the
pair flow propagates towards the wall with a relativistic
Lorentz factor γ0. The case shown in Fig. 2 corresponds
to γ0 = 25, but we have run other cases covering the
range from γ0 = 10 to 10
4, as shown later. The plasma
is initially cold with µ = 106γ0. The two-dimensional
simulation box spans a distance of 125
√
γ0c/ωp along
the propagation direction (x1) and 5
√
γ0c/ωp perpen-
dicular to the flow (x2), with a spatial resolution of
∆x1 = ∆x2 = 0.05
√
γ0c/ωp. The number of particles
per cell is 18 and the temporal resolution is ∆t = ∆x1/2.
For the particular simulation shown in Fig. 2 (γ0 = 25),
the saturation time τs = 44ω
−1
p . The solid black line
shows the numerical density profile at this time. We see
that the density jump at the shock is almost exactly a
factor of 2, and that there are practically no fluctuations
in the integrated density. This is consistent with the fact
that at t = τs the fluctuations due to the Weibel insta-
bility are just going non-linear. In contrast, the density
jump we expect for a fully formed 2D shock is a fac-
tor of 3 [Eq. (6)]. Clearly, there must be a period of
time beyond t = τs when non-linear processes cause the
system to evolve further until, at some time τf > τs, a
proper shock with the correct jump conditions is formed
(Phase 2, bottom panel, in Fig. 1). We are interested in
estimating τf .
PENETRATION LENGTH AND SHOCK
FORMATION
Up to time t = τs, incoming particles travel in nearly
straight lines and are hardly deflected at all, because the
perturbations are still in the linear stage and therefore
small. This is confirmed in Fig. 2 which shows trajecto-
ries of four selected particles in the x1 − p1 plane. Right
until t = τs = 44ω
−1
p , the particle momenta p1 remain
practically constant (except for a reversal of the sign of
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FIG. 2. (Color Online) Results from 2D PIC simulations for
colliding cold plasma shells with γ0 = 25. Compared to Fig. 1,
the simulation includes only the right half of the system, the
left half being replaced by a reflecting wall at x1 = 0. The
x2-integrated density at the saturation time t = τs = 44ω
−1
p
is shown by the thick black curve, with the vertical scale indi-
cated by the axis ne/n0 on the far left. Note that the density
jump at the front of the overlapping region is only a factor
of 2. The colored curves show the positions x1 and momenta
p1 as a function of time for four particles, with the vertical
scale indicated by the axis p1 [mec]. The color code along
the trajectories indicates time from t = 0 (deep blue) up to
100ω−1p (deep red), with t = τs corresponding to the transi-
tion from light-blue to light-green (black dots). Note that for
t < τs, all the trajectories are straight lines with a nearly con-
stant p1 ∼ −25mec (corresponding to γ0 = 25). For t > τs,
particles are decelerated and trapped by the magnetic field
generated in the central region by the Weibel instability. As
a result, particle trajectories in x1−p1 space begin to wander
(note especially the orange and red segments). The trapped
plasma causes the density in the overlapping region to grow,
leading to the formation of a shock at time τf ∼ 2τs = 88ω
−1
p .
p1 for two particles which are reflected at the wall). One
consequence of the nearly free-streaming flow of the two
shells is that, at t = τs, the half-length of the overlapping
region is simply (setting v0 = c)
L = cτs =
lnΠ
2
√
2
1
kb
. (4)
At t = τs, the overlapping region is filled with a fluc-
tuating magnetic field with strength and coherence scale
given by Eqs. (3). This field is now strong enough to
cause significant deflections in the trajectories of parti-
cles entering the overlapping zone. The Larmor radius
of an incoming particle of Lorentz factor γ0 in a uniform
magnetic field Bs is
rL =
γ0mc
2
qBs
=
c
√
γ0
ωp
=
1
kb
. (5)
Since rL is of the order of the coherence length 1/kb of
the fluctuating field, the mean free path of the particle, or
the isotropization length, is also of the same order. Fur-
thermore, this length is shorter than the half-length L of
the overlapping region as long as lnΠ > 2
√
2, a condition
that is always satisfied for cold colliding plasmas.
The net consequence of the above statements is that,
for t > τs, the incoming plasma shells no longer travel
freely through each other but are stopped and trapped
in the overlapping region. This causes the density to
increase, resulting in a bona fide shock.
SHOCK FORMATION TIME
The adiabatic index of a 2D relativistic fluid is Γ = 3/2.
Correspondingly, the expected density ratio across a 2D
relativistic shock is [36, 37],
nd
n0
= 1 +
γ0 + 1
γ0(Γ− 1)
∼ 3 (in 2D), (6)
where nd is the downstream density. Thus, between the
saturation time τs and the shock formation time τf , the
density in the central region needs to increase from 2n0
to 3n0. Now, the size of the overlapping region will
not increase much during this period because incoming
plasma is completely stopped and the back-reaction due
to the pressure in the overlapping region is insufficient
to balance the ram pressure of the incoming plasma. We
can thus assume that the overlapping region remains at
roughly the same size L until t = τf .
Since it took a time τs for the density of the central
region of size L to increase from n0 to 2n0, therefore, it
should take an additional time of τs to build the density
up to the 3n0 required for the shock. Thus, we estimate
the shock formation time τf to be given by
2D : τf = 2τs =
1
δ
lnΠ. (7)
As a check of the above prediction, we measured the
shock formation time in a number of simulations using
the method illustrated in Fig. 3: we plot the transversely
averaged density in the simulation box as a function of
time along the horizontal axis and position along the ver-
tical axis. The shock front appears clearly as the bound-
ary of the triangle of large densities in the lower right
corner of the plot. The slope of the hypotenuse, shown
by the dashed line, gives the speed of the shock front. The
intersection of the dashed line with the time axis corre-
sponds to the shock formation time τf ∼ 85− 90ω−1p . As
an alternative shock formation criterion, we also identi-
fied the moment when the density first reaches the ex-
pected jump. Both methods yield very similar results.
In Fig. 3, there is a thin precursor escaping ahead of the
shock front with v ∼ c. It corresponds to the dwindling
remnant of the border of the rightward-moving shell. Be-
cause this narrow shell spans only a few c/ωp, it does not
interact with the upstream like a beam. Propagation is
stable, preventing energy dissipation through instabili-
ties. Instead, the energy loss occurs through the Bethe-
like stopping process [38, 39], several orders of magni-
tudes slower than the Weibel instability which is the pri-
mary cause of the shock [40]. The precursor cruises ahead
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FIG. 3. (Color Online) Determination of the shock formation
time for γ0 = 25 for 2D (a) and 3D PIC simulations (b).
Color indicates the density of the plasma (in units of n0) as a
function of time along the horizontal axis and position along
the vertical axis. The dashed line delineates the boundary of
the shocked plasma. The shock formation time is defined by
the intersection of this line with the horizontal axis.
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FIG. 4. Shock formation time predicted by Eq. (7) in 2D
(lower line) and by Eq. (8) in 3D (upper line), vs. simulation
data (lower and upper dots, respectively).
of the front and becomes quickly irrelevant to the shock
formation and propagation.
In the case of a relativistic 3D system, the adiabatic
index is Γ = 4/3, resulting in a density ratio in Eq. (6)
of ∼ 4. Correspondingly, the shock formation time τf is
estimated to be
3D : τf = 3τs =
3
2δ
lnΠ. (8)
Fig. 4 compares the shock formation times estimated
from a number of 2D and 3D simulations spanning a wide
range of γ0 from 10 to 10
4 with the theoretical predictions
τf = 2τs (Eq. 7) for the 2D case, and τf = 3τs (Eq. 8)
for the 3D case. Simulations and theory are in good
agreement.
DISCUSSION
From the present theory, the formation time of a
Weibel-mediated shock can be derived. The analysis of
the particle trajectories in the self-generated field shows
that deviations from the forward directed motion occur
only after field saturation. This will eventually lead to
the energy dissipation and density accumulation in the
shock front region. The time to achieve the steady-state
shock compression ratio is twice the saturation time of
the Weibel instability in 2D, τf = 2τs, and τf = 3τs
in 3D. The comparison with 2D and 3D particle-in-cell
simulations confirms this result.
We show that a shock always forms in a symmetric sys-
tem of relativistically counterstreaming cold flows. Note
however that our analysis holds provided the Weibel in-
stability governs the unstable spectrum, which implies in
turn γ0 >
√
3/2, namely β > 1/
√
3 [17]. It is expected
that the shortest shock formation time is present at the
maximum for the growth rate at γ0 =
√
3 [29], which we
plan to investigate in a fully relativistic approach in a
following project.
The scenario exposed here is robust enough to be gen-
eralized to electron/ion plasma shocks which are cur-
rently under experimental scrutiny [19, 21, 22, 25]. Here,
electronic instabilities grow and saturate first on their
proper time scale. The counter-streaming protons then
propagate through the isotropized hot electrons and turn
unstable. Though the electron heating mechanism is yet
to be fully understood [41], the filamentation instability
of the proton beams should be dominant [42, 43] and
reaches its maximum also for γ0 =
√
3. Magnetic tur-
bulence in the overlapping region will follow, resulting in
the formation of a shock provided conditions similar to
the present ones are fulfilled.
Noteworthily, the choice of the reflecting wall tech-
nique forbids investigating collisions of plasma shells with
different densities, compositions, or temperatures. Our
present goal was to investigate the simplest possible sys-
tem, in order to be able to put our formation scenario to
the most accurate analytical test. Simulations of the full
setup, without mirror, were performed where the same
results have been obtained. The reflecting mirror has
been used in order to save simulation time (factor 1/2)
for the parameter study. Future works clearly contem-
plate studying asymmetric collisions, where the reflecting
wall technique will be impossible to use.
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