Abstract
Introduction
This paper explores the use of discrete-time recurrent neural networks (DTRNN) for part-of-speech (PoS) tagging of ambiguous words from the sequential information stored in the network's state. PoS tagging [lo] is a very important intermediate step in many natural language processing applications. A PoS tagger is a program that assigns each word in a text a PoS tag or category from a previously defined set, the tagset for that language.
PoS tags may be very coarse (such as "verb") or very fine (such as "transitive lexical verb, present tense, 3rd person singular"), depending on the particular task or application. A large fraction of the words in a text may be easily assigned a single PoS tag by looking them up in a lexicon of forms or using a guesser that infers the part of speech from the form of the word (e.g., English words ending in -0usly are most likely adverbs), but many words are ambiguous: they may be assigned more than one PoS tag (for example, the English word round may be a noun, an adjective, a preposition or an adverb, or a verb).
The choice of the correct part of speech may be crucial, for example, when translating to another language.
Most PoS taggers rely on the assumption that a word can be assigned a single PoS tag in a given context, or at least one of the possible parts of speech is most likely. Choices are usual1,y made (likelihoods are usually estimated) depending on the part of speech of words surrounding it, that is, assuming that syntax is the best cue to disambiguation.
There are differen; approaches to automatic PoS tagging: rule-based approaches [l] use linguistic knowledge'to formulate simple rules that assign a part of speech to an ambiguous word using context information; statistical approaches (of which hidden Markov models trained U sing the Baum-Welch expectationmaximization algorithm 12, 131 [lo, ch. 101 are the standard model) use the statistics collected from ambiguously or unambiguously tagged texts (see below) to estimate the likelihood of each possible interpretation of a sentence or text portion so that the most likely disambiguation is chxen. Of course, hybrid approaches are possible which combine the power of rule-based and statistical PoS tag gers.
We will refer to a text as unambiguously tagged or just tagged when each occurrence of each word (ambiguous or not) has been assigned the correct PoS tags. An ambiguously tagged text corpus is the one in which all words are assigned (using a lexicon or a morphological analyser and optionally a guesser) the set of possible It has to be noted that all of the surveyed work relies on training the neural net with an unambiguously tagged corpus and using word representations which are also based on the statistics of unambiguously tagged texts. The work presented in this paper is also an example of the neural approach to PoS tagging; however, one of the main differences is that we train a DTRNN on an ambiguously tagged corpus. [7] for DTRNN such as RTRL (real-time recurrent learning) -our choice h e r e or BPTT (backpropagation through time).
Training Phases
In our approach, SRN is trained in two phases. First, the training text is ambiguously tagged using a lexicon or morphological analyser, assigning each word its ambiguity class, that is, a set of possible PoS tags (a singleton in the case of a nonambiguous word).
The use of ambiguity classes instead of words or tags reduces drastically the size of the task:
worked on a small vocabulary, but real vocabularies have thousands of entries, whereas the number of ambiguity classes is usually in the range of a few hundreds.
After that, a two-phase training process begins: The third approach is the only one allowing convergence toward tag probabilities (with a quadratic error function), although we have found the first approach to give the best results:
The combination of the state part of the SRN and the perceptron is used to determine the PoS tag of words in new sentences. Figures 1 and 2 illustrate the training scheme for the first and the second phase, respectively.
Alternative Models
To evaluate the .results of our approach we compare it with those obtained with three models:
A standard hidden Markov model trained using the Baum-Welch algorithm [2, 10, 131.
0 A model whizh randomly chooses a PoS tag from each ambiguj ty class with probability l/e, where 8 is the num.ler of tags in the class.
A winner-takes-it-all model which always selects the most probable PoS tag observed in a large corpus for each ambiguity class.
Tagging results on a test text are compared to a handtagged version of the same text. The first model is the standard solution to the problem in hand, whereas the other two models may be used as baselines. In particular, the last beseline in less fair because it involves using more information besides the training text.
RE,sults and Discussion
Experiments were performed to compute the error rates when tagging text taken from the Penn Treebank (release 3) corpus (111. A 14276-entry lexicon was built from the first 20 sections of the 24 data sets corresponding to the Wall Street Journal, discarding all words appearing less than 4 times (which yielded a 95% coverage), and discarding for each word all tags below 5%.
No guesser was used.
The training corpus has 46,461 words; the independent test corpus has 47,397 words, of which 6574 are ambiguous according to 1,he lexicon and 2290 unknown. 
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. Table 2 as a function of the number of iterations in both phases. As can be seen, the addition of one word of right context confuses rather than help the SRN, which makes better predictions by relying only on past context. Also, it is clear that deep phase 2 training is more critical than deep phase 1 training.
As can be seen, a very simple neural tagger with roughly the same number of adjustable parameters attains basically the same results (about 45% incorrect tags) as a standard Baum-Welch-trained HMM model, but the neural tagger makes a decision on an ambiguous word without taking future words into account, whereas a HMM has to pospone the decision until a nonambiguous word appears, although this capability does not seem to give HMM an edge over the neural net. The overall correct tag rate of both models is around 92%.
Concluding Remarks
The work presented here shows that the information stored in the state of a discrete-time recurrent neural network trained to predict the ambiguity class of the next word can be useful in the problem of PoS tagging.
Results show that the performance of this approach is, at least, similar to that of standard Baum-Welch trained HMM, but at the expense of ignoring the right context of the word.
We are working on the extraction, via clustering, of a finite-state automaton from the network's state [6] to formulate the finite-state tagging rules learnt by the network. The effect of discretization on the error rate attained by this automaton is also worth the study. 
