The absolute-moment method is widespread for estimating the Hurst exponent of a fractional Brownian motion X. But this method is biased when applied to a stationary version of X, in particular an inverse Lamperti transform of X, with a linear time contraction of parameter θ. We present an adaptation of the absolute-moment method to this framework and we compare it to the maximum likelihood method, with simulations. The conclusion is mainly in favour of the adapted absolute-moment method for several reasons: it makes it possible to confirm visually that the model is well specified, it is computationally more performing, the estimation of θ is more accurate.
Introduction
A fractional Brownian motion (fBm) X is the only zero-mean Gaussian process with zero at the origin and with the following covariance function, for all (s, t) ∈ R 2 :
where H ∈ (0, 1) and σ > 0 are respectively the Hurst exponent of X and its volatility parameter. The fBm was introduced by Mandelbrot and van Ness [16] . Beside the many extensions of this process [12] , several stationary specifications have been introduced [3, 14, 22] , with applications for example in meteorology [2] , in fluid mechanics [4] , in finance [5, 11] , or in medicine [21] . Among these stationary processes, we focus on the delampertized fBm [15, 9, 11] . The Lamperti transform makes it possible to transform a self-similar process in a stationary process, as well as to do the reciprocal transformation. For example, the Ornstein-Ulenbeck process, which is a widespread stationary process in quantitative finance, is the inverse Lamperti transform of a standard Brownian motion. We consider we are given a process X which is H-self-similar, that is ∀t, λ > 0, X t and λ −H X λt have the same probability distribution. For example an fBm of Hurst exponent H is H-self-similar. According to the Lamperti transform, X is derived from a stationary process Y .
The process X is the Lamperti transform of Y , (L H Y ) t = t H Y ln (t) . The process Y is the inverse Lamperti transform of X, also called delampertized X, (L −1 H X) t = e −Ht X exp (t) . In what follows, we will consider the processes Y t = (L −1 H,θ X) t = (L −1 H X) θt and Z t = (L H ,θ Y ) t = t H Y ln(t)/θ , in which we have added a parameter to linearly contract the time, which plays a role similar to the strength of a mean reversion [11] .
Many methods enable to estimate the parameters of an fBm [17] . But only a few articles deal with the estimation of a delampertized fBm. We can cite, for example, an attempt using the covariance kernel of the process [18] . A popular method to estimate the Hurst exponent of an fBm relies on the absolute moments of its increments and exploits its self-similarity property [20, 6, 7, 1, 10] . But this method is shown to be biased in the stationary extension of the fBm [11] . We thus propose an adapted absolute-moment method to estimate both H and θ. We will challenge this new method with a more traditional maximum likelihood method. A simulation study will show that the adapted absolute-moment method behaves well compared to the maximum likelihood. The adapted absolute-moment method has even a strong advantage over the maximum likelihood, which also explains why the basic absolute-moment method is popular for the fBm case. Indeed, this kind of method is based on an affine regression of logarithms of absolute moments of increments on logarithms of time scales. The linear shape makes it possible to assess the good specification of the model. This property remains true in our version adapted to stationary cases. On the contrary, the highest value of likelihood only means that the choice of parameters is optimal, not that the model is well specified.
In what follows, we present successively the maximum likelihood method, the adapted absolutemoment estimation method, and a simulation study, all in a stationary framework.
Maximum likelihood estimation
In this section, we are considering a vector S of observations of log-prices. The corresponding observation times are (t i ) i=1,...,N . We propose to extend the work of Dahlhaus on the fBm [8] to stationary fractional processes. We estimate the parameters H and θ of a delampertized fBm by maximizing the following log-likelihood:
where Σ is the covariance matrix of a delampertized fBm [9] :
.
As one can see in Figures 1 and 2 , the log-likelihood is a very smooth function of the parameters. The use of a heuristic optimization algorithm thus makes it possible to find quite rapidly values of θ and H that are close to the optimum. For instance, in this work, we implemented the Nelder-Mead algorithm [19] . However, we observe a ridge of high likelihoods in Figure 1 , stretched following mainly the θ axis. It may thus be difficult for the algorithm to choose among the possible pairs of parameters on this ridge, which all lead to very close likelihoods. Simulation results will confirm this difficulty, in particular for the estimation of θ.
The likelihood above is the one of a standard delampertized fBm, that is with variance 1 and mean 0. But log-prices will more realistically be of the form S = µ1 + σY, where Y is a vector of a standard delampertized fBm, µ ∈ R, and σ > 0. Then, before maximizing the log-likelihood, we must standardize S with the help of empirical mean and standard deviation. In the simulation study, we apply the maximum likelihood method, with and without standardization, on simulated standard delampertized fBms. The estimated H is very similar in both cases, but the variance of the estimator for θ is much higher when the data were standardized. We explain this bad result by the fact that we have considered short time series, with inaccurate standardization. Indeed, the strong auto-covariance in the time series makes the convergence of the estimators of µ and σ particularly slow.
We expose in the next section the absolute-moment method. Contrary to the maximum likelihood method, we do not need any standardization of the data. This will thus offer a better estimation of θ.
Absolute-moment estimation
In this section, we expose the absolute-moment estimation. In the case of second-order moments, it corresponds to the analysis of the variogram of the process. We present successively the basic method, where the process is an fBm, some specificities related to the stationarity of the delampertized fBm, and an adaptation of this estimation method to this particular case of stationary process.
Basic case
If X is an fBm of parameters H and σ 2 , it has the property of H-self-similarity: whatever c > 0 and τ ≥ 0, X τ d = c −H X cτ . Since X 0 = 0, we also have X τ − X 0 d = c −H (X cτ − X 0 ). By stationarity of the increments of the fBm X, whatever s > 0, we have
In particular, this increment has a variance equal to τ 2H σ 2 . We can use this property to estimate H. Indeed, the empirical variance of the increments of duration τ , M τ (X), is a sum of identically distributed terms, and it converges towards τ 2H σ 2 . The basic absolute-moment estimation thus consists in identifying the slope, expectedly equal to 2H, of the log-log plot ln(τ ) → ln(M τ (X)) [7] .
We can replace the variance M τ by an empirical absolute moment of another order [7] . More generally, we can define an absolute moment of order k > 0 for any process S observed between times t a and t b , with N equispaced increments of duration τ = (t b − t a )/N :
The estimator of H is then −1/k times the slope of the log-log plot ln(N ) → ln(M k,N,ta,t b (S)).
Stationarity and self-similarity
We now observe a stationary process, Y . By Lamperti Theorem, it is the inverse Lamperti transform of parameters H and θ of an H-self-similar process, X [9] . We also assume that X is an fBm of Hurst exponent H. As the absolute-moment method is designed for the fBm, it is not the proper tool to estimate H directly on Y [11] . So, it sounds better to transform Y first in a self-similar process Z, thanks to a direct Lamperti transform of parameters H and θ , and to estimate H by applying the absolute-moment method on Z. We should preferably choose H = H and θ = θ, so that Z is equal to X and is therefore an fBm, for which the absolute-moment method is relevant.
But H is unknown in practice and we cannot use it to transform Y in Z = X. As a consequence, Z is not necessarily an fBm, although it is H -self-similar [9] . As exposed by the following theorem, increments of Z are not stationary in general. It means that M k,N,ta,t b (S) is not a sum of identically distributed terms, and that the log-log plot provides us with a slope which is not −kH in general. The log-log plot has even an asymptote of slope −kH for N → +∞. These properties, exposed in Theorem 1, are pivotal for building the adapted absolute-moment estimation method. In addition, Z is such that, for k, N ∈ N and t b > t a > 0:
where A(σ, k) =
Proof. The results concerning X and Y are standard properties [9, 11] . Let us now focus on the process Z.
First, we note that, whatever t > 0,
where we introduced h = H − θ θ H. This process is extended by Z 0 = 0. We obtain this extension trivially if h > 0, and using equation (4) 
The process Z has Gaussian increments of mean 0 and of variance:
where we used successively equation (4) and equation (1).
This variance of the increments varies with t. We prove this property by considering the asymptotic behaviour of the variance, for τ /t → 0. Indeed, we have, using equation (5) together with asymptotic expansions and the fact that H < 1:
This asymptote depends on t, as soon as H = H , so increments are not stationary in this case. If H = H , we cannot conclude that increments are stationary and we must go further in our stationarity analysis. We thus consider the variance of increments with a given τ > 0, for t = 0:
and for t → +∞, that is for τ /t → 0, using equation (6) with H = H :
The two variances, when H = H , are equal only if θ = θ . We thus have the necessary condition: stationarity of increments is only possible when both H = H and θ = θ .
The sufficient condition is straightforward. Indeed, when H = H and θ = θ , then h = 0 and equation (5) gives exactly, ∀t > 0, E (Z t+τ − Z t ) 2 = σ 2 τ 2H , which does not depend on t.
Increments of Z are Gaussian variables whose variance is provided by equation (5). Then, using the definition of M k,N,ta,t b (Z) and the fact that the absolute moment of a standard Gaussian variable G is E |G| k = 2 k/2 Γ k+1 2 /Γ 1 2 , we get:
, which is the result displayed in Theorem 1.
For the asymptotic value of E [M k,N,ta,t b (Z)], we use equation (6), with the notation τ = (t b − t a )/N :
We recognize the Riemann sum:
Equations (9) and (10) together lead to the asymptotic expression in Theorem 1.
In addition, with the assumptions of Theorem 1, Z is H -self-similar, while X is H-self-similar and Y is not self-similar but stationary [9] . The particular case (H , θ ) = (H, θ) is of interest, as it is the only case for which the log-log plot of Z is indeed affine of slope −kH , as we will see in Theorem 2. The adapted absolute-moment method presented in the next paragraph capitalizes on this property.
The adapted absolute-moment method
The absolute-moment method is widespread and efficient for estimating Hurst exponents in the case of self-similar processes. We want to adapt this method to the case of a stationary process. To do so, we transform the stationary process in a self-similar one thanks to the direct Lamperti transform. We can then apply the basic absolute-moment method to this transformed process. However, this simple idea raises two difficulties: one is about the choice of the parameters in the Lamperti transform, the other on the estimation of the moments. For simplicity, we now focus on second-order moments.
Regarding the first issue, in order to transform the stationary process Y into a self-similar one, we need to choose a scaling parameter H and a time change parameter θ . We restrict the framework by assuming that the stationary process is itself the inverse Lamperti transform of an fBm with unknown parameters H and θ. We will show in Theorem 2 that one and only one choice for the pair (H , θ ) can lead to an fBm of Hurst exponent H : it is precisely (H, θ). As a consequence, we are going to select the pair (H , θ ) so that Z = L H ,θ Y is revealed to be an fBm of Hurst exponent H . The absolute-moment method makes it possible to check if we meet this property. Indeed, if the process is an fBm, the log-log plot must be affine, and if its Hurst exponent is H , the slope of the log-log plot must be 2H . We thus propose an iterative optimization procedure, using Nelder-Mead algorithm as for the maximum likelihood method. The purpose of this procedure is to find the pair (H , θ ) minimizing the objective function Proof. We prove first the sufficient condition. If (H , θ ) = (H, θ), then Z = X, f S (H , θ ) = 0 for all S, and the statement is trivial.
Regarding the necessary condition, if we assume that (H , θ ) reaches the theoretical minimum of f S , which is zero according to the particular case (H , θ ) = (H, θ), then α H ,θ = 1 andĤ H ,θ = H . As we have the same α H ,θ andĤ H ,θ whatever S, we conclude that the plot ln(τ ) → ln (M H ,θ ,τ ) is affine. Regarding the slope, after equation (6), it is 2H for small scales, but also for all scales because the log-log plot is affine, so thatĤ H ,θ = H. The value of H which minimizes f S is thus H. If we follow the notation of Theorem 1, with H = H, we should have ln (M 2,N,ta,t b (Z)) N →+∞ ∼ ln (M 2,1,ta,t b (Z)) − 2H ln(N ), that is, following equations (2) and (3),
which is true only if θ = θ. Therefore (H , θ ) = (H, θ).
The other challenge in the stationary adaptation of the absolute-moment method is about estimating properly moments of increments of the transformed process L H ,θ Y . This transformation indeed distorts the times. We now observe the process at irregularly sampled dates. The maximum likelihood method can nicely face this irregular sampling [13] . But the estimation of absolute moments is not as straightforward. In the current work, we have implemented a semi-parametric estimation of the absolute moments. We have used a kernel regression on the absolute increments of the observed process with a fractal correction of their scale. For estimating the absolute moment of increments of duration τ , we have indeed taken into account various absolute increments of duration d close to τ , which we have multiplied by (τ /d) 2H .
Simulation study
We compare the maximum likelihood and the adapted absolute-moment methods for estimating the parameters H and θ of simulated delampertized fBms, with a Hurst exponent 0.65 and a time change parameter equal to 30. The functions that we optimize, either with a max for the likelihood or with a min for the objective function of the absolute-moment method, are quite smooth curves, as one can see in Figure 1 . This eases the optimization. However, we see in Figure 2 that local minima may appear in the estimation of θ in the absolute-moment approach. A more sophisticated algorithm, such as a genetic algorithm, instead of the Nelder-Mead algorithm, could then increase the accuracy of the method. The average estimated parameters are close to the true parameters for the maximum likelihood, and even closer for the adapted absolute-moment methods, as reported in Table 1 . The uncertainty in the estimation, revealed by the standard deviation, is higher for the maximum likelihood with respect to θ, and higher for the absolute moments with respect to H.
The maximum likelihood method implemented in this section is in fact unfair as the unobserved σ parameter of the processes is directly used when computing the likelihood. A more realistic study imposes to standardize the data first. This does not change much the estimation accuracy of H but it largely deteriorates the estimation of θ, as one can see in Table 1 . The reason is the following. As the likelihood method is computationally intensive, we have restricted the processes to 100 observations for all the methods. This is not enough to get the convergence of the estimation of the average and of the variance of the observations, insofar as the time series is strongly autocorrelated. Moreover, many pairs (H, θ) have a close likelihood, as a ridge with very high likelihoods appears in Figure 1 . Table 1 : Average estimated parameters (and standard deviation) on 100 simulations with the parameters 0.65 and 30.
Conclusion
In this paper, we have adapted the absolute-moment estimation method to the case of a stationary process. We have exposed the rationale of this method and we have compared it to a maximum likelihood method. The conclusion of this work highlights the relevance of the adapted absolute-moment method compared to the maximum likelihood, for the following reasons: it makes it possible to confirm visually that the model is well specified, thanks to the log-log plot, it is computationally more performing, and the estimation of the parameter θ is more accurate. The higher variance in the estimation of H however mitigates these advantages.
