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NEVANLINNA THEORY OF HOLOMORPHIC MAPPINGS
FOR SINGULAR DIVISORS
XIANJING DONG
Abstract. In this paper, we work on an extension of Carlson-Griffiths’
equi-dimensional value distribution theory. With a growth condition im-
posed, a defect relation of holomorphic mappings from a non-positively
curved Ka¨hler manifold into a complex projective algebraic manifold is
obtained.
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NEVANLINNA THEORY OF HOLOMORPHIC MAPPINGS 3
1. Introduction
Nevanlinna theory [21, 26] for meromorphic mappings of several complex
variables was investigated by Stoll [31] and generalized by Carlson-Griffiths
[7], and later the domains were extended to complex affine algebraic varieties
by Griffiths-King [14]. More generalizations were done by Sakai [27] in terms
of Kodaira dimension, and the singular divisor was treated by Shiffman [29].
Stoll [32, 33] extended the domains to the general parabolic manifolds.
As is known, Green-Jensen formula plays an essential role in Nevanlinna
theory for parabolic manifolds in which the First Main Theorem relies on the
formula. However, this formula fails for a general complex manifold. To deal
with the case, Itoˆ formula is used instead of Green-Jensen formula. The first
probabilistic proof of Nevanlinna’s Second Main Theorem for meromorphic
functions on C is due to Carne who [8] reformulated Nevanlinna’s functions
in terms of Brownian motion. Dong et al [11] gave a similar proof of Cartan’s
Second Main Theorem for holomorphic curves into Pn(C), and Atsuji wrote
a series of papers (see, e.g., [1, 2, 3, 4]) in developing this method.
The main aim of this paper is to establish the Second Main Theorem and a
defect relation of non-degenerate holomorphic mappings from non-positively
curved Ka¨hler manifolds to complex projective algebraic varieties combining
the logarithmic derivative lemma with stochastic approach, mainly following
the work of Carne, Atsuji, Ru, Noguchi and Shiffman, etc.. Let
f : M → V
be a differentiably non-degenerate holomorphic mapping into a complex pro-
jective algebraic manifold V, whereM is a simply connected complete Ka¨hler
manifold of non-positive sectional curvature and Ricci curvature satisfying
RM (x) ≥ (2 dimCM − 1)κ(r(x))
for a non-positive and non-increasing continuous function κ on [0,∞), where
r(x) is the Riemannian distance function from a fixed reference point o ∈M,
and RM is the pointwise lower bound of Ricci curvatures of M defined by
RM (x) = inf
X∈TxM, ‖X‖=1
Ric(X,X).
Let L→ V be a holomorphic line bundle and given D ∈ |L|. Fix a Hermitian
metric form ω on V. If dimCM ≥ dimC V and
lim inf
r→∞
r2κ(r)
Tf (r, ω)
= 0.
Then we show (see Theorem 6.4 in Section 7) that
Θf (D)
[
c1(L)
ω
]
≤
[
c1(K
∗
V )
ω
]
+ lim sup
r→∞
mf (r, sing(D))
Tf (r, ω)
.
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This defect relation generalizes Carlson-Griffiths’s, Griffiths-King’s and Shif-
fiman’s results. In particular, if M = Cm with m ≥ dimC V, then one takes
κ ≡ 0, it deduces Shiffiman’s defect relation (Corollary 6.6). Additionally, if
D has simply normal crossings, thenmf (r, sing(D)) = 0, Carlson-Griffiths’s,
Griffiths-King’s and Noguchi’s defect relations (Corollary 5.4) are derived.
2. Preliminaries
For the reader’s convenience, we introduce some basics. More details the
reader may refer to [5, 6, 9, 10, 12, 14, 18, 19, 20].
2.1. Poincare´-Lelong formula.
LetM be am-dimensional complex manifold. A divisor D ⊂M is locally
a finite sum of the irreducible analytic hypersurfaces with integer coefficients,
i.e., D has the local property
D ∩ U = Divα = (α)
for some meromorphic function α on a small open set U ⊂M. D is effective
if α is a holomorphic function. Two divisors D1,D2 are linearly equivalent
if D1−D2 = (α) is the divisor of a global meromorphic function α on M. A
divisor D ⊂M is said to be of normal crossings if locally D is defined by an
equation z1 · · · zk = 0 for a holomorphic local coordinate system z1, · · · , zm.
Additionally, if each irreducible component of D is smooth, then one says
that D has simple normal crossings. Particularly ifM = Pm(C), then we say
that D = H1 + · · ·+Hq has normal crossings if and only if the hyperplanes
H1, · · · ,Hq are in general position.
A holomorphic line bundle L→M is said to be Hermitian if L is endowed
with a Hermitian metric h = ({hα}, {Uα}), where
hα : Uα → R+
are positive smooth functions such that hβ = |gαβ |2hα on Uα∩Uβ, and {gαβ}
is a transition function system of L. Let {eα} be a holomorphic local frame
of L, we have ‖eα‖2h = hα. A Hermitian metric h of L defines a global, closed
and smooth (1,1)-form −ddc log h on M, where
d = ∂ + ∂, dc =
√−1
4π
(∂ − ∂), ddc =
√−1
2π
∂∂.
We call −ddc log h the Chern form denoted by c1(L, h) associated with metric
h, which determines a Chern class c1(L) ∈ H2dR(M,R), c1(L, h) is also called
the curvature form of L. If c1(L) > 0, namely, there exists a Hermitian metric
h such that −ddc log h > 0, then we say that L is positive, written as L > 0.
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Let T ∗1,0M be the holomorphic cotangent bundle of M. The canonical line
bundle of M is defined by
KM =
m∧
T ∗1,0M
with transition functions gαβ = det(∂z
β
j /∂z
α
i ) on Uα∩Uβ. Given a Hermitian
metric h on KM , it well defines a global, positive and smooth (m,m)-form
Ω =
1
h
m∧
j=1
√−1
2π
dzj ∧ dzj
onM, which is therefore a volume form ofM. The Ricci form of Ω is defined
by RicΩ = ddc log h. Clearly, c1(KM , h) = −RicΩ. Conversely, let Ω be a
volume form on M which is compact, there is a unique Hermitian metric h
on KM such that dd
c log h = RicΩ.
Let H0(M,L) denote the vector space of holomorphic global sections of L
over M . For any s ∈ H0(M,L), the divisor Ds is well defined by Ds ∩Uα =
(s)|Uα . It is known that any two such divisors are linear equivalent. Denoted
by |L| the complete linear system of effective divisors Ds for s ∈ H0(M,L).
It is seen that |L| ∼= P (H0(M,L)), the projective space of H0(M,L). Let D
be a divisor on M , then D defines a holomorphic line bundle denoted by LD
over M in such way: let ({gα}, {Uα}) be the local defining function system
of D, then the transition system is given by {gαβ = gα/gβ}. Note that {gα}
defines a meromorphic global section written as sD of LD over M, called the
canonical section associated with divisor D.
Denoted by A p,q(M) the vector space of smooth differential forms of type
(p, q) on M, and by A p,qc (M) the ones of such forms with compact support.
Endow A m−p,m−qc (M) with Schwartz topology, whose dual space A ′p,q(M)
is called the space of currents of type (p, q). For a current T with a form ϕ,
we shall denote by T (ϕ) the value of T acting on ϕ. A current T ∈ A ′p,p(M)
is real if T = T , closed if dT = 0, and positive if(√−1)p(p−1) T (ϕ ∧ ϕ) ≥ 0
for all ϕ ∈ A m−p,0c (M). In the case when p = 1, we may write T as
T =
√−1
2π
∑
i,j
tijdzi ∧ dzj .
In the following, we introduce some important currents:
(a) A form ψ ∈ A p,q(M) defines a current
ψ(ϕ) =
∫
M
ψ ∧ ϕ
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for ϕ ∈ A m−p,m−qc (M). Apply Stokes theorem, we note that dψ in the sense
of currents coincides with dψ in the sense of differential forms.
(b) An analytic subvariety V ⊂M of complex pure codimension q defines
a current
V (ϕ) =
∫
reg(V )
ϕ
for ϕ ∈ A m−q,m−qc (M). This current is real, close and positive. Use linearity,
an analytic cycle on M also defines a current.
(c) A form ψ ∈ L p,qloc (M) (space of locally integrable, smooth (p, q)-forms
on M) defines a current
ψ(ϕ) =
∫
M
ψ ∧ ϕ
for ϕ ∈ A m−p,m−qc (M).
We introduce the famous Poincare´-Lelong formula:
Lemma 2.1 (Poincare´-Lelong formula, [7]). Let L→ M be a complex line
bundle with Hermitian metric h, and s be a holomorphic section of L over M
with zero divisor Ds. Then log ‖s‖h is locally integrable on M and it defines
a current satisfying the current equation
ddc log ‖s‖2h = Ds − c1(L, h).
2.2. Brownian motions.
A probability space is a triple (Ω,F , P ), where Ω is a non-empty set, F
is a σ-algebra and P is a probability measure on Ω. A real-valued random
variable X : Ω → R is a measurable function, and the expectation of X is
defined by
E[X] =
∫
Ω
X(w)dP (w).
Jensen inequality states that
Lemma 2.2 (Jensen inequality, [5]). Suppose that g is a convex function
on R and suppose also that X and g(X) are integrable, then
g(E[X]) ≤ E[g(X)].
A. Brownian motions in Riemannian manifolds
Let (M,g) be a Riemannian manifold with Laplace-Beltrami operator ∆M
associated with g. Fix o ∈ M as a reference point, denoted by Bo(r) the
geodesic ball centered at o with radius r and by So(r) the geodesic sphere
centered at o with radius r. By Sard’s theorem, So(r) is a submanifold of M
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for almost every r > 0. A Brownian motion in M is a Markov process gen-
erated by 12∆M with transition density function p(t, x, y) being the minimal
positive fundamental solution of the following heat equation
L u(t, x) = 0, L =
∂
∂t
− 1
2
∆M .
Particularly when M = Rm, we have
p(t, x, y) =
1
(2πt)
m
2
e−‖x−y‖
2/2t
which is called the Gaussian heat kernel. IfM is a Ka¨hler manifold, one calls
this Brownian motion the Ka¨hler diffusion. The transition density function
p(t, x, y) has a specific description: p(t, x, y)dV (y) represents the probability
of that Xt moves in a small neighborhood of y at the moment t starting from
x. Roughly speaking, for a sufficient small ǫ > 0, we have
Px(Xt ∈ By(ǫ)) ≈ p(t, x, y)Vol(By(ǫ)),
where Px denotes the law ofXt starting from x, Vol(By(ǫ)) is the Riemannian
volume of geodesic ball By(ǫ) centered at y with radius ǫ.
B. Coarea formula
For a bounded domain D ⊂M with piecewise smooth boundary ∂D. Let
φ : ∂D → R
be a continuous function. It determines uniquely a solution Hφ to equation
(1) ∆MHφ(x) = 0, x ∈ D; Hφ(x) = φ(x), x ∈ ∂D.
Fix a point x ∈ D, by Riesz representation theorem and maximum principle,
Hφ defines a harmonic measure dπ
∂D
x on ∂D in the following way
Hφ(x) =
∫
∂D
φ(y)dπ∂Dx (y).
This measure is a probability measure. In fact, if take φ ≡ 1 on ∂D, then it
follows Hφ = H1 ≡ 1 by (1). This implies that∫
∂D
dπ∂Dx (y) = H1(x) ≡ 1,
which shows that dπ∂Dx is a probability measure on ∂D. On the other hand,
let Xt be the Brownian motion in M with generator
1
2∆M starting form x.
Set the hitting time
τD = inf{t > 0 : Xt 6∈ D}
which is a stopping time for domain D. According to Proposition 2.8 in [5],
we know that Px(XτD ∈ dV (y)) is the harmonic measure on ∂D with respect
to x ∈ D. Since the uniqueness, we deduce
Px
(
XτD ∈ dV (y)
)
= dπ∂Dx (y), y ∈ ∂D.
8 X.J. DONG
We employ gD(x, y) to stand for the Green function of −12∆M for D with
a pole at x of Dirichlet boundary condition, namely
−1
2
∆M,ygD(x, y) = δx(y), y ∈ D; gD(x, y) = 0, y ∈ ∂D,
where δx is the Dirac function. Note (see Subsection 7.4 in [20]) that
gD(x, y)dV (y) = Ex
[
times of that Xt spends in dV (y) before τD
]
.
Given φ ∈ C♭(D) (space of bounded continuous functions on D). The coarea
formula states that
(2) Ex
[∫ τD
0
φ(Xt)dt
]
=
∫
D
gD(x, y)φ(y)dV (y),
where the integral on the right hand side of (2) is called the Green potential
of φ. From Proposition 2.8 in [5], we note the relation of harmonic measures
and hitting times that
Ex [ψ(XτD )] =
∫
∂D
ψ(y)dπ∂Dx (y)
for any ψ ∈ C (D).
C. Itoˆ formula
LetXt be the Brownian motion inM with generator
1
2∆M . Denoted by Px
the law of Xt starting from x ∈M and by Ex the corresponding expectation
with respect to Px. We have the famous Itoˆ formula (see [1, 4, 19, 20])
u(Xt)− u(X0) = B
(∫ t
0
‖∇Mu‖2(Xs)ds
)
+
1
2
∫ t
0
∆Mu(Xs)dt, Px − a.s.
for any u ∈ C 2♭ (M) (space of bounded C 2-class functions onM), where Bt is
a one-dimensional standard Brownian motion in R, and ∇M is the gradient
operator on M . It follows Dynkin formula (see [1, 4, 19, 20])
(3) Ex[u(XT )]− u(X0) = 1
2
Ex
[∫ T
0
∆Mu(Xt)dt
]
for a stopping time T such that each qualities in (3) makes sense.
2.3. Curvatures and Green functions.
Let M be a m-dimensional complete Ka¨hler manifold with Ka¨hler metric
g =
∑
i,j
gijdzi ⊗ dzj .
It is well known that the Ricci curvature tensor of M can be written in such
way: if Ric =
∑
i,j Rijdzi⊗dzj denotes the Ricci tensor onM , then we have
(4) Rij = −
∂2
∂zi∂zj
log det(gst).
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Note that ∆M log det(gst) is globally defined on M. A well-known theorem
by S. S. Chern proves that the associated Ricci curvature form
(5) RM := −ddc log det(gst) =
√−1
2π
∑
i,j
Rijdzi ∧ dzj
is a real and closed smooth (1,1)-form which represents a cohomology class
of de Rham cohomology group H2dR(M,R) depending only on the complex
structure of M, and which equals the first Chern class of M. Let sM denote
the Ricci scalar curvature of M, it is known that
sM =
∑
i,j
gijRij,
where (gij) is the inverse of (gij). From (4), we obtain
(6) sM = −1
4
∆M log det(gst).
For any x ∈M , one defines the pointwise lower bound of Ricci curvatures
at x by
(7) RM (x) = inf
X∈TxM, ‖X‖g=1
Ric(X,X).
Let κ(t) be a non-positive and non-increasing continuous function on [0,∞)
satisfying that
(8) RM (x) ≥ (2m− 1)κ(r(x)),
where r(x) is the Riemannian distance function from a fixed reference point
o ∈M. It is clear that such κ exists, for example, one can take
κ(r) =
1
2m− 1 infx∈Bo(r)RM (x),
where Bo(r) denotes the geodesic ball centered at o with radius r. Associate
the ordinary differential equation on [0,∞) as follows
(9) G′′(t) + κ(t)G(t) = 0, G(0) = 0, G′(0) = 1
which uniquely determines a solution G(t). The Laplace comparison theorem
(see Theorem 3.4.2 in [18] or [16, 28]) yields that
(10) ∆Mr(x) ≤ (2m− 1)G
′(r(x))
G(r(x))
.
If M has non-positive sectional curvature, Laplace comparison theorem also
implies that
∆Mr(x) ≥ 2m− 1
r(x)
.
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Lemma 2.3 ([4]). Let G(r) be defined in (9) and let η > 0 be a constant.
Then there is a constant C > 0 such that for r > η and x ∈ Bo(r) \Bo(η),
we have
gr(o, x)
∫ r
η
G1−2m(t)dt ≥ C
∫ r
r(x)
G1−2m(t)dt.
Proof. Let Xt be the Brownian motion inM with generator
1
2∆M . Applying
Itoˆ formula to r(x) and using (10),
r(Xt)− r(X0) ≤ Bt + 2m− 1
2
∫ t
0
G′(r(Xs))
G(r(Xs))
ds,
where Bt is the one-dimensional standard Brownian motion in R, and G is
determined by (9). This yields that
dr(Xt) ≤ dBt + 2m− 1
2
G′(r(Xt))
G(r(Xt))
dt.
Let lt be the solution of the stochastic differential equation
(11) dlt = dBt +
2m− 1
2
G′(lt)
G(lt)
dt, l0 = r(X0).
By means of the comparison theorem of stochastic differential equations (see
[19]), we obtain
(12) lt ≥ r(Xt)
a.s. for t > 0. Fix x ∈ Bo(r) \Bo(η), set
σr = inf{t > 0 : r(Xt) ≥ r}, υη = inf{t > 0 : r(Xt) ≤ η}.
Since gr(o, z) is harmonic on Bo(r)\Bo(η) and vanishing on So(r) in variable
z, then the mean property and maximum principle imply that
gr(o, x) = Ex
[
gr(o, Yσr∧υη)
]
= Ex
[
gr(o, Yυη ) : υη < σr
]
≥ min
z∈So(η)
gr(o, z)Px(υη < σr)
= CPx(υη < σr),
where C > 0 is a constant. Set σ′r = inf{t > 0 : lt ≥ r}, υ′η = inf{t > 0 : lt ≤
η}. (12) implies that σ′r ≤ σr, υη ≤ υ′η. Consequently,
Pr(x)(υ
′
η < σ
′
r) ≤ Px(υη < σr),
where we use the fact l0 = r(X0) = r(x), since here Xt is the process started
at x. By (11), the theory of one-dimensional diffusion processes points out
Pr(x)(υ
′
η < σ
′
r) =
∫ r
r(x)G
1−2m(t)dt∫ r
η G
1−2m(t)dt
.
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Thereby, the above lead to
gr(o, x)
∫ r
η
G1−2m(t)dt ≥ C
∫ r
r(x)
G1−2m(t)dt.
The proof is completed. 
Denote
(13) ϑ(r) =
∫ r
1
G1−2m(t)dt, r > 1.
Use the standard comparison arguments, we remark from (9) that the non-
positivity of sectional curvature implies that ϑ(r) is bounded from above by
the following
(14) ϑ(r) ≤ c1 log r + c2, m = 1; ϑ(r) ≤ c3r2−2m + c4, m ≥ 2
for some constants c1, c2, c3, c4 > 0.
The following comparison theorem is well known in differential geometry.
Lemma 2.4 ([12, 18]). LetM be a non-positively curved complete Hermitian
manifold of complex dimension m. If M is simply connected, then
(i) gr(o, x) ≤
{
1
π log
r
r(x) , m = 1
1
(m−1)ω2m−1
(
r2−2m(x)− r2−2m), m ≥ 2 ;
(ii) dπro(x) ≤
1
ω2m−1r2m−1
dσr(x),
where gr(o, x) is the Green function of −12∆M for Bo(r) of Dirichlet bound-
ary condition with pole o, dπro(x) is the harmonic measure for So(r), ω2m−1
is the volume of unit sphere in R2m, and dσr(x) is the induced volume mea-
sure on So(r).
2.4. Notations.
We use the following notations in the absence of specific instructions.
• M − m-dimensional simple connected and complete Ka¨hler mani-
fold with Ka¨hler form α associated with Ka¨hler metric g, locally
α =
√−1
2π
∑
i,j
gijdzi ∧ dzj.
• dV − Riemannian volume measure of M, i.e., dV = πmαm/m!.
• d(·, ·) − Riemannian distance on M.
• r(x) − Riemannian distance of x from o, i.e., r(x) = d(o, x).
• Bo(r) − geodesic ball in M centered at o with radius r.
• So(r) − geodesic sphere in M centered at o with radius r.
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• ∆M − Laplace-Beltrami operator on M associated with g.
• ∇M − gradient operator on M associated with g.
• RM − Ricci curvature form on M associated with g.
• sM − scalar curvature of M associated with g.
• dπro(x) − harmonic measure on So(r) w.r.t. o.
• gr(x, y) − Green function of −12∆M for Bo(r) with pole x of Dirich-
let boundary condition.
• Xt − Brownian motion in M with generator 12∆M starting from o.• L (Bo(r)) − space of integrable functions w.r.t. αm on Bo(r).
• L (So(r)) − space of integrable functions w.r.t. the induced spher-
ical measure on So(r).
• Lloc(M) − space of locally integrable functions w.r.t. αm on M.
• C p,q(M) − space of continuous (p, q)-forms on M.
• K p,q(M) − space of (p, q)-forms of compact support on M.
• A p,qc (M) − space of smooth (p, q)-forms of compact support on M.
3. First Main Theorem and Casorati-Weierstrass Theorem
3.1. Nevanlinna’s functions.
We shall begin with the notions of Nevanlinna’s functions of holomorphic
mappings on Ka¨hler manifolds. LetM be a m-dimensional complete Ka¨hler
manifold with Ka¨hler form α. Let a continuous (1,1)-form φ ≥ 0 on M, the
Green potential of φ is defined by
Ur(x, φ) =
πm
(m− 1)!
∫
Bo(r)
gr(x, y)φ ∧ αm−1.
We use the notation
(15) eφ(x) = 2m
φ ∧ αm−1
αm
.
Then Ur(x, φ) can be rewritten as
(16) Ur(x, φ) =
1
2
∫
Bo(r)
gr(x, y)eφ(y)dV (y).
Remark 3.1. Let f : M → N be a holomorphic mapping into N, where N
is a Ka¨hler manifold of Ka¨hler metric form
β =
√−1
2π
∑
i,j
hijdzi ∧ dzj
locally on N. As is known, the energy density function of f is defined by
ef (x) = 2
∑
i,j,α,β
gij(x)
∂fα(x)
∂zi
∂fβ(x)
∂zj
hαβ ◦ f(x)
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in a local holomorphic coordinate system z near x, where (gij) is the inverse
of (gij). In terms of differential forms α, β, we obtain
ef (x) = 2m
f∗β ∧ αm−1
αm
.
It is observed that ef (x) = ef∗β(x), where f
∗β is the pull-back of β.
A. Characteristic function
Let
f : M → N
be a holomorphic mapping into a compact complex manifold N .
Lemma 3.2 (Theorem 4.4.1, [23]). Let g : X1 → X2 be a mapping between
complex manifolds X1 and X2. Then g is holomorphic if and only if G(g) ⊂
X1 × X2 is an analytic subset of complex pure dimension dimCX1, where
G(g) is the graph of g.
Lemma 3.3 (Lemma 5.1.6, [23]). Let A be an analytic subset of complex
pure dimension k in a complex manifold X, then
|A(η)| =
∣∣∣∣∫
A
η
∣∣∣∣ <∞
for any η ∈ A k,kc (X).
Proposition 3.4. If η ∈ K 1,1(N) ∩ C 1,1(N), then ef∗η ∈ Lloc(M).
Proof. From (15), we have
ef∗η(x) = 2m
f∗η ∧ αm−1
αm
,
which yields that
ef∗ηdV =
2πm
(m− 1)!f
∗η ∧ αm−1.
Thereby it suffices to show
(17)
∣∣∣∣∫
M
f∗η ∧ φ
∣∣∣∣ <∞
for any φ ∈ A m−1,m−1c (M). Set Gf = {(x, f(x)) : x ∈M}, called the graph
of f. Let p : M ×N → M and q : M ×N → N be the natural projections.
Then ∫
M
f∗η ∧ φ =
∫
Gf
q∗η ∧ p∗φ.
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Since p|Gf is proper, then p∗suppφ ∩G(f) is compact. Take a non-negative
function h ∈ C∞(M ×N) such that h ≡ 1 on p∗suppφ ∩G(f), we see that∫
Gf
q∗η ∧ p∗φ =
∫
Gf
hq∗η ∧ p∗φ.
Note that f is holomorphic, from Lemma 3.2, Gf is a purely m-dimensional
analytic subset of M ×N. Invoking Lemma 3.3, then (17) holds. 
Let ω be an arbitrary continuous (1,1)-form on N, the characteristic func-
tion of f with respect to ω is defined by
(18) Tf (r, ω) =
1
2
∫
Bo(r)
gr(o, x)ef∗ω(x)dV (x),
where ef∗ω is defined by (15). Proposition 3.4 implies that |Tf (r, ω)| < ∞,
namely, gr(o, x)ef∗ω(x) ∈ L (Bo(r)). If ω ≥ 0, then Tf (r, ω) makes sense in
the Nevanlinna’s sense and it represents the Green potential of f∗ω at o
Tf (r, ω) = Ur(o, f
∗ω).
B. Proximity function
Let L→ N be a holomorphic line bundle endowed with Hermitian metric
h, and let D ∈ |L|. Assume that
c1(L, h) = −ddc log h ≥ 0, f(M) 6⊂ suppD.
Lemma 3.5. ∆M log(h ◦ f) is globally well defined on M , and
∆M log(h ◦ f) = −4mf
∗c1(L, h) ∧ αm−1
αm
.
Hence, we have ef∗c1(L,h) = −12∆M log h ◦ f.
Remark 3.6. Note from the proof below, ∆M log(hα◦f) is well defined, then
there has a natural global extension of {∆M log(hα◦f)}. For convenience, we
denote it by ∆M log(h◦f) which means that ∆M log(h◦f) = ∆M log(hα ◦f)
on f−1(Uα). Similarly, we will use the global notations such as dd
c log(h◦f),
∆M log(s˜ ◦ f) and ddc log(s˜ ◦ f), etc..
Proof. Take a local trivialization covering ({Uα}, {eα}) of L with transition
functions {gαβ}. Then, hα = ‖eα‖2h and eβ = gαβeα on Uα ∩ Uβ. We have
∆M log(hβ ◦ f) = ∆M log(hα ◦ f) + ∆M log |gαβ ◦ f |2
on f−1(Uα∩Uβ). Since gαβ is holomorphic and nowhere vanishing on Uα∩Uβ,
then log |gαβ ◦ f |2 is harmonic on f−1(Uα ∩Uβ). It yields ∆M log(hβ ◦ f) =
∆M log(hα ◦f) which is well defined. For an arbitrary point x ∈M, one can
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choose the normal holomorphic coordinate system z near x in the sense that
gij = δ
i
j , and each first-order derivative of gij vanishes at x. In such case,
(19) ∆M = 4
∑
j
∂2
∂zj∂zj
at x. We only need to prove this equality in the normal holomorphic coor-
dinate system z around x. Thus at x, we have
αm = m!
m∧
j=1
√−1
2π
dzj ∧ dzj ,
f∗ω ∧ αm−1 = −(m− 1)!tr
(
∂2 log(h ◦ f)
∂zi∂zj
) m∧
j=1
√−1
2π
dzj ∧ dzj ,
where “tr” means the trace of a square matrix. From (19), we see that
∆M log(h ◦ f) = 4tr
(
∂2 log(h ◦ f)
∂zi∂zj
)
at x, which leads to the desired equality. 
Let 0 6= s ∈ H0(N,L), we have
∆M log ‖s ◦ f‖2 = ∆M log(h ◦ f) + ∆M log |s˜ ◦ f |2.
∆M log(h◦f) is globally defined by Lemma 3.5, hence ∆M log |s˜◦f |2 is also
globally defined and it follows by using the similar argument as in the proof
of Lemma 3.5 that
∆M log |s˜ ◦ f | = 4mdd
c log |s˜ ◦ f | ∧ αm−1
αm
.
Proposition 3.7. For s ∈ H0(N,L) with D = (s), we have
(i) log ‖s◦f‖2 is locally the difference of two plurisubharmonic functions,
hence log ‖s ◦ f‖2 ∈ Lloc(M) and log ‖s ◦ f‖2 ∈ L (So(r)).
(ii) ddc log ‖s ◦ f‖2 = f∗D − f∗c1(L, h) in the sense of currents.
Proof. Let ({Uα}, {eα}) be a local trivialization covering of (L, h) such that
c1(L, h) ≥ 0. Locally on f−1(Uα), we have
log ‖sα ◦ f‖2 = log |s˜α ◦ f |2 + log(hα ◦ f).
By c1(L, h) ≥ 0, we have −ddc log(hα◦f) ≥ 0. Since s˜α is holomorphic on Uα,
then ddc log |s˜α◦f |2 ≥ 0. Thereby, (i) holds. Poincare´-Lelong formula implies
that ddc log |s˜α ◦ f |2 = f∗D in the sense of currents, thus (ii) holds. 
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Take sD ∈ H0(N,L) with ‖sD‖ < 1 and (sD) = D. From Proposition 3.7,
− log ‖sD ◦ f‖ is integrable on So(r) with respect to the harmonic measure
dπro(x). The proximity function of f with respect to D is defined by
(20) mf (r,D) =
∫
So(r)
log
1
‖sD ◦ f(x)‖dπ
r
o(x).
Take another s′ ∈ H0(N,L) with (s′) = D, then there exists a constant c
such that s′ = cs. Therefore, mf (r,D) is well defined up to a constant term.
C. Counting function
Let ({Uα}, {eα}) be a local trivialization covering of (LD, h) and we write
sD = s˜Dαeα on Uα, where s˜D = {s˜Dα}. Locally, we have
log ‖sD ◦ f‖−2 = log(hα ◦ f)−1 − log |s˜Dα ◦ f |2.
Since log ‖sD ◦f‖ is locally the difference of two plurisubharmonic functions,
it then gives a Riesz charge dµ = dµ1−dµ2 which is a Jordan decomposition
of signed measure dµ, where in the sense of distribution that
(21) dµ2 = ∆M log |s˜D ◦ f |2dV,
which is the Riesz measure of the volume of f∗D in a sense. As is noted that
gr(o, x) is integrable on Bo(r) with respect to µ2. The counting function of
f with respect to D is defined by
(22) Nf (r,D) =
1
4
∫
Bo(r)
gr(o, x)dµ2(x).
Since
∆M log |s˜D ◦ f |2 = 4mdd
c log |s˜D ◦ f |2 ∧ αm−1
αm
,
then we get
dµ2 = 4π
mddc log |s˜D ◦ f |2 ∧ α
m−1
(m− 1)! .
It follows
Nf (r,D) =
πm
(m− 1)!
∫
Bo(r)
gr(o, x)dd
c log |s˜D ◦ f |2 ∧ αm−1
=
πm
(m− 1)!
∫
Bo(r)∩f∗D
gr(o, x)α
m−1.
Similarly, we define Nf (r, suppD). For convenience, write Nf (r, suppD) =
Nf (r,D).
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Remark 3.8. The definition of Nevanlinna’s functions in above are natural
generalization of the classical ones. To see that clearly, we consider the Cn
case. Note (see [24]) that
Tf (r, ω) =
∫ r
0
dt
t2m−1
∫
Bo(t)
f∗ω ∧ αm−1,
mf (r,D) =
∫
So(r)
log
1
‖sD ◦ f‖γ,
Nf (r,D) =
∫ r
0
dt
t2m−1
∫
Bo(t)
ddc log |s˜D ◦ f |2 ∧ αm−1,
where
α = ddc‖z‖2, γ = dc log ‖z‖2 ∧ (ddc log ‖z‖2)m−1 .
Note also the facts
γ = dπro(z), gr(o, z) =
{
‖z‖2−2m−r2−2m
(m−1)ω2m−1
, m ≥ 2;
1
π log
r
|z| , m = 1.
,
where ω2m−1 is the volume of unit sphere in C
m. Apply integration by part,
one sees that the above expressions become the forms as (18), (20) and (22)
respectively.
D. Probabilistic expressions
LetXt be the Brownian motion inM started at o, generated by
1
2∆M with
law Po and expectation Eo. In the following, we reformulate the Nevanlinna’s
functions in terms of Brownian motion Xt. Set
τr = inf{t > 0 : r(Xt) ≥ r}.
By means of coarea formula and relations between hitting times and Green
functions, we can reformulate (18) and (20) as
(23) Tf (r, ω) =
1
2
Eo
[∫ τr
0
ef∗ω(Xt)dt
]
,
mf (r,D) = Eo
[
log
1
‖sD ◦ f(Xτr)‖
]
.
To counting function Nf (r,D), we use an alternative probabilistic expression
(see [1, 4, 8]) of (22) as follows
Nf (r,D) = lim
λ→∞
λPo
(
sup
0≤t≤τr
log
1
‖sD ◦ f(Xt)‖ > λ
)
.
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To see that, we refer to the argument in [13] related to local martingales and
use Dynkin formula with coarea formula, the above limit exists and equals
lim
λ→∞
λPo
(
sup
0≤t≤τr
log
1
‖sD ◦ f(Xt)‖ > λ
)
= −1
2
Eo
[∫ τr
0
∆M log
1
|s˜D ◦ f(Xt)|dt
]
=
1
4
Eo
[∫ τr
0
∆M log |s˜D ◦ f(Xt)|2dt
]
=
1
4
∫
Bo(r)
gr(o, x)dµ2(x) = Nf (r,D).
3.2. First Main Theorem.
Let L be a Hermitian holomorphic line bundle over N with Chern form
ω := c1(L, h) ≥ 0 associated with metric h. Let D ∈ |L| such that f(M) 6⊂
suppD.We may assume f(o) 6∈ suppD, if not, one can take another reference
point o′. Denoted by sD the canonical section defined by D with ‖sD‖ < 1.
Theorem 3.9 (FMT). Let the notations be defined as above. Then
Tf (r, ω) = mf (r,D) +Nf (r,D) + log ‖sD ◦ f(o)‖.
Proof. Endow L with a Hermitian metric h such that ω = c1(L, h) ≥ 0, and
let ({Uα}, {eα}) be a local trivialization covering of (L, h). Set a hitting time
Tλ = inf
{
t > 0 : sup
0≤s≤t
log
1
‖sD ◦ f(Xs)‖ > λ
}
.
Locally, we have
(24) log ‖sD ◦ f‖2 = log |s˜Dα ◦ f |2 + log(hα ◦ f).
Note that s˜Dα◦f is holomorphic and hα◦f > 0 is smooth, hence the Dynkin
formula is applicable to log ‖sD ◦ f‖−1 via τr ∧ Tλ. Consequently,
Eo
[
log
1
‖sD ◦ f(Xτr∧Tλ)‖
]
(25) =
1
2
Eo
[∫ τr∧Tλ
0
∆M log
1
‖sD ◦ f(Xt)‖dt
]
+ log
1
‖sD ◦ f(o)‖ ,
where τr∧Tλ = min{τr, Tλ}. Because log ‖sD ◦f(Xt)‖−1 has no singularities
as 0 ≤ t ≤ Tλ due to the definition of Tλ, it concludes by (24) that
∆M log
1
‖sD ◦ f(Xt)‖ = −
1
2
∆M log(h ◦ f(Xt))
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as 0 ≤ t ≤ Tλ, where we use the fact that log |s˜D◦f | is harmonic onM \f∗D.
Hence, (25) turns to
Eo
[
log
1
‖sD ◦ f(Xτr∧Tλ)‖
]
= −1
4
Eo
[∫ τr∧Tλ
0
∆M log(h ◦ f(Xt))dt
]
+ log
1
‖sD ◦ f(o)‖ .
Since f∗ω = −ddc log(h ◦ f), then by (15) and Lemma 3.5
(26) ef∗ω = −2mdd
c log(h ◦ f) ∧ αm−1
αm
= −1
2
∆M log(h ◦ f).
Apply the monotone convergence theorem, it yields from (23) and (26) that
−1
4
Eo
[∫ τr∧Tλ
0
∆M log(h ◦ f(Xt))dt
]
=
1
2
Eo
[∫ τr∧Tλ
0
ef∗ω(Xt)dt
]
→ Tf (r, ω)(27)
as λ→∞, where we use the fact that Tλ →∞ a.s. as λ→∞ for that f∗D
is a polar set. Write the first term appeared in (25) as two parts
I + II :=
Eo
[
log
1
‖sD ◦ f(Xτr)‖
: τr < Tλ
]
+ Eo
[
log
1
‖sD ◦ f(XTλ)‖
: Tλ ≤ τr
]
.
Apply the monotone convergence theorem, it yields that
(28) I→ mf (r,D)
as λ→∞. Now we look at II. By the definition of Tλ, we have
(29) II = lim
λ→∞
λPo
(
sup
0≤t≤τr
log
1
‖sD ◦ f(Xt)‖ > λ
)
.
Hence, II→ Nf (r,D) as λ→∞. Combining (27)-(29), we have the desired
equality. This finishes the proof. 
Let h′ be another Hermitian metric on L with Chern form ω′ = −ddc log h′.
By the definition of Hermitian metric, there is a smooth function g > 0 such
that h′ = gh. By Theorem 3.9
Tf (r, ω
′)− Tf (r, ω) = −1
2
∫
So(r)
log(g ◦ f(x))dπro(x) +O(1).
Since N is compact, we have Tf (r, ω
′) = Tf (r, ω) +O(1). The characteristic
function of f with respect to L is well defined by
Tf (r, L) = Tf (r, ω)
up to a constant term.
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With the help of Theorem 3.9, we certify that
Theorem 3.10 (FMT). Let L → N be a holomorphic line bundle over a
compact complex manifold N with Chern class c1(L) ≥ 0. Let D ∈ |L| and
let f :M → N be a holomorphic mapping such that f(M) 6⊂ suppD. Then
Tf (r, L) = mf (r,D) +Nf (r,D) +O(1).
Corollary 3.11 (Nevanlinna inequality). Assume the same conditions stated
in Theorem 3.10. Then
Nf (r,D) ≤ Tf (r, L) +O(1).
Let N be a complex projective algebraic manifold, we generalize Theorem
3.10 by assuming an arbitrary Hermitian holomorphic line bundle (L, h)→
N with Chern form ω = −ddc log h. Since N is complex projective algebraic,
then there exits a very ample holomorphic line bundle L′ → V endowed with
a Hermitian metric h′ such that ω′ = −ddc log h′ > 0. Taking σ ∈ H0(M,L′)
so that f(M) 6⊂ supp(σ) and ‖σ‖ < 1. Let sD be a canonical section defined
by D satisfying ‖sD‖ < 1. Since M is compact, then we pick a k ∈ N large
sufficiently so that ω+ kω′ > 0. Take the natural product Hermitian metric
‖·‖ on L⊗L′⊗k with Chern form ω+kω′. Since ω+kω′ > 0 and ω′ > 0, then
log ‖(s⊗σk)◦f‖2, log ‖σ◦f‖2 are locally difference of two plurisubharmonic
functions. Thereby, we deduce that
log ‖s ◦ f‖2 = log ‖(s ⊗ σk) ◦ f‖2 − k log ‖σ ◦ f‖2
is locally the difference of two plurisubharmonic functions onM . So,mf (r,D)
is well defined. By Theorem 3.10
Tf (r, ω) = mf (r,D) +Nf (r,D) +O(1).
Note that Tf (r, L) = Tf (r, ω) +O(1), thus we get
Theorem 3.12 (FMT). Let L → N be a holomorphic line bundle over a
complex projective algebraic manifold N . Let D ∈ |L| and let f : M → N
be a holomorphic mapping such that f(M) 6⊂ suppD. Then
Tf (r, L) = mf (r,D) +Nf (r,D) +O(1).
3.3. Casorati-Weierstrass Theorem.
Let L→ N be a holomorphic line bundle, where N is a compact complex
manifold such that H0(N,L) generates the fibers Lx for all x ∈ N. Namely,
for each x ∈ N, the mapping
H0(N,L)→ Lx, s 7→ s(x)
is surjective. Since N is compact, we have dimCH
0(N,L) := d+1 <∞. Let
P (E) be the projection of E := H0(N,L) and H → P (E) be the hyperplane
line bundle over P (E). Fix an inner product (·, ·) on E, it induces a natural
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Hermitian metric hH on H. Denoted by ωE := −ddc log hH the Chern form
associated with hH , which is called the Fubini-Study Ka¨hler form on P (E),
then (see Theorem 2.1.20 in [23]) ωE > 0 and∫
P (E)
ωdE = 1.
For x ∈ N, we set Ex = {σ ∈ E : σ(x) = 0} andE⊥x = {φ ∈ E∗ : φ(Ex) = 0}.
There gives a holomorphic mapping from N by
αE : x→ E⊥x .
Let H∗ → P (E∗) be the hyperplane line bundle over P (E∗). Consequently,
(30) L = α∗EH
∗.
The inner (·, ·) naturally induces a Hermitian metric hH∗ on H∗ and then it
gives a Hermitian metric h on L via the relation (30). By c1(H
∗, hH∗) > 0,
we obtain
(31) c1(L, h) ≥ 0.
Let ̺ : E \{0} → P (E) be the Hopf fibration. For any s ∈ E \{0}, define
the norm of ̺(s) by
‖̺(s)‖2 = h(s, s)
(s, s)
,
which is independent of the choices of representations of s.
Lemma 3.13 (Lemma 5.4.5, [23]). For σ ∈ P (E), we have
(i) 0 ≤ ‖σ‖ ≤ 1;
(ii) I := − ∫P (E) log ‖σ(x)‖ωdE(σ(x)) is finite and independent of x ∈ N.
Let f :M → N be a holomorphic mapping. Set
X(f) = {σ ∈ P (E) : f(M) ⊂ supp(σ)},
which is a proper analytic, closed subset of P (E) with measure 0 with respect
to ωdE. For an arbitrary σ ∈ P (E) \X(f), Theorem 3.10 and (31) lead to
Tf (r, L) = mf (r, (σ)) +Nf (r, (σ)) +O(1).
Apply Fubini theorem and Lemma 3.13,∫
P (E)
mf (r, (σ))ω
d
E(σ)
=
∫
P (E)
ωdE(σ)
∫
So(r)
log
1
‖σ ◦ f(x)‖dπ
r
o(x)
=
∫
So(r)
dπro(x)
∫
P (E)
log
1
‖σ ◦ f(x)‖ω
d
E(σ) = I <∞.
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Since X(f) has measure 0 with respect to ωdE , then
Tf (r, L)
=
∫
P (E)
Tf (r, L)ω
d
E(σ)
=
∫
P (E)\X(f)
Tf (r, L)ω
d
E(σ)
=
∫
P (E)\X(f)
Nf (r, (σ))ω
d
E(σ) +
∫
P (E)\X(f)
mf (r, (σ))ω
d
E(σ) +O(1)
=
∫
P (E)
Nf (r, (σ))ω
d
E(σ) +
∫
P (E)
mf (r, (σ))ω
d
E(σ) +O(1)
=
∫
P (E)
Nf (r, (σ))ω
d
E(σ) +O(1).
This implies that
Theorem 3.14. Let f : M → N be a holomorphic mapping. Then
Tf (r, L) =
∫
P (E)
Nf (r, (σ))ω
d
E(σ) +O(1).
Theorem 3.14 means that Tf (r, L) is the average growth of the volume of
(σ)∩Bo(r) for all σ ∈ P (E). In the following, we assume that Tf (r, ω)→∞
as r →∞. Set
δf (D) = 1− lim sup
r→∞
Nf (r,D)
Tf (r, L)
,
which is called the defect of f with respect toD. By the First Main Theorem,
we see that 0 ≤ δf (D) ≤ 1 and δf (D) = 1 if f(M) ∩ suppD = ∅.
Theorem 3.14 yields that
Corollary 3.15. Assume that Tf (r, L)→∞ as r →∞. Then∫
P (E)
δf ((σ))ω
d
E(σ) = 0.
Theorem 3.16 (Casorati-Weierstrass Theorem). Let L → N be a positive
holomorphic line bundle over a compact complex manifold N, and let P (E)
be the projection of E = H0(N,L) with dimCE = d+ 1. Let f : M → N be
a holomorphic mapping. If there is a subset F ⊂ P (E) of positive measure
with respect to ωdE such that f(M)∩ supp(σ) = ∅ for σ ∈ F, then Tf (r, L) is
bounded.
Proof. If not, then one may assume that limr→∞ Tf (r, ω) =∞. Since L > 0,
H0(N,L) generates fibers Lx for all x ∈ N. By condition, δf ((σ)) = 1 for all
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σ ∈ F, where F has measure m(F ) > 0 with respect to ωNE . Using Corollary
3.15,
0 < m(F ) =
∫
F
ωdE(σ) =
∫
F
δf ((σ))ω
d
E(σ) ≤
∫
P (E)
δf ((σ))ω
d
E(σ) = 0,
which is a contradiction. 
We remark that if M = Cm, the boundedness of Tf (r, L) means that f is
a constant (see (5.4.12) on page 199 and Lemma 5.4.18 on Page 200, [23]).
4. Logarithmic Derivative Lemma
We set up a logarithmic derivative lemma on complete Ka¨hler manifolds.
4.1. Holomorphic mappings into complex projective spaces.
The subsection provides a preparatory work. LetM be a Ka¨hler manifold.
A. Holomorphic mappings into P1(C)
Let
ψ : M → P1(C)
be a holomorphic mapping, which can be viewed as a meromorphic function
onM. Denoted by ωFS the Fubini-Study form on P
1(C) and denoted by ‖·, ·‖
the spherical distance on P1(C). The Nevanlinna’s functions are defined by
mψ(r, a) =
∫
So(r)
log
1
‖ψ(x), a‖dπ
r
o(x),
Nψ(r, a) =
πm
(m− 1)!
∫
Bo(r)∩ψ∗a
gr(o, x)α
m−1,
Tψ(r, ωFS) =
1
4
∫
Bo(r)
gr(o, x)∆M log(1 + |ψ(x)|2)dV (x),
where Tψ(r, ω) is called the the Shimizu-Ahlfors’ characteristic function. We
have
∆M log(1 + |ψ(x)|2) = 4ψ
∗ωFS
α
= 2eψ∗ωFS(x).
Apply Theorem 3.10, it follows that
Theorem 4.1 (FMT). For a ∈ P1(C), we have
Tψ(r, ωFS) = mψ(r, a) +Nψ(r, a) +O(1).
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Define T (r, ψ) := m(r, ψ,∞)+Nψ(r,∞), which is called the Nevanlinna’s
characteristic function, where
m(r, ψ,∞) =
∫
So(r)
log+ |ψ(x)|dπro(x).
By m(r, ψ,∞) = mψ(r,∞) +O(1), we conclude that
Tψ(r, ωFS) = T (r, ψ) +O(1).
Lemma 4.2 (Lemma 1.1, [34]). For any complex number a, we have
1
2π
∫ 2π
0
log |eiθ − a|dθ = log+ |a|.
Theorem 4.3. Let ψ(x), A1(x), · · · , Ak(x) be meromorphic functions on M
such that ψk +A1ψ
k−1 + · · ·+Ak = 0. Then
T (r, ψ) ≤
k∑
j=1
T (r,Aj) + log(1 + k).
Proof. Consider the algebraic polynomial Px(z) = z
k+A1z
k−1+ · · ·+Ak in
a complex variable z. For any x ∈M \ ∪kj=1supp(Aj =∞), one lets z1(x) =
ψ(x), z2(x), · · · , zk(x) be the roots of Px(z). Then Px(z) =
∏k
j=1(z− zj(x)).
Lemma 4.2 gives
1
2π
∫ 2π
0
log |Px(eiθ)|dθ =
k∑
j=1
1
2π
∫ 2π
0
log |eiθ − zj(x)|dθ
= log+ |ψ(x)| +
k∑
j=2
log+ |zj(x)|
≥ log+ |ψ(x)|.
On the other hand,
1
2π
∫ 2π
0
log |Px(eiθ)|dθ
=
1
2π
∫ 2π
0
log
∣∣∣eikθ +A1(x)ei(k−1)θ + · · · +Ak(x)∣∣∣ dθ
≤
k∑
j=1
log+ |Aj(x)|+ log(1 + k).
Consequently,
(32) m(r, ψ,∞) ≤
k∑
j=1
m(r,Aj ,∞) + log(1 + k).
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Write ψ = ψ1/ψ0, where ψ0 and ψ1 are holomorphic functions on M such
that codimC(ψ0 = ψ1 = 0) ≥ 2. Let A0 be a holomorphic function on M
such that (A0 = 0) is just the minimum common divisor of the polar divisors
of A1, · · · , Ak on M. Then
(33) A0ψ
k
1 = −ψ0
(
A0A1ψ
k−1
1 + · · · +A0Akψk−10
)
.
This implies that (ψ0 = 0) ≤ (A0 = 0) as a divisor, so Nψ0(r, 0) ≤ NA0(r, 0).
By this with (33),
Nψ(r,∞) ≤ Nψ0(r, 0) ≤ NA0(r, 0) ≤
k∑
j=1
NAj (r,∞).
It follows from (32) that T (r, ψ) ≤∑kj=1 T (r,Aj) + log(1 + k). The proof is
completed. 
According to Theorem 5.8, it follows immediately
Corollary 4.4. Let ψ(x), A1(x), · · · , Ak(x) be holomorphic mappings from
M into P1(C) such that ψk +A1ψ
k−1 + · · ·+Ak = 0. Then
Tψ(r, ωFS) ≤
k∑
j=1
TAj (r, ωFS) +O(1).
B. Holomorphic mappings into Pn(C)
Let ψ :M → Pn(C) be a holomorphic mapping, which means that there is
an open covering {Uα} ofM so that on each Uα, ψ has a local representation
ψ = [ψα0 : · · · : ψαn ],
where ψα0 , · · · , ψαn are holomorphic functions on Uα, without common zeros.
Set ‖ψ‖2 = |ψα0 |2+ · · ·+ |ψαn |2 on Uα. The characteristic function of ψ is well
defined by
Tψ(r, ωFS) =
1
4
∫
Bo(r)
gr(o, x)∆M log ‖ψ(x)‖2dV (x),
which is independent of the representations of ψ. Using Dynkin formula, the
term on the right-hand side equals∫
So(r)
log ‖ψ(x)‖dπro(x)− log ‖ψ(o)‖,
which is called the Cartan’s characteristic function. Assume that ψαk (x) 6≡ 0
without loss of generality. By definition, ψαj /ψ
α
k = ψ
β
j /ψ
β
k on Uα∩Uβ. Thus,
ψαj /ψ
α
k is well defined for 0 ≤ j ≤ n. Let µjk denote the global extension of
{ψαj /ψαk } satisfying µjk = ψαj /ψαk on every Uα. Then, µjk is a meromorphic
function on M.
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We need the following theorem:
Theorem 4.5. We have
max
0≤j≤n
T (r, µjk) +O(1) ≤ Tψ(r, ωFS) ≤
n∑
j=0
T (r, µjk) +O(1).
Proof. Assume that ψαk (o) 6= 0 without loss of generality. Notice that ψβk /ψαk
is a holomorphic function on Uα∩Uβ that nowhere vanishes, henceNψαk (r, 0),
∆M log |ψαk (x)| and
∫
So(r)
log |ψαk (x)|dπro(x)−log |ψαk (o)| are well defined. Let
ψk = {ψαk }, then we have the global extensions Nψk(r, 0), ∆M log |ψk(x)| and∫
So(r)
log |ψk(x)|dπro(x)− log |ψk(o)|. On the one hand,
Tψ(r, ωFS) =
1
4
∫
Bo(r)
gr(o, x)∆M log ‖ψ(x)‖2dV (x)
=
∫
So(r)
log ‖ψ(x)‖dπro(x)− log ‖ψ(o)‖
=
n∑
j=0
(∫
So(r)
log |µjk(x)|dπro(x)− log |µjk(o)|
)
+
∫
So(r)
log |ψk(x)|dπro(x)− log |ψk(o)|.
Notice that ∆M log |µjk| = 0 outside the set of zeros and poles of µjk. Apply
the similar argument as in the proof of Theorem 3.10, we obtain
Eo
[
log
∣∣µjk(Xτr)∣∣]− log |µjk(o)| = Nµjk(r,∞) −Nµjk (r, 0),
which yields that
n∑
j=0
(∫
So(r)
log |µjk(x)|dπro(x)− log |µjk(o)|
)
=
n∑
j=0
(
Eo
[
log
∣∣µjk(Xτr)∣∣]− log |µjk(o)|) = n∑
j=0
(
Nµjk(r, 0) −Nµjk(r,∞)
)
.
Similarly,∫
So(r)
log |ψk(x)|dπro(x)− log |ψk(o)| = Nψk(r, 0) ≤
n∑
j=0
Nµjk(r,∞).
Combining the above, we conclude that
Tψ(r, ωFS) ≤
n∑
j=0
Nµjk(r, 0) ≤
n∑
j=0
T (r, µjk) +O(1).
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On the other hand, it follows from Dynkin formula
T (r, µjk) = Tµjk(r, ωFS) +O(1)
=
1
4
∫
Bo(r)
gr(o, x)∆M log(1 + |µjk(x)|2)dV (x) +O(1)
≤ 1
4
∫
Bo(r)
gr(o, x)∆M log
( n∑
j=1
|µjk(x)|2
)
dV (x) +O(1)
≤ 1
4
∫
Bo(r)
gr(o, x)∆M log ‖ψ(x)‖2dV (x) +O(1)
= Tψ(r, ωFS) +O(1).
The claim is certified. 
4.2. Logarithmic Derivative Lemma.
Let (M,g) be a m-dimensional Ka¨hler manifold, and let ∇M be the gradi-
ent operator on M associated with g. Let ψ :M → P1(C) be a holomorphic
mapping. We identify ψ with a meromorphic function on M, then the norm
of gradient of ψ is defined by
‖∇Mψ‖2 =
∑
i,j
gij
∂ψ
∂zi
∂ψ
∂zj
.
On P1(C), we take a singular metric
Φ =
1
|ζ|2 log2 |ζ|
√−1
4π2
dζ ∧ dζ.
A direct computation shows that∫
P1(C)
Φ = 1
and
(34) 2mπ
ψ∗Φ ∧ αm−1
αm
=
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) .
Define
Tψ(r,Φ) =
1
2
∫
Bo(r)
gr(o, x)eψ∗Φ(x)dV (x),
where
eψ∗Φ(x) = 2m
ψ∗Φ ∧ αm−1
αm
.
From (34), we obtain
(35) Tψ(r,Φ) =
1
2π
∫
Bo(r)
gr(o, x)
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (x)dV (x).
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Lemma 4.6. We have
Tψ(r,Φ) ≤ Tψ(r, ωFS) +O(1).
Proof. By Fubini theorem and the First Main Theorem, we obtain
Tψ(r,Φ) =
1
2
∫
Bo(r)
gr(o, x)eψ∗Φ(x)dV (x)
= m
∫
Bo(r)
gr(o, x)
ψ∗Φ ∧ αm−1
αm
dV (x)
=
πm
(m− 1)!
∫
P1(C)
Φ
∫
Bo(r)∩ψ−1(ζ)
gr(o, x)α
m−1
=
∫
P1(C)
Nψ(r, ζ)Φ
≤
∫
P1(C)
(
Tψ(r, ωFS) +O(1)
)
Φ
= Tψ(r, ωFS) +O(1).

Lemma 4.7 (Borel Lemma, [26]). Let u be an increasing function of C 1-
class on (0,∞). Let γ > 0 be a number such that u(γ) > e and φ > 0 be an
increasing function such that
cφ =
∫ ∞
e
1
tφ(t)
dt <∞.
Then the inequality
u′(r) ≤ u(r)φ(u(r))
holds for all r ≥ γ outside an exceptional set of Lebesgue measure not ex-
ceeding cφ. In particular, if we take φ(u) = u
δ for any δ > 0, then we have
u′(r) ≤ u1+δ(r)
holds for all r > 0 outside an exceptional set Eδ of finite Lebesgue measure.
Let the Ricci curvature of M satisfy (8), namely
RM (x) ≥ (2m− 1)κ(r(x)),
where κ(t) is a non-positive and non-increasing continuous function on [0,∞)
and G is determined by (9).
We need the following Calculus Lemma (see also [4]):
Lemma 4.8 (Calculus Lemma). Let k ≥ 0 be a locally integrable function on
M so that it is locally bounded at o ∈M. Assume that M is simple connected
and of non-positive sectional curvature and Ricci curvature satisfying (8).
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Then there exists a constant C > 0 and for any δ > 0, there exists a subset
Eδ ⊂ (1,∞) of finite Lebesgue measure such that
Eo[k(Xτr )] ≤
C(1+δ)
2
r1−2mϑ(1+δ)
2
(r)
G(1−2m)(1+δ)(r)
(
Eo
[∫ τr
0
k(Xt)dt
])(1+δ)2
holds for r ∈ (1,∞) outside Eδ, where G is determined by (9) and ϑ(r) is
defined by (13).
Proof. First, we know that
Eo[k(Xτr )] =
∫
So(r)
k(x)dπro(x)
and
Eo
[∫ τr
0
k(Xt)dt
]
=
∫
Bo(r)
gr(o, x)k(x)dV (x).
Apply Lemma 2.4 and Lemma 2.3, it turns out∫
Bo(r)
gr(o, x)k(x)dV (x) =
∫ r
0
dt
∫
So(t)
gr(o, x)k(x)dσt(x)
≥ C0
∫ r
0
∫ r
t G
1−2m(s)ds∫ r
1 G
1−2m(s)ds
dt
∫
So(t)
k(x)dσt(x)
=
C0
ϑ(r)
∫ r
0
dt
∫ r
t
G1−2m(s)ds
∫
So(t)
k(x)dσt(x)
and ∫
So(r)
k(x)dπro(x) ≤
1
ω2m−1r2m−1
∫
So(r)
k(x)dσr(x),
where ω2m−1 is the Euclidean volume of unit sphere in R
2m, and dσr is the
induced volume measure on So(r). Thus, we have
Eo
[∫ τr
0
k(Xt)dt
]
≥ C0
ϑ(r)
∫ r
0
dt
∫ r
t
G1−2m(s)ds
∫
So(t)
k(x)dσt(x)
and
(36) Eo[k(Xτr )] ≤
1
ω2m−1r2m−1
∫
So(r)
k(x)dσr(x).
Put
Γ(r) =
∫ r
0
dt
∫ r
t
G1−2m(s)ds
∫
So(t)
k(x)dσt(x).
Then
(37) Γ(r) ≤ ϑ(r)
C0
Eo
[∫ τr
0
k(Xt)dt
]
.
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Since
Γ′(r) = G1−2m(r)
∫ r
0
dt
∫
So(t)
k(x)dσt(x),
then it yields from (36) that
(38) Eo[k(Xτr )] ≤
1
ω2m−1r2m−1
d
dr
(
Γ′(r)
G1−2m(r)
)
.
Apply Borel Lemma (Lemma 4.7), for any δ > 0 we have
(39)
d
dr
(
Γ′(r)
G1−2m(r)
)
≤ Γ
(1+δ)2(r)
G(1−2m)(1+δ)(r)
holds outside an exceptional set Eδ ⊂ (1,∞) of finite Lebesgue measure. By
(37)-(39), it is concluded that
Eo[k(Xτr )] ≤
C(1+δ)
2
r1−2mϑ(1+δ)
2
(r)
G(1−2m)(1+δ)(r)
(
Eo
[∫ τr
0
k(Xt)dt
])(1+δ)2
,
where C = 1/C0 > 0 is a constant. 
Lemma 4.9. Suppose that ψ(x) 6≡ 0, then we have
Eo
[
log+
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (Xτr )
]
≤ (1 + δ)2 log+ Tψ(r, ωFS) + (2m− 1)
{
(1 + δ) log+G(r)− log r}
+O
(
log+ log r
)
+O(1).
Proof. By Jensen inequality,
Eo
[
log+
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (Xτr )
]
(40)
≤ Eo
[
log
(
1 +
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (Xτr )
)]
≤ log+ Eo
[ ‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (Xτr )
]
+O(1).
Lemma 4.8 and Lemma 4.6 with (35) imply
log+ Eo
[ ‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (Xτr )
]
(41)
≤ (1 + δ)2 log+ Eo
[∫ τr
0
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (Xt)dt
]
+ log+A(r)
≤ (1 + δ)2 log+ Tψ(r, ωFS) + log+A(r) +O(1),
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where
log+A(r) = log+
C(1+δ)
2
r1−2mϑ(1+δ)
2
(r)
G(1−2m)(1+δ)(r)
(42)
≤ (2m− 1){(1 + δ) log+G(r)− log r}
+O
(
log+ log r
)
+O(1)
due to (14). Combining (40)-(42), we can deduce the lemma. This completes
the proof. 
Define
m
(
r,
‖∇Mψ‖
|ψ|
)
=
∫
So(r)
log+
‖∇Mψ‖
|ψ| (x)dπ
r
o(x).
We have
Theorem 4.10 (Logarithmic Derivative Lemma). Let M be a complete
Ka¨hler manifold of non-positive sectional curvature and Ricci curvature sat-
isfying (8). Let ψ : M → P1(C) be a nonconstant holomorphic mapping.
Then
m
(
r,
‖∇Mψ‖
|ψ|
)
≤ (2 + (1 + δ)2
2
)
log+ Tψ(r, ωFS)
+
2m− 1
2
[
(1 + δ) log+G(r)− log r]
+O
(
log+ log r
)
+O(1) ‖Eδ ,
where ‖Eδ means that the above inequality holds outside the set Eδ appeared
in Lemma 4.8, and G is determined by (9).
Proof. Identify ψ with a meromorphic function on M. We have
m
(
r,
‖∇Mψ‖
|ψ|
)
=
1
2
∫
So(r)
log+
( ‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (x)
(
1 + log2 |ψ(x)|)) dπro(x)
≤ 1
2
∫
So(r)
log+
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (x)dπ
r
o(x)
+
1
2
∫
So(r)
log+
(
1 + log2 |ψ(x)|)dπro(x)
=
1
2
Eo
[
log+
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (Xτr)
]
+
1
2
∫
So(r)
log
(
1 + log2 |ψ(x)|)dπro(x)
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≤ 1
2
Eo
[
log+
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (Xτr )
]
+
1
2
∫
So(r)
log
(
1 +
(
log+ |ψ(x)| + log+ 1|ψ(x)|
)2)
dπro(x)
≤ 1
2
Eo
[
log+
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (Xτr )
]
+
∫
So(r)
log
(
1 + log+ |ψ(x)| + log+ 1|ψ(x)|
)
dπro(x).
Lemma 4.9 implies that
Eo
[
log+
‖∇Mψ‖2
|ψ|2(1 + log2 |ψ|) (Xτr )
]
≤ (1 + δ)2 log+ Tψ(r, ωFS) + (2m− 1)
{
(1 + δ) log+G(r)− log r}
+O
(
log+ log r
)
+O(1).
On the other hand, by Jensen inequality∫
So(r)
log
(
1 + log+ |ψ(x)| + log+ 1|ψ(x)|
)
dπro(x)
≤ log
∫
So(r)
(
1 + log+ |ψ(x)| + log+ 1|ψ(x)|
)
dπro(x)
≤ log+mψ(r,∞) + log+mψ(r, 0) +O(1)
≤ 2 log+ Tψ(r, ωFS) +O(1).
Combining the above, we are led to the theorem. 
5. Defect relations for divisors of simple-normal-crossing
type
5.1. Lemmas.
Let V be a complex projective algebraic variety and denoted by R(V ) the
field of rational functions defined on V over C. Let {φj}qj=1 be a finite subset
of R(V ), which contains a transcendental base of R(V ). Let V →֒ PN (C) be
a holomorphic embedding and let HV be the restriction of hyperplane line
bundle H over PN (C) to V. Let [w0 : · · · : wN ] be a homogeneous coordinate
system of PN (C) and assume that w0 6= 0 without loss of generality. Note
that the restriction {ζj = wj/w0} to V gives a transcendental base of R(V ),
then φj can be represented by a rational function in ζ1, · · · , ζN
(43) φj = Qj(ζ1, · · · , ζN ).
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Lemma 5.1. Given a subset {φj}qj=1 ⊂ R(V ) that contains a transcendental
base of R(V ) over C. Let f : M → V be an algebraically non-degenerate
holomorphic mapping. Then there exists constants c1, c2 > 0 such that
c1Tf (r,HV ) +O(1) ≤
q∑
j=1
T (r, φj ◦ f) ≤ c2Tf (r,HV ) +O(1).
In particular, we have T (r, ψ ◦f) ≤ O(Tf (r,HV ))+O(1) for any ψ ∈ R(V ).
Proof. View V as an algebraic subvariety in PN (C), i.e., there is an inclusion
i : V →֒ PN (C). Assuming f0 6≡ 0 without loss of generality. Then (43) gives
that
φj ◦ f = Qj(ζ1 ◦ f, · · · , ζN ◦ f), 1 ≤ j ≤ q.
Since Qj is rational, then by Theorem 4.5, there exists a constant c > 0 such
that
T (r, φj ◦ f) ≤ c
N∑
j=1
T (r, ζj ◦ f) +O(1) ≤ cNTf (r,HV ) +O(1).
Consequently
q∑
j=1
T (r, φj ◦ f) ≤ c2Tf (r,HV ) +O(1),
where c2 = cqN. On the other hand, ζj are algebraic over the field generated
by {φj}qj=1 over C. Denote φ = (φ1, · · · , φq), there are algebraic relations
ζdkk +Ak1(φ)ζ
dk−1
k + · · · +Akdk(φ) = 0, 1 ≤ k ≤ N.
Thus,
(ζk ◦ f)dk +Ak1(φ ◦ f)(ζk ◦ f)dk−1 + · · · +Akdk(φ ◦ f) = 0, 1 ≤ k ≤ N.
By Theorem 4.3, there exists a constant c′ > 0 depending only on φ1, · · · , φq
and ζ1, · · · , ζN such that
T (r, ζk ◦ f) ≤
dk∑
j=1
T (r,Akj(φ ◦ f)) + log(1 + dk) ≤ c′
q∑
j=1
T (r, φj ◦ f) +O(1),
where 1 ≤ k ≤ N. From Theorem 4.5,
Tf (r,HV ) ≤
N∑
k=1
T (r, ζk ◦ f) +O(1) ≤ c′N
q∑
j=1
T (r, φj ◦ f) +O(1).
This yields
∑q
j=1 T (r, φj ◦f) ≥ c1Tf (r,HV ), where c1 = 1/c′N.We complete
the proof. 
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Corollary 5.2. Let f : M → V be an algebraically non-degenerate holomor-
phic mapping, and let Ψ : V → W be a birational mapping onto a complex
projective algebraic variety W. Then for a positive line bundle L→W, there
exists constants c1, c2 > 0 such that
c1Tf (r,HV ) +O(1) ≤ TΨ◦f (r, L) ≤ c2Tf (r,HV ) +O(1).
In general, it holds for any Hermitian metric on V instead of L.
Proof. Note that Ψ∗ : R(W )→ R(V ) is a field isomorphism over C, and for
any two Hermitian metric forms ω1, ω2 on V, we have c1ω1 ≤ ω2 ≤ c2ω1 for
two constants c1, c2 > 0. Hence, we have the claim by using Lemma 5.1. 
5.2. Second Main Theorem.
Let M be a complete Ka¨hler manifold of complex dimension m, and V be
a complex projective algebraic manifold of complex dimension n ≤ m. Let
L→ V be a holomorphic line bundle over V, and write D =∑qj=1Dj ∈ |L|
into the union of irreducible components such that D has only simple normal
crossings. Endow each LDj with Hermitian metric, which induces a natural
Hermitian metric h on L = ⊗qj=1LDj . Fix a Hermitian metric form ω on V,
it gives a volume form Ω = ωn on V. Take sj ∈ H0(V,LDj ) with (sj) = Dj
and ‖sj‖ < 1. On V , one defines a singular volume form
(44) Φ =
Ω∏q
j=1 ‖sj‖2
, Ω = ωn.
Set
(45) ξαm = f∗Φ ∧ αm−n,
where α is the Ka¨hler metric form on M. Note that
αm = m! det(gij)
m∧
j=1
√−1
2π
dzj ∧ dzj.
A direct computation leads to
ddc log ξ ≥ f∗c1(L, h) − f∗RicΩ + RM − suppf∗D
in the sense of currents. This follows that
ddc log ξ ∧ αm−1
αm
≥ f
∗c1(L, h) ∧ αm−1
αm
− f
∗RicΩ ∧ αm−1
αm
+
RM ∧ αm−1
αm
− suppf
∗D ∧ αm−1
αm
.
Thus,
1
4
∫
Bo(r)
gr(o, x)∆M log ξ(x)dV (x)(46)
≥ Tf (r, L) + Tf (r,KV ) + T (r,RM )−Nf (r,D) +O(1).
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Theorem 5.3 (SMT). Let L→ V be a holomorphic line bundle over a com-
plex projective algebraic manifold V. Let D ∈ |L| such that D has only simple
normal crossings. Let M be a complete Ka¨hler manifold of non-positive sec-
tional curvature and Ricci curvature satisfying (8). Fix a Hermitian metric
form ω on V . Assume that f : M → V is a differentiably non-degenerate
holomorphic mapping with m = dimCM ≥ dimC V = n. Then for any δ > 0,
there exists a subset Eδ ⊂ (1,∞) of finite Lebesgue measure such that
Tf (r, L) + Tf (r,KV ) + T (r,RM )
≤ Nf (r,D) +O
(
(1 + δ) log+G(r)− log r)+O (log+ log r)
+O
(
log+ Tf (r, ω)
)
+O(1)
holds for r ∈ (1,∞) outside Eδ ⊂ (1,∞), where G is determined by (9) and
ϑ(r) is defined by (13).
Proof. Write D =
∑q
j=1Dj into the union of irreducible components, and let
Φ and ξ be defined by (44) and (45). We endow LDj and L with Hermitian
metrics as before. Since D has only simple normal crossings, by Ru-Wong’s
arguments (see Page 231-233 in [26]) there is a finite open covering {Uλ} of V
and rational functions wλ1, · · · , wλn on V for each λ such that wλ1, · · · , wλn
are holomorphic on Uλ, and
dwλ1 ∧ · · · ∧ dwλn(y) 6= 0, ∀y ∈ Uλ,
Uλ ∩D =
{
wλ1 · · ·wλhλ = 0
}
, ∃hλ ≤ n.
In addition, we can require that LDj |Uλ ∼= Uλ × C for λ, j. On Uλ, we get
Φ =
φλ
|wλ1|2 · · · |wλhλ |2
n∧
k=1
√−1
2π
dwλk ∧ dwλk,
where φλ > 0 is a smooth function. Put fλk = wλk ◦ f , we have
(47) f∗Φ =
φλ ◦ f
|fλ1|2 · · · |fλhλ |2
n∧
k=1
√−1
2π
dfλk ∧ dfλk
on Uλ. Since fλk is the pull-back of rational function wλk on V by f , then
by Lemma 5.1 and Corollary 5.2
Tfλk(r, ωFS) +O(1) = T (r, fλk) ≤ O(Tf (r, ω)) +O(1),
since ω is a Hermitian metric on V. Set
f∗Φ ∧ αm−n = ξαm.
Then, we obtain (46). Put again
(48) f∗ω ∧ αm−1 = ̺αm,
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where ω appears in (44). This follows that
(49) ̺ =
1
2m
ef∗ω.
For each λ and any x ∈ f−1(Uλ), take a local holomorphic coordinate system
z around x. Since V is compact, then it is not very hard to compute by (47)
and (48) that ξ is bounded from above by Pλ, where Pλ is a polynomial in
̺, gij
∂fλk
∂zi
∂fλk
∂zj
/
|fλk|2, 1 ≤ i, j ≤ m, 1 ≤ k ≤ n.
This yields that
(50) log+ ξ ≤ O
(
log+ ̺+
∑
k
log+
‖∇Mfλk‖
|fλk|
)
on f−1(Uλ). The coarea formula implies that∫
Bo(r)
gr(o, x)∆M log ξ(x)dV (x) = Eo
[∫ τr
0
∆M log ξ(Xt)dt
]
.
By means of Dynkin formula,
1
2
Eo
[∫ τr
0
∆M log ξ(Xt)dt
]
= Eo
[
log ξ(Xτr)
]− log ξ(o).
It yields from (46) that
1
2
Eo
[
log ξ(Xτr )
] ≥ Tf (r, L) + Tf (r,KV ) + T (r,RM )(51)
−Nf (r,D) + 1
2
log ξ(o).
On the other hand, using (50) and Theorem 4.10, we have
1
2
Eo
[
log ξ(Xτr)
]
≤ O
(∑
k
Eo
[
log+
‖∇Mfλk‖
|fλk| (Xτr )
])
+O
(
Eo
[
log+ ̺(Xτr)
] )
+O(1)
≤ O
(∑
k
mfλk
(
r,
‖∇Mfλk‖
|fλk|
))
+O
(
log+ Eo [̺(Xτr )]
)
+O(1)
≤ O
(∑
k
log+ Tfλk(r, ωFS)
)
+O
(
log+ Eo [̺(Xτr )]
)
+O(1)
≤ O( log+ Tf (r, ω)) +O( log+ Eo [̺(Xτr )])+O(1)
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on each f−1(Uλ). In the meanwhile, Lemma 4.8 and (49) imply
log+ Eo
[
̺(Xτr )
] ≤ (1 + δ)2 log+ Eo [∫ τr
0
̺(Xt)dt
]
+ log+A(r)
=
(1 + δ)2
2m
log+ Eo
[∫ τr
0
ef∗ω(Xt)dt
]
+ log+A(r)
=
(1 + δ)2
m
log+ Tf (r, ω) + log
+A(r),
where log+A(r) is estimated by (42). By the above with (51), we finish the
proof of the theorem. 
Let M = Cm, it is clear that T (r,RCm) = 0. Taking κ ≡ 0, then G(r) = r
from equation (9). By the arbitrariness of δ > 0, it deduces that
Corollary 5.4 (Carlson-Griffiths, [7]; Griffiths-King, [14]; Noguchi, [22]).
Let L→ V be a holomorphic line bundle over a complex projective algebraic
manifold V. Let D =
∑q
j=1Dj ∈ |L| such that D has only simple normal
crossings. Assume that f : Cm → V is a differentiably non-degenerate
holomorphic mapping with m ≥ dimC V . Then
Tf (r, L) + Tf (r,KV ) ≤
q∑
j=1
Nf (r,Dj) +O
(
log+ Tf (r, ω)
)
+O(δ log r) +O(1)
holds for r ∈ (1,∞) outside a subset Eδ ⊂ (1,∞) of finite Lebesgue measure.
Let O(1)→ Pn(C) be the hyperplane line bundle with Fubini-Study form.
Then
KPn(C) = O(−n− 1), c1(KPn(C)) = −(n+ 1)c1(O(1)),
where O(−1) is called the tautological line bundle.
Corollary 5.5. Let H1, · · · ,Hq be hyperplanes in general position in Pn(C).
Let M be a complete Ka¨hler manifold of non-positive sectional curvature and
Ricci curvature satisfying (8). Assume that f :M → Pn(C) is a differentiably
non-degenerate holomorphic mapping with dimCM ≥ n. Then for any δ > 0,
we have
(q − n− 1)Tf (r, ωFS) + T (r,RM )
≤
q∑
j=1
Nf (r,Hj) +O
(
(1 + δ) log+G(r)− log r)+O (log+ Tf (r, ωFS)) +O(1)
holds for r ∈ (1,∞) outside a subset Eδ ⊂ (1,∞) of finite Lebesgue measure,
where G(r) is determined by (9).
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Let S be a compact Riemann surface of genus g, and a1, · · · , aq be distinct
points in S. Note that
c1(La1) = · · · = c1(Laq ), c1(KS) = (2g − 2)c1(La1).
Corollary 5.6. Let f :M → S be a differentiably non-degenerate holomor-
phic mapping into a compact Riemann surface S with genus g. Let a1, · · · , aq
be distinct points in S. Assume that M has non-positive sectional curvature
and Ricci curvature satisfying (8). Then for any δ > 0, we have
(q − 2 + 2g)Tf (r, La1) + T (r,RM )
≤
q∑
j=1
Nf (r, aj) +O
(
(1 + δ) log+G(r)− log r)+O (log+ Tf (r, La1))+O(1)
holds for r ∈ (1,∞) outside a subset Eδ ⊂ (1,∞) of finite Lebesgue measure,
where G(r) is determined by (9).
5.3. Defect relations.
We consider the defect relation for a non-degenerate holomorphic mapping
f : M → V, where M is a m-dimensional complete Ka¨hler manifold of non-
positive sectional curvature, and V is an n-dimensional complex projective
algebraic manifold with m ≥ n. In general, we set for two holomorphic line
bundles L,L′ over V[
c1(L
′)
c1(L)
]
= sup
{
a ∈ R : L′ > aL} , [c1(L′)
c1(L)
]
= inf
{
a ∈ R : L′ < aL} .
By definition, it is clear that
(52)
[
c1(L
′)
c1(L)
]
≤ inf
r→∞
Tf (r, L
′)
Tf (r, L)
≤ sup
r→∞
Tf (r, L
′)
Tf (r, L)
≤
[
c1(L′)
c1(L)
]
.
When Tf (r, L)→∞ as r →∞, we define the defect δf (D) of f with respect
to D by
δf (D) = 1− lim sup
r→∞
Nf (r,D)
Tf (r, L)
.
Another defect Θf (D) is defined by
Θf (D) = 1− lim sup
r→∞
Nf (r,D)
Tf (r, L)
,
where Nf (r,D) = Nf (r, suppD). It is clear that
0 ≤ δf (D) ≤ Θf (D) ≤ 1.
Before proving a defect relation, we first give some lemmas.
Let d be a positive integer, a d-dimensional Bessel process Wt is defined
to be the Euclidean norm of a Brownian motion in Rd, namely, Wt = ‖Bdt ‖,
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where Bdt is a d-dimensional Brownian motion in R
d. Wt is a Markov process
satisfying the stochastic differential equation
dWt = dBt +
d− 1
2
dt
Wt
,
where Bt is the one-dimensional standard Brownian motion in R.
Lemma 5.7. Let Xt be the Brownian motion in M generated by
1
2∆M and
started at o ∈M. Then
Eo[τr] ≤ r
2
2m
,
where τr = inf{t > 0 : Xt 6∈ Bo(r)}.
Proof. By condition, r(X0) = 0. Apply Itoˆ formula to r(x),
(53) r(Xt) = Bt − Lt + 1
2
∫ t
0
∆Mr(Xs)ds,
where Bt is a one-dimensional standard Brownian motion in R, and Lt is a
local time on locus of o, an increasing process that increases only at cut loci
of o. Since M is simply connected and non-positively curved, then we have
the fact
∆Mr(x) ≥ 2m− 1
r(x)
, Lt ≡ 0.
Thereby (53) turns out
r(Xt) ≥ Bt + 2m− 1
2
∫ t
0
ds
r(Xs)
,
which yields that
dr(Xt) ≥ dBt + 2m− 1
2
dt
r(Xt)
, r(X0) = 0.
Associate the stochastic differential equation
dWt = dBt +
2m− 1
2
dt
Wt
, W0 = 0,
whereWt is the 2m-dimensional Bessel process. Use the comparison theorem
of stochastic differential equations (see [19]), we obtain
(54) Wt ≤ r(Xt)
almost sure for t > 0, due to thatM is simply connected and of non-positive
curvature. Put
ιr = inf{t > 0 : Wt ≥ r},
which is a stopping time. From (54), we can verify that ιr ≥ τr. This implies
(55) Eo[ιr] ≥ Eo[τr].
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SinceWt is the Euclidean norm of 2m-dimensional Brownian motion in R
2m,
then employing Dynkin formula to W 2t we have
Eo[W
2
ιr ] =
1
2
Eo
[∫ ιr
0
∆RW
2
t dt
]
= 2mEo[ιr],
where ∆R is the Laplace operator on R. Combining (54) and (55) again, it
is therefore
r2 = Eo[r
2] = 2mEo[ιr] ≥ 2mEo[τr].
This certifies the claim. 
Lemma 5.8. Let sM denote the Ricci scalar curvature of Ka¨hler manifold
M of complex dimension m, and let RM be defined by (7). Then
sM ≥ mRM .
Proof. For a fixed point x ∈M , we take a normal coordinate system z near
x such that gij(x) = δ
i
j . Then we have
sM(x) =
m∑
j=1
Rjj(x) =
m∑
j=1
Ric(
∂
∂zj
,
∂
∂zj
)x ≥ mRM(x).
The proof is completed. 
Lemma 5.9. Let κ be a non-positive and non-increasing continuous func-
tion on [0,∞) satisfying (8). Then
T (r,RM ) ≥ 2m− 1
2
r2κ(r).
Proof. Non-positivity of sectional curvature and Lemma 5.8 imply that
mRM ≤ sM ≤ 0,
where sM is the Ricci scalar curvature of M and RM is defined by (7). By
coarea formula and (6), it turns out
T (r,RM ) =
1
2
∫
Bo(r)
gr(o, x)eRM (x)dV (x)
= −1
4
Eo
[∫ τr
0
∆M log det(gij(Xt))dt
]
=
1
4
Eo
[∫ τr
0
sM(Xt)dt
]
≥ mEo
[∫ τr
0
RM (Xt)dt
]
≥ m(2m− 1)κ(r)Eo[τr].
To the term Eo[τr], since M is simply connected and non-positively curved,
it then deduces Eo[τr] ≤ r22m from Lemma 5.7. This completes the proof. 
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Theorem 5.10 (Defect relation). Assume the same conditions as in Theo-
rem 5.3. If
lim inf
r→∞
r2κ(r)
Tf (r, ω)
= 0.
Then
Θf (D)
[
c1(L)
ω
]
≤
[
c1(K∗V )
ω
]
.
Proof. By Theorem 5.3, it yields that(
1− Nf (r,D)
Tf (r, L)
)
Tf (r, L)
Tf (r, ω)
≤ Tf (r,K
∗
V )
Tf (r, ω)
− T (r,RM )
Tf (r, ω)
+
O
(
(1 + δ) log+G(r)− log r + log+ log r + 1)
Tf (r, ω)
.
If κ 6≡ 0, then κ(r) ≤ κ(0) ≤ 0 due to κ is non-positive and non-increasing,
which implies r2 = o(Tf (r, ω)) by the condition. Use a standard comparison
argument, this yields from (9) that G(r) ≤ c1 exp(c2(r − r2κ(r))) for some
constants c1, c2 > 0. Consequently,
log+G(r) ≤ c2(r − r2κ(r)) +O(1).
Thus, we have log+G(r) = o(Tf (r, L)). By Lemma 5.9, the conclusion holds.
If κ ≡ 0, then M has constant sectional curvature 0. It is known from [30]
that M is biholomorphic to Cm, we can identify M with Cm. In such case,
Tf (r, ω) ≥ O(log r) (see [24]). From (9), we get G(r) = r. Consequently,
O
(
(1 + δ) log+G(r)− log r)
Tf (r, ω)
≤ Cδ
for a constant C > 0. One obtains(
1− Nf (r,D)
Tf (r, L)
)
Tf (r, L)
Tf (r, ω)
≤ Tf (r,K
∗
V )
Tf (r, ω)
− T (r,RM )
Tf (r, ω)
+ Cδ + o(1).
Since δ can be small arbitrarily, let r →∞ and δ → 0, we have the claim. 
Corollary 5.11. Let M = Cm. Then
Θf (D)
[
c1(L)
ω
]
≤
[
c1(K
∗
V )
ω
]
.
Corollary 5.12. Let Dj ∈ |L| for 1 ≤ j ≤ q such that
∑q
j=1Dj has only
simple normal crossings. If
lim inf
r→∞
r2κ(r)
Tf (r, ω)
= 0.
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Then
q∑
j=1
Θf (Dj) ≤
[
c1(K∗V )
ω
]
.
Let f∗Dj =
∑
λ νjλAjλ be the composition into irreducible components.
Then f is said to be completely νj-ramified over Dj , where νj = minλ{νjλ}.
Corollary 5.13 (Ramification Theorem). Let Dj ∈ |L| for 1 ≤ j ≤ q such
that
∑q
j=1Dj has only simple normal crossings. Assume that f is completely
νj-ramified over Dj for 1 ≤ j ≤ q. If
lim inf
r→∞
r2κ(r)
Tf (r, ω)
= 0.
Then
q∑
j=1
(
1− 1
νj
)[
c1(LDj)
ω
]
≤
[
c1(K∗V )
ω
]
.
Proof.
q∑
j=1
(
1− 1
νj
)[
c1(LDj )
ω
]
≤
q∑
j=1
(
1− lim sup
r→∞
Nf (r,Dj)
Nf (r,Dj)
)[
c1(LDj )
ω
]
≤
q∑
j=1
(
1− lim sup
r→∞
Nf (r,Dj)
Tf (r, LDj )
)[
c1(LDj )
ω
]
≤
[
c1(K
∗
V )
ω
]
.

5.4. Examples.
(a) V = Pn(C)
Let D1, · · · ,Dq be hypersurfaces in Pn(C) of degree d1, · · · , dq such that∑q
j=1Dj has only simple normal crossings. We have
c1(K
∗
Pn(C)) = (n+ 1)ωFS, c1(LDj ) = djωFS.
If lim infr→∞ r
2κ(r)/Tf (r, ωFS) = 0, then Theorem 5.10 gives
q∑
j=1
djΘf (Dj) ≤ n+ 1.
Particularly for hyperplanes D1, · · · ,Dq in general position, we have
q∑
j=1
Θf (Dj) ≤ n+ 1.
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(b) V = S is a compact Riemann surface of genus g
Let a1, · · · , aq be distinct points in S, we have c1(La1) = · · · = c1(Laq ).
Employ the relation c1(K
∗
S) = (2− 2g)c1(La1), it follows
q∑
j=1
Θf (aj) ≤ 2− 2g,
provided lim infr→∞ r
2κ(r)/Tf (r, La1) = 0 due to Theorem 5.10.
(c) V = Cn/Λ
Let D ⊂ Cn/Λ be a hypersurface with no singular points so that c1(LD) >
0, where Λ is a lattice in Cn. c1(KCn/Λ) = 0 means that Θf (D) = 0, provided
lim infr→∞ r
2κ(r)/Tf (r, LD) = 0.
6. Defect relations for singular divisors
We extend the defect relation for divisors of simply-normal-crossing type
to general divisors. Given a hypersurfaceD in a complex projective algebraic
manifold V. Let S denote the set for the points of D at which D has a non-
normal-crossing singularity. Apply Hironaka’s resolution of singularities (see
[17]), there exists a proper modification
τ : V˜ → V
for a complex projective algebraic manifold V˜ so that V˜ \ S˜ is biholomorphic
onto V \S under the holomorphic mapping τ and D˜ has only normal crossing
singularities, where S˜ = τ−1(S), D˜ = τ−1(D). Let D̂ = D˜ \ S˜ be the closure
of D˜ \ S˜ and denoted by S˜j the irreducible components of S˜. Put
(56) τ∗D = D̂ +
∑
pj S˜j = D˜ +
∑
(pj − 1)S˜j , Rτ =
∑
qjS˜j,
where Rτ is ramification divisor of τ, and pj, qj > 0 are integers. Again, set
(57) S∗ =
∑
ςj S˜j, ςj = max{pj − qj − 1, 0}.
We endow LS∗ with a Hermitian metric ‖·‖, and take a holomorphic section
σ of LS∗ with Divσ = S
∗ and ‖σ‖ < 1. Let
f : M → V
be a holomorphic mapping from a complete Ka¨hler manifold M such that
f(M) 6⊂ D. The proximity function of f with respect to the singularities of
D is defined by
mf (r, sing(D)) =
∫
So(r)
log
1
‖σ ◦ τ−1 ◦ f(x)‖dπ
r
o(x).
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Let f˜ : M → V˜ be the lift of f given by τ ◦ f˜ = f. Then, we verify that
(58) mf (r, sing(D)) = mf˜ (r, S
∗) =
∑
ςjmf˜ (r, S˜j).
Theorem 6.1 (SMT). Let M be a complete Ka¨hler manifold of non-positive
sectional curvature and Ricci curvature satisfying (8). Let D be a hypersur-
face in V and fix a Hermitian metric form ω on V. Assume that f : M → V
is a differentiably non-degenerate holomorphic mapping with dimCM ≥
dimC V. Then for any δ > 0, we have
Tf (r, LD) + Tf (r,KV ) + T (r,RM )
≤ mf (r, sing(D)) +Nf (r,D) +O
(
(1 + δ) log+G(r)− log r)
+O
(
log+ Tf (r, ω)
)
+O
(
log+ log r
)
+O(1)
holds for r ∈ (1,∞) outside a subset Eδ ⊂ (1,∞) of finite Lebesgue measure.
Proof. We first assume that D is the union of smooth hypersurfaces, namely,
no irreducible component of D˜ crosses itself. Let E be the union of generic
hyperplane sections of V so that the set A = D˜∪E has only normal-crossing
singularities. From (56) with KV˜ = τ
∗KV ⊗ LRτ , we have
(59) KV˜ ⊗ LD˜ = τ∗KV ⊗ τ∗LD ⊗
∏
L
⊗(1−pj+qj)
S˜j
.
Apply Theorem 5.3 to f˜ for divisor A, it yields
T
f˜
(r, LA) + Tf˜ (r,KV˜ ) + T (r,RM )
≤ N
f˜
(r,A) +O
(
(1 + δ) log+G(r)− log r)+O( log+ T
f˜
(r, τ∗ω)
)
+O
(
log+ log r
)
+O(1).
The First Main Theorem implies that
T
f˜
(r, LA) = mf˜ (r,A) +Nf˜ (r,A) +O(1)
= m
f˜
(r, D˜) +m
f˜
(r,E) +N
f˜
(r,A) +O(1)
≥ m
f˜
(r, D˜) +N
f˜
(r,A) +O(1)
= T
f˜
(r, LD˜)−Nf˜ (r, D˜) +Nf˜ (r,A) +O(1),
which leads to
T
f˜
(r, LA)−N f˜ (r,A) ≥ Tf˜ (r, LD˜)−N f˜ (r, D˜) +O(1).
By T
f˜
(r, τ∗ω) = Tf (r, ω) and N f˜ (r, D˜) = Nf (r,D) with the above,
T
f˜
(r, LD˜) + Tf˜ (r,KV˜ ) + T (r,RM )(60)
≤ N
f˜
(r, D˜) +O
(
(1 + δ) log+G(r)− log r)+O( log+ Tf (r, ω))
+O
(
log+ log r
)
+O(1).
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Since (59), consequently
T
f˜
(r, LD˜) + Tf˜ (r,KV˜ )(61)
= T
f˜
(r, τ∗LD) + Tf˜ (r, τ
∗KV ) +
∑
(1− pj + qj)Tf˜ (r, LS˜j )
= Tf (r, LD) + Tf (r,KV ) +
∑
(1− pj + qj)Tf˜ (r, LS˜j ).
By N
f˜
(r, S˜) = 0, it follows from (57) and (58) that∑
(1− pj + qj)Tf˜ (r, LS˜j )(62)
=
∑
(1− pj + qj)mf˜ (r, S˜j) +O(1)
≤
∑
ςjmf˜ (r, S˜j) +O(1)
= mf (r, sing(D)) +O(1).
Combining (60)-(62), we certify the conclusion.
To prove the general case, according to the above proved, one only needs
to verify this claim for an arbitrary hypersurface D of normal-crossing type.
Note from the argument in [29] (Page 175) that there exists a proper modifi-
cation τ : V˜ → V such that D˜ = τ−1D is the union of a collection of smooth
hypersurfaces of normal crossings. Therefore, mf (r, sing(D)) = 0. Applying
the special case of this theorem proved above, the conclusion holds for D
with the help of Theorem 5.3. This completes the proof. 
If D has only simply normal crossings, then we have mf (r, sing(D)) = 0,
which matches with Theorem 5.3.
Corollary 6.2. Let D be a hypersurface in V. Fix a Hermitian metric form
ω on V. Assume that f : Cm → V is a differentiably non-degenerate holo-
morphic mapping with m ≥ dimC V . Then for any δ > 0, we have
Tf (r, LD) + Tf (r,KV )
≤ mf (r, sing(D)) +Nf (r,D) +O
(
log+ Tf (r, ω)
)
+O(δ log r) +O(1)
holds for r ∈ (1,∞) outside a subset Eδ ⊂ (1,∞) of finite Lebesgue measure.
Corollary 6.3 (Shiffman, [29]). Let D be a hypersurface in V so that LD >
0. Assume that f : Cm → V is a differentiably non-degenerate holomorphic
mapping with m ≥ dimC V . Then for any δ > 0, we have
Tf (r, LD) + Tf (r,KV )
≤ mf (r, sing(D)) +Nf (r,D) +O
(
log+ Tf (r, LD)
)
+O(δ log r) +O(1)
holds for r ∈ (1,∞) outside a subset Eδ ⊂ (1,∞) of finite Lebesgue measure.
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Proof. LD > 0 means that there exists a Hermitian metric h on LD such that
c1(LD, h) > 0. Take ω = c1(LD, h), we have Tf (r, ω) = Tf (r, LD)+O(1). By
Corollary 6.2, the claim holds. 
Theorem 6.4 (Defect relation). Assume the same conditions as in Theorem
6.1. If
lim inf
r→∞
r2κ(r)
Tf (r, ω)
= 0.
Then
Θf (D)
[
c1(L)
ω
]
≤
[
c1(K∗V )
ω
]
+ lim sup
r→∞
mf (r, sing(D))
Tf (r, ω)
.
Proof. The proof is almost same as one of Theorem 5.10. 
For further consideration of defect relation, we introduce some additional
notations. Let A ⊂ V be a hypersurface such that A ⊃ S, where S is a set
of non-normal-crossing singularities of D given before. To write
(63) τ∗A = Â+
∑
tjS˜j, Â = τ−1(A) \ S˜.
Set
(64) γA,D = max
ςj
tj
,
where ςj are given by (57). Clearly, 0 ≤ γA,D < 1. Note from (63) that
mf (r,A) = mf˜ (r, τ
∗A) ≥
∑
tjmf˜ (r, S˜j) +O(1).
From (58), we see that
(65) mf (r, sing(D)) ≤ γA,D
∑
tjmf˜ (r, S˜j) ≤ γA,Dmf (r,A) +O(1).
Theorem 6.5 (Defect relation). Let L → V be a holomorphic line bundle
over V and let D1, · · · ,Dq ∈ |L| be hypersurfaces such that any two of which
have no common components. Let A be a hypersurface in V containing the
non-normal-crossing singularities of
∑q
j=1Dj . Let M be a complete Ka¨hler
manifold of non-positive sectional curvature and Ricci curvature satisfying
(8). Fix a Hermitian metric form ω on V. Assume that f : M → V is a
differentiably non-degenerate holomorphic mapping with dimCM ≥ dimC V.
If
lim inf
r→∞
r2κ(r)
Tf (r, ω)
= 0.
Then
q∑
j=1
Θf (Dj)
[
c1(L)
ω
]
≤
[
c1(K∗V )
ω
]
+ γA,D
[
c1(LA)
ω
]
.
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Proof. Observe (65), we have
lim sup
r→∞
mf (r, sing(D))
Tf (r, ω)
≤ γA,D
[
c1(LA)
ω
]
.
Apply Theorem 6.4, we prove the claim. 
Corollary 6.6 (Shiffman, [29]). Let L → V be a holomorphic line bundle
over V and let D1, · · · ,Dq ∈ |L| be hypersurfaces such that any two of which
have no common components. Let A be a hypersurface in V containing the
non-normal-crossing singularities of
∑q
j=1Dj . Assume that f : C
m → V
is a differentiably non-degenerate holomorphic mapping with m ≥ dimC V .
Then
q∑
j=1
Θf (Dj) ≤
[
c1(K∗V )
c1(L)
]
+ γA,D
[
c1(LA)
c1(L)
]
.
Proof. Since L > 0, take a Hermitian metric h on L so that ω = c1(L, h) > 0.
Then, Tf (r, ω) = Tf (r, L) +O(1). It follows from Theorem 6.5 that
q∑
j=1
Θf (Dj) ≤
[
c1(K
∗
V )
c1(L)
]
+ γA,D
[
c1(LA)
c1(L)
]
.
The proof is completed. 
Corollary 6.7. Let L→ V be a positive holomorphic line bundle over V and
let D ∈ |L| be a hypersurface in V . Assume that there exists a hypersurface
A ⊂ V containing the non-normal-crossing singularities of D such that[
c1(K∗V )
c1(L)
]
+ γA,D
[
c1(LA)
c1(L)
]
< 1.
Let M be a complete Ka¨hler manifold of non-positive sectional curvature
and Ricci curvature satisfying (8). Then any holomorphic mapping f :M →
V \D with dimCM ≥ dimC V satisfying
lim inf
r→∞
r2κ(r)
Tf (r, L)
= 0
is differentiably degenerate.
Corollary 6.8. Let D ⊂ Pn(C) be a hypersurface of degree dD. Assume that
there is a hypersurface A ⊂ Pn(C) of degree dA containing the non-normal-
crossing singularities of D such that
dAγA,D + n+ 1 < dD.
Let M be a complete Ka¨hler manifold of non-positive sectional curvature
and Ricci curvature satisfying (8). Then any holomorphic mapping f :M →
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n(C) \D with dimCM ≥ n satisfying
lim inf
r→∞
r2κ(r)
Tf (r, LD)
= 0
is differentiably degenerate.
Proof. By condition, we see that[
c1(K∗Pn(C))/c1([D])
]
+ γA,D[c1([A])/c1([D])] =
n+ 1
dD
+ γA,D
dA
dD
< 1.
The conclusion follows from Corollary 6.7. 
Corollary 6.9. Let D be a hypersurface in V such that LD > 0 and let
M be a complete Ka¨hler manifold of non-positive sectional curvature and
Ricci curvature satisfying (8). Assume that f : M → V is a differentiably
non-degenerate holomorphic mapping with dimCM ≥ dimC V. If
lim inf
r→∞
r2κ(r)
Tf (r, LD)
= 0.
Then
Θf (D) ≤ γD,D +
[
c1(K∗V )
c1(LD)
]
.
Proof. Take A = D and equip a Hermitian metric on LD such that the Chern
form is positive. Similarly as before, we have the inequality holds. 
A meromorphic mapping f : M → V is given by a holomorphic mapping
f0 :M0 → V, whereM0 is dense in M such that the closure of graph of f0 in
M×V is an analytic subvariety of M ×V. Moreover, M0 can be chosen such
that M \M0 is an analytic set of codimension at least two. From definition,
it is clear thatM \M0 is a polar set. Thus, Dynkin formula is still valid for f.
Apply the similar arguments, all our conclusions still hold for meromorphic
mappings.
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