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Abstract
This article focuses on the question of learning how to automatically select a subset of
items among a bigger set. We introduce a methodology for the inference of ensembles of
discrete values, based on the Naive Bayes assumption. Our motivation stems from practical
use cases where one wishes to predict an unordered set of (possibly interdependent) values
from a set of observed features. This problem can be considered in the context of Multi-
label Classification (MLC) where such values are seen as labels associated to continuous
or discrete features. We introduce the NaiBX algorithm, an extension of Naive Bayes
classification into the multi-label domain, discuss its properties and evaluate our approach
on real-world problems.
Keywords: naive Bayes, multi-label classification, supervised learning, subset selection
1. Introduction
Consider the problem of mapping a set of features to a set of labels. For instance, one may
wish to associate the cooking preferences of tonight’s guests to a list of ingredients for a cake,
or map an image to a set of animal species present in the image, or again a text document
to a list of topics. In the cake toy-example, it is reasonable to assume that, for the shopping
part, the order in which the ingredients are presented is irrelevant. However, it is important
that all ingredients for the cake are on the shopping list rather than a mix of ingredients
between two probably acceptable cakes. Moreover, if the guests prefer a certain type of cake
and one only needs brown sugar for its recipe, but could probably substitute it with white
sugar, it is a desirable property of the cooking assistant that it does not predict both brown
and white sugar with high probability in the shopping list. Such intuitive statements are key
features of multi-label classification, when predicted labels are (conditionally) dependent on
the presence of other labels, and are issues we attempt to address in this paper.
This article deals with such problems where one wishes to predict a set of discrete-valued
variables with no specific order and where the target variables are interdependent. Where
multi-class classification maps an example x to a single element within a (possibly large) set
of classes, multi-label classification maps each x to a subset of all possible labels within the
class set.
Practical examples range from document labeling to gene functional classification. One
particular new application, which motivates the current work, deals with the prediction
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of which electricity power plants need to have their production schedule changed when
unexpected events occur in the network, in order to quickly re-optimize the production so
as to answer the power demand.
The problem of predicting a subset y ⊂ Y of labels given a set of features x can be seen
as one of multi-class classification if we consider a target class as being one of the possible
subsets in the powerset P(Y). As one deals with a powerset, this number might be very
large as it grows exponentially with the size of the labels set. To counter this, we first learn
to predict the correct subset size m for a given x, then predict a first value given x and m,
then a second value given x, m and the first value, and so on until we reach the predefined
size of the subset we wish to predict. This allows us to retain the conditional dependencies
between values within the set. For this purpose, we construct a cascade of predictors (where
predictor number k predicts the k-th element in the subset) and we suppose that each of
these predictors is a Naive Bayes Classifier (NBC). This hypothesis induces a dramatic
simplification of the predictors computation’s complexity (both in time and space), and
the overall learning task boils down to training the elementary parameters of a single NBC
that can be used for prediction of every element in the subset. Our presentation unfolds
as follows. We recall the principle and properties of Naive Bayes classification in Section 2.
Then, in Section 3, we review the question of multi-label classification, formalize the problem
of learning a probabilistic classifier for a subset of labels, introduce a general “cascade of
predictors” method in which we finally apply Naive Bayes Classifiers. We derive a learning
algorithm called NaiBX and discuss its properties in Section 4. Experimental validation
results and comparisons are presented in Section 5. Finally, we summarize and conclude in
Section 6.
2. Naive Bayes Classification
Classification, a key problem in supervised learning, consists in mapping a tuple of features
x = (x1, . . . , xn) belonging to a feature space X , to a class c in the set C of possible targets.
Different approaches to classification have been discussed in the Machine Learning literature;
for a review, see Kotsiantis (2007), or the fundamental textbook by Hastie et al. (2001).
LetX = (X1, . . . ,Xn) be the random vector of observations x, taking its values in X , and
let C be the random variable describing the class associated to X. A probabilistic classifier
f assigns the class c to a new observation x if c maximizes the conditional probability of
C = c given that X = x. More formally
f(x) = argmax
c∈C
P(C = c|X = x). (1)
According to Bayes rule, this probability can be written as
P(C = c|X = x) = P(C = c)P(X = x|C = c)
P(X = x)
.
Consequently, evaluating the argument under the max operator in Equation 1 boils down
to evaluating the probability P(C = c) of observing class c and the probability P(X = x|C =
c) of observing a sample x among those of class c. This last quantity is a joint distribution
over n = dim(X ) variables which might be difficult to estimate. The Naive Bayes assumption
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consists in supposing that all features Xi of X are conditionally independent given the value
of the class variable; that is ∀(i, j) ∈ [1, n]2, P(Xi|C,Xj) = P(Xi|C). This implies that
P(C = c|X = x) =
P(C = c)
n∏
i=1
P(Xi = xi|C = c)
P(X = x)
,
and eventually,
f(x) = argmax
c∈C
[
P(C = c)
n∏
i=1
P(Xi = xi|C = c)
]
. (2)
Thus, constructing a Naive Bayes classifier consists in estimating values for P(C) and
P(Xi|C), given a set of training examples
{(
xl, cl)
)}
l∈[1,L]
, so as to solve the maximization
problem of Equation 2 given a new observation xnew.
2.1 Continuous Features in NBCs
In the case of continuous Xi features, one generally assumes a parametric probability density
function p(Xi = xi|C = c) for the distribution of Xi given C. In this case, Equation 2 needs
to be rewritten as
f(x) = argmax
c∈C
P(C = c)
n∏
i=1
p(Xi = xi|C = c)
p(X = x)
 , (3)
and the denominator in Equation 3 is computed as
p (X = x) =
∑
c∈C
p (X = x|C = c) .
The p (X = x|C = c) elements in the last expression can be decomposed further into
products of univariate distributions using again the Naive Bayes assumption.
2.2 Optimality of NBCs
Although the Naive Bayes assumption is rarely true in most real-world applications, NBCs
perform surprisingly well and are often competitive against more sophisticated methods
(such as Classification Trees, Support Vector Machines or Neural Networks for instance).
The conditions for the optimality of NBCs given the conditional independence assumption
(hardly ever met, in practice) have been studied for instance in (Domingos and Pazzani,
1997) and, more recently, in (Zhang, 2004, 2005). Intuitively, since the conditional indepen-
dence assumption almost never holds, the probability estimation perfomance of NBCs may
be poor. The authors of (Zhang, 2004) demonstrate it is the distribution of dependencies
among attributes Xi that affects the classification performance, rather than the dependen-
cies themselves. They derive the conditions for optimality of NBCs under which it is shown
that the class having maximum estimated probability remains the correct one, despite the
fact that those estimations are flawed.
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3. Multi-label Classification
The canonical classification task (Hastie et al., 2001) in machine learning deals with binary
targets: given a vector of observations x, one wants to associate to it the most appropriate
class c in C, where |C| = 2. If we extend C to be a set of any finite amount of target classes
we are then facing a multi-class problem: we must choose one option among many available.
Binary methods such as Support Vector Machines can be extended (Crammer and Singer,
2002) to handle such cases via the construction of several one-against-all classifiers at the
cost of storing more parameters, while others such as NBC or decision trees natively support
multi-class problems.
In the present paper we address the more general problem of multi-label classification
(MLC). Given a set C of options (“labels”), we look for the most appropriate subset of those
options, denoted by
fclassifier : X −→ P(C),
where the number of labels to assign to each observation is itself part of the problem.
Often one performs a problem transformation, that is, algorithms for binary and multi-
class classification are adapted to handle multi-label problems. One such transformation is
known as the Label Powerset (LP) method (Tsoumakas and Katakis, 2007; Tsoumakas et al.,
2010), that consists in turning a multi-label problem into a multiclass one. This operates
by mapping x ∈ X to one of the sets ck = {cj} that compose P(C), in practice usually a
big set. While LP methods offer the advantage of taking into account label dependencies
(Viola and Jones, 2001), as the number of classes scales exponentially with the number of
labels, this approach cannot cope with rich sets of labels. To counter this, Tsoumakas et al.
(2011) developed the RAkEL algorithm (RAndom k-LabEL sets), a variation on LP that
trains a series of m models whose targest are a subset of k labels from those available.
Another approach consists in independently training a binary classifier for each admis-
sible label cj ∈ C thus obtaining as many models as there are labels; a method known as
Binary Relevance (BR) (Tsoumakas and Katakis, 2007; Read et al., 2009). It is worth not-
ing, however, that such an approach implicitly assumes conditional independence between
labels since it predicts them independently.
3.1 Classifiers Chains
In MLC, target vectors can be represented in two equivalent ways. Assuming for example
that the set of available labels is Y = {1, 2, ..., 10}, then one can seamlessly express the
targets in the following alternative fashions:
• y = [- - 3 - 5 6 7 - 9 -],
• y = [0 0 1 0 1 1 1 0 1 0].
The second one is what is commonly adopted in the literature (Tsoumakas et al., 2010),
where models are trained to predict the presence of label li through a binary variable Yi ∈
{0, 1}.
Stemming from the principles of BR, Read et al. (2009) extended the method by taking
into account information about label interdependence. They proceed in an incremental way,
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at each step taking into account what was predicted previously. Their Classifier Chains
(CC) meta-algorithm first starts by predicting whether label l1 is to be included in the
target vector. It then continues predicting the presence of the second label l2 given the
information contained in the data (X) and whether l1 was included in the target vector
(Yˆ1 ∈ {0, 1}). At the i-th step we have
Yˆi = h(X | Yˆi−1, Yˆi−2, ..., Yˆ1).
The order of evaluation of the binary labels Yi ∈ {0, 1} can affect negatively the perfor-
mance of the algorithm. Their Ensemble of Classifier Chains (ECC) is a possible counter-
measure to this limitation: they extend their methodology by training m different predictors
on random permutations of the labels to then operate a bagging (Breiman, 1996) step for
the selection, via a threshold function, of the best labels. So for example one could have
h1(Y1, Y4, Y3, Y2), h
2(Y3, Y1, Y2, Y4) and so on. Dembczynski et al. (2010) refined this method
with their Probabilistic Classifier Chains (PCC) at the cost of dramatically increased com-
putational costs. While at each iteration of CC, we get the prediction of a label (either "1"
or "0"), with PCC we obtain the full joint distribution of the labels. Exploiting the chain
rule of probability at each step one gets
P(Y1, ..., YL | X) = f1(X) ·
L∏
i=2
fi(X,Y1, ..., YL),
where fi(X) = P(Y1 = 1 | X,Yi−1, ..., Y1) is a probabilistic classifier predicting the
probability of label li being included in the target vector. To accomplish this, at each
level of the chain they need to compute a joint distribution, which is the cause of its high
computational costs.
3.2 Complexity of NBC for multi-label classification
To set ideas and simplify the presentation, we shall suppose that X = Rn and that the Xi|C
are distributed following a Normal distribution N (µic, σic) (although our work straightfor-
wardly extends to more general families of variables and distributions). Consequently, given
a training set
{(
xl, cl)
)}
l∈[1,L]
, estimating the parameters of an NBC consists in estimat-
ing and storing |C| − 1 values to describe P(C) and 2n|C| values to describe all p(Xi|C).
More generally, the space requirements for estimating and storing an NBC are in O(κn|C|),
where κ is the number of parameters required to characterize a single univariate distribution
p(Xi|C = c).
If the class space C is the powerset P(Y) of a label set Y, then the number of possible
classes is |C| = 2|Y| and the space requirements of the corresponding NBC are in O(κn2|Y|).
These requirements quickly become impractical for real-life applications; for instance, a
problem with 10 Gaussian features Xi and 100 labels yields an order of magnitude for
the space complexity of the corresponding NBC of 1031 values stored. This specific issue
motivates the developments presented below.
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3.3 Motivating Example
Before presenting the main contribution of this paper, we introduce a practical application
case which motivated the present work, although detailed results for his problem are beyond
the scope of this paper. In the context of the unit commitment problems, energy providers
finely plan their production one day ahead, given a forecast of the demand. Often, un-
predicted events (temperature variations, utility failure, etc.) affect this demand and the
original plan must be adapted in order to meet the updated demand while minimizing costs
for the producer.
Optimization software for electricity production planning aim at solving extremely large
combinatorial optimization problems which may take a long time to solve to optimality.
Since the new demand is known within a very short delay, any operation that minimizes
the running time of this re-optimization allows a quick return to a balanced network and
an economical benefit for the producer. One such operation consists in selecting a subset
of the network’s plants whose production plan should be modified, thus defining a reduced
problem, whose resolution time is compatible with the operational requirements.
Let K be the number of power plants in the network and let us suppose that one wishes
to selectm of them to be re-planned. The corresponding NBC that predicts them values has
space requirements in O
(
nκ K!(K−m)!
)
, where n is the number of features characterizing the
problem (e.g. the demand at different moments in the day). For a network with 150 plants
and a subset of 30 plants to be re-optimized, K!(K−m)! ∼ 1063. This makes the brute-force
construction of a NBC practically infeasible. Moreover, if the number m of re-optimized
plants is not fixed beforehand, then the space complexity of the NBC is even worse.
It is important to note in this example that the dependencies between plants that par-
ticipate in the re-optimization should be preserved by the classification algorithm. Suppose
for instance that in the re-optimized production schedule, only the program of plant A has
changed. Suppose, moreover, that plant A has a twin plant B in the network with the exact
same characteristics, then an equivalent optimal schedule can be found by switching plants
A and B. The optimal set of power-plants predicted by a perfect classification algorithm,
should contain either plant A or plant B but not both. This aspect of conditional dependen-
cies among labels is a key issue to be held into consideration when working on MLC (which
cannot be captured by the BR approach).
3.4 Cascades of Predictors
One intuitive way to tackle the problems illustrated above is to consider that selecting a
given-size subset consists in choosing a first element in Y, then a second given the first, then
a third given the first and second, and so on until one reaches the appropriate subset size. In
other words, selecting a subset of Y can be done by choosing an ordered sequence of values
of Y if our selection function at each step effectively re-creates the correct unordered subset.
This approach differs from classifiers chains since it does not predict in sequence whether
the |Y| labels belong or not to the target, but rather picks them incrementally. Notably, the
cascade architecture does not rely on an a priori ordering of the labels (contrarily to CC).
Let Y be the random variable describing the subset of Y that should be associated to
x. The target of the classification algorithm is to learn the correct mapping from x to
realizations of Y . We write y¯ such realizations of Y to avoid confusion with vectors y of
6
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values of Y. Then the classifier f we are searching for is
f(x) = argmax
y¯∈P(Y)
P(Y = y¯|X = x). (4)
In order to sequentially select the elements of the optimal y¯ as stated intuitively, one
would wish to decompose the probability of Equation 4 into elementary probabilities related
to each element yi of y¯. Such elementary probabilities are related to the random event
“yi ∈ Y ”. Let M be the random variable describing the size of Y . Then a subset y¯ is
composed of elements y1 until yk, where M takes the value k. Given a collection of labels
y1, . . . , yk (y¯ = {y1, . . . , yk}) belonging to Y, the following statements hold:
“y1 ∈ Y ” ∧ . . . ∧ “yk ∈ Y ”⇔ y¯ ⊂ Y (5)
“y1 ∈ Y ” ∧ . . . ∧ “yk ∈ Y ” ∧ “all others 6∈ Y ”⇔ y¯ = Y (6)
“y1 ∈ Y ” ∧ . . . ∧ “yk ∈ Y ” ∧ “M = k”⇔ y¯ = Y (7)
Equation 5 expresses the fact that individual properties on the yi can help characterize
the probability that a given subset y¯ is included in Y . Equation 6 helps expressing that
Y is precisely equal to such a subset y¯. Its formulation is equivalent to the target of CC
algorithms.Finally, Equation 7 is of particular interest to us since it states that the subset
that is both included in Y and has the same size as Y is precisely equal to Y .
We use Equation 7 to decompose the probability estimate of the probabilistic classifier
in Equation 4, using the chain rule
P(Y = y¯|X = x) = P(M = m|X = x) × P(y¯ ⊂ Y |X = x,M = m). (8)
As a notational shortcut, for any sequence of values y1, . . . , yi ∈ Y, we introduce
p(yi|x,m, y1, . . . , yi−1) = P(yi ∈ Y |X = x,M = m, y1 ∈ Y, . . . , yi−1 ∈ Y ).
Then, using the chain rule again on the second term of the product of Equation 8, we
can write
P(Y = y¯|X = x) = p(ym|x,m, y1, . . . , ym−1)×
p(ym−1|x,m, y1, . . . , ym−2)×
. . .×
p(y2|x,m, y1)×
p(y1|x,m)×
P(M = m|X = x),
and more concisely
P(Y = y¯|X = x) = P(M = m|X = x)×
m∏
i=1
p(yi|x,m, y1, . . . , yi−1).
So, writing s(x) = max
y¯∈P(Y)
P(Y = y¯|X = x), Equation 4 turns into
s(x) = max
y¯∈P(Y)
(
P(M = m|X = x)×
m∏
i=1
p(yi|x,m, y1, . . . , yi−1)
)
.
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Dembczynski et al. (2010) analyze formally how different algorithms in the literature
solve the maximization problem of Equation 4, rephrased above using Equation 7. They
argue that the Bayes optimal classifier solves this maximization problem to optimality. The
classifier chain approach, however, exploits Equation 6 and adopts a greedy search heuristic
consisting in incrementally picking the most (marginally) probable labels in a predefined
(artificial) order. Our cascade architecture somehow falls in between these two extremes. It
adopts a greedy, possibly sub-optimal search method that incrementally picks labels in the
label set, but does not rely on any predefined ordering of the labels.
The cascade architecture searches for a solution to the maximization problem of Equation
4 by computing the heuristic score function
s(x) = max
ym∈Y
[
p(ym|x,m, y1, . . . , ym−1)×
max
ym−1∈Y
[
p(ym−1|x,m, y1, . . . , ym−2)×
. . .×
max
y2∈Y
[
p(y2|x,m, y1)×
max
y1∈Y
[
p(y1|x,m)×
max
m∈[0,|Y|]
P(M = m|X = x)]]]].
Each of the m + 1 probability estimators in the product above is a classifier in itself.
The feature space of p(yk|x,m, y1, . . . , yk−1) is X × N × Yk−1. We call such a structure a
cascade of predictors. The cascade structure unfolds seamlessly from the application of the
chain rule (see Figure 1). In a cascade, one predicts the number of elements in the subset,
then the first value of the subset, then the second using the results from the computation of
the first, etc.
The name cascade comes naturally for such a sequence of predictors. It also refers to the
detector cascade architecture introduced by (Viola and Jones, 2001), which has been subject
to some recent attention by (Saberian and Vasconcelos, 2014) for instance.
3.5 Cascade of NBCs
Up to this point in this reasoning, no assumption has been made regarding those probability
estimators used in the cascade of predictors. Any efficient classification algorithm can be
used to predict each level in the cascade. This implies storing in memory |Y|+ 1 classifiers
having increasingly complex feature spaces and predicting values in a class set of size |Y|.
Although this might be practically feasible in cases where |Y| is small enough, it may not
scale up to large label sets. Furthermore, the feature spaces of the last predictors in the
cascade are complex, requiring powerful learning architectures. Finally, the training of each
level in the cascade can take very long. To illustrate this last point, let us consider a training
example (x, y¯) where y¯ has size m. Let k be an integer smaller than m. The k-th level in
the cascade estimates the probability that the k-th label is a certain y ∈ Y, given the input
8
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f0(x)
f1(x, mˆ)
f2(x, mˆ, yˆ1)
f3(x, mˆ, yˆ1, yˆ2)
(...)
fm(x, mˆ, yˆ1, ..., yˆm−1)
mˆ
yˆ1
yˆ2
yˆ3
(...)
yˆm
Figure 1: Illustration of a cascade of predictors
features and k − 1 other labels in the predicted set. During the training phase, this implies
that from a single (x, y¯), one can derive m · (m−1k−1) such training examples (m target labels
and
(m−1
k−1
)
subsets of size k−1 taken among the m−1 remaining elements of y¯). In practice,
it implies that from a single training example (x, y¯) with a label set of size m, the number
of training samples presented at the levels of the cascade close to m2 can become very large.
To fix ideas, let us use the previous power plants example, with samples having y¯ subsets
of constant size m = 30 and let us consider the 15th predictor in the cascade. Then each
training example (x, y¯) generates m · (m−1k−1) ∼ 2 · 109 examples that need to be processed by
the 15th classifier in the cascade during the training phase. Such values can considerably
slow down the training of the cascade architecture and become prohibitive in practice.
Now let us discuss how taking NBCs as base classifiers for each level in the cascade
induce a dramatic simplification of both training and storage of the multi-label classifier.
Let us suppose that each of these estimators is built upon the Naive Bayes assumption.
Based on the conclusions of Zhang (2004, 2005), although the probability estimates of these
classifiers are poor, at each step of the cascade the computed argmax remains close to
optimal. Eventually, we are left with |Y| + 1 NBCs: one for the subset size prediction and
one for each level in the cascade. If we start the numbering at zero, predictor zero estimates
P(M |X), then predictor one estimates p (y1|x,m), predictor two estimates p (y2|x,m, y1)
and so on. Let fk be the selection function of predictor number k.
Let us consider the k-th predictor in the cascade. Since it is a Naive Bayes classifier,
according to Equation 3, its selection function decomposes as
9
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Distribution Space complexity
P(M) O (|Y|)
p(Xi|M) O (nκ|Y|)
P(y ∈ Y ) O (|Y|)
p(Xi|y ∈ Y ) O (nκ|Y|)
P(M |y ∈ Y ) O (|Y|2)
P(y′ ∈ Y |y ∈ Y ) O (|Y|2)
Table 1: Univariate distributions in a cascade of NBCs
fk(x,m, y1, . . . , yk−1) = argmax
yk∈Y
P(yk ∈ Y )×
P(M = m|yk ∈ Y )×
n∏
i=1
p(Xi = xi|yk ∈ Y )×
k−1∏
j=1
P(yj ∈ Y |yk ∈ Y )×
1
p(X = x,M = m, {y1, . . . yk−1} ⊂ Y ) . (9)
Note that finding the argmax in Equation 9 does not require computing the denominator
since it does not depend on yk. We keep this denominator nonetheless for the sake of rigor
and because Equation 9 can be used in an extension to our algorithm which is discussed in
the perspectives (but beyond the scope of this paper).
Computing the selection function fk requires evaluating each term of the numerator
in Equation 9. Each term in this numerator is a univariate probability estimator. These
estimators are not specific to the k-th step in the cascade: take two predictors fk and fk′ ,
both will make use of the same generic probability estimators P(y ∈ Y ), p(Xi|y ∈ Y ),
P(M |y ∈ Y ) and P(y′ ∈ Y |y ∈ Y ). The same univariate probability estimators are simply
combined in different fashions at the different stages of the cascade.
The cases of f1 and f0 require different computations. Recall that f1(x,m) is the selection
function of the first label. Its computation makes use of the same P(y ∈ Y ), p(Xi|y ∈ Y )
and P(M |y ∈ Y ) probability estimators as the rest of the cascade (simply it does not use the
P(y′ ∈ Y |y ∈ Y ) estimator). Finally, f0(x) selects the most probable subset size associated
to x. Since f0 is also a Naive Bayes Classifier, its computation requires the P(M) and
p(Xi|M) univariate probability estimators.
Table 1 summarizes the 6 univariate distributions that are required for the computation
of all levels in the cascade, along with the space complexity of their storage (detailed in
section 4.2). Finally, the overall space requirements for the whole cascade isO((nκ+|Y|)|Y|).
10
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4. The NaiBX Algorithm
The previous Section set down three concepts:
• Decomposing the multi-label classification problem into a sequence of single-label pre-
dictors, organized in a cascade to retain the dependency relationships between labels.
• Illustrating why, despite the reduction from multi-label to cascade of single-label pre-
dictions, its application can be difficult for large problems.
• Showing how the introduction of NBCs in a cascade of predictors did not require
the estimation of a different classifier at each level of the cascade, but rather made
use of 6 generic univariate probability estimators which can be easily computed from
available data and which are combined together in different manners by each level of
the cascade.
In this Section we introduce the NaiBX 1 algorithm, which computes the distributions in-
troduced in the previous analysis and uses them to make multi-label predictions given new
data.
4.1 Algorithm Overview
NaiBX is an online algorithm that combines a training function add_example and a pre-
diction function predict_y. It makes use of the data structures presented in Table 2 to
store the parameters necessary to the evaluation of the distributions summarized in Table
1. Algorithm 1 presents the incremental learning process of the add_example function while
Algorithm 2 presents the operations performed when a new sample x requires the prediction
of the associated subset of labels.
The add_example procedure computes the statistics describing the 6 probability distri-
butions required by NaiBX for future predictions (presented in Table 1). The use of µiy
and M2iy (resp. µim and M2im) is recommended by (Knuth, 1997; Chan et al., 1983) for
the online calculation of mean and variance of a population.
The predict_y function receives a new observation xnew as an input and predicts a
vector of labels ypred in a two-step process. In the first one, it estimates the size of the
target vector via the predict_m function. In the second step it proceeds by estimating the
elements of the vector through the cascade of predictors. At each iteration the function
predict_yk is called and fed as an input the size mˆ and the labels estimated so far. Note
that NaiBX was thought as the natural extension of Naive Bayes Classifiers to the multi-
label case. If one trains NaiBX on a data set with targets yobs of size m = 1 with values
from a target set of size |Y| = 2, that is
fclassifier : X −→ Y = {c1, c2},
then NaiBX will act as a traditional binary Naive Bayes Classifier. Furthermore, allowing
|Y| > 2 will return a multi-class classifier.
The algorithm presented in Algorithms 1 and 2 assumes a Gaussian distribution for all
continuous variables. However, NaiBX can be straightforwardly extended to any other type
of distribution.
1. NaiBX (/"neIbEks/) stands for Naive Bayes Classification for Subset Selection.
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Name Description Size
N total number of examples “(x; y¯)” 1× 1
Ny array storing the number of examples seen for y ∈ Y 1× |Y|
Nm array storing the number of examples seen for M = m 1× (|Y|+ 1)
µiy stores the empirical mean of P(Xi = xi|y ∈ Y ) n× |Y|
M2iy table storing the sum of squares of variations to µiy, used n× |Y|
to compute the standard deviation of P(Xi = xi|y ∈ Y )
µim stores the empirical mean of P(Xi = xi|M = m) n× (|Y| + 1)
M2im table storing the sum of squares of variations to µim, used n× (|Y| + 1)
to compute the standard deviation of P(Xi = xi|M = m)
Nyy′ table counting the number of occurences of (y
′ ∈ Y |y ∈ Y ) |Y| × |Y|
Nym table counting the number of occurences of (M = m|y ∈ Y ) |Y| × (|Y| + 1)
Table 2: Data structures
Algorithm 1: NaiBX—Learning Step
add_example(x,y)
m = length of y
N ← N + 1
Nm ← Nm + 1
for i = 1 to n do
δ = xi − µim
µim ← µim + δNm
M2im ←M2im + δ × (xi − µim)
for j = 1 to m do
y = y[j] /* target value */
Ny ← Ny + 1
for i = 1 to n do
δ = xi − µiy
µiy ← µiy + δNy
M2iy ←M2iy + δ × (xi − µiy)
for k = 1 to length of y, k 6= j do
y′ = y[k] /* feature value */
Nyy′ ← Nyy′ + 1
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Algorithm 2: NaiBX— Prediction Step
predict_y(xnew)
m = predict_m(xnew)
ypred = ∅
for k = 1 to m do
ypred ← ypred ∪ predict_yk(xnew,m,ypred)
return ypred
predict_m(xnew)
for m = 0 to |Y| do
scorem =
Nm
N
for i = 1 to n do
σ2im =
M2im
Nm−1
dim =
1√
2piσ2im
exp
(
−(µim−xi)2
2σ2im
)
scorem = scorem × dim
return m with the best scorem
predict_yk(xnew, m, yf )
k = 1 + length of yf
for y ∈ Y \ {yf} do
py =
Ny
N
scorey = py
for i = 1 to n do
σ2iy =
M2iy
Ny−1
diy =
1√
2piσ2
iy
exp
(
−(µiy−xi)2
2σ2iy
)
scorey = scorey × diy
pmy =
Nym
Ny
scorey = scorey × pmy
for j = 1 to k − 1 do
y′ = yf j
pjy =
Nyy′
Ny
scorey = scorey × pjy
Normalize scores
return y with the best scorey
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Training Prediction
Time O (|Y| (κn+ |Y|)) O (|Y|2 (n+ |Y|))
Space O (|Y| (|Y|+ n)) O(|Y|)
Table 3: NaiBX—Time and Space Complexity
4.2 Complexity Analysis
Storing the cascade of predictors during the training phase boils down to storing the param-
eters of the six probability distributions presented in Tables 1 and 2. The space complexity
of storing these parameters are recalled in the above tables. Thus, as stated before, the
space requirements of the whole cascade of classifiers is in O (|Y| (κn+ |Y|)).
As a matter of illustration, with |Y| = 150, m = 30 (as in the power plants example),
κ = 2 and n = 10000, this upper bound is in the order of 106: storing 106 values seems
much more practical than the estimated 1063 of the initial example (see Section 3.3).
It is also relevant to note that if one specializes the previous approach to the prediction
of fixed-length subsets of size m (as in the power plants example), then the analysis above
still holds with the simplification that there is no need for predictor number zero.
The time complexity of the training and prediction phases unfolds straightforwardly from
the presentation in Algorithms 1 and 2. These remarks are summarized in Table 3.
4.3 Laplacian Smoothing
A common practice in Naive Bayes prediction is to use additive (Laplacian) smoothing
in the estimation of probabilities related to discrete variables, in order to compensate for
unseen examples and to avoid having zero estimates for P(X|Y ) and P(Y ) that pull the
estimated probability of a class down to zero. In the general case, for a discrete variable Y
which can take K possible values and for which Y = y has been observed Ny times after N
observations, estimating P(Y = y) using Laplacian smoothing can be written
P(Y = y) =
Ny + 1
N +K
. (10)
This sample correction corresponds to supposing that each possible value of Y has been
seen exactly once before any other observation, which implies that P(Y ) is non-zero. Asymp-
totically, this does not affect the overall behaviour of the probability estimator. In our analy-
ses we applied it when estimating the probabilities P(M = m), P(Y = y), P(M = m|Y = y)
and P(Y ′ = y′|Y = y). In our case, attention must be paid in the case of P(Y ′ = y′|Y = y).
One knows that P(Y ′ = y′|Y = y) = 0 if y = y′. This violates the assumption behind
Laplacian smoothing that every possible value of Y ′ has been observed exactly once before
sample collection started. Consequently, the estimation of P(Y ′ = y′|Y = y) should follow
Equation 11. Note in particular that we use K = |Y| − 1 since there is one forbidden value
for Y ′.
P(Y ′ = y′|Y = y) =
{
0 if y = y′
Nyy′+1
Ny+|Y|−1
otherwise
(11)
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Continuous Features
data set N dim(X ) Labels LCard
CAL500 502 68 174 26.043
Emotions 593 72 6 1.869
Mediamill 43902 120 101 4.376
Music 592 71 6 1.870
NUS-WIDE 269648 128 81 1.873
Scene 2407 294 6 1.074
Yeast 2417 103 14 4.237
Table 4: Description—Continuous data sets
4.4 Bag-of-Words Text Representation
Throughout the paper, the features are assumed continuous, as this was the framework
within which NaiBX was thought of and developed. Nonetheless, as in the MLC literature
text analysis is one of the most relevant applications, we provide some examples of appli-
cation to such data sets. In our implementation for NaiBX , the Naive Bayes classifiers are
built following a standard approach, as seen for example in Manning et al. (2008). Each
entry in the input data is a Bag-of-Words (BoW ) representation of a document, that is,
each keyword appearing in the document is associated to the number of times it appears
in the text. When indicated as “binary”, for each observation we only have information on
whether or not a word was included. In this latter case a Bernoulli model is used, while for
the former we opted for a multinomial model. We kept the estimation of probabilities to
the prediction step and limited the training phase to updating the tables of frequencies.
5. Experimental Results
In this Section we introduce applications of NaiBX to real data sets, the methodologies
followed and observations on the results obtained. We perform a comparison of predic-
tive performance (computational time and prediction quality) against some popular models
implemented in MEKA (Read et al., 2016), adopting the default parameters.
5.1 Data Sets
As stated previously (Section 3.3), our work stems from a practical problem encountered in
optimization in engineering and our direct interest is on continuous features. Nonetheless, as
NaiBX is easily extensible to handle discrete features in the form of Bag-of-Words (Section
4.4) we provide some application examples. The computational experiments were conducted
on data taken from a set of standard MLC data sets2 commonly adopted in the literature.
We worked on all the examples with continuous features and those with a Bag-of-Words
encoding. In Tables 4 and 5 one can find the list of the input data.
The Yahoo data set was split into 11 subsets at the source and, according to practice in
the literature, we provide analysis for each of them individually.
2. See http://mulan.sourceforge.net/datasets-mlc.html and http://meka.sourceforge.net/.
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Bag-of-Words Features
data set N dim(X ) Labels LCard
Bibtex 7395 1836 159 2.402
Enron 1702 1001 53 3.378
LLog 1460 1004 75 1.180
Slashdot 3782 1079 22 1.181
Yahoo
1) Arts 7484 23146 26 1.654
2) Business 11214 21924 30 1.599
3) Computers 12444 34096 33 1.507
4) Education 12030 27534 33 1.463
5) Entertainment 12730 32001 21 1.414
6) Health 9205 30605 32 1.644
7) Recreation 12828 30324 22 1.429
8) Reference 8027 39679 33 1.174
9) Science 6428 37187 40 1.450
10) Social 12111 52350 39 1.279
11) Society 14512 31802 27 1.670
Table 5: Description—Text data sets
5.2 Evaluation Metrics
As “not all data sets are equally multi-label” (Tsoumakas and Katakis, 2007), one needs to
quantify multi-labelness. A common metric of choice is the average dimension of the target
vectors across the data set, known as label cardinality
LCard =
1
N
N∑
i=1
∣∣∣yobsi ∣∣∣ .
While in binary classification one can directly look at the number of times the prediction
was equal to the observed class and thus get an idea of the quality of the model, for MLC
the issue is not as straighforward.
One could adopt the zero-one loss metric, common in the classification literature (Tsoumakas and Katakis,
2007)
L01 = 1− 1
N
N∑
i=1
I(yi = yˆi),
or alternatively the zero-one score
ZS =
1
N
N∑
i=1
I(yi = yˆi),
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where yi and yˆi are respectively the observed and predicted target vectors for the i-th
observation, and I(yi = yˆi) takes value one if the two vectors are exactly the same and zero
otherwise.
In the case of targets of dimension one (m = 1) this corresponds to the error rate
(see Hastie et al., 2001, chap. 7). In MLC, this returns the proportion of samples correctly
predicted. For very large target vectors yi, the zero-one Loss becomes less meaningful
as a single mistake will invalidate an otherwise good prediction while, for example, one
could see as a success the correct prediction of 23 out of 25 labels. We can introduce the
notion of partially correct prediction. Intuitively, we want to measure the average number of
operations it would take to turn the predicted vector y into the correct one. If the prediction
is perfect, then this will return zero. This is captured by the Hamming Loss metric, defined
as
HL = 1− 1
N
N∑
i=1
(
1
L
L∑
k=1
I
(
yik = ŷ
i
k
)) ∈ [0, 1],
or alternatively as the Hamming score
HS =
1
N
N∑
i=1
(
1
L
L∑
k=1
I
(
yik = ŷ
i
k
)) ∈ [0, 1],
where L is the number of available labels.
In the literature, other commonly found measures are Accuracy, Precision and Recall
(Tsoumakas and Katakis, 2007) given respectively by
Acc =
1
N
N∑
i=1
∣∣∣yi ∩ ŷi∣∣∣∣∣∣yi ∪ ŷi∣∣∣ , Pre = 1N
N∑
i=1
∣∣∣yi ∩ ŷi∣∣∣∣∣∣ŷi∣∣∣ , Rec = 1N
N∑
i=1
∣∣∣yi ∩ ŷi∣∣∣
|yi| .
None of these metrics can be considered flawless. In the case of data sets with low
cardinality and big |Y| for example, the great majority of labels are not included in the
predicted vector and for many labels we have yji = 0. If the predicted labels are all wrong
we can still get small values of HS . On the other hand, if one works with Recall, one will
have an advantage at predicting as many labels as possible. This will give us high values of
recall at the expense of many labels predicted when not needed, that is, many false positives
will be predicted. In general, measuring the performance in MLC can be a problem in itself,
as some models can perform better than others given a specific metric.
5.3 Methods
In our model, we can distinguish two main features: the choice of a cascade of predictors
to perfom multi-label classification and the choice to adopt Naive Bayes Classifier as label-
estimation tool. Among the algorithms available for MLC, the chains of classifiers (CC)
and their ensemble (ECC) extension introduced by Read et al. (2009) seem to be one of the
most efficient variations on BR, while RAkEL (Tsoumakas et al., 2011) is among the most
interesting variations on LP. We therefore compare our model to these, making prediction via
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CC and ECC with SVM and NBC as base predictors (referred to as CCSVM & ECCSVM
and CCNBC & ECCNBC) and RAkEL with SVM as base predictor (default parameters:
k = 3, m = 10). As exposed in Section 3.3, we are interested in methods granting running
times in the order of seconds or minutes. Nonetheless, for the sake of comparing predictive
performances, we allowed running times (including handling data, training and testing) of
up to 12 hours with 4 GB of memory reserved to the task3. For methods that failed to deliver
a result, their corresponding line in the tables is left blank. In the case of the Yahoo data
sets, neither ECCSVM/NBC nor RAkEL could produce any result and we thus we restricted
the comparison to CCSVM and CCNBC . We adopted the default parameters for all the
algorithms applied in the analyses.
When possible, the models were cross-validated with a 10-fold method (see Hastie et al.,
2001, chap. 7) and the estimated losses were obtained as ℓ¯ = 110
∑10
k=1 ℓk. For bigger data
sets (including Yahoo), as most of the algorithms would produce no output within our time
and space limits, we split the data into training and testing partitions, reserving 66% of
the data to training (indicated in the tables as “CV 66%”). Computing times are included
to assess the impact of the algorithms’ complexity on performances and are indicated in
the tables as Ttrain and Ttest, respectively the number of seconds spent on the training and
prediction steps.
For the prediction step, NaiBX is composed of two distinct phases (Section 4.1), the
prediction of the size of the target and the following prediction of the labels via the cascade
scheme. The prediction of the target size m is a peculiar feature of NaiBX and we think
that it deserves some attention. We applied our algorithm skipping the first step of size
prediction by using as an input the true, observed, size m and reported the results as
NBXTrueM , (details in Section 5.6).
5.4 Results for Continuous Features Data Sets
Albeit with some exceptions, it appears that for the case of continuous features more refined
approaches such as ECCSVM and RAkEL yield better overall performances as shown in
Table 6. They do so, however, at the expense of increased computational times and storage
complexity. While for small data sets this can be neglected, for bigger ones computation
costs can become prohibitively expensive. This appears evident in the case of the NUS-
WIDE data set: ECCSVM and RAkEL could not produce any result after 12 hours of
computations and CCSVM did it after about 11 hours for training and one minute for
prediction. NaiBX , on the other hand, took 0.249 seconds for training and about a minute
for prediction. Even though execution times cannot be compared directly because of the
different implementations involved, these relative differences are a good indicator of the
limit of these more accurate (on average) tools and the performance-cost trade-off involved.
NaiBX can scale up to bigger data sets rather seamlessly while retaining the possibility of
being adopted as an online algorithm, a property that, for example, SVM-based methods
cannot offer.
For high-dimensional data sets, the overhead costs associated to our prototype imple-
mentation of NaiBX are overcome by the costs due to the complexity of the algorithms.
3. Experiments were run on a 64bit Intel i7-4800MQ @ 2.70GHz architecture, with 16 GB of RAM, operating
under a GNU/Linux Fedora 24 OS.
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Data ALGO LCard L̂Card Hs Zs Acc Pre Rec Ttrain[s] Tpred[s]
Yeast CCSVM 4.237 4.245 0.785 0.201 0.529 0.652 0.660 3.517 0.011
ECCSVM 3.949 0.799 0.203 0.536 0.680 0.633 30.826 0.138
CCNBC 6.165 0.706 0.096 0.476 0.545 0.744 0.312 0.149
ECCNBC 5.122 0.701 0.105 0.428 0.505 0.610 2.056 1.313
RAkEL 4.244 0.796 0.180 0.541 0.663 0.664 12.848 0.020
NaiBX 4.551 0.705 0.115 0.405 0.541 0.555 0.041 0.629
NBXTrueM - 0.757 0.218 0.481 0.579 0.579 0.043 0.502
Scene CCSVM 1.074 1.091 0.892 0.634 0.688 0.711 0.720 3.288 0.007
ECCSVM 1.013 0.906 0.642 0.694 0.752 0.710 20.154 0.078
CCNBC 2.174 0.762 0.172 0.454 0.461 0.854 0.383 0.172
ECCNBC 2.160 0.765 0.178 0.460 0.422 0.848 2.307 1.483
RAkEL 1.369 0.885 0.538 0.684 0.640 0.816 23.808 0.028
NaiBX 1.408 0.866 0.453 0.623 0.631 0.784 0.050 0.277
NBXTrueM - 0.903 0.712 0.721 0.725 0.725 0.050 0.166
Emotions CCSVM 1.868 2.066 0.780 0.283 0.550 0.633 0.702 0.131 0.001
ECCSVM 1.934 0.806 0.320 0.578 0.682 0.706 0.695 0.006
CCNBC 2.551 0.739 0.211 0.521 0.565 0.766 0.017 0.009
ECCNBC 2.447 0.755 0.233 0.538 0.581 0.761 0.125 0.102
RAkEL 2.245 0.795 0.317 0.592 0.642 0.771 0.759 0.003
NaiBX 1.947 0.771 0.275 0.528 0.639 0.648 0.000 0.017
NBXTrueM - 0.814 0.526 0.623 0.669 0.669 0.000 0.013
CAL500 CCSVM 26.044 23.906 0.823 0.000 0.244 0.412 0.375 5.866 0.227
ECCSVM 13.572 0.855 0.000 0.228 0.531 0.277 29.265 3.427
CCNBC 78.195 0.571 0.000 0.180 0.209 0.562 2.398 0.521
ECCNBC 56.779 0.690 0.000 0.222 0.254 0.554 3.484 6.567
RAkEL 10.020 0.863 0.000 0.209 0.610 0.235 24.480 0.142
NaiBX 25.719 0.817 0.002 0.249 0.379 0.372 0.031 6.235
NBXTrueM - 0.833 0.012 0.299 0.423 0.423 0.031 6.285
Mediamill CCSVM 4.406 2.915 0.963 0.057 0.368 0.605 0.455 13275.522 20.986
(CV 66%) ECCSVM
CCNBC 41.738 0.604 0.000 0.073 0.074 0.697 67.211 86.443
ECCNBC 24.330 0.769 0.000 0.110 0.112 0.616 376.396 924.879
RAkEL 0.285 0.957 0.055 0.092 0.658 0.043 17486.113 3.392
NaiBX 8.033 0.909 0.014 0.134 0.174 0.339 0.086 44.099
NBXTrueM - 0.932 0.048 0.110 0.168 0.168 0.086 23.631
Music CCSVM 1.870 2.059 0.786 0.304 0.564 0.650 0.715 0.083 <0.001
ECCSVM 1.895 0.807 0.326 0.577 0.687 0.696 0.689 0.006
CCNBC 2.544 0.746 0.215 0.527 0.570 0.774 0.027 0.011
ECCNBC 2.448 0.754 0.240 0.538 0.580 0.760 0.122 0.100
RAkEL 2.230 0.794 0.314 0.592 0.642 0.766 0.948 0.003
NaiBX 1.926 0.771 0.284 0.530 0.643 0.643 <0.001 0.016
NBXTrueM - 0.815 0.526 0.624 0.671 0.671 <0.001 0.013
NUS-WIDE CCSVM 1.863 0.484 0.979 0.257 0.124 0.192 0.131 41891.741 53.344
(CV 66%) ECCSVM
CCNBC 4.988 0.937 0.106 0.142 0.167 0.329 336.166 245.376
ECCNBC
RAkEL
NaiBX 1.627 0.968 0.186 0.164 0.223 0.201 0.249 67.302
NBXTrueM - 0.970 0.356 0.223 0.263 0.264 0.249 67.389
Average (∆Loss) -0.045 -0.068 -0.077 -0.147 -0.170
(NaiBX vs best opponent)
Table 6: Metrics—Continuous Features
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For simpler data sets such as emotions and music (|Y| = 6), NaiBX prediction was ten
times slower than CC methods. For bigger data set such as Mediamill and NUS-WIDE
(respectively |Y| = 101 and |Y| = 81) this difference disappears. With CAL500, the most
complex data set with its 174 labels available, this fact is once again evident: despite being
the smallest (502 observations), ECC methods present the same order of prediction times as
NaiBX while being considerably slower during training. NaiBX can be highly competitive
for data sets of high cardinality as in this case. Comparing it with RAkEL and ECCSVM ,
we see how severely the complexity of these approaches is affecting the process with respect
to other data sets and how NaiBX managed to better approximate the average target size
and the accuracy.
When reading results on the recall criterion, one can see how an algorithm that over-
estimates m will consistently outperform the others in terms of this metric, as for example
observed for CCNBC . On the same line, one can observe a direct relation between the pre-
dicted cardinality and precision values: on average, the lower the cardinality, the higher
the score. Table 9 presents the average difference between NaiBX and the best non-NaiBX
classifier on each dataset. The previous comments mitigate the seemingly bad results on pre-
cision and recall. The good overall performance of NaiBX is very close on average to its best
competitor for Hs, Zs and Acc, when it is not the best itself (CAL500 and NUS-WIDE ).
5.5 Results for BoW Data Sets
In the analysis of binary BoW data (Table 7) the differences between NaiBX and the best
options are relatively moderate with the exception of the Enron data, where NaiBX , despite
capturing well the average LCard yields scores inferior to those of other methods. In the
case of LLog data, 4 out of 5 methods predicted a cardinality of less than one, which is
justified by the fact that 207 out of 1460 observations (∼14%) are not labeled (not excluded
a priori), 205 of which were correctly identified by NaiBX . On the other hand, for SlashDot,
there were three such cases although no observations had empty targets. These were two
examples of weakly multi-labeled data sets that proved to be challenging to address.
For multinomial BoW features (Table 8), CCSVM and NaiBX underestimate the average
cardinality, even though NaiBX sensibly more than CCSVM . These two methods outperform
CCNBC and present scores very close to each other (see Table 9), while differing by 3 to
4 orders of magnitude in terms of computing times for reasons already listed in Section
5.4. For CCNBC , both for continuous and BoW features, we can observe a strong relation
between the (over)estimated cardinality and a good score in recall, thanks to fact that this
metric does not penalize including more labels than necessary in the target. As expected,
different metrics capture different characteristics and they should be taken into consideration
together when choosing a tool for a specific task.
5.6 Prediction of the Target Size m
The prediction of the parameter m is of fundamental importance for the efficacy of our
method and improvement on this alone would give great benefits. Intuitively, when we
estimate too big or too small targets, we lose in terms of performance, as we are mak-
ing mistakes no matter the result of the subsequent estimations. For continuous features,
NaiBX , CCSVM and ECCSVM generally manage to capture well the cardinality of the data
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Data ALGO LCard L̂Card Hs Zs Acc Pre Rec Ttrain[s] Tpred[s]
Bibtex CCSVM 2.402 1.724 0.985 0.161 0.328 0.488 0.362 309.260 30.672
(CV 66%) ECCSVM 2.465 0.982 0.148 0.348 0.426 0.451 1328.649 304.649
CCNBC 18.830 0.882 0.074 0.190 0.084 0.680 70.391 166.432
ECCNBC
RAkEL 0.274 0.984 0.022 0.050 0.369 0.043 76.862 10.585
NaiBX 1.280 0.984 0.147 0.278 0.461 0.301 0.244 53.126
NBXTrueM - 0.983 0.212 0.346 0.406 0.406 0.249 86.295
Enron CCSVM 3.378 3.220 0.939 0.132 0.409 0.521 0.497 44.548 0.328
ECCSVM 2.958 0.947 0.143 0.448 0.600 0.525 156.391 3.401
CCNBC 11.627 0.796 0.004 0.228 0.181 0.622 20.205 4.710
ECCNBC 10.425 0.816 0.004 0.243 0.195 0.601 117.616 47.140
RAkEL 3.052 0.938 0.068 0.354 0.512 0.463 234.868 1.183
NaiBX 3.269 0.923 0.016 0.267 0.397 0.431 0.897 18.638
NBXTrueM - 0.928 0.134 0.357 0.460 0.460 0.882 17.984
LLog CCSVM 1.180 0.692 0.981 0.237 0.288 0.321 0.188 30.969 0.695
ECCSVM 0.356 0.984 0.234 0.265 0.473 0.143 135.000 5.893
CCNBC 25.403 0.672 0.142 0.180 0.039 0.850 25.726 5.612
ECCNBC
RAkEL 0.679 0.981 0.221 0.268 0.293 0.168 140.102 1.390
NaiBX 0.859 0.984 0.420 0.341 0.422 0.341 0.565 7.382
NBXTrueM - 0.983 0.479 0.375 0.392 0.392 0.611 7.776
SlashDot CCSVM 1.181 1.139 0.951 0.413 0.499 0.541 0.522 28.972 0.169
ECCSVM 0.941 0.957 0.411 0.489 0.629 0.502 116.427 2.351
CCNBC 1.576 0.936 0.271 0.422 0.426 0.568 13.783 4.979
ECCNBC 1.494 0.940 0.281 0.431 0.451 0.570 82.915 48.31
RAkEL 0.705 0.946 0.191 0.257 0.490 0.293 30.051 0.059
NaiBX 0.905 0.961 0.424 0.497 0.535 0.533 0.290 4.445
NBXTrueM - 0.970 0.680 0.702 0.713 0.713 0.294 5.389
Average (∆Loss) -0.005 0.013 -0.050 -0.094 -0.279
(NaiBX vs best opponent)
Table 7: Metrics—Binary BoW Features (text data)
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Data ALGO LCard L̂Card Hs Zs Acc Pre Rec Ttrain[s] Tpred[s]
Yahoo
Arts CCSVM 1.654 1.563 0.921 0.202 0.318 0.375 0.411 1258.310 12.868
CCNBC 5.874 0.770 0.056 0.195 0.132 0.468 1820.328 276.032
NaiBX 1.002 0.937 0.313 0.393 0.504 0.393 32.003 73.483
NBXTrueM - 0.930 0.355 0.442 0.483 0.483 31.814 57.090
Business CCSVM 1.599 1.586 0.970 0.516 0.702 0.812 0.802 1466.094 20.457
CCNBC 3.484 0.902 0.181 0.408 0.307 0.669 2018.329 415.166
NaiBX 1.012 0.971 0.541 0.682 0.868 0.682 44.473 119.584
NBXTrueM 1.599 0.977 0.761 0.810 0.832 0.832 44.468 91.686
Computers CCSVM 1.507 1.289 0.959 0.400 0.500 0.575 0.482 2879.838 380.278
CCNBC
NaiBX 1.000 0.962 0.417 0.502 0.627 0.502 5.474 71.410
NBXTrueM - 0.955 0.434 0.505 0.539 0.539 5.462 47.888
Education CCSVM 1.463 1.262 0.949 0.228 0.326 0.416 0.360 2881.183 106.067
CCNBC 7.009 0.787 0.054 0.182 0.102 0.492 2950.843 2403.130
NaiBX 1.020 0.950 0.260 0.318 0.396 0.318 5.471 67.019
NBXTrueM - 0.946 0.282 0.346 0.377 0.377 5.763 42.000
Entertainment CCSVM 1.414 1.057 0.944 0.344 0.432 0.618 0.46 2494.289 70.982
CCNBC 4.578 0.792 0.124 0.283 0.177 0.571 2473.593 1622.918
NaiBX 1.000 0.927 0.353 0.393 0.449 0.393 5.195 46.373
NBXTrueM - 0.931 0.371 0.444 0.476 0.476 5.194 28.556
Health CCSVM 1.644 1.513 0.956 0.396 0.532 0.582 0.536 1256.259 76.788
CCNBC 4.208 0.878 0.116 0.317 0.232 0.594 1781.850 1776.902
NaiBX 1.065 0.953 0.338 0.439 0.565 0.446 3.689 45.598
NBXTrueM - 0.955 0.412 0.523 0.575 0.575 3.687 31.464
Recreation CCSVM 1.429 1.016 0.937 0.268 0.352 0.520 0.372 3118.926 77.415
CCNBC 4.564 0.806 0.102 0.270 0.189 0.607 1442.366 1599.069
NaiBX 1.003 0.936 0.373 0.436 0.517 0.436 4.870 45.549
NBXTrueM - 0.931 0.411 0.469 0.497 0.497 4.974 28.765
Reference CCSVM 1.174 1.087 0.966 0.423 0.488 0.527 0.488 1018.374 96.898
NaiBX 1.000 0.964 0.391 0.437 0.487 0.437 3.680 56.756
NBXTrueM - 0.962 0.418 0.449 0.464 0.464 3.807 29.016
Science CCSVM 1.450 1.253 0.957 0.227 0.312 0.388 0.334 2076.872 683.086
CCNBC
NaiBX 1.000 0.957 0.243 0.297 0.375 0.297 3.234 52.596
NBXTrueM - 0.951 0.253 0.305 0.331 0.331 3.252 34.089
Social CCSVM 1.279
CCNBC
NaiBX 1.000 0.973 0.515 0.561 0.620 0.561 7.590 126.672
NBXTrueM - 0.969 0.551 0.578 0.592 0.592 7.569 71.701
Society CCSVM 1.670 1.425 0.935 0.281 0.415 0.474 0.404 10051.579 353.171
CCNBC
CCNBC 1.008 0.939 0.285 0.372 0.494 0.373 6.969 71.041
NBXTrueM - 0.934 0.314 0.406 0.450 0.450 6.928 52.596
Average (∆Loss) 0.089 0.068 0.041 0.056 -0.037
(NaiBX vs best opponent)
Table 8: Metrics—Multinomial BoW Features (text data), “CV 66%” applies.
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Data ∆Hs ∆Zs ∆Acc ∆Pre ∆Rec
Yeast -0.094 -0.088 -0.136 -0.139 -0.189
Scene -0.040 -0.189 -0.071 -0.121 -0.070
Emotions -0.035 -0.045 -0.064 -0.043 -0.123
CAL500 -0.046 0.002 0.005 -0.231 -0.190
Mediamill -0.054 -0.043 -0.234 -0.484 -0.358
Music -0.036 -0.042 -0.062 -0.044 -0.131
NUS-WIDE -0.011 -0.071 0.022 0.031 -0.128
Average (∆Loss) -0.045 -0.068 -0.077 -0.147 -0.170
Bibtex -0.001 -0.014 -0.070 -0.027 -0.379
Enron -0.024 -0.127 -0.181 -0.203 -0.191
LangLog 0.000 0.183 0.053 -0.051 -0.509
SlashDot 0.004 0.011 -0.002 -0.094 -0.037
Average (∆Loss) -0.005 0.013 -0.050 -0.094 -0.279
Arts 0.016 0.111 0.075 0.129 -0.075
Business 0.002 0.025 -0.020 0.056 -0.119
Computers 0.003 0.017 0.002 0.052 0.020
Education 0.001 0.032 -0.008 -0.020 -0.174
Entertainment -0.017 0.009 -0.039 -0.169 -0.178
Health -0.003 -0.058 -0.093 -0.017 -0.148
Recreation -0.001 0.105 0.084 -0.003 -0.171
Reference -0.002 -0.032 -0.051 -0.040 -0.051
Science 0.000 0.016 -0.015 -0.013 -0.037
Social 0.973 0.515 0.561 0.620 0.561
Society 0.004 0.004 -0.043 0.020 -0.031
Average (∆Loss) 0.089 0.068 0.041 0.056 -0.037
Table 9: NaiBX vs Best Opponent (positive values indicate NaiBX is the best)
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sets while for text data they underestimate the size of the targets, especially in the case of
NaiBX . CCNBC and ECCNBC tend in general to overestimate the size of targets, leaving
space for a case-by-case parameter tuning to possibly get better results. On most of the
instances, NBXTrueM is as good as or better than the best performing algorithm on all
metrics, prompting great interest for further work on the specific topic of size estimation.
This, though not a trivial task, can be considered as a separate step from label predic-
tion, for example in the form of a standard multi-class classification problem. Numerous
appropriate solutions already exist for this problem, whose properties are well studied and
for which substantial literature is available (Hastie et al., 2001). With our experiments, we
could show how much NaiBX can gain from improvements in this single step alone. In cases
where we have a large label set for example, the time spent on predict_m is a small fraction
of that spent on predict_y. Adopting more sophisticated methods at the cost of increased
computational time is an option worth exploring.
6. Conclusion
This paper showed how a MLC problem can be approached via a cascade of predictors
and how to employ NBC to carry out prediction, yielding an extension of Naive Bayes
Classification to the domain of multi-label classification. The proposed algorithm showed
significant advantages in terms of computation costs and proved to be competitive in terms
of predictive performance, thus offering a viable alternative for tasks requiring a more agile
computational footprint.
Our approach allows to see the problem from a different perspective than the current
literature, notably thanks to the prediction of the target size (m) independently from the
prediction of the labels. In future research we will further address this aspect, not excluding
the possibility of mixing different prediction paradigms for the two tasks.
In its current formulation, NaiBX does not guarantee that the solution found is optimal.
To compensate for this, an interesting research lead consists in the possibility of predicting
more than one target vector at a time, returning as final answer a set of vectors with their
relative score. An interesting feature of NaiBX is that this prediction can be done with little
added complexity. Additionally, the very low computational footprint of NaiBX opens the
possibility of applying a committee-learning scheme (Boosting for instance (Hastie et al.,
2001)) to improve the overall performance.
Overall, we introduced NaiBX , a computationally light and efficient multi-label clas-
sification method, that proved to be both scalable to large and complex data sets and
competitive with state-of-the-art algorithms in terms of predictive performance. This opens
up new perspectives for its application on large scale, real-world data.
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