In dual-or multiple-channel Synthetic Aperture Radar (SAR) imaging modes, cross-channel correlation is a potential source of information. The sample coherence magnitude is calculated over a moving window to generate a coherence magnitude map. High resolution coherence maps may be useful to discriminate fine structures. Coarser resolution is needed for a more accurate estimation of the coherence magnitude. In this study, the accuracy of coherence estimation is investigated as a function of the coherence map resolution. It is shown that the space-averaged coherence magnitude is biased towards higher values. The accuracy of the coherence magnitude estimate obtained is a function of the number of pixels averaged and the number of independent samples per pixel (i.e. the coherence map resolution). A method is proposed to remove the bias from the space-averaged sample coherence magnitude. Coherence magnitude estimation from complex (magnitude and phase) coherence maps is also considered. It is established that the magnitude of the averaged sample coherence estimate is slightly biased for high resolution coherence maps, and that the, bias reduces with coarser resolution. Finally, coherence estimation for nonstationary targets is discussed. It is shown that the averaged sample coherence obtained from complex coherence maps or coherence magnitude maps is suitable for estimation of nonstationary coherence. The averaged sample (complex) coherence permits the calculation of an unbiased coherence estimate provided that the original signals can be assumed to be locally stationary over a sufficiently coarse resolution cell.
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INTRODUCTION
In certain Synthetic Aperture Radar (SAR) imaging modes, such as multi-temporal interferometry and polarimetry, the radar data are presented in two or more channels. The inter-channel correlations may be used as sources of information. The magnitude of the cross-channel correlation coefficient, called the coherence magnitude (or the degree of coherence) [1] , is calculated to generate a coherence (magnitude) map [23] which can be used for target classification [3, 11, 26] . In interferometry, the coherence magnitude map is generated to select areas in which the "coherent" phase may be processed to extract information about target elevation or target displacement. For example, the topography in boreal forest areas can be estimated only for areas where the coherence magnitude is larger than about 0.2 [11] . The local precision of a digital elevation model generated from a repeat-pass SAR interferogram depends on the coherence magnitude [11, 16] . The coherence also may be required to calculate the effective number of looks [26] , or to measure the signal-to-noise ratio for a given system [4] . Quantitative coherence information is very important in many applications, and as such, the coherence should be estimated accurately.
In this paper, various methods, as summarized in Figure 1 , are investigated for unbiased estimation of the coherence magnitude.
In Section 2, the sample coherence magnitude, which is frequently used to estimate the cross-channel coherence magnitude, is considered. Its statistics are derived for Gaussian scenes, and are extended to non-Gaussian scenes. The estimate is shown to be significantly biased under low coherence conditions, and the possibility of deriving an unbiased estimate is investigated. The use of the Siegert relationship for coherence magnitude estimation is also discussed.
In Section 3, estimation of coherence magnitude from coherence magnitude maps is considered. It is shown that the averaged sample coherence magnitude is biased towards higher values. The statistics of the sample coherence magnitude are used to remove the coherence estimate bias, and to calculate the precision of the estimate as a function of the number of looks L contained in each sample (i.e resolution coherence map), and the number N of averaged pixels (sample coherence magnitude). The method is validated using actual SAR data, and the results are extended to non-Gaussian scenes.
In Section 4, coherence magnitude estimation from (complex) coherence maps is discussed. The coherence is calculated over a moving window, and the complex value is assigned to the map pixel at the corresponding spatial position. The magnitude of the space-averaged sample (complex) coherence is investigated as a candidate for coherence magnitude estimation. To assess the accuracy of the estimate, the statistics of the sample coherence are derived for Gaussian areas. It is established that the magnitude of the averaged sample coherence estimate is slightly biased for high resolution coherence maps, and that the bias reduces with coarser resolution. For high resolution coherence maps, the statistics of the sample coherence are used to remove the bias estimate. An unbiased coherence estimate is also introduced for a methods for jointly circular Gaussian distributed channels.
jointly circular complex Gaussian process.
Estimation of coherence for nonstationary processes is investigated in Section 5. The averaged coherence is defined to characterize nonstationary coherence signals. Under a local stationarity assumption, the averaged coherence can be estimated using the space-averaged sample coherence obtained from coherence magnitude maps or complex coherence maps. The accuracy of the estimate obtained is discussed as a function of the resolution map. Implications for the estimation in SAR interferometry of the topographic phase corrected coherence are then explored. Finally, examples of coherence magnitude estimation are illustrated in Section 6, using CCRS Convair 580 polarimetric SAR data.
THE SAMPLE COHERENCE MAGNITUDE FOR COHERENCE MAGNITUDE ESTIMATION

Coherence magnitude estimate
The complex coherence of two zero-mean complex signals z 1 and z 2 is defined in [1] for (wide-sense) stationary processes as the channel correlation coefficient for zero time shift:
where E(x) is the expected value of x. The coherence magnitude D = |∆| is called the degree of coherence, and the argument of ∆ is the effective phase difference. Under the assumption that the processes involved in equation (1) are also ergodic (in mean), the sample coherence δ is frequently used as the coherence estimate δ =∆. Given L signal measurements, the sample coherence δ is:
where i is the sample number. The coherence magnitude estimate d =D can be deduced as:
If the coherence expression (1) is reconsidered, it can be noted that z 1 and z 2 which are assumed to be stationary, are also jointly stationary. Stationarity of the processes (z 1 , z 2 , and z 1 z * 2 ) involved in equation (1) is required such that the time averages of each process converge to a finite limit. Ergodicity in mean is also required so that the different time averages of each process converge to the same limit: the ensemble average. The ensemble averages can then be substituted in equation (1) with the time averages, and the sample coherence of equation (2) provides a coherence estimate which should be asymptotically unbiased.
In the following (Sections 2, 3, and 4), the processes involved in equation (1) are assumed to be ergodic in mean, and the coherence will be estimated in areas named "stationary" in which the channels z 1 and z 2 are stationary and jointly stationary. Coherence estimation in nonstationary scenes will be discussed in Section 5.
Statistics of the sample coherence magnitude within Gaussian scenes
Pdf and moments
The sample coherence magnitude d is the Maximum Likelihood (ML) estimate of the coherence magnitude D. An analytical expression for its probability density function (pdf) was derived in [31] for a jointly complex Gaussian process (z 1 , z 2 ) as a function of the coherence magnitude D, the number L of integrated independent samples (L > 2), and the hypergeometric function F :
Notice that the pdf expression does not depend on the variances (σ 2 i = E(|z i | 2 ) for i = 1, 2 ) of the zero mean complex processes z 1 and z 2 . Equation (4) can be used to deduce the moments of order k:
where p F q is the generalized hypergeometric function [7] . It can be shown that m 0 = 1, as expected.
Bias in the sample coherence magnitude d
An analytical expression of the first moment of d, E(d), was first derived in [31] : Similar curves were obtained in [8, 10] using simulations. It can be seen that the sample coherence magnitude d is biased towards higher values, with a resulting reduction of contrast, especially between areas of differing low coherence. The bias decreases with increasing number of independent samples L as the ML estimate is asymptotically unbiased.
Variance of the sample coherence magnitude d
The variance of d might be needed to assess the estimate precision. Its expression is given by: where E(d 2 ) is derived from equation (5) (k = 2), and E(d) is given by equation (6) . The expression obtained may be compared numerically to the Cramer Rao (CR) lower bound var CR derived in [14, 27] .
Thus,
which applies only to unbiased estimates of D. Figure 3 presents the standard deviation and the square root of the CR lower bound for L = 10. As can be seen, the results are similar as long as the estimate is unbiased. When the estimate is biased, the expression obtained from equation (7) gives lower values than is obtained with the CR expression.
Hence, the variance expression of equation (7), which is more general than the CR lower bound, should be used for error bar calculation. If the bias can be removed, the CR lower bound var CR which is more computationally efficient, can be used. The bias on the estimate should first be calculated and removed.
Then the estimate obtained can be inserted in var CR of equation (8) to calculate the estimate precision.
Extension of the statistics to non-Gaussian distributions
The statistics derived for Gaussian scenes can be extended to K-distributed scenes, as was done in [12, 33] . Under the assumption that the scene backscattering satisfies the product model introduced in [19] , the underlying cross section variations were assumed to be due to fluctuating numbers of scatterers per resolution cell. A target textural parameter w was defined in [12, 33] as the ratio of the number N of scatterers per resolution cell to the scatterer number average < N > (calculated over all the resolution cells contained in the area under study): w = N/ < N >. The product model assumes that the textural parameter w has the same value for the channels considered. Consequently, the fluctuations that give rise to the K-distribution cancel out when the coherence is estimated, and the coherence statistics for K-distributed areas are identical to the ones derived for Gaussian areas. The statistics can be extended to other distributions (than the K-distribution), provided that scene backscattering satisfies the product model.
In the following, all the results will be derived for Gaussian scenes, and will be extended to non-Gaussian scenes under the product model conditions.
Investigation of the function G(d) for unbiased coherence estimation
One can show directly that an unbiased estimator G(d), which is a function of the sample coherence magnitude d, cannot be found. We proceed in the same way as [20] .
Using equation (4) and the series transformation of the hypergeometric function, the unbiased condition can be shown to be equivalent to:
where A(k) is given by:
This leads to a power series in D which has to be solved for any D value between 0 and 1. The problem has no solution since G(d) does not depend on D. This is because the power series on the left hand side of equation (9), which involves the unknowns A(k), includes only even powers of D, while the power series on the right hand side is a function of odd powers of D.
One might think that the problem could be solved for the squared sample coherence magnitude ρ = d 2 .
In this case, both power series on the right-and left-hand sides of equation equivalent to (9) 
where B(k) is given by:
This equality must be satisfied for any D between 0 and 1. The coefficients of the power series on the right-hand side should be equal to those on the left-hand side of equation (11) . This leads to the following set of equations with unknown G(ρ):
Equation (13) can be solved only if G(ρ) takes negative values, but that is not possible. Therefore, it is not possible to derive an unbiased estimator G(ρ) which is a function of the squared sample coherence
Further, one might hope that an unbiased coherence magnitude estimate could be derived under the more restrictive condition of jointly circular complex Gaussian distributed channels. The coherence magnitude D (D = |∆|, ∆ of equation (1)) can be deduced from the correlation coefficient R of the channel intensities I 1 = |z 1 | 2 and I 2 = |z 2 | 2 using the Siegert relationship [28] :
which leads to [6] :
where R is given by:
An equivalent equation can be derived as a function of the sample coherence magnitude d =D, and the sample correlation coefficient r =R:
where r is the sample correlation coefficient of I 1 and I 2 :
, and where i is the sample number. The coherence magnitude estimate derived from equation (18) , which is denoted d sig , will be called the Siegert coherence magnitude estimate. Notice that in [8] , the moments involved in equation (17) were not centered, and a different expression was obtained for the Siegert estimate. The Siegert estimate is currently used for coherence magnitude estimation from channel intensities even when channel phase is available [8, 15, 26] . Unfortunately, since the sample correlation coefficient r of real channels is biased, as was shown in [14, 20] , the Siegert coherence estimate must also be biased. The statistics of r derived in [5, 14] can be used to derive the analytical expression of the estimate expectation E(d sig ), and the bias on the estimate. This bias was obtained in [8] using simulations. Like the sample coherence magnitude d, d sig is biased towards higher values with a significant bias under low coherence conditions. It is worthwhile noting that the Siegert relationship of equation (15) was established for jointly circular Gaussian distributed channels. In textured areas, equation (16) does not hold (R 2 = D), and different expressions equivalent to (16) were derived in [24, 26] as a function of the statistics of the texture random variable w (defined in Section 2.3), for scenes whose backscattering satisfy the product model. In this case, d sig is not an estimate of D, and d sig would lead to different results than d, even in areas of high coherence values for which the two estimates are unbiased. This result was confirmed in [26] using d sig and d coherence maps generated from ERS-1 repeat-pass data. The ratio of the two estimates was proposed in [24] as a tool to test whether an area is Gaussian.
In summary, it is not possible to derive from the sample coherence magnitude d an unbiased estimator of D. However, there is an alternative approach, as explained below.
Bias removal and confidence interval
Using equation (3), an estimate of the coherence magnitude d N is obtained over an area which contains N independent samples. The issue here is to extract from the observation d N an unbiased estimate of the coherence magnitude D, and to calculate the associated precision.
For a large number N of independent samples, the variance of d is low, and the probability distribution
, an unbiased estimate can be obtained by
where F unc is defined by equation (6) .
If N is not sufficiently large, the estimate dispersion is significant (i.e. d N = E(d)), and the method above cannot be applied. The Bayesian approach used in [4] for bias removal of the sample correlation coefficient (of channel power spectra) may be adapted to the sample coherence magnitude d using the pdf of equation (4). Under the assumption that the a priori probability of occurrence of D is uniform, the Maximum a Posteriori (MAP) estimate of D given the observed sample magnitude coherence d N can be obtained by maximizing, with respect to D, the posterior density function defined in [4] :
where p d is from equation (4) . The Maximum Likelihood estimateD of the coherence magnitude D is that value of D for which h(D|d N ) is a maximum. The posterior density function of equation (21) can then be integrated to determine the associated confidence interval for a given confidence level P (a, b), where
The two methods are presented in Figure 1 (a) as the "sample coherence magnitude" methods.
COHERENCE MAGNITUDE ESTIMATION FROM A COHER-ENCE MAGNITUDE MAP
Background
In interferometry, the two original complex channels z 1 and z 2 are combined to form different multi-look products such as the interferogram (L-look coherence phase map) and the L-look coherence magnitude map.
Each pixel value of the L-look coherence magnitude map corresponds to the sample coherence magnitude A method is proposed in the following for an unbiased estimation of the coherence magnitude, even under low coherence conditions. The method is then validated using actual SAR data.
Bias removal and confidence interval
Coherence magnitude may be estimated from an L-look coherence magnitude map by spatially averaging the sample coherence magnitude values over the area of interest:
where d L is the L-look sample coherence magnitude, i is the sample number, and N is the number of averaged samples. Under the assumption that the original signals are stationary and ergodic (in mean) in the area of interest, the spatial averaged L provides an unbiased estimate of the ensemble average
If a sufficiently large number N of independent L-look samples are averaged,d L tends to be distributed
) from equation (7)), which decreases as N increases. E(d L ) can be substituted with its ML estimated L in equation (6) which is inverted according to equation (20) to deduce an unbiased coherence magnitude estimateD. Tables of inversion might be calculated first using equation (6) to reduce computing time. The unbiased estimate obtained is used in equation (8) to calculate the Cramer Rao lower bound var CR value. The estimate confidence interval CI can then be determined as:
for a given confidence level fixed by the confidence coefficient value z c . This scheme is represented in Figure 1 (a) as the "averaged sample coherence magnitude" method. The method can be extended to non-Gaussian scenes whose backscattering "locally" satisfies the product model. In this case, the textural parameter w (defined in Section 2.3) should have the same value for the channels considered at each (L-look) pixel averaged in the coherence estimate.
Validation based on actual SAR data
Assuming negligible additive noise, the speckle covariance function calculated from a complex SAR image within a homogeneous area is equivalent to the system autocorrelation function [18, 25] . Since the normalized system autocorrelation function has values between zero and one, an estimate of the normalized speckle covariance function may provide a valuable tool to assess the accuracy of coherence estimates for all possible coherence values (0 ≤ d ≤ 1) [9, 26] .
As an example of this principle, consider a 1-look complex image acquired by the Canada Centre of Remote Sensing (CCRS) Convair-580 X-band SAR [17] . Sub-pixel offsets with increments of 0.1 pixel up to three pixels were generated in the azimuth direction. A bare, flat field containing about N =1000 independent samples was selected. Equation ( slightly different from the unbiased averaged 4-look coherence magnitude. This is due to the sample coherence magnitude d N being biased for D lower than 0.1, even for a large number of independent samples (N = 1000). This can be checked using equation (6) , which also could be used to remove the bias.
In summary, the theoretical statistics derived above for the sample coherence magnitude and for the [5] , may be applied to remove the bias. After bias removal, the CR lower band var CR can be calculated to assess the estimate precision, as was done in Section 3.2.
Notice that the estimate bias can also be removed for non-Gaussian scenes whose backscattering satisfies the product model. Unfortunately, the unbiased estimate obtained is not the required coherence magnitude D in the presence of texture, as shown in Section 2.4:d sig L =√R =D (R is from equation (17)).
COHERENCE ESTIMATION FROM A (COMPLEX) COHERENCE MAP
Principle
In interferometry, the multi-look channel phase difference is stored along with the multi-look sample coherence magnitude. This phase difference is the argument of the L-look sample (complex) coherence. Like the sample coherence magnitude, the sample coherence phase (L-look phase estimate) is biased [12, 29, 31] .
This might be due to the spatial averaging performed during the estimation process being applied separately to the phase map and to the magnitude map. In the following, spatial averaging is done using both the magnitude and phase of L-look sample (complex) coherence, and the magnitude of the averaged L-look sample coherence is investigated as a candidate for coherence magnitude estimation.
The complex coherence ∆ = D exp(jβ) of equation (1) may be estimated from an L-look (complex) coherence map by spatial averaging the pixel values (L-look sample coherence) over the area under study:
where δ Li is the L-look coherence sample of equation (2), i is the sample number, and N is the number of averaged coherence samples. The magnitude of the averaged L-look sample coherence provides an estimate of the coherence magnitudeD = |δ L |, and the argument ofδ L is the estimate of the coherence phase β.
Under the assumption that the original signals are stationary and ergodic (in mean) in the area of interest, the spatial averageδ L provides an unbiased estimate of E(δ L ). If a sufficiently large number N of independent L-look samples are averaged,δ L tends to be normally distributed (in complex) about E(δ L ).
δ L provides the ML estimate of E(δ L ) with a precision (var[δ L ]/N ) fixed by the variance of δ L , and the number N of averaged pixels. Therefore, the accuracy and the precision of the coherence estimateδ L , and consequently ofD, depend on those of the sample coherence.
In the following, the statistics of the sample coherence δ of equation (2) are derived as a function of the number L of integrated independent samples. The possibility of deriving an unbiased estimate G(δ)
is also discussed, and an unbiased estimate is derived under the joint circular Gaussian assumption. The results obtained will be used in Section 4.3 to assess the accuracy and the precision of the averaged sample coherence obtained from a complex coherence map.
The sample coherence for coherence estimation
Statistics of the sample coherence δ for Gaussian areas
Using the Wishart distribution for complex Gaussian processes, the joint pdf of the amplitude and phase (d, φ) of the sample coherence δ = d exp(jφ) (of equation (2)) is derived in Appendix 1. It is used in Appendix 2 to establish the following expression for the expectation of the sample coherence E(δ) as a function of the number of independent samples L, the coherence ∆ = D exp(jβ) parameters D and β, and the hypergeometric function F :
The variance of δ might be deduced using equation (25) , and the 2 nd moment of d (from equation (5)), as follows:
Notice that the statistics of δ do not depend on the variances (σ 2 i = E(|z i | 2 ), for i = 1, 2) of the zero mean complex processes z 1 and z 2 , as was the case for the statistics of the sample coherence magnitude d. From equation (25) , note that the coherence phase, estimated as the argument of the integrated coherence E(δ), is unbiased: Arg[E(δ)] = β. The magnitude of the integrated coherence is, however, biased. Its bias is given by the magnitude of equation (25) as a function of the number of integrated independent samples L. Figure 5 as a function of the coherence magnitude D, for different values of L. Two points can be noted concerning the bias on |E(δ)|:
|E(δ)| is presented in
• it is smaller than the bias on the sample coherence magnitude d presented in Figure 2 ;
• it decreases very rapidly with increasing L, and becomes practically insignificant for sufficiently large (but still quite small) L (L ≥ 20, say). For the same L value (i.e. L = 20), the averaged sample coherence magnitude is significantly biased for low coherence areas, as can be seen in Figure 2 .
The statistics of the sample coherence δ derived for Gaussian scenes can be extended to non-Gaussian scenes which satisfy the product model, as was done in Section 2.3.
Investigation of the function G(δ) for unbiased coherence estimation
The same method applied in Section 2.4 can be used to investigate the function G(δ) for an unbiased estimation of the coherence. Under the assumption that the two channel processes, z 1 and z 2 , obey a jointly zero mean complex Gaussian distribution, we obtain, using the statistics of the sample coherence, a double An unbiased coherence estimate may be derived if the channel complex signals were assumed to be jointly circular complex Gaussian distributed. This means that, in addition to the joint Gaussian assumption made above, the zero mean complex channels z 1 and z 2 have to satisfy the following conditions [6] :
where I k and Q k are the real and imaginary parts of z k (for k = 1, 2). The coherence sample δ can be expressed as a function of the sample correlation coefficient of the real and imaginary components of the two channels [6, 15] :
where r XY is the sample correlation coefficient r of equation (19) of two (real) channels X and Y . However, since the sample correlation coefficient r is biased as shown in [20] , the coherence estimate of equations (28), and (29) is biased. Olkin and Pratt proposed for a jointly Gaussian process an unbiased estimate G(r) which can be deduced from the sample correlation coefficient r [20] . The unbiased estimate G(r) was expressed as a function of the number N of independent samples, and the hypergeometric function by:
An unbiased coherence estimate, here called δ olk , can be obtained by substituting in equations (28, 29) the correlation coefficient samples r XY with the associated unbiased estimates G(r XY ). The precision of the unbiased estimate can be calculated using the Cramer-Rao lower band of equation (8).
In summary, the Olkin and Pratt estimator, established for real channel correlation, allows us to derive an unbiased coherence estimate for a target whose channel signals are jointly circular Gaussian distributed . This estimate δ okl will be called "the Olkin coherence estimate". In contrast to the Siegert estimate d sig of equation (18), δ okl can be extended to non-Gaussian scenes whose backscattering satisfies the product model. In this case, equation (30), established under the Gaussian assumption, can be applied, and the unbiased estimate δ okl can be used provided that the zero mean complex process components (I k , and Q k for k = 1, 2) satisfy the joint circular Gaussian conditions of equations (27).
Coherence magnitude estimation from (complex) coherence maps
The magnitude of the averaged sample coherence
The coherence estimate calculated from an L-look (complex) coherence map was defined in Section 4.1 aŝ
. It was shown in Section 4.2.1 that the magnitude of the sample coherence expectation, |E(δ L )|, is practically unbiased for a relatively small number of looks L 20. These results can be extended to |δ L |, and confirmed using the simulated offset SAR data (see Section 3.3) for a Gaussian scene. The L-look (complex) coherence map was calculated using equation (2) with L 4. N 1000 coherence samples were then averaged and the average magnitude |δ 4 | for different channel offsets was used to generate the speckle covariance function presented in Figure 4 . |γ 4 | is slightly biased even for low coherence, whereas the averaged sample coherence magnituded 4 is highly biased. The bias of |δ L | reduces with coarser resolution, and can be ignored for L 20 (for example, from Figure 5 ). For high resolution maps, the bias can be retrieved using the statistics of the L-look sample coherence δ L . E(δ L ) is substituted with the estimate valueδ L in equation (25) , which is inverted to deduce an unbiased estimate of the coherence ∆ = D exp(jβ), and consequently of its magnitude D and phase β.
The dispersion of the unbiased estimate |∆| can be calculated, as was done in Section 3.2. For a sufficiently large N value, |∆| is distributed normally about D with the variance var CR (|∆|)/N (var CR is the Cramer-Rao lower bound of equation (8)), and the estimate confidence interval is:
for a confidence level fixed by the confidence coefficient z c .
The bias removal process using the statistics of the sample coherence can be performed on Gaussian scenes, as well as on those non-Gaussian scenes whose backscattering locally satisfies the product model (i.e. the texture parameter w has the same value for the two channels at each pixel averaged in the coherence estimate). This method is included in Figure 1 (a) as the "magnitude of the averaged sample coherence" method.
The magnitude of the averaged Olkin coherence estimate
Under the joint circular Gaussian assumption, the Olkin coherence estimate of equations (28) and (29) introduced in Section 4.3 may be used to generate an L-look coherence map. The averaged Olkin coherence estimateδ olk L yields an unbiased estimate of the coherence whose magnitude and phase can be taken as the coherence parameter estimates. The dispersion of the magnitude coherence estimate |∆| can be calculated using the CR lower bound var CR , as done above in equation (31).
This method is described in Figure 1 (b) as the "magnitude of the averaged Olkin estimate" method.
The method can be extended to non Gaussian scenes whose backscattering locally satisfies the product model, provided that the joint circular Gaussian conditions of equation (27) are valid at each (L-look) pixel averaged in the coherence estimate |δ olk L |.
Implications for coherence magnitude estimation in stationary areas
The following points can be made for coherence estimation in stationary scenes:
• Spatial averaging in magnitude yields biased estimatesd L , andd sig L , whose bias can be removed as was shown in Section 3.
• The Siegert estimated sig L does not yield an estimate of D in the presence of texture.
• Spatial averaging in complex is more efficient than spatial averaging in magnitude: it permits an immediate calculation of unbiased coherence magnitude estimates |δ L | (for L sufficiently value), and |δ olk L |.
• The sample coherence magnitude d N method (described in section 2), which is more computationally efficient remains the preferred method for coherence estimation in stationary scenes.
• Unfortunately, this method is limited to stationary scenes, whereas the averaged sample coherence methods can be extended to certain nonstationary scenes, as shown below.
COHERENCE ESTIMATION IN NONSTATIONARY SCENES
Background
Coherence estimation was considered above in stationary scenes in which the processes (z 1 , z 2 , and z 1 z * 2 ) involved in equation (1) are stationary (see Section 2.1). Such conditions are satisfied in homogeneous scenes, as well as in non-homogeneous scenes whose backscattering satisfies the product model. In the last case, the texture parameter w (defined in Section 2.3) which is channel independent, cancels out in equation (1), and the scene can be considered as stationary for coherence estimation.
In nonstationary areas, the processes (z 1 , z 2 , and z 1 z * 2 ) involved in equation (1) might not be stationary in mean, and the sample coherence of equation (2) leads to a meaningless value, as was confirmed experimentally in [4] . In practice, stationarity in mean (the assumption that the mean E(x) does not vary) may be relaxed: all that is required is that E(x) does not change significantly within the observation interval [4, 13] . If such a condition is satisfied by each process involved in equation (1), the nonstationary processes can be considered locally stationary (named "stationary in increments" in [13] ), and the coherence can be estimated over a moving stationary window. To characterize the spatially varying coherence, a new parameter should be defined as a function of the local coherence estimate.
Estimation of nonstationary coherence signals
The correlation function z 1 and z 2 at observation times t 1 = t and t 2 = t + τ is:
The space-(or time-) averaged correlation function was introduced in [22] for nonstationary processes. It is given for finite power signals by [18, 22] :
where < > t indicates the space (or time) average operator:
Under the assumption that the limitR z1z2 (τ ) exists, the averaging process results in a stationary function R z1z2 (τ ), even though R z1z2 (t 1 , t 2 ) is nonstationary.
In the same way, the averaged coherence which corresponds to the normalized averaged correlation function can be defined. For zero channel time shift, and under the assumption that the limit < ∆(t, 0) > t exists, the averaged coherence∆ is:∆ =< ∆(t, 0) > t
where ∆(t, τ ) is given by:
The averaged coherence might be estimated by spatially averaging the coherence sample calculated over a moving window within which the processes can be assumed to be locally stationary. The averaged coherence estimate∆ is given by:∆
where L is the number of looks contained in the processing window, δ i L is the coherence estimate at the spatial position i, and N is the number of L-look coherence samples contained in the area under study.∆ of equation (37) is identical to the averaged sample coherence∆ of equation (24) (28) under the local joint circular Gaussian assumption: |∆| = |δ okl L |.
In the same way, the space-averaged coherence magnitudeD can be defined, and estimated as a function of the L-look sample coherence magnitude d L of equation (3):
D of equation (38) is identical to the averaged sample coherence magnitudeD of equation (22) 
Accuracy of the averaged sample coherence magnitude
For an area which contains n statistical ensembles, thed L expectation is:
where E(d k L ) is the expectation of the L-look sample coherence magnitude for the k th ensemble. If the sample magnitude coherence d k L of each ensemble k were unbiased, equation (39) would be equivalent to:
where D k is the coherence magnitude of the ensemble k, andd L would yield an accurate estimate of the averaged coherence magnitudeD. Notice that for a stationary target, only one statistical ensemble exists, and the averaged coherence magnitudeD is identical to the coherence magnitude D of the unique statistical
Under the assumption that the two channels are locally zero mean jointly Gaussian, the sample coherence magnitude statistics derived in Section 2 can be used. The fact that the sample coherence is generally
, results in a biased estimate ofD. Since different ensembles are included in the averaged sample, the method described in Section 3.2 cannot be used to remove the estimate bias. The user must then confront the fact that the coherence is biased under low coherence conditions. Equation (6) can be used to fix the number of independent looks needed to obtain an insignificant bias for a coherence value larger than a given threshold, as done in [11, 21] . The same conclusion can be extended to the averaged Siegert estimated 
Accuracy of the averaged complex coherence
Theδ L expectation for an area which contains n statistical ensembles, is:
where E(δ k L ) is the expectation of the L-look sample coherence for the k th ensemble. Under the assumption that the two channels are locally zero mean jointly Gaussian, the statistics of the sample coherence derived above (Section 4.2) can be used. For a sufficiently large L (L 20), the L-look sample coherence δ L is practically unbiased and E(δ k L ) = ∆ k for each ensemble k. This leads to:
Notice that for a stationary target, only one statistical ensemble exists, and the averaged coherence∆ is identical to the coherence ∆ of the unique statistical ensemble:∆ = ∆. An unbiased estimate of∆ can also be obtained, under the local joint circular Gaussian assumption, with the averaged Olkin coherence estimateδ olk L =∆, as δ olk L is unbiased.
Implications for coherence estimation of "stationary in increments" signals
In contrast to the spatial averaging in magnitude, the averaging in complex permits the calculation of unbiased estimates |δ L | (for L ≥ 20) and |δ olk L | for the magnitude of the averaged coherence |∆|. It is worth noting that spatial averaging in magnitude yield (after bias removal) an estimate of the "incoherent" sumD (of equation (40), for n ensembles), whereas the averaging in complex leads to an estimate of the magnitude of the "coherent" sum|∆| (of equation (42)), which is generally of smaller value: |∆| ≤D. The last method, which permits the immediate calculation of an unbiased estimate, is preferred, provided that the user interest is the "coherent" sum|∆| and not the "incoherent" sumD. In the case of a stationary coherence signal, the two methods estimate the same parameter |∆| =D = D, and the unbiased estimate |δ L | is again preferred to |d L |, which generally needs bias removal.
Estimation of the topographic phase corrected coherence in SAR interferometry
In certain non-homogeneous scenes, the processes involved in equation (1) cannot assumed to be stationary in increments, and the coherence cannot be estimated even locally. In some applications, the source of signal nonstationarity might be removed, and coherence can then be estimated. For example, in SAR interferometry, the nonstationarity of the cross-channel product z 1 z * 2 is assigned to the phase changes due to topographic variations. The phase nonstationary is compensated at the spatial position i with a phase factor exp(−jΦ i ) for the local imaging geometry, and the sample phase corrected coherence δ T P C is used instead of the sample coherence δ of equation (2)[11]:
After phase compensation and under the assumption that the unique source of signal nonstationarity is the topographic phase variations, all the processes involved in equation (43) are stationary in the region of interest, and the channels can still be assumed to be zero mean jointly Gaussian. The results obtained in stationary regions with the sample coherence of equations (2), and (3) can then be extended to the modified sample coherence δ T P C , and d T P C = |δ T P C |. An unbiased estimate of the topographic phase corrected coherence magnitude D T P C = |∆| T P C can be obtained using one of the unbiased methods described previously. Averaging in complex leads immediately to unbiased estimates whereas averaging in magnitude yields estimates which need bias removal. The sample coherence magnitude |δ T P C | can also applied over the whole stationary (after topographic phase compensation) region of interest (see Section 2 for the sample coherence method). This method, which is less computationally expensive can be applied only if the topographic phase variations are well compensated. In the case of residual phase errors, the averaged sample coherence methods can be used as long as the signal can be assumed to be stationary in increments.
One might circumvent the nonstationarity problem related to the phase variations by eliminating the nonstationary phase term of z 1 z * 2 in equation (1), and calculating the coherence of intensity channels (of equation (19)). This was done in [8] where the Siegert estimate was used for coherence magnitude estimation. Note that the Siegert relationship of equation (18) was established for stationary processes.
In the case of phase nonstationarity, the sample coherence magnitude d of equation (3) is meaningless, and the estimate obtained after bias removal (see section 3.4) is the averaged (square root of) correlation coefficient R 1/2 , given for an area of n statistical ensembles, by:
where R k (from equation (17)) is the correlation coefficient of the statistical ensemble k. The parameter obtained in this way is different from the topographic phase corrected coherence magnitude D T P C . Simulation were carried out in [2] to assess how different the two parameters R 1/2 , and D T P C are. This problem is not discussed in this paper, and only the bias on the parameter which results from the estimation process, is discussed.
If the topographic phase does not change significantly within small areas, the coherence can be estimated locally using the sample coherence of equation (2), and the nonstationary coherence signal can be characterized with the space-averaged coherence. As explained above, the space averaging can be performed in magnitude to obtain a biased estimate of the incoherent sum |D| (of equation (40), for an area of n statistical ensembles), whose bias cannot be removed under low coherence conditions. The space averaging can also be performed in complex, and an unbiased estimate of the coherent sum |∆| (of equation (42)) is obtained. The two parametersD, and |∆| used to characterize the nonstationary coherence signal are different:D ≥ |∆|. If the nonstationarity of the coherence signal is associated only with the topographic phase change, the nonstationary coherence signal can be transformed to a stationary signal by compensating each sample coherence with a topographic phase term [11] . The spatial averaging in complex leads to an unbiased estimation of |∆ T P C | (= |∆ T P C | = D T P C , as one ensemble is contained in the stationary scene after phase compensation) which is generally larger than the estimate |∆| obtained without phase compensation: |∆ T P C | ≥ |∆| (see [11] ). Note that, in both the two cases, averaging in complex yields unbiased estimates of the two parameters |∆|, and |∆ T P C |. However, the precision of the estimate |∆ T P C | obtained after removing the nonstationary phase should be better than the precision of |∆| as all the samples belong to the same and unique statistical ensemble after phase compensation. The difference between the three parametersD, |∆|, and |∆ T P C | will not be discussed further in this paper.
EXAMPLES OF COHERENCE ESTIMATION: RESULTS AND DISCUSSION
The various methods presented in Figure 1 are illustrated using CCRS Convair-580 SAR HH-VV data [17] : two sets of calibrated complex data collected with the X-and C-band SAR polarimeters over a site at Wainwright, Alberta (X-band, 1989), and another at Altona, Manitoba (C-band, 1994). The first test scene described in [30] spans the incidence angle range 45 • -69 • and contains an old river bed, harvested alfalfa, wheat fields, and shrub-covered areas. The second test scene covers the incidence angle range 0 • -50 • and contains farm and urban areas.
The sample coherence magnitude d N of equation (3) (22)), and the magnitude of the averaged sample coherence |δ L | (of equation (24)) were calculated for the different samples selected on the coherence map. (6) and (7) are used with the "unbiased" estimate values d N obtained to calculate the multi-look coherence estimate mean E(d 4 ) and standard deviation which can be expected. These values are presented in Table 1, as well as the error tolerance on the coherence magnitude estimates. Table 2 presents the results concerning |δ 4 | obtained from the 4-look (complex) coherence map, where equations (25) and (26) were used for the calculations related to the magnitude of the averaged 4-look sample coherence |δ 4 |.
As can be seen for the selected stationary areas, the multi-look coherence estimatesd 4 Considering the results presented in Table 5 
CONCLUSION
In stationary regions, the sample coherence magnitude provides a coherence magnitude estimate which is asymptotically unbiased. For a finite number of samples N , the estimate d N is biased mainly under low coherence conditions. The statistics of the sample coherence magnitude should be used to assess the accuracy and the precision of the estimate as a function of the number N of independent samples contained in the area of interest. The methods proposed in Section 2 can be used to remove the eventual bias, and to calculate the estimate precision. In nonstationary regions, the estimate leads to a meaningless value, and the sample coherence magnitude has to be calculated in small areas in which the original signals can be assumed stationary.
The space-averaged sample coherence magnituded L calculated from an L-look coherence magnitude map can characterize the coherence in certain nonstationary regions in which the original signals can be assumed stationary in increments. Averaging in magnitude yields an additional bias, and the estimate obtained is highly biased under low coherence conditions. A method is proposed for stationary regions to remove the bias, and to calculate the estimate precision as a function of the coherence map resolution (fixed by L), and the number N of averaged pixels. The bias cannot be removed in the nonstationary (stationary in increments) scenes, and the user should acknowledge the fact that the estimate is significantly biased mainly under low coherence conditions. The statistics of the sample coherence magnitude can be used to calculate the optimum coherence map resolution (number of looks L) to be used for unbiased coherence estimation within areas for which the coherence magnitude D is larger than a given threshold.
The coherence in nonstationary regions can also be characterized with the space averaged sample 
Equation (49) is first integrated over d. This leads to the following expression:
where J 1 (φ) is given by: 
and J 2 (φ) is given by:
When integrated from 0 to 2π, J 1 (φ) leads to a null expression. To calculate the integral of J 2 (φ), the variable x = sin φ is introduced and the following analytical expression derived in [7] is used: After some manipulations, equation (25) is obtained.
