Abstract-Whereas multicast transmission in one-to-many communications allows the operator to drastically save network resources, it also makes the routing of the traffic flows more complex then in unicast transmissions. A huge amount of possible trees have to be considered and analyzed to find the appropriate routing paths. To address this problem, we propose the use of the genetic algorithms (GA), which considerably reduce the number of solutions to be evaluated. A heuristic procedure is first used to discern a set of possible trees for each multicast session in isolation. Then, the GA are applied to find the appropriate combination of the trees to comply with the bandwidth needs of the group of multicast sessions simultaneously. The goodness of each solution is assessed by means of an expression that weights both network bandwidth allocation and one-way delay. The resulting cost function is guided by few parameters that can be easily tuned during traffic engineering operations; an appropriate setting of these parameters allows the operator to configure the desired balance between network resource utilization and provided quality of service. Simulations have been performed to compare the proposed algorithm with alternative solutions in terms of bandwidth utilization and transmission delay.
I. INTRODUCTION
Multicast transmission of multimedia data is a crucial service provided by the network layer; in fact, it allows the operator to spare a huge amount of network resources in many circumstances. One of the most important applications that benefit form multicast transmissions is the video-clip streaming, where the same content is often sent simultaneously to even millions of users in the Internet. Another application is the IPTV, which is going to be released by most of the ISP providers in the next few years. But many others can be cited.
An important problem when implementing multicast services is the design of the multicast trees, which influences the quality and should take into account the network utilization. First works addressing this problem dealt with a single multicast session and focused on minimizing the transmission cost of each single tree. Many heuristic algorithms have been presented to solve the NP-complete unconstrained case [1] - [2] , known as the Steiner tree problem. Other works, such as [3] - [5] , have extended this problem by introducing constraints on the resulting quality of service (QoS), often evaluated in terms of end-to-end transmission delay.
Since in the real world several multicast sessions occur simultaneously, a new and more complex optimization problem needed to be represented: the group multicast routing problem, which consists in the study of the best combination of trees for more sessions concurrently. Until now, only few papers have been published on this topic [6] - [9] . In particular, Chen et al. [8] used an integer-programming approach considering only sessions with the same bandwidth requirements. They defined the multicast packing problem in which the network tried to accommodate simultaneously all the multicast groups while avoiding bottlenecks on the links with high throughput (i.e., minimized the maximum congested link shared among multicast groups). Minimization of maximum congestion is achieved at the expense of increasing the size of some multicast trees which in turn affected the delay. This trade-off was addressed by adding a penalty term to the objective function of the optimal packing formulation. The penalty term was a function of the amount of dilation from the size of the optimal tree obtained for each multicast session independently from the others, that is, in isolation. Since the mathematical programming formulation for the optimization problem was computationally intractable, they resorted to suboptimal solutions with heuristics.
Their heuristic method aimed to reduce the sharing of a link while ensuring that the size of multicast trees will never exceed alpha times the size of the optimum tree for a multicast group in isolation. Optimum multicast tree for each group (in isolation) was computed by using cuttingplane inequalities and the branch-and-cut algorithm. Differently, Wang et al. [9] , considered a multicast routing problem with multiple multicast sessions under a capacity limited constraint (there is no analysis on delay). In order to solve this problem they proposed two heuristic algorithms, Steiner-tree-based and cut-setbased. If the available bandwidth for the service is just enough, these algorithms may fail to find a solution even if the solution exists. Their heuristics make use of a simple distance based cost function
In the last years, the genetic algorithms (GA) are gaining an increasing interest for solving complex problems in the networking field, as network design [10] and unicast routing [11] . GA for multicast routing without constraints was presented by Hwang et al. [12] and Bhattacharya et al. [13] , while Chen et al. [14] and Hamdan et al. [15] addressed the constrained problem taking into account the QoS level provided for real-time applications in single multicast sessions.
In this paper, we address the problem of group multicast routing by exploiting the potentialities of the GA to reduce the computation complexity. The proposed solution relies on two main steps: a set of possible solutions for each session in isolation are first found; then, the combinations of these are evaluated by means of a cost function ( ) B D f C , , which weights delay (D) and network resource utilization (B) characteristics concurrently. The cost function has been defined by identifying some combinations of delay and resource utilization that are advantageous, disadvantageous, or optimal from the operator point of view. Regions encompassing these combinations have been defined in the delay-bandwidth utilization plane (called D-B plane). The exact definition of the regions border is left to the operator on the basis of his needs. To this, the cost function expression has been defined in terms of few basic parameters.
The paper is organized as follows. Section 2 describes the problem of group multicast routing. Section 3 illustrates the proposed GA-based solution. Section 4 analyses the overall complexity and last section provides the experimental results.
II. GROUP MULTICAST ROUTING PROBLEM
The problem of group multicast routing is defined as follows: given an existing network with known unicast traffic, find the optimal link capacity assignment to accommodate the multicast traffic generated by a group of multicast sources. The optimality has to be defined on the basis of the type of services conveyed through the multicast sessions and the operator objectives; yet, bandwidth usage and transmission delay are widely used in this context.
We modeled the communication network by a directed graph
, where V is a finite set of vertices (network nodes) i n and E is the set of edges (network links) ij l with capacity ij c and background traffic ij b .
The number of nodes and links (i.e., the cardinalities of V and E) are N and E, respectively. Let S be a subset of V denoting the group of multicast source nodes: S ⊂ V, S In that case, solving the group multicast routing problem is equivalent to find the optimal set of distribution trees on the basis of such cost function.
III. PROPOSED SOLUTION
In our solution the benefits of the GA algorithms are used to find out an appropriate (sub-optimal) combination of multicast trees to route the data packets generated by each source s z . The chromosome is then a combination of S genes g z , each one representing a possible multicast tree for a specific session. g z is an integer number, which is indeed the index identifying a multicast tree among a given set for the multicast session z (z=1,…,S). This approach demands for an initial computation of possible multicast solutions for each session in isolation, which is found by combining unicast paths. The following subsections describe: the procedure to find out the sets of trees for each multicast solution in isolation, the cost function adopted to evaluate the goodness of each solution, and the application of the GA algorithm.
A. Multicast trees in isolation
The potential solutions for the multicast routing problem in isolation are found by combining unicast paths connecting every source-destination couple in a session. Firstly, the paths characterized by the lowest number of hops are found out by applying the Dijkstra [17] shortest path algorithm between each sourcedestination couple. Secondly, alternative paths are computed by modifying the shortest paths. These are named additional paths in the following. Since this procedure needs shortest paths also for nodes not representing source-destination pairs, the Dijkstra algorithm is applied for every couple of nodes in the networks since the beginning.
Many techniques proposed in the literature adopt either the DFS (Depth First Search) algorithm or the DFS search with a threshold in depth [11] - [16] ; differently, we propose a heuristic aimed at reducing the amount of memory requirements with respect to the DFS-based solutions. Additional paths are found analyzing the nodes adjacent to those belonging to the shortest path. Let D i,j be the shortest path connecting n i to n j : it is the vector of indexes of the involved nodes. This path is truncated at position x, with x in the range 
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(z=1,…,S and k=1,…,K z ). The pseudocode for this procedure is provided in Fig. 1 . Fig.  2 shows the application of this procedure to a simple test network, where n 1 is the source (s z ) and n 4 and n 5 are two destinations (m 11 a and m 21 ). The graph in (a) shows the Dijkstra path from the source to destination n 4 with nodes and links in straight lines, i.e., n 1 -n 2 -n 3 -n 4 . Note that there are two destinations for this multicast session, n 4 and n 5 , but we are considering one source-destination path at a time. Two additional paths are found by considering the nodes adjacent to node n 3 , as shown in (b) and (c). This procedure is repeated for all the nodes belonging to the path till the source node n 1 , bringing to the additional path shown in (d) where the path n 1 -n 7 -n 5 -n 4 is found. (z=1,…,S), we are then able to build the chromosome used in the GA-based algorithm. The chromosome is created by combining S genes. Each gene z indexes the row of array z L , referring to a specific multicast tree for that session.
The proposed notation is clarified with the simple example in Fig. 3 . Assume that there are five multicast flows; accordingly, the chromosome is made of five genes, each one indicating a specific multicast tree. With respect to Figs. (a) and (b), the second gene 2 g refers to the second session (z=2) and is set to 6, i.e., it refers to the sixth row of array 2 L , which provides all the possible multicast trees for this session. In this example, the rows of 2 L are of length three, meaning that in session 2 there are only three destinations. The values of the sixth row of this array provide the indexes of the rows of the arrays kz L (z=2, k=1,2,3), which code the three unicast paths to the destinations. In this example, the three paths are the followings: n 2 -n 3 -n 4 , n 2 -n 3 -n 4 -n 5 , and n 2 -n 3 -n 6 .
B. Application of the GA algorithms
As in many other applications of the GA algorithms proposed in the literature ( [11] - [16] ), the population is randomly initialized, creating a population P of Dim P chromosomes, each made by S genes. Note that the solution was found by making the population evolving by means of crossover and mutation operators. In particular, the most fitting part of the population best P was selected and directly inserted in the new generation, while the rest of the population worst P was discarded and replaced by a sub-population created by means of the crossover and mutation operators. A crossover operator (with probability CROSS ) is used to interchange the elements of two strings, while mutation operator (with probability MUT ) tries to lead the search out of local optima. In the case of two identical chromosomes resulted after the crossover and mutation operations, two individuals are randomly generated. The termination condition is satisfied once either g reaches a selected number of iterations ( IT ) or the fitness function maintains the same value for MAX IT iterations.
C. Evaluation
The chromosome fitness was evaluated by either functions B f or C f . The first was used when the optimality is correlated with a uniform distribution of the traffic over the entire network. The second was used when the optimality depends on both network resource occupation and transmission delay. The exact definition of these cost functions is provided in the following subsections.
C.1. Bandwidth contribution
The proposed cost function B f was intended to evaluate the bandwidth distribution over the network links so as to obtain the most uniform resource utilization. In this way, broad trees with low average link utilization could be selected even if there are smaller trees, but with higher average link utilization. Additionally, a constraint on the overall transmission delay for each path in each multicast session was enforced.
For a given solution F, let B represent the bandwidth contribution value computed as the average link occupation:
where ij y represents the bandwidth allocation obtained summing the multicast transmission rate to the background traffic occupancy in the ij l link: (default value equal to 90%), the link is treated as in congestion state:
L is the number of links involved in session routing:
The cost function B f we proposed is exactly equal to the expression of B in (1) .
The delay constraint is the following:
that is, for each unicast path the delay has to be less than the threshold MAX D (e.g., 200 msec is commonly used value for streaming applications). The one-way delay 
It is based on the sum of three terms: the expected best packet scheduling delay using Weighted Fair Queuing discipline with a maximum packet length equal to the MTU; the packet transmission time through the output link; and the link propagation delay ij π .
C.2. Bandwidth and delay contribution: D-B plane
The aim of the second fitness function C f was to weight both bandwidth usage and one-way transmission delay. These two components were combined together in a cost function that allowed the operator to obtain the "optimal" compromise between service delay and network resource usage. Clearly, there is not a universal definition of optimality in this framework because this depends on the network operator point of view. Accordingly, herein we defined a parametric cost function that provided a simple way to combine delay and network usage by setting a few parameters.
The bandwidth component used in cost function is the same used in previous subsection in (1) . As to the delay component, we computed the average value among the multicast tree delays:
where the multicast tree delay z D is calculated as the average delay among the unicast paths that constitute the tree for the session z:
In order to differentiate real-time applications from simple data transfer ones, weights z α are introduced.
As previously mentioned, the transmission delay and the bandwidth usage were combined in a single cost function
that provides the goodness of each solution. Such a function is described by defining some particular areas in the bi-dimensional D-B plane. Note that both D and B are normalized in the range 0÷1. These areas correspond to combinations of delay and capacity usage that are either particularly advantageous, disadvantageous, or quite common for the network operator. The first encompasses low D and B values and represents situations of very low network resource utilization and low delays. It is highlighted in grey color in Fig. 4 and
is assigned for every point within. It is named good region in the following for presentation convenience. The opposite situation corresponds to the "border" area of the D-B plane, where the capacity usage reaches high values and/or the delay is very high. This is the dashed area in Fig. 4 , named bad region, to which a value of 1 = C f is assigned. Besides these two areas, we have defined a series of combinations of D and B that represent the most frequent operational points for the network and are considered of equal importance for the operator: C f is set to 0.5 in these points; these combinations are defined by means of a parabolic curve, named control curve, determined by the operator defining three points (in terms of D-B coordinates values); these control points are represented by the cross symbols in Fig. 4 . The defined three areas constrain the shape of ( ) B D f C , . Additionally, it is reasonable to suppose the cost function convexly increases from the good region border to the control curve and concavely increases from the control curve to the bad region border. Three curves characterized by such a behavior are depicted in Fig. 5 . In particular, these represent potential curves obtained from the intersection of the bi-dimensional cost function with a plane orthogonal to the D-B plane and crossing its origin.
Once outlined the main characteristics of the cost function, we now need to define its analytical expression. In particular, it has to be characterized by some parameters to be set by the operator and related to the previously introduced areas. In the following, we propose a possible solution.
As to the control curve, it is given by the following expression:
where α , β , and χ are easily determined by enforcing the curve to cross the three control points.
The good and bad areas are defined by means of the following inequalities:
good area:
where J and I are two parameters defined by the operator and depicted in Fig. 4 .
To simplify the tractability, we now move to the polar representation of the D-B plane, in terms of the angle ϑ and radius ρ : 10 10 , (11) where ' λ and ' ' λ drive the exact shape of the cost functions. These allow the operator to either force the solution to stay close to the control curve (parameters set to high values) or tolerate solution far from this (parameters set to low values). In Fig. 5 , the continuous line corresponds to 200 ' ' ' = = λ λ , which represents the default setting. The other four parameters in (11) are set by enforcing the constraints on the borders:
. (12) Expression (11) is used to evaluate the cost function for a combination D-B of delay and capacity usage. After computing the angle ϑ by means of (10), Med ρ comes out from the conversion of (9) in the polar plane: , which is always equal to Q. It is important to underline that (11) is not dependant on how we describe the two regions and the curve, but only on the value of ρ in the area border and the curve.
IV. COMPLEXITY ANALYSIS
The resulting time complexity does not depend on the used cost function and is expressed by:
, where:
is the complexity of the Dijkstra algorithm, the complexity for the tree generation procedure: the maximum number of paths found for each destination node is N H N ln ⋅ , i.e., the upper bound for the number of z L arrays; this procedure is iterated for all z K nodes and has to be repeated for all S sessions. Even though the complexity quickly increases as network and destination nodes number grows, it has to be highlighted that these are intended as routers, and not as end-stations. For this reason, high N values (i.e. more than 50) and z K values (i.e. more than 20) are very uncommon to be reached.
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V. EXPERIMENTS
A. Settings
In this section, we present the results for different network configurations. The network topologies used in the simulations were generated by a random graph model proposed by Waxman [19] . The generator first randomly distributes N nodes over a square coordinate grid. The link between any two nodes i n and j n is added by the probability function
where ( )
is the Cartesian distance between nodes j n and j n , l is the maximum possible distance between any two nodes, and parameters α and β are real numbers in the range (0,1]. Note that these parameters can be appropriately tuned to obtain the desired characteristics in the resulting graph. In our simulations, we set α = 0.4 and β = 0.5 for N=20 nodes. We used connected graphs only: if generated graph are not connected, it is discarded. In the following, we refer to the GA algorithm using cost functions B f and C f with GA-B and GA-C, respectively. Our results were compared with the solutions calculated using the cost functions proposed by Wang [9] and Chen [8] . It has to be stressed that we calculate them by using genetic algorithms and not by their heuristics: thus we referred to them as GA-Wang and GA-Chen, respectively. This choice has been made since the link cost adopted by Chen and Wang have a different meaning with respect to the cost function proposed in our paper, thus a comparison in terms of resulting minimum cost and processing time is not appropriate; instead, we think it is important to compare the traffic distribution in the network, in terms of bandwidth and delay. As proposed by Wang, the link cost was set to be the distance, obtained using the Waxman model, between two end-nodes of that link (and normalized when running the Chen algorithm), while the capacity constraint for each link was assigned to be the 
B. Test analysis
At first we have run some tests to analyze the importance of the GA parameters: Dim P was varied in the range (8, 16, 32, 64) , CROSS and MUT in the range 0.3÷0.7 and 0.01÷0.3, respectively. The maximum difference in terms of final cost function value among all the solutions was observed to be less than 2%, which may be tolerated in most of cases. The following considerations can be made: a high population size brings to better solutions at the expense of a higher processing time; the MUT parameter is suggested to be set equal to or higher than 0.1 to avoid an excessive number of iterations; the CROSS parameter does not sort significant effects in the range used. For these reasons, in the following experiments the adopted parameter values are: CROSS =50%, MUT =30%, Dim P =32, IT =1000, and MAX IT =200. To observe the behavior of the proposed algorithms in critical conditions, the network was loaded with background traffic close to 70%. In particular, the background unicast traffic occupation for each link was randomly set in the range 50%÷80%, while the link propagation delay ij π was randomly set in the range for every z).
Figs. 6-9 show the results when the number of multicast sessions is set in the range 2÷7. Recall that z K =S for every z=1,…,S. As shown in Fig. , the GA-B algorithm obtained the best results in terms of bandwidth occupation in the links used by the multicast sessions at the expense of higher end-to-end delays, as shown in Fig.  8 , where GA-B have low values, but not the best ones. The GA-C algorithm brought to a higher bandwidth occupation with respect to GA-B, but it provided the best results in the end-to-end delays. As to the Wang algorithm, it reached its scope using the links with the lowest weight, not necessarily linked to the bandwidth, and was not interested in optimizing this bandwidth usage as shown in Fig. 6 . However, it provided the lowest end-to-end delay in some circumstances (see Fig.  7 ). As to the Chen algorithm, it was interested in reducing the traffic on the most loaded links, thus leading to a better usage of the link occupancy; however, it didn't take into account the delays, bringing to the worst results. It has to be noted that the proposed algorithms allowed for an optimal usage of the multicast links but led to a growth of the resulting trees in terms of number of hops involved, as shown in Fig. 8 (upper set of curves) : the number of sessions per used link with GA-B and GA-C was lower than the ones for the GA-Wang and the GAChen, which tend to pack the traffic flows. However, this figure is greater when considering the sessions over all the network links (lower set of curves in Fig. 8 ) because GA-B and GA-C used more links; consequently, the total traffic generated was greater too. However, this traffic growth is not very significant: as Fig. 9 shows, the proposed algorithms create less than 1% traffic more than GA-Wang algorithm, while have comparable to the GAChen algorithm. Referring to proposed algorithms, this spanning phenomenon is obviously lower with the GA-C algorithm, since many hops lead to high delays.
We have also analyzed the results obtained when using the DFS algorithm during the path search phase to build the space solution instead of the Dijkstra and the proposed heuristic for additional path computation. We refer to this algorithm with GA-DFS, whose results are compared with the GA-B and GA-C ones and show in Table 1 . In particular, we provide the difference normalized by the GA-DFS results. The end-to-end delay, multicast link occupation, network link occupation, cost and processing time have been considered in this analysis. It has to be noted that the final costs obtained with the proposed algorithms were only slightly higher than GA-DFS, with a normalized differences at most of 0.4%, in spite of the significant processing time growth. As to the delay and link occupation, it can be noted that the gap above 4% are always negative, i.e., occurred when our algorithms performed better (even if not in terms of final costs). It is important to underline that the results for more than five sources are not shown since the memory required to perform the GA-DFS was too high. In this paper we presented the application of the genetic algorithm to reduce the computational complexity in group multicast routing. Additionally, a novel cost function was proposed which weights network bandwidth allocation and quality of service, in term of one-way delay. The expression of the cost function has been devised so as to allow the operator to configure the desired balance between network resource utilization and provided quality of service by tuning few parameters. Experimental results showed that the proposed algorithm allows obtaining a better distribution of the session traffic, avoiding the creation of undesired bottlenecks.
VI. CONCLUSIONS
