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ABSTRACT. In the paper we formulate a criterion for the nonsingularity of a
bilinear form on a direct sum of finitely many invertible ideals of a domain. We
classify these forms up to isometry and, in the case of a Dedekind domain, up to
similarity.
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1. Introduction
The theory of bilinear forms over commutative rings is a natural generalization
of the theory of bilinear forms over fields. In both of these theories (in particular
in the construction of the Witt ring) the notion of a nonsingular bilinear form
plays an important role.
Let R be a commutative ring and M be a finitely generated projective
R-module. A symmetric bilinear form α : M ×M → R is said to be nonsingular
if the adjoint homomorphism α̂ : M → M∗ = HomR (M,R) defined by
α̂ (m) (n) = α (m,n) for all m,n ∈ M,
is an isomorphism of the module M and the module HomR (M,R) of all linear
functionals f : M → R. When the form α is nonsingular, the bilinear space
(M,α) is said to be nonsingular or an inner product space over R.
Similarly as in the case of a bilinear space over a field, if the module M is free,
then α is nonsingular if and only if its matrix in any basis of M is invertible. But
unlike a space over a field, in general the module M has not a basis. Therefore
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we should formulate a necessary and sufficient condition for the nonsingularity
of α for any finitely generated projective module M , not necessarily free.
In [2] such a condition is given for an invertible fractional ideal of a domain.
In our paper, in Section 2, we prove a criterion for the nonsingularity of α for
a direct sum I1 ⊕ · · · ⊕ In of n ≥ 1 invertible ideals I1, . . . , In. For example,
every finitely generated projective module M of rank n over a one-dimensional
noetherian domain has such a form (cf. [7: Chapter I, Prop. 3.4, 3.5]; M ∼=
I ⊕Rn−1 for some invertible ideal I of the ring R).
In Section 3 we classify all nonsingular bilinear forms on a module I1⊕· · ·⊕In
up to isometry. Assuming R is a Dedekind domain, in Section 4 we classify these
forms up to similarity.
Throughout the paper R∗ denotes the group of invertible elements of the
ring R.
2. Nonsingularity
In the paper [2] the following theorem is proved.
  2.1 ([2: Thm. 2.5]) Let R be a domain and K its field of fractions.
Let I be a fractional ideal in K. The ideal I admits a nonsingular bilinear form
if and only if I2 is a principal ideal.
The next theorem describes all nonsingular bilinear forms on I.
  2.2 ([2: Thm. 3.1]) Let R be a domain and K its field of fractions.
Let I be a fractional ideal in K and assume I2 = pR for some p ∈ K, p = 0.
If α is a nonsingular bilinear form on I, there exists a unique element u ∈ R∗
such that for all x, y ∈ I we have
α (x, y) =
u
p
xy. (1)
Conversely, if u ∈ R∗, then the map α : I×I → R defined by (1) is a nonsingular
bilinear form on I.
We describe all nonsingular bilinear forms on a direct sum of finitely many
fractional ideals.
We use the following lemma.
 2.3 ([7: Chapter I, Prop. 3.5]) Let R be a domain and let I be an ideal
in R. If I is invertible, then it is a finitely generated projective R-module of
rank 1 and conversely, each finitely generated projective R-module of rank 1 is
isomorphic to some invertible ideal of R.
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	
 2.4 Let R be a domain and K its field of fractions. Let M
be a direct sum of finitely many fractional ideals in K. Then M is a finitely
generated projective R-module of rank n ≥ 1 if and only if there exist invertible
ideals I1, . . . , In of the ring R such that
M ∼= I1 ⊕ · · · ⊕ In.
P r o o f.
(⇐=) This implication is obvious. Since every ideal Ij , j = 1, . . . , n, is
a finitely generated projective R-module of rank 1, the module M is finitely
generated, projective and
rankM = rank I1 + · · ·+ rank In = n.
(=⇒) Let
M = J1 ⊕ · · · ⊕ Jk
for some fractional ideals J1, . . . , Jk in the field K. We prove that k = n.
Fix j ∈ {1, . . . , k}. There exists an element 0 = dj ∈ R such that
djJj R.
The map ψj : Jj → djJj defined by
ψj (x) = djx for all x ∈ Jj
is an isomorphism of R-modules. Then
M ∼= d1J1 ⊕ · · · ⊕ dkJk.
Let m be a maximal ideal in the ring R andMm be the localisation of the module
M at m. Then
Mm ∼= (d1J1)m ⊕ · · · ⊕ (dkJk)m .
Since djJj is a finitely generated projective R-module, the ideal (djJj)m is
a finitely generated projective Rm-module. Therefore (djJj)m is a free module
(cf. [3: Chapter I, 2.4 Cor.]), so (djJj)m is a principal ideal, i.e.
rankm (djJj)m = 1.
Then rank (djJj) = 1, so
n = rankM = rank (d1J1) + · · ·+ rank (dkJk) = k.
Finally, we have
M ∼= d1J1 ⊕ · · · ⊕ dnJn,
709
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where d1J1, . . . , dnJn are finitely generated projective R-modules of rank 1.
Therefore by Lemma 2.3 there exist invertible ideals Ij , j = 1, . . . , n, of the
ring R such that djJj ∼= Ij , so
M ∼= I1 ⊕ · · · ⊕ In.

We give a necessary condition for the existence of a nonsingular bilinear form
on I1⊕· · ·⊕In. In order to do that, we use the following properties and theorem
of Steinitz.
 2.5 ([7: Chapter I, Lemma 3.1, Prop. 3.5]) Let R be a domain and let
I be an invertible ideal in R. Then
(1) I−1 ∼= I∗,
(2) I ⊗R J ∼= IJ for any fractional ideal J,
(3) I ⊗R I∗ ∼= R.
  2.6 (Steinitz) ([4: I.1.6]) Let R be a domain and let K be its field
of fractions. If a1, . . . , ak, b1, . . . , bl are nonzero ideals in R and the R-modules
a1 ⊕ · · · ⊕ ak and b1 ⊕ · · · ⊕ bl are isomorphic, then there is an element c ∈ K
such that
a1 · · · ak = cb1 · · · bl.
  2.7 Let R be a domain and let I1, . . . , In be invertible ideals in R.
If the module I1 ⊕ · · · ⊕ In admits a nonsingular bilinear form, then (I1 · · · In)2
is a principal ideal.
P r o o f. Let α :
n⊕
j=1
Ij×
n⊕
j=1
Ij → R be a nonsingular bilinear form on the module
n⊕
j=1
Ij = I1 ⊕ · · · ⊕ In. Then the map α̂ :
n⊕
j=1
Ij →
( n⊕
j=1
Ij
)∗
is an isomorphism
of R-modules, so
n⊕
j=1
Ij ∼=
( n⊕
j=1
Ij
)∗
.
But ( n⊕
j=1
Ij
)∗
∼=
n⊕
j=1
I∗j
and by Lemma 2.5 I∗j ∼= I−1j . Therefore
n⊕
j=1
Ij ∼=
n⊕
j=1
I−1j .
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Obviously
(I1 · · · In)⊗R
n⊕
j=1
Ij ∼= (I1 · · · In)⊗R
n⊕
j=1
I−1j ,
so
n⊕
j=1
((I1 · · · In)⊗R Ij) ∼=
n⊕
j=1
(
(I1 · · · In)⊗R I−1j
)
. (2)
By Lemma 2.5
(I1 · · · Ij · · · In)⊗R Ij ∼= I1 · · · I2j · · · In.
Moreover,
(I1 · · · Ij · · · In) ∼= (I1 · · · Ij−1 · Ij+1 · · · In)⊗R Ij ,
so
(I1 · · · In)⊗R I−1j ∼= (I1 · · · Ij−1 · Ij+1 · · · In)⊗R Ij ⊗R I−1j
∼= (I1 · · · Ij−1 · Ij+1 · · · In)⊗R R
∼= I1 · · · Ij−1 · Ij+1 · · · In.
Therefore from (2) it follows that
n⊕
j=1
(
I1 · · · I2j · · · In
) ∼= n⊕
j=1
(I1 · · · Ij−1 · Ij+1 · · · In) .
By theorem of Steinitz there exists an element c ∈ K such that
(I1 · · · In)n+1 = c (I1 · · · In)n−1 .
Hence
(I1 · · · In)n+1 ∼= (I1 · · · In)n−1 .
Of course
(I1 · · · In)−(n−1) ⊗R (I1 · · · In)n+1 ∼= (I1 · · · In)−(n−1) ⊗R (I1 · · · In)n−1 ,
so by Lemma 2.5
(I1 · · · In)2 ∼= R.
Therefore (I1 · · · In)2 is a free R-module, i.e. it is a principal ideal. 
Now we describe any symmetric, not necessarily nonsingular, bilinear form
on
n⊕
j=1
Ij .
For every j ∈ {1, . . . , n} let us denote
Sjj := (I1 · · · Ij−1)2 · (Ij+1 · · · In)2
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(if n = 1, then S11 = R). Moreover, for j, k ∈ {1, . . . , n}, j = k, put
Sjk := (I1 · · · Ij−1)2 · Ij · (Ij+1 · · · Ik−1)2 · Ik · (Ik+1 · · · In)2 .
	
 2.8 Let R be a domain and I1, . . . , In be ideals in R such that
(I1 · · · In)2 = pR for some 0 = p ∈ R. A map α :
n⊕
j=1
Ij ×
n⊕
j=1
Ij → R is a
symmetric bilinear form on
n⊕
j=1
Ij if and only if there exist uniquely determined
elements ajk ∈ Sjk, ajk = akj , j, k ∈ {1, . . . , n} such that
α ((x1, . . . , xn) , (y1, . . . , yn)) =
n∑
j,k=1
ajk
p
xjyk
for all (x1, . . . , xn) , (y1, . . . , yn) ∈
n⊕
j=1
Ij .
P r o o f.
(⇐=) The bilinearity of α is obvious. It suffices to notice that for j = 1, . . . , n
we have
ajj ∈ Sjj =⇒ ajj xjyj︸︷︷︸
∈I2j
∈ (I1 · · · In)2 = pR =⇒ ajj
p
xjyj ∈ R
and for j, k = 1, . . . , n, j = k
ajk ∈ Sjk =⇒ ajk xjyk︸︷︷︸
∈IjIk
∈ (I1 · · · In)2 = pR =⇒ ajk
p
xjyk ∈ R,
so
α ((x1, . . . , xn) , (y1, . . . , yn)) ∈ R
for all (x1, . . . , xn) , (y1, . . . , yn) ∈
n⊕
j=1
Ij .
(=⇒) Fix j, k ∈ {1, . . . , n}, j = k. We prove that there exists a uniquely
determined ajk ∈ Sjk such that
α ((0, . . . , xj , . . . , 0) , (0, . . . , yk, . . . , 0)) =
ajk
p
xjyk
for all xj ∈ Ij , yk ∈ Ik.
Let xj ∈ Ij , yk ∈ Ik and K be the field of fractions of the ring R. Then
α ((0, . . . , xj, . . . , 0) , ·) |Ik ∈ I∗k .
By [2: Lemma 2.3] there exists an element cj ∈ K such that
α ((0, . . . , xj, . . . , 0) , (0, . . . , yk, . . . , 0)) = cjyk
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for (all) yk ∈ Ik. Similarly,
α ((0, . . . , yk, . . . , 0) , ·) |Ij ∈ I∗j ,
so there exists ck ∈ K such that
α ((0, . . . , yk, . . . , 0) , (0, . . . , xj , . . . , 0)) = ckxj.
for (all) xj ∈ Ij . Since α is symmetric, cjyk = ckxj. Hence for all xj ∈ Ij \ {0},
yk ∈ Ik \ {0} the ratio
cj
xj
=
ck
yk
=: djk ∈ K
is a constans. Moreover,
djkxjyk = cjyk = α ((0, . . . , xj, . . . , 0) , (0, . . . , yk, . . . , 0)) ∈ R.
The elements xjyk generate the ideal IjIk, so
djkp ∈ djk (I1 · · · In)2 ⊆ djkIjIk ⊆ R.
Denoting ajk := djkp, we finally get
α ((0, . . . , xj , . . . , 0) , (0, . . . , yk, . . . , 0)) =
ajk
p
xjyk
for all xj ∈ Ij , yk ∈ Ik.
The uniqueness of ajk follows from the cancelation property in a domain.
Since α is symmetric, ajk = akj . It suffices to prove that ajk ∈ Sjk.
Because
ajk
p
xjyk ∈ R for all xj ∈ Ij , yk ∈ Ik,
so
ajkxjyk ∈ pR = (I1 · · · In)2 for all xj ∈ Ij , yk ∈ Ik.
Hence
ajkIjIk ⊆ (I1 · · · In)2 = (I1 · · · Ij−1)2 · I2j · (Ij+1 · · · Ik−1)2 · I2k · (Ik+1 · · · In)2 .
Multiplying by I−1j · I−1k we obtain
ajkR ⊆ Sjk,
i.e. ajk ∈ Sjk.
In an analogous way we prove that for every j ∈ {1, . . . , n} there exists a
uniquely determined ajj ∈ Sjj such that
α ((0, . . . , xj, . . . , 0) , (0, . . . , yj, . . . , 0)) =
ajj
p
xjyj
for all xj, yj ∈ Ij .
The bilinearity of α gives the thesis. 
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We formulate a necessary and sufficient condition for the nonsingularity of α.
  2.9 Let R be a domain and I1, . . . , In be ideals in R such that
(I1 · · · In)2 = pR for some 0 = p ∈ R. Let α :
n⊕
j=1
Ij×
n⊕
j=1
Ij → R be a symmetric
bilinear form on
n⊕
j=1
Ij defined by the formula
α ((x1, . . . , xn) , (y1, . . . , yn)) =
n∑
j,k=1
ajk
p
xjyk,
where ajk = akj ∈ Sjk, j, k ∈ {1, . . . , n}. The form α is nonsingular if and only
if
det (ajk)1≤j, k≤n = p
n−1 · u
for some invertible element u ∈ R∗.
P r o o f. We know that
det (ajk) =
∑
(k1,...,kn)
±a1k1 · · · ankn ,
where {k1, . . . , kn} = {1, . . . , n}. Hence
det (ajk) ∈
∑
(k1,...,kn)
S1k1 · · ·Snkn .
But
S1k1 · · ·Snkn = (I1 · · · In)2(n−1) = pn−1 · R,
so
det (ajk) = p
n−1 · u (3)
for some element u ∈ R.
Let m be a maximal ideal in R and
( n⊕
j=1
(Ij)m , αm
)
be the localisation of the
space
( n⊕
j=1
Ij , α
)
at m. The ideals (I1)m , . . . , (In)m are finitely generated projec-
tive Rm-modules. From [3: Chapter I, 2.4 Cor.] it follows that (I1)m , . . . , (In)m
are free modules, so they are principal ideals. Let
(I1)m = g1Rm, . . . , (In)m = gnRm
for some g1, . . . , gn ∈ Rm. Then
g21 · · · g2nRm = ((I1)m · · · (In)m)2 = pRm,
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so
g21 · · · g2n = pv (4)
for some invertible element v ∈ R∗m. Observe that the form αm has the following
matrix
A =
1
p
·
⎛⎜⎜⎜⎝
a11 · g21 a12 · g1g2 . . . a1n · g1gn
a21 · g2g1 a22 · g22 . . . a2n · g2gn
...
...
. . .
...
an1 · gng1 an2 · gng2 . . . ann · g2n
⎞⎟⎟⎟⎠
in the basis
B = ((g1, 0, . . . , 0) , . . . , (0, . . . , gj, . . . , 0) , . . . , (0, . . . , 0, gn))
of the free Rm-module
n⊕
j=1
(Ij)m.
(=⇒) We show that u is invertible.
Since by the assumption α is nonsingular, from [1: (1.4) Prop.] it follows that
αm is nonsingular. Hence there exists an invertible element ν ∈ R∗m such that
ν = detA =
1
pn
· g21g22 · · · g2n · det (ajk) .
Therefore by (3) and (4)
ν = v · u,
so u = ν · v−1 ∈ R∗m. Hence u is invertible in R.
(⇐=) By the assumption u ∈ R∗, so u ∈ R∗m. Therefore detA = v · u ∈ R∗m,
so αm is nonsingular. From [1: (1.4) Prop.] it follows that the form α is nonsin-
gular. 
Example. Let R be a domain and I1, . . . , In be ideals in R such that I
2
1 =
q1R, . . . , I
2
n = qnR for some q1, . . . , qn ∈ R \ {0}. For every j ∈ {1, . . . , n} let
αj : Ij×Ij → R be a symmetric bilinear form on the ideal Ij . By Proposition 2.8
for every j ∈ {1, . . . , n} there exists a unique element aj ∈ R such that
αj (x, y) =
aj
qj
xy for all x, y ∈ Ij .
Let ( n⊕
j=1
Ij , α
)
= (I1, α1) ⊥ · · · ⊥ (In, αn)
be an orthogonal direct sum of the spaces (I1, α1) , . . . , (In, αn). Then
715
Brought to you by | Uniwersytet Slaski - University of Silesia - Silesian University
Authenticated
Download Date | 3/26/19 12:39 PM
BEATA ROTHKEGEL
α ((x1, . . . , xn) , (y1, . . . , yn)) = α1 (x1, y1) + α2 (x2, y2) + · · ·+ αn (xn, yn)
=
a1
q1
x1y1 +
a2
q2
x2y2 + · · ·+ an
qn
xnyn
=
n∑
j=1
ajbj
p
xjyj
for all (x1, . . . , xn) , (y1, . . . , yn) ∈
n⊕
j=1
Ij , where p := q1q2 · · · qn, bj := q1 · · ·
· · · qj−1qj+1 . . . qn, j = 1, . . . , n. We show the geometrically obvious fact that the
space
( n⊕
j=1
Ij , α
)
is nonsingular if and only if the space (Ij , αj) is nonsingular
for every j ∈ {1, . . . , n}.
Observe that
(I1 · · · In)2 = q1 · · · qnR = pR.
Moreover, for j ∈ {1, . . . , n} we have
ajj := ajbj ∈ bjR = (I1 · · · Ij−1)2 · (Ij+1 · · · In)2 = Sjj
and for j, k ∈ {1, . . . , n}, j = k,
ajk := 0 ∈ Sjk.
By Theorem 2.9
α is nonsingular ⇐⇒ det (ajk) = pn−1 · u for some u ∈ R∗
⇐⇒ det
⎛⎜⎜⎜⎝
a1b1 0 . . . 0
0 a2b2 . . . 0
...
...
. . .
...
0 0 . . . anbn
⎞⎟⎟⎟⎠ = pn−1 · u
for some u ∈ R∗
⇐⇒ a1a2 · · · an = u for some u ∈ R∗
⇐⇒ aj ∈ R∗ for every j ∈ {1, . . . , n}
⇐⇒ αj is nonsingular for every j ∈ {1, . . . , n} .
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3. Isometry
Now we classify nonsingular bilinear forms on
n⊕
j=1
Ij up to isometry. For
k, r ∈ {1, . . . , n}, k = r, let us denote
Tkr := (I1 · · · In)2 · I−1k · Ir.
We describe all automorphisms of the module
n⊕
j=1
Ij .
	
 3.1 Let R be a domain and I1, . . . , In be ideals in R such that
(I1 · · · In)2 = pR for some 0 = p ∈ R. Assume that
n⊕
j=1
Ij admits a nonsingular
bilinear form. A map ϕ :
n⊕
j=1
Ij →
n⊕
j=1
Ij is an automorphism of the module
n⊕
j=1
Ij if and only if there exists a matrix
C =
1
p
· (ckr)1≤k,r≤n , crr ∈ pR, ckr ∈ Tkr, k, r ∈ {1, . . . , n} , k = r,
such that detC is an invertible element in R and
ϕ (y1, . . . , yn) = (y1, . . . , yn) · C for all (y1, . . . , yn) ∈
n⊕
j=1
Ij .
P r o o f.
(=⇒) Let α :
n⊕
j=1
Ij ×
n⊕
j=1
Ij → R be a nonsingular bilinear form on
n⊕
j=1
Ij
defined by
α ((x1, . . . , xn) , (y1, . . . , yn)) =
n∑
j,k=1
ajk
p
xjyk, ajk ∈ Sjk,
for all (x1, . . . , xn) , (y1, . . . , yn) ∈
n⊕
j=1
Ij . For every r = 1, . . . , n let fr := πr ◦ ϕ,
where πr is a projection map,
πr (z1, . . . , zr, . . . , zn) = zr
for all (z1, . . . , zr, . . . , zn) ∈
n⊕
j=1
Ij . Of course
ϕ (y1, . . . , yn) = (f1 (y1, . . . , yn) , . . . , fn (y1, . . . , yn))
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and the maps fr, r = 1, . . . , n, are linear functionals on the ideal
n⊕
j=1
Ij . Since
α is nonsingular, there exist elements (x1r, . . . , xnr) ∈
n⊕
j=1
Ij , r = 1, . . . , n, such
that
α ((x1r, . . . , xnr) , (y1, . . . , yn)) = fr (y1, . . . , yn)
for all (y1, . . . , yn) ∈
n⊕
j=1
Ij , i.e.
1
p
·
n∑
k=1
⎛⎝ n∑
j=1
ajkxjr
⎞⎠ yk = fr (y1, . . . , yn)
for all (y1, . . . , yn) ∈
n⊕
j=1
Ij . Denote ckr :=
n∑
j=1
ajkxjr. Then
1
p
·
n∑
k=1
ckryk = fr (y1, . . . , yn) , r = 1, . . . , n
for all (y1, . . . , yn) ∈
n⊕
j=1
Ij . Therefore
ϕ (y1, . . . , yn) = (f1 (y1, . . . , yn) , . . . , fn (y1, . . . , yn))
= (y1, . . . , yn) · 1
p
·
⎛⎜⎜⎜⎝
c11 c12 . . . c1n
c21 c22 . . . c2n
...
...
. . .
...
cn1 cn2 . . . cnn
⎞⎟⎟⎟⎠
= (y1, . . . , yn) · C.
We show that crr ∈ pR, ckr ∈ Tkr for k, r ∈ {1, . . . , n}, k = r.
Fix k, r ∈ {1, . . . , n}. From the definition of fr it follows that
1
p
· ckr · yk = fr (0, . . . , yk, . . . , 0) ∈ Ir for all yk ∈ Ik.
Hence
ckr · yk ∈ p · Ir for all yk ∈ Ik,
so
ckr · Ik ⊆ p · Ir (5)
Assume k = r. Then
crr · Ir ⊆ p · Ir.
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Multiplying by I−1r , we obtain
crr ·R ⊆ p ·R,
i.e. crr ∈ pR.
Assume k = r. By (5)
ckr · Ik ⊆ (I1 · · · In)2 · Ir.
Hence
ckr · R ⊆ (I1 · · · In)2 · I−1k · Ir = Tkr,
so ckr ∈ Tkr.
We have
detC = det
1
p
· (ckr) = 1
pn
·
∑
(r1,...,rn)
±c1r1 · · · cnrn ,
where {r1, . . . , rn} = {1, . . . , n}. Since cii ∈ pR = (I1 · · · In)2 and ciri ∈ Tiri ,
i = ri, it is easy to observe that
c1r1 · · · cnrn ∈ (I1 · · · In)2n = pnR.
Therefore detC ∈ R. Since ϕ is an automorphism, detC ∈ R∗.
(⇐=) Let k, r ∈ {1, . . . , n} and yk ∈ Ik. Then
1
p
ckryk ∈ Ir.
Indeed, let k = r. Then
crr ∈ pR =⇒ 1
p
crr ∈ R =⇒ 1
p
crryr ∈ Ir.
If k = r, then
ckr ∈ Tkr = (I1 · · · In)2 · I−1k · Ir
=⇒ ckryk ∈ (I1 · · · In)2 · Ir = pIr
=⇒ 1
p
ckryk ∈ Ir.
Therefore
ϕ (y1, . . . , yn) =
(
1
p
·
n∑
k=1
ck1yk, . . . ,
1
p
·
n∑
k=1
cknyk
)
∈
n⊕
j=1
Ij . (6)
Obviously ϕ is a homomorphism of R-modules. We prove that ϕ is bijective.
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Fix (z1, . . . , zn) ∈
n⊕
j=1
Ij and consider the system of n equations
1
p
·
n∑
k=1
ckrYk = zr, r = 1, . . . , n. (7)
Since the matrix of (7) is equal to CT and
detCT = detC = 0,
the system (7) has a unique solution (y1, . . . , yn) ∈ Kn, where K is the field of
fractions of the ring R. For every k ∈ {1, . . . , n} replacing the ktk column of the
matrix CT with (z1, . . . , zn)
T
we obtain
yk = det
1
p
·
⎛⎜⎜⎜⎜⎜⎜⎝
c11 c21 . . . pz1 . . . cn1
...
...
. . .
...
. . .
...
c1k c2k . . . pzk . . . cnk
...
...
. . .
...
. . .
...
c1n c2n . . . pzn . . . cnn
⎞⎟⎟⎟⎟⎟⎟⎠ · (detC)
−1
.
Using the fact that zr ∈ Ir, cii ∈ pR and ciri ∈ Tiri , i = ri, for r, i, ri ∈
{1, . . . , n}, we show that the determinant in the numerator is an element of the
ideal Ik. Moreover, detC ∈ R∗, so yk ∈ Ik, k = 1, . . . , n, i.e. (y1, . . . , yn) ∈
n⊕
j=1
Ij .
Finally by (6), for every (z1, . . . , zn) ∈
n⊕
j=1
Ij there is a unique element
(y1, . . . , yn) ∈
n⊕
j=1
Ij such that
ϕ (y1, . . . , yn) = (z1, . . . , zn) ,
i.e. ϕ is an automorphism. 
  3.2 Let R be a domain and I1, . . . , In be ideals in R such that
(I1 · · · In)2 = pR for some 0 = p ∈ R. Let α and β be nonsingular bilinear
forms on the module
n⊕
j=1
Ij defined by
α ((x1, . . . , xn) , (y1, . . . , yn)) =
n∑
j,k=1
ajk
p
xjyk,
β ((x1, . . . , xn) , (y1, . . . , yn)) =
n∑
j,k=1
bjk
p
xjyk,
ajk, bjk ∈ Sjk.
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Then the inner product spaces
( n⊕
j=1
Ij , α
)
and
( n⊕
j=1
Ij , β
)
are isometric if and
only if there exists a matrix C such as in Proposition 3.1 and
(ajk)1≤j,k≤n = C · (bjk)1≤j,k≤n · CT .
P r o o f. Observe that
( n⊕
j=1
Ij , α
)
∼=
( n⊕
j=1
Ij , β
)
⇐⇒ there exists an automorphism ϕ :
n⊕
j=1
Ij →
n⊕
j=1
Ij such that
α ((x1, . . . , xn) , (y1, . . . , yn)) = β (ϕ (x1, . . . , xn) , ϕ (y1, . . . , yn))
for all (x1, . . . , xn) , (y1, . . . , yn) ∈
n⊕
j=1
Ij
⇐⇒ there exists an automorphism ϕ :
n⊕
j=1
Ij →
n⊕
j=1
Ij such that
(
x1, . . . , xn
) · 1
p
· (ajk) · (y1, . . . , yn)T
= ϕ (x1, . . . , xn) · 1
p
· (bjk) · ϕ (y1, . . . , yn)T
for all (x1, . . . , xn) , (y1, . . . , yn) ∈
n⊕
j=1
Ij
⇐⇒ there exists a matrix C such as in Proposition 3.1 and(
x1, . . . , xn
) · (ajk) · (y1, . . . , yn)T
= (x1, . . . , xn) · C · (bjk) · CT · (y1, . . . , yn)T
for all (x1, . . . , xn) , (y1, . . . , yn) ∈
n⊕
j=1
Ij
⇐⇒ there exists a matrix C such as in Proposition 3.1 and
(ajk) = C · (bjk) · CT .

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4. Similarity
Let (M,α) and (N, β) be inner product spaces over a domain R. We say
that (M,α) and (N, β) are similar, if there exist metabolic spaces (M1, α1) and
(N1, β1) such that the spaces (M,α) ⊥ (M1, α1) and (N, β) ⊥ (N1, β1) are
isometric.
The spaces (M,α) and (N, β) are similar if and only if their similarity classes
〈M,α〉, 〈N, β〉 in the Witt ring W (R) of the ring R are equal.
If R is a Dedekind domain and K its field of fractions, then by Knebusch’s
theorem the natural homomorphism φ : W (R) → W (K) defined by
φ (〈M,α〉) = 〈K ⊗R M,α′〉 ,
where
α′ (x⊗ y, z ⊗ t) = xz · α (y, t) for all x⊗ y, z ⊗ t ∈ K ⊗R M,
is injective (cf. [5: p. 93]). Hence
〈M,α〉 = 〈N, β〉 in W (R) ⇐⇒ 〈K ⊗R M,α′〉 = 〈K ⊗R N, β′〉 in W (K) .
We classify nonsingular bilinear forms on a module
n⊕
j=1
Ij up to similarity in
the case when R is a Dedekind domain.
  4.1 Let R be a Dedekind domain and K its field of fractions,
charK = 2. Let I1, . . . , In be ideals in R such that (I1 · · · In)2 = pR for some
0 = p ∈ R. Let α and β be nonsingular bilinear forms on the module
n⊕
j=1
Ij
defined by
α ((x1, . . . , xn) , (y1, . . . , yn)) =
n∑
j,k=1
ajk
p
xjyk,
β ((x1, . . . , xn) , (y1, . . . , yn)) =
n∑
j,k=1
bjk
p
xjyk,
ajk, bjk ∈ Sjk. Then the inner product spaces
( n⊕
j=1
Ij , α
)
and
( n⊕
j=1
Ij , β
)
are
similar if and only if there exists a matrix
C = (ckr)1≤k, r≤n , ckr ∈ K, k, r ∈ {1, . . . , n} ,
such that detC is an invertible element in R and
(ajk)1≤j, k≤n = C · (bjk)1≤j, k≤n · CT .
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P r o o f. The forms α′ and β′ have the following matrices
(pajk)1≤j, k≤n , (pbjk)1≤j, k≤n
in the basis
B = (1⊗ (p, 0, . . . , 0) , . . . , 1⊗ (0, . . . , p, . . . , 0) , . . . , 1⊗ (0, . . . , 0, p))
of the linear space K ⊗R
n⊕
j=1
Ij over the field K. Therefore
〈 n⊕
j=1
Ij , α
〉
=
〈 n⊕
j=1
Ij , β
〉
⇐⇒
〈
K ⊗R
n⊕
j=1
Ij , α
′
〉
=
〈
K ⊗R
n⊕
j=1
Ij , β
′
〉
⇐⇒
(
K ⊗R
n⊕
j=1
Ij , α
′
)
∼=
(
K ⊗R
n⊕
j=1
Ij , β
′
)
over K (by [6: Thm. 13.1.3]; charK = 2)
⇐⇒ there exists a matrix C = (ckr) , ckr ∈ K,
such that detC = 0 and
(pajk) = C · (pbjk) · CT
⇐⇒ there exists a matrix C = (ckr) , ckr ∈ K,
such that detC ∈ R∗ and
(ajk) = C · (bjk) · CT .
The last implication “=⇒” follows from the following observation. Since
det (ajk) = (detC)
2 · det (bjk) ,
by Theorem 2.9
pn−1 · u = (detC)2 · pn−1 · v
for some invertible elements u, v ∈ R∗. Then
u = (detC)
2 · v
and (detC)
2 ∈ R∗. But R is integrally closed, so detC ∈ R∗. 
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