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Abstract
We describe all Mathieu-Zhao spaces of k[x1, · · · , xn] (k is an al-
gebraically closed field of characteristic zero) which contains an ideal
of finite codimension. Furthermore we give an algorithm to decide if
a subspace of the form I + kv1 + · · · + kvr is a Mathieu-Zhao space,
in case the ideal I has finite codimension. 1
Introduction
Since its formulation in 1939 by Keller the Jacobian Conjecture has been
studied by many authors, but remains open in all dimensions greater than
one. Many attempts have been made to generalize this conjecture, however
most of these generalizations turned out to be false. Only one such a con-
jecture, due to Olivier Mathieu in [6], is still open. More recently Wenhua
Zhao came up with several amazing new conjectures, all implying the Jaco-
bian Conjecture. Even better, he created a new framework in which all these
fascinating conjectures, including Mathieu’s conjecture, can be studied:this
is his theory of Mathieu subspaces ([7], [8 ], [9 ], [10] and [1]). The name
Mathieu subspaces was recently changed into Mathieu-Zhao spaces, for short
MZ-spaces, by the first author in [2].
An MZ-space is a generalization of the notion of an ideal in a ring. More
precisely, let k be a field, R a k-algebra and V a k-linear subspace of R.
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Then V is called a (left) MZ-space of R if the following holds: if a ∈ R is
such that am ∈ V , for all large m (i.e. there exists N such that am ∈ V for
all m ≥ N), then for all b ∈ R also bam ∈ V for all large m.
The new conjectures introduced by Zhao all concern MZ-spaces of poly-
nomial rings over a field. Therefore one is naturally led to the study of
MZ-spaces of such rings. A first step toward a description of these spaces,
for the case of univariate polynomial rings, was made in [3]. There the au-
thors classify all MZ-spaces of k[t] which contain a non-zero ideal. These
spaces have finite codimension. However classifying MZ-spaces, even of codi-
mension one of k[t], is still far too complicated. For example the set of all
f ∈ C[t] such that
∫ 1
0
f(t) dt = 0 is an MZ-space of C[t], but its proof is not
at all obvious (see for example [4] or [1]).
The aim of this paper is to extend the results obtained in [3] to polynomial
rings in n variables. More precisely, in case k is an algebraically closed field
of characteristic zero, we give a complete description of all MZ-spaces of
k[x] := k[x1, · · · , xn] containing an ideal of finite codimension. Furthermore,
we give an algorithm which decides if a given subspace of k[x] of the form
I + kv1 + · · ·+ kvh is an MZ-space, in case I has finite codimension.
The results described in this paper where first obtained by the second
author in her Master’s thesis [5], at the Radboud University in Nijmegen.
This paper contains some simplifications of the original proofs.
1 Preliminaries and notations
Throughout this paper k will denote an algebraically closed field of char-
acteristic zero and k[x] := k[x1, · · · , xn] is the polynomial ring in n vari-
ables over k. V will always denote a k-linear subspace of k[x] and we
additionally assume that V contains an ideal I such that k[x]/I is a fi-
nite dimensional k-vectorspace, say of dimension d. It follows that the
d + 1 vectors 1, x1, x21, · · · , x
d
1 are linearly dependent over k, which implies
that I contains a monic polynomial f1(x1) ∈ k[x1] of degree say d1 ≥ 1.
Since this argument can be repeated for every i we deduce that there ex-
ist monic polynomials f1(x1), · · · , fn(xn), of positive degrees d1, · · · , dn re-
spectively, such that J := (f1(x1), · · · , fn(xn)) ⊆ I ⊆ V . Observe that
dimkk[x]/J = d1 · · ·dn is finite. Consequently we may, and will assume from
now on that I = (f1(x1), · · · , fn(xn)).
The advantage of this assumption is that A := k[x]/I has a nice structure.
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To see this let’s fix some notations. First we denote by Λi the set of different
zeros of fi in k and for λi ∈ Λi we denote by m(λi) its multiplicity. So
fi(xi) =
∏
λi∈Λi
(xi − λi)
m(λi)
Wemay assume that 0 /∈ Λi for all i: just replace xi by xi−ci for some suitable
ci ∈ k and observe that sending each xi to xi − ci is a k-automorphism of
k[x]. Now define Λ = Λ1 × · · · × Λn. So an element λ ∈ Λ is an n-tuple
of the form λ = (λ1, · · · , λn), where each λi belongs to Λi. The n-tuple
(m(λ1), · · · , m(λn)) we denote by m(λ). If furthermore for each λ ∈ Λ we
denote by [(x− λ)]m(λ) the ideal ((x1 − λ1)
m(λ1), · · · , (xn − λn)
m(λn)) in k[x],
it follows from the Chinese remainder theorem and an easy induction that
k[x]/I ≃
∏
λ∈Λ
k[x]/[(x− λ)]m(λ)
The isomorphism is given by φ(g + I) = (g + [(x − λ)]m(λ))λ∈Λ. The ring
on the right-hand side we denote by B. It is a product of the local rings
Bλ := k[x]/[(x − λ)]
m(λ). Hence each such a ring has only two idempotents,
namely 0 and 1. It follows that the elements eλ = (0, · · · , 0, 1, 0, · · · , 0) ∈ B
(where the 1 appears at the component with index λ) form an orthogonal basis
of idempotents of B, i.e. each eλ is a non-zero idempotent of B, eλ ·eµ = 0 for
all λ 6= µ ∈ Λ and each non-zero idempotent of B is of the form
∑
λ∈Λ′ eλ, for
some non-empty subset Λ
′
of Λ. By the isomorphism φ there exist gλ ∈ k[x],
such that φ(gλ+I) = eλ. Consequently the elements gλ+I form an orthogonal
bases of idempotents of A.
To understand the importance of these idempotents we recall two facts
from [10]. The first fact says that V is an MZ-space of k[x] if and only
if V := V/I is an MZ-space of A. So we need to study MZ-spaces of A.
Therefore observe that A is finite dimensional over k, so all its elements are
algebraic over k. It then follows from Zhao’s idempotency theorem (theorem
4.2, [10]) that V is an MZ-space of A if and only if for each idempotent e of A,
which belongs to V , the ideal Ae is contained in V . Before we can use these
results to obtain a first characterization of MZ-spaces of k[x] containing I, we
need one more result, which will be applied to the ring A and the idempotents
gλ + I described above:
Lemma 1. Let R be a commutative ring which has an orthogonal basis E
of idempotents. If M is an MZ-space of R, then the only idempotents of
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R in M are 0 or the elements of the form
∑
j ej, where each ej belongs to
E0 := E ∩M .
Proof. Let e ∈M be an idempotent and assume that e 6= 0. Then e =
∑
j ej ,
for some ej ∈ E. Assume that one of these ej does not belong to E0, say
ei /∈ E0. Then ei /∈ M . Now observe that e
m = e ∈ M for all m > 0.
Since M is an MZ-space this implies that eie
m ∈M for all large m. However
eie
m = eie = e
2
i = ei. So ei ∈M , a contradiction. So ej ∈ E0, for each j.
Now we are able to prove the first main theorem. Therefore let Λ0 be
the set of λ ∈ Λ such that gλ ∈ V . Furhermore, for each Λ
′ ⊆ Λ we put
I(Λ′) =
∑
λ∈Λ′ gλ if Λ
′ 6= ∅ and I(Λ′) = 0 otherwise.
Theorem 1. V is an MZ-space of k[x] if and only if for each non-empty
subset Λ′ of Λ the following conditions hold:
i) I(Λ′\Λ0) /∈ V , if Λ\Λ0 6= ∅.
ii) k[x] · I(Λ′ ∩ Λ0) ⊆ V .
Proof. (⇒) Assume Λ′\Λ0 6= ∅. Suppose that
∑
λ∈Λ′\Λ0
gλ ∈ V . Then∑
λ∈Λ′\Λ0
gλ ∈ V . Since V is an MZ-space of k[x], V is an MZ-space in
A. So by lemma 1 (applied to the ring A and the idempotents gλ + I) it
follows that gλ = gλ + I ∈ V , for all λ ∈ Λ
′\Λ0. Since I ⊆ V , this im-
plies that gλ ∈ V for all these λ. However if λ ∈ Λ
′\Λ0, then in particular
λ /∈ Λ0. So gλ /∈ V , contradiction. This proves i). To see ii) just observe
that I(Λ′ ∩ Λ0) =
∑
λ∈Λ′∩Λ0
gλ is an idempotent in A which is contained in
V . Since V is an MZ-space in A (for V is one in k[x]), it follows from Zhao’s
idempotency theorem that A · I(Λ′ ∩ Λ0) ⊆ V . Using again that I ⊆ V this
implies ii).
(⇐) It suffices to show that V is an MZ-space of A. We use Zhao’s idem-
potency theorem. So let e ∈ V be a non-zero idempotent of A. Then there
exists a non-empty subset Λ′ of Λ such that e =
∑
λ∈Λ′ gλ ∈ V . Split this
sum into ∑
λ∈Λ′\Λ0
gλ +
∑
λ∈Λ′∩Λ0
gλ
By definition of Λ0 the last part belongs to V . Consequently
∑
λ∈Λ′\Λ0
gλ ∈
V , whence
∑
λ∈Λ′\Λ0
gλ ∈ V . It follows from i) that Λ
′\Λ0 = ∅. So each
non-zero idempotent of V is of the form
∑
λ∈Λ′∩Λ0
gλ. By ii) we get that
A ·
∑
λ∈Λ′∩Λ0
gλ ⊆ V . So by Zhao’s idempotency theorem we deduce that V
is an MZ-space of A, which completes the proof.
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2 V as the kernel of a linear map
We recall that V is a k-linear subspace of k[x] containing an ideal I of the
form I = (f1(x1), · · · , fn(xn)), where each fi is a univariate polynomial of
positive degree di. It follows that A := k[x]/I is finite dimensional over k
and hence so is k[x]/V . If r denotes the dimension of this space, there exists
a k-linear isomorphism ψ : k[x]/V → kr. Let pi be the canonical map from
k[x] to k[x]/V . Then L := ψ ◦ pi is a surjective k-linear map from k[x] to kr
such that V = ker L. Write L = (L1, · · · , Lr). Then each Li : k[x] → k is a
k-linear map having I in its kernel. In the remainder of this section we give
an explicit description of such k-linear maps. In order to do so we introduce
some more notation: if f ∈ k[x] we let
Deg f := (degx1f, · · · , degxnf)
and if a, b ∈ Zn we define a < b if and only if ai < bi for all i. Furthermore
we introduce two types of operators on k[x]: the differential operators Dj =
xj∂xj , for each j and the substitution maps Sλ : k[x]→ k, given by Sλ(g) =
g(λ), for all g ∈ k[x] and each λ ∈ Λ. Finally write D := (D1, · · · , Dn).
With these notations we have:
Theorem 2. Let L : k[x]→ k be a k-linear map such that I ⊆ ker L. Then
for every λ ∈ Λ there exists a polynomial Pλ ∈ k[x] with Deg Pλ < m(λ)
such that L =
∑
λ∈Λ Sλ ◦ Pλ(D).
To prove this result we need some preparations:
Lemma 2. Dpi (k[x](xi − λi)
q) ⊆ k[x](xi − λi)
q−p, if q > p ≥ 0.
Proof. Follows readily from Leibniz’ rule and induction on p.
Corollary. If Pλ ∈ k[x] with deg Pλ < m(λ), then I ⊆ ker Sλ ◦ Pλ(D).
Proof. We need to prove that Sλ ◦ Pλ(D)(k[x]fi(xi)) = 0, for all i. We
only treat the case i = 1. So let a(x) ∈ k[x], we will show that Sλ ◦
Pλ(D)(a(x)f1(x1)) = 0. Write a(x)f1(x1) = b(x)(x1 − λ1)
m(λ1). Now ob-
serve that a typical monomial appearing in Pλ(x) is of the form cx
i1
1 · · ·x
in
n ,
with c ∈ k and ij < m(λj) for all j. So for the corresponding monomial in
Pλ(D) we get
cDi11 · · ·D
in
n (a(x)f1(x1)) = cD
i2
2 · · ·D
in
n D
i1
1 (b(x)(x1 − λ1)
m(λ1))
=lemma 2 cD
i2
2 · · ·D
in
n (g(x)(x1 − λ1)
m(λ1)−i1), g(x) ∈ k[x]
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= cDi22 · · ·D
in
n (g(x))(x1 − λ1)
m(λ1)−i1
Since i1 < m(λ1) applying the substitution map Sλ gives zero. Since this
holds for every monomial appearing in Pλ(x), this completes the proof.
Proof of theorem 2. If L = 0, choose Pλ = 0 for all λ. So let L 6= 0.
Then there exists v ∈ k[x] with L(v) = 1 and k[x]/ker L ≃ k. In particular
k[x] = ker L ⊕ kv. Since I ⊆ ker L reduction modulo I gives that A =
k[x]/I = ker L⊕kv. Let d = dimkA. Choose a k-basis v1, · · · , vd−1 of ker L.
Then k[x] = I ⊕ kv1 ⊕ · · · ⊕ kvd−1 ⊕ kv.
For each λ ∈ Λ we define the universal polynomial
PUλ :=
∑
i<m(λ)
Pλ,ix
i
where the Pλ,i are variables. We will show that there exist pλ,i ∈ k such
that L equals L(p) :=
∑
λ∈Λ Sλ ◦ (
∑
i<m(λ) pλ,iD
i). Therefore we first observe
that there are m(λ1) · · ·m(λn) monomials x
i with i < m(λ). Hence there are
m(λ1) · · ·m(λn) corresponding variables Pλ,i. So summing over all λ ∈ Λ we
get
∑
λ1∈Λ1
· · ·
∑
λn∈Λn
m(λ1) · · ·m(λn) =
∑
λ1∈Λ1
m(λ1) · · ·
∑
λn∈Λn
m(λn) = d1 · · · dn
variables, which is precisely d, the dimension of k[x]/I. From the corollary
above we know that for each choice of the pλ,i ∈ k the corresponding operator
L(p) has I in its kernel. Now we need to find pλ,i ∈ k such that L(p) is equal
to L. Since the elements v1, · · · , vd−1 belong to ker L (for vi ∈ ker L and
I ⊆ ker L), we must choose the pλ,i ∈ k in such a way that L(p)(vi) = 0, for
all 1 ≤ i ≤ d− 1. This means that we have to solve a system of d− 1 linear
equations in the d variables Pλ,i. It follows that there exists at least one non-
zero solution of pλ,i’s in k
d. Let L(p) be the corresponding linear map. So L
and L(p) are both zero on I and the vi. Since k[x] = I⊕kv1⊕· · ·⊕kvd−1⊕kv,
it remains to see if they are equal on v. In general they are not. But we can
change the operator a little as follows: define a := L(p)(v). We will show
below that a ∈ k∗. Since L(v) = 1 it follows that L = (1/a) · L(p) and L
not only agree on I and the vi (where they both are zero), but also on v. So
L = (1/a) · L(p) = L((1/a)p), which completes the proof.
It remains to see that a is non-zero. So assume that a = 0. Then L(p)
is the zero-map, so L(p)(xm) = 0 for all monomials xm = xm11 · · ·x
mn
n . From
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the definition of L(p) and the fact that
Di(xm) = mi11 · · ·m
in
n x
m
it then follows that
∑
(λ1,··· ,λn)∈Λ
∑
i<m(λ)
pλ,im
i1
1 · · ·m
in
n λ
m1
1 · · ·λ
mn
n = 0
for all (m1, · · · , mn) ∈ N
n
. Then lemma 3 below gives that all pλ,i are zero,
a contradiction. So a 6= 0.
Lemma 3. For each i = (i1, · · · , in) ∈ N
n
and λ ∈ Λ define fλ,i : N→ k by
fλ,i(m1, · · · , mn) = m
i1
1 · · ·m
in
n λ
m1
1 · · ·λ
mn
n
Then the fλ,i are linearly independent over k.
Proof. By induction on n. The case n = 1 follows from the theory of linear
recurrence relations (recall that all λi are non-zero). So let n ≥ 2 and assume
that
∑
aλ,ifλ,i = 0, for some aλ,i ∈ k. Then
∑
(in,λn)
(
∑
(i′,λ′)
aλ,im
i1
1 · · ·m
in−1
n−1λ
m1
1 · · ·λ
mn−1
n−1 )m
in
n λ
mn
n = 0
where i′ = (i1, · · · , in−1) and λ
′ = (λ1, · · · , λn−1). From the case n = 1 it
then follows that for each in, λn the coefficent of the term m
in
n λ
mn
n equals
zero, i.e. ∑
(i′,λ′)
aλ,im
i1
1 · · ·m
in−1
n−1λ
m1
1 · · ·λ
mn−1
n−1 = 0
Then the induction hypothesis implies that all aλ,i are zero, which completes
the proof.
3 The main theorem
Now we are able to give the main theorem of this paper. The notations are
as introduced before. So I = (f1(x1), · · · , fn(xn)) is contained in the k-linear
subspace V of k[x] and the gλ + I form an orthogonal basis of idempotents
of A = k[x]/I. Furthermore V = ker L, where L = (L1, · · · , Lr) : k[x] → k
r
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and each Li is of the form Li =
∑
λ∈Λ Sλ ◦P
(i)
λ (D), for some P
(i)
λ ∈ k[x] with
Deg P
(i)
λ < m(λ), for all λ.
Theorem 3. V is an MZ-space of k[x] if and only if the following two
properties hold:
i) For each Λ′ ⊆ Λ such that Λ′\Λ0 6= ∅ there exists an i such that
∑
λ∈Λ′\Λ0
P
(i)
λ (0) 6= 0
ii) Li(
∑
λ∈Λ′∩Λ0
k[x]gλ) = 0, for all 1 ≤ i ≤ r.
Proof. By theorem 1 we know that V is an MZ-space of k[x] if and only if
I(Λ′\Λ0) /∈ V , when Λ
′\Λ0 6= ∅ and k[x] · I(Λ
′∩Λ0) ⊆ V . The first condition
is equivalent to
∑
λ∈Λ′\Λ0
L(gλ) 6= 0, i.e. to
∑
λ∈Λ′\Λ0
Li(gλ) 6= 0, for some i.
By lemma 4 below Li(gλ) = P
(i)
λ (0), which gives the first part of the theorem.
The second condition k[x] · I(Λ′ ∩ Λ0) ⊆ V is equivalent to statement ii) of
the theorem. This completes the proof.
Lemma 4. Let L be as in theorem 2. Then L(gλ) = Pλ(0).
Proof. L(gλ) =
∑
µ∈Λ,µ6=λ Sµ◦Pµ(D)(gλ)+Sλ◦Pλ(D)(gλ). Since by definition
gλ ∈ [(x − µ)]
m(µ), for all µ 6= λ, it follows from the fact that Deg Pµ <
m(µ) that the first sum equals zero (copy the argument in the proof of the
corollary above). So L(gλ) = Sλ ◦ Pλ(D)(gλ). Finally, using the fact that
gλ ≡ 1mod [(x− λ)]
m(λ) and that Di(1) = 0 for all i, the result follows.
4 Some final remarks
An algorithm
In the previous section we gave a complete description of the MZ-spaces of
k[x] containing an ideal of finite codimension. It turned out that all these
spaces are of the form
I + kv1 + · · ·+ kvh
where I = (f1(x1), · · · , fn(xn)) and each fi(xi) is an univariate polynomial
of positive degree. As we will show now the results obtained above can also
be used to give an algorithm which decides if a given space of the form
I + kv1 + · · ·+ kvh is an MZ-space of k[x], when I has finite codimension.
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First, using Gro¨bner basis theory one can decide if I has finite codimen-
sion and in case it has find monic univariate polynomials fi(xi) of positive
degrees di contained in I. As observed in the beginning of this paper, we can
replace I by the ideal generated by these fi(xi). This also gives us the set
Λ. Next we need to determine the elements gλ. Since for each pair λ, µ ∈ Λ,
with λ 6= µ, the ideals [(x− λ)]m(λ) and [(x− µ)]m(µ) are comaximal, we can
find elements iλ ∈ [(x− λ)]
m(λ) and iµ ∈ [(x− µ)]
m(µ) such that iλ + iµ = 1.
Then one readily verifies that if we define
gλ =
∏
µ6=λ
iµ
these elements have the desired properties.
Next we want to write V as the kernel of a suitable linear map L. Since
the classes xm with m < (d1, · · · , dn) form a basis of k[x]/I it follows that
the dimension of k[x]/I equals d := d1 · · · dn. Furthermore we can construct
a k-basis of V := V/I. In other words replacing the original vi by better
v’s we may assume that the elements v1 · · · , vh form a k-basis of V . Since
k[x]/I
/
V/I ≃ k[x]/V it follows that the dimension of k[x]/V equals r :=
d− h.
Then following the argument in the proof of theorem 2 one can construct
a linear map L = (L1, · · · , Lr) : k[x] → k
r, with ker L = V and each Li of
the form as in theorem 2. Then to decide if V is an MZ-space of k[x] we
need to check the two properties given in theorem 3.
To do this we first compute Λ0, just by checking for which λ ∈ Λ we have
L(gλ) = 0. The first condition of theorem 3 consist of a finite number of
calculations, just one for each subset Λ′ of Λ such that Λ′\Λ0 6= ∅. Finally,
the second condition Li(
∑
λ∈Λ′∩Λ0
k[x]gλ) = 0, for all 1 ≤ i ≤ r, is equivalent
to Li(
∑
λ∈Λ′∩Λ0
xmgλ) = 0, for all 1 ≤ i ≤ r and all m < (d1, · · · , dn) (since
each element of k[x] is equivalent mod I to a lineair combination of monomials
of the form xm, with m < (d1, · · · , dn) and each Li has I in its kernel). So
again this only needs a finite number of calculations.
MZ-spaces of finitely generated Artin rings
Let R be a finitely generated k-algebra. Then R is an Artin ring if and only if
the dimension of R is zero, or equivalently if R is isomorphic to a quotient ring
of the form k[x1, · · · , xn]/I, for some n and an ideal I of finite codimension.
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So studying MZ-spaces of R amounts to studying MZ-spaces of k[x]/I, which
in turn amounts to studying MZ-spaces of k[x] containing an ideal I of finite
codimension. This is exactly what we did in the previous section. In other
words, the main theorem of this paper completely describes all MZ-spaces of
Artin rings, which are finitely generated over k. Furthermore the algorithm
given above gives an algorithm to recognize MZ-spaces of R.
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