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The classification of handwriting into different categories, such as age, gender, and nationality, has several
applications. In forensics, handwriting classification helps investigators focus on a certain category of writers.
However, only a few studies have been carried out in this field. Classification of handwriting into a demographic
category is generally performed in two steps: feature extraction and classification. The performance of a system
depends mainly on the feature extraction step because characterizing features makes it possible to distinguish
between writers. In this study, we propose several geometric features to characterize handwritings and use these
features to perform the classification of handwritings with regards to age, gender, and nationality. Features are
combined using random forests and kernel discriminant analysis. Classification rates are reported on the QUWI
dataset, reaching 74.05% for gender prediction, 55.76% for age range prediction, and 53.66% for nationality
prediction when all writers produce the same handwritten text and 73.59% for gender prediction, 60.62% for age
range prediction, and 47.98% for nationality prediction when each writer produces different handwritten text.
Keywords: Writer demographic category classification; Handwriting analysis; Chain code; Edge-based directional
features; Writer identification1 Introduction
Handwritings can be classified into many categories in-
cluding gender, age, handedness, and nationality. This type
of classification has several applications. For example, in
the forensic domain, handwriting classification can help
the investigators to focus on a certain category of suspects.
Additionally, processing each category separately leads to
improved results in writer identification and verification
applications.
There are only a few studies in the literature that inves-
tigate the automatic detection of gender, age, and handed-
ness from handwritings. Bandi et al. [1] proposed a system
that classifies the handwritings into demographic categor-
ies using the ‘macro-features’ introduced in [2]. These fea-
tures focus on measures such as pen pressure, writing
movement, stroke formation, and word proportion. The
authors reported classification accuracies of 77.5%, 86.6%,
and 74.4% for gender, age, and handedness classification,
respectively. However, in this study, all the writers had to
produce the same letter.* Correspondence: s_alali@qu.edu.qa
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Commons Attribution License (http://creativeco
reproduction in any medium, provided the origUnfortunately, this is not always the case in real foren-
sic caseworks. Moreover, the dataset used in this study is
not publicly available.
Liwicki et al. [3] also performed the classification of
gender and handedness in the online mode (which means
that the temporal information about the handwriting is
available). The authors used a set of 29 features extracted
from the online information and its offline representation
and applied support vector machines and Gaussian mix-
ture models to perform the classification. The authors re-
ported a performance of 67.06% for gender classification
and 84.66% for handedness classification. In a recent study
[4], the authors reported separately the performance of
the offline mode, the online mode and their combination.
The performance reported for the offline mode was
55.39%, which is slightly better than chance.
In this paper, we propose a new method for the detec-
tion of the age range, gender, and nationality of the writer
of a handwritten document. A set of novel features are
proposed and described, including directions, curvatures,
tortuosities, chain codes, and edge-based directional fea-
tures. These features are combined using several classi-
fiers, including random forests and kernel discriminantinger. This is an Open Access article distributed under the terms of the Creative
mmons.org/licenses/by/2.0), which permits unrestricted use, distribution, and
inal work is properly credited.
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base, which is the only available public dataset containing
annotations regarding gender, age range, and nationality.
The remainder of this paper is organized as follows:
Sections 2 and 3 give a detailed description of our fea-
ture extraction and classification methods. Section 4
presents the dataset used in this study and the detailed
results. Section 5 concludes this work and draws some
perspectives. Our method consists of two main steps:
feature extraction and classification. These two steps
are illustrated in Figure 1.
2 Feature extraction
In this step, the characterizing features are extracted from
the handwriting. To make the system pen independent,
images are first binarized using the Otsu thresholding
algorithm [5]. The following subsections describe the fea-
tures considered in this study. These features do not cor-
respond to a single value, but are defined by a probability
distribution function (PDF) extracted from the handwrit-
ing images to characterize the writer's individuality [6,7].
The PDF describes the relative likelihood for a certain fea-
ture to take on a given value.
Note that all these developed features or their equiva-
lents are used by forensic document examiners as well
as graphologists in order to distinguish between different
categories of writers [8].
1.1 Direction feature (f1)
This method has been used in writer identification [7,9],
and its implementation closely resembles the one pro-
posed by Matas et al. [10]. First, we compute the Zhang
skeleton of the binarized image. This skeleton is well
known for not producing parasitic branches unlike most
skeletonization algorithms [11]. The skeleton is then
segmented at its junction pixels. Then, we traverse the
pixels of the obtained segments of the skeleton using
the predefined order favoring the four-connectivity
neighbors as shown in Figure 2a. A result of such an or-
dering is shown in Figure 2b. For each pixel p, we con-
sider the 2⋅N + 1 neighboring pixels centered at positionFigure 1 General scheme of our method.p. A linear regression of these pixels gives a good esti-
mation of the tangent at the pixel p (Figure 2c). The
value of N has empirically been set to 5 pixels through-
out this paper.
The PDF of the resulting directions is computed as a
vector of probabilities for which the size has been empir-
ically set to 10. It is worth noting that this is the first
time that such a method of computing directions has
been proposed for categorization applications.2.2 Curvature feature (f2)
In forensic document examination, curvature is com-
monly accepted as a characterizing feature [7,8]. We have
adapted this method to handwriting as follows: for each
pixel p belonging to the contour, we consider a neighbor-
ing window of size t. Inside this window, we compute the
number of pixels n1 and the number of pixels n2 that be-
long to the background and foreground, respectively (see
Figure 3a). The difference n1 − n2 is positive at the points
on which the contour is convex and negative at the points
on which the contour is concave and is therefore a good
indicator of the local curvature of the contour. Therefore,
we estimate the curvature as being: C ¼ n1−n2n1þn2 . The value
C is illustrated in Figure 3b on a binary shape for which t
has been empirically set to 5. The PDF of curvatures is
computed in a vector with a size empirically set to 100.
This way of computing curvatures is also novel in the field
of offline writer identification and categorization, and to
the extent of our knowledge, it has never been used
before.2.3 Tortuosity feature (f3)
This feature makes it possible to distinguish between fast
writers who produce smooth handwriting and slow writers
who produce ‘tortuous’/twisted handwriting. To estimate
tortuosity, for each pixel p of the text, we determine the
longest line segment that traverses p and is completely in-
cluded inside the foreground (Figure 4a). An example of
estimated tortuosities is shown in Figure 4b.
Figure 4 Computing tortuosity. Longest traversing segment for
four different pixels (a). Length of maximum traversing segment: red
corresponds to the maximum length, blue to the minimum one (b).
Figure 2 Computing local directions. The predefined order for
traversing shapes (a). Example of an ordered shape (b). Estimating
directions by computing linear regression of neighbors of the three
pixels in bold (c). Binary image and its corresponding Zhang
skeleton (d); the red color corresponds to a π/2 tangent, and the
blue color corresponds to a zero tangent.
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ments is produced in a vector with the size set to 10, as
mentioned previously.
2.4 Chain code features (f4 to f7)
Chain codes are generated by scanning the contour of
the text and assigning a number to each pixel according
to its location with respect to the previous pixel. Figure 5
shows a contour and its corresponding chain code.
Chain codes have been applied to writer identification
in [12]. These features make it possible to characterize a
detailed distribution of curvatures in the handwriting.
Chain codes might be applied at different orders:
f4: The PDF of i patterns in the chain code list such
that i∈0,1,…,7. This PDF has a size of 8.
f5: The PDF of (i, j) patterns in the chain code list such
that i,j∈0,1,…,7. This PDF has a size of 64.Figure 3 Computing curvatures (a) and curvatures highlighted
on binary image (b). Red corresponds to the maximum curvature
and blue corresponds to the minimum one.Similarly, f6 and f7 correspond to the PDF of (i, j, k)
and (i, j, k, l) in the chain code list with sizes of 512 and
4,096, respectively. Not all successions of chain code pat-
terns can be obtained. For example, the chain code pat-
tern (1, 5) is not a possible succession, and therefore its
corresponding distribution in the PDF will always be nil.
2.5 Edge-based directional features (f8 to f26)
Initially introduced in [9], these features provide a detailed
distribution of directions and can also be applied at sev-
eral sizes by positioning a window centered at each con-
tour pixel and counting the occurrences of each direction,
as shown in Figure 6a. These features have been computed
from size 1 (f8, which has a PDF size of 4) to size 10 (f17,
which has a PDF size of 40). We have also extended these
features to include not only the contour of the moving
window but also the whole window (Figure 6b) [7]. This
feature has been computed from size 2 (f18, which has
a PDF size of 12) to size 10 (f26, which has a PDF size
of 220).
3 Classification
In this step, the features previously presented are used
to decide which category each handwriting belongs to.
When performing the classification, each element of the
feature vectors will be used as a separate input for the
classifier. (For example, f1 will be an input vector of 10
elements for the classifier.)
We have combined these features using a Random For-
est classifier [13] with kernel discriminant analysis using
spectral regression (SR-KDA). Descriptions of the random
forests classifier and the SR-KDA [14] are given below.
The use of these two classifiers is justified by their
ability to train on large datasets for features and achiev-
ing high classification rates [15].
3.1 Random forest classifier
Random forests is an ensemble learning method for classi-
fication that operates by constructing a multitude of deci-
sion trees at training time and outputting the class that is
Figure 5 Order followed to generate chain code (a), example shape (b), and its corresponding chain code (c).
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decision tree is constructed as follows:
1. If the number of cases in the training set is N,
sample n cases such as n <N at random but with
replacement from the original data. This sample will
be the training set for growing the tree.
2. If there are M input variables, a number m < <M is
specified such that at each node, m variables are
selected at random from M and the best split on
these m is used to split the node. The value of m is
held constant during the forest growing.
3. Each tree is grown to the largest extent possible.
There is no pruning.
In our case, we built the random forest classifiers for
the cases of age, gender, and nationality using the R ran-
dom forest library [16].
3.2 Kernel discriminant analysis using spectral regression
Let xi ∈ R
d, i = 1,…, m be training vectors represented as
an m ×m kernel matrix K such that K(xi, xj) = ⟨Φ(xi),
Φ(xj)⟩, where Φ(xi) and Φ(xj) are the embeddings of data
items xi and xj. If ν denotes a projective function into
the kernel feature space, then the objective function for
KDA is [17]:
maxvD vð Þ ¼ v
TCbv
vTCtv
; ð1ÞFigure 6 Counting edge-based directional features when considering
window (b).where Cb and Ct denote the between-class and total scat-
ter matrices in the feature space, respectively. Equation 1
can be solved by the eigen-problem Cb = λCt. It is proved
in [18] that Equation 1 is equivalent to:




where α = [α1, α2,…, αm]
T is the eigenvector satisfying
KWKα = λKKα.
W = (Wl)l = 1,…,n is an (m ×m) block diagonal matrix
of labels arranged such that the upper block corresponds
to positive examples and the lower one corresponds to
negative examples of the class. Each eigenvector α yields
a projection function ν in the feature space.
It is also shown in [4] that instead of solving the eigen-
problem in KDA, the KDA projections can be obtained by
the following two linear equations:
Wϕ ¼ λϕ Kþ δIð Þα ¼ ϕ ð3Þ
where ϕ is an eigenvector of W, I is the identity matrix,
and δ > 0 is a regularization parameter. W = (Wl)l = 1,…,n
is an (m ×m) block diagonal matrix of labels arranged
such that the upper block corresponds to positive exam-
ples and the lower one corresponds to negative examples
of the class. Eigenvectors ϕ are obtained directly from
the Gram-Schmidt method. Because (K + δI) is positive
definite, a Cholesky decomposition is used to solve thecontour of the moving window (a) and whole moving
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linear system of Equation 3, the system becomes:





i.e., solve the system to first find vector θ and then find
vector α. In summary, SR-KDA only needs to solve a set
of regularized regression problems, and there is no
eigenvector computation involved. This results in a sig-
nificant improvement of computational complexity andTable 1 Correct classification rates for gender detection using
(KDA)
Arabic
Same text (%) Different text (%) Same text (
Feature RF KDA RF KDA RF KD
f1 59.4 65.5 62.1 62.9 62.0 64
f2 68.3 63.9 66.9 63.1 63.4 62
f3 58.1 59.9 62.1 60.6 62.7 58
f4 53.0 60.6 54.8 57.1 64.1 53
f5 68.9 64.8 65.2 65.3 65.5 62
f6 67.0 68.6 68.6 66.1 67.3 69
f7 65.7 70.0 68.3 71.8 68.7 69
f8 57.1 58.9 54.8 59.1 52.8 57
f9 55.2 58.2 56.6 57.4 59.9 57
f10 55.9 58.7 56.6 61.9 57.8 57
f11 58.4 61.5 59.7 58.1 59.9 61
f12 63.8 61.5 62.8 62.4 64.1 58
f13 64.4 62.0 64.5 62.8 63.7 63
f14 63.8 63.6 65.2 60.8 64.4 60
f15 64.4 63.6 66.9 62.9 65.1 66
f16 65.1 63.0 69.3 63.8 62.7 63
f17 66.7 61.8 68.6 59.4 61.6 66
f18 56.5 59.1 58.6 59.6 61.3 58
f19 56.5 61.8 58.3 62.3 60.6 55
f20 60.3 64.1 60.3 63.8 58.8 59
f21 62.5 64.8 62.4 64.1 62.7 62
f22 65.7 65.3 63.5 63.6 62.7 61
f23 67.9 63.7 63.5 66.1 67.6 62
f24 67.9 64.4 66.2 65.9 70.8 63
f25 68.3 66.5 65.2 66.8 69.7 64
f26 68.3 66.8 67.6 66.4 69.7 66
f1 + f2 + f3 65.4 68.6 66.6 69.5 64.8 66
f4 +,…, + f7 67.3 68.9 68.6 70.1 69.0 69
f8 +,…, + f17 67.6 65.8 67.6 63.6 66.2 64
f18 +,…, + f26 67.3 67.2 64.8 66.8 71.1 64
f1 +,…, + f26 71.1 68.4 69.0 71.6 69.7 68allows large kernel matrices to be handled. After obtain-
ing α, the decision function for the new data item is cal-
culated from:
f xð Þ ¼
Xn
i¼1
αiK x; xið Þ: ð5Þ
The classification results of those classifiers for all the
presented features on the QUWI dataset will be shown
in the next Section.random forests (RF) and kernel discriminant analysis
English Both
%) Different text (%) Same text (%) Different text (%)
A RF KDA RF KDA RF KDA
.1 63.3 62.9 63.3 64.7 63.0 59.2
.8 69.2 62.2 64.9 68.5 67.5 60.6
.3 63.0 54.3 61.3 60.2 61.1 59.9
.5 59.2 53.3 57.8 61.6 56.1 62.7
.4 66.8 65.7 66.6 69.2 67.0 64.4
.3 71.6 70.2 66.9 68.2 70.3 68.0
.3 69.9 73.7 66.3 74.1 69.3 73.6
.2 58.5 54.9 54.6 58.5 56.3 60.2
.2 60.6 54.9 57.8 57.8 57.5 59.9
.2 55.7 60.0 56.3 58.8 54.4 59.5
.7 56.8 60.6 57.8 61.6 58.7 56.0
.6 59.5 62.9 62.6 63.0 60.8 59.5
.5 63.0 60.3 63.9 62.3 63.0 60.9
.0 62.3 61.3 63.3 63.3 64.9 62.0
.2 61.6 62.5 65.3 59.2 66.2 67.3
.8 64.7 61.3 63.6 60.6 67.7 62.3
.2 64.4 61.3 62.6 57.8 67.4 60.2
.3 60.9 56.8 58.1 59.2 63.2 62.7
.5 59.5 61.9 57.9 65.1 60.3 61.6
.7 60.9 64.8 60.1 67.5 60.3 60.6
.4 61.6 63.2 61.3 67.5 63.0 62.3
.7 61.9 63.2 64.4 65.4 63.6 64.1
.1 63.0 65.4 66.4 63.3 64.1 64.1
.1 64.4 64.1 68.8 63.7 65.5 65.9
.8 64.7 65.4 68.3 66.1 66.3 65.1
.9 65.7 68.6 69.3 64.7 66.7 64.1
.6 74.7 68.3 62.8 72.0 69.1 64.1
.0 70.2 70.8 64.8 70.2 69.8 69.0
.5 63.7 63.8 66.9 63.7 67.7 66.9
.5 64.0 66.4 68.8 66.8 66.1 65.1
.6 68.2 66.4 69.8 72.3 68.7 70.8
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In this section, we describe the QUWI handwriting data-
base on which the experiments have been conducted.
We also present the results obtained for each individual
feature as well as their combination using random forests
and kernel discriminant analysis. The results are then ana-
lyzed and discussed.
4.1 Dataset
To the best of our knowledge, the only publicly available
handwriting dataset annotated with respect to age, gender,Table 2 Correct classification rates for age range detection us
(Kda)
Arabic
Same text (%) Different text (%) Same text (
Feature RF KDA RF KDA RF KD
f1 53.7 56.5 56.9 52.1 47.2 58
f2 56.2 52.0 59.3 53.6 51.1 51
f3 55.9 54.9 56.2 49.9 49.7 52
f4 56.5 54.4 50.7 51.9 49.3 53
f5 55.9 48.9 56.6 48.9 50.4 43
f6 58.7 48.2 60.7 48.6 50.4 49
f7 59.1 53.9 61.4 55.3 50.7 53
f8 49.8 57.2 51.7 52.6 48.2 55
f9 56.2 53.9 55.5 53.4 49.7 56
f10 57.1 56.0 55.5 52.9 48.2 53
f11 55.6 53.4 55.2 54.8 47.9 47
f12 54.0 53.5 53.1 53.3 50.4 49
f13 55.2 53.5 55.5 52.6 50.4 47
f14 56.2 53.7 54.1 52.4 53.2 51
f15 56.2 50.8 56.2 52.3 52.8 48
f16 55.9 49.6 57.2 52.8 50.4 48
f17 55.2 51.0 58.3 52.8 48.9 49
f18 55.6 54.1 58.6 52.8 49.3 55
f19 57.1 54.9 56.6 53.8 50.4 53
f20 58.1 53.0 55.2 52.9 50.7 51
f21 57.5 51.3 54.1 53.4 49.7 48
f22 57.1 50.3 55.9 53.8 50.7 47
f23 55.2 49.9 58.3 53.3 49.7 47
f24 54.9 50.3 58.3 52.4 50.7 48
f25 56.2 50.4 60.0 54.4 51.8 49
f26 56.8 51.8 58.6 54.8 51.8 49
f1 + f2 + f3 58.7 53.9 62.4 50.4 52.8 54
f4 +,…, + f7 58.4 50.8 60.7 52.3 50.0 48
f8 +,…, + f17 57.1 49.1 58.3 54.1 48.9 50
f18 +,…, + f26 55.9 50.1 57.2 53.9 50.7 49
f1 +,…, + f26 58.1 53.0 59.3 55.8 51.4 53and nationality is the QUWI dataset [19]. This dataset
contains handwritings of 1,017 writers in both English and
Arabic. In each language, writers produced one text that is
the same for all the writers and another text that is differ-
ent for every writer. Moreover, writers in this dataset have
different genders, age ranges, and nationalities. Because
very few writers are left-handed (around fifty writers), this
dataset can only be useful for handedness detection.
To perform the classification, 70% of this dataset has
been used for training and 30% for testing as is often the
case in data mining [18]. We have computed the presenteding random forests (Rf) and kernel discriminant analysis
English Both
%) Different text (%) Same text (%) Different text (%)
A RF KDA RF KDA RF KDA
.3 53.6 49.2 50.4 52.9 53.2 47.2
.4 57.4 53.0 55.4 49.8 58.7 50.4
.1 53.3 51.1 52.4 54.0 53.5 45.4
.1 50.9 51.1 51.9 50.5 52.5 46.8
.8 54.0 48.9 54.1 43.6 55.8 47.2
.3 55.4 50.5 55.1 45.7 58.4 46.1
.1 56.8 54.6 54.6 51.6 58.7 48.9
.9 50.5 56.5 49.6 55.4 52.0 49.7
.9 54.7 56.2 54.8 48.8 54.6 47.2
.8 52.6 54.0 54.4 55.7 54.8 48.6
.2 52.9 56.5 53.4 54.3 53.2 49.3
.7 56.4 53.7 52.8 52.9 54.9 52.5
.9 55.7 53.0 52.6 54.0 56.1 47.9
.0 54.7 55.9 54.1 51.2 56.5 47.9
.6 54.7 50.5 54.4 51.9 57.2 51.1
.3 57.8 48.6 53.9 50.9 56.3 51.4
.0 55.4 50.2 53.4 50.9 54.9 50.4
.2 55.1 56.2 53.1 49.8 55.1 49.3
.8 55.4 56.2 54.4 51.9 55.3 48.6
.0 54.2 54.9 54.4 52.6 54.6 49.7
.3 54.6 56.8 54.3 51.6 54.2 50.0
.2 53.7 54.3 54.3 50.9 54.1 50.4
.6 54.9 53.3 53.1 51.9 54.8 47.5
.3 56.5 53.0 53.8 51.9 56.3 49.7
.3 58.0 53.3 54.1 53.6 58.6 51.1
.3 58.7 51.4 54.9 53.6 57.7 51.4
.1 59.9 49.5 55.8 54.0 60.6 46.8
.6 56.4 53.0 54.4 47.1 58.5 48.6
.7 54.7 51.4 54.1 49.5 56.7 53.2
.7 56.4 55.9 53.1 53.3 56.8 49.3
.5 57.4 53.3 55.1 49.8 59.4 53.9
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ture corresponds to a PDF of several values with each of
them used as a separate predictor. These predictors were
combined using a random forest classifier, which is well
suited for this category of features [13], as well as the ker-
nel discriminant analysis using spectral regression.
Three classification tasks were defined for this dataset:
 Gender classification. Note that a random
classification would predict approximately 50%, as
this is a two-class classification.Table 3 Correct classification rates for nationality detection usi
(Kda)
Arabic
Same text (%) Different text (%) Same text (%)
Feature RF KDA RF KDA RF KDA
f1 42.1 39.6 37.5 42.4 35.8 36.4
f2 37.8 38.0 38.2 43.4 36.2 36.4
f3 44.0 38.0 39.8 42.8 33.7 36.4
f4 37.1 39.6 37.5 47.7 36.2 34.6
f5 42.1 39.6 39.8 36.3 42.4 37.1
f6 42.5 44.2 42.1 39.7 42.0 44.1
f7 43.2 47.3 42.1 38.6 41.6 45.2
f8 29.3 35.1 28.6 42.8 28.0 33.1
f9 38.2 37.3 33.6 42.2 35.8 33.5
f10 39.4 40.9 38.2 42.2 32.1 36.0
f11 42.1 41.5 41.7 43.4 34.2 40.8
f12 44.8 42.3 44.0 43.4 35.8 41.9
f13 45.6 40.9 44.4 40.9 36.2 45.2
f14 44.4 40.5 43.6 41.4 37.5 40.8
f15 42.1 40.0 42.9 41.1 38.3 42.7
f16 40.2 39.6 43.2 42.2 38.7 40.4
f17 39.4 39.2 43.6 44.5 35.4 40.4
f18 41.3 40.9 36.3 43.7 37.0 34.6
f19 41.3 43.2 36.3 44.1 37.0 35.7
f20 43.2 42.1 37.8 44.7 35.4 40.4
f21 46.0 42.9 38.6 46.4 36.2 40.4
f22 47.1 42.7 40.2 44.3 37.0 40.1
f23 46.3 43.1 44.0 43.7 38.3 43.0
f24 46.0 43.6 44.8 42.4 38.3 44.5
f25 45.6 43.6 45.6 44.9 39.5 44.9
f26 45.2 41.9 43.6 44.3 39.5 43.0
f1 + f2 + f3 41.7 41.3 40.4 45.1 42.3 39.3
f4 +,…, + f7 43.5 47.7 40.8 46.2 47.2 44.5
f8 +,…, + f17 45.7 41.3 46.0 44.3 42.3 44.5
f18 +,…, + f26 46.8 44.4 47.1 45.1 44.0 43.8
f1 +,…, + f26 48.9 47.7 47.4 46.2 44.4 48.9 Age range classification. To avoid classes with very
small patterns, seven age ranges were defined: (1950
to 1965), (1966 to 1975), (1976 to 1985), (1986 to
1990), (1991 to 1995), (1996 to 2000), and (2001 to
2012). A random classification would therefore
predict approximately 14%.
 Nationality prediction. To avoid small classes, only
writers of eight different nationalities were
considered. Each of these classes has more than 30
writers. A random classification would only predict
approximately 12%.ng random forests (Rf) and kernel discriminant analysis
English Both
Different text (%) Same text (%) Different text (%)
RF KDA RF KDA RF KDA
37.2 39.2 39.4 43.5 38.7 40.3
38.9 41.0 42.6 41.1 40. 37.5
35.2 39.9 38.6 38.6 39.6 37.5
34.7 37.4 37.8 41.1 38.3 44.4
41.8 39.6 43.8 38.2 43.0 41.5
43.9 41.0 45.5 47.2 44.8 43.2
44.8 49.6 44.0 53.7 42.4 48.0
30.1 37.4 30.1 39.0 32.7 35.5
36.4 39.2 34.9 38.6 35.5 37.5
36.4 40.7 36.6 41.1 40.4 36.3
36.0 40.7 38.8 37.8 41.4 39.1
37.2 43.2 40.8 38.6 42.6 37.9
34.3 41.7 42.6 35.4 42.0 38.7
36.4 41.7 40.4 32.1 42.2 39.9
38.5 42.8 43.2 32.5 42.4 40.7
37.2 42.8 42.0 32.9 42.2 38.7
37.7 39.2 42.4 39.4 43.0 39.9
38.1 42.1 39.0 41.1 41.8 38.7
38.1 40.7 39.0 41.9 41.8 37.5
39.8 43.2 42.4 42.3 43.8 40.3
38.9 42.8 42.4 41.5 43.6 38.7
40.2 43.5 43.4 41.5 44.6 39.1
38.5 44.6 44.0 40.7 44.4 39.5
38.9 45.7 44.2 39.0 44.6 37.1
40.2 44.6 44.6 39.8 44.6 37.1
40.6 45.7 44.6 39.8 45.0 37.9
45.1 44.2 42.6 43.9 44.0 40.3
44.7 45.7 44.5 51.6 41.3 46.0
40.7 46.4 44.7 38.2 42.9 41.5
39.0 45.3 44.3 41.9 43.1 37.1
44.3 47.1 46.4 44.3 46.7 44.8
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Tables 1, 2, and 3 depicts the correct classification rates
for each category of features using a random forest of
5,000 random trees and kernel discriminant analysis for
every gender, age range, and nationality classification. The
classification is performed for the Arabic and English
languages separately in the first step and jointly in the
second step. The results are reported for the case of
similar texts written by all the writers and different texts
for each writer. Figure 7 summarizes the best results for
gender, age range, and nationality using two classifica-
tion methods.
4.3 Discussion and analysis
To test which feature combination is optimal for each
classification problem, we plotted the average perform-
ance (for similar and different texts using random forestFigure 7 Best correct classification rates using random forests
and kernel discriminant analysis. (a) Gender, (b) age range, and
(c) nationality.and KDA) for the proposed geometric features (f1 to f3),
chain code features (f4 to f7), edge-based directional fea-
tures (f8 to 17), and filled edge-based directional features
(f18 to f26). The results are shown in Figure 8. It is im-
portant to note that the performances are seemingly very
high for nationality, low for age range and even lower for
nationality detection. This is due to the fact that national-
ity prediction is a binary classification problem in which
even a random prediction would score 50%, whereas age
range and nationality detection are respectively seven-
and eight-class classification problems in which a random
classifier would only score 14% and 12%, respectively.
The results show that chain code-based features gener-
ally outperform using other features for predicting the
gender and the nationality which suggests that the detailed
distribution of curvatures in the handwriting is of a high
importance in characterizing the gender and nationality.
Note as well that the proposed geometric features out-
performs other features for predicting the age range
which suggests that all of the directions, curvatures, and
tortuosity are essential for determining the age through
handwriting.
We also plotted the average performance of random
forests and KDA classifiers when combining all the fea-
tures (f1 to f26). The results are shown in Figure 9. Ran-
dom forests are generally preferred for the prediction of
age range and nationality, whereas KDA is preferred for
the prediction of gender. This clearly suggests that ran-
dom forests are to be preferred when predicting patterns
with many classes whereas KDA are to be preferred for
binary classification problems.
The average performance when combining all the fea-
tures (f1 to f26) on the same and different texts is shown
in Figure 10. Notice that handwritings produced by the
same writer yield slightly better results for the prediction
of gender but not for the prediction of age range or na-
tionality. This suggests that working on the same texts
or different texts do not have any benefits in improving
the classification results.Figure 8 Performance of each feature combination for the
detection of gender, age range, and nationality.
Figure 11 Average performance for Arabic and English texts.Figure 9 Average performance of random forests and KDA
classifiers for the prediction of gender, age range,
and nationality.
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tures (f1 to f26) on Arabic and English texts is shown in
Figure 11. Generally, Arabic handwritings yield better pre-
diction results. This is explained by the complexity of the
Arabic script which tends to help better categorize writers.
Additionally, the combination of several features does
not always yield better results. There are many cases in
which one feature alone outperforms a combination of
several features. Indeed, some features might be redun-
dant or irrelevant and contain no useful information in
which case they need to be removed for obtaining better
performance.
The classification systems described here are promis-
ing; however, there remains a lot of room for improve-
ment in terms of using new features and classification
methods. Comparison of results, obtained in this re-
search, with other researchers is difficult because of dif-
ferences in experimental details, the actual handwriting
used, the method of data collection, and dealing with
cursive off-line handwritten text. If this work is com-
pared to writer demographic identification research
[1,4], it is the first one that implemented on offline cur-
sive Arabic and English writers. This also means that it
uses different sets of features and classification tech-
niques. Unfortunately, both datasets used in [1,4] areFigure 10 Average performance for same and different texts.not publically available. The dataset used in this re-
search is available for research purposes.
Finally, for the comparison purposes, the average cor-
rect gender classification results are over 73%, which ex-
ceeds the results reported in [4] for offline gender
identification (55.39%) on a different dataset consisting
of 200 writers. The results also compare well with the
77.5% reported in [1] on a smaller dataset (800 individ-
uals wrote the same letter). The authors of [1] also re-
port an age range classification accuracy of 86.6%, which
seemingly outperforms our 55%. However, the authors
only included two age range categories (below 24 and
above 45) and included only 650 individuals.5 Conclusion
We have presented a method that uses several geomet-
ric features for the classification of age range, gender,
and nationality of handwritings, which is applicable for
both Arabic and English documents. This study is the
first that reported classification results for those subcat-
egories on the QUWI dataset [19]. The results are re-
ported for both text-dependent and text-independent
category classification.
Experiments show that using chain code-based fea-
tures generally outperforms using other features for pre-
dicting the gender and the nationality, and the proposed
geometric features outperforms other features for pre-
dicting the age range. The results suggest that random
forests are generally preferred for the prediction of age
range and nationality, whereas KDA is preferred for the
prediction of gender. We have also noticed that hand-
writings produced by the same writer yield slightly better
results for the prediction of gender but not for the pre-
diction of age range or nationality. It has also shown that
experiments on Arabic handwritings attained generally
better prediction results. Future work includes exploring
ways of combining the proposed features and using
other classifiers. The use of the proposed features for
predicting the handedness of writers is also planned.
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