An isometric embedding of a connected graph G into a Cartesian product of complete graphs is equivalent to a labeling of each vertex of G by a string of fixed length such that the distance in G between two vertices is equal to the Hamming distance between their labels. We give a simple O(D(m, n) + n')-time algorithm for deciding if G admits such an embedding, and for labeling G if one exists, where D(m, n) is the time needed to compute the all-pairs distance matrix of a graph with m edges and n vertices. If the distance matrix is part of the input, our algorithm runs in O(n') time. We also show that an n-vertex subgraph of (KJd, the Cartesian product of d cliques of size a, cannot have more than &(a -1)n log, n edges. With this result our algorithm can be used to decide whether a graph G is an a-ary Hamming graph in O(n' log n) time (for fixed a).
Introduction
Let G be a connected graph with n vertices and let H be any graph. An injective mapping f: V(G) + V(H) is an isometric embedding if it preserves distances; that is, if for any two vertices U, u E V(G), do (u, u) = dJJ(u),f(u) (u, v) equals the Hamming distance betweenf(u) andf(v), d enoted by h(f(u),f(v)).
For this reason, we will use the term Humming graphs for graphs that can be embedded isometrically in a product of complete graphs. In some papers (e.g., [ll] ) the term "Hamming graph" is restricted to product graphs of complete graphs themselves; we find it more descriptive to extend it to the whole class of graphs defined by means of Hamming distances in the above way. An important subclass consists of those graphs that can be isometrically embedded in a hypercube, the product of copies of K2; we call them binary Hamming graphs because their sequences are binary bit strings. Median graphs (see e.g., [4] ) form a proper subclass of binary Hamming graphs. Applications of binary Hamming graphs are listed in [Z] .
In We also show that any n-vertex subgraph of (Ko)d, the Cartesian product of d complete graphs of size a, contains at most $(a -l)n log, n edges. With this result our algorithm can be used to decide whether a graph G is an a-ary Hamming graph in O(n2 log n) time, for fixed a.
Winkler's algorithm
We describe Winkler's algorithm. For each vertex u of G, we identify the vertexf (u) and the sequence associated with it, which we call a label. We useA to denote the ith digit of the labelf( One fact needed for the algorithm is that if G can be embedded, then there is an embedding into a product of at most y1-1 complete graphs each of size at most n; see [12] . Thus, we can assume that each vertex label is a string of n -1 digits in the range [0, n -11. If all the labels agree at some digit, then this corresponds to a trivial complete graph on one vertex, and this digit can be deleted in the final embedding. The size of the smallest range needed for the label digits of a Hamming graph G is called the arity of G. Hence, if G is an n-vertex graph then its arity is at most n. If w has a labelf and 1 is a candidate label for u then we say that 1 is consistent with w if h(l,f(w)) = d(v, w). Winkler's algorithm can be summarized as follows:
(1)
Number the vertices 1, 2, . . . ,n, so that each vertex other than 1 is adjacent to a vertex of lower number. This can be done by depth-first search. Let f(1) be a label of IZ -1 copies of the digit 0. For u = 2 to n do (a) let q be adjacent to u such that q -C v; (b) try each label that is at Hamming distance 1 fromf(q) as a possibility for f(v);
(c) if any label 1 is consistent with w, for every w < v, then let f(v) = 1 and continue to labelf(u + 1); (d) if no label is consistent with all the previous labels, then quit because G cannot be isometrically embedded in a product of complete graphs. Delete all digits on which all labels agree. It is surprising that any label 1 that is consistent with all previous labels can be used at Step 3(c). To obtain the O(n') bound on the running time observe that if there are n vertices, for each vertex q there are at most (n -1)2 labels at Hamming distance 1 fromf(q), and consistency with previous labels can be checked by computing all distances and Hamming distances in O(n') time. Steps 1,2, and 4 can be carried out in O(n') time.
Improved implementation
We make two simple modifications to Winkler's algorithm and a sophisticated one. The first simple modification is that we assume that the distances between all pairs of vertices are available in the input or are computed after Step 1. The second simple modification is that in
Step 3(a) we always choose q to be the parent of u in the depth-first search tree built in Step 1. The sophisticated modification is a much more efficient method to search for the new label 1 in Step 3. We find a way to reduce the number of possible labels that are tested, and a more efficient way to test a label for consistency.
Characterizing candidate digits
Let W c V be the set of vertices already labeled. Following the notation above, let u be the next vertex to be labeled, and let q be the depth-first parent of v. We distinguish three types of vertices in W with respect to q and v. Vertex w E W is of type:
We have d(q, v) = 1 since q and v are adjacent by construction, so every w E W is of exactly one type; q is of type 1. Note that in a binary Hamming graph type 3 cannot occur; this would imply an odd cycle in G in contradiction to the bipartiteness of binary Hamming graphs.
Recall that any choice of the label I such that 1 andf(q) differ in exactly one digit is consistent withf(q). Any other choice of 1 is inconsistent.
Let li denote the ith digit of 1. In the following lemma we identify candidates for the unique digit i wheref(v) may differ from f(q). Proof. To check consistency, we need to check that d (v, w) = h(l,f(w) ). The idea of the proof is that we already know that f(q) is consistent with f(w), and f(q) and the candidate 1 differ in exactly one digit. The arguments are similar for the three different types.
The proposed label 1 is the same as f(q), except that 1 agrees
The proposed label 1 disagrees with both f(w) and f(q) on digit i, and agrees withf(q) on all other digits. Thus,
For the other direction, suppose d (w, u) = d(w, q) . Then the choice of 1 implies
We can also use Lemma 3.1 to help choose a suitable label I quickly. Suppose we partition W into WI, W,, W, by vertex type. Define
For each i eA(q, II), a choice of 1 with 4 #J(q) is consistent with WI. Define
B(q,v) := (i(3z #J(q) AVW E Wz,A(w)= z].
For each i cB (q, v) , only the choice li = z is consistent with the labels for W,. Define
For each i E C(q, u), any Ii distinct from j(q) and from j(w) for every w E W, is consistent with U;. If there are no vertices of a particular type in W, then the corresponding set A, B, resp. C is defined as { 1,2, . . . . n -l}. By Lemma 3.1,l can be consistent with W only if the digit on which 1 and f(q) differ is in A(q, 4 n B(q, a) n C(q, 4.
Searching for a consistent label
We next show how to compute A (q, u), B(q, u), and C(q, u) and some auxiliary values efficiently. Then we show how to choose 1. The computations of A, B, C are all based on a traversal of the tree induced by the vertices in W. Let T, be the part of the depth-first search tree containing only vertices in W. Starting at q, we conduct a depth-first traversal of T, in which all the backtracking is explicit. That is, if we backtrack across the edge from x to y, this counts as a traversal of the directed edge (y, x). If we replace every undirected edge in T, by two directed edges of opposite orientations, our traversal corresponds to an Euler tour of the resulting directed graph; this observation is useful in designing fast parallel algorithms [lo] . For our purposes, such a traversal can be conducted in time 0( 1 WI) by a straightforward modification of the standard depth-first search algorithm. We treat the edges as directed to indicate the direction of traversal. Moreover, we color the edges of T, so that (x, y) has color i iff(x) andf(y) differ on digit i. Clearly, (x, y) and (y, x) are of the same color. We will exploit the following simple but important fact.
Observation 3.2. Suppose w, x E W, and let 7t denote the unique path in T, between w and x If TC has no edge of color i, thenJ(w) =X(x).
It is interesting to note that 71 can have at most two edges of any color i. This is true because the paths from vertex 1 to x and from vertex 1 to w are each shortest paths and hence have at most one edge of color i.
We use the subroutines
Compute-A, Compute-B, and Compute-C to compute the three sets above. Each one uses an array, named A, B, C respectively, with indices L-1, *.., n -11. Each entry of the array may be set to one of three values:fvee, marked, or discarded. Initially all entries are free. For efficiency reasons, each subroutine keeps lists of indices that were assigned a particular value among free, marked, and discarded, but the index is not deleted from its list if the value is changed. These lists may contain duplicates.
Compute-A (4, a) Keep a list of marked indices, which is initially empty. Traverse r, as described above.
Let (x, y) be the current directed edge. Let i be the color of (x, y). 
Proof. The subroutine
Compute-A maintains the following invariant.
If y is the current vertex reached by the traversal, A(y) #J(q) if and only if A[i] has value marked or discarded. This follows from Observation 3.2 and the part of the algorithm that explicitly testsJ(y) #J(q) when an edge of color i is traversed. Suppose j$A(q, u).
Then there is a type 1 vertex y E W, withfi(y) #J(q). When y is reached for the first time and we reach the test for a type 1 vertex, it must be the case that A [ j] is marked or discarded. After the test A[j] will be discarded. Since discarded indices never change state, j $2. On the other hand, suppose j E A(q, II). Thus, for all type 1 vertices, y,A(y) =J(q). By our invariant, A[i] is always free when we traverse a type 1 vertex and reach the part of the algorithm where marked indices are discarded. Since this is the only place an index can get discarded, j will never be discarded, and j EA. 0
Compute-B (q, v)
Keep a list of marked indices, which is initially empty. Keep a list of free indices, which is initially 1,2, . . . . n -1.
first := false; (first indicates if we have seen a type 2 vertex} Traverse Tw as described above.
Let (x, y) be the current directed edge.
Let i be the color of (x, y).
If We assume that for each i E& if the value Zi was defined during the computation, it is saved for later use.
Lemma 3.4. B = B(q, v). Furthermore, ifZj is defined and lj #A(q), then 1 = f(v) can be consistent only if lj = zk
Proof. We claim that after each edge is processed, two invariants hold. Let (x, y) of color i be the last edge traversed. First, for any index j, iffj(y) = fj(q) then B[ j] is free or discarded; a partial converse is that if B[j] = free, then&(y) =fj(q). Second, B[j] is discarded if and only if we have visited a type 2 vertex u that J(u) =fi(q) , or we have visited two type 2 vertices ui, u2 such thatA #A(uJ. The labelsf(x) andf(y) disagree only on digit i, so to preserve the first invariant, we need check only digit i. The first nested if tests ensure that B[i] is free or discarded if A(y) =x(q). Furthermore, ifJ(y) =fi'(q) and i was not previously discarded, then B[i] is set to free. It stays free until it is discarded or another edge of color i is traversed. This shows that the first invariant is preserved.
There are two places where index j can be discarded. The first occurs when we visit a type 2 vertex, u, and B [ j] = free; by the first invariant, this implies that J(u) = A(q).
The second occurs when we visit some type 2 vertex U, Zj #J(u), j is on the marked list, and first = true. Since first = true, we have previously visited a type 2 vertex. To justify the first discarding place, let u be any type 2 vertex. Ifj is on the free list when we visit u, then we proved thatA =J(q), and we discard j unless j was already discarded.
To justify the second discarding place, let u1 be the first type 2 vertex visited. If fj(ul) =fj(q), then we just proved that j is discarded. Thusfj(uJ #h(q). This implies that in getting to u1 we traversed an edge of color j, so j is on the marked list and we set Zj =$(uJ. The jth digit changes again if and only if we either discard j or put j on the marked list again. Thus if we arrive at another type 2 vertex u2, withfj(UJ #fi(ul), then j will be already discarded or on the marked list. If j is on the marked list, we will discard j in the final else clause.
The second invariant implies that if j is not discarded, and first = true, then for every type 2 vertex u,J(u) = Zj. The variable first is true if and only if Zj is defined. By Lemma 3.1, iffj(u) #J(q) and there is a type 2 vertex, then the label of u can only be consistent if it agrees with the type 2 vertex on digit j. 0
Similar to the forced zj-value in Compute-B, we need to store a list of forbidden values with each index j in Compute-C.
The lists may contain duplicates. We assume again that the forbidden lists are stored for later use.
Compute-C (q, 21)
Keep a list of marked indices, which is initially empty. Keep a list of free indices, which is initially 1,2, . . . . n -1. Traverse Tw as described above.
c = C(q, v). Furthermore, iflj #J(q), then 1 = f(v) can be consistent only if lj does not take on any of the forbidden values for index j.
Proof. This time we maintain three invariants.
The first is the analogous to the first invariant in the previous proof. For any index j, ifJ(y) =4(q) then Cb] is free or discarded; a partial converse is that if C[j] = free, thenJ(y) =4(q). This is proved in a similar fashion as above. The second invariant is that C [ j] = discarded if and only if we have visited a type 3 vertex u such thatJ(u) =fj(q). To see this observe that j is discarded if and only if it is on the free list and is actually free when we visit some type 3 vertex u. By the first invariant, this is equivalent to the condition that J(u) =jJq) and j has not been discarded previously.
The third invariant is that if j is not discarded, then for every type 3 vertex u,fj(u) is on the forbidden list. This follows from the fact that every time we traverse an edge of color j, the index j is either freed or put on the marked list. Thus when we reach the next type 3 vertex, u, the index j will be either discarded or found on the marked list. If j is found on the marked list, and j was not discarded, then we must have Cfi] = marked, and A(u) will be added to the forbidden list.
The fact that values on the forbidden list for j cannot be assigned to J(v) follows from the third invariant and the part of Lemma 3.1 about type 3 vertices. 0
It is easily seen that the sets A (q, v), B(q, v), C(q, v) are computed in time O(n) by the above subroutines.
Clearly, all the traversals take O(n) time. Observe further that, once an index is discarded, it stays discarded and that each edge traversed can only cause one element to be added to a list of free or marked indices. These lists may be long when they are scanned, but their total length during one call is bounded by O(n). Each time we scan a list of marked or free indices we do a constant number of operations per entry, and we empty the list. Thus the running time of each subroutine is O(n).
Using the subroutines above, we can choose 1 or report that v cannot be labeled using the following subroutine.
In this routine "fail" is short for quit, reporting that v cannot be labeled. Proof. By Lemma 3.1, the only indices on whichf(v) andf(q) can disagree are in the set I. By Lemmas 3.3-3.5, any 1 that is returned is a label for v that is consistent with W. 
Proof. The proof is by induction on rz. To start, observe that E,(l) = 0 = log 1. For the induction step, let us remove all the edges of G that have a fixed color, c. These are all the edges where the Hamming distance between their vertex labels occurs at position c. (We choose c among the colors of the edges of G, not of (K,Jd.) Removal of these edges disconnects G into a (possibly empty) subgraphs Go, . . . , G, _ r such that each Gi is a subgraph of a (IY,)~-r. Let these subgraphs have k0 3 ... > k, _ I > 0 vertices. We have Cki = n and, by the choice of color, k0 < n. We say that a vector k = ko, . . . , -----nlog,n + n u-j-l a-l 2 -210g,(a -j) 1 .
The function in brackets, let us call it f(j), is again convex. Thus, f, and with it F, attains its maximum for j = 0 or j = a -1. However, f(0) =f(a -1) = 0 which implies that +(a -1) IZ log, n is the maximum of F. 0
It is somewhat surprising that the smallest possible choice of d, namely de = r log, n 1, already suffices to find the densest among the subgraphs of all (KJd; if n is a power of a then (Ka)do has exactly ado = II vertices and, as every vertex has degree (a -l)log, n, exactly J(a -1) n log, n edges. So the upper bound of Lemma 4.1 is tight.
Observe that for a = n, Lemma 4.1 gives E,,(n) < (z). If a is considered a constant then E,(n) = O(n logn), and we obtain the following result.
Theorem 4.2. Our algorithm can be used to decide whether a graph G is an a-ary Hamming graph in 0(n2 log n) time,for jixed a.
