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Abstract
The emulation task of a nonlinear autoregressive moving average model, i.e., the
NARMA10 task, has been widely used as a benchmark task for recurrent neural
networks, especially in reservoir computing. However, the type and quantity of
computational capabilities required to emulate the NARMA10 model remain un-
clear, and, to date, the NARMA10 task has been utilized blindly. Therefore, in
this study, we have investigated the properties of the NARMA10 model from a
dynamical system perspective. We revealed its bifurcation structure and basin of
attraction, as well as the system’s Lyapunov spectra. Furthermore, we have ana-
lyzed the computational capabilities required to emulate the NARMA10 model by
decomposing it into multiple combinations of orthogonal nonlinear polynomials
using Legendre polynomials, and we directly evaluated its information processing
capacity together with its dependences on some system parameters. The result
demonstrates that the NARMA10 model contains an unstable region in the phase
space that makes the system diverge according to the selection of the input range
and initial conditions. Furthermore, the information processing capacity of the
model varies according to the input range. These properties prevent safe applica-
tion of this model and fair comparisons among experiments, which are unfavor-
able for a benchmark task. As a result, we propose a benchmark model that can
clearly evaluate equivalent computational capacity using NARMA10. Compared
to the original NARMA10 model, the proposed model is highly stable and robust
against the input range settings.
1 Introduction
Nonlinear autoregressive moving average (NARMA) tasks have been introduced to test the perfor-
mance of recurrent neural networks (RNN)[1]. These tasks evaluate how well the RNN can emulate
the NARMA model. The NARMA10 task has been widely used as a benchmark task for reser-
voir computing (RC) [2–17]. RC[16, 18, 19] is a framework for RNN training, where nodes are
often described by sigmoid neurons, recurrently connect each other with randomized weights, and
form a network (referred to as a reservoir). Inputs to nodes are time-series signals that multiple
the original input signals by weights specific to each node. The nodes update their states using the
inputs and their previous states, and they asymptotically converge a trajectory without dependence
on the initial values, and the outputs are calculated by linearly combining the states with a readout
weight vector. RC trains the readout weight to emulate the desired outputs. The NARMA10 task
was developed to compare the performance of various RNNs and has been used in many situations.
For example, the performance of echo state networks (ESN) has been tested using the NARMA10
task [10, 15, 16]. This task is also used to evaluate the computational capability of physical sys-
tems, e.g., laser systems[2], opto-electronic architectures[14], carbon nanotubes[20], soft robotic
Preprint. Under review.
systems[11, 12], and more[4, 6, 8, 13, 17]. Thus, the NARMA10 task is one of the most repre-
sentative benchmark tasks and can be used effectively to evaluate the computational capabilities of
dynamical system. However, the type and quantity of computational capabilities required to emulate
the desired output are unknown.
The computational capabilities of a dynamical system are decomposed into properties to store input
streams and to nonlinearly process them[21]. To emulate the desired outputs, the reservoir must have
enoughmemory of historical inputs and transform them nonlinearly. These features are evaluated by
using information processing capacity, which represents how precisely and how long the reservoir
retains historical inputs. Here, the input is composed of terms in input stream’s Legendre polynomial,
whose combination represents nonlinear transformation.
Furthermore, the NARMA10 task includes input intensity and range parameters, which change the
output and should alter the computational capabilities. However, researchers frequently use indi-
vidual settings, which may cause one to evaluate different computational capabilities. For example,
the input range is a controllable parameter, where a uniform random number is often used for in-
put uk, and two main ranges are adopted, i.e., [0.0, 0.5] [1, 2, 4, 5, 7–10, 14, 15] and [0.0, 1.0]
[3, 11, 13, 16, 17]. Both two settings were utilized when ESNs emulated the NARMA10 model in
[10, 16]. As a result, their normalized root mean square errors differ, which indicates that parameter
settings may affect their computational capabilities.
This study has two objectives: 1) analyze the properties of the NARMA10 model as a dynamical
system to examine the specification of parameters for a benchmark task, and 2) clarify the type and
quantity of computational capabilities required to emulate the NARMA10 model.
In Sec. 2, we providedmethods to investigate properties of the NARMA10model as a dynamical sys-
tem by analyzing Lyapunov spectra, bifurcation structure, basin of attraction, and stability regions.
We then explained how to estimate the information processing capacity. In Sec. 3, we revealed
the properties of NARMA10 and the capacity with the methods, and thus we found NARMA10’s
problems as a benchmark task. In addition, we introduced a novel model to resolve the problems
with the NARMA10 model.
Table 1: Derivative table of∆w1 and∆w2 in stability diagram (Figure S1(g))
# area ∆w1 ∆w2 # area ∆w1 ∆w2 # area ∆w1 ∆w2
(i) - - (iii) - + (v) - +
(ii) + - (iv) + + (vi) - -
2 Methods
2.1 NARMA10 benchmark task
The NARMA10 emulation task is a benchmark task for reservoir computing. Here, the desired
output is given as follows:
yk+1 = αyk + βyk
9∑
i=0
yk−i + γukuk−9 + δ, (1)
uk = µ+ σνk, (2)
where the default constant parameters (α, β, γ, δ) are set to (0.3, 0.05, 1.5, 0.1), and νk, µ, and σ
are the input at the k-th time step, the average of νk, and the input intensity parameter, respectively.
Note that νk follows uniform distribution in the range [−1, 1]. Here, all initial values yk (k =
0, · · · , 9) were set to zero except when the basin of attraction was examined.
2.2 Lyapunov spectrum
The sensitivity to initial values is evaluated by the Lyapunov spectrum, which exhibits how expo-
nentially two distances beginning from close points grow or shrink. To consider the stability of
NARMA10 dynamics, the Lyapunov spectra were computed. We defined new variables for a time-
delay system as zi,k ≡ yk+1−i, i = 1, ..., 10 and summarized them as vector zk = [z1,k ... z10,k]
T .
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Figure 1: Properties of NARMA10 dynamical system with (α, β, γ, δ) = (0.3, 0.05, 1.5, 0.1). (a)
Time-series of Eq.(6) in σ = 0.01. (b) Bifurcation diagram of Eq.(6). (c) Three largest Lyapunov
spectra λi, i = 1, 2, 3 relative to σ are shown. (d) Stability diagram of z in vicinity of equilibria.
∆z = (α−1)z+10βz2+ δ. (e) Basin of attraction of Eq.(6) relative to σ and ψ. In (e) and (f), each
dot shows yk at k = 5999 on a heat map, where the black area represent divergence to infinity. The
initial values were yi = ψ, i = 0, · · · , 9, and σ was 0.2. (f) Basin of attraction of Eq.(6) relative to
ψ and φ. The initial values were set to y0 = ψ and yi = φ, i = 1, · · · , 9. (g) Stability diagram of
w1 = z1 and w2 =
∑10
i=1 zi as z10 > δ. The signs of ∆w1 and ∆w2 are shown in Table S1. Note
that point (z10, (1− α)/β − δ/βz10) is a saddle point.
3
Figure 2: IPC distribution relative to σ, and p probability that yk does not diverge. The labels
indicate representative combinations of [[ni, ki]], where ni is the degree of polynomial, ki is the
delayed time step of input, and the desired output is
∏
i Pni(νki), and labels for other combinations
are omitted. The probability p represents the proportion of yk not diverging to infinity using 100
input time-series νk which were generated from 100 random seeds. In all figures, capacities are
not stacked if the output diverged or σ = 0. In (a) and (b), the two ranges of uk are as follows:
(a) (α, β, γ, δ, µ) = (0.3, 0.05, 1.5, 0.1, 0.0), i.e., (α, β, γ, δ) are default and uk follows uniform
distribution in the range [−σ, σ]. (b) (α, β, γ, δ, µ) = (0.3, 0.05, 0.375, 0.1, σ), which is equivalent
to the condition that (α, β, γ, δ) are default and uk follows uniform distribution in the range [0, σ]
(σ > 0) or [σ, 0] (σ < 0). (c), (d), and (e) show the capacity relative to α, β, and µ, respectively, and
fixed parameters (α, β, γ, δ, µ) were set to (0.3, 0.05, 1.5, 0.1, 0.1).
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Here, Eq. (6) was rewritten as Eq. (3) and (4) as follows:
z1,k+1 = αz1,k + βz1,k
10∑
i=1
zi,k + δ. (3)
zj,k+1 = zj−1,k (j = 2, · · · , 10). (4)
The Jacobian of Eq. (6) Jk is described with zk as follows:
Jk =
∂zk+1
∂zk
=
[
Wk Yk
I9 O9×1
]
, (5)
where Wk = [Xk Yk ... Yk] ∈ R
9, Xk = α + 2βz1,k + β
∑10
i=2 zi,k, Yk = βz1,k. I9 and O9×1
represent 9 × 9 identity matrix and 9 × 1 zero matrix, respectively. With the Jacobian matrices, the
Lyapunov spectrum was computed as follows:
λi =
1
T
T∑
k=1
ln ρi(JMJM−1 · · ·J1) (i = 1, · · · , 10), (6)
where ρi(JMJM−1 · · ·J1) is the i-th singular value of matrix JMJM−1 · · ·J1, and T andM were
set to 6000 and 40, respectively.
2.3 Stability analysis
When the equilibrium point of zi,k (i = 1, · · · , 10) is represented by z
∗, by replacing
zi,k+1 and zi,k (i = 1, · · · , 10) in Eq. (3) to z
∗, two equilibria z∗ = (1 − α)/20β ±√
{(1− α)/20β}2 − δ/10β = 0.1615, 1.239 are obtained. Additionally, when zk = z1,k = · · · =
z10,k in vicinity of z
∗ is assumed, according to Eq.(3),∆zk = zk+1 − zk is represented as follows:
∆zk = (α− 1)zk + 10βz
2
k + δ. (7)
Eq.(3) is represented by z1,k and
∑10
i=1 zi,k; thus, we defined w1,k = z1,k and w2,k =
∑10
i=1 zi,k,
and discrete derivatives∆w1,k(= w1,k+1 − w1,k) and ∆w2,k(= w2,k+1 − w2,k) are derived from
Eqs. (3) and (4) as follows:
∆w1,k = (α− 1)w1,k + βw1,kw2,k + δ. (8)
∆w2,k = αw1,k + βw1,kw2,k + δ − z10,k. (9)
Note that the intersection point of the nullclines in Eqs.(17) and (18) is (w1, w2) =
(
z10, (1−α)/β−
δ/βz10
)
.
2.4 Information processing capacity
To evaluate the NARMA10 model’s computational capabilities, we estimated the information pro-
cessing capacity (IPC)[21], which quantifies the inputs constructing a dynamical system by giving a
temporally uncorrelated time-series input u˜k to the system and emulating the products of the histor-
ical inputs. As the system is represented by one-dimensional state, the capacity CT (u˜, y) is reduced
as follows:
CT (u˜, y) = 1−
minw
∑
k(u˜k − wyk)
2〈
y2
〉
T
=
〈
u˜y
〉2
T〈
u˜2
〉
T
〈
y2
〉
T
, (10)
where
〈
v
〉
T
=
∑T
k=1 vk/T , and yk is centered by subtracting temporal average
〈
y
〉
T
prior to cal-
culating Eq.(10). All capacities for which CT (u˜, y) < ǫ were set to zero using truncated capacities
CǫT (u˜, y) = θ
(
CT (u˜, y)
)
CT (u˜, y), where θ(·) is the Heaviside step function. When the model runs
for a long period, e.g., 6 × 106 time steps, most capacities are very small, e.g. 10−6, and some are
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significantly larger. The threshold for the Heaviside function was determined as 3.0×10−4. The
input u˜ is represented by the product of Pn(ν), the normalized Legendre polynomial of degree n.
u˜ =
∏
{(ni,ki) | i=1,··· }
Pni(νki) (11)
Pn(ν) =
√
2n+ 1
2
(−1)n
2nn!
dn
dνn
(1− ν2)n (n = 1, 2, · · · ) (12)
Eq.(6) ran for 6×106 time steps to calculate capacity. To wash out the initial transient, the first one-
third of the time-series data were discarded, and the remaining data were used to calculate Eq.(10).
3 Results and discussion
3.1 Lyapunov spectrum
The sensitivity to initial conditions is an important factor for a benchmark task because it is rele-
vant to the predictability of the system states. Here, sensitivity indicates that the future system state
depends on even slight differences of the present state, which varies with the input of a random num-
ber series in each trial. To examine the sensitivity to initial conditions, we derived a 10-dimensional
time-delay system and the Lyapunov spectra (Eq.(6)). Figure S1(c) shows the three largest Lyapunov
spectra λi, i = 1, 2, 3, all of which are negative relative to σ, which indicates that the system does
not demonstrate chaos. Therefore, NARMA10 does not hold the sensitivity of initial conditions and
perturbation from the input time-series data does not alter its geometrical structure of attractor.
3.2 Basin of attraction
The NARMA10 model has 10 initial values, and changing these values may alter the attractor to
which the model converges, and the computational capabilities. To analyze the attractor structure
of the model, we represented the model with (w1, w2). Furthermore, on this w1 − w2 plane, we
plotted nullclines to examine the increase and decrease in w1 and w2 (Figure S1(g) and Table S1).
As a result, we found that the model has a fixed point attractor at the saddle point
(
z10, (1−α)/β−
δ/βz10
)
. As shown in Figure S1(b), the model varies around the fixed point with different σ. To
investigate the conditions by which the model converges to this fixed point, we ran the model over
6000 time steps and examined y5999 by altering the initial values y0 = · · · = y9 = ψ and input
intensity σ. Figure S1(e) shows that yk diverges to infinity when ψ or σ exceeds three thresholds:
(i) ψ < −5.15, (ii) 1.239 < ψ, and (iii) σ > 0.8. Here, the divergence due to exceeding the
thresholds can be explained by the same reason, i.e, yk entering area (iv) in Figure S1(g). In area
(iv), both ∆w1 and ∆w2 are positive, and, in most cases, when yk enters area (iv), it diverges. In
case of (i), yk diverges because it enters area (iv) when it converges to a fixed point. Threshold
(ii) corresponds to the boundary of the area (iv) and (vi) where the initial value (w1, w2) exists.
Threshold (ii) can also be explained by Eq.(7), where all 10 variables of the time-delay system are
approximated to the same variable. ∆zk = 0 has two equilibrium points z
∗, and z∗ = 1.239 is
an unstable point that diverges when zk > 1.239. In case of (iii), after converging to the fixed
point, if a large positive input uk continues, yk enters area (iv) and diverges. If the runtime becomes
longer, yk diverges with a σ less than the threshold. In addition, if the initial values of yk are
y1 = ψ and y2 = · · · = y9 = φ, the basin of attraction has a unique structure (Figure S1(f))
because the trajectories change depending on the setting of the initial values and some trajectories
enter area (iv). In Figure 2, p is the probability of not diverging for different time-series inputs.
Even though p is high, the model potentially diverges. Furthermore, two typical ranges of input, i.e.,
uk ∈ [0, 0.5] and [0, 1] have been used for the NARMA10 task, but yk diverges in both cases (Figure
2(b), σ = 0.5, 1.0) because σ is relevant to average time until divergence and the runtime is very
long, e.g., 6× 106 time steps. Thus, the NARMA10 model can potentially diverge depending on the
initial values, input time-series, and parameter settings; thus, it can not be used safely.
3.3 Information processing capacity
The total IPC is expressed as the sum of each capacity for the given combination of inputs. Here,
we calculated each capacity with delayed time step k(< 16) and degree ni
(∑
i ni < 9
)
. The total
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IPC is one because the NARMA10 model is a one-dimensional system and the Lyapunov exponent
is negative[21]. However, the distribution in IPC changes with some parameters. Figure 2(a) and
2(b) show that the capacity with uk ∈ [0, σ] differs significantly from that with uk ∈ [−σ, σ].
If the uniform random number uk is in the symmetric range [−σ, σ] ((α, β, γ, δ) take the default
values and µ = 0), the capacity distribution has only capacities with
∑
i ni = 2. In contrast, if
uk is in the asymmetric range [0, σ] ((α, β, δ) are the default values and γ = 0.375 and µ = σ(6=
0)), capacities with
∑
i ni = 1 are also obtained because uk−9uk = (σνk−9 + µ)(σνk + µ) =
σ2νk−9νk + µσνk + µσνk−9 + µ
2; thus the first-order terms of ν appear. With a large σ value, the
sum of the capacities does not become one even though the Lyapunov exponent is negative because
the high-order capacities cannot be identified with Heaviside function’s threshold. As shown in
Figure 2(d), as µ increases, the threshold of σ where the model diverges becomes larger but the
one-degree capacities increases. These results suggest that input uk should be changed according
to the dynamical system when one uses the NARMA10 task. For example, as the nodes of an ESN
are represented by an odd function, i.e., a hyperbolic tangent, the ESN only has odd capacities[21].
From our results, while the ESN with uk ∈ [0, σ] emulates the NARMA10 model, that with uk ∈
[−σ, σ] does not reproduce it at all. In addition, Figure 2(c) shows that as α increases, the probability
that the model will diverge and the capacities with greater delayed time step k increase. These results
indicate that careful parameter selection for the target dynamics is required because the distribution
of IPC changes significantly with different parameters values.
3.4 Model for benchmark task
As discussed previously, the NARMA10 model is probabilistically unstable depending on the ini-
tial conditions and some parameters. Parameters (α, β, γ, δ, µ, σ) do not change the outline of
the nullclines and the unstable area (iv) exists; thus, there is no parameter region wherein the
model will never diverge. Therefore, we propose an emulation task using an approximate model
that has nearly the same capacity as NARMA10 and is robust against the input range with Legen-
dre polynomials. From the above capacity analysis, we narrowed down the polynomial terms to
P1(νk−i), i = 1, 2, · · · and P1(νk−i)P1(νk−i−9), i = 1, 2, · · · , which yielded significantly greater
capacity. Furthermore, although the coefficients of the polynomials depend on time step k, we
considered their steady states and derived coefficients (p, qi, ri), i = 1, · · · as follows:
yk = p+
∑
i∈N1
qiP1(νk−i) +
∑
i∈N2
riP1(νk−i)P1(νk−i−9) (13)
p =
1− α
20β
−
√(
1− α
20β
)2
−
γµ2 + δ
10β
(14)
qi =
{√
2/3γµσ(α + 11βp)i (i = 0, · · · , 8)√
2/3γµσ
(
1 + (α + 11βp)9
)
(α+ 11βp)i (i = 9, · · · )
(15)
ri =
{
(2/3)γσ2(α+ 11βp+ βγµ2)i (i = 0, 1)
(2/3)γσ2(α+ 11βp+ βγµ2)(α + 11βp)i−1 (i = 2, · · · )
(16)
where νk follows uniform distribution in [-1,1], and N1 and N2 represent sets of delayed time
step i for P1(νk−i) and P1(νk−i)P1(νk−i−9), respectively. To demonstrate this model, we employ
N1 = {0, 1, 2, 9, 10, 11} and N2 = {0, 1, 2}. Although the low-degree polynomials represent this
approximate model, the time-series reproduces the original NARMA10 model well. Figure 3(a) and
3(b) show the case of uk ∈ [−σ, σ] and uk ∈ [0, σ], respectively. In addition, increased σ does not
make the model unstable, and the sum of the capacity keeps one even if the magnitude of σ is large.
However, now that the capacity distribution of NARMA10 has been clarified, it is no longer neces-
sary to stick to NARMA10 for benchmark task, and one can examine individual IPCs of your target
system.
4 Conclusion
We have investigated the properties of the NARMA10 model as a dynamical system by analyzing
Lyapunov spectra, the bifurcation structure, basin of attraction, and stability regions. Subsequently,
we examined IPC of NARMA10 model and demonstrated the relationship between capacity and the
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Figure 3: Proposed model for benchmark task. (a) and (b) show time-series data with uk ∈ [−σ, σ]
and [0, σ], respectively. In (a) and (b), the solid black and solid red lines represent the output of the
NARMA10 and the novel models, respectively. (c) and (d) show information processing capacity
with uk ∈ [−σ, σ] and [0, σ], respectively. The labels represent combinations of [[ni, ki]], where
ni is the degree of polynomial and ki is the delayed time step of input. Here, the desired output is∏
i Pni(νki).
model’s parameters. In addition, we introduced a model to resolve the problems associated with the
NARMA10 model. The primary results are summarized as follows,
• Some settings for parameters (α, β, γ, δ, µ, σ), the initial values of ψ, and the input time-
series uk make the NARMA10 model converge to a saddle point; however, it can diverge
probabilistically when the model output enters area (iv). When the output is in the vicinity
of the fixed point, the Lyapunov exponent is negative and the model is predictable with
input time-series νk.
• The capacity distribution depends on some parameters. The capacity distribution with uk ∈
[−σ, σ] only has capacities when the total degree of input
∑
i ni = 2. In contrast, the
distribution with uk ∈ [0, σ] has capacities with
∑
i ni = 1, 2, which vary depending on
the magnitude of σ.
• As the NARMA10 model has the unstable region (iv), which does not depend on the pa-
rameters (α, β, γ, δ, µ, σ), and can diverge probabilistically to infinity, we have derived an
approximatemodel represented by the low-degree Legendre polynomials. The approximate
model is stable relative to the input range.
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Supplementary material
Approximate model
Here, we derive the following equations:
yk = p+
∑
i∈N1
qiP1(νk−i) +
∑
i∈N2
riP1(νk−i)P1(νk−i−9) (1)
p =
1− α
20β
−
√(
1− α
20β
)2
−
γµ2 + δ
10β
(2)
qi =
{√
2/3γµσ(α + 11βp)i (i = 0, · · · , 8)√
2/3γµσ
(
1 + (α + 11βp)9
)
(α+ 11βp)i (i = 9, · · · )
(3)
ri =
{
(2/3)γσ2(α+ 11βp+ βγµ2)i (i = 0, 1)
(2/3)γσ2(α+ 11βp+ βγµ2)(α + 11βp)i−1 (i = 2, · · · )
(4)
We expanded yk using a normalized Legendre polynomial of input time-series νk−i, i = 1, · · · , k
as follows:
yk = pk +
k∑
i=1
qk,iP1(νk−i) +
k∑
i=1
rk,iP1(νk−i)P1(νk−i−9) + · · · , (5)
where pk denotes a term independent of νk−i, i = 1, · · · , k at the k-th time step, and qk,i and rk,i
are the i-th coefficient of P1(νk−i) and P1(νk−i)P1(νk−i−9) at the k-th time step, respectively. The
NARMA10 model with νk is represented by
yk+1 = αyk + βyk
9∑
j=0
yk−j + γ(µ+ σνk)(µ + σνk−9) + δ. (6)
According to Eqs. (5) and (6), yk+1 is rewritten to
yk+1 = αpk + βpk
9∑
j=0
pk−j + γµ
2 + δ
+
√
2
3
γµσP1(νk) +
√
2
3
γµσP1(νk−9) +
√
2
3
k∑
i=1
(
α+ β
(
pk +
9∑
j=0
pk−j
))
qk,iP1(νk−i)
+
2
3
σ2P1(νk)P1(νk−9) +
2
3
βqk,iqk−9,iP1(νk−1)P1(νk−10)
+
2
3
k∑
i=1
(
α+ β
(
pk +
9∑
j=0
pk−j
))
rk,iP1(νk−i)P1(νk−i−9) + · · · . (7)
Here, we used P1(ν) =
√
3/2ν. When increasing k by one in Eq.(5), we obtain a following
equation:
yk+1 = pk+1 +
k∑
i=1
qk+1,iP1(νk+1−i) +
k∑
i=1
rk+1,iP1(νk+1−i)P1(νk+1−i−9) + · · · . (8)
10
Equating the corresponding coefficients in Eqs. (7) and (8) results in
pk+1 = αpk +
9∑
i=0
βpkpk−i + γµ
2 + δ, (9)
qk+1,i =


√
2/3γµσ (i = 0)(
α+ β
(
pk +
∑9
j=0 pk−j
))
qk,i−1 (i > 0, i 6= 9)√
2/3γµσ +
(
α+ β
(
pk +
∑9
j=0 pk−j
))
qk,i−1 (i = 9)
, (10)
rk+1,i =


(2/3)γσ2 (i = 0)(
α+ β
(
pk +
∑9
j=0 pk−j
))
rk,i−1 + βqk,iqk−9,i (i = 1)(
α+ β
(
pk +
∑9
j=0 pk−j
))
rk,i−1 (i = 2, · · · )
. (11)
According to Eq. (9), pk has a stable equilibrium point and an unstable one. If pk < (1− α)/20β +√
((1 − α)/20β)2 − (γµ2 + δ)/10β, it converges to the stable point. When k is large enough, pk
converges to
p = lim
k→∞
pk =
1− α
20β
−
√(
1− α
20β
)2
−
γµ2 + δ
10β
. (12)
According to Eq. (13), qk,i also converges to
qi = lim
k→∞
qk+1,i =


√
2/3γµσ (i = 0)(
α+ 11βp
)
qi−1 (i > 0, i 6= 9)√
2/3γµσ +
(
α+ 11βp
)
qi−1 (i = 9)
. (13)
Therefore, we obtain
qi =
{√
2/3γµσ(α + 11βp)i (i = 0, · · · , 8)√
2/3γµσ
(
1 + (α + 11βp)9
)
(α + 11βp)i (i = 9, · · · )
. (14)
In the same manner, rk,i converges to
ri = lim
k→∞
rk+1,i =


(2/3)γσ2 (i = 0)(
α+ 11βp
)
ri−1 + βq
2
i−1 (i = 1)(
α+ 11βp
)
ri−1 (i = 2, · · · )
(15)
=
{
(2/3)γσ2(α+ 11βp+ βγµ2)i (i = 0, 1)
(2/3)γσ2(α+ 11βp+ βγµ2)(α+ 11βp)i−1 (i = 2, · · · )
. (16)
Therefore, when k is large enough and we approximate Eq. (5) with the constant term and the terms
of P1(νk−i) and P1(νk−i)P1(νk−i−9) whose delayed time steps i are limited to sets N1 and N2,
respectively, we obtain Eqs. (1)-(4).
Stability diagrams
Here, the discrete derivatives∆w1,k and∆w2,k are given again as follows:
∆w1,k = (α− 1)w1,k + βw1,kw2,k + δ, (17)
∆w2,k = αw1,k + βw1,kw2,k + δ − z10,k. (18)
From these equations, nullclines are obtained as follows:
w2,k =
1− α
β
−
δ
βw1,k
. (19)
w2,k = −
α
β
+
z10,k − δ
βw1,k
, (20)
The intersection point of the nullclines is (w1, w2) =
(
z10, (1−α)/β − δ/βz10
)
. As z10,k depends
on time step k, the nullcline in Eq. (20) changes over time and has three outlines: i) z10,k < δ, ii)
z10,k = δ, and iii) z10,k > δ (Figure S1). The signs of∆w1 and∆w2 are shown in Table S1-S3.
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Table S1: Derivative table of∆w1 and∆w2 in stability diagram (z10 > δ; Figure S1(a))
# area ∆w1 ∆w2 # area ∆w1 ∆w2 # area ∆w1 ∆w2
(i) - - (iii) + + (v) - +
(ii) + - (iv) + + (vi) - -
Table S2: Derivative table of∆w1 and∆w2 in stability diagram (z10 = δ; Figure S1(b))
# area ∆w1 ∆w2 # area ∆w1 ∆w2 # area ∆w1 ∆w2
(i) - - (iv) + + (vii) - +
(ii) + - (v) - +
(iii) + + (vi) + -
Table S3: Derivative table of∆w1 and∆w2 in stability diagram (z10 < δ; Figure S1(c))
# area ∆w1 ∆w2 # area ∆w1 ∆w2 # area ∆w1 ∆w2
(i) - - (iii) - + (v) - +
(ii) + - (iv) + + (vi) - -
Figure S1: Stability diagram. The solid black and solid red lines represent∆w1 = 0 and∆w2 = 0,
respectively. The signs of ∆w1 and ∆w2 in (a), (b), and (c), are shown in Table S1, S2, and S3,
respectively. In (a), (b), and (c), stability diagram of w1 and w2 as z10 < δ, z10 = δ, and z10 > δ,
respectively. Note that the intersection point of nullclines is (w1, w2) = (z10, (1−α)/β − δ/βz10).
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