Canonical decomposition methods and the Tucker decomposition method have been applied to the cube part of the orbitals in the bubbles and cube framework for numerical electronic structure calculations on molecules. The iterative process of two variants of the alternating least squares method for performing canonical decomposition is found to converge rapidly to a given accuracy, whereas the accuracy is not significantly improved by continuing the iterations, implying that the studied canonical decomposition methods are not of practical use in our approach to numerical electronic structure calculations. The Tucker decomposition method of the orbitals is on the other hand found to have relative errors that are smaller than the numerical accuracy of the orbitals. The calculations also show that the reconstruction of the orbitals leads to errors that are well below the required accuracy.
Introduction
Employing quantum chemistry methods with fully numerical basis functions has the potential for providing very accurate energies and molecular properties in a systematic manner. Fully numerical calculations are not necessarily slower than traditional global basis-set approaches employing large basis sets [1] because the number of orbital parameters numerical calculations can be formulated as integral equations that are well aimed for modern parallel computers with lots of CPUs and GPGPUs. Numerical electronic structure calculations can be sped up by formulating linear transformations as a series on matrix multiplications [2] and employing grid-based fast multipole methods (GB-FMM) for calculations of the long-range part of the Coulomb interaction [3] . Generalized GB-FMM can be analogously used for the long-range contribution to the integration of the Helmholtz kernel [4, 5] . The short-range contributions can be obtained by performing a series of matrix multiplications allowing for massively parallel calculations using many GPGPUs. The method allows near-ideal parallelization between computational processes for both the computational load and memory requirements [5] .
Efficient numerical algorithms and parallel computers remove limitations due to the computational time. Instead new bottlenecks appear, since the amount of memory needed for numerically representing a single orbital on a three-dimensional (3D) grid can be very large and in self-consistent field calculations (SCF) * Corresponding author. E-mail address: Dage.Sundholm@helsinki.fi (D. Sundholm). the number of occupied orbitals depends linearly on the number of electrons. Since a typical grid size i.e. the number of orbital parameters for each orbital is 300 3 -1000 3 when aiming at high accuracy, the memory needed for storing an orbital can be as large 8 GB. Presently, calculations can be performed on small and medium size molecules, whereas for very large systems memory requirements per computational node become huge even with very efficient parallelization of the data. For example, a molecular system consisting of e.g., 1000 carbon atoms has 6000 electrons in 3000 orbitals requiring up to 3 TB of main memory. However, there is no need to store auxiliary functions such as the electron density and potentials, because they can be reconstructed from orbital data when they are needed. Thus, efficient methods to reduce memory requirements by compressing orbital data render more efficient utilization of the computational resources feasible.
The obvious alternative to store the orbitals in the secondary storage is not the optimal solution because the disk access introduces limitations in parallel calculations. It is therefore necessary to find other means to fit the orbital parameters in the main memory of the computer. One possible approach is to use tensor decomposition methods to compress the parameter space of the orbitals in order to reduce the memory usage. In the example above, a compression factor of 100 would lead to a memory requirement of 30 GB, which is a commonly available and even small memory size of modern workstations. Compressing the orbital data would also mean that less data need to be written and read to files if storing the orbitals on hard drives is after all necessary.
In this article, we investigate whether tensor-decomposition approaches [6, 7] such as canonical decomposition [8, 9] and Tucker decomposition [10] [11] [12] methods can be used for reducing the memory requirement in large-scale numerical electronic structure calculations [13] [14] [15] [16] [17] [18] [19] [20] [21] .
In the next section, we describe the bubbles and cube numerical framework used in numerical electronic structure calculations. The canonical decomposition algorithm, the alternating least squares algorithm and the Tucker decomposition algorithm are discussed in Sections 3 and 4. Obtained results for a few selected molecules are presented in Section 5. The work is summarized in Section 6.
Bubbles and cube framework for representing scalar functions
In numerical electronic structure calculations, scalar functions such as orbitals, potentials, and electron densities are represented on three-dimensional (3D) grids. The functions are very steep in the vicinity of the nuclei, where they have cusps due to the singularity of the Coulomb potential of the point charges of the nuclei. The numerical functions near the nuclei must be represented by using denser grids or by using other means in order to obtain the required accuracy. Many different approaches have been proposed to solve the cusp problem [1, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] . The most common approach is to avoid the steep cusps by replacing the singular nuclear potentials with soft pseudopotentials. Alternatively, the grid can be made denser or systematically refined by using multiwavelets.
In our bubbles and cube approach, the main part of the steep cusps is expanded in one-center functions and the remainder is expanded using 3D grids. The expansion coefficients of the bubbles and the values in the grid points are optimized when solving the equations implying that we approach the exact solution when using dense grids. The scalar functions are expressed as a sum of atom-centered one-dimensional (1D) functions and a global expansion on a 3D grid [42] :
where f ∆ (r) is the cube. The second term in Eq. (1) contains the atom-centered bubbles functions that consist of radial functions (f Alm (r A )) multiplied by real spherical harmonic function
The one-dimensional (1D) radial functions are divided into cells. The functions in each cell are expanded in locally defined Lagrange interpolating polynomials χ i :
whose expansion coefficients are equal to the amplitude of the function in the radial grid points. The cube part of the function that is expanded on a threedimensional (3D) grid is written as a sum of tensor products of the Lagrange interpolating polynomials in the three Cartesian directions:
where χ i are in each cell the locally defined Lagrange interpolating polynomials and the expansion coefficients f ∆ ijk are equal to the amplitude of the cube function in each grid point.
The memory requirement for the bubbles functions is proportional to the number of atoms times the length of the spherical harmonics expansion and the number of radial grid points. The memory needed for storing the bubbles functions is relatively small. It does not exceed 1 GB even for very large molecules, whereas the cube functions stand for the main memory needs in the numerical electronic structure calculations. When using dense grids, the memory needed for storing one orbital can be a few GB implying that the orbital data have to be compressed when performing electronic structure calculations on large molecules with many electrons. The aim of this work is to investigate ways of compressing the cube part of the orbitals in order to reduce the memory requirements.
Canonical decomposition
The idea of the canonical decomposition is to express a tensor as a sum of tensor products of simpler expressions [8] . In this work, we express the cube functions as a sum of products of onedimensional functions in the Cartesian directions:
where the A, B, and C matrices contain representations for the onedimensional functions. It should be noted that the matrices A, B, and C are not unique, as it is possible to scale any of the columns, as long as the matching columns of the other two matrices are scaled accordingly.
The memory requirement for storing a d-dimensional tensor is O(n d ), where n is the number of points per dimension. The memory needed to store the canonically decomposed tensor is O(rdn), where r is the rank of the decomposition. Thus, the memory requirement of the tensor-decomposed representation is linear with respect to the number of tensor indices.
In general, it is difficult to determine how many terms are needed for an optimal tensor-decomposed expansion. Here, we elucidate how large rank one needs for obtaining an accurate compression of the cube functions in the bubbles and cube framework.
Alternating least squares
The aim of the alternating least square procedure is to minimize the Frobenius norm of the reconstruction error:
where ⃗ a r is the rth column of matrix A, ⃗ b r is the rth column of matrix B, and ⃗ c r is the rth column of matrix C . The approach is formulated as a series of least squares subproblems [43] . We start by writing tensor T as a matrix, and a least squares problem is solved iteratively until some cutoff accuracy is reached, or a maximum number of iterations is reached.
Since any tensor can be written as a matrix, the mode-n ma-
and
Matricification of Eq. (5) in different modes leads to the working equations of the alternating least squares method [44] :
where T (n) denotes mode-n matricification of tensor T, and ⊙ denotes Khatri-Rao product [45] :
which represents a column-wise matching Kronecker product.
Eq. (9) are solved iteratively. Pseudo inversions of the (C ⊙ B) † type terms lead to least squares problems, which are solved by alternating the mode of the matricification.
Regularized alternating least squares
In the regularized alternating least square approach, the error E(A, B, C ) in Eq. (11) is minimized with respect to the elements of the matrices A, B, and C .
The matrices are obtained by iteratively solving the following subproblems:
where arg min denotes the argument of the minimum, and λ n are regularization parameters that approach zero in the course of the iteration progress. The subproblems lead to the following leastsquares equations:
[
where I is the identity matrix. Note that when λ is equal to zero, the expressions in Eq. (13) are exactly the same as those for the alternating least squares method in Eq. (9) . In the present application, this algorithm is also found to converge slowly. However, it is guaranteed to converge to a stationary point of the original problem [46] .
Tucker decomposition
It is always possible to express a given arbitrary matrix M in a singular-value decomposed (SVD) form:
where U and V are unitary matrices, and D is a diagonal matrix with non-negative elements. SVD means that a given matrix can be expressed as a sum of tensor products of vectors:
where the summation runs over only one index because the matrix D is diagonal. Since matrices can be considered as two-index tensors, the SVD can also be generalized to tensors with more than two indices. For tensors of higher than two dimensions, one can either choose to use a diagonal tensor similar to the matrix D of the two-index SVD, which leads to the canonical decomposition approach [8, 9] . When the factor matrices are chosen to be unitary, one obtains the Tucker decomposition [10, 11] . An arbitrary three index tensor T can be written exactly as follows:
where g is a full tensor of the same dimension as T , and U 1 , U 2 , and U 3 are unitary matrices. An approximation is introduced when one truncates the summation in Eq. (16):
where R is the rank of the approximation. The rank can be different for the individual dimensions. In the approximate representation, there is no need to store the full tensor g and all the singular vectors. The memory requirement for storing the Tucker decompo-
where rank and dimension are assumed to be the same in all directions. This is asymptotically the same memory requirement as for storing the full tensor O(n d ). In practice, R ≪ n, and therefore using the approximation leads to a considerable reduction in the memory requirements. The matrices A, B, and C are the truncated versions of matrices containing the left singular vectors of the matricification:
where the truncation ranks R x , R y , and R z are chosen either based on the singular values or on the desired amount of compression. The desired number of singular vectors is kept for A, B, and C . T (n) refers to the mode-n matricification of tensor T . The core tensor g is obtained by contracting tensor T with first indices of A, B, and C :
where a ir b js and c kt denote the matrix elements of A, B and C , respectively. An approximate reconstruction of the tensor T is obtained by contracting the core tensor g with the second indices of the principal component matrices:
where the approximation originates from the truncation of matrices A, B, and C .
Results
The two canonical decomposition methods and the Tucker decomposition method have been implemented and tested on the 1s orbital of the hydrogen atom and on the cube part of the numerical Hartree-Fock orbitals of hydrogen (H 2 ) and carbon dioxide (CO 2 ). The assumed bond lengths of H 2 and CO 2 are 1.4 bohr and 2.196 bohr, respectively. The size of the orbital cube used grids was 57 3 , 73 3 , and 313 3 .
Alternating least squares decompositions
The alternating least squares (ALS) decomposition and the regularized ALS algorithms (RALS) have been investigated by performing 10000 iterations to compress the orbitals. The reconstruction errors were recorded for every tenth iteration. The calculations were repeated for decomposition ranks in the interval of 2 to 40 . Random numbers were used as initial guess for the initial decomposition matrices. The obtained reconstruction errors for the orbitals as a function of the number of iterations are shown in Fig. 1 . Calculations on the H atom with the steep cusp at the nucleus show that the reconstruction error of the ALS method reduces rapidly in the first iterations where after the curves flatten out. The reconstruction error diminishes with increasing rank, whereas the shape is the same for all ALS curves.
The ALS and RALS curves for the reconstruction error of the hydrogen molecules have the same shape as the ALS curves for the H atom. For the H atom, the RALS error diminishes systematically but the curves flatten out when the number of iterations approaches 10000. The calculations show that for the ALS method the accuracy is not significantly improved by increasing the number of iterations. The same holds for the cusp-free cube part of the H 2 orbital at both the ALS and RALS levels. The smallest recombination error is obtained at the RALS level for the H atom. However, lots of iterations in combination with a high rank are needed to obtain the desired accuracy.
The reconstruction error in iteration 10000 was calculated as function of the rank for H, H 2 , and CO 2 . The results obtained using the ALS and RALS methods in Fig. 2 show that almost the same trend is obtained for the test cases. The largest difference between ALS and RALS results were obtained for the hydrogen atom, where the RALS method is significantly more accurate than ALS. For H 2 and CO 2 , the accuracy of the ALS and RALS methods are nearly the same. The present study shows that the ALS and RALS methods are not useful for compressing the cube part of the orbitals due to the large number of iterations required to approach convergence.
The compression ratios for orbitals ranged from 30 to 500 for the hydrogen atom, from 800 to 1600 for the hydrogen molecule, and from 40 to 900 for carbon dioxide depending on the grid size. A larger compression ratio was obtained for the larger grids.
Tucker decomposition
Tucker decomposition was used for compressing the orbitals of the hydrogen atom, and the cube part of the orbitals of H 2 and CO 2 . Since the Tucker decomposition is a non-iterative approach, the reconstruction error is determined only by the rank. The reconstruction error as a function of the rank is shown in Fig. 3 . The ranks of the canonical decomposition and Tucker decomposition methods are not directly comparable because the Tucker decomposition rank (R) also comprises an R × R × R tensor in addition to the one-dimensional vectors of the tensor approximation. One way to compare the ranks of the canonical and Tucker decomposition methods is to assess the accuracy of the decomposition for equal compression ratio. The results of the calculations in Fig. 3 show that the reconstruction error decreases exponentially with the rank of the Tucker decomposition. The rank needed to reach the desired accuracy threshold depends slightly on the system. When using a rank of 40, an accuracy of 10 −7 is obtained for the cube part of all orbitals of CO 2 , which is high enough accuracy for the present purpose.
Compression ratios in Fig. 3 varied from 3 to 500 for the hydrogen atom, from 300 to 1600 for the hydrogen molecule, and from 5 to 900 for carbon dioxide. In the case of the hydrogen molecule, the rank 30 decomposition is the last one where storing the singular vectors requires more memory than storing the core tensor.
Effects of decomposition on orbital energies
Small relative reconstruction errors are a necessary but not sufficient condition for applying tensor decomposition methods in electronic structure calculations. The compressiondecompression cycle must not significantly affect the orbital energies.
Algorithm 1:
Computational procedure for assessing the errors of the orbital energies introduced by a Tucker compressiondecompression cycle. calculate orbital potentials forall the orbitals do estimate orbital energy compress orbital decompress orbital re-estimate orbital energy using orbital potential calculate difference between orbital energy estimates end
The errors introduced in the energies and the normalization of the orbitals were studied by performing Restricted Hartree-Fock calculations on H 2 and CO 2 with grid steps of 0.10 and 0.05 bohr for H 2 and of 0.20 and 0.10 bohr for CO 2 . The cube part of the orbitals was compressed with a rank 40 Tucker decomposition. Calculation of the orbital energies before and after the compressiondecompression cycle shows that the introduced errors are several orders of magnitude smaller than the accuracy of the orbital energies. The accuracy of converged orbital energies are in the range of 10 −3 -10 −6 Hartree. Table 1 shows that Tucker decomposition with a rank of 40 leads to a compression ratio of 40-300 depending on 
Table 1
The compression ratio and the maximum errors of the orbital energies (in Hartree) introduced by a compression-decompression cycle using a Tucker decomposition of rank 40.
Molecule
Grid the grid size. In the electronic structure calculations, the grid steps are typically 0.10 bohr or smaller. The reconstruction errors decrease and the compression ratio increases for denser grids. For the two examples in Table 1 , one sees that the memory requirements of the compressed representation does increase when using the denser grid, since the decompression ratio increases with about a factor of 8 when doubling the number of grid points in each dimension, which increases the number of grid points also by a factor of 8. Table 2 shows the relative time spent in compression and decompression within an SCF iteration. We see that decompression time is much smaller than the rest of computational time. The time needed for compression increases with the number of grid points. The relative time for compression decreases with increasing number of orbitals, because the number of potentials increases quadratically with the number of orbitals. 
Conclusions
Tensorial expansions constructed by using the two studied canonical decomposition methods and the Tucker decomposition method approach the exact matrix using high decomposition ranks. The memory requirements for obtaining the desired accuracy are significantly smaller than the memory needed for saving the whole matrix containing the expansion coefficients of the orbital cube functions. For CO 2 , a Tucker rank of 40 yields a reconstruction error of 10 −7 when compressing the cube part of the orbitals in numerical electronic structure calculations, whereas the reconstruction error of the canonical decomposition methods is 10 −3 -10 −4 when a rank of 40 is used. The iterative procedure of the canonical decomposition methods converges rapidly to a given accuracy, whereas the accuracy is not significantly improved by continuing the iterations.
For a given amount of used memory, the canonical decomposition method allows the use of somewhat larger ranks than with the Tucker decomposition because the R × R × R tensor is not needed in the canonical cases. However, the ALS and RALS methods seem to converge too slowly to be of practical use in the employed numerical electronic structure method.
Tucker decomposition using standard singular-value decomposition methods is relatively fast. The relative computational time for a compression-decompression cycle of the orbitals decreases with increasing number of orbitals because the computational time for the Tucker decomposition scales linearly with the number of orbitals, whereas the total computational time scales quadratically with the number of orbitals, because the time determining step is the calculation of the potentials. This holds for calculations on a single processor. However, calculations of the potentials and the orbital optimization are well suited for GPGPU and parallel computers implying that the relative computational time for orbital decomposition might become significant, which can also be circumvented since the decomposition algorithm can also be parallelized. The decompression time is small in comparison to the CPU time needed for packing the data.
The errors introduced by a compression-decompression cycle are several orders of magnitude smaller than the numerical accuracy of the Hartree-Fock calculations. The relative errors obtained with the present implementation of the Tucker decomposition method are of the same size as those reported in Ref. [13] .
The computational methods are developed for massively parallel computers and explore the local properties of the numerical basis. Linear transformations and integration of the Helmholtz and Poisson kernels in the compressed representation are probably very complicated. In addition, the local properties of the functions are also lost in the compressed form implying that divide and conquer algorithms cannot easily be employed. Since the computational time needed for compression is small as compared to the time needed for integration of the kernels, the orbitals can be decompressed before the linear transformations and compressed again after they have been updated.
