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The differential inclusion (DI) has been widely studied for its theoretical and engineering signiﬁcance. Many classical
textbooks about the DI have been published such as [1–3], where both the theory and application of the DI are presented.
By the development of scientiﬁc investigation, researchers have found that a lot of real systems such as mechanical systems
[4], electrical systems [5], hybrid systems [6], economical systems [7] should be described by the DI if the accuracy of the
model has to be considered.
Recently, the Lur’e DI system [8–13] became a hot topic in the ﬁeld of control. The present investigation of the Lur’e DI
system mainly focuses on two aspects. One is the stabilization problem [10], where the main challenge of this aspect is to
design a control law and give sufﬁcient condition to guarantee the closed-loop system absolutely stable. The other aspect
is the design of a observer [8,9,11–13], where the main task is to design a proper observer which can converge to the original
system asymptotically. It should be noted that the conditions of the set-valued mappings are different in these works. Osorio
andMoreno [8] supposed that the set-valuedmapping is upper semicontinuous, closed, convex, bounded and dissipative. The
set-valued mappings in [9,12] were assumed to be upper semicontinuous, closed, convex, bounded and monotone. Brogliato
and Heemels [11] and Huang et al. [13] dealt with the mappings which satisfy the property of maximal monotonicity.
Following the line of [12], the set-valued mapping considered in this paper is assumed to be the same as deﬁned in [12].
In practice, the behavior of hardware used in implementation is not ideal because of the aging of the component or the
variation of the temperature, thus erroneously computed gains or gains that slowly drift during operation are often inevita-
ble. Therefore, it is difﬁcult for a common observer to meet the needs of practical application. The non-fragile observer which
can keep sound performance in the presence of gain perturbations is presented in [14–17], and it then became a hot topic.. All rights reserved.
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Notations
xT the transposition of the vector x
AT the transposition of the matrix A
jjxjj the Euclidean norm of the vector x
rank(A) the rank of the matrix A
GraphðFÞ the graph of the set-valued function FðxÞ, i.e., GraphðFÞ ¼ fðx; xÞjx 2 FðxÞg
P > ð<Þ0 the positive (negative) deﬁnite matrix P with P ¼ PT
I the identity matrix with appropriate dimensions
J. Huang, Z. Han / Applied Mathematical Modelling 37 (2013) 72–81 73Yaz et al. [14] presented a systematical design method for non-fragile observers for Lipschitz nonlinear systems, Jeong et al.
[15] designed the non-fragile observers for linear continuous-time systems with norm-bounded disturbance, Yaz et al. [16]
gave the stochastic non-fragile observers for linear discrete-time systems, and Pourghouli and Majd [17] proposed the adap-
tive non-fragile observers for a class of nonlinear systems with unknown parameters.
Motivated by the above discussion, this paper considers the adaptive non-fragile observer of the uncertain Lur’e DI system
subject to disturbance. The paper is organized as follows: Section 2 presents the problem formulation and preliminaries. The
adaptive non-fragile observer for the system is designed in Section 3, where the following design objectives are achieved:
asymptotical convergence and disturbance attenuation. Section 4 gives numerical examples to illustrate the effectiveness
of the designed observers.
2. Problem formulation and preliminaries
Let us consider the following uncertain Lur’e DI system subject to disturbance:_x ¼ Axþ Gxþ /ðx;uÞ þ f ðx; uÞhþ En;
x 2 qðHxÞ;
y ¼ Cx;
8><
>: ð1Þwhere x 2 Rn is the state of the system, q : Rm ! Rm is a set-valued mapping, x 2 Rm is the output of q, u 2 Rr is the control
input, and y 2 Rq is the measurable output of the system. / : Rn  Rr ! Rn and f : Rn  Rr ! Rnl are known smooth matrix
functions. h 2 Rl is the unknown constant parameter vector and n 2 Rp is the external disturbance.
A 2 Rnn; G 2 Rnm; E 2 Rnp; H 2 Rmn and C 2 Rqn are determined matrices. Without loss of generality, it is supposed that
H and C are of full row rank, i.e., rankðHÞ ¼ m < n and rankðCÞ ¼ q < n.
Some deﬁnitions about the DI are given ﬁrstly, more details can be referred to [3].
Deﬁnition 1 ([3] Solution of a DI). Let Fðt; xðtÞÞ be a set-valued function. A function x : ½t0;1Þ ! Rn is a solution to the DI
_xðtÞ 2 Fðt; xðtÞÞ with xðt0Þ ¼ x0, if xðtÞ is absolutely continuous and satisﬁes _xðtÞ 2 Fðt; xðtÞÞ for almost all t 2 ½t0;1Þ.Deﬁnition 2 ([3] Monotone set-valued function). A set-valued function FðxÞ : Rn ! Rn is called monotone if its graph is
monotone in the sense that for all ðx; yÞ; ðx; yÞ 2 GraphðFÞ it holds that ðy yÞTðx xÞP 0.
To establish our main result, it is necessary to make the following assumptions for the system (1).
A1 The set-valued mapping q() is upper semi-continuous, non-empty, convex, closed, bounded and monotone.
A2 The nonlinear matrix functions /ðx;uÞ and f(x,u) satisfy Lipschitz conditions with respect to x, i.e.,jj/ðx;uÞ  /ðx^;uÞjj 6 c1jjx x^jj; ð2Þ
jjf ðx;uÞ  f ðx^;uÞjj 6 c2jjx x^jj; ð3Þ
where c1 and c2 are positive constants.A3 The unknown parameter vector h is bounded with positive constant c3, i.e.,jjhjj 6 c3: ð4ÞIn the following, some useful lemmas are introduced, which are essential to the further discussion.
Lemma 1 ([1] Existence of solution of a differential inclusion). Let F be a set-valued function, we assume that F is upper semi-
continuous and that the image of ðt; xÞ under F is closed, convex and bounded for all t 2 R and x 2 Rn. Then, for each x0 2 Rn there
exists an absolutely continuous function x(t) deﬁned on ½0;1Þ, which is a solution of the initial value problem _xðtÞ 2
Fðt; xðtÞÞ; xð0Þ ¼ x0.
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 
with S11 ¼ ST11; S22 ¼ ST22, then the following conditions
are equivalent:
(1) S < 0.
(2) S22 < 0; S11  S12S122 ST12 < 0.Lemma 3 [19]. If a function uðtÞ is absolutely continuous, then it is uniformly continuous.Lemma 4 (Barbalat’s Lemma [20]). Consider a function u : Rþ ! R. If u is uniformly continuous and _R10 uðsÞds <1, then
limt!1uðtÞ ¼ 0.
3. Main result
In this section, we start to consider the adaptive non-fragile observer of the system (1) without disturbance, i.e., the DI
system is described as:_x ¼ Axþ Gxþ /ðx;uÞ þ f ðx;uÞh;
x 2 qðHxÞ;
y ¼ Cx:
8><
>: ð5ÞWe propose the following DI observer:_^x ¼ Ax^þ Gx^þ /ðx^;uÞ þ f ðx^;uÞh^þ ðLþ DLðtÞÞðy Cx^Þ;
x^ 2 qðHx^þ Fðy Cx^ÞÞ;
_^h ¼ hðx^;uÞðy Cx^Þ;
8><
>>: ð6Þwhere L 2 Rnq and F 2 Rmq are the gains to be designed later, and DLðtÞ, representing a drifting gain or gain error, is a con-
tinuous nonlinear matrix function which satisﬁes:jjDLðtÞjj 6 d; ð7Þ
in (7), d is a positive constant.
Remark 1. It is obvious that the mappings ðt; xÞ ! Ax GqðHxÞ þ /ðx;uÞ þ f ðx;uÞh and ðt; xÞ ! ðA ðLþ DLðtÞÞCÞx^
GqððH  FCÞx^þ FyÞ þ /ðx^;uÞ þ f ðx^;uÞh^þ ðLþ DLðtÞÞy are upper semi-continuous, non-empty, closed, convex, and bounded.
If u is an absolutely continuous input, then under A1 and A2, it is known from Lemma 1 that the solutions of the systems (5)
and (6) always exist.
Subtracting (6) from (5), we can obtain the error system:_e ¼ ðA ðLþ DLðtÞÞCÞeþ Gðx x^Þ þ ~/þ ~fhþ f ðx^;uÞ~h;
x 2 qðHxÞ;
x^ 2 qððH  FCÞx^þ FyÞ;
8><
>: ð8Þwhere e ¼ x x^; ~h ¼ h h^; ~/ ¼ /ðx;uÞ  /ðx^;uÞ and ~f ¼ f ðx;uÞ  f ðx^; uÞ. By the error system (8), we are ready to state the fol-
lowing theorem.
Theorem 1. Let the control input u be absolutely continuous. If A1–A3 hold, and if there exist a constant e > 0, matrix
P 2 Rnn > 0, and matrix function hðx;uÞ 2 Rlq such that:GTP ¼ H  FC; ð9Þ
f Tðx;uÞP ¼ hðx;uÞC; ð10Þ
K
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cþ 1p Pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cþ 1p P I
" #
< 0; ð11ÞwhereK ¼ PðA LCÞ þ ðA LCÞTP þ d2CTC þ cI þ eI ð12Þ
andc ¼ c1 þ c2c3: ð13Þ
J. Huang, Z. Han / Applied Mathematical Modelling 37 (2013) 72–81 75Then (6) is an adaptive non-fragile observer of the system (5), which means that e(t) of the error system (8) satisﬁes
limt!1eðtÞ ¼ 0.Proof 1. Consider the following Lyapunov function candidate:V ¼ eTPeþ ~hT~h: ð14Þ
The derivative of V exists for almost everywhere because V is absolutely continuous provided that e and ~h are absolutely con-
tinuous. Taking the derivative of V along the trajectories of (8), we have:_V ¼ 2eTP _eþ 2~hT _~h ¼ 2eTP½ðA ðLþ DLðtÞÞCÞeþ Gðx x^Þ þ ~/þ ~fhþ f ðx^;uÞ~h þ 2~hT _~h
¼ 2eTPðA LCÞe 2eTPDLðtÞCeþ 2eTPGðx x^Þ þ 2eTP~/þ 2eTP~fhþ 2eTPf ðx^;uÞ~hþ 2~hT _~h: ð15ÞFrom (7), we have:2eTPDLðtÞCe 6 2djjeTPjjjjCejj ¼ 2jjeTPjjjjdCejj 6 eTP2eþ eTd2CTCe ¼ eTðP2 þ d2CTCÞe: ð16Þ
Since x 2 qðHxÞ and x^ 2 qððH  FCÞx^þ FyÞ, by (9) and the monotonicity of q(), then:2eTPGðx x^Þ ¼ 2eTðH  FCÞTðx x^Þ ¼ 2½Hx ððH  FCÞx^þ FyÞT ½x ðx^Þ 6 0: ð17Þ
By A2 and A3, we obtain that2eTP~/ 6 2jjeTPjjjj~/jj 6 2c1jjeTPjjjjejj 6 c1ðeTP2eþ eTeÞ; ð18Þ
2eTP~fh 6 2jjeTPjjjj~f jjjjhjj 6 2c2c3jjeTPjjjjejj 6 c2c3ðeTP2eþ eTeÞ: ð19ÞSince _^h ¼ hðx^;uÞðy Cx^Þ and ~h ¼ h h^, then:
_~h ¼  _^h ¼ hðx^;uÞðy Cx^Þ ¼ hðx^;uÞCe: ð20ÞBy (10) and (20), the following equality holds:2eTPf ðx^;uÞ~hþ 2~hT _~h ¼ 2eTCThTðx^;uÞ~h 2~hThðx^;uÞCe ¼ 0: ð21Þ
Substituting (16)–(19) and (21) into (15) and considering the fact that c ¼ c1 þ c2c3, we have:_V 6 eT ½PðA LCÞ þ ðA LCÞTP þ d2CTC þ ðcþ 1ÞP2 þ cIe: ð22Þ
Using Lemma 2, (11) is equivalent to:PðA LCÞ þ ðA LCÞTP þ d2CTC þ ðcþ 1ÞP2 þ cI þ eI < 0: ð23Þ
It follows from (22) and (23) that:_V < eeTe: ð24Þ
Integrating both sides of the above inequality from 0 to t results in:VðtÞ < Vð0Þ 
Z t
0
eeTðsÞeðsÞds: ð25ÞSince VðtÞP 0, then R t0 eeTðsÞeðsÞds < Vð0Þ, which implies that:
lim
t!1
Z t
0
eeTðsÞeðsÞds < Vð0Þ < 1: ð26ÞBy Lemma 3, e(t) is uniformly continuous, then eeTðtÞeðtÞ is uniformly continuous. Using Lemma 4, we have:
lim
t!1
eeTðtÞeðtÞ ¼ 0; ð27Þwhich means that:lim
t!1
eðtÞ ¼ 0: ð28ÞHence we complete the proof. hRemark 2. In fact, (9) and (10) are equations, and (11) is an LMI after some technical substitution (let Y = PL). We know that
(11) can be solved by Matlab. However, there is no such tool to solve (9)–(11) simultaneously. We suggest a method as fol-
lows. Solve (9) and (10) ﬁrstly, then substitute the solution P to (11) and ﬁnd suitable L which satisﬁes with (11).
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Then let us turn to the system (1) suffered from the disturbance n which is L2 norm-bounded, i.e, there exists a positive
constant g such that:jjnjj2 ¼
Z 1
0
nTðsÞnðsÞds
 1
2
6 g: ð29ÞSubtracting (6) from (1), we get the error system with disturbance n._e ¼ ðA ðLþ DLðtÞÞCÞeþ Gðx x^Þ þ ~/þ ~fhþ f ðx^;uÞ~hþ En;
x 2 qðHxÞ;
x^ 2 qððH  FCÞx^þ FyÞ:
8><
>: ð30ÞThe following deﬁnition is a natural extension of that in [21], and it is important to our further study.
Deﬁnition 3. Consider the systems (1) and (6) and the error system (30). Let eð0Þ ¼ 0; ~hð0Þ ¼ 0. Deﬁne a bounded reachable
set D ¼ fejeTPe < g2g. If e of the error system (30) satisﬁes e 2 D, then (6) is an adaptive non-fragile observer with
disturbance attenuation of the system (1).
Then the following theorem gives a sufﬁcient condition under which (6) is an adaptive non-fragile observer with distur-
bance attenuation of the system (1).
Theorem 2. Let u be an absolutely continuous input. If A1–A3 hold, and if there exist a constant e > 0, matrix P 2 Rnn > 0, and
matrix function hðx;uÞ 2 Rlq such that:GTP ¼ H  FC; ð31Þ
f Tðx;uÞP ¼ hðx;uÞC; ð32Þ
K PE
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cþ 1p P
ETP I 0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cþ 1p P 0 I
2
64
3
75 < 0; ð33ÞwhereK and c are deﬁned in (12) and (13) respectively. Then (6) is an adaptive non-fragile observer with disturbance attenuation
of the system (1).Proof 2. Firstly, let us consider (33). Using Lemma 2, then:K PE
ETP I
 
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cþ 1p P
0
" #
½ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃcþ 1p P 0  < 0;which is equivalent to:Kþ ðcþ 1ÞP2 PE
ETP I
" #
< 0: ð34ÞChoose the Lyapunov function candidate as (14), then by the same arguments as used in Theorem 1, we can obtain that:
_V 6 eT ½PðA LCÞ þ ðA LCÞTP þ d2CTC þ ðcþ 1ÞP2 þ cIeþ 2eTPEn: ð35ÞSubstituting (34) into (35) yields:_V < eeTeþ nTn < nTn: ð36Þ
Integrating both sides of (36) from 0 to t yields:VðtÞ  Vð0Þ <
Z t
0
nTðsÞnðsÞds 6
Z 1
0
nTðsÞnðsÞds 6 g2: ð37ÞSince Vð0Þ ¼ eTð0ÞPeð0Þ þ ~hTð0Þ~hð0Þ ¼ 0, then:
eTPeþ ~hT~h < g2; ð38Þwhich implies that:eTPe < g2; ð39Þ
i.e., e 2 D. By Deﬁnition 3, we can conclude that (6) is an adaptive non-fragile observer with disturbance attenuation of the
system (1). Thus we complete the proof. h
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can reject disturbance.4. Simulation
In this section, we give two numerical examples to show the validation of the observers proposed in this paper.
Example 1. Consider the following uncertain Lur’e DI system without disturbance_x ¼ Axþ Gxþ /ðx;uÞ þ f ðx; uÞh;
x 2 qðHxÞ;
y ¼ Cx;
8><
>: ð40ÞwhereA ¼
4 5 1
5 3:5 5
1 5 5
2
64
3
75; G ¼
4
1
7
2
64
3
75; /ðx;uÞ ¼
uþ 0:5 cos x2
2u
u
2
64
3
75;f ðx;uÞ ¼
1:5 cos x3
0
0
2
64
3
75; H ¼ 9 1 7½ ; C ¼ 1 0 0½ :The set-valued mapping qðkÞ is deﬁned as follows:qðkÞ ¼ signðkÞðjkj þ 1Þ; k– 0;½1;1; k ¼ 0:
	
The control input is uðtÞ ¼ 8t cos t, and the unknown parameter is chosen as h ¼ 1. It is easy to compute that
c1 ¼ 0:5; c2 ¼ 1:5 and c3 ¼ 1, thus c ¼ 2.
If we choose:L ¼
0
10
0
2
64
3
75; DLðtÞ ¼
0ﬃﬃﬃ
2
p
sin t
0
2
64
3
75; P ¼
1 0 0
0 1 0
0 0 1
2
64
3
75;
F ¼ 5; hðx;uÞ ¼ 1:5 cos x3; e ¼ 0:5;
then (9)–(11) hold. We can use Theorem 1 to design the adaptive non-fragile observer for the system (40), which is as
follows:_^x1 ¼ 4x^1 þ 5x^2 þ x^3 þ 4x^þ uþ 0:5 cos x^2 þ 1:5h^ cos x^3;
_^x2 ¼ ð5
ﬃﬃﬃ
2
p
sin tÞx^1  3:5x^2  5x^3 þ x^þ 2uþ ð10þ
ﬃﬃﬃ
2
p
sin tÞy;
_^x3 ¼ x^1 þ 5x^2  5x^3 þ 7x^þ u;
x^ 2 qð4x^1 þ x^2 þ 7x^3 þ 5yÞ;
_^h ¼ 1:5 cos x^3ðy x^1Þ:
8>>>><
>>>>:
ð41ÞThe initial states of the systems (40) and (41) are chosen as ½5 2  3T and ½5 2 5T , and the initial value of h^ is 1. Figs. 1–3
show the state trajectories of the system (40) and the estimated state trajectories of the observer (41). Fig. 4 shows the esti-
mated parameter which does not converge to the nominal value h ¼ 1. From the simulation result, we can conclude that the
designed observer (41) can work well.Remark 5. Similar to the method used in [8], we complete the simulation by the Simulink toolbox in Matlab and the
differential inclusion is substituted by its selection. For example, we replace the set-valued function:SIGNðxÞ ¼
1; x > 0;
½1;1; x ¼ 0; by its selection signðxÞ ¼
1; x > 0;
a; x ¼ 0;
1; x < 0;
8><
>:
1; x < 0;
8>>>><
>>>:where a 2 ½1;1. In the simulation, we have tried different selections and found that the proposed observer design method
is valid.
78 J. Huang, Z. Han / Applied Mathematical Modelling 37 (2013) 72–81Example 2. We consider the uncertain Lur’e DI system with disturbance:_x ¼ Axþ Gxþ /ðx;uÞ þ f ðx;uÞhþ En;
x 2 qðHxÞ;
y ¼ Cx;
8><
>: ð42Þ0 0.5 1 1.5 2 2.5 3
−20
−15
−10
−5
0
5
t/sec
x2
estimated x2
Fig. 2. Response of the state x2 of the system (40) and the estimated state x^2 of the observer (41).
0 0.5 1 1.5 2 2.5 3
−5
−4
−3
−2
−1
0
1
2
3
4
5
t/sec
x1
estimated x1
Fig. 1. Response of the state x1 of the system (40) and the estimated state x^1 of the observer (41).
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4:5 2 0
2 4 6
0 6 4:6
2
64
3
75; G ¼
1
0
0
2
64
3
75; /ðx; uÞ ¼
u
0:4 sin x2
0
2
64
3
75;
f ðx;uÞ ¼
0
0
cos x3
2
64
3
75; E ¼
1
0
0
2
64
3
75; H ¼ 1 0 2½ ; C ¼ 0 0 1½ :0 0.5 1 1.5 2 2.5 3
1
1.2
1.4
1.6
1.8
2
2.2
2.4
t/sec
estimated θ
Fig. 4. Response of the estimated parameter h^.
0 0.5 1 1.5 2 2.5 3
−3
−2
−1
0
1
2
3
4
5
6
t/sec
x3
estimated x3
Fig. 3. Response of the state x3 of the system (40) and the estimated state x^3 of the observer (41).
80 J. Huang, Z. Han / Applied Mathematical Modelling 37 (2013) 72–81The set-valued mapping qðkÞ is deﬁned byqðkÞ ¼ signðkÞð2jkj  2Þ; k– 0;½2;2; k ¼ 0:
	The control input is uðtÞ ¼ 2t sin t, and the unknown parameter is chosen as h ¼ 3. ChoosingL ¼
0
12
0
2
64
3
75; DLðtÞ ¼
0
cos t
0
2
64
3
75; P ¼
1 0 0
0 1 0
0 0 1
2
64
3
75;
F ¼ 2; hðx;uÞ ¼ cos x3; e ¼ 0:1;0 5 10 15 20 25 30
−3
−2
−1
0
1
2
3
4
t/sec
ξ
Fig. 5. The disturbance signal n of the system (42).
0 5 10 15 20 25 30
0
0.05
0.1
0.15
0.2
0.25
t/sec
||e||
Fig. 6. Response of the norm of the error e.
J. Huang, Z. Han / Applied Mathematical Modelling 37 (2013) 72–81 81we can verify that (31)–(33) hold. By Theorem 2, the adaptive non-fragile observer with disturbance attenuation for the sys-
tem (42) is designed as:_^x1 ¼ 4:5x^1  2x^2 þ x^þ u;
_^x2 ¼ 2x^1  4x^2  ð6þ cos tÞx^3 þ 0:4 sin x^2 þ ð12þ cos tÞy;
_^x3 ¼ 6x^2  4:6x^3 þ 3 cos x^3;
x^ 2 qðx^1 þ 2yÞ;
_^h ¼ cos x^3ðy x^3Þ:
8>>>><
>>>>:
ð43ÞThe initial states of (42) and (43) are both chosen as ½3 2 3T , and the initial value of h^ is chosen as 3. Fig. 5 shows the
disturbance signal n, and Fig. 6 shows the norm of the error e (since P = I, here, eTPe ¼ jjejj). It is obvious that the observer
with disturbance attenuation (43) is valid.5. Conclusion
We present an adaptive non-fragile observer design for uncertain Lur’e DI systems subject to disturbance. The achieved
design objectives of the observer are asymptotical convergence and disturbance attenuation. Numerical examples are sim-
ulated to show the effectiveness of the designed observers.
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