Abstract. Using a pair of two variable series-product identities recorded by Ramanujan in the lost notebook as inspiration, we find some new identities of similar type. Each identity immediately implies an infinite family of RogersRamanujan type identities, some of which are well-known identities from the literature.
Introduction
Ramanujan recorded the following identity at the top of a page of his lost notebook [16, p. 33 
where we employ the standard notations for rising q-factorials, 2 ) n (−x/a; x 2 ) n (x; x 2 ) n (x 4 ; x 4 ) n = f (ax 2 , x 2 /a) ψ(−x) , (
where ψ(q) := f (q, q 3 ) = (q 2 ; q 2 ) ∞ (q; q 2 ) ∞ is another notation frequently used by Ramanujan [6, p. 17 From an analytic viewpoint, (1.1) and (1.3) are valid for |x| < 1 and a = 0. These two identities are noteworthy for several reasons. Firstly, they are summable two variable Rogers-Ramanujan type identities. In contrast, in the standard two variable generalization of the first Rogers-Ramanujan identity, n z 2n q n(5n−1)/2 (1 − zq 2n )(z; q) n (1 − z)(q; q) n , the right hand side reduces to an infinite product only for special values of z, e.g. (q; q) n = 1 (q 2 ; q 5 ) ∞ (q 3 ; q 5 ) ∞ .
Secondly, both identities contain an infinite number of Rogers-Ramanujan type identities as special cases, a number of which appear in the literature, as summarized in Tables 1 and 2 . In [15] a partner to Ramanujan's (1.1) (identity (1.4) below) was found. This motivated us to take another look at (1.1) and (1.3) in the light of this new partner. The results of this reexamination include a new proof of (1.4), a partner to (1.3), another similar general identity, and two families of false theta series identities.
where 
However, each of these two identities can be regarded as the first member in an infinite family of identities, and it does not appear that the more general identities can be similarly extended. For example, the second identity in the sequence whose first member is (1.5) is the following (for consistency with other identities, here we replace a with z and x with q):
We show that each of (1.1), (1.3), (1.4), (1.5), and (1.6) may be embedded in an infinite sequence of identities, where each of the stated identities is the first member in the respective sequence of identities. See Section 4 for more on these identities.
Also, each of (1.1)-(1.5) gives rise to a quite general family of partition identities, which does not appear to be true for the more general identity. See Section 5 for more details.
Proofs of the identities
As is often the case, once the existence of an identity of Rogers-Ramanujan type is discovered, it is not hard to prove it using standard techniques.
Recall that α n (z, q), β n (z, q) is called a Bailey pair relative to z if
α r (z, q) (q; q) n−r (zq; q) n+r .
A well-established method of proof for Rogers-Ramanujan type identities is insertion of a Bailey pair into an appropriate limiting case of Bailey's lemma. Since this method is well documented in the literature, we refer the reader to, e.g., [2, Chapter 3] or [13, §1.2, p. 3ff], for the details.
Lemma 2.1 (Andrews-Berndt). (α n , β n ) form a Bailey pair relative to q where
Proof. See [6, pp. 98-99].
Lemma 2.2. (α n , β n ) form a Bailey pair relative to 1 where
Proof. See Lemma 3 in [3] .
We now prove (1.4), a partner to Ramanujan's identity at (1.1). We note that a different, less direct proof of this identity was given in [15] . Theorem 2.3. For a = 0 and |x| < 1,
.
Theorem 2.4. For a = 0 and |x| < 1,
Proof. Recall that if (α n (a, q), β n (a, q)) is a Bailey pair with respect to a, then the case of the Bailey transform used by Slater [18] states that
If we set y = q √ a and let z → ∞ in (2.1) (see also (3.14) in [15] ), the following identity results:
Next, set a = x, replace q with x and insert the Bailey pair in Lemma (2.1) (with q replaced with x). Replace x with x 2 to get, after some elementary manipulations,
3)
The last identity follows after expanding the second sum into four sums, reindexing the two sums containing (−1) n+1 by replacing n with n − 1, and then applying the Jacobi Triple Product twice.
Next, replace x with −x, a with ax and note that one of the resulting products on the right side of (2.3) is now identical to the product side of (1.3). Subtract (1.3) from (2.3) and the result follows.
We next give a proof of (1.6).
Theorem 2.5. For a = 0 and |x| < 1,
Remark 2.6. The preceding result also follows from Andrews' q-analog of Gauss's
We next prove the family of false theta series identities stated at (1.7). This family of identities appears to be new. Theorem 2.7. For a = 0 and |x| < 1,
Finally, we give a proof of the second family of false theta series identities stated at (1.8). As with the family in the previous theorem, this family also appears to be new. Theorem 2.8. For a = 0 and |x| < 1,
Proof. Set a = 1 in (2.2), replace q with x and insert the Bailey pair in Lemma (2.2) (with q replaced with x) to get
Replace a with a/x and re-index one of the resulting sums to get
Upon noting that the second sum is the right side of (1.7), re-index the left side of (1.7) by separating off the n = 0 term and replacing n with n+ 1, add the resulting series to (2.5) and simplify, re-index the resulting sum by replacing n with n − 1 and the result follows after some further simple manipulations. 
Special Cases

Some Summation Formulae deriving from the Jacobi Triple Product Identity and the Quintuple Product Identity
We will make use of the following result, which is an immediate consequence of the Jacobi Triple Product identity. Proof. Set a = z and b = q/z in (1.2) to get, after considering sums in the m arithmetic progressions mk + r, 0 ≤ r < m, that
The result follows after applying (1.2) to each of the inner sums.
Theorem 4.2. Let m be a positive integer. For z, q ∈ C, z, q = 0, and |q| < 1,
Proof. Replace q with q 3 in (4.1), and then divide both sides of that identity by (q and a with zq 3m(r−1/2) ), and the result follows.
Corollary 4.3. For z, q = 0 and |q| < 1, there holds
Proof. These are, respectively, the cases m = 2 and m = 3 of Theorem 4.2. In a similar manner, (1.4) leads to the following result.
Theorem 4.5. Let m be a positive integer. For z, q ∈ C, z, q = 0, and |q| < 1,
Proof. The proof is omitted, since it essentially mirrors that of Theorem 4.2.
Corollary 4.6. For z, q = 0 and |q| < 1, there holds (q 9 ; q 9 ) 2n+1 = −z, −q 3 /z, q 3 ; q 3 ∞ (q 9 ; q 9 ) ∞ .
(4.7)
Proof. These are, respectively, the cases m = 2 and m = 3 of Theorem 4.5.
Remark 4.7. The case m = 1 gives (1.4) above, so this identity is also the first in an infinite family of identities.
Theorem 4.8. Let m be a positive integer. For z, q ∈ C, z, q = 0, and |q| < 1,
Proof. The proof is similar to the proof of Theorem 4.2. Replace q with q 4 and then z with zq 2 in (4.1), and then multiply both sides of that identity by
Then use (1.3) to replace each of the products in the inner sum with the corresponding basic hypergeometric series on the left side of (1.3) (replace x with q m 2 and a with zq 4mr ), and the result follows.
Remark 4.9. Ramanujan's identity at (1.3) is the case m = 1 of the above theorem, placing this identity also in an infinite family of identities.
Corollary 4.10. For z, q = 0 and |q| < 1, there holds
(4.10)
Proof. These identities are, respectively, the cases m = 2 and m = 3 of Theorem 4.8.
Theorem 4.11. Let m be a positive integer. For z, q ∈ C, z, q = 0, and |q| < 1,
Proof. Replace q with q 2 in (4.1), multiply both sides of the resulting identity by (−q
Proof. These are, respectively, the cases m = 2 and m = 3 of Theorem 4.11.
Theorem 4.13. Let m be a positive integer. For z, q ∈ C, z, q = 0, and |q| < 1,
Proof. Replace q with q 4 in (4.1), multiply both sides of the resulting identity by (−q
• all odd multiples of k from k to the largest occurring odd multiple of k occur at least once, • the largest occurring even multiple of k (if any) is at most k more than the largest occurring odd multiple of k, • the largest occurring part ≡ r (mod k) is smaller than half the largest odd multiple of k, • the largest occurring part ≡ −r (mod k) is smaller than k/2 plus half the largest odd multiple of k. Let B(n) count the number of partitions of n with
• distinct parts ≡ ±(k + r) (mod 3k),
• possibly repeating parts ≡ ±k (mod 3k). Then A(n) = B(n) for all integers n ≥ 1.
Proof. Set x = q k/2 and a = q r−k/2 in (1.1) to get (after some simple manipulation on the product side) the identity
If we write the left side as ∞ n=0 A(n)q n and the write side as
we get the result.
Theorem 5.2. Let k ≥ 3 and r < k/2 be positive integers. Let C(n) count the number of partitions of n with • distinct parts ≡ k ± r (mod 2k),
• possibly repeating parts ≡ 0, ±k( mod 4k),
• all odd multiples of k from k to the largest occurring odd multiple of k occur at least once, • the largest occurring multiple of 4k (if any) is at most 2k more than twice the largest occurring odd multiple of k, • the largest occurring part ≡ k + r (mod 2k) is smaller than k plus the largest occurring odd multiple of k, • the largest occurring part ≡ k − r (mod 2k) is smaller than the largest occurring odd multiple of k. Let D(n) count the number of partitions of n with
• distinct parts ≡ 2k ± r (mod 4k),
• possibly repeating parts ≡ k (mod 2k). Then C(n) = D(n) for all integers n ≥ 1.
Proof. Similarly, if we set x = q k and a = q r in (1.3), where once again k ≥ 3 and r < k/2 are positive integers, we get the identity
2)
The result now follows.
Theorem 5.3. Let k ≥ 3 and r < k/2 be positive integers. Let E(n) count the number of partitions of n with • distinct parts ≡ ±r (mod k),
• possibly repeating parts ≡ 0 (mod k),
• all even multiples of k from 2k to the largest occurring even multiple of k occur at least once, • the largest occurring odd multiple of k (if any) is at most k more than the largest occurring even multiple of k, • the largest occurring part ≡ r (mod k) is smaller than k/2 plus half the largest even multiple of k, • the largest occurring part ≡ −r (mod k) is smaller than half the largest even multiple of k. Let F (n) count the number of partitions of n with
• distinct parts ≡ ±r (mod 3k),
• possibly repeating parts ≡ ±k (mod 3k).
for all integers n ≥ 1.
Proof. This time set x = q k/2 and a = q r in (1.4), where k ≥ 3 and r < k/2 are positive integers, to get the identity ∞ n=0 q k(n 2 +n) (−q r , q k ) n+1 (−q k−r ; q k ) n (q k ; q k ) 2n+1 = (−q r , −q 3k−r ; q 3k ) ∞ (q k , q 2k ; q 3k ) ∞ .
The result once again follows, after noting that 2k + 4k + · · · + 2nk = k(n 2 + n).
Theorem 5.4. Let k ≥ 3 and r < k/2 be positive integers. Let G(n) count the number of partitions of n with • distinct parts ≡ k ± r (mod 2k),
• all odd multiples of k from k to the largest occurring odd multiple of k occur at least once, • the largest occurring multiple of 4k (if any) is smaller than twice the largest occurring odd multiple of k,
• all parts ≡ k + r (mod 2k) are smaller than the largest occurring odd multiple of k, • all parts ≡ k − r (mod 2k) are smaller than −2k plus the largest occurring odd multiple of k . Let H(n) count the number of partitions of n with
• distinct parts ≡ ±r (mod 4k), with the part r not occurring,
• possibly repeating parts ≡ k (mod 2k), with the part k occurring at least once.
Then G(n) = H(n)
Proof. This time cancel the 1 + a factor on both sides of (1.5), set x = q k and a = q r , where once again k ≥ 3 and r < k/2 are positive integers. Multiply both sides of the resulting identity by q k to get
The result now follows, upon noting that k + 3k + 5k + · · · + (2n + 1)k = k(n + 1) 2 .
