Abstract. We prove the existence of the classical Hopf bifurcation and of the zero-Hopf bifurcation in the Hindmarsh-Rose system. For doing this some adequate change of parameters must be done in order that the computations become easier.
Introduction
These last years there was a big interest in studying the threedimensional Hindmarsh-Rose polynomial ordinary differential system, see [4] . It appears as a reduction of the conductance based in the Hodgkin-Huxley model for neural spiking, see for more details [5] . This differential system can be written as:
(1)ẋ = y − x 3 + bx 2 + I − z,
where b, I, µ, s, x 0 are parameters and the dot indicates derivative with respect to the time t.
The interest in system (1) basically comes from two main reasons.
The first one is due to its simplicity since it is just a differential system in R 3 with a polynomial nonlinearity containing only five parameters. And the second one because it captures the three main dynamical behaviors presented by real neurons: quiescence, tonic spiking and bursting. We can find in the literature many papers that investigate the dynamics presented by system (1), see for instance [1, 2, 3, 6, 7, 9, 10, 11, 12, 13, 15] . Among these amount of papers, none of them study the occurrence of a Hopf or a zero-Hopf bifurcation in this differential system.
In the present paper we consider some special choice of parameters that facilitates the study of the classical Hopf bifurcation and also of the zero-Hopf bifurcation. A classical Hopf bifurcation in R 3 takes place in an equilibrium point with eigenvalues of the form ±ωi and δ ̸ = 0, while for a zero-Hopf bifurcation the eigenvalues are ±ωi and 0.
Here an equilibrium point with eigenvalues ±ωi and 0 will be called a zero-Hopf equilibrium.
Our main results are the following.
Theorem 1.
The equilibrium point p 0 of the Hindmarsh-Rose system
(1) given in (4) exhibits a zero-Hopf bifurcation for the choice of the parameters given in (3) and (5), when ε = δ = 0, and for ε ̸ = 0 sufficiently small the bifurcated periodic solution is of the form
Theorem 1 is proved in section 3. We note that the local stability of the periodic solution (2) is described at the end of section 3. Moreover, the proof of Theorem 1 is done using averaging theory, and the method used for proving Theorem 1 can be applied for studying the zero-Hopf bifurcation in other differential systems.
Theorem 2. The equilibrium point p 0 of the Hindmarsh-Rose system
(1) given in (4) exhibits a classical Hopf bifurcation for the choice of the parameters given in (3) and (5), when ε = 0, δ ̸ = 0 and
where R 1 and R 2 are given at the end of section 4. Moreover if ℓ 1 (p 0 ) < 0 then the Hopf bifurcation is supercritical, otherwise it is subcritical.
Theorem 2 is proved in section 4.
Preliminaries
The first step of our analysis is to change the parameters b and I to new parameters β and ρ in order to obtain a simplified expression of one of the equilibria. We consider the following change of parameters
Then it is easy to verify that
is an equilibrium of system (1). Now, we choose the parameters µ, β and s in order that when ε = 0 the eigenvalues of the linear part of system (1) at the equilibrium point p 0 are δ, ωi and −ωi. This is an scenario candidate to have a Hopf 
Next step we translate the equilibrium point p 0 to the origin of coordinates doing the change of variables
and we obtain
where
In our approach we want to study the periodic solutions that born at the origin. So we perform the rescaling of variables (x, y, z) = (εu, εv, εw). Then system (7) becomes
Now we put the linear part of system (8) into its real Jordan normal form doing the change of variables
So we obtain
The polynomials P i are presented in the Appendix 5.3.
Proof of Theorem 1
In this section we analyze the case δ = 0. It means that we are in the scenario of a zero-Hopf bifurcation. Our approach for obtaining the periodic orbits of the system bifurcating from the zero-Hopf equilibrium p 0 is through the averaging theory of first order (see Appendix 5.1). First we pass system (10) to cylindrical coordinates using u = r cos θ, v = r sin θ and w = w. We get
where we are denoting P i (r cos θ, r sin θ, w) just by P i , for i = 1, 2, 3.
Now we take θ as a new independent variable. So system (11) be-
Here we are ready to apply the averaging theory of first order, presented in Appendix 5.1 to system (12) . Like in (15) we must compute the integrals
Performing the calculations we obtain
Consider
C 0 > 0 then (r 0 , w 0 ) is a singular point of the system (ṙ,ẇ) = (g 1 (r, w), g 2 (r, w)). According to Theorem 3, this solution (when it exists) provides a periodic solution (r(θ, ε), w(θ, ε)) of the differential system (12) such that (r(0, ε), w(0, ε)) tends to (r 0 , w 0 ) when ε tends to 0.
Going back through the changes of variables and using the statement (a) of Theorem 3 we have
Then in cylindrical coordinates (r, θ, w), the periodic solution is (r(t, ε), θ(t, ε), w(t, ε)) = (r 0 , ωt, w 0 ) + O(ε).
and, in the variables (u, v, w), the periodic solution becomes (u(t, ε), v(t, ε), w(t, ε)) = (r 0 cos(ωt), r 0 sin(ωt), w 0 ) + O(ε). Now undo the linear change of variables (9) that transform system (8) into system (10), and we obtain the periodic solution
of system (8).
Finally using that (x, y, z) = (εu, εv, εw) and (6) we get the periodic solution given in (2).
Note that the periodic solution This completes the proof of Theorem 1 and consequently the study of the zero-Hopf bifurcation for the Hindmarsh-Rose differential system at the mentioned equilibrium point. Now it remains to study the classical Hopf bifurcation.
Proof of Theorem 2
In what follows we perform the study of a classical Hopf bifurcation using a result that can be found in the book of Kuznetzov (see details on Appendix 5.2).
First of all we consider system (7), with ε = 0, given by
The matrix of the linear part of (13) is
and its eigenvalues are δ, ωi and −ωi. In order to prove that we have a Hopf bifurcation at the equilibrium point p 0 it remains to prove that the first Lyapunov coefficient ℓ 1 (p 0 ) is different from zero. According to Theorem 4, to compute ℓ 1 (p 0 ) we need not only the matrix A but also the bilinear and trilinear forms, B and C, associate to terms of second and third order of system (13), the inverse of matrix A and the inverse of the matrix 2ωiId − A, where Id is the identity matrix of R 3 .
The bilinear form B evaluated at two vectors u = (u 1 , u 2 , u 3 ) and
And the trilinear form C evaluated at three vectors u = (u 1 , u 2 , u 3 ),
The inverse of the matrix A is 
The inverse of the matrix 2ωiId − A is 
Let q = (q 1 , q 2 , q 3 ) be the eigenvector of A corresponding to the eigenvalue ωi, normalized so that q · q = 1, where q is the conjugate vector of q. The expression of q is given by
and p · q = 1. The expression of p is given by
Applying the formula presented in Theorem 4 we obtain as ε → 0.
(c) The stability of the periodic solution ϕ(t, ε) is given by the stability of the singular point.
We have used the notation D x g for all the first derivatives of g, and D xx g for all the second derivatives of g. has an equilibrium point p 0 . If its linearization at p 0 has a pair of conjugate purely imaginary eigenvalues and the others eigenvalues have non vanishing real part, then this is the setting for a classical Hopf bifurcation. We can expect to see a small-amplitude limit cycle branching from the equilibrium point p 0 . It remains to compute the first Lyapunov coefficient ℓ 1 (p 0 ) of the system near p 0 . When ℓ 1 (p 0 ) < 0 the point p 0 is a weak focus of system restricted to the central manifold of p 0 and the limit cycle that emerges from p 0 is stable. In this case we say that the Hopf bifurcation is supercritical. When ℓ 1 (p 0 ) > 0 the point p 0 is also a weak focus of the system restricted to the central manifold of p 0 but the limit cycle that borns from p 0 is unstable. In this second case we say that the Hopf bifurcation is subcritical.
Here we use the following result presented on page 180 of the book [8] for computing ℓ 1 (p 0 ). Assume that A has a pair of purely imaginary eigenvalues ±ωi, and these eigenvalues are the only eigenvalues with real part equal to zero.
Let q be the eigenvector of A corresponding to the eigenvalue ωi, normalized so that q · q = 1, where q is the conjugate vector of q. Let p be the adjoint eigenvector such that A T p = −ωip and p · q = 1. If Id denotes the identity matrix, then
Re(p · C(q, q, q) − 2p · B(q, A −1 B(q, q)) +p · B(q, (2ωiId − A) −1 B(q, q))).
5.3.
Expressions of the P i 's. In this appendix we present the expressions of the quadratic polynomials P i , for i = 1, 2, 3 in system (10).
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