Every flow on a topological space / manifold has associated to it a Koopman operator, which operates by time-shifts on various spaces of functions, such as C r , L 2 , or functions of bounded variation. An eigenfunction of the vector field (and thus for the Koopman operator) can be viewed as an S 1 -valued function, which also plays the role of a semiconjugacy to a rigid rotation on S 1 . This notion of Koopman eigenfunctions will be generalized to Lie-group valued eigenfunctions, and we will discuss the dynamical aspects of these functions. One of the tools that will be developed to aid the discussion, is a concept of exterior derivative for Lie group valued functions, which generalizes the notion of the differential df of a real valued function f . AMSC code : 22E15, 22E60, 37C85, 37C15
Assumption 2. V is a C 1 non-vanishing vector field on M, inducing a flow Φ t ∶ M → M.
The Koopman operator. Koopman operators [1, 2] act on observables by composition with the flow map, i.e., by time shifts. There are various choices for the space of observables, such as L 2 , Lipschitz, and functions of bounded variation. Here, we will restrict our attention to C 1 (M) : given an observable f ∈ C 1 (M) and time t ∈ R, U t ∶ C 1 (M) → C 1 (M) is the operator defined as
U t is called the Koopman operator associated with the flow, at time t. In general, if Φ t is a C k flow for some k ≥ 0, then U t maps the space C r (M) into itself, for every 0 ≤ r ≤ k. The vector field V acts as a differentiation operation V ∶ C 1 (M) → C 0 (M) , defined as
The family of operators U t can also be defined on the space of L 2 functions with respect to an invariant measure µ (see for example [1] ), in which case, U t is a 1-parameter unitary group. Such a group has a generatorV acting on some dense subspace of L 2 (µ), and the action ofV on C 1 (M) ∩ L 2 (µ) coincides with that of V . The operator theoretic study of a dynamical system is the study of this operator U t instead of actual structures on the phase space M. The primary advantage is that, however nonlinear the underlying system Φ t ∶ M → M is, U t is always a bounded linear operator. Thus its dynamics is that of a linear system. On the other hand, instead of the finite dimensional phase space M, one has to consider dynamics in an (usually) infinite dimensional space L 2 (µ) .
Koopman eigenfunctions. A C 1 function z ∶ M → C is said to be a Koopman eigenfunction with eigenfrequency ω if for every x ∈ M, every t ∈ R, (U t z)(x) = e iωt z(x). The operators U t and V share the same C 1 eigenfunctions :
Koopman eigenfunctions factor the dynamics onto a rotation on S 1 with frequency ω, as shown in the left diagram in (7) . Similarly, d Koopman eigenfunctions (z 1 , . . . , z d ) factor the dynamics into a rotation on
Thus Koopman eigenfunctions represent a low dimensional dynamics embedded in the flow, called quasiperiodic dynamics. The discrete spectrum D, which is the L 2 (µ) closure of the span of the eigenfunctions of V has important properties; for example it allows numerically stable forecasting [3, 4] ; and has been shown to have excellent convergence properties of ergodic averages [2, 5] . Koopman eigenfunctions, besides their dynamical significance, have many applications, such as prediction of observables [6, 7] ; recovery of coherent spatiotemporal patterns [8, 9] ; and information theoretic aspects [10] . There has been many methods in the past which identify these eigenfunctions, for example, by using dynamic mode decompositions [11, 12] ; Laplacian spectral analysis [13] ; delay coordinates [1] ; and RKHS-based methods [14] . The continuous spectrum D represents the chaotic component in the dynamics, and is characterized by slower convergence rates of ergodic averages [15, 16] . So far, studying the action of V on D has proved to be very challenging.
The exponential map. We will now consider a special class of flows on the Lie group, which is based on the exponential map of a Lie group. This map, denoted as exp ∶ g → G , is one of the features of Lie groups which distinguishes it from ordinary manifolds or topological groups. It provides the connection between the Lie algebra structure of g and the manifold properties of G. There are many equivalent ways to define the exponential map, the one that will be used here is the following : let v ∈ g be fixed, then there is a vector field W defined as W (g) = (l g ) * e v. W induces a flow Φ t V on G, and exp(tv) is defined to be the point Φ (ii) The exponential map exp [is a local diffeomorphism.
(iii) exp(0) = e.
(iv) For every t ∈ R and ω ∈ g, the map exp t ω ∶ G → G defined as z ↦ ze tω is a diffeomorphism.
(v) Moreover, t ↦ exp t ω is a flow on G.
Lie-group valued Koopman eigenfunctions. A function z ∶ M → G will be called a G-valued Koopman eigenfunction with frequency ω ∈ g if the following commutative diagram is satisfied.
Note that this is an extension of the definition of a Koopman operator in (7), where both S 1 and T d are Lie groups. The next theorem gives an equivalent characterization of a G-valued Koopman eigenfunction, in terms of the action of V .
Theorem 3. Let Assumptions 1, 2 hold, and dz be the exterior derivative defined in (4). Then the following are equivalent.
(i) z is a G-valued Koopman eigenfunction, and it satisfies (8) for some ω ∈ g.
Rescaling vector fields. Given a C 1 map α ∶ M → (0, ∞), one can get a rescaled vector fieldṼ := αV .
At each x ∈ M, the scalar α(x) rescales the vector V (x) toṼ (x), and thus, the flows induced by V andṼ will have the same trajectories, but with different speeds along each trajectory. It is well known that rescaling of vector fields leads in changes to the Koopman spectrum and also properties like mixing, ergodicity etc, see [17, 18, 19] . Most of these results show that arbitrary flows (continuous or measurable) can be rescaled by arbitrarily small amounts so as to produce a mixing flow, i.e. a flow without Koopman eigenfunctions.
The following result gives a result in an opposite direction, it provides necessary and sufficient geometrical conditions under which a submersion into G can be made into a Koopman eigenfunction by rescaling the vector field.
Theorem 4. Let Assumptions 1, 2 hold and z ∶ M → G be a C 1 map. Then the following hold.
(ii) There is a rescaling of the vector field V which makes z and eigenfunction iff there is a 1-dimensional subspace L of g such that for every x ∈ M, dz(V )(x) ≠ 0 and lies in L.
The results of Theorems 1, 2, 3 and 4 will now be summarized for the case when G = S 1 .
Let the unit circle S 1 be identified with the unit circle in the complex plane C. Let z ∶ M → S 1 . Then the following hold.
(i) dz defined as proj 2 ○z * , as shown below, is a 1-form.
(ii) Let U ⊂ M be an open set and θ ∶ U → R such that for every x ∈ U, z(x) = exp(iθ(x)) . Then dθ = d(z U).
(iii) Naturality : Let φ ∶ M ′ → M be a smooth map between manifolds, and
(v) Suppose that γ ∈ S 1 is a regular value of z, then N:= z −1 (γ) is a codimension-1 submanifold. Fix a metric τ on M. Then at every point x ∈ N, the sub-bundle T N coincides with the kernel of ∇ τ z N.
(vi) Let ζ ∶ M → C be a C 1 submersion. Then V can be rescaled so that ζ becomes an eigenfunction iff the following conditions hold (i) ζ is constant everywhere.
(ii) V is transversal to the foliation induced by ζ.
This completes the statement of our main results. We will prove these theorems in the next section. Finally, in Section 3, we will provide yet another characterization of the differential, in terms of a local representation of z as an R d valued function.
2.0 Proofs of the Theorems. We will prove Theorems 1 -4, and finally Corollary 5.
Proof of Theorem 1. Note that dz is the composition of the linear bundle maps l z(x) −1 * and z * (see (4)). It is therefore an R-linear map on Γ 1 M. Since l z(x) −1 * z(x) maps into g, dz is a g-valued 1-form. This completes the proof of Claim (i).
In Claim (ii), we have to show that the two definitions in (3) and (4) are equivalent. This will follow by inverting the trivialization of the tangent bundle in (2),
To prove Claim (iii), we will show that dz
To complete the proof of the claim, observe that by (4),
The proof of Claim (iv) begins by noting two identities between tangent bundle maps,
Then using the definition of dz in (4) in conjunction with the above identities gives,
This completes the proof of Theorem 1.
Proof of Theorem 2. Let x ∈ N and w ∈ T x N, then since the function z is constant on N, z * w = 0. By (3), this implies that dz(x)(w) = 0. Thus by the definition of the gradient (5),
This shows that T x N ⊆ ker(∇ τ z). It remains to be shown that this inclusion is in fact an equality. By assumption, x is a regular point of z, so z * (x) ∶ T x M → T g G has full rank, equal to d. By the alternative definition of dz in (3), the kernel of dz(x) is also the kernel of z * (x) , so it is a d-dimensional subspace of T x M. Note that N being a d dimensional manifold, T x N is also d dimensional. Thus the inclusion ⊆ must be an equality. This completes the proof of Theorem 2.
Proof of Theorem 3. We begin the proof with the following observations,
Now suppose (i) is true, then taking g = z(x) and taking the derivative d dt at t = 0 of both sides of the second equation in (8) , and substituting using (11) gives
The inverse of the term l z(x) * e on the left is l z(x) * e −1 , and by the second identity in (10), it equals l z(x) −1 * z(x) . Thus the above equation can be rewritten as
The last equality follows from (4). This completes the first part of the proof. Now let (ii) hold. To prove that z is a Koopman eigenfunction, the commutation relation in (8) has to be proved for all t ∈ R. Alternatively, one can prove the differential version of that relation, namely, that
This however follows by retracing the proof of the previous part backwards, along with (11) . This completes the second and last part of the proof of Theorem 3.
Proof of Theorem 4. To prove Claim (i), we will show that for every x ∈ M, dz(αV )(x) = α(x)dz(V )(x). Fix a Riemannian metric τ on M, then by Theorem 2,
For the proof of Claim (ii),we will begin with the "if" part, so let the 1-dimensional subspace L exists as described. Fix a nonzero vector ω ∈ L. Then for every x ∈ M, by assumption, there is an α(x) ≠ 0 such that α(x)dz(V )(x) ≡ ω. Then by Claim (i), the rescaled vector fieldṼ ∶= αV satisfies dz(Ṽ ) ≡ ω. By Theorem 3, this is equivalent to saying that z is a Koopman eigenfunction of the flow induced by the rescaled vector fieldṼ , with frequency ω.
To prove the "if" part, let α ∶ M → R be an everywhere non-zero scaling function such that the vector fieldṼ (x) = α(x)V (x) has z as a Koopman eigenfunction. Then z will have a frequency ω, for some ω ∈ g. Then by Theorem 3,
Let L be the span of ω. Since α(x) is non-zero, the above equation shows that dz(V ) always lies in L, proving the claim. This completes the proof of Theorem 4.
Proof of Corollary 5. In the case G = S 1 , the dimension d equals 1 and g ≅ R. Equation (9) follows from (4) by substituting G, g with S 1 and R respectively. This proves Claim (i). For S 1 , the complex valued exponential map r → e ir mapping R → S 1 is the exponential map between g and G. This observation and Theorem 6 proves Claim (ii). Claims (iii), (iv), (v) are analogous to Theorem 1(iii), (iv) and Theorem 4(i) respectively. To prove Claim (vi), we begin with the "only if" part. So let α ∶ M → R be an everywhere non-zero scaling function such thatṼ (x) = α(x)V (x) has ζ as a Koopman eigenfunction. By (6), ζ is constant everywhere. This proves condition (i). Let ζ be rescaled so that ζ = 1. Then ζ becomes a map ζ ∶ M → S 1 and is thus Lie group valued. Then by Theorem 4, there is a subspace L such that dζ(V )(x) lies in L for every x ∈ M. But since d = 1, L = R = g. This means that V has a nonzero component along the gradient vector field ∇ τ ζ. But by Claim (v), ∇ τ ζ is everywhere orthogonal to the foliation induced by ζ, hence V is everywhere transversal to this foliation, proving condition (ii).
The "if" part will now be proved. Condition (i) allows us to assume without loss of generality that ζ ≡ 1, so that ζ ∶ M → S 1 . By Theorem 2, dζ(V ) = ⟨∇ τ ζ, V ⟩ τ , which is non-zero everywhere since V is transversal to the foliation induced by ζ by condition (ii). Moreover, the span of dz(V ) is trivially the 1-dimensional space L = R = g. Thus the condition of Theorem 4 is met and V can be rescaled to make ζ a Koopman eigenfunction. This completes the proof of Corollary 5.
3.0 Local lifts of Lie-group valued functions. Recall that the real line R is a covering space for the circle S 1 , with the exponential map x ↦ exp(ix) as the covering map. Any S 1 valued map z can be lifted over small neighborhoods to an R-valued mapθ, and the differential properties ofθ coincide with that of z. In particular, dz = dz. This idea will now be extended to general Lie groups.
Since the exponential map exp is a local diffeomorphism at 0 g , one can fix a neighborhood U 0 of 0 g such that exp is a diffeomorphism of U 0 onto its image. This image, denoted as U e := exp(U 0 ), will be a neighborhood of e in G Let x ∈ M and g := z(x). Then U g := (l g ) (U e ) is a neighborhood of g in G, and
This proves the commutation in the second diagram and the first part of the claim is proved. The other two claims assume that G is Abelian. If G is Abelian, then exp(u + v) = exp(u) exp(v) for every u, v ∈ g. Using this fact, it can be shown that G is isomorphic to R k × T d−k for some 0 ≤ k ≤ d. For these spaces, the exponential map is linearly wraps the tangent space G at e ∈ G around G, making the isomorphism in (13) the same as I can . We will show how this holds more precisely.
Note that proj 1 Ψ is the identity map, so it remains to be shown that proj 2 Ψ is the identity map on each fiber. Since exp(u + v) = exp(v) exp(u) for every u, v ∈ U 0 , the induced tangent bundle maps from T u U 0 → T exp(u+v) G must be the same, i.e. exp * u+v = l exp(v) * exp(u) exp * u Now take v = −u to get Id = exp * 0 = exp * u−u = l exp(−u) * exp(u) exp * u = l exp(u) −1 * exp(u) exp * u = proj 2 Ψ.
Thus if Ψ = I can , then d(z U) =dθ = dθ, and the theorem is proved. However, we will show separately that in the Abelian case, d(z U) = dθ, to provide more intuition about these maps.
First, note that the neighborhood U and map θ depend on the choice of the point x. Since d(z U) is independent of the particular choice of x, we will have to show that dθ evaluated at any point in U is independent of the choice of x. To make the dependency on x clearer, U and θ will henceforth be denoted as U x and θ x respectively. So let x ′ ≠ x such that U X ∩ U x ′ ≠ ∅ . Let g = z(x), g ′ = z(x ′ ). Thus
Since these maps coincide, for every y ∈ U X ∩ U x ′ , z(y) = g exp θ x (y) = g ′ exp θ x ′ (y) ⇔ g
Since U X ∩ U x ′ is a non-empty open set, and the left-hand side of the second identity above is independent of y ∈ U X ∩ U x ′ , the Jacobian of the right hand side must be zero. Since by construction, θ x , θ x ′ only takes values in U 0 , and exp is a local diffeomorphism on U 0 , D exp [θ x ′ (y) − θ x (y)] = 0 ⇔ Dθ x ′ (y) = Dθ x (y).
Finally note that since θ x and θ x ′ are g valued, the exterior derivatives and the Jacobians coincide. Thus, dθ x ′ (y) = Dθ x ′ (y) = Dθ x (y) = dθ x (y).
This completes the proof of the claim.
