Distance multivariance was recently introduced as a measure of multivariate dependence. Here we discuss several new aspects and present a guide to its use. In particular, m-multivariance is defined, which is a new dependence measure yielding tests for pairwise independence and independence of higher order. These tests are computationally feasible and under mild moment conditions they are consistent against all alternatives. Based on distance multivariance we also propose a visualization scheme for higher order dependence which fits into/extends the framework of probabilistic graphical models. Finally, resampling tests are introduced and it is indicated by several simulation studies that distance multivariance and the new measures match or outperform other recently introduced multivariate independence measures.
Introduction
The detection of dependence is a common statistical task, which is crucial in many applications. There have been many methods employed and proposed, see e.g. [16, 11] for recent surveys. Usually these focus on the (functional) dependence of pairs of variables. Thus when the dependence of many variables is studied the resulting networks (correlation networks, graphical models) only show the pairwise dependence. As long as pairwise dependence is present, this might be sufficient. But recall that pairwise independence does not imply the independence of all variables if more than two variables are considered. A trivial example is an exam where each exercise has a real number as answer and the last exercise is to take the sum of all previous answers. Now all answers are dependent, but taking away one answer the remaining answers are independent. The classical examples for higher order dependence are a dice in the shape of a tetrahedron with specially colored sides (see Example 7.1) and certain events in multiple coin throws (Examples 7.2, 7.3).
In [4, 5] we developed distance multivariance, which can be used to measure multivariate dependence.
One purpose of the current paper is to make distance multivariance accessible for applications. Therefore we recall (and reformulate) the main definitions and properties, and provide a concise guide to its use (Section 2, 3, 4). The presentation is complemented by a comprehensive collection of examples (Section 7). In addition, new contributions are the resampling tests (Section 4), dependence measures to detect m-independence (Section 5) and a visualization scheme for higher order dependence (Section 6). Recently also several other dependence measures for multiple random variables were proposed, e.g. Yao, Zhang and Shao [21] propose tests for pairwise independence, banded independence and (mutual) independence based on distance covariance or based on the approach of Pfister, Bühlmann, Schölkopf and Peters [15] . The latter presented tests for independence of multiple random variables using kernels, a comparison to our approach can be found in [5, Section 3.5] . Jin and Matteson [10] also generalized distance covariance (a measure for the dependence of two random variables; introduced by Székely, Rizzo and Bakirov [20] ) to tests of independence of multiple random variables. All these approaches are related to distance multivariance and only for the special example of 'band structure' dependence an approach of [21] seems to be more powerful than distance multivariance (in the case of small samples, cf. Figure 24 ), the power of the others is (using their reference examples) at least matched. For more details and various simulation studies comparing the empirical power of the estimators see Section 7, in particular Examples 7.15 and 7. 16 .
Finally, suppose that a test of multivariate independence rejects the hypothesis of independence. Then a natural question is: How do the variables depend on each other? We will answer this question using the fact that distance multivariance is a truly multivariate dependence measure. On the one hand it can measure the dependence of multiple (more than 2) random variables. On the other hand each random variable can be multivariate and each can have a distinct dimension. This will be used in Section 6 to construct a graph which illustrates the dependence structure, e.g. Figure 1 . The resulting graph fits (as special case/ extension) into the framework of probabilistic undirected graphical models [13, Chapter 4] , it is similar to a factor graph but the factors do not induce cliques.
The R code for the evaluation of distance multivariance and the corresponding tests is provided in the R-package multivariance [3] .
Distance multivariance
Let X i be R di valued random variables with characteristic functions f Xi (t i ) = E(e itiXi ) for i = 1, . . . , n. Then distance multivariance is defined by M ρ (X 1 , . . . , X n ) := M ρ (X i , i ∈ {1, . . . , n}) :
and total distance multivariance is M ρ (X 1 , . . . , X n ) := 1≤i1<...<im≤n 2≤m≤n M 2 ⊗ m k=1 ρi k (X i1 , . . . , X im ), (2.2) where ρ = ⊗ n i=1 ρ i and each ρ i is a symmetric measure with full support on R di such that 1 ∧ |t i | 2 ρ i (dt i ) < ∞ and t = (t 1 , . . . , t n ) with t i ∈ R di . To simplify notation and definitions we will just use the term 'multivariance' instead of 'distance multivariance', and we will drop the subscript ρ if the measure is the full measure ρ.
Random variables X 1 , . . . , X n are called m-independent, if X i1 , . . . , X im are independent for any distinct i j ∈ {1, . . . , n}. This concept is essential for the proof (and statement) of the following theorem. It is also the basis for the estimators for m-independence which will be developed in Section 5.
Theorem 2.1 (Characterization of independence, [5, Theorem 3.4.] ). For random variables X 1 , . . . , X n the following are equivalent: i) X 1 , . . . , X n are independent, ii) M (X 1 , . . . , X n ) = 0 and X 1 , . . . , X n are (n − 1)-independent, iii) M (X 1 , . . . , X n ) = 0.
For statistical applications there are explicit and numerically feasible estimators for multivariance. Let
and sample total multivariance is
where (A i ) jk denotes the element in the j-th row and k-th column of the centered distance matrix
Note that functions defined via (2.5) appear in various areas: e.g. they are called variogram (e.g. [14] ), continuous negative definite function (e.g. [1] ) or characteristic exponent of a Lévy process with Lévy measure ρ i (e.g. [17] ), and they are closely related to the symbol of generators of Markov processes [9, 7] . The choice of ρ i and ψ i is discussed in more detail in Section 3, the standard choice is the Euclidean distance ψ i (t i ) = |t i |. There are two important scaled versions of the estimators in (2.3) and (2.4):
• normalized sample (total) multivariance: We write M instead of M , if each A i is replaced by
In the case of normalized sample total multivariance the sum in (2.4) is additionally scaled by the number of summands in the definition of total multivariance (2.2), i.e.,
By this scaling the test statistics for multivariance and total multivariance have expectation 1 (in the case of independent variables).
• sample (total) multicorrelation: We write R instead of M , if each A i is replaced by
where
Note that for non-sample versions of (total) multivariance these scalings just correspond to a scaling by a constant (see [5, Section 4.4] for details), thus the following properties also hold for the scaled versions.
Proposition 2.2 (Basic properties of multivariance). The multivariance of a single variable, or of variables of which at least one is a constant, is always trivial, i.e.,
Multivariance of multiple variables is invariant with respect to permutations of these variables, i.e.,
Multivariance is symmetric
and it factorizes for independent subsets, i.e., if (X i ) i∈I and (X i ) i∈I c are independent then
Multivariance and sample multivariance are translation invariant, i.e., for any
Note that the latter and (2.11) in particular imply that for dichotomous 0-1 coded data a swap of the coding does not change the value of the multivariance.
Proof. The first statement is a direct consequence of (2.1). The next three statements are [5, Proposition 3.6] , the last two follow by direct calculation.
The key for using these estimators in statistical tests is the following convergence result, the required conditions are explained thereafter. Just to get an idea, note that the conditions are trivially satisfied if the random variables are bounded or if they have finite 2n-th moments. . Let X i , i = 1, . . . , n be non-constant random variables such that (C1) and (C2) hold, and let 16) where Q and Q are Gaussian quadratic forms with EQ = 1 = EQ. If additionally (D1) is satisfied, then
a.e.
. . , X n are (n − 1)-independent and dependent, (2.17)
Remark 2.4 (Moment conditions). The conditions required for Theorem 2.3 can be structured as follows. For the convergence (in the case of independence) the following conditions are required:
For the divergence (in the case of dependence) one additionally requires the rather technical 'mixed moment condition'
where X 0 , X 0 , X 1 , X 1 are independent and have the same marginal distributions as X (for the dimensions d i ), X 1 , X 1 have also the same joint distribution, but the marginal distributions of X 0 , X 0 are independent (for further details see [5, Def. 2.3.a)]). For applications it is sufficient to note that condition (D1) is implied by any of the following
Note that the conditions are related as follows:
Proofs of the non trivial implications can be found in [6, Lemma S.1]. Furthermore if ψ i satisfies a minimal growth condition, i.e., ψ i (x) ≥ c log(1 + |x| 2 ) 1+ε for some c, ε > 0, then we (obviously) also have:
Finally, note that the conditions (D1)-(D5) are in fact conditions which ensure the finiteness of multivariance [5, Proposition 3.9] .
In the next section we explain how to choose ψ i . In particular, it is possible to choose ψ i (or to transform the random variables) such that the above conditions are satisfied regardless of the underlying distributions.
Prerequisits for using multivariance
The measure ρ on R d in the definition of multivariance (2.1) is uniquely defined by the functions ψ i , cf. (2.5). The canonical choice for ψ i is the Euclidean distance, i.e., ψ i (y i ) = |y i | for y i ∈ R di . In this case direct calculations show that multivariance and sample multivariance are not only translation invariant (see (2.14)) but also homogeneous, i.e., for ψ i (.) := |.|, i = 1, . . . , n and any
In particular, this implies that the normalized estimators are scale invariant, i.e., for ψ i (.) := |.|, i = 1, . . . , n and any α i ∈ R\{0} (in fact the same holds also for
Nevertheless there are many other options for ψ i , see [4, Table 1 ] for various examples, and there are at least a few reasons why one might choose a ψ i which is not the Euclidean distance:
i) The existence of ψ i -moments, e.g. conditions (C1) and (D1), is required in Theorem 2.3. If the existence of these moments is unknown for the underlying distribution the convergence results might not hold.
Here the use of a slower growing or bounded ψ i is a safer approach, see Example 7.13.
ii) The empirical size/power of the tests (given in the next section) can depend on the functions ψ i used, see Example 7.10 and [5, Exa. 5.2].
iii) A non-linear dependence of multivariance on sample distances might be desired, e.g. there might be reasons to use the Minkowski distance. A motivation is given in Example 7.17.
In case i) note that Theorem 2.3 still requires the existence of a log-moment, cf. condition (C1). If this is also unknown the following approach can be used.
Remark 3.1 (Transformation to bounded random variables). Recall a basic result on independence: For i = 1, .., n let X i : Ω → R di be random variables and 
Testing independence using multivariance
In this section we extend the discussion of [5, Section 4.5] . Based on Theorem 2.3 (and the fact that constant random variables are always independent) the following structure of a test for independence is obvious.
Test 4.1 (Test for n-independence, given (n − 1)-independence). Let (C1) and (D1) hold. Then a test for independence is given by: Reject n-independence if X 1 , . . . , X n are (n − 1)-independent and
The value R will be discussed below.
Remark 4.2. Note that also without the assumption of (n − 1)-independence (4.1) provides a test for independence for which the type I error can be controlled by the choice of R, since the distribution of the test statistic under the hypothesis of independence is known, see (2.15) . But in this case it is unknown if the test statistic diverges if the hypothesis does not hold. Thus one can not control the Type II error and it will not be consistent against all alternatives (regardless of the satisfied moment conditions). A trivial example hereto would be the case where one random variable is constant, and thus the test statistic is always 0. But note that with the assumption of (n − 1)-indepedence this problem does not appear, since the (n − 1)-indepedence implies (given that at least one random variable is constant) that the random variables are independent.
Analogous to Test 4.1 one gets Test 4.3 (Test for (n-)independence). Let (C1) and (D1) hold. Then a test for independence is given by:
To get a test with significance level α ∈ (0, 1) the natural choice for R in (4.1) and (4.2) is the (1 − α)-quantile of the (limiting) distributions of the test statistics under H 0 , i.e., assuming that the X i are independent. To find this distribution explicitly or at least to have good estimates is non trivial, see [2] for an extensive discussion. As a starting point, one can follow Székely, Rizzo and Bakirov [20, Theorem 6] where they use a general estimate for quadratic forms of Gaussian random variables (Székely and Bakirov [19] ) to construct a test for independence based on distance covariance. In our setting this directly yields the following result. 
are (conservative) tests with significance level α.
is the distribution function of the Chi-squared distribution with 1 degree of freedom.
In the case of univariate Bernoulli random variables the significance level α is achieved (in the limit) by Test 4.1 with R given in (4.3) [2, Remark 4.25]. But for other cases it might be very conservative, see Example 7.10 ( Figure 12 ). When using total multivariance (Test 4.3) the conservativeness becomes more dramatic, since the value of total distance multivariance is the sum of 2 n − n − 1 distance multivariances (this is the number of summands in (2.2)). Thus one distance multivariance with a large value might be averaged out by many small summands, see Example 7.14. Hereto m-multivariance (which will be introduced in the next section) provides an intermediate remedy. It is also the sum of multivariances, but it has less summands. Thus the 'averaging out' (also known as 'statistical curse of dimension') will be still present but less dramatic.
Note that R in Theorem 4.4 is provided by a general estimate for quadratic forms. It yields in general conservative tests, since it does not consider the specific underlying (marginal) distributions. Less conservative tests can be constructed if the distributions are known or by estimating these distributions. The latter can be done by a resampling approach or by a spectral approach, similarly to the case of distance covariance (see [18, Section 7.3.] ). Methods related to the spectral approach are developed in [2] .
We consider here the resampling approach for M. The procedure is certainly standard to experts, never the less it seems important to recall it (to avoid ambiguity): Suppose we are given i.i.d. samples
(1) , . . . , x (N ) with unknown dependence, i.e., for each i the dependence of the components x
is unknown. To fix R in (4.1) one could estimate the distribution of the test statistic (and estimate the (1 − α)-quantile) under H 0 , i.e., in the case of independent components, from samples of the form
where for each k the sequence p k (1), . . . , p k (N ) is a permutation of 1, . . . , N and these are without fixed points, i.e., p k (i) = p l (i) for all i = 1, . . . , N and all k, l ∈ {1, . . . , n} with k = l. Since
now also the components of
) are (candidates for) independent samples. This is feasible for small n but for larger n there is -to our knowledge -no fast algorithm known for the generation of sufficiently many derangements without fixed points (for one sample n derangements of 1, . . . , N without fixed points are required, i.e., the Hamming distance between all n derangements should be N ). If fixed points are present one might not get the distribution of the test statistic with all components independent. Nevertheless it turns out, that also in this case good approximations are obtained, see Example 7.12. In the case of known marginal distributions one could replace the samples in (4.4) by random samples, this would yield a Monte Carlo estimator for R. Summarizing the discussion above, Test 4.1 (respectively Test 4.3 with M) becomes a resampling test (resampling without replacement / permutation test) with L ∈ N replications using the rejection level R given by
where each p
is a random permutation of 1, . . . , N (and these are i.i.d. for k = 1, . . . , n and l = 1, . . . , L) and
n ) are the samples given for the test. Here Q 1−α (S) denotes the empirical (1 − α)-quantile of the samples in the set S. Instead of random permutations one could allow p
k (N ) to be any sample of 1, . . . , N , this would also be a resampling test (resampling with replacement / bootstrap test). Similarly, Test 4.1 (respectively Test 4.3 with M) becomes a Monte Carlo test with L ∈ N replications using
. . , L are independent samples and for each fixed k the x 
Instantly Theorem 2.1 yields the following characterization.
Proposition 5.1 (Characterization of m-independence). For random variables X 1 , . . . , X n the following are equivalent:
In particular, M 2 (X 1 , . . . , X n ) = 0 characterizes pairwise independence.
By direct calculation, using (2.3), an empirical estimator for M m is the sample m-multivariance
Analogous to normalized (total) multivariance the normalized sample m-multivariance
where B i are the normalized matrices defined in (2.6). Note that the sum 1≤i1<...<im≤n has n m summands, which might be a lot to compute. Using the multinomial theorem, (
n , these sums can be simplified. In particular, for m = 2, 3 the following expressions of sample m-multivariance are easier to evaluate (analogous representations hold for the normalized sample m-multivariance):
Thus at least for small m these estimators are easy to compute and -analogous to the case of (total) multivariance -these can be used to test m-independence by the following results.
Theorem 5.2. (Asymptotics of sample m-multivariance) Let X i , i = 1, . . . , n be non-constant random variables satisfying (C1) and (C2) and let
where Q is a Gaussian quadratic form with EQ = 1. If additionally (D1) is satisfied, then
Proof. Let the assumptions of Theorem 5.2 be satisfied. Then (5.5) holds, since in this case (2.15) implies the convergence of each of the n m summands of (5.3) to a Gaussian quadratic form with expectation 1. Thus, due to the normalizing factor in (5.3), the limiting distribution has expectation 1. Further note that all these quadratic forms can be expressed as a stochastic integral with respect to the same process, cf. [6, Eq. (S.15)]. This yields (by the same arguments as in the case of total multivariance [5, Section 4.3] ) that the limiting distribution is in fact the distribution of a Gaussian quadratic form.
The divergence (5.6) follows by (2.17). The latter implies under the given assumptions that at least one summand of (5.3) diverges.
As for (total) multivariance the above theorem immediately yields a test for m-independence which is (under the given moment conditions) consistent against all alternatives. 
with R as discussed in Section 4. (Note that one has to replace M by M m in (4.5) and (4.6) to get R for the resampling test and the Monte Carlo test, respectively.)
For a test of m-independence (without controllable type II error) one can drop the assumption of (m − 1)-independence, cf. Remark 4.2.
As a special case, for m = 2, the Test 5.3 becomes a test for pairwise independence.
Test 5.4 (Test for pairwise independence). Let (C1) and (D1) hold. Then a test for pairwise independence is given by:
with R as discussed in Section 4. (Note that one has to replace M by M 2 in (4.5) and (4.6) to get R for the resampling test and the Monte Carlo test, respectively.)
Examples of the use of m-multivariance are given in Section 7, e.g. Examples 7.5 and 7.16. To roundup this section we discuss some related estimators.
Remark 5.5.
1. Analogously to total multivariance one can define total m-multivariance
and calculate its sample version. There might be computationally simpler representations using formulas for (A 1 + . . . + A n + 1) m . Nevertheless, it seems of less practical importance.
2. The simple form of the sample 2-multivariance in (5.4) might suggest other generalizations. For example one could also consider
as an estimator for 3-independence. In fact in the case of 2-independence this provides (assuming (C1) and (C2) and using [5, Corollary 4.7] ) a weakly consistent estimator for M 3 . Hereto just note that the sums of all mixed terms of the form ((A i ) kl ) 2 (A j ) kl with i = j are estimators for multivariances like M (X i , X i , X j ), and Proposition 2.2 yields
But note that these terms squared and scaled by N do usually not vanish for N → ∞. Thus a result like Theorem 5.2 fails to hold.
Dependence structure detection and visualization
In practical situations the detection of some dependence is naturally followed by a study of the dependence structure. We will now provide a detection algorithm for higher order dependence structures.
The basic idea is to construct an undirected graph using the variables as initial vertices. Next, for every tuple with a distance multivariance larger than some threshold (i.e., some appropriate R for (4.1)) a vertex and edges connecting it with the tuple are added.
There are many options for the choice of the thresholds. Most appropriate seems a threshold derived from a given significance level α, e.g. via Theorem 4.4 or using the resampling approach (4.5) or the Monte Carlo approach (4.6) or based on methods developed in [2] . But note that it has to be adapted due to the repeated tests. Thus one of the standard correction methods for multiple testing, e.g. Bonferroni or Holm has to be applied.
For practical considerations -in an exploratory setting -it might also be useful to vary the threshold, based on the actual computed multivariances.
Following the above idea literally one would have to check 2 n − n − 1 = n k=2 n k distance multivariances, since this is the number of all k-tuples for k = 2, .., n. Using the fact that multivariance is truly multivariate one can reduce the computation time: First, the distance multivariance of all 2-tuples is computed and (if above the threshold) the vertices and edges are added. Then the clusters (connected vertices) of the resulting graph are detected and all variables which belong to one cluster are grouped together as new (higher dimensional) variables. Next, with this new variables the same procedure is repeated. If no 2-tuple has a distance multivariance above the threshold then 3-tuples are considered, and so on and so forth. This is repeated until either the tuple of all current variables has been computed without generating a new cluster or all vertices belong to one cluster. Dependence structure visualization elements:
• Circled nodes denote random variables (which might be higher dimensional).
• Edges denote detected dependence.
• Non-circled nodes are primarily used to denote the value of the multivariance test statistic N · N M 2 of the connected nodes. Secondarily they might be used to represent the 'random variable' which consists of all components of the detected cluster. When building up the graph for each formed cluster one of its verticies is used as representative, e.g. in Figure 2 the vertex connected with green lines with verticies 1, 2 and 11 indicates that for these random variables 3-dependence is detected. Moreover it represents the cluster of 1, 2 and 3. Now the blue lines show that 5-dependence between the cluster {1, 2, 11} and 3, 4, 5 and 12 is detected. Note that one would have to continue with an additional analysis to resolve if the whole cluster or only one or two variables of it are 5-dependent with 3,4,5 and 12.
In the next section we give several examples. The implementation of the visualization in R relies in particular on the package igraph [8] .
Finally note that this is a basic algorithm, there are certainly several variants and extensions possible, e.g. a further speedup might be obtained by using total multivariance and m-multivariance for initial tests of independence (but beware of the problem of multiple vs. single tests). Furthermore, if pairwise dependence is detected (and clustered) this can be further analyzed in the framework of graphical models.
Examples
In this section various types of examples are given. First, the generation of samples with higher order dependencies is explained (Examples 7.1, 7.2 and 7.3). These provide some reference examples to detect and build more involved dependence structures (Examples 7.5, 7.6, 7.7 and 7.8). Then the empirical size of the tests is discussed (Example 7.9). Thereafter several aspects of multivariance, total multivariance and m-multivariance are discussed by examples: the dependence of the distribution of the test statistic on marginal distributions, sample size, dimension and the choice of ψ (Ex. 7.10), the computational complexity (Ex. 7.11), comparison of the Monte Carlo and resampling estimators (Ex. 7.12), the moment conditions (Ex. 7.13) and the statistical curse of dimensions (Ex. 7.14). For most examples the dependence structure is illustrated using the scheme of Section 6. Explicit values in these graphs are based on a successful detection with N = 100 samples.
Example 7.1 (Colored tetrahedron). Consider a dice shaped as a tetrahedron with sides colored red, green, blue and stripes of all three colors on the fourth side. The events that a particular color is on the bottom side -when throwing this dice -are pairwise independent events. But they are not independent. Both properties follow by direct calculation: P(red) = P(green) = P(blue) = 2 4 P(red and green) = P(red and blue) = P(green and blue) = 1 4 P(red)P(green) = P(red)P(blue) = P(green)P(blue) = 1 4 P(red and green and blue) = 1 4 = 1 8 = P(red)P(green)P(blue).
Thus this provides an example of three variables which are 2-independent, but dependent. In Figure 3 the empirical powers of the tests are denoted. Maybe it seems surprising that the empirical power of the dependence structure detection is not 1 albeit the others have power 1. Hereto recall that the distribution-free test is sharp for Bernoulli random variables, thus (due to the correction for multiple tests) it is expected that in 5% of the cases already a (false) detection of pairwise dependence occurs. Furthermore, note that the distibution-free test for the normalized total multivariance has for N = 10 an empirical power of 0 due to averaging (see also Example 7.14). 0.960 30 1.000 1.000 1.000 1.000 1.000 1.000 0.963 40 1.000 1.000 1.000 1.000 1.000 1.000 0.948 50 1.000 1.000 1.000 1.000 1.000 1.000 0.950 60 1.000 1.000 1.000 1.000 1.000 1.000 0.951 70 1.000 1.000 1.000 1.000 1.000 1.000 0.952 80 1.000 1.000 1.000 1.000 1.000 1.000 0.943 90 1.000 1.000 1.000 1.000 1.000 1.000 0.959 100 1.000 1.000 1.000 1.000 1.000 1.000 0.959 Figure 3 : Colored tetrahedron (Ex. 7.1): dependence structure and empirical power.
Example 7.2 (Two coins -three events).
Throw two fair coins and consider the three events: the first shows head, the second shows tail, both show the same. Then again a direct calculation shows pairwise independence, but dependence. The probability that all three events occur simultaneously is 0. Alternatively the same (but with a joint probability of 1/4 as in Example 7.1) holds for the events: the first shows head, the second shows head, both show the same. Figure 7 .2 shows the dependence structure and empirical power for the case with joint probability 0. The results are indistinguishable from Example 7.1. 0.922 20 1.000 1.000 1.000 1.000 1.000 1.000 0.958 30 1.000 1.000 1.000 1.000 1.000 1.000 0.962 40 1.000 1.000 1.000 1.000 1.000 1.000 0.967 50 1.000 1.000 1.000 1.000 1.000 1.000 0.949 60 1.000 1.000 1.000 1.000 1.000 1.000 0.948 70 1.000 1.000 1.000 1.000 1.000 1.000 0.947 80 1.000 1.000 1.000 1.000 1.000 1.000 0.947 90 1.000 1.000 1.000 1.000 1.000 1.000 0.955 100 1.000 1.000 1.000 1.000 1.000 1.000 0.957 Figure 4 : Three events of two coins (Ex. 7.2): dependence structure and empirical power.
A simple generalization yields the next example.
Example 7.3 (n coins -(n + 1) events).
Throw n fair coins and consider the n + 1 events: The first shows head, the second shows head, ..., the n-th shows head, there is an odd number of heads. Then by direct calculation these are n-independent, but dependent (the joint probability of the events is 0 for even n and it is (1/2) n for odd n). To get an intuition, note that given n of these events one can directly calculate the (n + 1)th event. But given less, provides not enough information to determine any further event -any option is equally likely. Figure 5 shows the dependence structure and the empirical power of the dependence measures. The total multivariance suffers a loss of power compared to the previous examples due to the averaging (only one of the 2 n − n − 1 summands diverges, see also Example 7.14). Moreover one starts to see that the distribution-free method is conservative (in particular for the total multivariance). The weak detection rate is again due to the sharp rejection level for Bernoulli random variables and the p-value adjustment due to multiple testing of all k-tuples for each k ∈ {2, . . . , n + 1}. The previous examples only used dichotomous data. Obviously these dependence structures can also appear (and be detected) for other marginal distributions. A basic example is the following. Figure 4) is detected. Figure 6 shows the dependence structure and the empirical power for r ∈ {0.25, 0.5, 0.75, 1}. Note that the rate of the detection of the dependence structure improves in comparison to the previous examples (for N large). This is due to the fact that only in the case of univariate Bernoulli distributed random variables the distribution-free method is sharp. In all other cases it becomes conservative and therefore the rate of falsely detected pairwise dependences is reduced. Increasing the value of r reduces the empirical power. This is expected, since the dependence structure becomes blurred by the variability of the Z i 's. 0.995 50 1.000 1.000 1.000 1.000 0.013 1.000
1.000 60 1.000 1.000 1.000 1.000 0.165 1.000 0.999 70 1.000 1.000 1.000 1.000 0.580 1.000 0.999 80 1.000 1.000 1.000 1.000 0.875 1.000 0.999 90 1.000 1.000 1.000 1.000 0.986 1.000 0.998 100 1.000 1.000 1.000 1.000 0. Now we will use the above examples as building blocks to illustrate the dependence structure detection algorithm.
Example 7.5 (Several disjoint dependence clusters). We look at samples of (X 1 , . . . , X 26 ) where (X 1 , X 2 , X 3 ) are as in Example 7.3 with 2 coins, (X 7 , . . . , X 11 ) are as in Example 7.3 with 4 coins, (X 4 , X 5 , X 6 ) and (X 12 , X 13 , X 14 ) and (X 15 , X 16 , X 17 ) are as in Example 7.1, (X 18 , . . . , X 21 ) and (X 22 , . . . , X 25 ) are as in Example 7.3 with 3 coins and X 26 ∼ N (0, 1). Furthermore, each of these tuples is independent of the others. Note that we added X 26 to make the detection much harder, since now by Proposition 2.2 M(X 1 , . . . , X 26 ) = 0. Figure 7 shows that the detection algorithm and the 3-multivariance (with resampling) perform well, whereas the total multivariance suffers from averaging (see also Example 7.14) and the distribution-free dependence tests are too conservative. Example 7.6 (Star dependence structure). Consider samples of (X 1 , X 2 , X 3 , X 1 , X 2 , X 3 , X 1 , X 2 , X 3 ) where X 1 , X 2 , X 3 are as in Example 7.3 with 2 coins. Then the structure in Figure 8 is detected. Here the graph was slightly cleaned up: vertices representing only pairwise multivariance were reduced to edges with labels. The variables are Bernoulli distributed and thus (as e.g. in Example 7.3) the detection rate of 95% reflects the 5% falsely detected pairwise dependencies. 0.000 20 1.000 1.000 1.000 1.000 1.000 1.000 0.960 30 1.000 1.000 1.000 1.000 1.000 1.000 0.952 40 1.000 1.000 1.000 1.000 1.000 1.000 0.950 50 1.000 1.000 1.000 1.000 1.000 1.000 0.958 60 1.000 1.000 1.000 1.000 1.000 1.000 0.966 70 1.000 1.000 1.000 1.000 1.000 1.000 0.967 80 1.000 1.000 1.000 1.000 1.000 1.000 0.952 90 1.000 1.000 1.000 1.000 1.000 1.000 0.963 100 1.000 1.000 1.000 1.000 1.000 1.000 0.963 Figure 8 : The star dependence structure of Ex. 7.6.
Example 7.7 (Iterated dependence structure). Consider samples of random variables (X 1 , . . . , X 13 ) where X 1 , . . . , X 10 are independent but X 1 , X 2 , X 11 are dependent, the same holds for X 1 , . . . , X 5 , X 12 and X 1 , . . . , X 9 , X 13 . Such examples can be simply constructed just by letting X 11 = f (X 1 , X 2 ) for some f , and analogously for the others. If such a structure is detected the graph looks like Figure 9 . For the dependence we used f (x 1 , . . . , x k ) = k i=1 x i mod 2, and X i , i = 1, . . . , 10 where i.i.d. Bernoulli random variables. The dependence structure is reasonably detected given 100 samples, both total multivariance and 3-multivariance also detect the dependence, see Figure 9 . i=k−3 X i ) mod 2 for k ∈ {4, 7, 10, 13} and X 15 := (X 13 + X 14 + X 1 ) mod 2.
Since here only quadruple dependence is present, only total multivariance is used to detect it. The dependence structure detection works surprisingly well, also with small sample sizes, see Figure 10 . 
Example 7.9 (Empirical size).
Here we consider the same settings as in the previous examples but with H 0 data, i.e., the marginal distributions remain as in the examples but the components are now independent. In Figure 11 the empirical sizes are depicted. The resampling methods have (as expected for a sharp test) an empirical size close to 0.05. For Bernoulli marginals also the distribution-free method for multivariance is close to 0.05. In the other cases (and for m-and total multivariance) the tests are conservative. Next we look at the dependence of the distribution of the test statistic on various parameters and properties. 2 under the hypothesis of independence depends on the marginal distributions of the random variables and also on the number of variables n as Figure 12 illustrates (see also Figure 14 ). The empirical distributions are based on 3000 samples each. Moreover the distribution also clearly depends on the choice of the reference measure ρ or equivalently (see (2.5) and Section 3) on the distances ψ i . For Figure 13 we used ψ i (x i ) = |x i | α with α ∈ {0.5, 1, 1.5}, and the plots show that in general for α = 1.5 the upper tail of the distribution of the test statistic comes closer to the distribution-free limit which is the χ For normally distributed random variables the dependence of the test statistic on the number of variables n is depicted in Figure 14 , and the dependence on the sample size N is illustrated in Figure 15 . Roughly, the distribution spreads with the number of variables and shrinks to a limiting distribution (as stated in Theorem 2.3) with increasing sample size. Example 7.11 (Computational complexity). To illustrate that the theoretical complexity O(nN 2 ) is met by the computations, we computed the distance multivariance for various values of N and n (using i.i.d. normal samples). In Figure 16 the median of the computation time of 100 repetitions for each combination of n ∈ {2, 3, . . . , 10} and N ∈ {10, 20, . . . , 100} is depicted. The linear growth in the dimension n and the quadratic growth in the number of variables N is clearly visible. Figure 17 shows the results. On the left are the graphs for the normal variates and those for the Bernoulli variates are on the right. We see that each method gets reasonably close in these settings. Increasing L (obviously) reduces the variance of the estimates. 2 ) which increases slowly enough such that the moments exist; c) we consider the bounded random variables arctan(X i ) instead of X i (cf. Remark 3.1). The results are shown in Figure 18 . It turns out that method a) is not reliable, method b) works reasonably. In our setup method c) works best, but recall that this method destroys the translation and scale invariance of multivariance, thus already if we shift our data it might not work anymore. Example 7.14 ((total and m-)multivariance -statistical curse of dimensions). Let X 1 , . . . , X n be independent random variables and set Y 1 := X 2 . Then (due to the independence of the X i )
But the corresponding difference of the estimators might be negative, as a direct calculation shows. Empirically we study this setting with X i i. Figure 19 for increasing n and various sample sizes. As expected the decrease of power is rapid for total multivariance and at least not as bad for 2-multivariance. [10] ). Here we compare our estimators to those presented by Jin and Matteson in [10] . In general one should note that our estimators have complexity O(N 2 ) whereas their direct estimators (e.g. S N ) have higher complexity. To reduce the complexity they use an approximation (e.g. for J N ) which yields the same complexity as ours, but it has less power as the following comparisons show. They give various examples to compare their estimators with others, for convenience of further comparisons we give here the corresponding values of our estimators. The first example is described in [10, 5. ), 0.0286 (J n ), 0 (I n ), 0.0381 (R n ) and 0.0048 (S n ). We do an empirical power analysis in Figure 20 . It is a hard problem and it seems they got somehow lucky with their given sample. For the following computations we use α = 0.1 as in [10] . The second example [10, Example 2] are random variables X i with values in R 5 such that (X 1 , X 2 , X 3 ) ∼ N 15 (0, Σ) with Σ ij = 1 for i = j and 0.1 otherwise. Total multivariance and 2-multivariance match the power of the exact estimator and outperform the approximate estimator. Finally, [10, Example 5] for dimensions n ∈ {5, 10, 15, 20, 25, 30, 50} and sample size N = 100 we consider (X 1 , . . . , X n ) ∼ N n (0, Σ) with Σ ij = 1 for i = j and 0.1 otherwise. Here 2-multivariance matches the power of the exact estimator and total multivariance outperforms the approximate estimator. [21] introduced several measures of dependence. Their main contribution is a measure dCov for pairwise dependence, which is closely related to N M 2 . The examples are with N ∈ {60, 100} and n ∈ {50, 100, 200, 400, 800} and α = 0.05, which we also use here to provide values which can be compared to other dependence measures given in their tables. Let X i , i = 1, . . . , n be random variables with values in R 1 such that (X 1 , . . . , X n ) ∼ N (0, Σ). We consider as [21, Example 2] the examples with Σ ∈ R n×n , Σ ij = 1 for i = j and otherwise (for i = j) set: a) auto-regressive structure: Σ ij = (0.25) |i−j| , b) band structure: Σ ij = 0.25 for 0 < |i − j| < 3 and 0 otherwise, c) block structure: Σ = I n/5 ⊗ A where I k ∈ R k×k is the identity matrix and A ∈ R k×k with A ij = 1 for i = j and 0.25 otherwise.
In all cases the performance of 2-multivariance is very similar to their estimator, see Figure 24 . In the case of the band structure their estimator seems to have more power (at least for small samples). Note that due to computation time restrictions we used for the table in Figure 24 the resampling distribution of one sample to compute all resampling p-values (instead of resampling each sample separately). auto-regressive band structure block structure resampling [21, Table 2 ] resampling [21, Table 2 ] resampling [21, In [21, Example 6] they consider (X 1 , . . . , X n ) where the 3-tuples (X 1 , X 2 , X 3 ), (X 4 , X 5 , X 6 ),... are independent and distributed as in Example 7.2. Here only the sample sizes and dimensions (N, n) ∈ {(60, 18), (100, 36), (200, 72)} are used. Figure 25 shows that 3-multivariance clearly outperforms all measures included in their table (of which we only cite two in our table). . . . , Y k ) of the same investments. To check whether their investment strategies are independent one might look at M (X, Y ) (using samples of their holdings at different times -and assuming that these are independent (due to sufficiently large time spans)). Now |X − Y | has no good economic interpretation but d i=1 |X i − Y i | as the sum of the differences of their holdings in each investment has. The latter is the Manhattan distance, which is a special case of the Minkowski distance (setting p = 1). But for p = 1 the corresponding multivariance does not characterize independence (cf. [4, Lemma 2.2]), nevertheless for any p ∈ (1, 2] it does. Thus one could choose a p close to 1 for the independence test.
Example 7.18 (total distance multivariance with parameter λ). This extension of total distance multivariance is due to Martin Keller-Ressel [12] . One could introduce a parameter λ > 0 to get λ-total multivariance M ρ 2 (λ; X 1 , . . . , X n ) := Thus one puts the weight λ n−k on the multivariance of each k-tuple for k = 2, . . . , n. Therefore with λ < 1 the n-tuple gets the biggest weight, with λ > 1 the 2-tuples (i.e., pairwise dependence) get the biggest weight. This might be used to improve the detection rate of total multivariance as Figure 26 and Figure 27 show. If the random variables are (n − 1)-independent then clearly the detection improves when λ gets closer to 0, Figure 26 . If some lower order dependence is present then some optimal λ seems to exist, Figure 27 , but a priori its value seems unclear. 
