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Abstract
A con#guration of a Turing machine is given by a tape content together with a particular
state of the machine. Petr K5urka has conjectured that every Turing machine—when seen as a
dynamical system on the space of its con#gurations—has at least one periodic orbit. In this paper,
we provide an explicit counterexample to this conjecture. We also consider counter machines
and prove that, in this case, the problem of determining if a given machine has a periodic orbit
in con#guration space is undecidable. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
A Turing machine is an abstract deterministic computer with a #nite set Q of internal
states. The machine operates on a doubly in#nite tape of cells indexed by an integer
i∈Z. Symbols taken from a #nite alphabet  are written on every cell; a tape content
can thus be seen as an element of Z.
At every discrete time step, the Turing machine scans the cell indexed by 0, and
depending upon its internal state and the scanned symbol, the machine either has no
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Fig. 1. The three possible types of con#gurations: (1) halting, (2) eventually periodic, and (3) wandering.
corresponding action or performs one or more of the following operations: replace the
scanned symbol with a new symbol, focus attention on an adjacent square by shifting
the tape by one unit, and transfer to a new state. A Turing machine M can thus be given
by its (possibly partial) transition function M :Q×→Q××{−1; 0; 1}. A tape
content together with an internal state constitute a con<guration of the machine. A Tur-
ing machine thus de#nes a (partial when M is partial) function f :Q×Z→Q×Z
on its con#guration space C =Q×Z.
This is actually one of several possible models of the Turing machine (TM), namely,
the Turing machine with moving tape. Another model can be obtained by making the
head scan a cell of any index (the tape being immobile), and by encoding the head
position (this very index) as well in the con#guration. This is a Turing machine with
moving head, and the space of con#gurations has a diGerent topology. We will get
back to this issue in a few paragraphs.
We look at computing machines as dynamical systems on con#guration space and
look at the possible types of trajectories. This approach contrasts with the computability
one, where the con#gurations usually are #nite objects (the considered tape content is
#nite, the rest of the tape being #lled with “blanks”) and where the process is started
from precise initial con#gurations. Let f be the function de#ned by some Turing
machine M on its con#guration space and let c be some con#guration of M . The
con#guration c′=f(c) is the successor of c. If f is not de#ned on c, then c has no
successor and is said to be terminal. Denote by ft :C→C the tth iteration of f. A
con#guration c is halting (or eventually terminal) if ft(c) is terminal for some t¿0, it
is periodic if ft(c)= c for some t¿1, and it is eventually periodic if ft(c) is periodic
for some t¿0. Con#gurations that are not halting nor eventually periodic are said to
be wandering. Thus, a con#guration is either halting (1), eventually periodic (2), or
wandering (3); see Fig. 1.
It is clear that a machine has a periodic con#guration if and only if it has an
eventually periodic con#guration, and this condition is again equivalent to that of the
existence of a con#guration that leads to a periodic sequence of tape contents. Little
is known about the possible combinations of con#guration types de#ned by Turing
machines. For the Turing machine model with a moving head as de#ned above, it
is easy to construct machines whose con#gurations are all wandering. For example,
the machine writing 0 : : : 01, with an increasing number of 0, has only wandering
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con#gurations in the moving head model. No such simple construction seems possible
for Turing machines with moving tape, and Petr K5urka has conjectured the following
in [5] (see also [7] for a discussion of this conjecture):
Conjecture (K5urka, 1997). A Turing machine with moving tape that has no halting
con<guration has a periodic con<guration.
In this paper, we analyze K5urka’s conjecture and questions related to it. We #rst
consider counter machines rather than Turing machines. An n-counter machine with
state set Q can be seen as a dynamical system on the con#guration space C =Q×Nn.
The 1-counter machine that keeps incrementing its unique counter has no periodic con-
#guration and therefore constitutes an easy counter-example to a statement analogous
to K5urka’s conjecture for counter machines. In Section 2, we prove the stronger result
that, in the case of counter machines, the problem of determining if a given machine
that has no halting con#guration has a periodic con#guration is undecidable.
In Section 3, we consider the Turing machine model with moving tape. We #rst pro-
vide an explicit construction of a Turing machine that has no halting con#guration nor
periodic con#guration, thus disproving K5urka’s conjecture. The machine we construct
has 36 states and operates on an alphabet of four letters. It can then be transformed
into a machine with only three states. This bound on the number of states cannot be
further improved since we show that machines with only two states always have peri-
odic con#gurations. We also give another explicit counterexample with only six states
and four letters.
2. Periodic congurations for counter machines
An n-counter machine is an abstract deterministic computing machine with a #nite set
Q of internal states and a #nite number of registers R1; : : : ; Rn containing non-negative
integers. The register values together with the internal state of the machine constitute
a con<guration of the machine. The con#guration space of counter machines is thus
given by C =Nn×Q. Depending upon its internal state and whether the registers are
equal to 0, a machine can perform one of the following operations: leave the registers
unchanged, increase some register Rj by 1, or decrease some register Rj by 1 (assuming
Rj =0), and move to a new internal state k. Let I=Q×{1; 2; : : : ; n}×{−1; 0;+1};
the transition function of the counter machine is then de#ned as  :Q×{0; 1}n→I,
with the indicators of registers which are equal to zero belonging to {0; 1}n (0 means
the corresponding register is non-zero, and 1 means the corresponding register is indeed
null), and the actions to perform belonging to I.
This de#nition of a counter machine is slightly diGerent from that given in [4], but
is easily seen to be equivalent in terms of computational power. A counter machine
de#nes a (partial when  is partial) function f :C→C on its con#guration space, in the
same way a Turing Machine does (see Section 1 and Fig. 1), and the same de#nitions
for con#gurations (successor, terminal, halting, wandering, eventually periodic) apply.
As explained in the Introduction, it is easy to construct counter machines that only
have wandering con#gurations. Consider for example the 1-counter machine with one
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state q1, that keeps incrementing its unique register. This machine is de#ned by
(q1; 1) = (q1;+1; 1) and (q1; 0) = (q1;+1; 1):
This machine has no halting nor periodic con#guration; all its con#gurations are
wandering. By adapting the proof of Theorem 1 in [2], we prove that distinguishing
the counter machines that have a periodic con#guration from those that have not cannot
be done algorithmically.
Theorem 1. Let M be a counter machine that has no halting con<guration. The
problem of determining if M has a periodic con<guration is undecidable. This problem
is undecidable even in the case of 2-counter machines; but is decidable for 1-counter
machines.
Proof. The proof is by reduction from the classical halting problem for counter ma-
chines; see [4]. Consider a counter machine M with m internal states labeled q1; q2; : : : ;
qm, n registers R1; : : : ; Rn, transition function M , and let s=(r1; r2; : : : ; rn; ql) be a given
con#guration of M .
To establish the #rst part of the result we describe how to eGectively construct
a counter machine M ′ that has no halting con#guration, that has n + 2 registers
R1; : : : ; Rn; V =Rn+1; W =Rn+2, and that has a periodic con#guration if and only if
M halts on s.
The machine M ′ has a special state denoted by q0. Each time when it enters the
state q0, M ′ executes a sequence of transitions whose eGect is to store ri in Ri, for all
i, 16i6n, 2max(1; V ) in W and 0 in V . After having done this, the machine moves
into state q∗ and from there moves into state ql. (The intermediate state q∗ is only
introduced to facilitate the exposition of the proof.)
Then the machine starts a simulation of the machine M . The simulation is such that,
before performing any of the transitions of M , the machine #rst increases the value
of the register V by 1, decreases that of W by 1 and performs the transition of the
machine M only if the value of W is not equal to 0. If the value of W is equal to 0
it returns to the special state q0.
Thus, each state qi of M is replaced with three states qi, q′i , q
′′
i of M
′, with the
following transitions, for all (b1; b2; : : : ; bn+2)∈{0; 1}n+2:
M ′(qi; b1; b2; : : : ; bn+2)= (q′i ; n+ 1;+1);
M ′(q′i ; b1; b2; : : : ; bn+1; 0)= (q
′′
i ; n+ 2;−1);
M ′(q′i ; b1; b2; : : : ; bn+1; 1)= (q0; 1; 0):
If M (qi; b1; b2; : : : ; bn)= (qk ; j; D) is a transition of M , then it is changed into four
transitions of M ′:
M ′(q′′i ; b1; b2; : : : ; nn; b
∗
n+1; b
∗
n+2) = (qk ; j; D);
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where b∗n+1 and b
∗
n+2 range over all four possible combinations, that is b
∗
n+1; b
∗
n+2∈{0; 1}.
We complete the construction of M ′ by extending M ′ for each terminal con#guration
(qi; b1; b2; : : : ; bn) of M as follows:
M ′(q′′i ; b1; b2; : : : ; nn; b
∗
n+1; b
∗
n+2) = (q0; 1; 0);
that is, making M ′ move to q0 from all terminal con#gurations of M .
The machine M ′ we have constructed has no halting con#guration. We claim that it
has a periodic con#guration if and only if M halts on s.
In order to prove our claim, assume #rst that M halts on s and let k be the number of
steps after which it halts. Consider the machine M ′ at con#guration c=(r1; r2; : : : ; rn; 0; 2
max(k; 1); q∗). Before every simulation step of M , the value of the register V is in-
creased by 1 and that of W is decreased by 1. After k such steps, the value of the
register V is equal to k and the machine M ′ jumps to q0. From there it is easily
veri#ed that M ′ returns to c, and so c is a periodic con#guration.
For the reverse implication, assume that M ′ has a periodic con#guration. We #rst
observe that all trajectories in con#guration space pass in#nitely many times through
con#gurations of the form (r1; r2; : : : ; rn; 0; 2k; q∗) for some k¿1. Indeed, the register
W is regularly decremented when executing transitions of M ′. It is therefore clear that,
whatever con#guration the machine M ′ starts from, either the machine M ′ reaches a
terminal con#guration of M , or W reaches 0 after #nitely many steps. In both cases,
M ′ then jumps to q0, executes a sequence of transitions whose eGect is to store ri
in Ri, 2max(1; V ) in W , and 0 in V and #nally moves to q∗, thus leading to the
con#guration (r1; r2; : : : ; rn; 0; 2k; q∗) for some k¿1.
From this observation we conclude that if M ′ has a periodic con#guration, then it
must have one of the form c=(r1; r2; : : : ; rn; 0; 2k; q∗) for some k¿1. But a con#gura-
tion of this type can only be periodic if the machine M halts on s after k steps. Indeed,
if M does not halt on s, then the value of 2V + W regularly increases (it increases
by 1 on each simulation step, and remains unchanged on other steps) and c is not
periodic. Hence the result.
We now show that the problem is undecidable even in the case of 2-counter ma-
chines. Let M ′ be a counter machine on n registers R1; R2; : : : ; Rn. We construct a
machine M ′′ on two registers S and T such that M ′′ has a periodic con#guration if
and only if M ′ has. The values of the registers Ri of M ′ are stored in the register S
of M ′′ by the classical prime number encoding. The non-negative integers r1; r2; : : : ; rn
are encoded into the non-negative integer s by s=2r13r25r3 : : : (n)rn , where (n) is
the nth prime number. Incrementation (respectively, decrementation) of the register Ri
can then be simulated by multiplying (respectively, dividing) s by (i), and testing
whether Ri =0 can be done by testing the divisibility of s by (i). These operations
can be performed with just one additional register T . For initial con#gurations of M ′′
with S not being an exact product of the required prime powers, the trailing factors
remain untouched during all iterations, and so our construction does not introduce any
unwanted periodic con#guration for M ′′. On the other hand, the machine M ′′ clearly
has periodic con#gurations when M ′ has.
Finally, we prove the decidability for one-counter machines.
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Suppose, without loss of generality, that there are no transitions which do not modify
the register value (any cycle only having these transitions is trivially decidable, and
any other cycle still remains a cycle when taking them oG).
We shall prove that a one-counter machine M with n states has a cycle if and only
if it has one for which the value of the register is bounded by n. This then trivially
ensures the decidability: simply check all n(n+1) possible con#gurations for periodicity
(by iterating M on each of them until either M cycles or until it gets the register value
greater than n).
Let us #rst notice that if ((q1; r1); (q2; r2); : : : ; (qp−1; rp−1); (qp; rp)) is a sequence of
con#gurations that is part of a cycle and such that ri¿0 for all i, then:
(i) if qp= q1, then rp6r1;
(ii) if there are n′ diGerent states in {q1; : : : ; qp}, then ri − r1¡n′ for all i.
Property (i) is obvious, since otherwise the machine M would increase the register
forever. Property (ii) can easily be proven by induction on p. It clearly holds if p=1;
assume that the property holds for sequences of length less than p, and consider the
sequence ((q1; r1); : : : ; (qp; rp)). Note that r26r1 + 1. If q1 does not occur again in
(q2; : : : ; qp), then the property can be applied to ((q2; r2); : : : ; (qp; rp)), which contains
at most n′− 1 diGerent states, so that ri − r2¡n′− 1 for all i¿2, hence ri − r1¡n′. If
q1 occurs again, then let qj be its second occurrence. By (i), rj6r1, and the induction
hypothesis can be applied both to ((q2; r2); : : : ; (qj−1; rj−1)) (empty if j=2) and to
((qj; rj); : : : ; (qp; rp)).
Now the main proof follows easily.
Suppose that M has a cycle of length p and consider the in#nite and periodic
sequence of its con#gurations
((q1; r1); (q2; r2); : : : ; (qp−1; rp−1); (qp; rp); (qp+1; rp+1); : : : ; (q2p; r2p); : : :):
That is, qi = qp+i and ri = rp+i for all integers i. Suppose now that there are con#gura-
tions with zero values for the register. We can then conclude by applying property (ii)
for each (#nite) subsequence given by a couple (t; z) of integers such that rt = rz =0
with t¡z and for all i with t¡i¡z, ri¿0.
Suppose that now the cycle has no zero-valued-register con#guration. Then, by #nd-
ing the index j giving the minimum rj = min16 i6p ri, we easily see that the sequence
(q1; r1− rj+1); (q2; r2− rj+1); : : : ; (qp−1; rp−1− rj+1); (qp; rp− rj+1) is again a cycle
respecting the conclusion, by applying property (ii) to its sequence from (qj; rj−rj+1)
a round the cycle and back to it.
3. A counterexample to K"urka’s conjecture
We now describe our counterexample to K5urka’s conjecture. As a starting point,
consider the Turing machine K0 represented in Fig. 2.
The machine has three states and operates on the two-letter alphabet {0; 1}. When
in state 1, the machine searches for a 1 to the right of the head. Once it has found
one, it changes it into a 0, writes a 1 to the right of it, and moves to state 3 from
which it starts a left search for a 1. Once it has successfully completed its search, it
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Fig. 2. The Turing machine K0. The machine is de#ned by a label-oriented graph. The vertices represent
the states of the machine, and the labels on the arcs are used to de#ne the transition function. For example,
the label 10R on the arc from state 1 to state 3 means that, when in state 1 and reading the symbol 1, the
machine writes the symbol 0, shifts the tape one unit to the left (the head thus moves to the right relative
to the tape), and then goes into state 3.
returns to state 1. It is easy to verify that this machine does not have any periodic
con#guration, except for the con#gurations for which the machine is in its left or right
search state (state 1 or 3) and the tape is a tape of 0’s. Machines that have search
states in fact always have periodic con#gurations whose associated tape is a periodic
tape of symbols that do not satisfy the search. It is therefore clear that in constructing
a counterexample we need to eliminate all search states. The machine we construct
below essentially performs the same operations as those of K0, except that it does so
by bounding its searches. The technique we use for replacing searches by bounded
searches is adapted from [3].
The idea is to simply limit (to an arbitrary, #nite constant c) the number of squares
the head goes searching for a 1 in vain. Whenever such a search fails, that is the
machine discovered c contiguous zeros, then it records the search (as a counter machine
when using the stack) and recursively calls a new computation. We then prove that the
machine enters a non-periodic sequence of con#gurations, no matter what the initial
con#guration it started with.
We give below an implementation of these ideas in C code and an explicit description
of a corresponding 36-state loopless Turing machine.
int tape[INFINITY];
int i; /* the tape pointer */
void move_right() { /* move a one as far as possible */
do {
find_right(); /* find a one to the right, to move it */
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tape[i]=0;i=i+1;
if (tape[i]==0) { /* if it is possible to move it */
tape[i]=1;
find_left(); /* find a one, to bounce on it */
}
else { /* it cannot be moved, so give up */
find_left(); /* find a one, to clean it */
tape[i]=0; return;
}
} while(1); /* the loop may never end */
}
void find_right() { /* find a one */
do {
i=i+1;if(tape[i]) return; /* found it */
i=i+1;if(tape[i]) return; /* found it */
i=i+1;if(tape[i]) return; /* found it */
tape[i]=1;i=i-2;tape[i]=1; /* not found it */
move_right(1); /* key recursive call,
yet which may never return */
} while(1); /* the loop may never end */
}
void move_left() { /* move a one as far as possible */
do {
find_left(); /* find a one to the right, to move it */
tape[i]=0;i=i-1;
if (tape[i]==0) { /* if it is possible to move it */
tape[i]=1;
find_right(); /* find a one, to bounce on it */
}
else { /* it cannot be moved, so give up */
find_right(); /* find a one, to clean it */
tape[i]=0; return;
}
} while(1); /* the loop may never end */
}
void find_left() { /* find a nonzero to the left */
do {
i=i-1;if(tape[i]) return; /* found it */
i=i-1;if(tape[i]) return; /* found it */
i=i-1;if(tape[i]) return; /* found it */
tape[i]=1;i=i+2;tape[i]=1; /* not found it */
move_left(1); /* key recursive call,
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yet which may never return */
} while(1); /* the loop may never end */
}
By looking at the C code above, we notice symmetries and classes of operations:
move right calls find right and find left, and symmetrically. In a programming
language there is a stack onto which the recursive calls are stored, so that the com-
putation can correctly unfold at return time. For the Turing machine this has to be
simulated in the same space, so that the distances do not become too big, and unpe-
riodicity is ensured. A #rst translation of the program gives a machine we describe
next, with two more symbols, 2 and 3, which, together with the 1, are stack markers
(the 1 playing a double roˆle).
This Turing machine K1 has 36 states and operates on the four-letter alphabet
{0; 1; 2; 3}. The machine is rather involved, and we show in Fig. 3, only half of the
machine; the other half is symmetrical, with L and R being interchanged. In order to
describe the behavior of the machine, we have grouped the states in six groups de-
noted by 1, 2, 3, 1′, 2′, 3′. Each group i has a particular functional purpose, a unique
entry state, qi1, and has two exit states: the failed search state qi5 and the dispatch
state qi6.
Group 1 has the same function as the state 1 of K0 (search right for a non-
zero symbol), group 2 has the same function as the state 2 of K0 (search left for
a non-zero symbol), and state q16 corresponds to state 3. In order to bound the
searches without introducing periodic con#gurations we introduce a third group of
state (group 3) that has no counterpart in K0 and construct a symmetric set of
states.
The technique for bounding the searches consists in using the searched zone on the
tape as a stack. The stack is used to push the group index of failed searches. The
corresponding pop operation is performed by groups 3 (for right searches) and 3′ (for
left searches), that have no equivalent among the states of K0. The pop is a search
operation as well, thus a push mechanism for it is also set in place. The state qij with
j = 1; 2; 3 perform the bounded search. The state qij with j = 4; 5 write 1 to be moved
by the new search called from qi5, and push the index of the failed search. The return
from the new search to the calling search, when the one-unit move fails, is made from
q16 (respectively, q1′6) by moving to q31 (respectively, q3′1).
In the sequel, con#gurations of the machine will be given by expressions of the
form (!0010100000!; q11). This con#guration, for example, is the one of tape content
!0010100000!, internal state q11, and with the head scanning the underlined symbol. 1
As an illustration, the sequence of con#gurations obtained when starting from the state
q11 on a tape of 0’s, is given in Table 1.
In this example, we see in the ∗-marked lines that the machine passes through the
con#gurations (!0100n10!; q11) for n = 0; 1 and 2. In the next section, we prove that
1 For n¿0, the notation 0n is used to denote a sequence of n 0s. We use the notation 0! to denote an
in#nite sequence of 0s.
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Fig. 3. The Turing machine K1. Details are given only for half of the machine; the other half is symmetrical.
L; R and N mean, respectively, left, right and no tape shift. We use the symbol ∗ to denote an arbitrary
symbol of {0; 1; 2; 3}, and X to denote a symbol from {1; 2; 3}.
the machine will then pass through con#gurations of the type (!0100n10!; q11) for
increasing values of n, so that the initial con#guration (!000!; q11) is not periodic;
and more generally, whichever con#guration it starts from, the machine passes through
con#gurations where the head is at the beginning of increasingly large blocks of zeros,
and so the machine may not have periodic con#gurations.
3.1. K1 has no periodic con<guration
We now prove that the machine K1 does not have periodic con#gurations. Due
to the symmetry of the machine, the proofs will only be detailed for one half of the
con#gurations, the other being inferred by symmetry. We #rst need auxiliary de#nitions
and results.
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Table 1
Mark Tape content Group State Purpose
!0000000000! 1 q11 Search (like state 1 of K0)
!0000000000! 1 q12 Search
!0000000000! 1 q13 Search and fail
!0000100000! 1 q14 Prepare the new search
!0000100000! 1 q15 Push the index∗
!0010100000! 1 q11 Call a right search
!0010100000! 1 q12 Search and #nd
!0010000000! 1 q16 Erase and move (like state 3 of K0)
!0010010000! 2 q21 Go back in order to bounce
!0010010000! 2 q22 Search (like state 2 of K0)
!0010010000! 2 q23 Search and #nd
!0010010000! 2 q26 Bounce and jump to right search∗
!0010010000! 1 q11 Search right again (like state 1 of K0)
!0010010000! 1 q12 Search
!0010010000! 1 q13 Search and #nd
!0010000000! 1 q16 Erase and move
!0010001000! 2 q21 Go back
!0010001000! 2 q22 Search
!0010001000! 2 q23 Search and fail
!0011001000! 2 q24 Prepare a new left search
!0011001000! 2 q25 push the index
!0011021000! 1′ q1′1 Call a left search
!0011021000! 1′ q1′2 Search and #nd
!0010021000! 1′ q1′6 Erase, but fail to move
!0010021000! 3′ q3′1 Thus, pop the index
!0010021000! 3′ q3′2 By searching for it
!0010021000! 3′ q3′3 Search and #nd
!0010021000! 3′ q3′6 Read and prepare to return
!0010001000! 2 q21 Pop, and return to left search group 2
!0010001000! 2 q22 Resume the left search
!0010001000! 2 q23 Search and #nd
!0010001000! 2 q26 Bounce and jump to the right search∗
!0010001000! 1 q11 Restart the right search
Denition 1. For s¿0, let Q(s) be the proposition:
“The machine goes from any con#guration of the form (: : : 00sXY : : : ; q11), with
X ∈{1; 2; 3} and Y ∈{0; 1; 2; 3}, to con#guration (: : : 0s+10Y : : : ; q16), where the parts
of the tape represented by : : : remain unchanged. For i = 2 and i = 3, the machine goes
from any con#guration of the form (: : : X 0s0 : : : ; qi1) to con#guration (: : : X 0s+1 : : : ; qi6).
The symmetric statements also hold.”
For k¿2, let P(k) be the proposition:
“For any integers t; p; n¿0 such that t + p + n + 2 = k and for any X; Y; Z ∈
{1; 2; 3} the machine goes from con#guration (: : : X 0t00pZ0nY : : : ; q11) to con#guration
(: : : X 0kY : : : ; q36). The symmetric statement also holds.”
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Proposition 2. Let s¿0. If P(k) is true for all integers k with 26k6s, then Q(s) is
true.
Proof. The proof is by induction on s. The cases s = 0 and s = 1 can be checked by
hand by following the machine’s diagram in Fig. 3.
Then, to prove the proposition by induction on s it is suQcient to show that (Q(s−1)
and P(s)) imply Q(s). We have the following con#guration sequence:
: : : 0000s−2XY : : : q11
↓ A few iterations
: : : 1 010s−2s
︸ ︷︷ ︸
XY : : : q11
↓ P(s) (hypothesis)
: : : 1000s−2XY : : : q36
↓ One iteration
: : : 0000s−2XY : : : q11
↓ Q(s− 1) (hypothesis)
: : : 0000s−20Y : : : q36
The proof for the con#gurations (: : : 00sX : : : ; q21) and (: : : 00sX : : : ; q31) is similar.
Lemma 1. P(k) is true for all k¿2.
Proof. De#ne Pˆ(k; n) to be the proposition P(k) where n is also #xed. Let L= {(k; n)|
n¿0; n+26k} and consider the lexicographical order ¡L, i.e., (k ′; n′)¡L (k; n) when
k ′ ¡ k, or when k ′= k and n′¡n. The order ¡L is well-founded, therefore allowing
us to prove the lemma by induction.
Fix (k; n) from L and assume that Pˆ(k ′; n′) is true for all (k ′; n′)∈L such that
(k ′; n′)¡L(k; n). Note that this implies, in particular, that P(k ′) is true for all k ′¡k
and so, by Proposition 2, Q(s) is true for all s6k − 1.
Case n=0. We have the following con#guration sequence:
· · ·X 0k−p−200pZY · · · q11
↓ Q(p)(p6 k − 1)
· · ·X 0k−p−200p0Y · · · q16
↓ one iteration
· · ·X 0k−p−200p0Y · · · q31
↓ Q(k − 1)
· · ·X 0k−p−200p0Y · · · q36
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Case n¿0. We have the following con#guration sequence:
· · ·X 0k−n−p−200pZ00n−1Y · · · q11
↓ Q(p)
· · ·X 0k−n−p−200p000n−1Y · · · q16
↓ one iteration
· · ·X 0k−n−p−200p010n−1Y · · · q21
↓ Q(k − 1− n)
· · ·X 0k−n−p−200p010n−1Y · · · q26
↓ one iteration
· · ·X 00k−n−p−20p010n−1Y · · · q11
↓ Pˆ(k; n− 1)(induction hypothesis)
· · ·X 00k−n−p−20p000n−1Y · · · q36
In both cases Pˆ(k; n) holds. This concludes the proof.
Putting together Proposition 2 and Lemma 1 we immediately conclude:
Lemma 2. Q(s) is true for all s¿0.
We now prove that the machine does not have periodic con#gurations of a particular
type. 2
Lemma 3. The con<gurations (· · · 00!; qij) with i∈{1; 2′; 3′} and j∈{1; 2; 3} are not
periodic. This is also true for the symmetric case.
Proof. Starting from the con#guration (· · · 00!; qij) for some i∈{1; 2′; 3′} and
j∈{1; 2; 3}, the machine goes to con#guration (· · ·X 010!; q11) where, depending
on i, X =1; 2 or 3. This con#guration is of the type (· · ·X 00pY0!; q11) for some
X; Y ∈{1; 2; 3} and we claim that these con#gurations are not periodic. Indeed, for any
p¿0 we have:
· · ·X 00pY00! q11
↓ Q(p)
· · ·X 00p000! q16
↓ one iteration
· · ·X 00p010! q21
↓ Q(p)
· · ·X 00p010! q26
↓ one iteration
· · ·X 00p010! q11
2 A simulation of this machine can be run from the web page http://www.univ-st-etienne.fr/eurise/nichitiu,
link “Software”.
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We can iteratively apply this result, and, from the obtained con#guration sequence,
extract a subsequence of con#gurations of the type (· · ·X 00p10!; q11) with strictly
increasing values of p. Therefore, the sequence is not periodic.
In order to prove our main theorem, we need one more lemma.
Lemma 4. For any n¿1, let En be the set of con<gurations de<ned by
En = {(· · · 00n−1 · · · ; qi1)|i ∈ {1; 2′; 3′}} ∪ {(: : : 0n−10 : : : ; qi′1)|i′ ∈ {1′; 2; 3}}:
Starting with a con<guration from En, the machine eventually approaches a con<g-
uration from En+1. Here, contrary to De<nition 1, the parts of the tape represented
by · · · can be modi<ed in the process.
Proof. We only consider the cases (· · · 00n−1 · · · ; qi1) for i = 1; 2′; 3′. Let X be the
symbol on the tape to the right of 00n−1. If X =0, then we are already in a con#gu-
ration (· · · 00n · · · ; qj1). Let us now assume that X ∈{1; 2; 3}. There are three cases to
consider.
Case i = 1. We have the following sequence of con#gurations, where Z ∈{0; 1;
2; 3}:
· · · 00n−1XZ · · · q11 line 1A
↓ Q(n− 1)
· · · 00n−10Z · · · q16
↓ one iteration in the case Z = 0
· · · 00n−101 · · · q21
in the case Z ∈ {1; 2; 3}
· · · 00n−10Z · · · q31
Case i = 2′. We have the following sequence of con#gurations, where Z; T ∈{0; 1;
2; 3}:
· · ·ZT00n−20X · · · q2′1 line 1B
↓ Q(n− 1)
· · ·ZT00n−20X · · · q2′6
↓ one iteration
· · ·ZT00n−20X · · · q1′1
if T =0, this is exactly symmetrical to the line 1A of the previous table. If T =0, then
we are in the desired con#guration (· · · 0n0 · · · ; qj′1).
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Case i = 3′. We have the following sequence of con#gurations, where Z; T ∈
{0; 1; 2; 3}:
· · ·ZT00n−20X · · · q3′1
↓ Q(n− 1)
· · ·ZT00n−20X · · · q3′6
↓ one iteration
· · ·ZT00n−200 · · · qk1
If T =0 then we are done, so let us assume that T ∈{1; 2; 3}. The value of k depends
on X . If X =1 (respectively, X =2), then k =1′ (respectively, k =2) and we conclude
with the symmetry of line 1A (respectively, line 1B). If X =3, then k =3, and the
sequence continues
· · ·ZT00n−200 · · · q31
↓ Q(n− 1)
· · ·ZT00n−200 · · · q36
↓ one iteration
· · ·Z000n−200 · · · qj1 (some j)
which concludes the proof of the lemma.
We can now #nally prove the following theorem.
Theorem 3. The machine K1 has no periodic con<guration.
Proof. Consider an arbitrary con#guration c. After at most 5 steps, the machine enters
a state qi1 for some i∈{1; 2; 3; 1′; 2′; 3′}. A brief case analysis shows that if the scanned
symbol is non-zero, after a few iterations, no matter what the symbols are around the
scanned one, the machine returns in a state qi1 with a zero as scanned symbol. Then
we are in the situation as described in Lemma 4, and for all n the machine will reach
a con#guration of the form (· · · 00n−1 · · · ; qi1) with i∈{1; 2′; 3′}, up to symmetry. At
some point, either the machine will reach a con#guration of the form (· · · 00!; qi1), up
to symmetry, which by Lemma 3 is not periodic; or we can extract an in#nite sequence
of con#gurations (· · · 00n−1X · · · ; qi1), up to symmetry, with X =0 and increasing n,
so that the initial con#guration is not periodic.
3.2. Smaller machines
We can analyze the intrinsic features of K1 that make it free of periodic con#gura-
tions, and then compress the machine as much as possible while keeping the observed
features. Two compressions are possible. First, the number of steps used in the bounded
searches can all be reduced. Second, two groups for each half of the machine almost
perform the same kind of search and can be merged. By implementing these two modi-
#cations, we obtain the six-state machine K2 depicted in Fig. 4. We decided to present
a formal proof for K1 and not for this apparently simpler machine K2, because the
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Fig. 4. K2, a smaller version of K1. The symbol + represents any letter of the alphabet except 0, thus ++L
is an abbreviation for 11L; 22L; 33L.
Fig. 5. Three qualitatively distinct cases. In all three cases there exists a periodic con#guration.
behavior of the six-state machine is much more complicated and much more diQcult
to grasp, and so is its proof, while the behavior of K1 is much closer to the basic
initial ideas.
We do not know whether a smaller machine can be found while maintaining the
cardinality of the alphabet as 4.
If we give up this provision, then by using the fact that the immortality problem
is undecidable for Turing machines with three states [8], it is possible to build a
three-state Turing machine with no periodic con#guration. This construction is a little
involved and we do not present it here; it is essentially the same construction as the
one used for de#ning K1, but with the three-state machine de#ned in [8] rather than
the machine appearing in [3].
On the other hand,
Theorem 4. Turing machines with moving tape and no halting states that have only
two states always have at least one periodic con<guration.
Proof. For a two-state (Q= {1; 2}) TM on an arbitrary #nite alphabet , there are
three qualitatively distinct cases, as shown in Fig. 5:
(1) The machine has a loop onto the same state, that is there exist q∈Q, a; b∈
and D∈{L; R} with (q; a)= (q; b; D). In this case, the con#gurations (!baa!; q), if
D=R, and (!aab!; q) if D=L, are both periodic con#gurations of period 1.
Assume now that the machine has no such loop. Yet the machine does not have halting
con#gurations, and so it must have transitions for all (state, symbol) combinations.
Thus, the transitions are all transitions that leave one state for the other state. We
distinguish two cases.
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(2) The machine has a transition from a state to the other and then back, with
the same tape movement, that is there exist a; b; c; d∈ with (1; a)= (2; b; R) and
(2; c)= (1; d; R), or the same situation, with L instead of R. In this case, the con#gu-
rations (!(bd)ac(ac)!; 1), and, when L exists instead of R, (!(ca)ca(db)!; 1), are both
periodic con#gurations of period 2.
(3) The transitions from state 1 to state 2 are all labeled by the same direction
symbol (L or R) and the opposite direction symbol appears on all transitions from
state 2 to state 1. Without loss of generality assume that R is the direction label on the
transitions from state 1 to state 2. Let g1 :→ be such that (1; a)= (2; g1(a); R) and
let g2 be similarly de#ned. The function g1 is a permutation of a #nite set; therefore,
there exist some iteration gn11 for it and an element a∈ for which gn11 (a)= a. We
similarly have gn22 (b)= b for some n2¿1 and some b∈. It is then easy to verify
that the con#guration (: : : ab : : : ; 1) is periodic with a period equal to twice the least
common multiple of n1 and n2.
We thus conclude the proof.
This fact does not contradict the presence of universal two-state machines, shown
by Shannon (see [9]), since it only claims that at least one among all possible con-
#gurations is periodic, thus leaving room for other con#gurations to start the universal
computations. Finally, it is also possible to construct a Turing machine operating on a
binary alphabet with no periodic con#guration, at the expense of a larger number of
states, by encoding elements of {0; 1; 2; 3} into binary words of length two.
4. Discussion
Various models of computing devices (Turing machines, counter machines, cellular
automata, recurrent arti#cial neural networks, etc.) are equivalent in terms of compu-
tational power when they are seen as de#ning functions from input to output. In this
paper, we consider the dynamics of some computing devices. We do not just look at
the relations between inputs and outputs, but also look at what happens in between.
We also look at con#gurations that do not correspond to a valid input (e.g., in#nite
tape content). The answer to the question we consider in this context (the existence of
periodic con#gurations) highly depends on the chosen computing model. For example,
recurrent neural networks always have a periodic con#guration (a periodic con#gura-
tion is given by the #xed point for which all activation levels are set equal to 0). For
these networks one can also infer from Theorem 1 of [1] the existence of networks
that have no other periodic con#guration. The situation for cellular automata is quite
diGerent. For a given cellular automata, there are only #nitely many space-periodic con-
#gurations of a given period. Space-periodicity is preserved through iteration, and so
all space-periodic con#gurations of cellular automata are periodic and cellular automata
always have in#nitely many periodic con#gurations. In the case of Turing machine we
have shown that, contrary to what was conjectured, not all Turing machines have a
periodic con#guration. Finally, in the case of counter machines we have proved that
identifying the presence of a periodic con#guration is an undecidable task. These few
examples show how rich and diGerent the dynamics of these computing devices are.
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