Tameness and Homogeneity by Zhang, Yingbo & Xu, Yunge
ar
X
iv
:m
at
h/
05
05
63
0v
2 
 [m
ath
.R
T]
  1
0 J
un
 20
05
Tameness and Homogeneity
Dedicated to Professor C.M. Ringel on the occasion of
his 60’th birthday
Zhang Yingbo
Xu Yunge
Contents
1 Introduction 1
1.1 AR-sequences and AR-quivers . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Tameness and wildness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 The main theorem: tameness and homogeneity . . . . . . . . . . . . . . . . 3
1.4 The outline of the proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Notations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Bimodule problems 6
2.1 The category P1(Λ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 The bimodule problem (K,M,H) . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 The triangular basis of (K,M) . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 An order on triangular basis . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Weyr matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.6 Reductions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3 Induced bimodule problems 22
3.1 Induced bimodule problems . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Deletions and size changes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Reduction functors and reduction sequences . . . . . . . . . . . . . . . . . . 26
3.4 Canonical forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5 Krull-Schmidt property . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.6 Corresponding bocses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4 Freely parameterized bimodule problems 41
4.1 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Freely parameterized bimodule Problems . . . . . . . . . . . . . . . . . . . . 41
4.3 The differential of the first arrow . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4 Valuation matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.5 The reduction sequence towards a valuation matrix . . . . . . . . . . . . . . 49
4.6 Valuation representation categories . . . . . . . . . . . . . . . . . . . . . . . 53
5 Minimally wild bimodule problems 56
5.1 The wild theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 The tame theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 Local wild bimodule problems . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 Triangular formulae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.5 The minimal size assumption . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.6 The classification of minimally wild bimodule problems . . . . . . . . . . . 68
6 Exact categories and almost split conflations 70
6.1 Some basic concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.2 Exact categories P (Λ) and P1(Λ) . . . . . . . . . . . . . . . . . . . . . . . . 71
6.3 Morphisms in R(A) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.4 An exact structure on R(A) . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.5 Homogeneous conflations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.6 Minimal bocses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7 Almost split conflations in reductions 81
7.1 Projective and injective objects . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.2 Homogeneous property in reductions . . . . . . . . . . . . . . . . . . . . . . 82
7.3 Critically non-homogeneous bocses B1 and B2 . . . . . . . . . . . . . . . . 85
7.4 A critically non-homogeneous local bocs B3 . . . . . . . . . . . . . . . . . . 88
7.5 A critically non-homogeneous local bocs B4 . . . . . . . . . . . . . . . . . . 89
7.6 An example in case of MW5 . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
8 One-sided differentials 96
8.1 Matrix problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
8.2 One-sided differentials I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
8.3 One-sided differentials II . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
8.4 The structure of loop b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
8.5 Some lemmas in algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.6 Some lemmas in category theory . . . . . . . . . . . . . . . . . . . . . . . . 113
9 Added columns 117
9.1 The structure of added columns . . . . . . . . . . . . . . . . . . . . . . . . . 117
9.2 The reduction sequence (△˜) . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
9.3 The differentials in partial bocs B˜s . . . . . . . . . . . . . . . . . . . . . . . 123
9.4 The calculation of δ(c0) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
9.5 The induction on (αη, lη) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
9.6 Non-homogeneous partial bocs pBs . . . . . . . . . . . . . . . . . . . . . . 131
10 Bipartite bimodule Problems 135
10.1 Bipartite property . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
10.2 Locations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
10.3 Links . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
10.4 The non-homogeneous property in case of MW5 . . . . . . . . . . . . . . . . 138
10.5 The main theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
References 143
Abstract
Let Λ be a finite-dimensional algebra over an algebraically closed field, then Λ is
either tame or wild. Is there any homological description in terms of AR-translations
on tameness? Or equivalently, is there any combinatorial description in terms of AR-
quivers? The answer is yes. In the present paper we prove the following main theorem:
“Λ is tame if and only if almost all modules are isomorphic to their Auslander-Reiten
translations, if and only if they lie in homogeneous tubes”.
The method used in the paper is bimodule problem, which has been studied by
several authors. We treat bimodule problems and their reductions in terms of matrices
and generalized Jordan forms respectively. In particular, we introduce a concept of
freely parameterized bimodule problems corresponding to layered bocses in order to
define the reductions of bimodule problems. Moreover, we list all the possibilities of
the differential of the first arrow of a layered bocs such that the induced bocs is still
layered and preserves all the free parameters, especially in wild case.
Keywords bimodule problem, layered bocs, tameness, wildness, almost split
conflation, homogeneity,
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1 Introduction
1.1 AR-sequences and AR-quivers
Let Λ be a finite-dimensional algebra (associative, with 1) over an algebraically closed
field k, and Λ-mod be the category of finite-dimensional left Λ-modules. Auslander and
Reiten have defined a concept of almost split sequence (i.e. AR-sequence) in a module
category [AR]. If we take any non-projective indecomposable Λ-module N (resp. non-
injective module M), there exists an almost split sequence ending at N (resp. starting at
M):
(e) 0 −→M
ι
−→ E
pi
−→ N −→ 0
where M ∼= DTr(N), the Auslander-Reiten translation of N , or AR-translation of N for
short. DTr : Λ-mod→ Λ-mod is a functor, which maps indecomposable non-projective Λ-
modules to non-injective Λ-modules [AR]. AR-sequences yield a combinatorial description
of Λ-mod. Namely, we draw a vertex [M ] corresponding to an iso-class of indecomposable
module M , and an arrow [L]
[ζ]
−→ [M ] representing that there is an irreducible map ζ :
L→M , then the obtained quiver is called an Auslander-Reiten quiver of Λ, or AR-quiver
of Λ for short. If we have
E = ⊕li=1Ei, ι = (ι1, ι2, · · · , ιl) and π = (π1, π2, · · · , πl)
T
in the sequence (e), where Ei are indecomposable, T stands for the transpose of a matrix,
then ιi : M → Ei and πi : Ei → N are irreducible maps between indecomposables.
Conversely, if M
ι′
−→ E′ (resp. E′
pi′
−→ N) with E′ being indecomposable is an irreducible
map, there exists some module E′′ and morphism M
ι′′
−→ E′′ (resp. E′′
pi′′
−→ N) such that
the sequence
(e′)
0 −−−−→ M
(ι′, ι′′)
−−−−→ E′ ⊕ E′′
(pi
′
pi′′)
−−−−→ N −−−−→ 0
is equivalent to the almost split sequence (e).
Furthermore, the shape of stable components of AR-quivers has been completely de-
scribed in [Rie], [HPR] and [Z]. The simplest stable components which mostly deserve to
pay attention to are so-called homogeneous tubes consisting of vertices [Mi] and arrows
✲✛[Mi] [Mi+1]
[ιi]
[pii]
, where i is any positive integer. Thus almost split sequences lying in a
homogeneous tube have the shape of
0 −→M1
ι1−→M2
pi1−→M1 −→ 0
0 −−−−→ Mi
(pii−1, ιi)
−−−−−−→ Mi−1 ⊕Mi+1
(ιi−1pii )−−−−→ Mi −−−−→ 0
for i ≥ 2, and DTr(Mi) ∼=Mi for i = 1, 2, · · · .
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1.2 Tameness and wildness
The well known Drozd’s theorem tells us that a finite-dimensional algebra Λ over an
algebraically closed field k is either of tame representation type or of wild representation
type [D].
Definition 1.2.1 [D, CB1, DS] A finite-dimensional k-algebra Λ is of tame repre-
sentation type, if for any positive integer d, there are a finite number of localizations
Ri = k[x, fi(x)
−1] of k[x] and Λ-Ri-bimodules Ti which are free as right Ri-modules, such
that almost all (except finitely many) indecomposable Λ-modules of dimension at most d
are isomorphic to
Ti ⊗Ri Ri/(x− λ)
m,
for some λ ∈ k, fi(λ) 6= 0, and some positive integer m.
Definition 1.2.2 [D, CB1] A finite-dimensional k-algebra Λ is of wild representation
type if there is a finitely generated Λ-k〈x, y〉-bimodule T , which is free as a right k〈x, y〉-
module, such that the functor
T ⊗k〈x,y〉 − : k〈x, y〉-mod→ Λ-mod
preserves indecomposability and isomorphism classes.
Crawley-Boevey once proposed to consider generic modules instead of dealing with
families of modules [CB4]. A Λ-module G is called generic, if G is of infinite length
over Λ, but of finite endolength (the length over its own endomorphism ring) and G is
indecomposable. Then Λ is tame, if and only if Λ is generically tame. Generically tame
type means for any positive integer d, there are only finitely many generic modules of
endolength at most d. Based on Crawley-Boevey’s work on tame algebras, Krause presents
a new description of tameness in terms of Ziegler spectrum, functor category and model
theory. More precisely, he proves that a finite-dimensional algebra over an algebraically
closed field is of tame representation type, if and only if every generic Λ-module appears
as the only generic module on the Ziegler closure of a homogeneous tube [Kr].
In summary, the definition of tameness given by Drozd, and the description in terms of
generic modules by Crawley-Boevey, as well as the description in terms of Ziegler spectrum
by Krause, all involve infinite-dimensional modules outside Λ-mod. A natural question
arises: is there any internal description of tameness, which only involves finite-dimensional
modules? Moreover, is there any combinatorial description of tameness in terms of AR-
quivers?
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1.3 The main theorem: tameness and homogeneity
A result due to Crawley-Boevey may lead to an internal description of tameness.
Theorem 1.3.1 [CB1]: Let Λ be a finite-dimensional algebra over an algebraically
closed field. If Λ is of tame representation type, then almost all Λ-modules are isomorphic
to their Auslander-Rieten translations. And then lie in homogeneous tubes.
Here “almost all modules” means “for any fixed positive integer d, all but a finite
number of isomorphism classes of indecomposable Λ-modules of dimension at most d.”
The proof was based on the method of bocses. In fact, a minimal bocs possesses such a
property. It is also conjectured in the same paper that the property may possibly describe
tameness. Since then, several experts have tried to prove the converse of the theorem,
expecting that the same method of bocses would work, that is, none of the minimally
wild bocses would have such a property. Unfortunately, this was proved to be wrong. A
counterexample was constructed in [ZLB], and later a great number of wild categories
having such a property were given in [BCLZ] and [V].
Another approach to testify the converse of Crawley-Boevey’s theorem is to prove
Ringel’s conjecture. A wild algebra Λ is called τ -wild if there exist infinitely many non-
isomorphic τ -variant (i.e. non-homogeneous) indecomposable modules of dimension d,
for a certain positive integer d, where τ = DTr. Han Yang introduces the concept of
controlled wild algebras (see [H] and [R3]). And Ringel conjectures that all wild algebras
in the meaning of Drozd are controlled wild with finite controlled index. Nagase shows
that all controlled wild algebras with finite controlling index are τ -wild [N2]. Therefore, if
Ringel’s conjecture holds, so does the converse of Crawley-Boevey’s theorem. The covering
criterion for an algebra to be controlled wild, given by Han Yang in [H] is very effective.
It seems to be impossible to find a concrete wild algebra which is not controlled wild.
However, Ringel’s conjecture is still open up to now.
In this paper we will prove the converse of Crawley-Boevey’s theorem: if almost all
Λ-modules are isomorphic to their AR-translations, then Λ is tame.
Main theorem 1.3.2 Let Λ be a finite-dimensional algebra over an algebraically
closed field. Then Λ is tame, if and only if almost all Λ-modules are isomorphic to their
AR-translations, and then if and only if they lie in homogeneous tubes.
1.4 The outline of the proof
Our argument relies on the methods of bimodule problems [S] and bocses [Ro, D, CB1].
The notion of bocses was introduced by Rojter in [Ro] in order to apply formulation of
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the matrix problems to representation theory. There are several formulations of matrix
problems [ZZ] such as bocses, differential graded categories [Ro], differential biquivers,
relatively projective categories [BK], bimodule problems [CB2], lift categories [CB3], etc.
The following picture is suggested by Crawley-Boevey.
{matrix problems given by “layered” or “almost free” bocses [D, CB1]}
⊃{matrix problems of the form (K,M, d), where K is an algebra, M an
K-K-bimodule, d a derivation, which is called a bimodule problem [CB3]}
={matrix problems of the form (K,M,H), where K is an upper triangular
matrix algebra, M a matrix K-K-bimodule, H is a fixed matrix, which
determins a derivation (see 2.2)}
⊃{matrix problem given by bipartite bimodule problems (see 10.1)}
⊃{matrix problems of the form P1(Λ) (see 2.1)}.
Throughout the paper, we concentrate on the third set of matrix problems, which are
convenient for the calculations in the proof of the main theorem. On the other hand, such
matrix problems are helpful to understand the notion of bocses, since their structure is
very concrete.
The reductions of matrix problems given by layered bocses are well-established by the
same authors, which seem to be elegant for theoretical purposes. Among all the reduc-
tions, Belitskii’s reduction algorithm is very effective for reducing an individual matrix
to a canonical form, which may be considered as a generalized Jordan form, under some
admissible transformations. In this paper, we will describe the reductions in terms of
generalized Jordan forms for a bimodule problem given in the third set, which is based
only on linear algebra.
The idea of our proof of the main theorem is as follows. Suppose an algebra Λ is of
wild representation type and has homogeneous property, which means that the bimodule
problem (K,M), and equivalently the Drozd bocs A, corresponding to Λ is also wild and
homogeneous. The homogeneous property is inherited to any induced structure given by
reductions. Then we are restricted to dealing with one of those configurations listed in
the wild theorem 5.1 obtained at some stage of reductions. For some easy cases, using the
method proposed by Bautista in [B], we can directly construct infinitely many iso-classes
of non-homogeneous modules of a fixed dimension. For the most difficult case, we will
construct a non-homogeneous parameterized matrix based on the bipartite property of
(K,M). And thereby we show that (K,M), as well as Λ, has no homogeneous property,
which is a contradiction to the assumption.
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1.5 Notations.
In this paper k represents an algebraically closed field. By an algebra we mean an as-
sociative finite-dimensional k-algebra with an identity, which we may assume (without loss
of generality) to be basic and connected. By a module over an algebra Λ we mean a finite-
dimensional left Λ-module. And by Λ-mod we denote the category of finite-dimensional
left Λ-modules.
Let Q = (Q0, Q1) be a quiver, where Q0 is the set of vertices and Q1 is the set of
arrows. For any arrow α : i → j in Q1, s(α) stands for the starting vertex of α and e(α)
for the ending one. Let p be any path in Q, s(p) and e(p) stand also for the starting and
ending vertices of p respectively. We write the composition of paths from left to right, i.e.
p · q =
{
pq if e(p) = s(q),
0 if e(p) 6= s(q).
According to a theorem due to Gabriel, for any basic finite-dimensional algebra Λ there
exists some quiver Q and some admissible ideal I of kQ, such that Λ ∼= kQ/I.
Let us denote the set of natural numbers by N, the set of m × n matrices over k by
Mm×n(k), or Mn(k) whenever m = n. We denote by Eij the matrix with the (i, j)-entry
1 and others zero, and by In the n× n identity matrix.
We assume that all the categories and functors under the consideration are k-linear.
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2 Bimodule problems
This section is devoted to describing a special class of bimodule problems of the
form (K,M,H) listed in the third set of subsection 1.4. We will give the definition of
(K,M,H), calculate the triangular bases of M and radK, define Weyr matrices, and give
the reductions for a triple of (K,M,H).
2.1 The category P1(Λ)
Let Λ be a finite-dimensional k-algebra, which is basic, and Λ-proj be the full subcat-
egory of Λ-mod consisting of projective Λ-modules. Let us recall the category
P (Λ) = {P1
α
−→ P0 | P1, P0 ∈ Λ-proj, α ∈ HomΛ(P1, P0)},
whose objects are morphisms between Λ-projectives. If (P1
α
−→ P0), (Q1
β
−→ Q0) ∈ P (Λ),
the morphisms from (P1
α
−→ P0) to (Q1
β
−→ Q0) are pairs (f1, f0) with fi ∈ HomΛ(Pi, Qi),
i = 1, 0, such that the following diagram commutes:
P1
α
−−−−→ P0
f1
y yf0
Q1
β
−−−−→ Q0
The compositions and additions of the morphisms are given componentwise.
There are a full subcategory
P1(Λ) = {(P1
α
−→ P0)| Im(α) ⊆ rad(P0)} ⊂ P (Λ),
and a full subcategory
P2(Λ) = {(P1
α
−→ P0) ∈ P1(Λ)| Ker(α) ⊆ rad(P1)} ⊂ P1(Λ).
It is well known that the functor Cok : P2(Λ) → Λ-mod is a representation equivalence,
i.e. it is dense, full and reflects isomorphisms.
The category P1(Λ) can be described explicitly in terms of matrices. Let J be the Ja-
cobson radical of Λ with Jm 6= 0, Jm+1 = 0, and Λ/J ∼= ke1×· · ·×kes with {e1, e2, · · · , es}
being a complete set of orthogonal primitive idempotents of Λ. Let us first take a k-basis
of eiJ
mej, 1 ≤ i, j ≤ s. Suppose we have already had a basis of J
l, and then extend it
to a k-basis of J l−1, such that the images of the added new elements form a k-basis of
ei(J
l−1/J l)ej , for 1 ≤ i, j ≤ s. The obtained k-basis of J is denoted by
B = {ζ1, ζ2, · · · , ζt−s}
ON GENERALIZED JORDAN FORMS 7
with a fixed order given above, where t = dimΛ. Moreover, by adding the primitive
idempotents e1, e2, . . . , es after ζt−s, we obtain an ordered k-basis of Λ.
Given any a ∈ Λ, we define a map a¯ : Λ → Λ given by a¯(b) = ab, which is a k-
linear transformation of the k-vector space Λ. Then ζi and ej will correspond to some t× t
matrices ζ¯i and e¯j under the ordered basis respectively, which are upper triangular because
of the order of the basis. Thus a matrix algebra Λ˜ follows, which is upper triangular and
isomorphic to Λ, with a k-basis {ζ¯1, · · · , ζ¯t−s, e¯1, · · · , e¯s}. And Λ˜ is usually called a left
regular representation of Λ.
Example 1. Let Q = q❥ ❥
❥
✻
✲
✻a
b
c be a quiver, kQ be the path algebra of Q,
I = 〈a2, b2, c2, ab, ba, bc, cb, ca, ac〉
be an ideal of kQ generated by the elements in the bracket, and Λ = kQ/I. We denote the
residue classes of {e, a, b, c} in Λ still by {e, a, b, c} respectively. Then an ordered k-basis
{c, b, a, e} of Λ yields
Λ˜ =


s1 0 0 s4
s1 0 s3
s1 s2
s1
 | ∀si ∈ k
 ,
radΛ˜ =


0 0 0 mc
0 0 mb
0 ma
0
 | ∀ma,mb,mc ∈ k
 .
Example 2. Let Q =
r r r✛✛ ✲
321
a
b
c
be a quiver and Λ = kQ be the path
algebra of Q. If we choose an ordered k-basis {c, b, a, e1, e2, e3} of Λ, then
Λ˜ =


s2 0 0 0 0 s6
s2 0 s5 0 0
s2 s4 0 0
s1 0 0
s2 0
s3
 | ∀si ∈ k

;
radΛ˜ =


0 0 0 0 0 mc
0 0 mb 0 0
0 ma 0 0
0 0 0
0 0
0
 | ∀ma,mb,mc ∈ k

.
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Example 3. [R1, D] Let Q = q❥ ❥✻✻a b be a quiver, I = 〈a2, ba − αab, ab2, b3〉 be
an ideal of kQ with α ∈ k being a fixed non-zero constant, and let algebra Λ = kQ/I.
Denote the residue classes of e, a, b in Λ still by e, a, b respectively. Moreover let us set
c = b2, d = ab. Then an ordered k-basis {d, c, b, a, e} of Λ yields
Λ˜ =


s1 0 s2 αs3 s5
s1 s3 0 s4
s1 0 s3
s1 s2
s1
 | ∀si ∈ k
 ,
radΛ˜ =


0 0 ma αmb md
0 mb 0 mc
0 0 mb
0 ma
0
 | ∀ma,mb,mc,md ∈ k
 .
Example 4. Let Q =
r r r r r
r
❏
❏
❏❏❫
❇
❇
❇❇◆❄
✂
✂
✂✂✌
✡
✡
✡✡✢
1 2 3 4 5
6
a b c d f
be a quiver and Λ = kQ be the path algebra of
Q. Then an k-basis {f, d, c, b, a, e1, e2, e3, e4, e5, e6} of Λ yields
Λ˜ =


s5 0 0 0 0 0 0 0 0 0 s11
s4 0 0 0 0 0 0 0 0 s10
s3 0 0 0 0 0 0 0 s9
s2 0 0 0 0 0 0 s8
s1 0 0 0 0 0 s7
s1 0 0 0 0 0
s2 0 0 0 0
s3 0 0 0
s4 0 0
s5 0
s6

| ∀si ∈ k

;
ON GENERALIZED JORDAN FORMS 9
radΛ˜ =


0 0 0 0 0 0 0 0 0 0 mf
0 0 0 0 0 0 0 0 0 md
0 0 0 0 0 0 0 0 mc
0 0 0 0 0 0 0 mb
0 0 0 0 0 0 ma
0 0 0 0 0 0
0 0 0 0 0
0 0 0 0
0 0 0
0 0
0

| ∀ma,mb,mc,md,mf ∈ k

.
2.2 The bimodule problem (K,M, H)
Definition 2.2.0 [CB2] By a bimodule problem we mean a triple (K,M, d), where K
is a k-algebra, M is a K-K-bimodule, and d : K →M is a derivation. 
Proposition 2.2.0 (given by Crawley-Boevey) Let (K,M, d) be a bimodule problem,
then there exist
(1) a positive integer t;
(2) an upper triangular matrix algebra K ⊂ Mt(k) and an algebra isomorphism ϕ :
K → K;
(3) a K-K-bimoduleM⊂Mt(k), and an isomorphism ψ :M →M, such that ψ(xm) =
ϕ(x)ψ(m), ψ(mx) = ψ(m)ϕ(x) for any x ∈ K,m ∈M ;
(4) a fixed matrix H ∈Mt(k), such that ψ(d(x)) = ϕ(x)H −Hϕ(x) for any x ∈M .
Proof. Let N =M ⊕K as vector spaces. We define a K-K-bimodule structure on N
given by y(m,x) = (ym, yx), and (m,x)y = (my − xd(y), xy) for any m ∈M,x, y ∈ K. If
we choose h = (0, 1) ∈ N , then
xh− hx = x(0, 1) − (0, 1)x = (0, x) − (−d(x), x) = (d(x), 0) ∈M.
Let A = K ⊕ N be an algebra with multiplication (x, n)(x′, n′) = (xx′, xn′ + nx′). It is
clear that M ⊂ N ⊂ A and K ⊂ A. Since N2 = 0, the idea N ⊂ rad(A). Thus any
complete set of orthogonal primitive idempotents of K is also that of A. Suppose that
dim(A) = t, choose a suitable k-basis of rad(A) = rand(K)⊕N according to the method
given in 2.1, we can embed A as a upper triangular subalgebra A˜ ⊂Mt(k), i.e there is an
algebra isomorphism θ : A→ A˜. Denote by ϕ the restriction of θ on K, by ψ that on M .
And let K = ϕ(K), M = ψ(M), H = θ(h), the proof is completed. 
Proposition 2.2.0 suggests the following definition of bimodule problems in terms of
matrices in order to do some calculations.
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Definition 2.2.1 A bimodule problem (K,M,H) given by matrices consists of
the following datum:
I. A linearly ordered set of integers T = {1, 2, · · · , t} and an equivalent relation ∼ on
T , where
T/∼= {I1,I2, · · · ,Is}.
II. An upper triangular matrix algebra K = {(sij)t×t ∈ Mt(k)}, where sii = sjj when
i ∼ j; sij, when i < j, satisfy the following system of homogeneous linear equations
in indeterminates xij : ∑
I∋i<j∈J
clijxij = 0,
where the coefficients clij ∈ k, the equations are indexed by 1 ≤ l ≤ qIJ for some
qIJ ∈ N, and for each pair
(I,J ) ∈ (T/∼) × (T/∼).
III. A K-K-bimodule M = {(mij)t×t ∈ Mt(k)}, where mij satisfy the following system
of homogeneous linear equations in indeterminates zij :∑
(i,j)∈I×J
dlijzij = 0,
where the coefficients dlij ∈ k, the equations are indexed by 1 ≤ l ≤ q
′
IJ for some
q′IJ ∈ N, and for each pair
(I,J ) ∈ (T/∼) × (T/∼).
IV. A fixed matrix H = (hij)t×t ∈ Mt(k), where hij = 0 when i ≁ j. And a derivation
d : K →M is given by
d(S) = SH −HS
for any S ∈ K. 
It is obvious that (K,M,H) is a bimodule problem in the sense of Definition 2.2.0. We
stress that definition 2.2.1 is a modification of definition 1.1 of [S]. Sometimes we write
(K,M) instead of (K,M,H) for short.
Corollary 2.2.1 {EI =
∑
i∈I Eii | ∀ I ∈ T/∼} is a complete set of primitive idem-
potents of K. And d(EI) = 0, ∀ I ∈ T/ ∼. 
Sometimes we write sI = sii for any i ∈ I.
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Proposition 2.2.1 Let Λ be a k-algebra of dimension t having s pairwise orthogonal
primitive idempotents, let Λ˜ be the left regular representation of Λ defined in 2.1. Set
K =
(
Λ˜ 0
0 Λ˜
)
, M =
(
0 radΛ˜
0 0
)
, H = (0).
and
T = {1, 2, · · · , t; t+ 1, t+ 2, · · · , 2t},
is the set of row (or column) indices of K,
T/∼= {I1, · · · ,Is;Is+1, · · · ,I2s},
where Il = {i|sii = silil for a fixed il ∈ T}. Then (K,M,H) is a bimodule problem. 
The rest of this subsection is devoted to illustrating the representation categoryMat(K,
M) of a bimodule problem (K,M,H), whose objects and morphisms are both given by
matrices. The category is coincide with that given in [CB2].
A vector n = (n1, n2, · · · , nt) ∈ N
t is called a size vector of (T,∼) provided that ni = nj
when i ∼ j in T . And n =
t∑
i=1
ni is called the size of n. On the other hand, if we denote
ni by nI ∀ i ∈ I, then d = (nI1 , nI2 , · · · , nIs) is called a dimension vector of (T,∼), and
d =
∑
I∈T/∼
nI is called the dimension of d.
Let n be any size vector,
Mn = {(Nij)t×t | Nij are ni × nj blocks satisfying the equation system III }.
Then any partitioned matrix N ∈ Mn is called a representation, or a matrix over (K,M)
of size vector n.
If m is also a size vector of (T,∼), M ∈ Mm. Let
Km×n = {(Sij)t×t | Sij are mi × nj blocks },
where Sij = 0 if i > j; Sii = Sjj if i ∼ j; Sij satisfy the equation system II if i < j. Then
a partitioned matrix S ∈ Km×n is called a morphism from M to N , provided that
MS − SN = d(S),
or equivalently
(M +Hm)S = S(N +Hn),
where if H = (hij)t×t, then Hn = (Hij)n×n is a partitioned matrix with Hij = 0 if i 6∼ j,
and Hij = hijIni if i ∼ j. Hm is defined similarly for the size vector m. We denote the
partitioned diagonal part of S by S0.
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A morphism S : M → N is called an isomorphism provided that S is invertible. In
this case, M and N are said to be isomorphic, and denoted by M ≃ N .
Corollary 2.2.2 (1) If S ∈ Km×n, and S
′ ∈ Kn×m such that SS
′ = I, S′S = I, then
S0S
′
0 = I, S
′
0S0 = I.
(2) If M ≃ N , then m = n.
Proof. (1) The reason is that S and S′ are both partitioned upper triangular.
(2) If S : M → N and S′ : N → M are morphisms, such that SS′ = idM , and
S′S = idN , then SIS
′
I = ImI and S
′
ISI = InI for any I ∈ T/∼. Thus mI = nI ,
consequently m = n as desired. 
Finally we fix some notations of various indices used in this paper by an example.
The equivalent classes in T/ ∼ are denoted by italic English letters I,J ,P,Q, · · · ; the
positive integers in T by lower-case English i, j, p, q, · · · ; the usual row and column indices
of a matrix by lower-case Greek α, β, γ, · · · . And we write α ∈ i, β ∈ j whenever the
(α, β)-entry is sitting at the (i, j)-block.
Example. See Example 2 of 2.1 and Proposition 2.2.1. In the corresponding bimodule
problem of Λ, T = {1, 2, 3, · · · , 12},
I1 = {1, 2, 3, 5}, I2 = {4}, I3 = {6}, I4 = {7, 8, 9, 11}, I5 = {10}, I6 = {12}.
Let
m = (2, 2, 2, 0, 2, 0; 0, 0, 0, 2, 0, 1)
be a size vector of (T,∼). Let us take
il = l, l = 1, 2, · · · , 12; and αj = j, j = 1, · · · , 11.
Then α1, α2 ∈ i1; α3, α4 ∈ i2; α5, α6 ∈ i3; α7, α8 ∈ i5; α9, α10 ∈ i10; α11 ∈ i12. The
following is an 11 × 11 matrix M ∈ Mat(K,M) of size vector m, and a morphism S ∈
End(K,M)(M).
0 0
0 1
1 0
0 λ
0
1
M=
,
S=
s1 0
s20
s1 0
s20
s1 0
s20
s1 0
s20
s2 0
s10
s1
i1
i2
i3
i5
i10
i12
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2.3 The triangular basis of (K,M)
Definition 2.2.1 shows that M and radK are solution spaces of the equation systems
III and II respectively. Some nice triangular bases of the spaces will be chosen in this
subsection.
Definition 2.3.1 Let M = (mij)t×t be a matrix. An order on the indices is defined
as follows: (i, j) ≺ (i′, j′) provided that i > i′ or i = i′, j < j′. The order is also valid on
the indices of blocks of a t× t partitioned matrix.
In fact there are many possibilities to define an order on the indices of a t× t matrix.
For example, (i, j) ≺ (i′, j′) if j < j′, or j = j′, i > i′. Another example: (i, j) ≺ (i′, j′) if
i− j > i′ − j′, or i− j = i′ − j′, i > i′.
The principle is to ensure that (the index of mijsjj′) ≻ ( that of mij) when j < j
′, and
( the index of si′imij) ≻ ( that of mij) when i
′ < i for any entry mij of M in M, and
sjj′, si′i of S in K. In this paper we use mainly the order given by Definition 2.3.1, unless
otherwise stated.
Lemma 2.3.1 Let
∑n
j=1 dijzj = 0, i = 1, 2, · · · ,m, be a system of homogeneous linear
equations. Then there exists a unique choice of free indeterminates zp1 , · · · , zpr such that
zj1 =
∑r
l=1 a1lzpl
zj2 =
∑r
l=1 a2lzpl
. . .
zjn−r =
∑r
l=1 an−r,lzpl
where p1 < p2 < · · · < pr, j1 < j2 < · · · < jn−r, and pl < jk, whenever akl 6= 0 for each
1 6 k 6 n− r.
Proof. n = 1 is trivial. Suppose that the assertion is true for (n− 1) indeterminates,
and we are in the case of n indeterminates. If z1 = 0, then replacing z1 by 0, we obtain a
new system with (n−1) indeterminates. If z1 6= 0, then z1 is taken as a free indeterminate.
Suppose that z1, z2, · · · zj1−1 are free, but zj1 =
∑j1−1
l=1 a1lzl, then substituting zj1 for∑j1−1
l=1 a1lzl we obtain a new system with (n − 1) indeterminates. Thus the assertion
follows by induction. 
The lemma allows us to choose some nice basis for M (resp. radK) according to the
order given in Definition 2.3.1. Let
zp1
IJ
,q1
IJ
, · · · , z
p
rIJ
IJ
,q
rIJ
IJ
be all the free indeterminates of the equation system III of Definition 2.2.1 for any fixed
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(I,J ), such that (p1IJ , q
1
IJ ) ≺ · · · ≺ (p
rIJ
IJ , q
rIJ
IJ ) and
zij =
rIJ∑
w=1
awIJ (i, j)zpwIJ q
w
IJ
,
where (pwIJ , q
w
IJ ) ≺ (i, j) whenever a
w
IJ (i, j) 6= 0, for i ∈ I, j ∈ J . Define a set
AIJ = {ρ
w
IJ = EpwIJ ,q
w
IJ
+
∑
(i,j)∈I×J
awIJ (i, j)Eij | 1 6 w 6 rIJ }, and
A =
⋃
I,J∈T/∼
AIJ .
(1)
Then AIJ is a k-basis of the solution space EIMEJ of equation system III of Definition
2.2.1 for any fixed pair (I,J ). Moreover A is a k-basis of M.
Similarly we can choose a k-basis BIJ of the solution space EI(radK)EJ of the equa-
tion system II of Definition 2.2.1 for any fixed pair (I,J ), and obtain a k-basis of radK:
BIJ = {ζ
w
IJ = Ep¯wIJ q¯
w
IJ
+
∑
I∋i<j∈J
bwIJ (i, j)Eij | 1 6 w 6 r¯IJ }, and
B =
⋃
I,J∈T/∼
BIJ .
(2)
The pair (A,B) is said to be a triangular basis of bimodule problem (K,M).
2.4 An order on triangular basis
Definition 2.4.1 There is a natural linear order on A : ρwIJ ≺ ρ
w′
I′J ′ provided
(pwIJ , q
w
IJ ) ≺ (p
w′
I′J ′ , q
w′
I′J ′). Let us take
(p, q) = (pw0PQ, q
w0
PQ) = min{(p
w
IJ , q
w
IJ ) | w = 1, · · · , rIJ ,∀(I,J ) ∈ (T/∼) × (T/∼)},
and ρ = ρw0PQ, then p ∈ P, q ∈ Q. Similarly there is also a linear order on B.
Proposition 2.4.1 Let (A,B) be the triangular basis of a bimodule problem (K,M,H).
If the left and right module actions are
ζuILρ
v
LJ =
∑
w
lc
( w
IJ
)( u
IL
)( v
LJ
)ρwIJ ,
ρuILζ
v
LJ =
∑
w
rc
( w
IJ
)( u
IL
)( v
LJ
)ρwIJ
respectively, with the structure constants lc, rc ∈ k, then ρ
w
IJ ≻ ρ
v
LJ for the first case,
and ρwIJ ≻ ρ
u
IL for the second case.
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Proof. We will only prove the first one, and the second one can be obtained similarly.
ζuILρ
v
LJ = (Ep¯uILq¯
u
IL
+
∑
I∋i<l∈L
buIL(i, l)Eil)(EpvLJ q
v
LJ
+
∑
(l′,j)∈L×J
avLJ (l
′, j)El′j)
by Formulae (1) and (2) in 2.3. We may write
ζuIL =
∑
I∋i<l∈L
buIL(i, l)Eil with b
u
IL(p
u
IL, q
u
IL) = 1
and
ρvLJ =
∑
(l′,j)∈L×J
avLJ (l
′, j)El′j with a
v
LJ (p
v
LJ , q
v
LJ ) = 1
for simplicity. Then
EilEl′j =
{
Eij when l = l
′,
0 otherwise,
since ζuIL is an upper triangular nilpotent matrix, i < l. Thus (i, j) ≻ (l
′, j)  (pvLJ , q
v
LJ ),
i.e. the indices of Eij in the expression of ρ
w
IJ in the first formula are all greater than
(pvLJ , q
v
LJ ). Therefore ρ
w
IJ ≻ ρ
v
LJ as required. 
Let C,D be two partitioned matrices. We write
C ≡≺(p,q) D (resp. C ≡(p,q) D)
if (i, j)-blocks of C,D are the same for all (i, j) ≺ (p, q) (resp. (i, j)  (p, q)).
Corollary 2.4.1 Let (K,M,H) be a bimodule problem, with a pair (p, q) given by
Definition 2.4.1. Then
SH ≡≺(p,q) HS
for any S ∈ K.
Proof. Since d(S) = SH − HS ∈ M by IV of Definition 2.2.1, and all the entries,
which are smaller than (p, q) in a matrix of M, equal zero, so that SH − HS ≡≺(p,q) 0,
i.e. SH ≡≺(p,q) HS. 
Let D = Homk(−, k) be the usual dual functor. Let M
∗ = DM, and (radK)∗ =
D(radK) be the dual space of M and radK respectively. Then we write their dual bases
respectively by
A∗ = {(ρwIJ )
∗ | 1 6 w 6 rIJ ,∀ (I,J ) ∈ (T/∼)× (T/∼)} (3)
B∗ = {(ζwIJ )
∗ | 1 6 w 6 rIJ ,∀ (I,J ) ∈ (T/∼)× (T/∼)} (4)
thus (ρwIJ )
∗ can be regarded as the coefficient functions of ρwIJ in M and (ζ
w
IJ )
∗ as those
of ζwIJ in radK, which yield a dual structure of the bimodule problem (see 3.6 below).
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The linear order on A is transferred to that on A∗, namely, (ρwIJ )
∗ ≺ (ρw
′
I′J ′)
∗ provided
ρwIJ ≺ ρ
w′
I′J ′ . And B
∗ is also ordered such that (ζwIJ )
∗ ≺ (ζw
′
I′J ′)
∗ provided ζwIJ ≺ ζ
w′
I′J ′ .
Example. See Example 3 of 2.1, and Proposition 2.2.1. In the corresponding bimodule
problem of Λ,
ρ1 = E4,10 + E18 = a, ρ
2 = E3,10 + E28 + αE19 − b, ρ
3 = E2,10 = c, ρ
4 = E1,10 = d;
and
(ρ1)∗ = a∗, (ρ2)∗ = b∗, (ρ3)∗ = c∗, (ρ4)∗ = d∗,
if the k-basis of rad(Λ), a, b, c, d still stand for the k-basis of rad(Λ˜), as well as
(
0 radΛ˜
0 0
)
with a ≺ b ≺ c ≺ d, and a∗, b∗, c∗, d∗ are dual basis.
2.5 Weyr matrices
Let
J(λ) = Jd(λ)
ed ⊕ Jd−1(λ)
ed−1 ⊕ · · · ⊕ J1(λ)
e1
be a direct sum of Jordan blocks with a common eigenvalue λ, where ej stands for the
number of the summands of Jj(λ), write
mj = ed + ed−1 + · · · + ej
for j = 1, 2, · · · , d. Then m1 ≥ m2 ≥ · · · ≥ md, and ej = mj − mj+1, md+1 = 0. The
following partitioned matrix Wλ is called a Weyr matrix of eigenvalue λ:
Wλ =

λIm1 W12 0 · · · 0 0
λIm2 W23 · · · 0 0
λIm3
. . . 0 0
. . .
. . .
...
λImd−1 Wd−1,d
λImd

d×d
, Wj,j+1 =
(
Imj+1
0
)
mj×mj+1
.
Lemma 2.5.1 Wλ is obtained from J(λ) by a series of elementary transformations of
exchanging rows and columns simultaneously. 
The following is called a vector of Wλ:
e = (ed ed−1 ed−2 · · · e3 e2 e1
ed ed−1 ed−2 · · · e3 e2
· · · · · ·
ed ed−1 ed−2
ed ed−1
ed).
(5)
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For example, given a Jordan form J4(λ)
2 ⊕ J2(λ)
3, we have m1 = 2 + 0 + 3 + 0 = 5,
m2 = 2 + 0 + 3 = 5, m3 = 2 + 0 = 2, m4 = 2,
e = (2 0 3 0
2 0 3
2 0
2),
Wλ =

λI5 I5
λI5
I2
0
λI2 I2
λI2

.
Let λ1, λ2, · · · , λα be a set of eigenvalues which are pairwise different, then
W = diag(Wλ1 ,Wλ2 , · · · ,Wλα)
is called a Weyr matrix with a vector
e = (e1, e2, · · · , eα),
where el is a vector of Wλl defined in Formula (5). From now on we will fix an order on
the base field k, such that
λ1 < λ2 < · · · < λα.
For example, if k is the field of complex numbers, we may use the lexicographic order:
a+ bi < c+ di provided a < c or a = c but b < d.
Corollary 2.5.1 Any square matrix over k is similar to a unique Weyr matrix under
a fixed order of k. 
Let W be a Weyr matrix, X be a square matrix having the same size as W . Then an
equation WX = XW gives
X = diag(X1, · · · ,Xl, · · · ,Xα).
Denote Xl by Y , and dl by d, then Y = (Yij)d×d, where Yij = 0 when i > j, and
Yij =

Uh11 U
h
12 · · · U
h
1j′
· · · · · ·
Uhh1 U
h
h2 · · · U
h
hj′
Uhh+1,2 · · · U
h
h+1,j′
. . .
...
Uhi′j′

i′×j′
when i 6 j, where h = j − i + 1, i′ = d − i+ 1, j′ = d − j + 1, and Uhgr are eg′ × er′ free
matrices, where g′ = d − g + 1, r′ = d − r + 1. For example, if W = Wλ is given above,
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then
X =

U111 U
1
13
U133
U211 U
2
13
0 U233
U311
U331
U411
U431
U111 U
1
13
U133
U211
0
U311
U331
U111 U
2
11
U111

4×4
.
2.6 Reductions
Let (K,M,H) be a bimodule problem, (A,B) be the triangular basis, and (A∗, B∗)
the dual basis. Define two matrices
R0 =
∑
I
(EI)
∗ ⊗k EI +
∑
(I,J )
r¯IJ∑
w=1
(ζwIJ )
∗ ⊗k ζ
w
IJ ,
N0 =
∑
(I,J )
rIJ∑
w=1
(ρwIJ )
∗ ⊗ ρwIJ .
where the tensor product is the usual tensor product of matrices, i.e if
C = (cij)p×q, D = (dij)t×s, then C ⊗k D = (C · dij)t×s.
And we regard the coefficient functions (EI)
∗, (ζwIJ )
∗, (ρwIJ )
∗ as indeterminates. Clearly,
if the values of
((EI)
∗, (ζwIJ )
∗ | ∀ I, 1 ≤ w ≤ rIJ , (I,J ) ∈ T/ ∼ ×T/ ∼)
range over kdimK, we obtain the algebra K; and if the values of
((ρwIJ )
∗ | 1 ≤ w ≤ rIJ , (I,J ) ∈ T/ ∼ ×T/ ∼)
run over kdimM, we obtain the bimodule M. The (pwIJ , q
w
IJ )-th elements of N0 are said
to be free, and the others are said to be dependent (see Formula (1) of 2.3).
Next we fix a size vector n of (T,∼), consider the partitioned upper triangular matrix
algebra Kn×n, bimoduleMn and matrix Hn. it is obvious that Kn×n is Morita equivalent
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to K if nI 6= 0, ∀ I ∈ T/∼; and Kn×n is not basic if there exists some I ∈ T/∼, such that
nI > 1. Let
R =
∑
I
(EI)
∗ ⊗ EI +
∑
(I,J )
r¯IJ∑
w=1
(ζwIJ )
∗ ⊗ ζwIJ ,
N =
∑
(I,J )
rIJ∑
w=1
(ρwIJ )
∗ ⊗ ρwIJ ,
(6)
where (EI)
∗, (ζwIJ )
∗ and (ρwIJ )
∗ are nI × nI , nI × nJ and nI × nJ matrices with all the
entries being indeterminates respectively. It is clear that if the values of (EI)
∗ and (ζwIJ )
∗
range over ∏
I∈T/∼
MnI (k)×
∏
I,J∈T/∼
MnI×nJ (k)
rIJ ,
we obtain Kn×n; and if the values of (ρwIJ )
∗ run over∏
I,J∈T/∼
MnI×nJ (k)
rIJ ,
we obtain Mn. And (N,R, n) is called a triple of bimodule problem (K,M,H). The
(pwIJ , q
w
IJ )-th blocks of N are said to be free, and the others are said to be dependent (see
Formula (1) of 2.3).
The matrix N0 may be regarded as a “universal matrix” of M, and R0 a “universal
matrix” of K or a “universal endomorphism” of N0. Similarly, N may be regarded as a
“universal matrix” of Mn, and R a “universal matrix” of Kn or a “universal endomor-
phism” of N . Consider the matrix equation
(N +Hn)R = R(N +Hn).
Let (p, q) be as in Definition 2.4.1, thenNpq is the first non-zero block of N . Then Corollary
2.4.1 ensures that HnR ≡≺(p,q) RHn, i.e. the blocks before (p, q) are really equal on both
sides. And the (p, q)-block of the equation is
(Hn)p1X1q + · · ·+ (Hn)p,q−1Xq−1,q + (Hn)pqXqq +NpqXqq
= XppNpq +Xpp(Hn)pq +Xp,p+1(Hn)p+1,q + · · ·+Xpt(Hn)tq.
Since (Hn)ij = 0 when i ≁ j, (Hn)ij = hijIni when i ∼ j by IV of Definition 2.2.1, and
(Hn)pqXqq = Xpp(Hn)pq in both cases p ≁ q and p ∼ q, the above equation is equivalent
to the following:
NpqXqq −XppNpq =
t∑
l=p+1
Xplhlq −
q−1∑
l=1
hplXlq. (7)
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Let us define a new equation
t∑
l=p+1
xplhlq −
q−1∑
l=1
hplxlq = 0. (8)
And define a constant matrix Npq with the same size of Npq in the following 3 cases
[D, CB1, S]:
Regularization. If the equation system II of Definition 2.2.1 at (P,Q) do not imply
equation (8), then let Npq = 0. And denote zero here by ∅, i.e. Npq = ∅, to distinguish
0’s coming from regularization or from other cases.
If the equation system II of Definition 2.2.1 at (P,Q) implies equation (8), then
NpqXqq = XppNpq. (9)
Edge reduction. When p ≁ q, let
Npq =
(
0 Ir
0 0
)
np×nq
for some r ≤ min{np, nq}.
Loop reduction. When p ∼ q, then Xpp = Xqq, let
Npq =W
for some Weyr matrix W .
As soon as Npq has been fixed, we obtain a new triple (N
′, R′, n′) as follows. We first
define a new vector n′ according to the 3 cases respectively. Regularization: n′ = n; Edge
reduction: n′ is obtained from n by splitting each component ni, ∀ i ∈ P, into (ni1 , ni2)
when ni1 = r, ni2 = nP − r; and nj, ∀j ∈ Q, into (nj1 , nj2) when nj1 = nQ − r, nj2 = r;
Loop reduction: n′ is obtained from n by splitting each component ni, ∀ i ∈ P, into
e = (e1, · · · el, · · · eα) given in 2.5. Let
(Hn)
′ = Hn +Npq ⊗ ρ,
N ′ = N −Npq ⊗ ρ,
R′ is a restriction of R given by R′(Hn)
′ ≡(p,q) (Hn)
′R′
(10)
Then R′ satisfies equation system II of Definition 2.2.1 and equation (7), if we replace Npq
by Npq. R
′ determines a partitioned upper triangular matrix algebra (Kn)
′, which is not
basic in general. Similarly N ′ determines a (Kn)
′-(Kn)
′-bimodule (Mn)
′. The procedure
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of regularization, edge reduction and loop reduction is called a reduction for the triple
(N,R, n).
We will construct an induced bimodule problem (K′,M′,H ′) from (K,M,H) given by
each reduction for (N,R, n), such that K′ is basic in 3.1. we will also show in 3.1 that
(Kn)
′ = K′n′ , (Mn)
′ =M′n′ and (Hn)
′ = H ′n′ .
Thus (N ′, R′, n′) is a triple of (K′,M′,H ′).
22 Zhang Yingbo and Xu Yunge
3 Induced bimodule problems
In this section we will describe the induced bimodule problem (K′,M′,H ′) given by one
of three reductions respectively, and give a nice functor ϑ : Mat(K′,M′) → Mat(K,M).
In the end, we will present an explicit correspondence between bimodule problems and
their dual structure — bocses. In particular we show the differentials of the arrows of a
bocs in terms of the multiplication of matrices.
3.1 Induced bimodule problems
Now we construct an induced bimodule problem (K′,M′,H ′) from the bimodule prob-
lem (K,M,H) after one of the three reductions given in 2.6 respectively.
Regularization. I. Let T ′ = T , ∼′=∼. Then n′ is a size vector of (T ′,∼′).
II. K′ = {S′ ∈ K | S′ satisfies the equation (8) of 2.6}.
III. M′ = {M ′ ∈ M | M ′ satisfies the equation zpq = 0}, which is a K
′-K′-bimodule
by Proposition 2.4.1.
IV. H ′ = H + ∅ ⊗ ρ which implies H ′n′ = (Hn)
′ and (H ′n′)pq = Npq.
Edge reduction. The equation at the (p, q)-block of R′(Hn)
′ ≡(p,q) (Hn)
′R′ is as
follows: (
0 Ir
0 0
)
X ′qq = X
′
pp
(
0 Ir
0 0
)
,
which yields
X ′pp =
(
Xp1p1 Xp1p2
0 Xp2p2
)
, X ′qq =
(
Xq1q1 Xq1q2
0 Xq2q2
)
,
and Xp1p1 = Xq2q2 .
I. Define a size vector n˜ ∈ (T,∼) by n˜I = 1, ∀ I ∈ T/∼ \{P,Q}; and (i) n˜P = n˜Q = 2
when min{nP , nQ} > r > 0; (ii) n˜P = 2, n˜Q = 1 when nP > r, nQ = r > 0; (iii) n˜P = 1,
n˜Q = 2 when nP = r > 0, nQ > r; (iv) n˜P = n˜Q = 1 when nP = nQ = r > 0; (v)
n˜P = n˜Q = 1 when r = 0. Let T
′ be obtained from T by splitting i, ∀i ∈ P, into i1, i2 in
cases (i) and (ii), into i1 in cases (iii) and (iv), into i2 in case (v), and splitting j, ∀j ∈ Q,
into j1, j2 in cases (i) and (iii), into j2 in cases (ii) and (iv), into j1 in case (v). Define
(P ∪ Q)′ = {i1, j2 | ∀i ∈ P, ∀j ∈ Q},
P ′ = {i2 | ∀i ∈ P} and Q
′ = {j1 | ∀j ∈ Q}.
Then
T ′/ ∼′= (T/∼ \{P,Q}) ∪ {P ′,Q′, (P ∪ Q)′}.
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n′ is a size vector of (T ′,∼′).
II. K′ = {S′ ∈ Kn˜×n˜ | S
′ satisfies the following additional equations}:
xi1i2 − xp1p2 = 0, ∀i ∈ P and xj1j2 − xq1q2 = 0, ∀j ∈ Q.
III.M′ = {M ′ ∈ Mn˜ |M
′ satisfies zpq = 0}, which is a K
′-K′-bimodule by Proposition
2.4.1.
IV. H ′ = Hn˜ + U ⊗ ρ, where
U =
(
0 1
0 0
)
,
(
1
0
)
, (0 1), (1), (0)
according to cases (i)–(v) of n˜ respectively. H ′n′ = (Hn)
′ and (H ′n′)pq = Npq.
Loop reduction. The equation
WX ′qq = X
′
ppW
gives a new index set. Namely we define a linearly ordered set of indices according to
e = (e1, · · · el, · · · eα) in order to define T ′:
δil = ( δil1,d δ
il
1,d−1 δ
il
1,d−2 · · · δ
il
1,3 δ
il
1,2 δ
il
1,1
δil2,d δ
il
2,d−1 δ
il
2,d−2 · · · δ
il
2,3 δ
il
2,2
· · · · · ·
δild−2,d δ
il
d−2,d−1 δ
il
d−2,d−2
δild−1,d δ
il
d−1,d−1
δild,d )
for each i ∈ P, 1 ≤ l ≤ α. For example, the row and column indices of the blocks of X
given in example of 2.5 can be expressed by the elements of δ in the table below:
❳❳❳❳❳❳❩
❩
❩❩
row
h
column
δ14
δ12
δ24
δ22
δ34
δ44
δ14 δ12 δ24 δ22 δ34 δ44
1 1 2 2 3 4
1 2 2 3 4
1 1 2 3
1 2 3
1 2
1
I. T ′ is obtained from T by splitting i ∈ P into
{δilgr | e
l
r 6= 0, 0 ≤ g ≤ r; r = dl, dl − 1, · · · , 2, 1; l = 1, 2, · · · , α}.
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where elr is the (dl − r + 1)-th component of e
l. And
T ′/∼′= (T/∼ \P) ∪ {P lr | 1 ≤ r ≤ dl, l = 1, 2, · · · , α},
where P lr = {δ
il
gr ∈ T
′ | 1 ≤ g ≤ r,∀ i ∈ P}. Then n′ is a size vector of (T ′,∼′).
Moreover we define a size vector n˜ of (T,∼) with n˜I = 1, ∀ I ∈ T/∼ \{P}, and
n˜P = #{δ
pl
gr ∈ T
′} =
α∑
l=1
dl∑
r=1
δlr · r,
where δlr = 1, if e
l
r 6= 0, and δ
l
r = 0, if e
l
r = 0.
II. K′ = {S′ ∈ Kn˜×n˜ | S
′ satisfies the following additional equations}:
xδil
g′
1
r
δil
g′
2
s
− x
δplg1rδ
pl
g2s
= 0,
where g′2 − g
′
1 = g2 − g1 = h − 1, s − r < h, g1, g
′
1 ≤ r, g2, g
′
2 ≤ s, 1 ≤ r, s ≤ dl,
l = 1, 2, · · · , α, ∀ i ∈ P; and
xδilg1rδ
il
g2s
= 0
where g2 − g1 = h− 1, s− r ≥ h, g1 ≤ r, g2 ≤ s, 1 ≤ r, s ≤ dl, l = 1, 2, · · · , α, ∀ i ∈ P.
III.M′ = {M ′ ∈ Mn˜ |M
′ satisfies zpq = 0} which is a K
′-K′-bimodule by Proposition
2.4.1.
IV. H ′ = Hn˜ + W˜ ⊗ ρ with W˜ being a Weyr matrix similar to
α⊕
l=1
1⊕
r=dl
Jr(λl)
δlr , where
δlr are as in the end of I. Thus H
′
n′ = (Hn)
′ and (H ′n′)pq = Npq.
Corollary 3.1.1 n′
Plr
= elr where 1 ≤ r ≤ dl, l = 1, · · · , α. ✷
Proposition 3.1.1. In the above 3 procedures, H ′ satisfies IV of Definition 2.2.1.
Let d′(S′) = S′H ′ − H ′S′ for any S′ ∈ K′, we obtain a derivation from K′ to M′. Thus
(K′,M′,H ′) is a bimodule problem, and (N ′, R′, n′) is a triple of (K′,M′,H ′).
Proof. S′H ′ ≡(p,q) H
′S′ implies that d′(S′) ∈ M′. 
The procedure of regularization, edge reduction or loop reduction given above is called
a reduction of bimodule problem (K,M,H), and (K′,M ′,H ′) is called an induced bimodule
problem of (K,M,H). There is a map
(ϑ1, ϑ0) : (K
′,M′)→ (Kn˜×n˜,Mn˜),
such that the algebra homomorphism ϑ1 : K
′ → Kn˜×n˜, and the K
′-K′-bimodule homomor-
phism ϑ0 :M
′ →Mn˜ are both natural embeddings.
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3.2 Deletions and size changes
In this subsection we first define the 4-th reduction algorithm, so called deletion. Let
(K,M,H) be a bimodule problem, n˜ a size vector of (T,∼) with n˜I = 1 or 0. Let
T ′ = {i | n˜i = 1}, ∼
′=∼ |T ′ , K
′ = Kn˜×n˜, M
′ =Mn˜, H
′ = Hn˜.
Then we obtain an induced bimodule problem (K′,M′,H ′) from (K,M,H) by deleting a
subset of equivalent classes {I | n˜I = 0} from T/ ∼. And we have a a map
(ϑ1, ϑ0) : (K
′,M′)→ (K,M),
such that the algebra homomorphism ϑ1 : K
′ → K, and the K′-K′-bimodule homomor-
phism ϑ0 :M
′ →M are both natural embeddings.
The following observations are straightforward.
(1) Given any size vector n of (T,∼), we define a size vector n˜ according to n with
n˜I = 1 when nI 6= 0, and n˜I = 0 when nI = 0. Then we obtain an induced bimodule
problem (K′,M′,H ′). Let n′ ∈ (T ′,∼′) with n′i = ni, ∀ i ∈ T
′, and a triple (N ′, R′, n′)
over (K′,M′,H ′) be given by Formula (6) of 2.6. If (N,R, n) is a triple of (K,M), then
N ′ = N, R′ = R, H ′ = H,
i.e. the two triples are essentially the same.
(2) A size vector n of (T,∼) is said to be sincere if nI 6= 0 for all I ∈ T/∼. In most
considerations, a size vector is usually assumed to be sincere by a deletion if necessary.
(3) If n is sincere, then after doing anyone of the 3 reductions given in 3.1, the induced
size vector n′ is still sincere.
Next we make some size changes of triples over the induced bimodule problem.
Proposition 3.2.1 Let (K,M,H) be a bimodule problem, (N,R, n) be a triple of
(K,M,H), and (N ′, R′, n′) be induced from (N,R, n) by one of the 3 reductions in 3.1.
Then for any size vector nˆ′ of (T ′,∼′), there exist a size vector nˆ of (T,∼) thus a triple
(Nˆ , Rˆ, nˆ) of (K,M,H), such that
(1) If nˆP = 0 or nˆQ = 0, then (Nˆ
′, Rˆ′, nˆ′) is obtained from (Nˆ , Rˆ, nˆ) by identity.
(2) If nˆP 6= 0 and nˆQ 6= 0, then the equation system II of Definition 2.2.1 and equation
(8) of 2.6 for (K,M,H) at the pair (P,Q) determine the same type of reductions from
26 Zhang Yingbo and Xu Yunge
(N,R, n) to (N ′, R′, n′) and from (Nˆ , Rˆ, nˆ) to (Nˆ ′, Rˆ′, nˆ′), where
N̂pq = (H
′
nˆ′)pq =

∅, in regularization;(
0 Iˆ
0 0
)
, in edge reduction;
Wˆ , in loop reduction.
Proof. The size vector nˆ is defined from nˆ′ according to the 3 reductions respectively.
regularization: nˆ = nˆ′;
edge reduction: nˆI = nˆ
′
I ,∀ I ∈ T/∼ \{P,Q},
nˆP = nˆ
′
P ′ + nˆ
′
(P∪Q)′ , nˆQ = nˆ
′
(P∪Q)′ + nˆ
′
Q′ ;
Loop reduction: nˆI = nˆ
′
I ,∀ I ∈ T/∼ \{P}, nˆP =
∑
l,r rnˆ
′
Plr
.
(11)
Let C = {I ∈ T/∼| nˆI = 0}. When P ∈ C, or Q ∈ C, we set nˆ = nˆ
′, then
Hˆnˆ = Hˆ
′
nˆ′ , Nˆ = Nˆ
′, Rˆ = Rˆ′.
Thus the procedure from (Nˆ , Rˆ, nˆ) to (Nˆ ′, Rˆ′, nˆ′) is an identity. When P /∈ C and Q /∈ C,
the equation system II of Definition 2.2.1 and (8) of 2.6 for (K,M,H) at the pair (P,Q)
allow us to make a reduction from (Nˆ , Rˆ, nˆ) to (Nˆ ′, Rˆ′, nˆ′) in the same way as that from
(N,R, n) to (N ′, R′, n′). 
The procedure given in the proposition is called a size change.
3.3 Reduction functors and reduction sequences
Let (K,M,H) be a bimodule problem and (K′,M′,H ′) be an induced bimodule prob-
lem given by one of the 4 reductions. There is a nice functor
ϑ :Mat(K′,M′) −→Mat(K,M)
which is induced from (ϑ1, ϑ0) given in 3.1 and 3.2 and is defined as follows. For any size
vector m′ of (T ′,∼′) and any matrix M ′ ∈ M′m′ , let
ϑ(M ′) =M ′ + (H ′m′)pq ⊗ ρ
in case of regularization, edge or loop reductions. We write nˆ′ = m′, and let nˆ = m be
calculated by Formula (11) of 3.2. In case of deletion let
ϑ(M ′) =M ′, m = m′.
Then m is a size vector of (T,∼) in all the cases and ϑ(M ′) ∈ Mm. On the other hand,
the action of ϑ on morphisms is always identity.
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Lemma 3.3.1 M ′ +H ′m′ = ϑ(M
′) +Hm.
Proof. Because of H ′m′ = (H
′
m′)pq ⊗ ρ+Hm, and the definition of ϑ(M
′). 
Proposition 3.3.1 ϑ is a functor, which yields an equivalence between category
Mat(K′,M′) and a full subcategory of Mat(K,M).
More precisely, ϕ′ :M ′ → L′ is a morphism in Mat(K′,M′) if and only if ϑ(ϕ′) = ϕ′ :
M → L is a morphism in Mat(K,M), where M = ϑ(M ′), L = ϑ(L′).
Proof. Suppose that the size vectors of M ′, L′ are m′, l′, and the size vectors of M,L
are m, l, calculated by Formula (11) of 3.2 respectively. Then Lemma 3.3.1 tells us that
M ′ +H ′m′ =M +Hm, L
′ +H ′l′ = L+Hl,
therefore
(M ′ +H ′m′)ϕ
′ = ϕ′(L′ +H ′l′) iff (M +Hm)ϕ
′ = ϕ′(L+Hl).
Thus if ϕ′ ∈ K′
m′×l′
, then ϕ′ ∈ Km×l, since K
′
m′×l′
⊆ Km×l. Conversely, if ϕ
′ ∈ Km×l is
a morphism from M to N , then the first formula ensures that H ′m′ϕ
′ ≡(p,q) ϕ
′H ′
l′
i.e.
ϕ′ ∈ K′
m′×l′
. 
The functor ϑ defined above is called a reduction functor.
Let us go back to 2.6 and 3.1. Suppose that a size vector n of (T,∼) is sincere, and
a triple (N,R, n) is given by Formula (6) of 2.6, moreover (N ′, R′, n′) is obtained from
(N,R, n) by one of the 3 reductions. Then if we change superscript “′” to “1”, and continue
the reduction for (N1, R1, n1), we will obtain again a triple (N2, R2, n2). Thus a reduction
sequence of triples follows by induction:
(N,R, n), (N1, R1, n1), · · · , (N r, Rr, nr), · · · , (N s−1, Rs−1, ns−1), (N s, Rs, ns)
Npq N
1
p1q1 · · · N
r
prqr · · · N
s−1
ps−1qs−1♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
· · · · · ·Npq N
1
p1q1 N
r
prqr N
s−1
ps−1qs−1
(∗)
where pr ∈ Pr, qr ∈ Qr, Pr,Qr ∈ T
r/∼r with N rprqr being the first non-zero block of N
r,
N
r
prqr = (H
r+1
nr+1
)prqr , r = 0, 1, · · · , s − 1.
There is also a corresponding reduction sequence of induced bimodule problems:
(∗∗) (K,M,H), (K1 ,M1,H1), · · · , (Kr ,Mr,Hr), · · · , (Ks−1,Ms−1,Hs−1), (Ks,Ms,Hs)
Furthermore, the sequence (∗∗) yields a sequence of reduction functors
ϑr−1,r :Mat(K
r,Mr)→Mat(Kr−1,Mr−1), r = 1, 2, · · · , s,
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where (K0,M0,H0) = (K,M,H). A composition of reduction functors is also called a
reduction functor. In particular, let
ϑ0,r = ϑ0,1ϑ1,2 · · ·ϑr−1,r :Mat(K
r,Mr)→Mat(K,M),
r = 1, · · · , s. Then ϑ0,r are reduction functors.
Corollary 3.3.1 Let (K,M,H) be a bimodule problem with a reduction sequence (∗),
and let nˆs be a size vector of (T s,∼s). Then
(∗ˆ) (Nˆ , Rˆ, nˆ), (Nˆ1, Rˆ1, nˆ1), · · · , (Nˆ r, Rˆr, nˆr), · · · , (Nˆ s−1, Rˆs−1, nˆs−1), (Nˆ s, Rˆs, nˆs)
is also a reduction sequence, provided that (Nˆ r−1, Rˆr−1, nˆr−1) is obtained from (Nˆ r, Rˆr, nˆr)
by size change given in Proposition 3.2.1 inductively for r = s, s− 1, · · · , 1. 
3.4 Canonical forms
Our special interests in the sequence (∗) lead to a case of N s = (0), then Ms =
{(0)}. If that is the case, we shall refer to (N s, Rs, ns) as (N∞, R∞, n∞), (Ks,Ms,Hs)
as (K∞,M∞,H∞), and ϑ0,s as ϑ0,∞. The canonical form of an individual matrix of
Mat(K,M) will emerge from this special case in the present subsection.
Lemma 3.4.1 Let (K,M,H) be a bimodule problem,M ∈ Mm, and a triple (N,R,m)
be given by Formula (6) of 2.6. Then there exists a unique choice of Npq given by one of
the 3 reductions of 3.1, such that M ≃ ϑ(M ′) for some M ′ ∈Mat(K′,M′).
Proof. Quote the matrix equation (7) of 2.6, where we change the first block Npq to
the fixed block Mpq of M , and the second Npq to Npq:
MpqXqq −XppNpq =
t∑
l=p+1
Xplhlq −
q−1∑
l=1
hplXlq (12)
We will determine Npq based on the 3 reductions respectively.
Regularization. If the equation system II of Definition 2.2.1 does not imply equation
(8) of 2.6, set Npq = ∅. Define a matrix S ∈ Km×m having the identities as the diagonal
blocks, and satisfying
Mpq =
t∑
l=p+1
Splhlq −
q−1∑
l=1
hplSlq.
Suppose now that the equation system II implies (8).
Edge reduction. Set Npq =
(
0 Ir
0 0
)
with r = rank(Mpq). Define a diagonal block
matrix S ∈ Km×m, where SI = InI for any I ∈ T/∼ \{P,Q} and SP , SQ satisfyMpqSqq =
Spp
(
0 Ir
0 0
)
.
ON GENERALIZED JORDAN FORMS 29
Loop reduction. Set Npq = W , the Weyr matrix similar to Mpq. Define a diagonal
block matrix S ∈ Km×m with SI = InI for any I ∈ T/∼ \{P} and SP satisfying
MpqSqq = SppW .
In all the 3 cases, let
M ′ = S−1(M +Hm)S − (Npq ⊗ ρ+Hm). (13)
Then M ′ ∈ Mm′ . Thus
(M +Hm)S = S(M
′ +H ′m′),
i.e. M ≃ ϑ(M ′) in Mat(K,M). 
Lemma 3.4.2 Let (K,M,H) be a bimodule problem, M,L ∈ Mat(K,M). If M ≃
L, then there exists an induced bimodule problem (K′,M′,H ′) obtained by one of 3
reductions of 3.1, such that M ≃ ϑ(M ′), L ≃ ϑ(L′) for some M ′, L′ ∈ Mat(K′,M′) and
M ′ ≃ L′.
Proof. Since M ≃ L, M and N have the same size vector m of (T,∼) by Corollary
2.2.1. Suppose S ∈ Km×m is invertible such that (M + Hm)S = S(L + Hm) with the
(p, q)-block
MpqSqq − SppLpq =
t∑
l=p+1
Splhlq −
q−1∑
l=1
hplSlq.
If the equation system II of 2.2 does not imply (8) of 2.6, set Npq = ∅.
Otherwise, the equality becomes MpqSqq = SppLpq. Set Npq =
(
0 Ir
0 0
)
whenever
p ≁ q, where r = rank(Mpq) = rank(Lpq); or Npq = W whenever p ∼ q, where W
is a Weyr matrix similar to Mpq and Lpq. Therefore M ≃ ϑ(M
′), L ≃ ϑ(L′) for some
M ′, L′ ∈ Mm′ by Lemma 3.4.1, i.e.
(M +Hm)U = U(M
′ +H ′m′) and (L+Hm)V = V (L
′ +H ′m′)
for some invertible U, V ∈ Km×m. Finally
(M ′ +H ′m′)U
−1SV = U−1SV (L′ +H ′m′)
with U−1SV ∈ K′m′×m′ , i.e. M
′ ≃ L′ in Mat(K′,M′). 
Theorem 3.4.1[S]. Let (K,M,H = 0) be a bimodule problem,M ∈ Mm. Then there
exists a unique reduction sequence (∗) starting from (N,R,m), ending at (N∞, R∞,m∞),
such that
M ≃ ϑ0,∞(M
∞)
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for some M∞ ∈ Mat(K∞,M∞) under both the fixed orders of matrices and of the base
field (see Definition 2.3.1 and 2.5).
Proof. Suppose we have already had a unique sequence (∗) up to (N r, Rr,mr), and
some M r ∈ Mrmr , such that ϑ0,r(M
r) ≃ M . Lemma 3.4.1 shows a unique induced
triple (N r+1, Rr+1,mr+1) with ϑr,r+1(M
r+1) ≃ M r for some M r+1 ∈ Mr+1
mr+1
. On the
other hand, Lemma 3.4.2 ensures that any choice of M r in an isomorphism class of
Mat(Kr,Mr) does not influence the determination of Nprqr . Therefore the induced triple
(N r+1, Rr+1,mr+1) is uniquely determined. Because of the finiteness of the size of N , we
finally reach to N s = (0) for some positive integer s. 
Remarks. From now on, we assume that the original bimodule problem (K,M,H)
satisfies the condition H = 0.
(1) If that is the case, ϑ0,∞(M
∞) ≃M implies that (M +0)S = S(0+H∞m∞) for some
invertible S ∈ Km×m, or equivalently,
H∞m∞ = S
−1MS.
The matrix H∞m∞ is called the canonical form ofM , which can be regarded as a generalized
Jordan form. It is clear that K∞m∞×m∞ is the endomorphism ring of H
∞
m∞ .
Without H = 0 the trouble is that there is no guarantee such that H∞m∞ is similar to
M , which is not convenient.
(2) The restriction H = 0 is natural, since the most bimodule problems considered in
practice, including our main subject P1(Λ), have such a property.
Corollary 3.4.1 Let (K,M,H = 0) be a bimodule problem, M,L ∈ Mat(K,M).
Then M ≃ L if and only if M and L have the same canonical forms. 
3.5 Krull-Schmidt property
Following Ringel [R2], an k-additive category with the finite dimensional objects is
called a Krull-Schmidt category, provided it has finite direct sums and split idempotents.
Proposition 3.5.1 [CB2]. Let (K,M,H) be a bimodule problem, then Mat(K,M)
is a Krull-Schmidt category.
Proof. Clearly, Mat(K,M) has finite direct sums.
Now suppose ϕ : M → M is an idempotent with M ∈ Mm and ϕ ∈ Km×m. Since
idempotents split in the finite dimensional algebra K, there exists a size vector l and some
matrices π ∈ Km×l, ι ∈ Kl×m such that πι = ϕ and ιπ = idKl×l . Let L = ιMπ− ιd(π), we
will show that π :M → L and ι : L→M are morphisms of Mat(K,M).
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In fact, since π = ϕπ, d(π) = d(ϕ)π+ϕd(π), Mπ−πL =Mπ−ϕMπ+ϕd(π) =Mϕπ−
ϕMπ+d(π)−d(ϕ)π = (Mϕ−ϕM−d(ϕ))π+d(π) = d(π). Similarly, since idL = ιπ, ι = ιϕ,
we have d(ι)π+ ιd(π) = 0 and d(ι) = d(ι)ϕ+ ιd(ϕ). Thus Lι− ιM = ιMϕ− ιd(π)ι− ιM =
ιMϕ+ d(ι)ϕ− ιM = ιMϕ− ιϕM + d(ι)− ιd(ϕ) = ι(Mϕ− ϕM − d(ϕ)) + d(ι) = d(ι). 
Lemma 3.5.1. Let (K,M,H) be a bimodule problem, and n be a size vector of
(T,∼). If ϕ ∈ Kn×n is an idempotent, there exists some transformation matrix χ ∈ Kn×n,
such that ϕ = χ−1ϕχ is a diagonal idempotent with
(ϕ)L =
(
IdL 0
0 0
)
nL×nL
,
for some 0 ≤ dL ≤ nL, and for each L ∈ T/ ∼.
Proof. (Given by Hu Yongjian) Suppose that ϕ = (Sij)t×t is an upper triangular
partitioned matrix with Sij(i < j) being ni × nj matrices satisfying the equation system
II of Definition 2.2.1.
(1) It is clear that ∀L ∈ T/ ∼, S2L = SL. Thus there exists some invertible matrix UL,
such that U−1L SLUL =
(
IdL 0
0 0
)
nL×nL
, since our base field k is algebraically closed. Let
χ0 = diag(U11,U22, · · · ,Utt), and ϕ1 = χ
−1
0 ϕχ0
(2) Denote ϕ1 by A, then
A =

Id1 0
0 0
S112 S
2
12 · · · S
1
1l S
2
1l · · · S
1
1t S
2
1t
Id2 0
0 0
· · · S12l S
2
2l · · · S
1
2t S
2
2t
. . .
...
... · · ·
...
...
Idl 0
0 0
· · · S1lt S
2
lt
. . .
...
...
Idt 0
0 0

,
Let Al be the patitioned submatrix of A consisting of the intersections of 1–l block-rows
32 Zhang Yingbo and Xu Yunge
and block columns. Let
ξl =

S11l
S12l
...
S1l−1,l
 , ηl =

S21l
S22l
...
S2l−1,l

Then
Al =
 Al−1 ξl ηlIdl 0
0 0
 .
(3) We claim that
(i) A2l = Al is an idempotent matrix.
(ii) Al−1ξl = 0.
(iii) (I −Al−1)ηl = 0.
In fact A2t = A
2 = A = At. If A
2
l = Al, them A2l−1 Al−1ξl + ξl Al−1ηlId 0
0 0
 =
 Al−1 ξl ηlId 0
0 0
 .
Our claim follows by induction on l = t, t− 1, · · · , 1
(4) We define a transformation matrix Pl inductively on l = 1, 2, · · · , t. Let P1 = In1 ,
than P−11 A1P1 =
(
Id1 0
0 0
)
. We assume that there exists an invertible matrix Pl−1, such
that P−1l−1Al−1Pl−1 = diag
((
Id1 0
0 0
)
· · · ,
(
Idl−1 0
0 0
))
. Let Pl =
 Pl−1 ξl −ηl0 Idl 0
0 Inl−dl
,
then
P−1l AlPl =
 P−1l−1 −P−1l−1ξl P−1l−1ηlIdl 0
0 Inl−dl
 Al−1 ξl ηlIdl 0
0 0
 Pl−1 ξl −ηl0 Idl 0
0 Inl−dl

=
 P−1l−1Al−1 0 P−1l−1ηlIdl 0
0 0
 Pl−1 ξl −ηlIdl 0
0 Inl−dl

=
 P−1l−1Al−1Pl−1 0 0Idl
Inl−dl

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by (ii), (iii) of (3). Thus we may take
P =

In1 ξ1 −η1
In2
ξ2 −η2
In3
. . .
ξt −ηt
Int

.
(5) Denote P by χ1, we prove that χ1 ∈ Kn×n. In fact, since A ∈ Kn×n, we have∑
I∋i<j∈J
clijSij = 0
for 1 ≤ l ≤ qIJ and each (I,J ) ∈ (T/ ∼) × (T/ ∼), where Sij = (S1ij | S
2
ij). Therefore∑
I∋i<j∈J
clijS
1
ij = 0 and
∑
I∋i<j∈J
clij(−S
2
ij) = 0. Consequently,
∑
I∋i<j∈J
clijPij = 0,
where Pij = (S
1
ij | − S
2
ij) for i < j. Thus P ∈ Kn×n.
Let χ = χ0χ1 ∈ Kn×n, then χ
−1ϕχ = diag
((
Id1 0
0 0
)
, · · · ,
(
Idl 0
0 0
))
for some
0 ≤ dl ≤ nL and each L ∈ T/ ∼. The proof is completed. 
Lemma 3.5.1 suggests an alternative definition of direct sums in Mat(K,M), which is
simple and concrete. We first define the direct sum of general matrices.
Definition 3.5.1 Let (T,∼) be a set of integers with a relation given in I of Definition
2.2.1, and let C = (Cij)t×t, D = (Dij)t×t be two matrices partitioned by (T,∼). Then a
matrix (
Cij 0
0 Dij
)
t×t
is said to be a direct sum of C and D, and is denoted by C ⊕T D, or C ⊕D for simplicity.
Lemma 3.5.2 Let (K,M,H) be a bimodule problem. If m1,m2 are size vectors of
(T,∼) and m = m1 +m2, then Hm = Hm1 ⊕T Hm2 .
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Proof. Let H = (hij)t×t. Given any pair (i, j) with 1 ≤ i, j ≤ t, if i ≁ j, then hij = 0,
and (Hml)ij = 0; if i ∼ j then (Hml)ij = hijI(ml)i for l = 0, 1, 2, where m0 = m. Thus
(Hm)ij = (Hm1)ij ⊕ (Hm2)ij ,
since mi = (m1)i + (m2)i, mj = (m1)j + (m2)j . The assertion follows block-wise. 
Lemma 3.5.3 Let (K,M,H) be a bimodule problem.
(1) If M1 ∈ Mm1 , M2 ∈ Mm2 and M =M1 ⊕T M2, then
M +Hm = (M1 +Hm1)⊕T (M2 +Hm2).
And M =M1 ⊕M2 in the sense of Proposition 3.5.1.
(2) Conversely, ∀M ∈ Mm, if ϕ : M → M is an idempotent, then there exists some
M0 ≃M , such that M0 =M1 ⊕T M2 in the sense of Definition 3.5.1.
Proof. (1) The direct sum over T is give by lemma 3.5.2. And the idempotent can be
obtained easily.
(2) ∀M ∈ Mm and any idempotent ϕ : M → M , there exists an invertible matrix
χ ∈ Km×m, such that ϕ = χ
−1ϕχ is a diagonal idempotent given by Lemma 3.5.1. Define
M0 = χ
−1(M +Hm)χ−Hm,
then M ≃ M0, and ϕ : M0 → M0 is a morphism. Thus (M0 + Hm)ϕ = ϕ(M0 + Hm),
∀ i, j ∈ T , we have(
(M0)ij + (Hm)ij
)( Idj 0
0 0
)
=
(
Idi 0
0 0
)(
(M0)ij + (Hm)ij
)
,
i.e.
(M0)ij =
(
M1ij 0
0 M2ij
)
,
such that the size of (M1)ij is di × dj, and that of (M2)ij is (mi − di)× (mj − dj). 
M ∈Mat(K,M) is said to be indecomposable if M ≃M1 ⊕T M2 implies that the size
of M1 or M2 equals 0.
Theorem 3.5.1. Let (K,M,H = 0) be a bimodule problem with a reduction sequence
(∗) given by Theorem 3.4.1 for some M ∈Mat(K,M).
(1) Define a size vector m(I) of (T∞,∼∞) for any I ∈ T∞/ ∼∞, such that m(I)I = 1
and m(I)J = 0, ∀ J 6= I. Then the zero matrix O(I) ∈ Mat(K
∞,M∞) of size m(I) is
indecomposable. And
{O(I) | ∀ I ∈ T∞/ ∼∞}
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is a complete set of isomorphism classes of indecomposables of Mat(K∞,M∞). Moreover,
M∞ = ⊕T∞O(I)
m∞
I
in Mat(K∞,M∞).
(2) Let ϑ :Mat(K∞,M∞)→Mat(K,M) be the reduction functor. Then
ϑ(O(I)) = H∞m(I) and denote it by H
∞(I) for simplicity.
Thus H∞(I) is the canonical form of a direct summand of M for any I ∈ T∞/∼∞. And
M ≃ ⊕T∞(H
∞(I))m
∞
I .
(3) If M ≃ ⊕M ell in the sense of Proposition 3.5.1, such that Ml are pairwise non-
isomorphic, then there exists some Il ∈ T
∞/ ∼∞, such that Ml ≃ H
∞(Il) and el = m
∞
Il
.
Proof. (1) Since
O(I) ∈ M∞m(I), and K
∞
m(I)×m(I),
the endomorphism ring of O(I), is local, O(I) is indecomposable. The direct sum comes
from m∞ =
∑
Im(I)
m∞
I
(2) ∀ I ∈ T∞/ ∼∞, denote m(I) by nˆ∞. Then corollary 3.3.1 gives a reduction
sequence with a minimal end term. Thus H∞(I) is a canonical form of the objects in
an isomorphism classes. Let ι : H∞(I) → H∞m∞ and π : H
∞
m∞ → H
∞(I) be the natural
morphisms given by the direct summand respectively, and Mϕ = ϕH∞m∞ be given by
Remark (1) of 3.4 for some morphism ϕ ∈ Km×m. Then the morphisms ιϕ : H
∞(I)→M
and ϕ−1π : M → H∞(I) tell us that H∞(I) is isomorphic to a direct summand of M .
The direct sum is given by lemma 3.5.3 (1).
(3) Since ⊕M ell ≃ ⊕(H
∞(I))m
∞
I , the assertion follows from Krull-Schmidt theorem.

For example, see the last part of 2.2, we have M ≃ M1 ⊕T M2, if we exchange the
first and second rows and columns inside the i10-row and column blocks simultaneously.
Where
1
λ
1
M1 = M2 =,
i12
i10
i5
i3
i2
i1
0
1
i10
i5
i3
i2
i1
,
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where the endomorphism rings are
K∞m∞1 ×m∞1 = {diag(s1, s1, s1, s1, s1, s1) | ∀s1 ∈ k},
and
K∞m∞2 ×m∞2 = {diag(s2, s2, s2, s2, s2) | ∀s2 ∈ k}
respectively.
3.6 Corresponding bocses
The present subsection is devoted to describing the dual structure of a bimodule
problem (K,M,H), i.e. the corresponding bocs A of (K,M,H). The notion of bocs
has been studied intensively in Kiev school since 70’s of last century, and it has been
used successfully for the proof of Drozd’s theorem. We illustrate here an explicit relation
between (K,M,H) and A in order to simplify the calculation in the proof of our main
theorem.
Let (K,M,H) be a bimodule problem defined in 2.2.1 with a triangular basis (A,B).
Then the algebra (K, · , 1) yields a coalgebra structure (Ω, µ, ε) with the dual basis
{E∗I | ∀ I ∈ T/ ∼} ∪B
∗.
Namely if the multiplication of algebra K is given by
ζuILζ
v
LJ =
∑
ω
c
( w
IJ
)( u
IL
)( v
LJ
)ζwIJ (14)
with the structure constants c ∈ k, and
ζwIJEJ = ζ
w
IJ , EIζ
w
IJ = ζ
w
IJ ,
then
µ(ζwIJ )
∗ = (ζwIJ )
∗ ⊗ (EJ )
∗ + (EI)
∗ ⊗ (ζwIJ )
∗ + δ2(ζ
w
IJ )
∗, (15)
where
δ2(ζ
w
IJ )
∗ =
∑
L,u,v
c
( w
IJ
)( u
IL
)( v
LJ
)(ζuIL)∗ ⊗ (ζvLJ )∗, (16)
and
µ(EI)
∗ = (EI)
∗ ⊗ (EI)
∗. (17)
Therefor we obtain a linear map µ : Ω→ Ω⊗Ω. On the other hand, let Γ′ = k×k×· · ·×k
with s copies of k be a trivial algebra, where the equivalent classes I1,I2, · · · ,Is may
ON GENERALIZED JORDAN FORMS 37
be regarded as the vertices in the ordinary quiver of Γ′. Then we define a linear map
ε : Ω → Γ′ given by ε(EI)
∗ = 1I and ε(ζ
w
IJ )
∗ = 0. Thus we have the counit ε and
comultiplication µ of Ω, which satisfy the laws of coalgebra (µ ⊗ id)µ = (id × µ)µ, and
(ε⊗ id)µ = id, (id ⊗ ε)µ = id, where id stands for the identity morphism on Ω.
On the other hand K-K bimodule M yields a left and right comodule structure Γm,
which has the dual basis A∗ = {(ρwIJ )
∗}, and the comodule actions are given according to
Proposition 2.4.1:
γR(ρ
w
IJ )
∗ =
∑
L,u,v
lc
( w
IJ
)( u
IL
)( v
LJ
)(ζuIL)∗ ⊗ (ρvLJ )∗,
γL(ρ
w
IJ )
∗ =
∑
L,u,v
rc
( w
IJ
)( u
IL
)( v
LJ
)(ρuIL)∗ ⊗ (ζvLJ )∗,
then γL : Γm → Ω ⊗ Γm satisfies the left comodule low (µ ⊗ idΓm)γ = (idΩ ⊗ γ)γ and
γR : Γm → Γm ⊗ Ω satisfies the right comodule low (idΓ ⊗ µ)γ = (γ ⊗ idΩ)γ.
Next we reconstruct Γm to an algebra Γ which is freely generated by A
∗ = {(ρwIJ )
∗}
over Γ′. Then Ω can be viewed as a Γ-Γ-bimodule as follows. Write Ω = Ω0 ⊕ Ω¯ as a
direct sum of k-vector spaces, then Ω0 ∼= Γ, Ω¯ is freely generated by B
∗ = {(ζwIJ )
∗} over
Γ. Furthermore suppose that
d(ζuIJ ) = ζ
u
IJH −Hζ
u
IJ =
∑
w
cuwIJ ρ
w
IJ , (18)
then the derivation d : K →M has a duality Dd : DM→ DK given by
(Dd)(ρwIJ )
∗ =
∑
u
cuwIJ (ζ
u
IJ )
∗. (19)
which is in fact from DM toD(radK), because of d(EI) = 0 by Corollary 2.2.1. According
to formula (18), and the left and right module actions given in Proposition 2.4.1, we define
a map δ1 on A
∗ given by
δ1(ρ
w
IJ )
∗ = (Dd)(ρwIJ )
∗ + γL(ρ
w
IJ )
∗ − γR(ρ
w
IJ )
∗,
more precisely
δ1(ρ
w
IJ )
∗ =
∑
u
cuwIJ (ζ
u
IJ )
∗+
∑
L,u,v
( lc
( w
IJ
)( u
IL
)( v
LJ
)(ζuIL)∗⊗(ρvLJ )∗− rc( wIJ)( u
IL
)( v
LJ
)(ρuIL)∗⊗(ζvLJ )∗)
(20)
Then Ω satisfies the relations:
(ρwIJ )
∗ ⊗ (EJ )
∗ − (EI)
∗ ⊗ (ρwIJ )
∗ = δ1(ρ
w
IJ )
∗. (21)
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The reason will be given in Lemma 3.6.1. We denote the structure defined above by A,
and write A = (Γ,Ω), which is called a bocs, see [D, CB1]. Note that both µ and ε can be
viewed as Γ-Γ-bimodule morphisms.
Now we show that the maps δ1 : Γ → Ω and δ2 : Ω¯ → Ω¯ ⊗ Ω¯ extended linearly are
determined just by multiplications of matrices.
If we write xij, zij for the (i, j)-entries of R0, N0 which satisfy 2.2.1.II and III respec-
tively, then
R0 =
∑
i
E∗iiEii +
∑
i,j
(∑
w
(ζwIJ )
∗bwIJ (i, j)
)
Eij =
∑
i,j
xijEij , (22)
N0 =
∑
i,j
(∑
w
(ρwIJ )
∗awIJ (i, j)
)
Eij =
∑
i,j
zijEij . (23)
Recall Formulae (1) and (2) of 2.3, the entries zpw
IJ
qw
IJ
= (ρwIJ )
∗ of N0 are said to be
free, and zij =
∑
w a
w
IJ (i, j)(ρ
w
IJ )
∗ for (i, j) 6= (pwIJ , q
w
IJ ), ∀w,∀(I,J ) ∈ T/ ∼ ×T/ ∼,
are said to be dependent. Similarly, the entries xp¯w
IJ
q¯w
IJ
= (ζwIJ )
∗ of R0 are said to be
free and xij =
∑
w b
w
IJ (i, j)(ζ
w
IJ )
∗ for (i, j) 6= (p¯wIJ , q¯
w
IJ ), ∀w,∀(I,J ) ∈ T/ ∼ ×T/ ∼, are
said to be dependent. Now consider the matrix equation (N0 +H)R0 = R0(N0 +H), the
(pwIJ , q
w
IJ )-entry , which we denote by p, q for simplicity, gives an equation:
zpqxqq − xppzpq =
(∑
p<l
xplhlq −
∑
l<q
hplxlq
)
+
(∑
p<l
xplzlq −
∑
l<q
zplxlq
)
(24)
By Formulae (1) and (2) of 2.3 the left and right module actions given in Proposition 2.4.1
are equivalent respectively to the formulae
∑
(i,j)∈I×J
(
∑
l∈L
buIL(i, l)a
v
LJ (l, j))Eij =
∑
(i,j)∈I×J
(
∑
w
lc
( w
IJ
)( u
IL
)( v
LJ
)awIJ (i, j))Eij , (25)
and
∑
(i,j)∈I×J
(
∑
l∈L
auIL(i, l)b
v
LJ (l, j))Eij =
∑
(i,j)∈I×J
(
∑
w
rc
( w
IJ
)( u
IL
)( v
LJ
)awIJ (i, j))Eij , (26)
Furthermore Formulae (18),(2) and (3) yield∑
(i,j)∈I×J
(∑
l∈L
(buIL(i, l)hlj − hilb
u
LJ (l, j))
)
Eij =
∑
(i,j)∈I×J
(∑
w
cuwIJ a
w
IJ (i, j)
)
Eij . (27)
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Denote (pwIJ , q
w
IJ ) still by (p, q). Since a
w
IJ (p, q) = 1, a
w′
IJ (p, q) = 0, ∀w
′ 6= w, we have
Dd((ρwIJ )
∗)
(19),(27)
=
∑
u
(∑
l∈L
(buIL(p, l)hlq − hplb
u
LJ (l, q))
)
(ζuIJ )
∗
=
∑
l∈L
(∑
u
buIL(p, l)(ζ
u
IJ )
∗
)
hlq −
∑
l∈I
hpl
(∑
u
buLJ (l, q)(ζ
u
IJ )
∗
)
(22)
=
∑
l
(splhlq − hplslq).
Moreover,
∑
L,u,v
(
lc
( w
IJ
)( u
IL
)( v
LJ
)(ζuIL)∗ ⊗ (ρvLJ )∗ − rc( wIJ)( u
IL
)( v
LJ
)(ρuIL)∗ ⊗ (ζvLJ )∗
)
(25),(26)
=
∑
L,u,v
∑
l∈L
(
buIL(p, l)a
v
LJ (l, q)(ζ
u
IL)
∗ ⊗ (ρvLJ )
∗ − auIL(p, l)b
v
LJ (l, q)(ρ
u
IL)
∗ ⊗ (ζvLJ )
∗
)
(22),(23)
=
∑
l
(xplzlq − zplxlq).
Lemma 3.6.1 The Formula (24) is equivalent to
(ρwIJ )
∗ ⊗ E∗J − E
∗
I ⊗ (ρ
w
IJ )
∗ = δ1(ρ
w
IJ )
∗
. 
On the other hand, The Formulae (14) and (2) show that
∑
I∋i<j∈J
(
∑
l
buIL(i, l)b
v
LJ (l, j))Eij =
∑
I∋i<j∈J
(
∑
w
c
( w
IJ
)( u
IL
)( v
LJ
)bwIJ (i, j))Eij . (28)
If the basis element (ζwIJ )
∗ is given by Formula (2) of 2.3, then the (pwIJ , q
w
IJ )-entry of
R0 ·R0 equals∑
p¯≤l≤q¯
xp¯lxlq¯
(22)
= (ζwIJ )
∗ ⊗ E∗J + E
∗
I ⊗ (ζ
w
IJ )
∗ +
∑
L,u,v
∑
l∈L
buIL(p, l)b
v
LJ (l, q)(ζ
u
IL)
∗ ⊗ (ζvLJ )
∗
(28)
= (ζwIJ )
∗ ⊗ E∗J + E
∗
I ⊗ (ζ
w
IJ )
∗ +
∑
L,u,v
c
( w
IJ
)( u
IL
)( v
LJ
)(ζuIL)∗ ⊗ (ζvLJ )∗
Lemma 3.6.2 µ(ζwIJ )
∗) =
∑
p¯≤l≤q¯ xp¯lxlq¯. 
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Theorem 3.6.1 Let (K,M,H) be a bimodule problem with a triangular basis (A,B).
Then
δ1(ρ
w
IJ )
∗ =
(∑
p<l
xplhlq −
∑
l<q
hplxlq
)
+
(∑
p<l
xplzlq −
∑
l<q
zplxlq
)
where p = pwIJ , q = q
w
IJ . In particular, for the first basis element ρ ∈ A,
δ(ρ∗) =
∑
p<l
xplhlq −
∑
l<q
hplxlq
On the other hand,
δ2(ζ
w
IJ )
∗ =
∑
p¯<l<q¯
xp¯lxlq¯
where p¯ = p¯wIJ , q¯ = q¯
w
IJ . 
Corollary 3.6.1 The bocs A is normal and triangular, see [Ro, BK, CB1].
Proof. The normality is given by Formula (17) in the sense of [Ro], which follows from
the algebra K being upper triangular. The triangularity follows from the triangularity of
the basis (A,B). In fact, δ1 on A
∗ is triangular, i.e. (ρwIJ )
∗ ≻ (ρuIJ )
∗ and (ρvIJ )
∗, by
Proposition 2.4.1; δ2 on B
∗ is also triangular i.e. (ζwIJ )
∗ ≻ (ζuIJ )
∗ and (ζvIJ )
∗, since
ζwIJ ≻ ζ
u
IJ and ζ
v
IJ in Formula (14), see [CB1, BK]. 
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4 Freely parameterized bimodule problems
4.1 Parameters
Let (K,M,H = 0) be a bimodule problem, and (∗) be a reduction sequence. It has
been shown in 2.5, that every Weyr matrix in the third sequence of (∗) possesses some
fixed eigenvalues. From now on we allow some of the eigenvalues of Weyr matrices to be
parameters, and (Kr,Mr,Hr) is said to be a parameterized bimodule problem. Suppose
that
P r = {λ1, λ2, · · · , λir}
is the set of parameters appearing in Hrnr , then P
1 ⊆ P 2 ⊆ · · · ⊆ P s. Denote the domain
of P r by Dr, then Dr ⊆ kir , r = 1, 2, · · · , s.
Proposition 4.1.1 [S]. Ds is determined by some polynomial equations and inequal-
ities in is indeterminates. Therefore it is a locally closed subset of k
is .
Proof. We use induction on r. The case of r = 0 is trivial since Hn = 0 has no
parameter. Suppose the assertion is true for r. Now we perform the (r + 1)-reduction.
Denote by C the coefficient matrix of equation system II of Definition 2.2.1 at (Pr,Qr);
by C that of equation system II and equation (8) of 2.6 at (Pr,Qr).
Case 1. Equation system II of Definition 2.2.1 implies the equation 2.6(8), if and only
if rankC = rankC¯, which is determined by some polynomial equations in x1, x2, · · · , xir .
Case 2. Equation system II of Definition 2.2.1.does not imply the equation 2.6(8),
if and only if rankC + 1 = rankC¯, which is determined by a polynomial inequality in
x1, x2, · · · , xir . 
Remarks. (1) The parameters in P r \ P r−1 are free at the r-th reduction unless
otherwise assumption, since the restriction equations or inequalities for these parameters
only appear in the reductions after the r-th step.
(2) If N s = (0) in (∗), then the parameterized matrix H∞n∞(λ1, λ2, · · · , λis) can be
regarded as a representation variety over (K,M), which is locally closed.
(3) Note that it is difficult to define a representation category over a parameterized
bimodule problem in general, (see examples of 4.6). Thus we will focus on a very special
situation of the parameterized bimodule problems defined in the next subsection.
4.2 Freely parameterized bimodule Problems
Definition 4.2.1 A bimodule problem with i parameters is said to be freely parame-
terized, provided
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(1) for any I ∈ T/∼, there exists at most one parameter λ attached to I;
(2) all parameters are algebraically independent, and the domain
D = k \ {the roots of g(λ1, · · · , λi) = g1(λ1) · · · gi(λi)}

An equivalent class I ∈ T/∼ is said to be non-trivial if there exists a parameter λI
attached to I; otherwise, I is said to be trivial. Suppose that {I1, · · · ,Ii} is a complete
set of non-trivial equivalent classes of (T,∼), and (J1, · · · ,Jj) is a complete set of trivial
ones respectively.
Now we construct a bocs based on the freely parameterized bimodule problem (K,M,
H). Let Γ′ be a category with indecomposable objects I1, · · · ,Ii;J1, · · · ,Jj and mor-
phisms
Γ′(Il,Il) = k[λl, gl(λl)
−1], l = 1, · · · , i; Γ′(Jl,Jl) = k, l = 1, · · · , j.
Then Γ′ is equivalent to the following algebra
k[λ1, g1(λ1)
−1]× · · · × k[λi, gi(λi)
−1]× k1 × · · · × kj ,
where k1 = · · · = kj = k. Γ
′ is called a minimal category, and can be shown in the
following diagram [CB1]:
q❥✲
I1
λ1 q❥✲
I2
λ2
· · · q❥✲
Ii
λi r r · · · r
J1 J2 Jj
Denote A∗ by {a1, · · · , an}, B
∗ by {v1, · · · , vm} according to the order of Definition
2.4.1, in order to simplify the notations. Then A is said to be a layered bocs with a layer
L = (Γ′;ω; a1, a2, · · · , an; v1, v2, · · · , vm),
where ω : Γ′ → Ω is a Γ′-Γ′-bimodule map given by ω(EI) = (EI)
∗ for any I ∈ T/∼. Note
that Γ′ is of infinite dimension if i > 0.
A layered bocs can be illustrated as a differential biquiver as follows. The set of
vertices of the biquiver is T/∼, the set of solid arrows is {λ1, · · · , λi; a1, · · · , an} and the
set of dotted arrows is {v1, · · · , vm} [CB2]. The examples given in 2.1 correspond to the
following differential biquivers, if the k-basis of rad(Λ), a, b, c, d, f still stand for the k-
basis of rad(Λ˜), as well as
(
0 radΛ˜
0 0
)
with a ≺ b ≺ c ≺ d ≺ f , and a∗, b∗, c∗, d∗, f∗ are
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dual basis.
Example 1.
r
r
❄❘ ✠
b∗a∗ c∗
1′
1
δ(a∗) = 0,
δ(b∗) = 0,
δ(c∗) = 0.
Example 2.
r r r✛ ✲
1 2 3
r r r✛ ✲1′ 2′ 3′
✡
✡
✡
✡✡✢
✡
✡
✡
✡✡✢
❏
❏
❏
❏❏❫
a∗ b∗ c∗
δ(a∗) = 0,
δ(b∗) = 0,
δ(c∗) = 0.
Example 3.
r
r
❘ ✠
1′
1❄❄
a∗ b∗c∗d∗
δ(a∗) = 0,
δ(b∗) = 0,
δ(c∗) = v′b∗ − b∗v,
δ(d∗) = αv′a∗ − a∗v + u′b∗ − αb∗u.
Example 4.
r r r r r r
rrrrrr ❄
❇
❇
❇
❇
❇◆
❏
❏
❏
❏
❏❫
✂
✂
✂
✂
✂✌
✡
✡
✡
✡
✡✢
❘
✒
a∗ b∗ c∗ d∗ f∗
δ(a∗) = 0,
δ(b∗) = 0,
δ(c∗) = 0,
δ(d∗) = 0,
δ(f∗) = 0.
A freely parameterized bimodule problem is said to be minimal, if M = {(0)}. Corre-
spondingly a triple (N,R, n) is said to be minimal, if N = (0). Moreover, a layered bocs
A = (Γ,Ω) is called a minimal bocs, if Γ = Γ′, then the layer L = (Γ′;ω; v1, · · · , vm) with-
out any solid arrows. The corresponding differential byquiver consists of isolated vertices,
vertices with single solid loops, and dotted arrows.
From now on we will not worry about any differences between a freely parameterized
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bimodule problem and its layered bocs. We will use freely the two concepts depending on
convenience of concerned problems.
Remark Let (K,M,H = 0) be a bimodule problem, and (∗) be a reduction sequence.
We usually obtain a freely parameterized bimodule problem as the following way: every
parameter appears in a loop reduction, i.e. Npr−1qr−1 = W ⊕ (λ) with W being a Weyr
matrix of fixed eigenvalues and the domain Dr|{λ} = k \{the eigenvalues of W}, for some
step 1 ≤ r < s. Then the end term (N s, Rs, ns) of (∗) is said to be a freely parameterized
triple. In this case, (Ks,Ms,Hs), the end term of the corresponding sequence (∗∗), is a
freely parameterized bimodule problem.
4.3 The differential of the first arrow
We will illustrate all the possibilities of the differential of the first arrow of a layered
bocs in this subsection, which are not mentioned before in any references.
Let A = (Γ,Ω) be a bocs with a layer L = (Γ′;ω; a1, · · · , an; v1, · · · , vm). Then the
differential δ(a1) of the first arrow a1 : P → Q has the following possibilities:
A1. r
☛✟
✡✶
☛✟
✠✐
P
λ a1 , P = Q, Γ′(P,P) = k[λ, gP (λ)
−1] or
r rP Q☛✟✡✶
☛✟
✠✐✲λ
a1 µ , P 6= Q, Γ′(P,P) = k[λ, gP (λ)
−1] and Γ′(Q,Q) = k[µ,
gQ(µ)
−1]. Then
δ(a1) =
m∑
j=1
fj(λ, µ)vj (29)
where we may assume that fj(λ, µ) ∈ k[λ, µ] by dividing vj by some power of g(λ); and
λvj stands for the left multiplication of vj by λ, and µvj for the right multiplication by λ
in the first case or by µ in the second case.
Recall from [CB1], let f(λ, µ) be the highest common factor of the fj(λ, µ) and let
qj(λ, µ) = fj(λ, µ)/f(λ, µ). Since qj(λ, µ) are coprime, there are polynomials sj(λ, µ) and
a non-zero polynomial c(λ), such that
c(λ) =
m∑
j=1
sj(λ, µ)qj(λ, µ) (30)
in ring k[λ, µ]. Thus
1 =
m∑
j=1
c(λ)−1sj(λ, µ)qj(λ, µ)
in a Hermite ring S = k[λ, µ, gP (λ)
−1c(λ)−1, gQ(µ)
−1]. So there is an invertible matrix Q
in Mm(S) with the first row (qj(λ, µ))j=1,··· ,m, and we can make a change of basis of the
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form
(w1, w2, · · · , wm)
T = Q(v1, v2, · · · , vm)
T
so that
δ(a1) = f(λ, µ)w1. (31)
A2. r r☛✟✡✶ ✲
P Qλ a1 , P 6= Q, Γ′(P,P) = k[λ, gP (λ)
−1], Γ′(Q,Q) = k.
(Or dually, r r ☛✟✠✐✲
P Q µa1 , Γ′(P,P) = k, Γ′(Q,Q) = k[µ, gQ(µ)
−1]). Then
δ(a1) =
m∑
j=1
fj(λ)vj , (32)
where fj(λ) ∈ k[λ]. If f(λ) is the highest common factor of fj(λ), then qj(λ) = fj(λ)/f(λ),
j = 1, · · · ,m, are coprime, and there are polynomials sj(λ) such that 1 =
∑m
j=1 sj(λ)qj(λ).
After a basis transformation as in Case 1 given by an invertible matrixQ ∈Mm(k[λ, gP (λ)
−1]),
we have
δ(a1) = f(λ)w1. (33)
A3. r☛✟
✶✡ Pa1 , P = Q, Γ
′(P,P) = k; or
r r✲
P Q
a1 , P 6= Q, Γ′(P,P) = k, Γ′(Q,Q) = k. Then
δ(a1) =
m∑
j=1
fjvj , (34)
where fj ∈ k. After a basis transformation given by an invertible matrix Q ∈Mm(k), we
have δ(a1) = w1, or δ(a1) = 0.
Proposition 4.3.1 Let (K,M,H) be a freely parameterized bimodule problem, and
(K′,M′,H ′) be induced from (K,M,H) by one of the 3 reductions of 3.1. Let a1 : P −→ Q
be the first arrow. Then (K′,M′,H ′) is still freely parameterized and preserves all the free
parameters if and only if δ(a1) and the reduction for a1 has the following forms according
to A1,A2,A3 respectively.
A1 (1) δ(a1) = 0, i.e. fj(λ, µ) = 0 for all j in Formula (29).
When P = Q, we setNpq = (λ
0) for a fixed eigenvalue λ0. Then g′P(λ) = gP(λ).
When P 6= Q, we set Npq = (0), Then g
′
P (λ) = gP(λ), g
′
Q(µ) = gQ(µ).
(2) δ(a1) = f(λ, µ)w1 6= 0 in Formula (30), where f(λ, µ) must be equal to
fP(λ)fQ(µ), and c(λ) is given by Formula (30).
When P = Q, we set Npq = ∅1×1. Then g
′
P (λ) = gP(λ)c(λ)fP (λ).
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When P 6= Q, we set Npq = ∅1×1. Then g
′
P (λ) = gP(λ)c(λ)fP (λ),
g′Q(µ) = gQ(µ)fQ(µ).
A2. (1) δ(a1) = 0, i.e. fj(λ) = 0 for all j in Formula (32), we set
Npq = (0 · · · 0 0)1×nq , then g
′
P (λ) = gP(λ); or
Npq = (0 · · · 0 1)1×nq , g
′
(P∪Q)′(λ) = gP(λ).
(2) δ(a1) = f(λ)w1 6= 0 in Formula (33), we set
Npq = ∅1×nq then g
′
P(λ) = gP(λ)f(λ).
Or dually,
(1′) δ(a1) = 0, we set
Npq = (0 · · · 0 0)
T
1×np , then g
′
Q′(µ) = gQ(µ); or
Npq = (1 · · · 0 0)
T
1×np , g
′
(P∪Q)′(µ) = gQ(µ).
(2′) δ(a1) = f(µ)w1 6= 0, we set Npq = ∅np×1, then g
′
Q(µ) = gQ(µ)f(µ).
A3. (1) δ(a1) = 0, we set
Npq =

W, when P = Q,(
0 I
0 0
)
, whenP 6= Q,
where W is a Weyr matrix with some fixed eigenvalues.
(2) δ(a1) = w, we set Npq = ∅.
(3) δ(a1) = 0 and P = Q, then Npq may be equal to W ⊕ (λ). Thus a new
parameter λ appears at this step, and the domain of λ is
k \ {the eigenvalues of W}
.
Proof. In case A1, we must have nP = 1, nQ = 1, since there are free parameters λ
attached to P, and µ to Q respectively.
(1) If P = Q, Npq can not be taken as a parameter, and if P 6= Q, Npq can not be
taken as 1× 1 identity matrix because of condition (2) of Definition 4.2.1.
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(2) If f(λ, µ) = 0, λ, µ would be algebraically dependent, which is a contradiction to
condition (3) of Definition 4.2.1. Thus f(λ, µ) 6= 0. And the condition (3) of 4.2.1 forces
that f(λ, µ) = fP(λ)fQ(µ). Thus the proof of A1 is completed.
Cases A2 and A3 are easy. 
Remark. The reduction sequences of freely parameterized bimodule problems is very
special in the set of general reduction sequences of parameterized bimodule problems. In
fact, in Formula (31) of case A1, if f(λ, µ) = fP(λ)fQ(µ)f0(λ, µ), such that f0(λ, µ) ∈
k[λ, µ] is not a constant, and does not contain any non-constant factor in k[λ] or k[µ],
then we are not able to continue the reduction, such that the induced triple is still freely
parameterized and preserves the parameters λ and µ. We will see in 5.2 that such a
situation can not occur in time case, but really occurs in wild case see Examples in 7.4
and 7.6.
Corollary 4.3.1 Let (K,M,H) be a bimodule problem having a reduction sequence
(∗) of freely parameterized triples given in the Remark of 4.2, and nˆs be a size vector of
(T s,∼s) such that nˆsI = 1 or 0 whenever I ∈ T
s/∼s is non-trivial. Then (∗ˆ) of Corollary
3.3.1 is still a reduction sequence of freely parameterized triples.
Proof. The only problem is, whether the domain at each step of (∗) can be regarded
as a domain at the same step of (∗ˆ). Suppose it is the case up to (Nˆ r, Rˆr, nˆr). Now
consider the (r + 1)-th reduction. Let
Cr = {I ∈ T r/ ∼r| nˆrI = 0}.
(1) If Pr ∈ C
r or Qr ∈ C
r, we have an identity functor from (Nˆ r, Rˆr, nˆr) to
(Nˆ r+1, Rˆr+1, nˆr+1) by Proposition 3.2.1. Thus Dˆr = Dˆr+1. However there may be some
restriction from Dr to Dr+1 or there may be a new parameter appearing in Dr+1.
(2) If Pr /∈ C
r, Qr /∈ C
r, the equation system II of Definition 2.2.1 and equation (8)
of 2.6 at (Pr,Qr) are the same both for K
r and Kˆr by Proposition 3.2.1 once again. Thus
items (1) and (2) of A1,A2,A3 of Proposition 4.3.1 give the same restriction from Dˆr to
Dˆr+1, as that from Dr to Dr+1.
In item (3) of A3, the restriction on the new parameter λ in Dˆr+1 is equal to or less
than that in Dr+1, since the eigenvalues of Wˆ may be equal to or less than those of W by
Proposition 3.2.1.
By induction the sequence of the domains of (∗) suits that of (∗ˆ) well. Therefore (∗ˆ)
is also a reduction sequence of freely parameterized triples. 
If 3.3 (∗∗) is a sequence of freely parameterized bimodule problems, there exists a
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sequence of corresponding layered bocses:
(∗ ∗ ∗) A, A1, · · · , Ar, · · · , As.
4.4 Valuation matrices
Let (K,M,H) be a parameterized bimodule problem with a set of parameters {λ1, · · · ,
λi} of domain D. It is natural to ask whether the parameters can be regarded as the solid
arrows. If the answer is yes, then λI1 , λI2 , · · · , λIi and a1, a2, · · · , an are free generators of
Γ over some trivial category k × · · · × k, and we are able to define a wider representation
category over (K,M,H) such that λIl can be taken as Weyr matrices of fixed eigenvalues.
This idea will be realized in the rest of the section without difficulty when (K,M,H) is
a freely parameterized bimodule problem. And a more detailed observation shows that
the 2 conditions of Definition 4.2.1 are necessary for our purpose: Condition (1) gives the
minimality of Γ′; Condition (2) is the most important condition in order to define the
morphisms in a wilder category (see Examples in 4.6).
Definition 4.4.1 Let (K,M,H) be a bimodule problem with i free parameters.
(1) By a valuation of a parameter λI we mean the assigning to λI a Weyr matrix
W (λ0I) =Wλ1
I
⊕ · · · ⊕WλαI
I
(see 2.5), where λ1I , · · · , λ
αI
I are pairwise different eigenvalues taken from the domain
D
∣∣
{λI}
. When I runs over the non-trivial equivalent classes of T/ ∼, we then obtain a set
of valuations:
W (λ0I1),W (λ
0
I2), · · · ,W (λ
0
Ii).
(2) Define a size vector m of (T,∼), such that mI equals the size of W (λ
0
I) whenever
the parameter λI is attached to I, and mj can be taken as any non-negative integer for
any trivial equivalent class J ∈ T/ ∼. Then we have a matrix Hm, which is not freely
parameterized if there exists some non-trivial vertex I, such that mI > 1. Write mˆ = m,
then (Nˆ , Rˆ, mˆ) is a triple of (K,M,H).
(3) Let eI be the size vector determined byW (λ
0
I) (see 2.5). We define a vector m˜ such
that m˜J = mJ for any trivial J ∈ T/ ∼, and m˜I = (eI) for any non-trivial I ∈ T/ ∼.
A matrix H˜m˜(λ
0) is said to be a valuated matrix of H, provided that Hm˜(λ
0) is obtained
from Hm by substituting each W (λ
0
I) for λIImI .
(4) A triple (N˜ , R˜, m˜) is constructed based on (Nˆ , Rˆ, mˆ), such that N˜ = Nˆ , but N˜ has
a size vector m˜; and R˜ satisfies the matrix equation
R˜H˜m˜(λ
0) ≡≺(p,q) H˜m˜(λ
0)R˜.
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It will be proved in the next subsection that the triple (N˜ , R˜, m˜) is induced by a
sequence of reductions.
4.5 The reduction sequence towards a valuation matrix
Lemma 4.5.1 Let f(λ, µ) =
∑
i,j≥0 aijλ
iµj ∈ k[λ, µ]. Let X = (x(α, β))m×n ∈
Mm×n(k), and L,R be upper triangular nilpotent matrices. Then the (α, β)-entry in the
matrix ∑
i,j≥0
aij(λIm + L)
iX(µIn +R)
j
equals ∑
i,j≥0
(
aijλ
iµjx(α, β) +
∑
(α′,β′)≺(α,β)
d(λ, µ, α′, β′)x(α′, β′)
)
,
where d(λ, µ, α′, β′) are polynomials in λ, µ as coefficients of x(α′, β′), and (α′, β′) ≺ (α, β)
are given under the matrix order of Definition 2.3.1. 
Let
∑
i,j
cij(λ, µ)xij = 0 be a linear equation in the indeterminates xij , and the coeffi-
cients cij(λ, µ) ∈ k[λ, µ]. Let W (λ
0) =Wλ1 ⊕· · ·⊕Wλg , W (µ
0) =Wµ1 ⊕· · ·⊕Wµh be two
Weyr matrices with sizes m and n respectively. Let matrix Xij = (X
γη
ij )g×h be partitioned
according to W (λ0) and W (µ0), i.e. Xγηij are mγ × nη matrices whenever the size of Wλγ
is mγ , and that of Wµη is nη, thus X
γη
ij = (x
γη
ij (α, β))mγ×nη . For example,
Wλ1
Wλ2
X11ij X
12
ij X
13
ij
X21ij X
22
ij X
23
ij
Wµ1
Wµ2
Wµ3
Now suppose that we have a bimodule problem (K,M,H = 0) and a reduction se-
quence (∗) of freely parameterized triples given in the Remark of 4.2. Consider the (r+1)-
th reduction of (∗). Let a1 : Pr → Qr be the first arrow of (K
r,Mr,Hr), where Pr (resp.
Qr) is either non-trivial with a free parameter λ (resp. µ) or trivial. Assume that the
equation system II of Definition 2.2.1 at (Pr,Qr) for K
r is given by
(II) :
∑
Pr∋i<j∈Qr
clij(λ, µ)xij = 0,
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and the equation (8) of 2.6 is given by
(8) :
∑
Pr∋i<j∈Qr
cij(λ, µ)xij = 0.
We denote the coefficient matrix of (II) by C(λ, µ); that of (II) and (8) by C ′(λ, µ).
Furthermore assume that we also have the matrix equations:
(I˜I) :
∑
Pr∋i<j∈Qr
clij(W (λ
0),W (µ0))Xij = 0,
(8˜) :
∑
Pr∋i<j∈Qr
cij(W (λ
0),W (µ0))Xij = 0,
or equivalently,
(I˜Iγη) :
∑
Pr∋i<j∈Qr
clij(Wλγ ,Wµη )X
γη
ij = 0,
(8˜γη) :
∑
Pr∋i<j∈Qr
cij(Wλγ ,Wµη )X
γη
ij = 0
for 1 ≤ γ ≤ g, 1 ≤ η ≤ h. Which are equivalent to a system of linear equations:
(I˜Iγη(α, β)) :
∑
Pr∋i<j∈Qr
(
clij(λ
γ , µη)xγηij (α, β)+
∑
(α′ ,β′)≺(α,β)
dlij(λ
γ , µη, α′, β′)xγηij (α
′, β′)
)
= 0,
(8˜γη(α, β)) :
∑
Pr∋i<j∈Qr
(
cij(λ
γ , µη)xγηij (α, β)+
∑
(α′,β′)≺(α,β)
dij(λ
γ , µη, α′, β′)xγηij (α
′, β′)
)
= 0,
for 1 ≤ α ≤ mγ , 1 ≤ β ≤ nη, and each pair (γ, η). Next we fix a pair (γ, η), and for
each index pair (α, β), we list the equations at the (α, β)-entry. If we count the index
pairs (α, β) according to the matrix order of Definition 2.3.1, then we obtain an equation
system I˜I
0
γη =
⋃
(α,β) I˜Iγη(α, β) whose coefficient matrix is
C˜(Wλγ ,Wµη ) =

C(λγ , µη) 0 · · · 0
∗ C(λγ , µη) · · · 0
...
...
. . .
...
∗ ∗ · · · C(λγ , µη)

(mγnη)×(mγnη)
.
And the coefficient matrix of I˜I
1
γη =
⋃
(α,β) I˜Iγη(α, β) ∪ (8˜γη(α, β)) is
C˜ ′(Wλγ ,Wµη) =

C ′(λγ , µη) 0 · · · 0
∗ C ′(λγ , µη) · · · 0
...
...
. . .
...
∗ ∗ · · · C ′(λγ , µη)

(mγnη)×(mγnη)
.
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We denote the coefficient matrix of
⋃
(γ,η)(I˜I
0
γη) by C˜(W (λ
0),W (µ0)), and that of
⋃
(γ,η)(I˜I
1
γη)
by C˜ ′(W (λ0),W (µ0)). Then
C˜(W (λ0),W (µ0)) = diag(C˜(Wλγ ,Wµη ))(γ,η),
C˜ ′(W (λ0),W (µ0)) = diag(C˜ ′(Wλγ ,Wµη))(γ,η),
Proposition 4.5.1 (1) If rankC ′(λ, µ) = rankC(λ, µ) in the domain Dr+1, then
rankC˜ ′(Wλγ ,Wµη ) = rankC˜(Wλγ ,Wµη ),
when (λγ , µη) ∈ Dr+1|(λ,µ). Moreover
rankC˜ ′(W (λ0),W (µ0)) = rankC˜(W (λ0),W (µ0))
when (λγ , µη) ∈ Dr+1|(λ,µ) for 1 ≤ γ ≤ g, 1 ≤ η ≤ h.
(2) If rankC ′(λ, µ) = rankC(λ, µ) + 1 in the domain Dr+1, then
rankC˜ ′(Wλγ ,Wµη ) = rankC˜(Wλγ ,Wµη ) +mγ × nη,
when (λγ , µη) ∈ Dr+1|(λ,µ). Moreover
rankC˜ ′(W (λ0),W (µ0)) = rankC˜(W (λ0),W (µ0)) +mPrmQr ,
when (λγ , µη) ∈ Dr+1|(λ,µ) for 1 ≤ γ ≤ g, 1 ≤ η ≤ h.
Proof. (1) It is not difficult to see that
rankC˜(Wλγ ,Wµη ) = mγnηrank(C(λ, µ)), and rankC˜
′(Wλγ ,Wµη ) = mγnηrank(C
′(λ, µ)).
In fact, the the left hand sides in two equalities have the nice expressions above, which
imply that “ ≥ ” hold in both formulae. On the other hand, if some row of C(λ, µ) is a
linear combination of other rows, then the corresponding block row of C˜(Wλγ ,Wµη ) is the
same linear combination of the same block rows. The similar assertion is true for C ′ and
C˜ ′. Therefor “ ≤ ” hold in both formulae.
(2) The reason is:
∑
(γ,η)mγnη = mPrnQr . 
Let (K,M,H = 0) be a bimodule problem with a reduction sequence (∗) of freely
parameterized triples given in the Remark of 4.2. Suppose that Hs in the end term of
(∗∗) possesses a set of parameters λI1 , λI2 , · · · , λIi . Let a set of valuation matrices
(Vm) : {W (λ0I1),W (λ
0
I2), · · · ,W (λ
0
Ii)}
be given by item (1) of Definition 4.4.1, and let Hsms , H˜
s
m˜s(λ
0) be given in the items (2), (3)
of Definition 4.4.1 respectively. Assume that (mˆ, mˆ1, · · · , mˆs) is a sequence of size vectors
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calculated by Formula (11) of 3.2 inductively from mˆs = ms, and (Hmˆ,H
1
mˆ1
, · · ·Hsmˆs)
is a sequence of matrices given by (H,H1, · · · ,Hs) and (mˆ, mˆ1, · · · , mˆs). Then we are
able to construct m˜r and H˜rm˜r(λ
0(r)) according to the valuation matrices (Vm) for r =
s, s− 1, · · · , 1, 0, by Definition 4.4.1.
Thus we have a sequence of triples (∗ˆ) given in Corollary 4.3.1 (but the restriction
of mI = 1 or 0 for any non-trivial I is relaxed). And we have a sequence of valuation
matrices
0 = H˜m˜(λ
0(0)), H˜1
m˜1
(λ0(1)), · · · , H˜rm˜r(λ
0(r)), · · · , H˜s−1
m˜s−1
(λ0(s− 1)), H˜sm˜s(λ
0(s)),
and a sequence of triples
(∗˜) (N˜ , R˜, m˜), (N˜1, R˜1, m˜1), · · · , (N˜ r, R˜r, m˜r), · · · , (N˜ s−1, R˜s−1, m˜s−1), (N˜ s, R˜s, m˜s),
such that each triple (N˜ r, R˜r, m˜r) is obtained from (Nˆ r, Rˆr, mˆr) by Definition 4.4.1.
Theorem 4.5.1 The sequence (∗˜) is a reduction sequence. And either the type of
reductions from (N˜ r, R˜r, m˜r) to (N˜ r+1, R˜r+1, m˜r+1) is the same as that from (N r, Rr,mr)
to (N r+1, Rr+1,mr+1), or the triple (N˜ r+1, R˜r+1, m˜r+1) is obtained from (N˜ r, R˜r, m˜r) by
identity, 0 ≤ r ≤ s− 1.
(We stress that the reductions in (∗˜) are ordered according to the matrix order in (∗ˆ),
which differs from the usual order of Definition 2.3.1.)
Proof. For r = 0, we set R˜ = Rˆ, N˜ = Nˆ , m˜ = mˆ. Suppose we have already a
sequence of reductions up to (N˜ r, R˜r, m˜r), now consider the (r + 1)-th reduction towards
(N˜ r+1, R˜r+1, m˜r+1). If (Nˆ r+1, Rˆr+1, mˆr+1) is obtained from (Nˆ r, Rˆr, mˆr) by identity, so
is (N˜ r+1, R˜r+1, m˜r+1) from (N˜ r, R˜r, m˜r), we have done. Otherwise, let us go back to
Proposition 4.3.1, and let a1 : Pr → Qr be the first arrow of (K
r,Mr,Hr).
In item (1) of A1,A2,A3 (as well as (1′) of A2) of Proposition 4.3.1, δ(a1) = 0, which
means that the equation system (II) implies (8). Then item (1) of Proposition 4.5.1 tells
that (I˜I) implies (8˜). Thus we are able to set
N˜
r
prqr = Nˆ
r
prqr
by an edge reduction, or a loop reduction with fixed eigenvalues.
In item (2) of A1,A2,A3 (as well as (2′) of A2) of Proposition 4.3.1, δ(a1) 6= 0, which
means that the equation system (II) does not imply (8). Then item (2) of Proposition
4.5.1 tells that
rankC˜ ′(Wλ0 ,Wµ0) = rankC˜(W (λ
0),W (µ0)) +mPrnQr .
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Thus we are able to set
N˜
r
prqr = ∅ = Nˆ
r
prqr
by regularization.
In item (3) of A3 of Proposition 4.3.1, δ(a1) = 0. We are able to set
N˜
r
prqr = Wˆ ⊕W (λ
0
I),
whenever Nˆ
r
prqr = Wˆ ⊕ λImI by a loop reduction, where I ∈ T
r+1/ ∼r+1.
Our theorem follows by induction. 
4.6 Valuation representation categories
Let (K,M,H) be a freely parameterized bimodule problem given by Definition 4.2.1,
and A = (Γ,Ω) be the layered bocs corresponding to (K,M,H). The present subsection
is devoted to showing a valuation representation category M˜at(K,M), and equivalently
R˜(A).
Given any size vector m and any valuation matrix H˜m˜(λ
0) defined in 4.4.1, an object
of size vector m˜ in M˜at(K,M) is defined as a matrix M ∈ Mm˜ with an adjoint valuation
matrix H˜m˜(λ
0). If L is also a matrix of size l˜ with an adjoint valuation matrix H˜
l˜
(µ0),
then a morphism ϕ :M → L in M˜at(K,M) is a matrix ϕ ∈ K
m˜×˜l
, such that
(M + H˜m˜(λ
0))ϕ = ϕ(L+ H˜l(µ
0)).
Thus we obtain a category of representations, which is called a valuation representation
category of (K,M,H), and we denote it by M˜at(K,M,H).
Representation category R˜(A) has been well-defined in [D] and [CB1]. The objects of
R˜(A) are Γ-modules. In fact, if M ∈ M˜at(K,M), an object M ∈ R˜(A) corresponding
to M is defined by a set of vector spaces: MI = k
mI , ∀ I ∈ T/∼; a set of linear maps:
M(λI) = W (λ
0
I) for λI attached to I, and M(ρ
w
IJ )
∗ = Mpw
IJ
qw
IJ
for any basis element
ρwIJ ∈ A (see Formula (1) in 2.3). Thus M is a Γ-module. If L ∈ R˜(A) corresponds
to L ∈ M˜at(K,M), and ϕ(= S) : M → L is a morphism in M˜at(K,M), a morphism
ϕ : M → L corresponding to ϕ in R˜(A) is defined by a set of linear maps: (ϕI , ϕ(ζ
w
IJ )
∗ |
∀I ∈ T/ ∼,∀ ζwIJ ∈ B), where ϕ(ζ
w
IJ )
∗ = Spw
IJ
qw
IJ
. It is clear that ϕI :MI → LI satisfy
M(ρwIJ )
∗ϕJ − ϕIL(ρ
w
IJ )
∗ = ϕ(δ(ρwIJ )
∗)
(see the last part of 3.6). If ψ : L → E is also a morphism, then the composition
η = ϕψ : L → E is given by η = (ηI , η(ζ
w
IJ )
∗ | ∀ I ∈ T/∼,∀ζwIJ ∈ B), such that
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ηI = ϕIψI , and
η(ζwIJ )
∗ = ϕ(ζwIJ )
∗ψJ + ϕIψ(ζ
w
IJ )
∗ +
∑
L,u,v
c
( w
IJ
)( u
IL
)( v
LJ
)ϕ(ζuIL)∗ψ(ζvIL)∗
(see also the last part of 3.6).
Now suppose the freely parameterized bimodule problem (K,M,H) (respectively A)
is minimal. Given any non-trivial I ∈ T/∼ with an attached parameter λI of domain
k \{the roots of gI(λI)}, let m(I, d) be a size vector of (T,∼), such that m(I, d)I = d for
some d ∈ N and m(I, d)L = 0, ∀L ∈ T/∼\{I}. For any λ
0
I ∈ k with gI(λ
0
I) 6= 0, we define
a zero matrix O(I, d, λ0I) ∈ M˜m˜(I,d) with an adjoint valuation matrix H˜m˜(I,d)(Jd(λ
0
I)),
and we denote it by H˜(Jd(λ
0
I)) for simplicity.
Corollary 4.6.1 (1) O(I, d, λ0I) is indecomposable.
(2) {O(J ) | ∀ trivial J ∈ T/ ∼} and
{O(I, d, λ0I) | ∀ non-trivial I ∈ T/∼,∀ d ∈ N,∀λ
0
I ∈ k with gI(λ
0
I) 6= 0}
form a complete set of indecomposables of M˜at(K,M).
Proof. (1) Let O(I, d, λ0I) be an object of M˜at(K,M,H) with an adjoint matrix
H˜(Jd(λ
0
I)). We denote O(I, d, λ
0
I) by O for simplicity. Suppose O ∈ R˜(A) corresponds to
O. Thus OI = k
d, OJ = 0, and O(λI) = Jd(λ
0
I). Given any morphism ϕ : O → O, then
ϕI =

x1 x2 · · · xd
x1 · · · xd−1
. . .
...
x1
 (35)
is given by Jd(λ
0
I)ϕI = ϕIJd(λ
0
I), and ϕJ = 0. Therefore EndR˜(A∞)(O) is local. Conse-
quently, O is indecomposable, so is O.
(2) See [CB1, 6.2]. 
From now on we will not worry about any difference between M˜at(K,M) and R˜(A).
And we denote them still by Mat(K,M) and R(A) respectively for simplicity.
If (∗∗) is a reduction sequence of freely parameterized bimodule problems given in 3.3,
the reduction functors
ϑr−1,r :Mat(K
r,Mr)→Mat(Kr−1,Mr−1)
are defined as follows. Given any matrix M r ∈ Mrm˜r with an adjoint valuation matrix
H˜rm˜r(λ
0(r)), then
ϑr−1,r(M
r) =M r + H˜rm˜r(λ
0(r))pr−1qr−1 ⊗ ρ
r−1
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with an adjoint valuation matrix H˜rm˜r(λ
0(r)), where ρr−1 is the first basis element of
Mr−1. Moreover, the composition
ϑ0r = ϑ01 · · ·ϑr−1,r :Mat(K
r,Mr)→Mat(K,M)
is obtained by sending M r to M r + H˜rm˜r(λ
0(r)). And the action of the reduction functors
on morphisms is an identity as the same as that in 3.3. In particular if the end term of
(∗∗) is minimal, then
ϑ0,∞(O(I, d, λ
0
I)) = H˜
∞(Jd(λ
0
I)),
which is indecomposable by Corollary 4.6.1.
Finally we claim why the conditions (2) of Definition 4.2.1 must hold for a freely
parameterized bimodule problem by some examples to end the subsection.
Example 1. Let A = (Γ,Ω) be a local bocs with a layer L = (Γ′;ω; a; v)
✓✏
✒✶
✓✏
✑✐•
❑
v
P
λ a
where Γ′(P,P) = k[λ], δ(a) = vλ − λv, i.e. f(λ, µ) = −λ + µ. If we require f(λ, µ) 6= 0,
and set MP = k, M(λ) = (λ
0), ∀λ0 ∈ k, then there is not any morphism ϕ :M →M . In
fact , if ϕ were a morphism, then M(a)ϕP − ϕPM(a) = vλ
0 − λ0v = 0, which would lead
to a contradiction to the requirement of f(λ0, λ0) 6= 0.
Example 2. We have the same picture as Example 2, but δ(a) = 2vλ − λv, i.e.
f(λ, µ) = −λ + 2µ. If we require f(λ, µ) = 0, and set MP = k, M(λ) = (λ
0), ∀ λ0 ∈ k,
and LP = k, L(λ) = (µ
0), then there is not any morphism ϕ :M → L when λ0 6= 2µ0. In
fact , if ϕ were a morphism, then M(a)ϕP − ϕPL(a) = 2vλ
0 − µ0v 6= 0, which would lead
to a contradiction to the requirement of f(λ0, µ0) = 0.
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5 Minimally wild bimodule problems
This section is devoted to classifying the minimally wild bimodule problems.
5.1 The wild theorem
We will give an alternative proof of the well-known Drozd’s wild theorem in this
subsection. Our proof may not be an essential improvement, since the idea of the original
proof is perfect. But the new proof lowers the dimension from the original 43 to 20. This
makes the matrices simpler.
Definition 5.1.1([CB1]) We say a layered bocs A is wild, if there is a functor
F : k〈x, y〉-mod→ R(A)
which preserves iso-classes and indecomposability.
Theorem 5.1.1([D], [CB1]) Let A = (Γ,Ω) be a bocs with layer L = (Γ′;ω; a1, · · · , an; v1,
· · · , vm). Suppose that a1 : P → Q. Then A must be wild in the following two cases:
Case 1. Γ′(P,P) = k[λ, gP (λ)
−1] and Γ′(Q,Q) = k[µ, gQ(µ)
−1];
δ(a1) = f(λ, µ)v1
where f(λ, µ) ∈ k[λ, µ, gP (λ)
−1, gQ(µ)
−1] is non-invertible.
Case 2. Γ′(P,P) = k[λ, gP (λ)
−1] and Γ′(Q,Q) = k;
δ(a1) = 0, or dual.
Proof. Case 1. Without loss of generality we may assume that A is local when
P = Q; or A has two vertices when P 6= Q :
✓✏
✒✶
✓✏
✑✐•
❑
v1
P
λ a r r☛✟✡✶
☛✟
✠✐✲λ
P Q
a1
v1
µ
We may also assume that f(λ, µ) ∈ k[λ, µ] after dividing v1 by some power of gP (λ)gQ(µ),
write
f(λ, µ) = α(λ−λ0)+β(µ−µ0)+γ1(λ−λ
0)2+γ2(λ−λ
0)(µ−µ0)+γ3(µ−µ
0)2+ · · · (36)
where f(λ0, µ0) = 0, gP(λ
0) 6= 0, gQ(µ
0) 6= 0. If P 6= Q, and αβ 6= 0, we setmP = 9,mQ =
11, and define an objectM ∈ R(A), such thatM(λ) ≃ J1(λ
0)⊕J3(λ
0)⊕J5(λ
0), M(µ) ≃
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J2(µ
0)⊕ J4(µ
0)⊕ J5(µ
0). Then
M(λ) =

λ0 0 0
λ0 0
λ0
1 0
0 1
0 0
λ0 0
λ0
1 0
0 1
λ0 0
λ0
1
0
λ0 1
λ0

and
SP =

s1 s
1
13 s
1
15
s3 s
1
35
s5
s211 s
2
13
0 s233
0 0
s311 s
3
13
s331 s
3
33
0 s353
s411
s431
0
s511
s531
s551
s1 s
1
13
s3
s211 s
2
13
0 s233
s311
s331
s411
s431
s1 s
1
13
s3
s211
0
s311
s331
s1 s211
s1

is given by M(λ)SP − SPM(λ) = 0. On the other hand
M(µ) =

µ0 0 0
µ0 0
µ0
1 0 0
0 1 0
0 0 1
µ0 0 0
µ0 0
µ0
1 0
0 1
0 0
µ0 0
µ0
1 0
0 1
µ0 0
µ0
1
0
µ0

,
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and
SQ =

t1 t
1
12 t
1
14
t2 t
1
24
t4
t211 t
2
12 t
2
14
t221 t
2
22 t
2
24
0 0 t244
t1 t
1
12 t
1
14
t2 t
1
24
t4
∗
∗

.
is given by M(µ)SQ − SQM(µ) = 0.
The 9× 11 matrix S(δ(a1)) equals
∗ ∗ ∗
∗ ∗ ∗
0 0 0 ∗
∗ ∗ ∗
αv71 αv72 ∗
αv81+
γ1v91
αv82+
γ1v92
∗
0 0 0 βv71 βv72 ∗
αv91 αv92 αv93 αv94+βv81+γ2v91
αv95+βv82
+γ2v92
∗
0 0 0 βv91 βv92 βv93 βv94+γ3v91
βv95+
γ3v92
∗ · · ·

Let
M(a1) =

∅ ∅ ∅
∅ ∅ ∅
1 ξ ∅
∅ ∅ ∅
η 1 ∅ ∅
1 ∅ ∅
0 0 1
0 0 1
0 0 0

9×11
where η and ξ are two algebraically independent parameters with a domain k × k. Thus
∀S ∈ EndA(M), we have SP = sI9 + L1 and SQ = sI11 + L2 for some upper triangular
nilpotent matrices L1, L2, and s ∈ k.
If αβ = 0, we can take some lower sizes to construct a canonical matrix with two
independent parameters η, ξ, [ZX].
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If P = Q, and there exists a pair (λ0, µ0) with λ0 = µ0, f(λ0, µ0) = 0, (i.e. λ0 is a
root of f(λ, λ)), gP(λ
0) 6= 0, we may set mP = 4, M(λ) ≃ J3(λ
0)⊕ J1(λ
0). Thus
M(λ) =

λ0 0
λ0
1
0
λ0 1
λ0
 , and SP =

s1 s
1
13
s3
s211
0
s311
s331
s1 s211
s1

is given by M(λ)SP = SPM(λ). When αβ 6= 0,
S(δ(a1)) =

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
αv41 ∗ ∗ ∗
0 0 βv41 ∗
 , M(a1) =

∅ ∅ ∅ ∅
ξ ∅ ∅ ∅
η ∅ ∅ ∅
0 1 ∅ ∅
 ,
where η and ξ are independent parameters with a domain k × k. Thus given any S ∈
EndA(M), SP = sI4 + L for some upper triangular nilpotent matrix L and s ∈ k. When
αβ = 0 or α 6= 0, β = 0, the method is similar [ZX].
If P = Q, and all the pairs (λ0, µ0) with f(λ0, µ0) = 0, gP(λ
0)gQ(µ
0) 6= 0 have the
property that λ0 6= µ0, we may use a rolled up version M of the construction given in the
case P 6= Q, i.e. let mP = 20, M(λ) =M(λ
0)⊕M(µ0) and M(a1) =
(
0 M(a1)
0 0
)
.
Case 2. r r☛✟✡✶ ✲
P Qλ a1 , (or we have a dual diagram). Let mP = 5, mQ = 2,
M(λ) = J5(λ
0), where gP(λ
0) 6= 0, then
SP =

s1 s2 s3 s4 s5
s1 s2 s3 s4
s1 s2 s3
s1 s2
s1
 , SQ =
(
t11 t12
t21 t22
)
; M(a1) =

ξ ∅
η ∅
∅ ∅
1 ∅
0 1
 ,
where η and ξ are independent parameters with a domain k × k. Thus ∀S ∈ EndA(M),
SP = sI5, SQ = sI2, for any s ∈ k. The proof for the dual case is similar.
It is clear from the construction of M , that we are able to define a local layered bocs
B induced from A just before the appearing of ξ in all the cases (see also [ZX]), i.e. B
has a layer LB = (Γ
′
B;ωB; b0, b1, · · · , bn;u1, · · · , um) with a unique non-trivial vertex I,
and Γ′B(I,I) = k[η]. Moreover, δ(b0) = 0 still by the construction, and we are able to set
b0 = ξ. We denote the reduction functor from R(B) to R(A) by G. And define a functor
F : k〈η, ξ〉-mod→ R(B)
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by sending any k〈η, ξ〉-module
✓✏
✒✶
✓✏
✑✐•
kmL(η)
L =
L(ξ)
for any dimension m and any linear maps L(η), L(ξ) to L = F (L), such that
LP = k
m, L(η) = L(η), L(b0) = L(ξ), L(bi) = 0 for i = 1, 2, · · · , n.
If L′ ∈ k〈η, ξ〉-mod and L
′
= F (L′), then a morphism ϕ : L → L′ is sent to a morphism
ϕ : L → L
′
, such that ϕP = ϕ, and ϕ(uj) = 0 for j = 1, 2, · · · ,m. Thus, if L is
indecomposable, so is L; and if L ≃ L
′
, then L ≃ L′ both by Corollary 2.2.2. Finally, the
functor GF : k〈η, ξ〉-mod → R(A) preserves indecomposability and isomorphism classes,
so that A is of wild type. 
5.2 The tame theorem
In this subsection we will give a slightly different statement of the well-known tame
theorem [D, CB1] by constructing a finite set of minimal local bimodule problems whose
valuated representation categories cover all the canonical forms of the indecomposable
matrices of dimension at most n for each non-negative integer n.
Lemma 5.2.1 Let (K,M,H) be a non-wild bimodule problem having a reduction
sequence (∗). Suppose that N
r0
pr0 ,qr0
= W ⊕ (λ) with λ attached to I ∈ T r0+1/ ∼r0+1.
Given any r > r0, if the first arrow a1 in (K
r,Mr,Hr) starts or ends at I, then the
reduction for a1 must be a regularization. Consequently, the equivalent class I remains
until the end of the sequence(∗), i.e. I ∈ T∞/ ∼∞. In particular, if R∞ is local, then
N
r0
pr0qr0
= (λ).
Proof. Item (1) of A1 and A2 in Proposition 4.3.1 can not occur because of non-
wildness, and item (2) of A1,A2 always yields a regularization. 
Lemma 5.2.2 Let (K,M,H) be a non-wild bimodule problem. Then any reduction
sequence (∗) of freely parameterized triples, which preserves all the free parameters, can
reach a minimal triple.
Proof. By the same reason as in the proof of Lemma 5.2.1. 
Lemma 5.2.3 Let (K,M,H = 0) be a non-wild bimodule problem having a reduction
sequence (∗) and N s = (0). Then H∞(J ) for any trivial J ∈ T∞/ ∼∞ defined in 3.5,
and H˜∞(Jd(λ
0
I)) for any non-trivial I ∈ T
∞/ ∼∞ defined in 4.6 are both canonical forms
under the fixed orders of matrix and the base field.
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Proof. Let nˆ∞ = m(J ) when J is trivial. We obtain a reduction sequence (∗ˆ) in
Corollary 3.3.1 under the orders mentioned in the lemma. Thus H∞(J ) is a canonical
form.
Let nˆ∞ = m(I, 1) when I is non-trivial, which has dimension 1 at I and 0 at any
J 6= I. We obtain a reduction sequence (∗ˆ) in Corollary 4.3.1, which contains a unique
parameter λI and Rˆ
∞ is local. Thus Nˆ
r
prqr = (λI) for some 1 ≤ r ≤ s by Lemma 5.2.1. It
is obvious that the order of the base field is not destroyed in H˜r+1(Jd(λ
0
I)). On the other
hand, all the reductions after the (r+ 1)-th step are regularization in (∗˜) given by Jd(λ
0
I)
by Lemma 5.2.1 and Theorem 4.5.1, which are made according to the partitions of (∗̂).
But they can also be made according to the order of Definition 2.3.1, whenever we write
the matrix equations (8) of 2.6 element-wise. Therefore H˜∞(Jd(λ
0
I)) is a canonical form
under the fixed orders of both matrix and base field. 
Theorem 5.2.1 Let (K,M,H = 0) be a non-wild bimodule problem. Suppose we fix
the orders both on matrix and the base field. Then for any fixed n ∈ N, there exists a
finite set of sequences of freely parameterized triples {∗1, ∗2, · · · , ∗h} such that
(1) the end terms of corresponding (∗∗)’s:
(K∞1 ,M
∞
1 ,H
∞
1 ), (K
∞
2 ,M
∞
2 ,H
∞
2 ), · · · , (K
∞
h ,M
∞
h ,H
∞
h )
are minimal and local;
(2) for any indecomposable M ∈ Mat(K,M) of size at most n, there exists a unique
sequence (∗l) in the set and a matrix
M∞l ∈Mat(K
∞
l ,M
∞
l ) with M ≃ ϑ
l
0,∞(M
∞
l ).
(3) ϑl0,∞(M
∞
l ) is the canonical form of M .
Proof. We use the induction firstly on size n. n = 0 is trivial. Suppose that the
statement is true for a non-negative integer (n− 1). We will start from a triple (N,R, n)
of size n. We use the induction for the second time on the reduction steps r.
When r = 0, there are only finitely many choices of size vector n, since the equation
n = n1 + n2 + · · ·+ nt
has only finitely many solutions of non-negative integers. Suppose that for each fixed triple
(N,R, n), there are only finitely many possibilities to construct the reduction sequences
up to the r-th step. Consider one of such sequences. We will show that the possibilities
to construct N
r
prqr are also finite. Thus our conclusion holds, since a reduction sequence
towards a minimal bimodule problem can be taken at most n2 steps.
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We treat the (r + 1)-th reduction still according to Proposition 4.3.1. Item (1) of A1
and A2 can not occur because of non-wildness. Item (2) of A1,A2, A3 gives N
r
prqr = ∅, so
we have only one choice.
In item (1) of A3 and P 6= Q,
N
r
prqr =
(
0 Id
0 0
)
nrpr×n
r
qr
,
then we have finitely many choices for d = 0, 1, · · · ,min{nrpr , n
r
qr}.
In item (1) of A3 and P = Q or item (3) of A3. If Rr is not local, then either
T r/ ∼r \{Pr} 6= ∅, or T
r/ ∼r= {Pr}, and nPr > 1. Let (∗ˆ) be a reduction sequence
of Corollary 4.3.1 given by nˆr, such that nˆrPr = 1, nˆ
r
J = 0, ∀J ∈ T
r/ ∼r, J 6= Pr,
then nˆr < nr. The induction hypothesis and Lemma 5.2.1 tell us that the sequence (∗ˆ)
with Nˆ
r
prqr = (λ) already exists in our set and reaches a minimal triple with domain
k \ {the roots of gˆ(λ)}. Thus Lemma 5.3.3 ensures that H˜∞(Jd(λ
0)), for some d ∈ N and
gˆ(λ0) 6= 0, have covered the canonical forms of indecomposables of size at most n such
that Nˆ
r
prqr has eigenvalues λ
0 ∈ (k \ {the roots of gˆ(λ)}). Therefore
N
r
prqr ≃ ⊕l,dJd(λ
l)el,d
with gˆ(λl) = 0 such that
npr =
∑
l,d
del,d.
But such a equation in variables el,d has only finitely many solutions of non-negative
integers, i.e. N
r
prqr has only finitely many choices.
If Rr is local, then T r/ ∼r= {Pr} and npr = 1. Item (3) of A3 gives N
r
prqr = (λ)
with a domain k \{the roots of g(λ)}, or N
r
prqr = (λ
l) with g(λl) = 0, thus N
r
prqr has only
finitely many choices.
Therefore we obtain finitely many reduction sequences (∗) of size n. Finally all the
sequences having local end terms are retained, and others are excluded, since their local
direct summands have already been included in the case of (n−1). The proposition follows
by double induction on n and r. 
5.3 Local wild bimodule problems
This subsection is devoted to constructing a reduction sequence consisting of local
parameterized bimodule problems (not necessarily freely!). In the subsection we will not
distinguish the multiplication of the parameters whether they act from left or right. And
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we denote such kind of differentials by δc, where c in δc means the commutativity of the
multiplication from left and right.
Lemma 5.3.1. Let (K,M,H) be a bimodule problem with T/∼= {P}, and H have
a free parameter λ0 with the domain k \ {the roots of f(λ0)}. Suppose that n is a size
vector with nP = 1 and (N,R, n) is given by Formula (6) of 2.6. Then we are able to
construct a reduction sequence (∗) of 3.3 satisfying the following properties:
(1) n = n1 = · · · = nr = · · · = ns, N s = (0). Hs contains parameters λ0, λ1, · · · , λγ
with γ ≥ 0, which are algebraically independent.
(2) When δc(ρrl−1)∗ = 0 in (Krl−1,Mrl−1), we set (Hrl)prl−1,qrl−1 = (λl), where l =
1, · · · , γ.
(3) When δc(ρr−1)∗ = wr−1 6= 0 in (Kr−1,Mr−1), we set (Hr)pr−1,qr−1 = ∅ and w
r−1 =
0 after a localization given by cr(λ0, λ1, · · · , λl), where rl < r < rl+1, l = 0, 1, · · · , γ,
r0 = 0, rγ+1 = s+ 1.
(4) The domain of the parameters in Hr, for rl < r < rl+1, is an open subset of k,
determined by f r(λ0, λ1, · · · , λl) 6= 0, where
f r(λ0, λ1, · · · , λl) = f(λ0)
 l−1∏
l′=0
∏
rl′<r
′<rl′+1
cr
′
(λ0, λ1, · · · , λl′)
 ∏
rl<r′≤r
cr
′
(λ0, λ1, · · · , λl),
(37)
and cr
′
(λ0, λ1, · · · , λl′) are polynomials in λ, λ1, · · · , λl′ appearing at r
′-th reductions.
(5) f rl(λ0, λ1, · · · , λl−1) = f
rl−1(λ0, λ1, · · · , λl−1), for l = 1, · · · , γ.
Proof. (1) is obvious. We will prove (2), (3), (4) and (5) by induction on r. r = 0 is
clear. Suppose that we have already had a sequence of parameterized bimodule problems
(K,M,H), (K1 ,M1,H1), · · · , (Kr ,Mr,Hr)
and parameters λ0, λ1, · · · , λl in H
r with a polynomial
f r(λ0, λ1, · · · , λl) 6= 0
for some r ≥ rl. Let (radK
r)∗ have a k-basis {v1, v2, · · · , vm}. If a1 = (ρ
r)∗ is the first
arrow of (Kr,Mr,Hr), then
δc(a1) =
m∑
j=1
fj(λ0, λ1, · · · , λl)vj (38)
If δc(a1) 6= 0, we make a basis change in the field of rational functions k(λ0, λ1, · · · , λl),
say (w1, · · · , wm)
T = Q(v1, · · · , vm)
T with the first row of Q being (f1, f2, · · · , fm). Then
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δ(a1) = w
r+1 and thus (Hr+1)prqr = ∅. Denote by c
r+1(λ0, λ1, · · · , λl) the product of the
denominators of the entries of Q and Q−1, let
f r+1(λ0, λ1, · · · , λl) = f
r(λ0, λ1, · · · , λl)c
r+1(λ0, λ1, · · · , λl).
In case of δc(a1) = 0, we set rl+1 = r + 1, (H
r+1)prqr = (λl+1), and
f r+1(λ0, λ1, · · · , λl) = f
r(λ0, λ1, · · · , λl).
Thus we complete the proof from (Kr,Mr,Hr) to (Kr+1,Mr+1,Hr+1). Our assertion
follows by induction. 
5.4 Triangular formulae
Based on Lemma 5.3.1, we will in this subsection construct two kinds of freely parame-
terized bimodule problems which are established by Bautista. First we fix some notations.
Let A = (Γ,Ω) be a local bocs, with a layer L = (Γ′;ω; a1, a2, · · · , an; v1, v2, · · · , vm).
Suppose that the indecomposable object of Γ′ is P, and Γ′(P,P) = k[λ, f(λ)−1]. Denote
by ∆ the Γ′-Γ′-bimodule freely generated by a1, a2, · · · , an,
∆⊗p = ∆⊗Γ′ ∆⊗ · · · ⊗Γ′ ∆︸ ︷︷ ︸
p
and ∆⊗0 = Γ′ . Then 
Γ =
⊕
p≥0
∆⊗p,
Ω =
⊕
p,q≥0
m⊕
j=1
∆⊗pvj∆
⊗q.
(39)
For any v ∈ Ω, denote by v0 the projection of v into ⊕mj=1Γ
′vjΓ
′.
Definition 5.4.1 Given any constants λ00, λ
0
1, · · · , λ
0
γ−1 ∈ k with
f rγ(λ00, · · · , λ
0
γ−1) 6= 0
given in Lemma 5.3.1, and denote λγ by ν, we construct a local bocs A(λ00,λ01,··· ,λ0γ−1) with
a layer
L = (Γ′;ω; b1, · · · , bj ;u1, · · · , um),
such that if γ = 0,
A(λ00,λ
0
1,··· ,λ
0
γ−1)
= A,
thus Γ′(P,P) = k[ν, f(ν)−1]; If γ > 0,
A(λ00,λ
0
1,··· ,λ
0
γ−1)
= Arγ ,
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thus Γ′(P,P) = k[ν], and ν appears for the first time in Arγ .
Lemma 5.4.1 There exists a sequence of localizations given by
σ1(ν), σ2(ν), · · · , σj(ν),
and a triangular formula:
δ(b1)
0 = g11(ν, κ)u1
δ(b2)
0 = g21(ν, κ)u1 + g22(ν, κ)u2
· · · · · ·
δ(bj)
0 = gj1(ν, κ)u1 + gj2(ν, κ)u2 + · · ·+ gj,j(ν, κ)uj
(40)
where ν stands for the left multiplication by ν, and κ for the right multiplication by ν;
gll′(ν, κ) ∈ k[ν, κ, σl(ν)
−1σl(κ)
−1], gll(ν, ν) 6= 0, l
′ ≤ l, l = 1, 2 · · · , j.
Proof. j = 0 is trivial. If j > 0, then δc(b1) 6= 0, since ν = λγ is the last parameter.
Therefore δ(b) 6= 0. Without loss of generality, we may divide the dotted arrows by some
power of f(ν)f(κ) when γ = 0, such that the coefficients in δ(b1) are all polynomials. After
a localization given by c1(ν) in Formula (30) of 4.3, δ(b1) = g11(ν, κ)u1 with g11(ν, ν) 6= 0.
Let σ1(ν) = f(ν)c1(ν) if γ = 0, and σ1(ν) = c1(ν) if γ > 0. In case of j = 1, the proof is
completed. Otherwise,
δ(b2)
0 = g21(ν, κ)u1 +
m∑
l=2
g′2l(ν, κ)u2l,
and g′2l(ν, κ) ∈ k[ν, κ, σ1(ν)
−1σ1(κ)
−1]. Without loss of generality we may divide u2l by
some power of σ1(ν)σ1(κ), such that g
′
2l(ν, κ) ∈ k[ν, κ]. Suppose the highest common
factor of g′2l(ν, κ), l = 2, · · · ,m, is g22(ν, κ), and c2(ν) is obtained by (30) to make a basis
change from u22, · · · , u2m to u2, u33, · · · , u3m in a Hermit ring k[ν, κ, σ2(ν)
−1σ2(ν)
−1] with
σ2(µ) = σ1(µ)c2(µ). Then g22(ν, ν) 6= 0. By induction we finally reach to the integer j
and Formula (40). Which depends on a sequence of localizations given by
σl(ν) =
{
f(ν)
∏l
p=1 cp(ν), when γ = 0;∏l
p=1 cp(ν), when γ > 0,
write σ(ν) = σj(ν). (41)
The proof is completed. 
Definition 5.4.2 If for any λ00, λ
0
1, · · · , λ
0
γ−1, gll(ν, κ) ∈ k[ν, κ, σl(ν)
−1σl(κ)
−1] are
invertible, we may fix some constants λ00, λ
0
1, · · · , λ
0
γ−2 with
f rγ−1(λ00, λ
0
1, · · · , λ
0
γ−2) 6= 0.
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Denote λγ−1 by λ, we then construct a local bocs A(λ00,λ01,··· ,λ0γ−2) = (Γ,Ω) with a layer
L = (Γ′;ω′; a1, · · · , ai, b1, · · · , bj ; v1, · · · , vm),
such that if γ = 1,
A(λ00,λ
0
1,··· ,λ
0
γ−2)
= A,
thus Γ′(P,P) = k[λ, f(λ)−1]; if γ > 1,
A(λ00,λ
0
1,··· ,λ
0
γ−2)
= Arγ−1 ,
thus Γ′(P,P) = k[λ], and λ appears for the first time in Arγ−1 .
Lemma 5.4.2 There exists a localization given by τ(λ) and a triangular formula:
δ(a1)
0 = h11(λ, µ)w1
δ(a2)
0 = h21(λ, µ)w1 + h22(λ, µ)w2
· · · · · ·
δ(ai−1)
0 = hi−1,1(λ, µ)w1 + hi−1,2(λ, µ)w2 + · · ·+ hi−1,i−1(λ, µ)wi−1
δ(ai)
0 = hi1(λ, µ)w1 + hi2(λ, µ)w2 + · · ·+ hi,i−1(λ, µ)wi−1 + h˜(λ, µ)w˜
(42)
where
hll′(λ, µ) ∈ k[λ, µ, τ(λ)
−1τ(µ)−1], hll(λ, λ) 6= 0 for l
′ ≤ l and l = 1, 2, · · · , i;
w1, w2, · · · , wi−1 are free generators of Ω, w˜ is a linear form of w1, · · · , wi−1, or w˜ is linearly
independent of {w1, w2, · · · , wi−1}, and h˜(λ, µ) 6= 0 but h˜(λ, λ) = 0.
Proof. If δ(a1) = 0 in Formula (29) of case A1 of 4.3, then i = 1, w˜ = 0. Other-
wise, after a localization given by c1(λ) in Formula (30) of 4.3, δ(a1)
0 = h11(λ, µ)w1. If
h11(λ, λ) = 0, then i = 1, w˜ 6= 0. If h11(λ, λ) 6= 0, we use the similar procedure given in
the proof of Lemma 5.4.1. Then we reach to Formula (42), since ai = λγ must appear at
some stage i.
We use the following notations
τ(λ) =
{
f(λ)
∏i
l=1 cl(λ), when γ = 1;∏i
l=1 cl(λ), when γ > 1,
and h(λ) = τ(λ)
i−1∏
l=1
hll(λ, λ). (43)
The proof is completed. 
5.5 The minimal size assumption
Lemma 5.5.1. Let (K,M,H = 0) be a bimodule problem, and (∗) be a reduction
sequence consisting of freely parameterized triples, such that the end term As of (∗ ∗ ∗)
has two vertices, and is in one of the following configurations of Theorem 5.1.1:
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r r☛✟✡✶
☛✟
✠✐✲λ
P Q
a1
w1
µ,Case (1) Case (2) r r☛✟✡✶ ✲
P Qλ a1 (or dual).
If we assume in addition that the size of the triples of (∗) is minimal such that (∗) meets
any configuration of 5.1.1. Then the local bocs AsP at P satisfies Formula (40) of 5.4 with
all the
gll(λ, λ
′) ∈ k[λ, λ′, σl(λ)
−1σl(λ
′)−1]
being invertible, where λ′ stands for the right multiplication of λ. And so does AsQ at Q.
Proof. Suppose the contrary, i.e. either we have Formula (42) of 5.4, or there exists
some 1 ≤ e ≤ j with gee(λ, λ
′) ∈ k[λ, λ′, σe(λ)
−1σe(λ
′)−1] being non-invertible in Formula
(40). Then we would meet case (1) of 5.1.1 in sequence (∗ˆ), which is obtained from (∗) by
deletion of (T \ {P}) according to Corollary 4.3.1. But the size of the triples of (∗ˆ) is less
than those of (∗), which is a contradiction to the minimal size assumption. 
Lemma 5.5.2. Let (K,M,H = 0) be a bimodule problem, and (∗) be a reduction
sequence consisting of freely parameterized triples, such that the end term As of (∗ ∗ ∗) is
local and in the configuration of case (1) of Theorem 5.1.1:
✓✏
✒✶
✓✏
✑✐•
❑
P
λ a1
.
Suppose that λ appears for the first time in Ar attached to a vertex P for some 1 ≤ r < s.
If we assume in addition that the size of the triples of (∗) is minimal, such that (∗) meets
any configuration of 5.1.1. Then either
(1) Ar is local, such that after performing the procedure of Lemma 5.3.1 starting from
A
r, we have Formula (42) of 5.4, or Formula (40) with
gee(λ, λ
′) ∈ k[λ, λ′, σe(λ)
−1σe(λ
′)−1]
being non-invertible for some 1 ≤ e ≤ j; or
(2) there exists some r ≤ l < s, such that Al is in case (2) of Lemma 5.5.1.
Proof. (1) If γ > 0 in Lemma 5.3.1, we have done. If γ = 0, such index e must exist,
since δ(a1) is not invertible.
(2) If Ar is not local, then the induced local bocs ArP at P satisfies Formula (40) of
5.4 with all the gll(λ, λ
′) ∈ k[λ, λ′, σl(λ)
−1σl(λ
′)−1] being invertible by the minimal size
assumption. There must exist some edges connecting P and other vertices. Otherwise P
would be an isolated vertex, which contradicts to As being local. Continue the reduction
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from Ar, there must exist some first edge a1 connecting P and other vertex in some induced
bocs Al, such that δ(a1) = 0. Otherwise all such a1 were deleted by regularizations, then
P would be again an isolated vertex. Thus Al is in case (2) of Lemma 5.5.1 by the minimal
size assumption. 
5.6 The classification of minimally wild bimodule problems
Theorem 5.6.1. Let (K,M,H) be a bimodule problem, and (∗) be a reduction
sequence consisting of freely parameterized bimodule problems. Suppose that
(1) the size of the triples of (∗) is minimal;
(2) there exists some minimal integer r such that Ar is in one of the configurations of
Theorem 5.1.1.
Then there must exist a minimal integer s, such that the end term As of (∗ ∗ ∗) is in one
of the following five cases:
MW1. r r☛✟✡✶
☛✟
✠✐✲ν
P Q
a1
w1
κ Bocs B1 has two vertices P,Q, and a layer L1 = (Γ
′
1;ω1; a1,
· · · , an; v1, · · · , vm), where Γ
′
1(P,P) = k[ν, gP (ν)
−1], Γ′1(Q,Q) = k[κ, gQ(κ)
−1], δ(a1)
= f(ν, κ)w1, such that f(ν, κ) ∈ k[ν, κ, gP (ν)
−1gQ(κ)
−1] is non-invertible. Moreover
the local bocs (B1)P at P satisfies Formula (40) of 5.4, with all the gll(ν, ν
′) ∈
k[ν, ν ′, σl(ν)
−1σl(ν
′)−1] given by Formula (41) being invertible, and so does (B1)Q
at Q.
MW2. r r☛✟✡✶ ✲
P Qν a1 (or dual) Bocs B2 has two vertices P,Q, and a layer L2 = (Γ
′
2;
ω2; a1, · · · , an; v1, · · · , vm), where Γ
′
2(P,P) = k[ν, gP (ν)
−1], Γ′2(Q,Q) = k, δ(a1) =
0. Moreover the induced local bocs (B2)P at P satisfies Formula (40) of 5.4, with
all the gll(ν, ν
′) ∈ k[ν, ν ′, σl(ν)
−1σl(ν
′)−1] given by Formula (41) being invertible.
MW3.
✓✏
✒✶
✓✏
✑✐•
❑
P
ν b
Bocs B3 is local, and has a layer L3 = (Γ
′
3; ω3; b1, · · · , bj ; v1, · · · , vm),
where Γ′3(P,P) = k[ν], and the differentials b1, b2, · · · , bj are given by Formula (40)
of 5.4, such that gll(ν, κ) ∈ k[ν, κ, σl(ν)
−1, σl(κ)
−1] for 1 ≤ l ≤ e − 1 are invertible,
but ge,e(ν, κ) ∈ k[ν, κ, σe(ν)
−1, σe(κ)
−1] is not invertible.
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MW4. q❥ ❥
❥
✻
✲
✻λ
b
a
P
Bocs B4 is local, and has a layer L4 = (Γ
′
4; ω4; a1, · · · , ai; b1, · · · , bj ; v1,
· · · , vm), where Γ
′
4(P,P) = k[λ], the differentials a1, a2, · · · , ai are given by Formula
(42) of 5.4, such that
(i) for any fixed λ0 ∈ k, h(λ0) 6= 0 in Formula (43), set ai = ν, then the differ-
entials of b1, · · · , bj given by Formulae(40) have the property that gll(ν, κ) ∈
k[ν, κ, σl(ν)
−1σl(κ)
−1] are all invertible.
(ii) w˜ is a linear combination of w1, · · · , wi−1 or w˜ is linearly independent of
w1, · · · , wi−1, but (λ− µ)
2 | h˜(λ, µ).
MW5. q❥ ❥
❥
✻
✲
✻λ
b
a
P
Bocs B5 is the same as B4, except the hypothesis (ii) is changed to
(iii) w˜ is linearly independent of w1, · · · , wi−1, and (λ− µ)
2 ∤ h˜(λ, µ).
Proof. Suppose that Ar is in one case of the configurations of Theorem 5.1.1 with
two vertices, then r = s and we obtain MW1 or MW2 by Lemma 5.5.1. Now sup-
pose Ar is local, then λ appears for the first time in Ar by Lemma 5.5.2. Denote λ by
λ0, it ensures that the domain of λ0 in A
r is k. We perform the procedure given by
Lemma 5.4.1. If there exist some λ00, λ
0
1, · · · , λ
0
γ−1, and 1 ≤ e ≤ j in Lemma 5.4.1, such
that gll(ν, κ) ∈ k[ν, κ, σl(ν)
−1, σl(κ)
−1] for 1 ≤ l ≤ e − 1 are invertible, but ge,e(ν, κ) ∈
k[ν, κ, σe(ν)
−1, σe(κ)
−1] is not invertible, we have MW3. Otherwise, γ must be greater
than zero, since Ar is in case (1) of Theorem 5.1.1. Thus we may fix some λ00, λ
0
1, · · · , λ
0
γ−2
and obtain MW4 or MW5. 
Remark We always assume that the reductions are given according to the order of
Definition 2.3.1, and the localizations are given to the parameters at the left with respect
to the multiplication in case of the first arrows a1 : I → J with I,J both non-trivial. In
particular Theorem 5.1.1 and 5.2.1 are proved by the above fixed procedure. Consequently
if As given in Theorem 5.6.1 satisfy MW3 or MW4 or MW5, then the parameter ν in B3,
or the parameter λ in B4 or B5 appears for the first time in A
s, i.e. Γ′3(P,P) = k[ν], and
Γ′4(P,P) = k[λ], Γ
′
5(P,P) = k[λ].
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6 Exact categories and almost split conflations
6.1 Some basic concepts
Let A be an additive category with Krull-Schmidt property. We recall from [GR] and
[DRSS] the following notions. A pair (ι, π) of composable morphisms M
ι
−→ E
pi
→ L in
A is called exact if ι is a kernel of π and π is a cokernel of ι. Recall that ι is a kernel of
π, provided that (1) ι is monic; (2) ιπ = 0; (3) ∀ϕ : N → E with ϕπ = 0, there exists a
ϕ′ : N →M such that ϕ′ι = ϕ. Dually we have the definition of π being a cokernel of ι.
Let E be a class of exact pairs M
ι
−→ E
pi
−→ L which is closed under isomorphisms.
The morphisms ι and π appearing in a pair (ι, π) of E are called an inflation and a deflation
of E respectively, and the pair itself is called a conflation. The class E is said to be an
exact structure on A, and (A, E) an exact category if the following axioms are satisfied:
E1. The composition of two deflations is a deflation.
E2. For each ϕ in A(L′, L) and each deflation π in A(E,L), there are some E′ in A,
an ϕ′ in A(E′, E) and a deflation π′ : E′ → L′ such that π′ϕ = ϕ′π.
E3. Identities are deflations. If ϕπ is a deflation, then so is π.
E3 op. Identities are inflations. If ιϕ is an inflation, then so is ι.
An object L in A is said to be E-projective (or projective for short ) if any conflation
ending at L is split. Dually an object M in A is said to be E-injective (or injective for
short ) if any conflation starting at M is split.
Let A be a Krull-Schmidt category. A morphism π : E → L in A is called right almost
split if it is not a retraction and for any non-retraction ϕ : N → L, there exists a morphism
ψ : N → E such that ϕ = ψπ. We say that A has right almost split morphisms if for all
indecomposable L there exist right almost split morphisms ending at L. Dually we define
left almost split morphisms. We say that A has almost split morphisms if A has right and
left almost split morphisms.
A morphism π : E → L is called right minimal if every endomorphism η : E → E
with the property that π = ηπ is an isomorphism. A left minimal morphism ι :M → E is
defined dually.
Suppose that the Krull-Schmidt category A carries an exact structure E . Let
(e) M
ι
−→ E
pi
−→ L
be a conflation. Then the following assertions are equivalent.
(i) ι is minimal left almost split;
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(ii) π is minimal right almost split;
(iii) ι is left almost split and π is right almost split.
The conflation (e) in the above condition is said to be an almost split conflation. The
exact category (A, E) is said to have almost split conflations if
(i) A has almost split morphisms;
(ii) for any indecomposable non-projective L, there exists an almost split conflation
(e) ending at L;
(iii) for any indecomposable non-injective M , there exists an almost split conflation
(e) starting at M .
An almost split conflation M
ι
−→ E
pi
−→ L is uniquely determined by M or L. We
introduce the notation M = τ(L) or L = τ−1(M).
Let us fix an exact category (A, E). For given objects M and L of A, two conflations
(ι, π) and (ι′, π′) starting from M and ending at L respectively are said to be equivalent,
if there exists a commutative diagram as follows:
M
ι
−−−−→ E
pi
−−−−→ L
id
y yη yid
M −−−−→
ι′
E′ −−−−→
pi′
L
6.2 Exact categories P (Λ) and P1(Λ)
The results of this subsection are mainly quoted from [B2] and [ZZ]. Let Λ be a
finite-dimensional k-algebra, and P (Λ) be defined in 2.1. A sequence of P (Λ),
(e)
0 −−−−→ P1
f1
−−−−→ W1
g1
−−−−→ Q1 −−−−→ 0
α
y yγ yβ
0 −−−−→ P0 −−−−→
f0
W0 −−−−→
g0
Q0 −−−−→ 0
(44)
is an exact pair if the two rows are exact and therefore split in Λ-mod. If E stands for the
set of such exact pairs, then (e) is a conflation.
Theorem 6.2.1 E is an exact structure and (P (Λ), E) is an exact category.
Proof. E1, E3 and E3op are obvious. We only check E2. If (g1, g0) given in (44) is a
deflation, and (ϕ1, ϕ0) : (Q
′
1
β′
−→ Q′0) → (Q1
β
−→ Q0) is a morphism in P (Λ). Then the
following diagram gives a deflation (g′1, g
′
0) and a morphism (ϕ
′
1, ϕ
′
0), which satisfy E2.
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W1 ✲Q1
W ′1 ✲Q
′
1
❄ ❄
❅
❅❘
❅
❅❘
❅
❅❘
❅
❅❘
W ′0 Q
′
0
W0 Q0
❄ ❄
✲
✲
g′1
g′0
g1
g0
ϕ′1
ϕ′0
ϕ1
ϕ0
γ′
γ
β′
β
whereW ′0 = {(w0, q0) ∈W0⊕Q
′
0 | g0(w0) = ϕ0(q0)}, W
′
1 = {(w1, q1) ∈W1⊕Q
′
1 | g1(w1) =
ϕ1(q1)}, γ
′ =
(
γ 0
0 β′
)
, g′0 =
(
0
1
)
, g′1 =
(
0
1
)
, ϕ′0 =
(
1
0
)
, ϕ′1 =
(
1
0
)
. 
It is well known that radP
ι
→֒ P is a right almost split morphism in Λ-mod for any
indecomposable P ∈ Λ-proj. We denote by r(P ) a projective cover of radP , and by ρ
the composition of r(P )
pi
−→ radP
ι
→֒ P , then r(P )
ρ
−→ P is a minimal right almost split
morphism in Λ-proj. On the other hand, we denote by Λ-inj the full subcategory of Λ-mod
consisting of injective Λ-modules. It is also well known that I
p
−→ I/socI is a left almost
split morphism in Λ-mod for any indecomposable I ∈ Λ-inj. There are two nice equivalent
functors F = DΛ⊗Λ − : Λ-proj → Λ-inj and G = HomΛ(D(Λ),−) : Λ-inj → Λ-proj. We
denote G(I) by P , and if e(I) is an injective envelope of I/soc(I), we denote G(e(I)) by
l(P ). Let λ be the image of the composition I
p
−→ I/soc I
i
→֒ e(I) under the functor G,
then P
λ
−→ l(P ) is a left almost split morphism in Λ-proj. Now consider the following
objects of P (Λ):
J(P ) = (P
id
−→ P ), T (P ) = (0
0
−→ P ), Z(P ) = (P
0
−→ 0)
and
R(P ) = (r(P )
ρ
−→ P ), L(P ) = (P
λ
−→ l(P )), B(P ) = (r(P )
ρλ
−→ l(P ))
We refer U(P ) to a minimal projective presentation of radP , and V (P ) to the image of a
minimal injective copresentation of I/socI under the functor G.
Lemma 6.2.1 (1) {J(P ), T (P ) | ∀ indecomposable P ∈ Λ-proj} is a complete set of
iso-classes of indecomposable E-projectives. Moreover, R(P )
(ρ id)
−→ J(P ) and U(P )
(0 ρ)
−→
T (P ) are right minimal almost split morphisms in P (Λ).
(2) {J(P ), Z(P ) | ∀ indecomposable P ∈ Λ-proj} is a complete set of iso-classes of
indecomposable E-injectives. Moreover, J(P )
(id λ)
−→ L(P ) and Z(P )
(λ 0)
−→ V (P ) are left
minimal almost split morphisms in P (Λ). ✷
Proposition 6.2.1 The exact category (P (Λ), E) has almost split conflations. ✷
We will pay most attention to P1(Λ) whose objects have no direct summands J(P ). If
E1 stands for the induced exact structure of E restricted to P1(Λ), then (P1(Λ), E1) is also
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an exact category.
Lemma 6.2.2 (1) {T (P ), L(P ) | ∀ indecomposable P ∈ Λ-proj} is a complete set of
iso-classes of indecomposable E1-projectives. Moreover, U(P )
(0 ρ)
−→ T (P ) and B(P )
(ρ id)
−→
L(P ) are right minimal almost split morphisms in P1(Λ).
(2) {Z(P ), R(P ) | ∀ indecomposable P ∈ Λ-proj} is a complete set of iso-classes of
indecomposable E1-injectives. Moreover, Z(P )
(λ 0)
−→ V (P ) and R(P )
(id λ)
−→ B(P ) are left
minimal almost split morphisms in P1(Λ). ✷
Proposition 6.2.2 The exact category (P1(Λ), E1) has almost split conflations. ✷
Theorem 6.2.2 If (e) given by Formula (44) is a conflation in P1(Λ), and
Cok(e) : Cok(α)
Cok(f1,f0)
−−−−−−−→ Cok(γ)
Cok(g1,g0)
−−−−−−−→ Cok(β)→ 0
is the corresponding exact sequence in Λ-mod, such that Cok(α) is non-zero and neither
injective nor simple. Then Coker(e) is an almost split sequence in Λ-mod, if and only if
(e) is an almost split conflation in P1(Λ).
Proof. By 2.3, 2.4 and 2.6 in [ZZ], Proposition 5.6 in [B2]. 
6.3 Morphisms in R(A)
Let A be a layered bocs. The purpose of this subsection is to transfer some morphisms
of R(A) to the morphisms of a module category over an algebra in order to use some nice
properties of module categories.
Lemma 6.3.1[Ro]. Let A = (Γ,Ω) be a bocs with a layer L = (Γ′;ω; a1, · · · , an; v1,
· · · , vm), and M ∈ R(A). Suppose that
{M ′I =MI | ∀ I ∈ indΓ
′}
is a set of k-vector spaces,
{ϕI = id :MI →M
′
I ; ϕ(vj) :MIj →M
′
Jj | ∀ I ∈ indΓ
′, vj : Ij → Jj}
is a set of linear maps. Then there exists a unique M ′ ∈ R(A) such that ϕ : M → M ′ is
an isomorphism in R(A).
Proof. We present a brief proof here for reader’s convenience. Let M ′(λ) =M(λ) for
any free parameter λ, and we set M ′(a1) =M(a1)− ϕ(δ(a1)). Suppose that M
′(a1), · · · ,
M ′(ai−1) have been fixed, then we setM
′(ai) =M(ai)−ϕ(δ(ai)), since δ(ai) involves only
a1, · · · , ai−1. Thus our assertion follows by induction. 
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Let A = (Γ,Ω) be a bocs with a layer L = (Γ′;ω; a1, · · · , an; v1, · · · , vm). Then the
bocs A0 = (Γ,Γ) is called the principal bocs of A. It is clear that the representation
category R(A0) is just the module category Γ-mod. If ϕ :M → N is a morphism in R(A),
then ϕ = (ϕI , ϕ(vj) | ∀ I ∈ indΓ
′, j = 1, 2, · · · ,m) (see 4.6). We denote (ϕI | ∀ I ∈ indΓ
′)
by ϕ0. From now on we assume that the bocs is triangular also on {v1, · · · , vm}, i.e.
δ(vj) involves only v1, · · · , vj−1. If A corresponds a bimodule problem, then it is obviously
triangular on {v1, · · · , vm}.
Proposition 6.3.1 [O]. (1) If ι : M → E is a morphism of R(A) with ι0 injective,
then there exists an isomorphism η and a commutative diagram in R(A):
M
ι
−−−−→ E
id
y yη
0 −−−−→ M −−−−→
ι′
E′
such that the second sequence is exact in R(A0).
(2) If π : E → L is a morphism of R(A) with π0 surjective, then there exists an
isomorphism η and a commutative diagram in R(A):
E
pi
−−−−→ L
η
y yid
E′ −−−−→
pi′
L −−−−→ 0
such that the second sequence is exact in R(A0).
Proof. We present a complete proof here, since Ovsienko has not published his paper.
(1) Our proof will be shown by induction on the dotted arrows. First we fix a set
of vector spaces {E1I = EI | ∀ I ∈ indΓ
′} and a set of linear maps {ϕI = id : EI →
E1I ;ϕ(vj) = 0 | ∀ I ∈ indΓ
′, and j 6= 1}. ϕ(v1) will be defined below such that ι
1 = ιϕ :
M → E1 with ι1(v1) = 0. Suppose v1 : I → J , then 0 = ι
1(v1) = ιIϕ(v1) + ι(v1)ϕJ (see
4.6), i.e. ιIϕ(v1) + ι(v1) = 0, which yields a commutative diagram since ιI is injective.:
EJ E
1
J
MI EI
✲
✲
❄ ❄
−ι(v1) ϕ(v1)
ιI
ϕJ=id
Thus E1 ∈ R(A) is obtained by Lemma 6.3.1. And a commutative diagram
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M E1
M E
✲
✲
❄ ❄
id η1 = ϕ
ι
ι1
follows from the structure with η1 = ϕ, ι1(v1) = 0. The assertion is obtained by the
triangularity of {v1, · · · , vm} and induction.
(2) is obtained dually. 
Proposition 6.3.2 [O]. Let A be a layered bocs, and (e) : M
ι
−→ E
pi
−→ L with
ιπ = 0 be a pair of composable morphisms in R(A). If
(e0) 0 −→M
ι0−→ E
pi0−→ L −→ 0
is exact in the category of vector spaces, then there exists an isomorphism η and a com-
mutative diagram in R(A):
(e) M
ι
−−−−→ E
pi
−−−−→ L
id
y yη yid
(e′) 0 −−−−→ M −−−−→
ι′
E′ −−−−→
pi′
L −−−−→ 0
such that (e′) is an exact sequence in R(A0).
Proof. First we fix a set of vector spaces {E1I = EI | ∀ I ∈ indΓ
′}, and a set
of linear maps {ϕI = id : EI → E
1
I ;ϕ(vj) = 0 | ∀ I ∈ indΓ
′, j 6= 1}. ϕ(v1) will be
defined for the purpose of constructing some E1 ∈ R(A) and some ι1 = ιϕ : M → E1,
π1 = ϕ−1π : E1 → L such that ι1(v1) = 0, π
1(v1) = 0. Suppose v1 : I → J , then
0 = ι1(v1) = ιIϕ(v1) + ι(v1)ϕJ , i.e. ιIϕ(v1) + ι(v1) = 0; 0 = π
1(v1) = ϕ
−1
I π(v1) +
ϕ−1(v1)πJ , i.e. π(v1) + ϕ
−1(v1)πJ = 0 (see 4.6). Since ϕϕ
−1 = id, 0 = (ϕϕ−1)(v1) =
ϕIϕ
−1(v1) + ϕ(v1)ϕ
−1
J , i.e. ϕ
−1(v1) = −ϕ(v1). Therefore π(v1) − ϕ(v1)πJ = 0. The
hypothesis (ιπ)(v1) = 0 given by ιπ = 0 yields a commutative diagram
0 ✲MI ✲EI
❄ ❄✠··
···
···
···
···
···
··
EJ
✲✛ LJ ✲ 0ξ
πJ
ιI
−ι(v1)
ϕ(v1)
π(v1)
We claim that there exists a linear map ϕ(v1) : EI → EJ such that ιIϕ(v1) = −ι(v1) and
ϕ(v1)πJ=π(v1). In fact, if EI = ιI(MI) ⊕ N is taken in the category of vector spaces,
we can define ((x)ιI + y)ϕ(v1) = (x)(−ι(v1)) + (y)π(v1)ξ with ξ : LJ −→ EJ being
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a retraction of πJ . Thus E
1 ∈ R(A) is obtained by Lemma 6.3.1, and a commutative
diagram
M
ι
−−−−→ E
pi
−−−−→ L
id
y yη1=ϕ yid
M
ι1
−−−−→ E1
pi1
−−−−→ L
follows from the structure, where η1 = ϕ, ι1(v1) = 0, π
1(v1) = 0. The assertion is obtained
by the triangularity of {v1, · · · , vm} and induction. 
6.4 An exact structure on R(A)
There is a natural exact structure on R(A), which we will illustrate in this subsection.
Lemma 6.4.1 (1) ι :M → E is monic if ι0 :M → E is injective.
(2) π : E → L is epic if π0 : E → L is surjective.
Proof. (1) If ι0 is injective, Proposition 6.3.1 (1) gives a commutative diagram with
ι′ : M → E′ in R(A0). Given any morphism ϕ : N → M with ϕι = 0, we have ϕιη =
ϕι′ = 0. Then ϕ0ι
′
0 = 0 yields ϕ0 = 0; and for any v : I → J , 0 = (ϕ0ι
′)(v) = ϕ(v)ι′J
yields ϕ(v) = 0. Thus ϕ = 0 and ι is monic.
(2) is obtained dually. 
Lemma 6.4.2 A pair of composable morphisms (e) : M
ι
−→ E
pi
−→ L with ιπ = 0
is exact in R(A), if (e0) : 0 −→ M
ι0−→ E
pi0−→ L −→ 0 is exact as a sequence of vector
spaces.
Proof. (1) If (e0) is exact, Lemma 6.4.1 (1) tells us that ι is monic.
(2) ιπ = 0.
(3) Proposition 6.3.2 gives a commutative diagram. If ϕ : N → E with ϕπ = 0, then
ϕ(ηπ′) = 0. Let ξ = ϕη, then ξπ′ = 0 implies that ξIπ
′
I = 0 and ξ(v)π
′
J = 0 for any
vertex I and any dotted arrow v : I → J . Let ϕ′ : N → M be given by ϕ′Iι
′
I = ξI ,
ϕ′(v)ι′J = ξ(v), then we obtain ϕ
′ι′ = ξ. Thus ϕ′ι′η−1 = ϕ, i.e. ϕ′ι = ϕ.
Therefore ι is a kernel of π. It can be proved dually that π is a cokernel of ι. 
Definition 6.4.1 Let A be a layered bocs, we define a set E consisting of exact pairs
M
ι
−→ E
pi
−→ L in R(A), such that ιπ = 0 and
0 −→M
ι0−→ E
pi0−→ L −→ 0
are exact as vector spaces. 
It is clear that E is closed under isomorphisms.
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Lemma 6.4.3 (1) ι :M → E is an inflation, if and only if ι0 is injective.
(2) π : E → L is a deflation, if and only if π0 is surjective.
Proof. (1) If ι0 is injective, Proposition 6.3.1 (1) gives an isomorphism η : E → E
′
in R(A), and a morphism ι′ in R(A0). Moreover ι0η0 = ι
′ ensures that ι′ is injective. Let
L = Cokerι′, and π′ : E′ → E be the natural projection. Define π = ηπ′, we have the
following commutative diagram:
M
❍❍❍❍❍❥
✟✟
✟✟
✟✯ E
E′
❍❍❍❍❍❥
✟✟
✟✟
✟✯
L
❄
η
ι
ι′
π
π′
Then ιπ = ιη · η−1π = ι′π′ = 0. And η−10 π
′
0 = π0 ensures that π0 is surjective. Thus
M
ι
−→ E
pi
−→ L belongs to E , ι is an inflation.
(2) can be proved dually. 
Theorem 6.4.1 E is an exact structure on R(A), and (R(A), E) is an exact category.
Proof. E1, E3 and E3 op are obvious. It suffices to prove E2. Suppose that π : E → L
is a deflation, and ϕ : L′ → L is a morphism in R(A). Consider the following diagram
E ✲ L
❄ ❄
E′ ✲ L′
❅
❅❘
❅
❅❘
N
E ⊕ L′
❅
❅
❅❘
(0
1
)
( pi
−ϕ
)
 
 
 ✠
(
1
0
)
 
 
 
 ✒
π
κ
π′
ϕ′ ϕ
η
where ( pi−ϕ)0 is surjective, since π0 is already surjective. Thus there exists some object N
and an isomorphism η : N → E ⊕ L′ in R(A) such that η( pi−ϕ ) : N → L is surjective in
R(A0) by item (2) of Proposition 6.3.1. Let E
′ = Ker(η( pi−ϕ)) and κ : E
′ → N be the
natural embedding. We set π′ = κη
(0
1
)
. Since for any y ∈ L′, (y)ϕ0 ∈ L, there exists some
x ∈ E with (x)π0 = (y)ϕ0. Consequently (x, y)η
−1
0 (η(
pi
−ϕ )) = 0, i.e. (x, y)η
−1
0 ∈ κ(E
′).
And (x, y)η−10 κ
−1π′0 = y. Therefore π
′
0 is surjective and π is a deflation by Lemma 6.4.3.
Let ϕ′ = κη
(1
0
)
. Since κη
( pi
−ϕ
)
= 0, we have π′ϕ = ϕ′π. The proof of E2 is finished. 
We learnt recently that [BBP] proved the theorem similarly.
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Corollary 6.4.1 Let A = (Γ,Ω) be a layered bocs and (e) : M
ι
−→ E
pi
−→ L be a
conflation of R(A). Then (e) is equivalent to an exact sequence
(e′) 0 −→M
ι′
−→ E′
pi′
−→ L −→ 0
in R(A0). Moreover we can choose some suitable basis such that
ι′L = (0, I), π
′
L =
(
I
0
)
for any L ∈ indΓ′.
Proof. By Proposition 6.3.2. ✷
We apply the notions given in 6.3 and 6.4 to a freely parameterized bimodule problem
to end this subsection.
Remark. Let (K,M,H) be a freely parameterized bimodule problem.
(1) Let K0 = {S ∈ K | S are diagonal matrices}, then (K0,M) is said to be the
principal bimodule problem of (K,M,H).
(2) Let M,L ∈ Mat(K,M) with size vectors m, l respectively. Let S : M → L be a
morphism, and S0 the partitioned diagonal part of S (see 2.2). Then S0 is injective (resp.
surjective) if and only if rank(S0) = m (resp. l), if and only if rank(SI) = mI (resp. lI)
for any I ∈ T/∼.
(3) Let E be a class consisting of composable pairs M
S
−→ E
R
−→ L in Mat(K,M)
such that SR = 0, and 0→M
S0−→ E
R0−→ L→ 0 are exact as vector spaces. Then E is an
exact structure and (Mat(K,M), E) is an exact category.
6.5 Homogeneous conflations
Let (K,M,H) be a freely parameterized bimodule problem corresponding to a layered
bocs A. We have seen in 6.4 that Mat(K,M) has an exact structure.
Definition 6.5.1 Let (K,M,H) be a freely parameterized bimodule problem.
(1) An indecomposable object M in Mat(K,M) is said to be homogeneous or τ -
invariant if there exists an almost split conflation M
ι
−→ E
pi
−→M .
(2) The category Mat(K,M) is said to be homogeneous if for any positive integer n,
almost all (except finitely many) iso-classes of indecomposable objects with size at most
n are homogeneous.
(3) The category Mat(K,M) is said to be strongly homogeneous if there exists neither
projectives nor injectives, and all indecomposables are homogeneous.
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Sometimes we say that a bimodule problem (K,M,H) (or a bocs A) is homogeneous,
instead of saying Mat(K,M) (or R(A)) for short.
Remark. We do NOT require thatMat(K,M) has almost split conflations globally
in the sense of [DRSS] when we talk about homogeneous property. We only concentrate
on the individual almost split conflations with the homogeneous starting and end terms.
Furthermore we will see in subsection 7.2 that the homogeneous property of a bimodule
problem (K,M,H) can be inherited to any induced bimodule problem (K′,M′,H ′). Thus
we are able to use reduction sequences and restrict our attention to some minimally wild
cases.
Examples. (1) Let
K =
{(
s 0
0 s
)
| ∀s ∈ k
}
,M =
{(
a 0
0 b
)
|∀ a, b ∈ k
}
,H = 0, T = {1, 2}, 1 ∼ 2.
ThenMat(K,M) is equivalent to k〈x, y〉-mod. It has been shown by Vossieck in [ZL] that
Mat(K,M) has no any almost split conflations.
(2) There are several sufficient conditions on a layered bocs to have almost split con-
flations given in [CB1, BK, BB] etc. In particular, the Drozd bocs of a finite-dimensional
algebra Λ, or equivalently P1(Λ), has almost split conflations.
(3) If an algebra Λ is of tame representation type, then P1(Λ) and also Λ-mod are
homogeneous [CB1].
(4) Define an index set T = {1, 2}, with 1 ∼ 2. Let
K =
{(
s1 s2
0 s1
)
| s1, s2 ∈ k
}
, M =
{(
a b
0 a
)
| a, b ∈ k
}
.
and H = 0. ThenMat(K,M) has almost split conflations, and it is strongly homogeneous
[BCLZ].
6.6 Minimal bocses
Corollary 4.6.1 has shown the complete set of iso-classes of indecomposables of a
minimal bocs, we will show in the sebsection the projectives, injectives and almost split
conflations of a minimal bocs.
Proposition 6.6.1 Let A = (Γ,Ω) be a minimal bocs with a layer L = (Γ′;ω; v1, · · · , vm).
(1) For any trivial J ∈ indΓ′, O(J ) is projective and injective in R(A).
(2) For any non-trivial I ∈ indΓ′ with Γ′(I,I) = k[λ, gI(λ)
−1], and for any λ0 ∈ k,
gI(λ
0) 6= 0.
O(I, 1, λ0)
ι1−−−−→ O(I, 2, λ0)
pi1−−−−→ O(I, 1, λ0)
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and
O(I, d, λ0)
(pid−1,ιd)
−−−−−−→ O(I, d− 1, λ0)⊕O(I, d+ 1, λ0)
(ιd−1pid )−−−−→ O(I, d, λ0)
are almost split conflations in R(A), where d ∈ N, d ≥ 2.
Proof. (1) We claim first that for any indecomposable M,N ∈ R(A) with M(I) 6=
0, N(J ) 6= 0 (see 4.6), if I 6= J , then HomΓ(M,N) = 0, since
Γ = Γ′ = k[λ1, g1(λ1)
−1]× · · · × k[λi, gi(λi)
−1]× k1 × · · · × kj
(see 4.2). If π : E → O(J ) is a deflation in R(A), then π0 is surjective by the definition
of E in 6.4. Thus item (2) of Proposition 6.3.1 shows a commutative diagram with E′
pi′
−→
O(J ) −→ 0 being exact in Γ-mod. Therefore E′ = M ⊕ O(J )e with e ≥ 1 and π′ =
(
0
ϕ
)
,
where M does not contain any direct summand O(J ), and ϕ is a surjective linear map
between vector spaces. Consequently ϕ splits, so do π′ and π. Hence O(J ) is projective.
The injectivity of O(J ) can be proved dually.
(2) See Lemma 6.6 of [CB1]. 
Corollary 6.6.1 Let A be a minimal bocs, then R(A) has almost split conflations in
the sense of [DRSS]. And R(A) is homogeneous.
Proof. There is a left almost split morphism: O(J ) → 0, as well as a right almost
split morphism: 0 → O(J ) for any trivial vertex J . Therefore R(A) has almost split
morphisms. The conclusion follows from Proposition 6.6.1. 
Next we show by an example that the exact structure E on R(A) defined in 6.4 collects
only part of exact pairs of composable morphisms.
Example. Let A = (Γ,Ω) be a minimal bocs with three trivial vertices P,Q,L, and
two dotted arrows u : P 99K Q, v : Q 99K L, such that δ(u) = 0, δ(v) = 0. Define a pair
of composable morphisms
(e)M
ι
−→ N
pi
−→ L
whereMP = k, NQ = k, LL = k, andM,N,L are all indecomposable; ι(u) = id, π(v) = id.
Then ι is a kernel of π, and π is a cokernel of ι. Thus (e) is an exact pair, which does
not belong to E . Moreover it is not difficult to see that (e) is even an almost split pair in
R(A).
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7 Almost split conflations in reductions
7.1 Projective and injective objects
This subsection is devoted to showing the finiteness of projectives (resp. injectives) in
a layered bocs and also behavior of the projectives (resp. injectives) in reductions.
Lemma 7.1.1 [B1] Let A = (Γ,Ω) be a bocs with a layer L = (Γ′;ω; a1, · · · , an; v1, · · · ,
vm), and M ∈ R(A) having dimension vector m. Suppose that P ∈ indΓ
′ is non-trivial.
If mP 6= 0, then M is neither projective nor injective.
Proof. Let λ be a free parameter attached to P andM(λ) ≃ Jd(λ
0)⊕W , where d > 0,
and W is a Weyr matrix. Let us define a dimension vector n such that nP = mP + 1,
nI = mI , ∀ I ∈ indΓ
′, I 6= P. Let
ϕP =
(
Id 0d×1
I
)
mP×nP
, ψP =
 Id01×d
I

nP×mP
.
We now define an object N in R(A), such that N(λ) = Jd+1(λ
0)⊕W , and N(µ) =M(µ)
for any parameter µ 6= λ,
N(ai) =

M(ai), when I 6= P,J 6= P;
M(ai)ϕP , when I 6= P,J = P;
ψPM(ai), when I = P,J 6= P;
ψPM(ai)ϕP , when I = P = J
for any solid arrow ai : I → J . Then we obtain a morphism ψ : N → M , such that
ψI = ImI , for any I 6= P, and ψ(vj) = 0, j = 1, · · · ,m. Then N(λ)ψP = ψPM(λ) and
N(ai)ψJ = ψIM(ai), i.e. ψ is a morphism in R(A0). It is obvious that ψ is a deflation
but not split. Therefore M is not projective.
The proof of M being non-injective is dual. 
Proposition 7.1.1 (1) Let (K,M,H) be a freely parameterized bimodule problem
and (K′,M′,H ′) be an induced bimodule problem given by one of the 3 reductions of 3.1.
If M ′ ∈Mat(K′,M′) is non-projective (resp. non-injective ) then ϑ(M ′) is non-projective
(resp. non-injective) in Mat(K,M).
(2) Let (K,M,H = 0) be a bimodule problem with a reduction sequences (∗) of freely
parameterized triples. If M s ∈Mat(Ks,Ms) is non-projective (resp. non-injective), then
ϑr,s(M
s) is non-projective (resp. non-injective ) in Mat(Kr,Mr) for r = s− 1, · · · , 1, 0.
Proof. (1) Since M ′ ∈ Mat(K′,M′) is non-projective, there must exists a non-split
deflation π′ : N ′ → M ′ in Mat(K′,M′), then π = π′ : ϑ(N ′) → ϑ(M ′) is also a non-split
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deflation since the surjectivity of π′0 implies that of π0. In fact, π
′
0 = π0 in case of deletion
and regularization, and π′0 is the diagonal part of π0 according to the partition (T
′,∼′) in
case edge and loop reductions. Therefore M ∈Mat(K,M) is not projective.
The proof for non-injective case is dual.
(2) By (1) and induction on r = s, s− 1, · · · , 1, 0. 
Corollary 7.1.1 Let (K,M,H) be a freely parameterized bimodule problem. Then for
each positive integer n, there are only finitely many iso-classes of projectives and injectives
of size at most n in Mat(K,M).
Proof. It is clear that there are only finitely many choices of size vectors m over
(T,∼) with m ≤ n. Let M ∈ Mat(K,M) be a projective matrix of size vector m. Then
mP = 0, for any non-trivial P ∈ T/∼ by Lemma 7.1.1. Therefore Hm is a constant matrix.
Now we start a sequence of reductions according to Theorem 3.4.1 for M . We conclude
that there does not exist any loop reduction in the sequence. Otherwise, if the (r + 1)-th
reduction were a loop reduction, M r would be non-projective in Mat(Kr,Mr) still by
Lemma 7.1.1. Therefore M would be non-projective in Mat(K,M) by proposition 7.1.1,
which contradicts to our assumption. It follows obviously that there are only finitely many
choices of such a sequence consisting of regularizations and edge reductions with size vector
m. Summarizing the discussion, there are only finitely many iso-classes of projectives of
size at most n in Mat(K,M).
The proof for injectives is dual. 
7.2 Homogeneous property in reductions
We will give the key idea for proving the main theorem in this subsection, which was
originally presented by R. Bautista.
Lemma 7.2.1[B1]. Let (K,M,H) be a freely parameterized bimodule problem, and
(K′,M′,H ′) be an induced bimodule problem given by one of the 4 reductions in 3.1 or
3.2.
(1) Suppose that M ′, L′ ∈ Mat(K′,M′) have size vectors m′, l′, and ϑ(M ′), ϑ(L′) ∈
Mat(K,M) have size vectors m, l respectively. If m = l, and m′ 6 l′, then m′ = l′.
(2) If ι′ : M ′ → E′ is a morphism in Mat(K′,M′) with ϑ(ι′) : ϑ(M ′) → ϑ(E′) being
a left minimal almost split morphism of Mat(K,M), then so is ι′. Dually if π′ : E′ → L′
is a morphism in Mat(K′,M′) with ϑ(π′) : ϑ(E′) → ϑ(L′) being a right minimal almost
split morphism of Mat(K,M), then so is π′ in Mat(K′,M′).
(3) Let (e′) M ′
ι′
−→ E′
pi′
−→ L′ be a composable pair of Mat(K′,M′) with M ′ non-
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injective and L′ non-projective. If ϑ(e′) is an almost split conflation of Mat(K,M), then
so is (e′) in Mat(K′,M′).
Proof. (1) It is obvious in case of deletion. The other cases given by reductions in 3.1
follow from Formula (11) of 3.2.
(2) The functor ϑ :Mat(K′,M′)→Mat(K,M) is fully faithful.
(3) Since L′ is non-projective, there exist someN ′ and non-split morphism ϕ′ : N ′ → L′
with ϕ′0 being surjective. But π
′ is a right almost split morphism by (2), we have a
morphism ψ′ : N ′ → E′ such that ψ′π′ = ϕ′. Consequently ψ′0π
′
0 = ϕ
′
0 and π
′
0 is surjective.
Similarly ι′0 is injective. Since ϑ(ι
′)ϑ(π′) = 0, we have ι′π′ = 0 and ι′0π
′
0 = 0. Therefore
e′ > m′ + l′. But e = m+ l, so e′ = m′ + l′ by (1). Hence M ′
ι′0−→ E′
pi′0−→ L′ is exact as a
sequence of vector spaces, i.e. (ι′, π′) is a conflation. And (e′) is an almost split conflation
of Mat(K′,M′) by (2). 
Theorem 7.2.1 Let A = (Γ,Ω) be a layered bocs, and A′ = (Γ′,Ω′) be induced by
one of the 4 reductions of 3.1 or 3.2 with a reduction functor ϑ : R(A′)→ R(A). Suppose
that an indecomposable M ′ ∈ R(A′) is neither projective nor injective. If
(e) ϑ(M ′)
ι
−→ E
pi
−→ ϑ(M ′)
is an almost split conflation of R(A), then
(1) there exists some E′ ∈ R(A′) such that ϑ(E′) ≃ E;
(2) there exists an almost split conflation
(e′) M ′
ι′
−→ E′
pi′
−→M ′
in R(A′) such that ϑ(e′) is equivalent to (e).
Proof. We assume that A is the corresponding bocs of bimodule problem (K,M,H)
and use the notions of both structures freely. Denote ϑ(M ′) by M for short, then we first
set up two claims.
Claim 1. In case of deletion, both conclusions (1) and (2) hold.
In fact, since
(e0) 0 −→ ϑ(M
′)
ι0−→ E
pi0−→ ϑ(M ′) −→ 0
is exact as a sequence of vector spaces, and M = ϑ(M ′) = M ′, we conclude that EI = 0,
∀ I /∈ T ′/∼′. Hence E belongs to R(A′). Therefore E′ = E, (e′) = (e).
Claim 2. In other cases, (2) is true if (1) holds. Indeed, suppose the commutative
diagram below comes from (1):
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ϑ(M ′)
❍❍❍❍❍❍❥
✟✟
✟✟
✟✟✯ E
ϑ(E′)
❍❍❍❍❍❍❥
✟✟
✟✟
✟✟✯
ϑ(M ′)
❄
η
ι
ιη
π
η−1π
Since ϑ is fully faithful, there exists some ι′ : M ′ → E′ with ϑ(ι′) = ιη and π′ : E′ → M ′
with ϑ(π′) = η−1π. We obtain a pair of morphisms (e′) in R(A′) satisfying the hypothesis
of item (3) of Lemma 7.2.1. Therefore, (e′) is an almost split conflation in R(A′) with
ϑ(e′) equivalent to (e).
Then it suffices to prove assertion (1) according to the 3 reductions in 3.1 respectively.
Regularization. (1) is valid because of ϑ being an equivalence.
Edge reduction. We consider first an edge reduction given by
(
0 1
0 0
)
. Let A′′ be
the induced bocs and ϑ1 : R(A
′′) → R(A) be the equivalent functor. Thus A′ is induced
from A′′ by a deletion of (T ′′/ ∼′′) \ (T ′/ ∼′). And the following diagram commutes:
R(A)
R(A′) R(A′′)✲
❅
❅
❅❘
 
 
 ✠
ϑ2
ϑ1ϑ
(45)
Since M ′ ∈ R(A′) is neither projective nor injective. ϑ2(M
′) ∈ R(A′′) is so by item (1)
of Proposition 7.1.1. And since ϑ1 is an equivalence, there exists some E
′′ ∈ R(A′′) with
E ≃ ϑ1(E
′′). Therefore we have an almost split conflation
(e′′) : ϑ2(M
′)
ι′′
−→ E′′
pi′′
−→ ϑ2(M
′)
in R(A′′) with ϑ1(e
′′) equivalent to (e) by Claim 2. Furthermore, M ′ = ϑ2(M
′) and
E′ = E′′, (e′) = (e′′) follow from deletion given by Claim 1. Thus, ϑ(E′) ≃ E and ϑ(e′) is
equivalent to (e) as desired.
Loop reduction. Suppose the reduction is given by W ⊕ (λ) (or just W ), and the
domain of λ equals k \{the roots of g(λ)}. If Epq ≃W1⊕W2, where the eigenvalues of W2
belong to the domain of λ, but those of W1 do not. Then we make a new loop reduction
given by
W ⊕W1 ⊕ (λ) (or W ⊕W1).
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Consequently we obtain a new induced bocs A′′ from A by loop reduction, and A′ is
induced from A′′ by deletion of (T ′′/ ∼′′) \ (T ′/ ∼′). Then there exist some E′′ ∈ R(A′)
such that E ∼= ϑ1(E
′′) and an almost split conflation (e′′) in R(A′′) such that ϑ1(e
′′) is
equivalent to (e). The diagram (45) shows a similar proof for the case of loop reduction.

Corollary 7.2.1 (1) Let (K,M,H) be a bimodule problem and (K′,M′,H ′) induced
from (K,M,H) by one of the four reductions given by 3.1. If (K,M,H) is homogeneous,
then so is (K′,M′,H ′).
(2) For a given bimodule problem (K,M,H), if there exists a reduction sequence (∗) of
freely parameterized triples such thatMat(Ks,Ms) is non-homogeneous, thenMat(K,M)
must be non-homogeneous.
Proof. (1) Given any fixed positive integer n, we define a set of iso-classes of objects
S = {Mα ∈Mat(K
′,M′)
∣∣∣ Mα is indecomposable of size at most n,
and is neither projective nor injective}.
Because of Corollary 7.1.1, S is a cofinite subset. If S is a finite set, we are done. If S is
an infinite set, then {ϑ(Mα) |Mα ∈ S } is an infinite set of objects in Mat(K,M), where
ϑ(Mα) is neither projective nor injective by Proposition 7.1.1, and the size of ϑ(Mα) is
bounded by n. Since Mat(K,M) is homogeneous, there exists a cofinite subset S0 of S ,
such that ∀Mα ∈ S0, there are almost split conflations of Mat(K,M):
(eα) θ(Mα)
ι
−−−−→ Eα
pi
−−−−→ θ(Mα)
Thus there are almost split conflations of R(A′)
(e′α) Mα
ι′
−−−−→ E′α
pi′
−−−−→ Mα
with ϑ(e′α) being equivalent to (eα) by Theorem 7.2.1. Consequently Mat(K
′,M′) is
homogeneous.
(2) If Mat(K,M) were homogeneous, then Mat(Kr,Mr) would be homogeneous for
r = 1, 2, · · · , s by (1) and induction on r, which is a contradiction to the hypothesis. 
7.3 Critically non-homogeneous bocses B1 and B2
Lemma 7.3.1 Let f(ν, κ) and g(ν, κ) be polynomials in two indeterminates ν, κ. If f
and g are coprime, then there exists an infinite list of pairs (ν0, κ0), such that f(ν0, κ0) = 0
but g(ν0, κ0) 6= 0. Thus ν0 or κ0 must range over a cofinite subset D of k.
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Proof. By means of Bezout’s theorem. 
Corollary 7.3.1 Let gP(ν), σP (ν) ∈ k[ν] with gP(ν) | σP(ν), and gQ(κ), σQ(κ) ∈ k[κ]
with gQ(κ) | σQ(κ). If
f(ν, κ) ∈ k[ν, κ, gP (ν)
−1, gQ(κ)
−1]
is not invertible, then there exists an infinite list of pairs (ν0, κ0) with f(ν0, κ0) = 0, such
that either
(1) σP(ν
0)gQ(κ
0) 6= 0, and ν0 ranges over a cofinite subset DP of k; or
(2) gP(ν
0)σQ(κ
0) 6= 0, and κ0 ranges over a cofinite subset DQ of k.
Proof. If f(ν, κ) 6= 0, let
f(ν, κ) = f(ν, κ)gP(ν)gQ(κ),
such that f(ν, κ) is a polynomial and (f(ν, κ), gP (ν)gQ(κ)) = 1; and gP(ν) is a product of
some positive or negative powers of the factors of gP(ν), gQ(κ) is that of gQ(κ). Suppose
that
f(ν, κ) = f0(ν, κ)fP(ν)fQ(κ),
such that f0(ν, κ) has no non-constant factors taken from k[ν] or k[κ].
(i) If f0(ν, κ) is not a constant, then (f0(ν, κ), σP (ν)σQ(κ)) = 1, then there ex-
ists an infinite list of pairs (ν0, κ0), such that f0(ν
0, κ0) = 0, thus f(ν0, κ0) = 0, but
σP(ν
0)σQ(κ
0) 6= 0. When ν0 ranges over a cofinite subset DP of k, we have (1); when κ
0
ranges over a cofinite subset DQ of k, we have (2).
(ii) If f0(ν, κ) is a constant, but fQ(κ) is not, then (fQ(κ), σP (ν)gQ(κ)) = 1. ∀ν
0 ∈ k
with σP(ν
0) 6= 0, there exists some κ0 with fQ(κ
0) = 0 but gQ(κ
0) 6= 0, we obtain item
(1).
(iii) If f0(ν, κ) and fQ(κ) are both constants, then fP(ν) must be not, thus (fP(ν), gP (ν)·
σQ(κ)) = 1. ∀κ
0 ∈ k with σQ(κ
0) 6= 0, there exists some ν0 with fP(ν
0) = 0 but
gP(ν
0) 6= 0, we obtain item (2).
Finally, if f(ν, κ) = 0, it is clear that we have (1) and (2). 
Proposition 7.3.1 The bocs B1 given in MW1 of Theorem 5.6.1 is not homogeneous.
Proof. Consider the local bocses (B1)P at P and (B1)Q at Q, suppose the triangular
formula (40) of 5.4 gives the polynomials σP(ν) and σQ(κ) in (41) respectively. Assume
that we have item (1) of Corollary 7.3.1, i.e. there is an infinite list {(ν0, κ0)}, such that
f(ν0, κ0) = 0, σP(ν
0)gQ(κ
0) 6= 0 and ν0 ranges over a cofinite subset D = DP of k. If
R(B1) is homogeneous, we present an infinite list of one dimensional objects Sν0 , ∀ ν
0 ∈ D,
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with
(Sν0)P = k, (Sν0)Q = 0, Sν0(ν) = (ν
0), Sν0(al) = 0 or ∅ for l = 1, · · · , i,
when we calculate Sν0 according to Theorem 3.4.1. If R(B1) is homogeneous, there must
be a cofinite subset D0 ⊂ D, with Sν0 being homogeneous for any ν
0 ∈ D0. We fix such
a ν0, and denote Sν0 by S for simplicity. Let (e) : S
ι
−→ E
pi
−→ S be the almost split
conflation starting and ending at S in R(B1), then (e) is also an almost split conflation
of R((B1)P) according to Theorem 7.2.1. Thus
EP = k
2, EQ = 0, E(ν) =
(
ν0 1
0 ν0
)
by Proposition 6.6.1 and E(al) = ∅ for all the solid loops al at P. We define an object
L ∈ R(B1) with
LP = k, LQ = k, L(ν) = (ν
0), L(κ) = (κ0), L(a1) = (1), L(al) = 0, ∀ l > 2,
and we also define a morphism ϕ : L→ S given by
ϕP = (1), ϕQ = (0), ϕ(v) = 0
for any dotted arrow v.
✞☎✝✶ k2
❄
0
✞☎✆✐k
❄
0
✲
✲
✞☎✝✶ k
❄
k
✞☎✝✶
✟✟✟✟✟✟✟✙
❍❍❍❍❍❍❍❥
✟✟✟✟✟✟✟✙
❍❍❍❍❍❍❍❥
J2(ν0)
(ν0)
(κ0)
(ν0)
ϕ′P ϕP = idid
E : : S
: L
πP
We first claim that ϕ is not a split epimorphism. In fact if there were some morphism
ψ : S → L with ψϕ = id, then we would have
ϕP = (1), ψQ = (0); S(a1)ψQ − ψPL(a1) = ψ(δ(a1)) = f(ν
0, κ0)ψ(w1),
i.e. −1 = 0, which leads to a contradiction. Thus there exists some ϕ′ : L→ E such that
ϕ′π = ϕ, since (e) is an almost split conflation. Then ϕ′PπP = ϕP , i.e. (a, b)
(1
0
)
= 1,
ϕ′P = (1, b). On the other hand, ϕ
′
PE(ν) = L(ν)ϕ
′
P implies that
(1 b)
(
ν0 1
0 ν0
)
= ν0(1, b),
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i.e. (ν0, 1 + bν0) = (ν0, ν0b), which results in a contradiction.
The proof in the case of item (2) of Corollary 7.3.1 is dual. Therefore, as desired, B1
is not homogeneous. 
Proposition 7.3.2 The bocs B2 given in MW2 of Theorem 5.6.1 is not homogeneous.
Proof. Consider the local bocs (B1)P at P, suppose we have the triangular formula
(40) and the polynomial σP(ν) of (41) in 5.4. Then the proof is similar to that of Propo-
sition 7.3.1. 
Example. Consider Example 2 of 2.1 and 4.2. A sequence of reductions for a =
(1), b = (ν) yields an induced bocs B2: r r☛✟✡✶ ✲
P Q
ν c with two vertices P,Q and
Γ′(P,P) = k[ν], Γ′(Q,Q) = k, δ(c) = 0.
7.4 A critically non-homogeneous local bocs B3
Proposition 7.4.1 The bocs B3 given in MW3 of Theorem 5.6.1 is not homogeneous.
Proof. Consider
gee(ν, κ) ∈ k[ν, κ, σe(ν)
−1, σe(κ)
−1]
in Formula (40) of 5.4, and σe(ν), σ(ν) given in Formula (41). Suppose that we have item
(1) of Corollary 7.3.1, i.e. gee(ν
0, κ0) = 0, σ(ν0)σe(κ
0) 6= 0 and ν0 ranges over a cofinite
subset D of k. Then we are able to present an infinite list of iso-classes of one dimensional
objects Sν0 ,∀ ν
0 ∈ D \ therootsofσ(ν), such that
(Sν0)P = k, Sν0(ν) = (ν
0). thus Sν0(bl) = ∅, l = 1, · · · , j,
when we calculate Sν0 according to Theorem 3.4.1. If R(B3) is homogeneous, there must
be a cofinite subset D0 ⊂ D such that Sν0 is homogeneous for any ν
0 ∈ D0. We fix such a
ν0, denote Sν0 by S for simplicity. Let (e) : S
ι
−→ E
pi
−→ S be an almost split conflation
of R(B3), then EP = k
2, and the eigenvalue of E(ν) is ν0, since the sequence
(e0) : 0 −→ S
ι0−→ E
pi0−→ S −→ 0
is exact over k[ν, σ(ν)−1]. Thus E(bl) = ∅, l = 1, · · · , j, according to Theorem 3.4.1 and
Proposition 4.5.1. We conclude that E(ν) =
(
ν0 1
0 ν0
)
, otherwise
(
ν0 0
0 ν0
)
would
lead to (e) to be split.
We define an object L ∈ R(B3), such that LP = k
2,
L(ν) =
(
ν0 0
0 κ0
)
, L(be) =
(
0 1
0 0
)
, L(bl) =
(
0 0
0 0
)
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for l 6= e. And we also define a morphism ϕ : L → S given by ϕP =
(1
0
)
, ϕ(v) =
(0
0
)
for
any dotted arrow v. We first claim that ϕ is not a split epimorphism. In fact, if we have
a morphism ψ : S → L with ψϕ = id, then ψP = (1, a), and
S(be)ψP − ψPL(be) = ψ(δ(be)) = gee(S(ν), L(ν))ψ(ue),
(see Formula (40) of 5.4). Thus, −(1, a)
(
0 1
0 0
)
= (gee(ν
0, ν0)ue1, gee(ν
0, κ0)ue2) or
(0, −1) = (∗, 0), which results in a contradiction. Thus there exists some ϕ′ : L → E
such that ϕ′π = ϕ, whenever (e) is an almost split conflation. Then ϕ′P
(1
0
)
=
(1
0
)
yields
ϕ′P =
(
1 b
0 c
)
and L(ν)ϕ′P = ϕ
′
PE(ν) yields(
ν0 0
0 κ0
)(
1 b
0 c
)
=
(
1 b
0 c
)(
ν0 1
0 ν0
)
,
i.e. (
∗ ν0b
0 ∗
)
=
(
∗ 1 + bν0
0 ∗
)
which is a contradiction.
The proof of κ0 running over a cofinite subset of k is dual. Therefore, as desired, B3
is not homogeneous. 
Example. Consider Example 3 of 2.1 and 4.2, let α 6= 0, 1. A sequence of reductions
given by
A =
(
1 0
0 1
)
, B =
(
0 1
0 0
)
, C =
(
∅ ∅
ν ∅
)
, D =
(
d3 d4
d1 d2
)
yields an induced local bocsB3, with a layer L = (Γ;ω; d1, d2, d3, d4; v, · · · ), where Γ
′(P,P) =
k[ν], δ(d1) = vν − (αν)v, i.e. e = 1, g11(ν, κ) = −αν + κ, which is not invertible in k[ν, κ].
✓✏
✒✶
✓✏
✑✐
■
•
v
P
ν d1
7.5 A critically non-homogeneous local bocs B4
Proposition 7.5.1 The bocs B4 given in MW4 of Theorem 5.6.1 is not homogeneous.
Proof. Suppose we have the contrary. We fix a λ0 ∈ k with h(λ0) 6= 0 (see Formula
(43) in 5.4), and continue the reductions such that a1 = ∅, · · · , ai−1 = ∅. Let ai = (ν) be
a parameter, then we obtain an induced bocs B′4 with a layer
L′ = ((Γ′)′;ω′; b1, · · · , bj ;u1, · · · , um),
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where the differentials δ(bl)
0 are given by Formula (40) and a polynomial σ(ν) is given
by Formula (41) in Lemma 5.4.1. It is clear that B′4 is minimal if we set (Γ
′)′(P,P) =
k[ν, σ(ν)−1]. Denote by ϑ the reduction functor from R(B′4) to R(B4). Define an infinite
list of iso-classes of objects {S′ν0 |∀ ν
0 ∈ k, σ(ν0) 6= 0} in R(B′4), such that
(S′ν0)P = k, S
′
ν0(ν) = (ν0) S
′
ν0(bl) = ∅ for l = 1, 2, · · · , j.
Then we obtain an infinite list {Sν0 = ϑ(S
′
ν0)} in R(B4). If R(B4) is homogeneous, there
must exist a cofinite subset D0 ⊂ k \ {the roots of σ(ν)} such that for any ν
0 ∈ D0,
Sν0 is homogeneous. We fix such a ν
0 ∈ D0, and denote Sν0 by S for simplicity. If
(e) : S
ι
−→ E
pi
−→ S is an almost split conflation of R(B4), there exists an almost split
conflation (e′) : S′
ι′
−→ E′
pi′
−→ S′ of R(B′4), such that ϑ(e
′) is equivalent to (e) by Theorem
7.2.1. Thus
E′P = k
2, E′(ν) =
(
ν0 1
0 ν0
)
, E′(bl) = ∅, l = 1, · · · , j
by Proposition 6.6.1. Let us go back to R(B4), then we have S(λ) = (λ
0), S(al) = ∅;
E(λ) = λ0I2, E(al) = ∅, l = 1, · · · , i− 1. Construct an object L in R(B4), such that
LP = k
2, L(λ) =
(
λ0 1
0 λ0
)
, L(al) = 0 for l = 1, · · · , i− 1,
L(ai) =
(
ν0 0
0 ν0
)
, L(bl) = 0 for l = 1, · · · , j,
and a morphism ϕ : L → S with ϕP =
(1
0
)
, ϕ(v) =
(0
0
)
for any dotted arrow v. We
first claim that ϕ is not a split epimorphism. In fact if ψ : S → L with ψϕ = id,
then ψP = (1, a). But Sν0(λ)ψP = ψPL(λ), i.e. λ
0(1, a) = (1, a)
(
λ0 1
0 λ0
)
, or
(λ0, λ0a) = (λ0, 1 + aλ0), which is a contradiction. Thus, there is some morphism
ϕ′ : L→ E such that ϕ′Pπ = ϕ, whenever (e) is an almost split conflation of R(B4). Then
ϕ′P
(1
0
)
=
(1
0
)
leads to ϕ′P =
(
1 b
0 c
)
, and L(ai)ϕ
′
P − ϕ
′
PE(ai) = ϕ
′(δ(ai)) = 0 yields(
ν0 0
0 ν0
)(
1 b
0 c
)
=
(
1 b
0 c
)(
ν0 1
0 ν0
)
, i.e.
(
ν0 ν0b
0 ν0c
)
=
(
ν0 1 + bν0
0 cν0
)
.
It is a contradiction. Therefore, as desired, B4 is not homogeneous. 
Remark. The assumption (λ−µ)2 | h˜(λ, µ) is necessary in the proof. For instance, if
h˜(λ, µ) = λ− µ, ϕ′(w˜) =
(
w11 w12
w21 w22
)
, then
ϕ′(δ(ai)) =
(
w11 w12
w21 w22
)(
λ0 0
0 λ0
)
−
(
λ0 1
0 λ0
)(
w11 w12
w21 w22
)
=
(
−w21 −w22
0 0
)
;
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On the other hand,
ϕ′(δ(ai)) = L(ai)ϕ
′
P − ϕ
′
PE(ai)
=
(
ν0 0
0 ν0
)(
1 b
0 c
)
−
(
1 b
0 c
)(
ν0 1
0 ν0
)
=
(
0 −1
0 0
)
which does not lead to any contradiction.
Example. Consider Example 1 of 2.1 and 4.2. A sequence of reductions given by
a = 1, b = λ, yields an induced local bocs B4 with a layer L = (Γ;ω; c; v, · · · ), where
Γ′(P,P) = k[λ], δ(c) = 0.
✓✏
✒✶
✓✏
✑✐•
P
λ c
7.6 An example in case of MW5
The minimally wild local bocs given in MW5 of Theorem 5.6.1 may be homogeneous,
even strongly homogeneous (see Example 4 of 6.5). Therefore a general wild bimodule
problem does not necessarily have the non-homogeneous property. We must concentrate
on some special set of bimodule problems, so called bipartite bimodule problems (see
section 10), in which P1(Λ) are included. In this subsection, we will show an algebra,
whose corresponding bimodule problem possess a reduction sequence with minimal size in
case of MW5 of Theorem 5.6.1. We first prove two lemmas in order to treat the example
and also the general case given in section 9. Following Auslander and Reiten [AR] we
recall the following lemma.
Lemma 7.6.1 Let Γ be an algebra (possibly infinite-dimensional). Denote by Γ-mod
the category of finite dimensional Γ-modules. Suppose that
(e) 0 −→M
ι
−→ E
pi
−→ L −→ 0
is an almost split sequence in Γ-mod.
(1) If L1 is a proper submodule of L, E1 = (L1)π
−1, then the sequence
0 −→M
ι1−→ E1
pi1−→ L1 −→ 0
is split, where π1 = π |E1 , ι1 = ι.
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(2) If a submodule 0 6= K ⊆ M , M2 = M/K is a quotient module of M , and E2 =
E/ι(K), then the sequence
0 −→M2
ι2−→ E2
pi2−→ L −→ 0
is split, where ι2, π2 are induced morphisms from ι and π respectively.
Proof. (2) (given by Pan Jun) Consider the following commutative diagram having
two exact rows in Γ−mod:
0 ✲M/K ✲E/ι(K) ✲ L ✲ 0(e2) :
0 ✲M ✲E ✲ L ✲ 0(e) :
❄ ❄ ❄
ϕ1
ι π
ϕ2
ι2 π2
id
M/K
✁
✁✕
✏✏✮
···
···
···■id ξ
ψ
where ϕ1, ϕ2 are natural projections respectively. Since ϕ1 is not a split epimorphism
and ι is a left almost split morphism, there exists a morphism ψ : E →M/K, such that
ιψ = ϕ1id. On the other hand, since the left square of the diagram determines a pushout,
we have a morphism ξ : E/ι(K) → M/K, such that ι2ξ = id. Thus (e2) is split as
required.
(1) can be proved dually using pull back. 
Lemma 7.6.2 Let r r
☛✟
✡✶ ✲
P Q
λ c
be a quiver, and Γ = kQ be the path algebra.
We define an exact sequence
(e) 0 −→ S
ι
−→ E
pi
−→ S −→ 0
of Γ-mod, such that
SP = k, SQ = k, S(λ) = (λ
0) for some λ0 ∈ k, S(c) = (1);
EP = k
2, EQ = k
2, E(λ) = J2(λ
0), E(c) = I2;
ι = (ιP , ιQ) with ιP = (0 1), ιQ = (0 1);
π = (πP , πQ) with πP =
(
1
0
)
, πQ =
(
1
0
)
.
Then (e) is not an almost split sequence of Γ-mod.
Proof. Suppose that we have the contrary. Let us define three Γ-modules K,S,E
respectively as follows: KP = (0), KQ = k; SP = k, SQ = 0, S(λ) = (λ
0); EP = k
2,
EQ = k,
E(λ) =
(
λ0 1
0 λ0
)
, E(a1) =
(
1
0
)
.
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Then E is indecomposable, and the commutative diagram below shows a contradiction to
item (2) of Lemma 7.6.1.
✞☎✝✶
✞☎✝✶
❅
❅
❅❘
k
❅
❅
❅❘
k
k
0
❄
❄
✞☎✝✶
✞☎✝✶
❅
❅
❅❘
k2
❅
❅
❅❘
k2
k2
k
❄
❄
✞☎✝✶
✞☎✝✶
❅
❅
❅❘
k
❅
❅
❅❘
k
k
k
❄
❄
✲
✲
✲
✲
✲
✲
k
✲
✲
✲
✲
❄
❄
❄
❄
❅
❅
❅❘
0
k
❅
❅
❅❘
0
J1(λ0)
J1(λ0)
J2(λ
0)
J2(λ
0)
J1(λ0)
J1(λ0)
1 I2 1
0 (10) 1
0 (10) 1
1 I2 1
0 1
(0 1) (10)
(0 1) (
1
0)
(0 1) (10)
1
0
K :
(e)
(e2)
Hence the assumption fails, (e) is not an almost split sequence of Γ-mod. 
Proposition 7.6.1 LetB = (Γ,Ω) be a bocs with a layer L = (Γ;ω; a1, · · · , an; v1, · · · , vm),
where Γ(P,P) = k[λ, gP (λ)
−1], δ(a1) = 0.
r r☛✟✡✶ ✲
P Q
λ a1
.
Then an edge reduction of a1 = (1) yields an induced local bocs B
′. If B′ is minimal and
tame, then R(B) is not homogeneous.
Proof. Suppose we have the contrary. Let D = k \ {the roots of σ(λ)} be the domain
of the minimal bocs B′ where σ(λ) is determined by Formula (41) of 5.4, and we use λ
instead of ν . Then we define an infinite set of iso-classes of objects of dimension 1:
{S′λ0 | S
′
λ0(λ) = (λ
0), S′λ0(al) = ∅, l ≥ 2,∀λ
0 ∈ D}
in R(B′5). Let ϑ : R(B
′) → R(B) be the reduction functor. We obtain also a set
{Sλ0 = ϑ(S
′
λ0)} in R(B), where
(Sλ0)P = k, (Sλ0)Q = k, (Sλ0)(λ) = (λ
0), (Sλ0)(a1) = (1).
If R(B) is homogeneous, there must be a cofinite subset D0 ⊂ D such that for any
λ0 ∈ D0, Sλ0 is homogeneous. We fix such a λ
0, and denote Sλ0 by S for simplicity. If
(e) : S
ι
−→ E
pi
−→ S is an almost split conflation of R(B), then there exists an almost
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split conflation (e′) : S′
ι′
−→ E′
pi′
−→ S′ of R(B′) such that ϑ(e′) is equivalent to (e) by
Theorem 7.2.1. Thus
E′(λ) =
(
λ0 1
0 λ0
)
, E′(al) = ∅, l ≥ 2
by Proposition 6.6.1. Let us go back to R(B), then
EP = k
2, EQ = k
2, E(a1) =
(
1 0
0 1
)
.
It is clear that ιP = (0 1), ιQ = (0 1), πP =
(
1
0
)
, πQ =
(
1
0
)
.
Let Γ0 be the path algebra of quiver r r
☛✟
✡✶ ✲
P Q
λ a1
. We claim that (e) is also an
almost split sequence in Γ0-mod. In fact
(1) (e) is a non-split exact sequence in Γ0-mod. And S is neither projective, nor
injective.
(2) For any module L and morphism ϕ : L → S in Γ0-mod, if we set L(al) = 0 for
l ≥ 2 and ϕ(vl) = 0 for l = 1, 2, · · · ,m, then ϕ : L→ S can be regarded as a morphism of
R(B).
(3) If ϕ is not a split epimorphism in Γ0-mod, then it is not a split epimorphism in
R(B).
(4) There exists some ϕ′ : L → E with ϕ′π = ϕ in R(B), whenever (e) is an almost
split conflation of R(B). Thus
L(λ)ϕ′P = ϕ
′
PE(λ) and L(a1)ϕ
′
Q = ϕ
′
PE(a1),
i.e. ϕ′0 = (ϕ
′
P , ϕ
′
Q) is a morphism in Γ0-mod with ϕ
′
0π = ϕ. Therefore E
pi
−→ S is a right
almost split morphism in Γ0-mod. The claim is proved.
Therefore (e) is also an almost split sequence of Γ0-mod, which leads to a contradiction
to Lemma 7.6.2. 
Example. Consider Example 3 of 2.1 and 4.3. Let
n = (2, 2, 2, 2, 2; 2, 2, 2, 2, 2),
(N,R, n) be given in Formula (6) of 2.6 and we denote a∗, b∗, c∗, d∗ by A,B,C,D respec-
tively for simplicity. Then a sequence of reductions given by
A =
(
1 0
0 1
)
, B =
(
0 1
0 0
)
, C =
(
c3 c4
λ c2
)
, D =
(
d3 d4
d1 d2
)
yields a local layered bocs. δ(c2)
0, δ(c3)
0, δ(c4)
0 and δ(d1)
0 satisfy Formula (42) of 5.4.
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✓✏
✒✶
✓✏
✑✐
■
•
w˜
P
λ d1
If we continue the reductions given by c2 = ∅, c3 = ∅, c4 = ∅, then δ(d1) = w˜λ − λw˜
with h˜(λ, µ) = −(λ − µ) in Formula (42) and h(λ) = 1 in Formula (43). Furthermore,
fix any λ0 ∈ k, and denote a1 by ν, then δ(d2)
0, δ(d3)
0, δ(d4)
0 satisfy Formula (40) with
gll(ν, κ) ∈ k[ν, κ] being invertible for l = 2, 3, 4. Thus we obtain a sequence of parameterized
bimodule problems with the end term in case of MW5.
Define a new size vector
n˜ = (2, 2, 2, 2, 2; 3, 3, 3, 3, 3),
let (N˜ , R˜, n˜) be given in Formula (6) of 2.6. Then a sequence of reductions given by
A˜ =
(
0 1 0
0 0 1
)
, B˜ =
(
0 0 1
0 0 0
)
, C˜ =
(
∅ ∅ ∅
0 λ ∅
)
, D˜ =
(
d′0 d3 d4
d0 d1 d2
)
yields an induced bocsB with a layer L = (Γ′;ω; d0, d1, d2, d
′
0, d3, d4; v, · · · ), where Γ
′(P,P) =
k[λ], δ(d0) = 0.
r r☛✟✡✶ ✲
P Q
λ d0
If we set d0 = 1, then the induced bocs B
′ is minimal. Thus B and B′ in our example
satisfy the hypothesis of Proposition 7.6.1, and the structure given in Lemma 7.6.2 is as
follows:
A B C D
S
(
0 1 0
0 0 1
) (
0 0 1
0 0 0
) (
∅ ∅ ∅
0 λ0 ∅
) (
∅ ∅ ∅
1 ∅ ∅
)
E
(
02×2 I2 0
02×2 0 I2
) (
02×2 0 I2
02×2 0 0
) (
∅2×2 ∅ ∅
02×2 J2(λ
0) ∅
) (
∅ ∅ ∅
I2 ∅ ∅
)
S
(
1 0
0 1
) (
0 1
0 0
) (
∅ ∅
λ0 ∅
) (
∅ ∅
0 ∅
)
E
(
02×1 I2 0
02×1 0 I2
) (
02×1 0 I2
02×1 0 0
) (
∅2×1 ∅ ∅
02×1 J2(λ
0) ∅
) (
∅ ∅ ∅
(10 ) ∅ ∅
)
where E is indecomposable.
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8 One-sided differentials
8.1 Matrix problems
Let (K,M,H) be a bimodule problem of Definition 2.2.1 with a triangular basis (A,B)
of Definition 2.4.1. Suppose that ρw1I1J1 ∈ A, M
′ is a K-K-subbimodule of M generated
by
{ρwIJ ∈ A | ρ
w
IJ ≻ ρ
w1
I1J1
}
(see Proposition 2.4.1). ThenM/M′ is aK-K-quotient bimodule ofM. And (K,M/M′, d)
is called a partial bimodule problem of (K,M,H), where d : K → M/M′ is a derivation
given by d(S) = (SH −HS)+M′ for any S ∈ K. Thus (K,M/M′, d) belongs to the sec-
ond set of 1.4, but may not satisfy Definition 2.2.1. Moreover, (K,M/M′, d) corresponds
to a bocs B given in [CB2]. Let A = (Γ,Ω) be the corresponding bocs of (K,M,H) with
a layer
L = (Γ′;ω; a1, · · · , an; v1, · · · , vm),
Γ be freely generated by a1, · · · , an1 over Γ
′, when an1 = (ρ
w1
I1J1
)∗. Since
δ2(vi) =
∑
j,l<i
cijlvj ⊗ vl
with the coefficients c ∈ k, which are independent of a1, · · · , an by Formula (25) of 3.6, Ω
is also a Γ-Γ-coalgebra. Then B = (Γ,Ω) has a layer
L = (Γ′;ω; a1, · · · , an1 ; v1, · · · , vm),
which is called a partial bocs of A. For their representation categories, we have
Mat(K,M/M′) = {M ∈Mat(K,M) |Mpw
IJ
qw
IJ
= 0,∀(pwIJ , q
w
IJ ) ≻ (p
w1
I1J1
, qw1I1J1)},
and
R(B) = {M ∈ R(A) |M(aj) = 0,∀ j > n1}.
Both of them have exact structures inherited from Mat(K,M) and R(A) respectively. In
order to treat with their reductions, we define another algebraic structure, so called matrix
problem.
Definition 8.1.1 A matrix problem (K1 ×K2,M,V) consists of the following datum:
I′. A set of integers T = {1, 2, · · · , t} and an equivalent relation ∼ on T . Two subsets
T1, T2 ⊂ T , which have t1, t2 elements respectively, and ∼1=∼ |T1 , ∼2=∼ |T2 .
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II′. Two upper triangular matrix algebras
K1 = {(s
1
ij)t1×t1} and K2 = {(s
2
ij)t2×t2},
such that
s1ii = s
1
jj, s
2
ii = s
2
jj, s
1
ii = s
2
jj
when i ∼ j, and a set of matrices V = {(vij)t1×t2}, s
1
ij, s
2
ij for i < j and vij satisfy
the following equation system:∑
I∋i<j∈J
(c1lijx
1
ij + c
2l
ijx
2
ij) +
∑
(i′,j′)∈I×J
c3li′j′x
3
i′j′ = 0,
which are indexed by 1 ≤ l ≤ qIJ for some qIJ ∈ N, and for each pair
(I,J ) ∈ (T1/∼1)× (T2/∼2).
III′. A K1-K2-bimodule M = {(mij)t1×t2}, where mij satisfy the equation system:∑
(i,j)∈I×J
dlijzij = 0
which are indexed by 1 ≤ l ≤ q′IJ for some q
′
IJ ∈ N, and for each pair
(I,J ) ∈ (T1/∼1)× (T2/∼2).
✷
RemarkWe stress that the matrix problem given in Definition 8.1.1 is not necessarily
a bimodule problem, since the derivation is not defined. But it corresponds to a bocs. ✷
We also have a basis A′IJ = {χ
w
IJ } and A
′ of the solution space of equation system
III′ similar to Formula (1) of 2.3. A basis of the solution space of equation system II′ for
each pair (I,J ) is denoted by B′IJ . And B
′ is given similarly to Formula (2) of 2.3. It is
clear that radK1, radK2 and V are subspaces of the solution space of the equation system
II′. We may choose basis of radK1, radK2, and V respectively as follows. First let
W0 = radK1 ∩ radK2 ∩ V,
take a basis {ξv123IJ } of W0. Secondly, let W12, W23, W31 be the complement spaces of W0
in
radK1 ∩ radK2, radK2 ∩ V, V ∩ radK1,
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and take basis {ξv12IJ }, {ξ
v23
IJ }, {ξ
v31
IJ } ofW12,W23,W31 respectively. Thirdly, letW1,W2,W3
be the complement spaces of
W0 ⊕W12 ⊕W31, W0 ⊕W23 ⊕W12, W0 ⊕W31 ⊕W23
in radK1, radK2, V, and take basis {ξ
v1
IJ }, {ξ
v2
IJ }, {ξ
v3
IJ } ofW1, W2, W3 respectively. Thus
the dual basis
{(ξv123IJ )
∗, (ξv12IJ )
∗, (ξv23IJ )
∗, (ξv31IJ )
∗, (ξv1IJ )
∗, (ξv2IJ )
∗, (ξv3IJ )
∗}
can be regarded as the coefficient functions. Write
{ξ
v′1
IJ } = {ξ
v123
IJ , ξ
v12
IJ , ξ
v31
IJ , ξ
v1
IJ },
{ξ
v′2
IJ } = {ξ
v123
IJ , ξ
v12
IJ , ξ
v23
IJ , ξ
v2
IJ },
{ξ
v′3
IJ } = {ξ
v123
IJ , ξ
v23
IJ , ξ
v31
IJ , ξ
v3
IJ }.
We can define the representation category Mat(K1 × K2,M) of a matrix problem
(K1×K2,M,V) similarly to 2.2. Given any size vector n1 of (T1,∼1), n2 of (T2,∼2), such
that (n1)i = (n2)i for any i ∈ T1 ∩T2, a triple (N,R1×R2, n1×n2) is defined similarly to
Formula (6) of 2.6, such that N,R1, R2 and V are n1 × n2, n1 × n1, n2 × n2 and n1 × n2
partitioned matrices respectively. More precisely,
N =
∑
(I,J )∈(T1/∼1)×(T2/∼2)
rIJ∑
w=1
(χwIJ )
∗ ⊗ χwIJ
R1 =
∑
I∈T1/∼1
E∗I ⊗ EI +
∑
(I,J )∈(T1/∼1)×(T1/∼1)
r1
IJ∑
v′1=1
(ξ
v′1
IJ )
∗ ⊗ ξ
v′1
IJ
R2 =
∑
I∈T2/∼2
E∗I ⊗ EI +
∑
(I,J )∈(T2/∼2)×(T2/∼2)
r2
IJ∑
v′2=1
(ξ
v′2
IJ )
∗ ⊗ ξ
v′2
IJ
V =
∑
(I,J )∈(T1/∼1)×(T2/∼2)
r3
IJ∑
v′3=1
(ξ
v′3
IJ )
∗ ⊗ ξ
v′3
IJ
Then we start a reduction according to the matrix equation
R1N = V +NR2, or XppNpq = Vpq +NpqXqq,
in the same way as in 2.6, where the second equation is the (p, q)-block of the first one.
Regularization. If the equation x3pq = 0 is not a linear combination of the equations in
equation system II′, let Npq = ∅. Then we add x
3
pq = 0 into the equation system II
′. Let
R′1, R
′
2, V
′ be the restrictions of R1, R2, V given by x
3
pq = 0 respectively.
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Suppose now that x3pq = 0 is a linear combination of the equations in equation system
II′.
Edge reduction. If P 6= Q, let Npq =
(
0 I
0 0
)
.
Loop reduction. If P = Q, let Npq =W for some Weyr matrix W .
In the last two cases, R1 and R2 are restricted by the equation
XppNpq = NpqXqq.
Denote by R′1 and R
′
2 the restricted algebras of R1 and R2 respectively, and
V ′ = V −R′1(N pq ⊗ χ) + (Npq ⊗ χ)R
′
2.
where χ is the first basis element of A′.
Let
N ′ = N −Npq ⊗ ρ
in all the 3 cases, then we obtain a new triple (N ′, R′1 × R
′
2, n
′
1 × n
′
2) similarly to 2.6.
Consequently we also obtain a new matrix problem (K′1 × K
′
2,M
′,V ′) with a new index
set (T ′,∼′) similarly to 3.1. Finally we have a matrix equation over (K′1 ×K
′
2,M
′,V ′):
R′1N
′ = V ′ +N ′R′2.
Inductively we have a reduction sequence:
(△) (N,R1 ×R2, n1 × n2), · · · , (N
r, Rr1 ×R
r
2, n
r
1 × n
r
2), · · · , (N
s, Rs1 ×R
s
2, n
s
1 × n
s
2).
The notions of parametrization, and free parametrization are still valid for matrix prob-
lems.
Proposition 8.1.1 Let (K,M,H) be a bimodule problem. Then (K ×K,M,V) is a
matrix problem, where T1 = T , T2 = T , V = {V = SH −HS | ∀S ∈ K}.
Proof. If V = (vij)t×t, then
vij =
t∑
l=i+1
silhlj −
j−1∑
l=1
hilslj.
In fact siihij − hijsjj = 0 in both cases i ∼ j and i ≁ j, and vij = 0 when (i, j) ≺ (p, q).
Then we obtain the required equation system II′. 
Let (K,M,H) be a bimodule problem, and ρw1I1J1 be given in the beginning of the
subsection, (p, q) be defined in 2.4. Suppose in addition that if
(pwIJ , q
w
IJ ) ≻ (p
w1
I1J1
, qw1I1J1), then p
w
IJ < p
w1
I1J1
.
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Let K1 be a subalgebra of K consisting of the submatrices of the matrices of K with the
(i, j)-th entries for
p ≥ i, j ≥ pw1I1J1 ;
K2 be that for
q ≤ i, j ≤ qw1I1J1 ;
let M consist of the submatrices of the matrices of M with the (i, j)-entries for
p ≥ i ≥ pw1I1J1 and q ≤ j ≤ q
w1
I1J1
;
and V consist of those of {SH −HS | ∀S ∈ radK}.
Proposition 8.1.2 (K1 ×K2,M,V) defined above is a matrix problem, whose repre-
sentation category Mat(K1×K2,M) is equivalent to Mat(K,M/M
′, d), as well as R(B).
Proof. I′. T1 = {p
w1
I1J1
, · · · , p}, T2 = {q, · · · , q
w1
I1J1
}.
II′. The equation system is given by Formula (18) of 3.6:
x1ij =
∑
w(ζ
w
IJ )
∗bwIJ (i, j) for p ≥ i, j ≥ p
w1
I1J1
;
x2ij =
∑
w(ζ
w
IJ )
∗bwIJ (i, j) for q ≤ i, j ≤ q
w1
I1J1
;
x3ij=
∑
l
(∑
w(ζ
w
IL
)∗bw
IL
(i,l)hlj−
hil
∑
w(ζ
w
LJ
)∗bw
LJ
(l,j)
) for p ≥ i ≥ pw1I1J1 , q ≤ j ≤ qw1I1J1 .
III′. M is a K1-K2-bimodule, and the equation system is given by Formula (19) of 3.6:
zij =
∑
w
(ρwIJ )
∗awIJ (i, j) for p ≥ i ≥ p
w1
I1J1
, q ≤ j ≤ qw1I1J1 . ✷
Corollary 8.1.1 Let (K,M,H) be a bimodule problem, (K1×K2,M,V) be the matrix
problem given by a partial bimodule problem (K,M/M′, d). Suppose (N0, R, n) is a triple
of (K,M,H), and (N,R1 × R2, V ) is the corresponding triple of (K1 × K2,M,V), such
that ∀ i ∈ T1, (n1)i = ni, and ∀ i ∈ T2, (n2)i = ni. Then the reduction sequence (△)
of (K1 × K2,M,V) starting from (N,R1 ×R2, V ) determines a reduction sequence (∗) of
(K,M,H) starting from (N0, R, n).
Proof. We use induction on the reduction step r. The case of r = 0 is clear.
Suppose that we have already a reduction sequence (∗) up to (N r0 , R
r, nr) determined
by (△), and χr is the first basis element of (Kr1 ×K
r
2,M
r
,Vr), ρr is that of (Kr,Mr,Hr),
then χr = ρr |Mr .
For step (r + 1), let N
r
prqr be obtained at the (r + 1)-th reduction of (△). Then the
size vector nr+1 is given by nr and N
r
prqr according to 3.1; H
r+1
nr+1
= Hrnr + N
r
prqr ⊗ ρ
r;
N r+10 = N
r
0 −N
r
prqr ⊗ ρ
r; and Rr+1 is a restriction of Rr given in Formula (10) of 2.6. 
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8.2 One-sided differentials I
Let (K,M,H) be a bimodule problem with a triangular basis (A,B). Let ρwI1J1 ∈ A
be given in the beginning of 8.1, and ρ ∈ A be the first basis element given in 2.4. We
assume that
pwI1J1 = p,
and if
(pwIJ , q
w
IJ ) ≻ (p, q
w1
I1J1
), then pwIJ < p.
Thus the partial bimodule problem (K,M/M′, d) corresponds to a partial bocs B, and
determines a matrix problem (K1 ×K2,M,V), such that
T1 = {1}, T2 = {1, 2, · · · , t};
and
K1 = {(s)}, K2 = {S = (sij)t×t} ,
where sij = 0 if i > j, sii = sjj if i ∼ j, and sii = s if i ∼ 1,
V = {V = ( v1 v2 · · · vt )},
moreover sij (i < j) and vj satisfy equation system II
′ of Definition 8.1.1;
M = {M = ( · · · a · · · b · · · a · · · b · · · )1×t},
and the entries of M satisfy equation system III′.
Therefore the partial bocs B has a partial layer
Lp = (Γ′;ω; a1, · · · , an; b1, · · · , bm;u, v, w, q),
where the vertices P,I1, · · · ,Ir are all trivial; solid arrows
a : P → I, b : P → P;
and dotted arrows
u : P → P, v : P → I, w : I → I, q : I → P.
Note that a, b stand for general solid arrows, and u, v, w, q stand for general dotted arrows.
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(46)
It is obvious, that the summands of δ(ai) involve only the monomials: (1) v, (2) b
ev, (3)
aw; and those of δ(b) involve: (1) u, (2) beu, (3) aq for some positive integer e. Such
differentials of solid arrows are said to be one-sided.
Now we first consider the local partial bocs BP at P obtained from B by deleting the
vertices I1,I2, · · · ,Ir. Thus BP = (ΓP ,ΩP) has a partial layer
LpP = (Γ
′
P ;ωP ; b1, · · · , bm;u)
and the summands of δ(bj) involve only the monomials of u or b
eu. Then we have the
following possibilities.
P1

δ(b1)
0 = g11u1
δ(b2)
0 = g21u1 + g22u2
· · · · · ·
δ(bm)
0 = gm1u1 + gm2u2 + · · ·+ gm,mum
where u1, u2, · · · , um are linearly independent, gll′ ∈ k, l ≤ l
′, gll 6= 0. Then BP is of
finite type.
Otherwise we have the following formula.
δ(b1)
0 = g11u1
δ(b2)
0 = g21u1 + g22u2
· · · · · ·
δ(bj−1)
0 = gj−1,1u1 + gj−1,2u2 + · · ·+ gj−1,j−1uj−1
δ(bj)
0 = gj1u1 + gj2u2 + · · · + gj,j−1uj−1
(47)
where u1, u2, · · · , uj−1 are linearly independent, gll′ ∈ k, l ≤ l
′, gll 6= 0. If we set bl = ∅,
ul = 0, l = 1, · · · , j − 1, bj = λ, then
δ(bj+1)
0 = hj+1,j+1(λ)uj+1
δ(bj+2)
0 = hj+2,j+1(λ)uj+1 + hj+2,j+2(λ)uj+2
· · · · · ·
δ(bm′)
0 = hm′,j+1(λ)uj+1 + hm′,j+2(λ)uj+2 + · · ·+ hm′m′(λ)um′
(48)
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where uj+1, · · · , um′ are linearly independent, hll(λ) 6= 0.
P2 m′ = m,hll(λ) are all non-zero constants. Then BP is of tame type.
P3 m′ = m, h11(λ), · · · , he−1,e−1(λ) are non-zero constants but he,e(λ) is not a con-
stant. Then BP is of wild type.
P4 m′ < m, BP is of wild type.
8.3 One-sided differentials II
Let us go back to the partial bocs B given at the beginning of 8.2. Suppose that the
local partial bocs BP is in case P2 of 8.2. If
a1 ≺ · · · ≺ an0 ≺ bj ≺ an0+1,
then we have either a triangular formula:
δ(a1)
0 = f11v1
δ(a2)
0 = f21v1 + f22v2
· · · · · ·
δ(an0)
0 = fn01v1 + fn02v2 + · · ·+ fn0n0vn0
where v1, v2, · · · , vn0 are linearly independent, and fll′ ∈ k, fll 6= 0, or we have a triangular
formula: 
δ(a1)
0 = f11v1
· · · · · ·
δ(an(1)−1)
0 = fn(1)−1,1v1 + · · ·+ fn(1)−1,n(1)−1vn(1)−1
δ(an(1))
0 = fn(1),1v1 + · · ·+ fn(1),n(1)−1vn(1)−1
(49)
where v1, v2, · · · , vn(1)−1 are linearly independent, and fll′ ∈ k, fll 6= 0. Set al = ∅, vl = 0,
then we obtain an induced bocs by a series of regularizations. We continue the procedure,
then obtain a sequence of positive integers n(1), n(2), · · · , n(i), and finally reach to the
first formula by induction. Let
I = {1, 2, · · · , n0} \ {n(1), n(2), · · · , n(i)} (50)
Let us write al = an(l), l = 1, · · · , i, b = bj for simplicity. The differentials of b with
respect to a1, · · · , ai is either
δ(b)0 = a1(h11q1)
+a2(h21q1 + h22q2)
+ · · · · · ·
+ai(hi1q1 + hi2q2 + · · ·+ hiiqi)
(51)
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where q1, q2, · · · , qi are linearly independent and h11h22 · · · hii 6= 0, or there exists some
p < i, such that
δ(b)0 =
i∑
l=1
al
( p∑
j=1
hljqj
)
. (52)
Proposition 8.3.1 Suppose we are given an one-sided differential partial bocs B, in
diagram (46) of 8.2, such that BP satisfies P2 of 8.2, and δ(b) satisfies Formula (52). Then
R(B) is not homogeneous.
Proof. Since p < i, there exists at least one vertex I ∈ {I1, · · · ,Ir} such that the
number of the solid arrows: P → I is more than that of the dotted arrows: I → P given
in (52). By a suitable reordering, we may assume that the solid arrows are a1, · · · , an; and
the dotted arrows are q1, · · · , qm respectively with n > m. Let B
′ be the induced partial
bocs with two vertices P,I obtained from B by deletion and
δ(b)0 =
n∑
l=1
al
( m∑
j=1
hljqj
)
=
m∑
j=1
( n∑
l=1
hljal
)
qj
in B′. Suppose that R(B) is homogeneous, then R(B′) is homogeneous by Corollary 7.2.1.
Consider a system of equations in n indeterminates:
n∑
l=1
hljxl = 0, j = 1, · · · ,m
Because the rank of the coefficient matrix is smaller than n, there is a non-zero solution
of the equation system, say x1 = µ
1, x2 = µ
2, · · · , xn = µ
n, where µ1 = 0, · · · , µe−1 = 0,
but µe 6= 0 for some 1 6 e 6 n.
Define an object Sν0 ∈ R(B
′) for any ν0 ∈ k, such that
(Sν0)P = k, (Sν0)I = 0, Sν0(b) = (ν
0), Sν0(b) = ∅ for any loop b 6= b.
If R(B′) is homogeneous, there exists a cofinite subset D0 ⊆ k such that Sν0 is homoge-
neous for any ν0 ∈ D0. We fix an ν
0 ∈ D0, denote Sν0 by S for simplicity, and suppose
that (e) : S
ι
−→ E
pi
−→ S is an almost split conflation in R(B′). Then (e) is also an almost
split conflation in R(B′P) by Theorem 7.2.1. Thus
EP = k
2, EI = 0, E(b) =
(
ν0 1
0 ν0
)
, and E(b) = ∅ for b 6= b
by Proposition 6.6.1. Now we construct an object L ∈ R(B′), such that
LP = k, LI = k, L(al) = (µ
l), L(aj) = ∅ for j ∈ I, L(b) = (ν
0), L(b) = ∅ for b 6= b;
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and we also construct a morphism ϕ : L→ S, such that
ϕP = 1, ϕI = 0, ϕ(u) = 0, ϕ(v) = 0, ϕ(q) = 0.
Then ϕ is not a split epimorphism. In fact, if ψ : S → L with ψϕ = id, then ψPϕP = 1,
ψP = 1, and
−µe = S(ae)ψI − ψPL(ae) = ψ(δ(ae)) = 0.
We have a contradiction. Thus there exists some ϕ′ : L→ E, such that ϕ′π = ϕ, whenever
(e) is an almost split conflation in R(B′). Then ϕ′P = (1, a) for some a ∈ k. On the other
hand,
L(b)ϕ′P − ϕ
′
PE(b) = ϕ
′(δ(b)) = 0, i.e. ν0(1, a) = (1, a)
(
ν0 1
0 ν0
)
.
We have again a contradiction. Therefore the assumption fails, and R(B) is not homoge-
neous. 
The possibilities of the differentials of an0+1, · · · , an with respect to b are given in the
following two formulae.
δ(an0+1)
0 =
∑
l∈I
fn0+1,l(b)vl + fn0+1,n0+1(b)vn0+1
· · · · · ·
δ(an)
0 =
∑
l∈I
fn,l(b)vl + fn,n0+1(b)vn0+1 + · · ·+ fn,n(b)vn
(53)
where {vl | ∀ l ∈ I} and {vn0+1, · · · , vn} are linearly independent, fll(b) 6= 0. Or

δ(an0+1)
0 =
∑
l∈I
fn0+1,l(b)vl + fn0+1,n0+1(b)vn0+1
· · · · · ·
δ(an1−1)
0 =
∑
l∈I
fn1−1,l(b)vl + fn1−1,n0+1(b)vn0+1 + · · · + fn1−1,n1−1(b)vn1−1
δ(an1)
0 =
∑
l∈I
fn1,l(b)vl + fn1,n0+1(b)vn0+1 + · · · + fn1,n1−1(b)vn1−1
where {vl | ∀ l ∈ I} and {vn0+1, · · · , vn1−1} are linearly independent, fll(b) 6= 0.
Proposition 8.3.2 Suppose we are given an one-sided differential partial bocs B in
diagram (46) of 8.2, such that BP satisfies P2 of 8.2; δ(b) satisfies Formula (51); and δ(a)’s
with respect to b satisfy the preceding second formula. Then B is not homogeneous.
Proof. We set al = 0 for l = 1, · · · , i, al = ∅ for l ∈ I, b = λ, bl = ∅ for l 6= j, and
an0+1 = ∅, · · · , an1−1 = ∅. If an1 : P → I, then we delete T/ ∼ \{P,I} and obtain an
induced partial bocs r r
☛✟
✡✶ ✲λ
an1
, where δ(an1) = 0. The non-homogeneous property
of B follows from Proposition 7.3.2 and Corollary 7.2.1. 
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8.4 The structure of loop b
Let the partial bocs B be given as in 8.2 such that the induced local partial bocs BP
is in case P2 of 8.2, δ(b) satisfies Formula (51) of 8.3, and δ(a)’s with respect to b satisfy
Formula (53) of 8.3. We will prove in this subsection, that the block determined by loop
b will not contain any parameter after any series of reductions, whenever the parameters
appear in a local bocs.
We first assume that the index set I = ∅ in Formula (50) of 8.3 and m = 1, b = b1
given in 8.2. For any size vector n of (T,∼), we have a size vector
n1 × n2 of (T1,∼1)× (T2,∼2)
according to Corollary 8.1.1. Then we start a sequence of reductions from triple (N,X ×
R,n1 × n2) given by the matrix equation:
X(D1 · · · DiBAi+1 · · · Ai+j)
= (0 · · · 0 0 V1 · · · Vj) + (D1 · · · DiBAi+1 · · · Ai+j)R (54)
where matrices D1, · · · ,Di and B correspond to the solid arrows a1, · · · , ai and b respec-
tively, Al correspond to the solid arrows al : P → I for l ≥ i+ 1;
R =

Y1
. . .
Yi
W
Q1
...
Qi
W
X V1 · · · Vj
Yi+1
. . .
Yi+j
W

where X, Yl are nP × nP , nI × nI invertible matrices, V,W,Q correspond to the dot-
ted arrows v,w, q respectively. In particular, Q1, · · · , Qi are blocks with entries be-
ing linearly independent of all the other entries according to Formula (51). Denote
(D1 · · · Di B Ai+1 · · · Ai+j) by N .
Lemma 8.4.1 All the reductions sequence (∆) starting from the triple (N,X×R,n1×
n2) defined above must reach a step r, such that either
(1) the r-th step is an edge reduction before Ai+1, and (Xpr−1,pr−1)
′ = X(pr−1)1,(pr−1)1
(see the edge reduction given in 3.1); or
(2) the r-th step is a loop reduction with a Weyr matrix W 0 inside B before Ai+1.
Where all the reductions before r-th step are edge reductions and regularizations.
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Moreover, the induced triple (N r,Xr × Rr, nr1 × n
r
2) has the property that Q
r
l = Ql,
and the entries of the blocks Qrl and the nilpotent blocks of X
r are linearly independent
and linearly independent of all the other entries of Xr, Rr, V r.
Proof. Assume that the number of the columns of matrix (D1 · · ·Di B) equalsm. Our
assertion is shown by induction on m. If mB stands for the size of B and m = mB , then
the first reduction is a loop reduction for B, we obtain the case (2) for r = 1. Otherwise
m > mB , a1 is an edge and after an edge reduction, X is restricted to
X ′ =
(
X11 X12
0 X22
)
.
If X22 = 0, then X
′ = X11, we obtain the case (1) for r = 1.
If X22 6= 0, then X22 is independent of X11 and Y ’s, if X11 6= 0 and X22 6= 0, then X12
is independent of Y,Q,W, V respectively. Write
m1 = m− (the number of columns of D1),
then m1 ≤ m. Note that the first reduction for a1 must be an edge reduction, but we
write here also a regularization for a unified statement in the further reductions. If it is a
regularization, then we still have m1 < m.
X11
X22
I1
Y1 W Q
Y2 Q
X11 X12
X22
︷ ︸︸ ︷
︸ ︷︷ ︸
︷ ︸︸ ︷
︸ ︷︷ ︸
︷ ︸︸ ︷
X
D11D
1
2
D1 D2
D13 B1
B
A3 A4
R (55)
In case of edge reduction and X22 6= 0, we remove the block-row and the block-column
where X11 sits from X
1; and those where Y1 ( according to the partition of (T2,∼2)) sits
from R1; as well as D1, and the upper rows parallel to X11 from N
1. Then we obtain
3 matrices shown in the shadowed part of diagram (55) for example, which still satisfy
the hypothesis given in (54), if we use X22 instead of X, B
1 instead of B, D11 , · · ·D
1
i1
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partitioned after the edge reduction instead of D1, · · · ,Di respectively; the block X12
goes to part Q1, and X11 goes to part Y
1. In case of regularization, we remove the block-
row and the block-column where Y1 sits from R
1, as well as D1, and we also obtain 3
matrices satisfying the hypothesis given in (54).
Note that the above procedure is an illustration in order to help to understand the
induction. Thus by a sequence of edge reductions and regularizations, or possibly a loop
reduction at last, we finally reach case (1) or (2), since m is a finite number. Consequently,
we obtain an induced triple of matrices (N r,Xr×Rr, nr1×n
r
2) before Ai+1, (see the diagram
(56) below for example), such that Qrl and the nilpotent blocks of X
r satisfy the conditions
of the lemma. 
Lemma 8.4.2 With the notations above. Let N r = (Dr, Br, Ar) be obtained from
N = (D,B,A) after all the reductions given in Lemma 8.4.1. Then Qr and the nilpotent
blocks of Xr force the rest blocks of Br equal to ∅ in any sequence of further reductions
under the order of Definition 2.3.1.
X1
X2
X3
X4
X0
I10
I2
I3
I4
W 0
D1
D2
∅1
∅2
∅3
∅4
A1
A2
A3
A4
A0
X1
X2
X3
X4
X0
X3
X4
Y1
Y2
Y3
Y4
Q1
Q
Q2
W
W
V
W︸ ︷︷ ︸
BD1 D2 A3 A4X
R
︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷︷ ︸︸ ︷
︷ ︸︸ ︷
X ′ D′ B
′
A′
R′
(56)
Proof. For the sake of simplicity, we denote Xr, N r, Rr by X ′, N ′, R′ respectively.
We first prove case (2) of Lemma 8.4.1 according to the partition of
(T r1 × T
r
2 , ∼
r
1 × ∼
r
2).
Assume that I1, I2, · · · , Iβ are identity matrices appearing in t he preceding edge reduc-
tions. The assertion will be shown by induction on β. β = 0 is trivial since B′ is then
obtained by a loop reduction and there is no block left in B′. Denote by X1,X2, · · · ,Xβ
the diagonal blocks of X ′ parallel to I1, I2, · · · , Iβ and X0 that at the lower right corner of
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X ′ parallel to the Weyr matrix W 0. If I1, · · · , Iα are sitting in part D
′, and Iα+1, · · · , Iβ
are sitting in B′, then we denote by D1, · · · ,Dα the blocks of D′ parallel to I1, I2, · · · , Iα,
which remain in N ′ after the reductions in Lemma 8.4.1; by A1, · · · , Aβ, A0 the blocks
of A′ parallel to I1, · · · , Iβ ,W
0 which remain in N ′ after the reductions in Lemma 8.4.1
respectively. See the middle matrix of diagram (56) for example, where β = 4, α = 2. On
the other hand, we denote by Q1, · · · , Qα the row-blocks in part Q parallel to I1, · · · , Iα
of (N ′)T , the transpose of N ′, and by Xα+1, · · · ,Xβ those of X ′ parallel to Iα+1, · · · , Iβ
of (N ′)T respectively in R′. See the shadowed blocks Q1, Q2,X3,X4 of diagram (56) for
example. Denote Y ′, V ′,W ′, Q′ of R′ still by Y, V,W,Q respectively for simplicity. It is
obvious that X l are higher than Xl in X
′.
The differentials in part A0 involve only the entries of X0, Y, V,W . They do not involve
Q and the nilpotent part of X ′ at all. Therefore those blocks are still linearly independent
of all the other blocks. The differential of the block of B′ parallel to Iβ has a term IβX
β ,
which leads to ∅β by regularization (see X
4 and ∅4 in (56) for example). Suppose that we
have already ∅β, ∅β−1, · · · , ∅l+1 parallel to Iβ, Iβ−1, · · · , Il+1 in B
′ given by regularizations
involving Xβ ,Xβ−1, · · · ,X l+1 for some l ≥ α. Now we consider the block parallel to Il in
B′. Since the differentials in parts
A0; ∅β , A
β ; ∅β−1, A
β−1; · · · ; ∅l+1, A
l+1
involve only the entries of Y, V,W , and some blocks parallel to or lower thanXl+1 inX
′; on
the other hand, X l is higher than Xl+1 (see diagram (56) for example), we conclude that
the entries of X l are still linearly independent after the reduction for Al+1. The differential
of the block of B′ parallel to Il has a term IlX
l, which leads to ∅l by regularization (see X
3
and ∅3 in (55) for example). Then we obtain a sequence of ∅’s up to the (α+ 1)-th block
row in B′ by induction. Moreover all the reductions before Dα involve only X ′, Y, V,W ,
and the entries of Q remain linearly independent.
Next the differential in parts Aα+1 and Dα involve the entries of X ′, Y, V,W . The dif-
ferential of the row-block of B′ parallel to Iα has a term IαQ
α, which leads to ∅α by regu-
larization (see Q2 and ∅2 in (56) for example). Suppose we already have ∅α, ∅α−1, · · · , ∅l+1
parallel to Iα, Iα−1, · · · , Il+1 given by regularizations involving Q
α, Qα−1, · · · , Ql+1 for
some integer l > 0. Now we consider the block parallel to I l in B′. Since the differentials
for
Aα+1,Dα; ∅α, A
α,Dα−1; · · · ; ∅l+1, A
l+1,Dl
involve only the entries of X ′, Y, V,W , and some entries of Q lower than Ql, we conclude
that the entries of Ql are still linearly independent after the reduction for Dl. The differ-
ential of the block of B′ parallel to Il has a term IlQ
l, which leads to ∅l by regularization
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(see Q1 and ∅1 in (56) for example). Thus we obtain a sequence of ∅’s up to the block
parallel to I1 in B
′ by induction.
Therefore the rest blocks of B′ are all equal to ∅ in any sequence of reductions under
the order given by Definition 2.3.1 according to the partition (T r1 × T
r
2 ,∼
r
1 ×∼
r
2).
The proof for the case (1) of Lemma 8.4.1 is as follows: if the (r + 1)-th reduction is
for a block in Ai+1, we start the procedure from A
β, where β 6= α; if the (r + 1)-th is for
a block in B′, we start the procedure from ∅β, where β 6= α or β = α; if the (r + 1)-th
reduction is for a block before B′, we start the procedure from Dβ, whereβ = α.
The lemma still holds, if we use the usual partition step by step in the reduction
sequence. In fact we only need to make some refinement for the block-rows. 
Proposition 8.4.1 Let (K1×K2,M,V) andB be given in diagram (46) of 8.2. Suppose
that the partial bocs B is wild and the induced local partial bocs BP is in case P2 of 8.2;
δ(b) satisfies Formula (51) of 8.3; and the partial differentials of a’s after b satisfy Formula
(53) of 8.3. Given any size vector n1 × n2 we have a matrix equation:
X(· · ·A · · ·B · · ·A · · ·B · · · ) = (V1 V2 · · · Vn) + (· · ·A · · ·B · · ·A · · ·B · · · )R0
Then the reductions given by this equation are completely determined by the reductions
given by Formula (54), and Al goes to ∅ for any l ∈ I in Formula (50) of 8.2, Bl goes to ∅
for any l 6= j in Formula (47) and (48) of 8.2.
Moreover, assume that B is a partial bocs of A appearing in a sequence (∗) with the
end term in case of MW5. Then block B corresponding to b will not contain any parameter
after any reductions.
Proof. (1) Consider the differentials of bl for any l 6= j given by Formula (47)
and (48) of 8.2 with m′ = m, hll(λ) being non-zero constants ensure that the reduc-
tion for any block in Bl (corresponding to bl), must be a regularization determined by
Ul (corresponding to ul), which does not influence the reductions of any other blocks in
(· · ·A · · ·B · · ·A · · ·B · · · ).
(2) Consider the differentials of al, l ∈ I, given by Formula (49) of 8.3, and the partial
differentials of al′ given by Formula (53). Since
{vl | l ∈ I} and {vn0+1, · · · , vn}
are linearly independent, any reduction (in particular, regularization) of any part of block
Al′ for l
′ > n0 (see the beginning of 8.3) does not influence the regularization of any part
of block Al for l ∈ I. On the other hand, the regularization of any block of Al does not
influence the reductions of any other blocks in (· · ·A · · ·B · · ·A · · ·B · · · ).
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(1) and (2) tell us that the reductions given by the matrix equation in the proposition
are completely determined by those given by Formula (54).
(3) Finally we prove the last assertion of the proposition. If we are in case (1) of
Lemma 8.4.1, then there is no loop reduction (even no loop and edge reductions) in
B, the assertion holds obviously. Otherwise the only possible loop reduction inside B
yields a Weyr matrix W 0 in case (2) of Lemma 8.4.1. We claim that the induced triple
(N r−1,Xr−1 ×Rr−1, nr−11 × n
r−1
2 ) before W0 appearing is not local. In fact, if there exist
some diagonal blocks Xi of X
r−1 with i > 0, then X0 is independent of all the Xi’s.
Otherwise, X0 = X
r−1, there must exist some Yj as a diagonal block of R
r−1 by wildness
of B and tameness of BP . Then X0 is independent of all the Yj’s. In both cases the
induced partial bocs at this step is not local. We conclude that B will not contain any
parameter after any reductions, since MW5 requires that any parameter appears for the
first time in a local bocs by Corollary 5.6.1. The proof is finished. 
8.5 Some lemmas in algebra
This subsection is devoted to giving several lemmas in algebra which are needed in
Section 9.
Let
{x1, · · · , xm} and {y1, · · · , ym}
be two sets of indeterminates. We say that
a1x1 + a2x2 + · · · + amxm
and
a1y1 + a2y2 + · · ·+ amym
are the same linear forms, where a1, · · · , am ∈ k are constants.
Lemma 8.5.1 Let (K1 × K2,M,V) be a matrix problem, and (N,R1 × R2, n1 × n2)
be a triple. Suppose that N is a matrix with constant entries of size n1 × n2. If we fix
a row-index α and an index l ∈ L ∈ T2/∼2, then any linear forms at the (α, β)-entry of
V +NR2 in the indeterminates
(ξv123IL )
∗, (ξ
vij
IL)
∗, (i, j) = {(12), (23), (31)} and (ξviIL)
∗, i = 1, 2, 3, ∀ I ∈ T/∼
given in 8.1 at β-th column of V and R2 are the same for all β ∈ l, (see the figure below).

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q
β
α
︸︷︷︸
l
q
β
︸︷︷︸
l
···
···
···
···
···
···
···
···
···
···
···
···
···
·
For example, in the matrix(
v11 v12 v13
v21 v22 v23
)
+
(
0 1 λ0
1 0 0
) x11 x12 x13x21 x22 x23
x31 x32 x33

the linear forms at the first row are
v11 + x21 + λ
0x31, v12 + x22 + λ
0x32, v13 + x23 + λ
0x33.
Lemma 8.5.2 Let Q : P
c
−→ Q be a quiver, and the diagram
(e)
0 −−−−→ k
ιP−−−−→ k2
piP−−−−→ k −−−−→ 0
α
y yβ yα
0 −−−−→ km −−−−→
ιQ
k2m −−−−→
piQ
km −−−−→ 0
be an exact sequence over the path algebra kQ.
(1) If α = (0 · · · 0 1), then β =
(
0 · · · 0 1 0
0 · · · 0 0 1
)
2×2m
, and ιP = (0 1), πP =
(1
0
)
under some suitable basis.
(2) If α = (0 · · · 0 0), then β = 0 or β =
(
0 · · · 0 0 1
0 · · · 0 0 0
)
2×2m
, and ιP = (0 1),
πP =
(
1
0
)
under some suitable basis. 
Lemma 8.5.3 Let Q = r r✲P Qc☛✟✡✶λ be a quiver, and kQ be the corresponding
path algebra. Let C be a full subcategory of modkQ consisting of modules M , such that
the eigenvalue of M(λ) is λ0.
k2m ✲ km
k2 ✲ k
❄ ❄
k2m
k2
☛✟
✡✶
L(λ)
☛✟
✡✶
E(λ) ☛✟✠✐
S(λ)
❄
◗
◗
◗
◗
◗
◗
◗
◗◗s
◗
◗
◗
◗
◗
◗
◗
◗◗s
✑
✑
✑
✑
✑
✑
✑
✑✑✰
✑
✑
✑
✑
✑
✑
✑
✑✑✰
πQ =
(Im
0
)
πP =
(
1
0
)
0E(c)
(
1
0
)
(
Im
0
)
ϕ′P
ϕ′Q
0
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The above diagram in C consists of the modules S, E, L, where
SP = k, SQ = k
m, S(λ) = (λ0), S(c) = 0;
EP = k
2, EQ = k
2m, E(λ) = λ0I2 or J2(λ
0), and E(c) =
(
0 · · · 0 1
0 · · · 0 0
)
;
LP = k
2, LQ = k
2m, L(λ) = J2(λ
0), L(c) = 0;
and morphisms
π =
((
1
0
)
,
(
Im
0
))
: E → S, ϕ =
((
1
0
)
,
(
Im
0
))
: L→ S
in kQ-mod. Then
(1) the morphism ϕ is not a split epimorphism.
(2) there does not exist any morphism ϕ′ : L→M , such that ϕ′π = ϕ.
Proof. (1) is obvious by considering
(
1
0
)
: J2(λ)→ J1(λ).
(2) Suppose we have the contrary. Then ϕ′PπP = ϕP gives ϕ
′
P =
(
1 b
0 d
)
. On the
other hand
0 = L(c)ϕ′Q = ϕ
′
PE(c) =
(
1 b
0 d
)(
0 · · · 0 1
0 · · · 0 0
)
=
(
0 · · · 0 1
0 · · · 0 0
)
,
which means a contradiction. 
8.6 Some lemmas in category theory
Lemma 8.6.1 Let Q0 = ❥✲r
 
 
 
 
 ✠
✁
✁
✁
✁
✁☛
❅
❅
❅
❅
❅❘r rr
Q1 Q2 Qr
P
· · ·
λ
be a quiver consisting of vertices P,Q1, · · · ,Qr; a loop λ at P, and nj arrows aj1, · · · , ajnj
from P to Qj . Let Γ0 = kQ0 be the path algebra. We define a full subcategory C0 of
Γ0-mod consisting of modules M , such that MP = k
m, MQj = k
mnj ; M(λ) = W , which
is a Weyr matrix of eigenvalue λ0 of size m under a fixed basis B of MP ; and
M(ajl) = (0 · · · 0 Im 0 · · · 0︸ ︷︷ ︸
l
)1×nj
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under a basis Bj1, · · · , Bjnj ofMQj . Then for anyM,L ∈ C0, a morphism ϕ = (ϕP ; ϕQ1 , · · · ,
ϕQr) :M → L is given by
ϕP = Z, ϕQj =

Z
Z
. . .
Z

nj×nj
under the basis B and Bj1, · · · , Bjnj for j = 1, · · · , r, where M(λ)Z = ZL(λ). 
Lemma 8.6.2 Let Q be a quiver obtained from Q0 by adding one arrow c : P → Q,
where either
(i) Q /∈ {Q1, · · · ,Qr}, or (ii) Q = Qj0 for some 1 ≤ j0 ≤ r,
and Γ = kQ. We define a full subcategory C of Γ-mod as follows.
Let MP = k
m have a k-basis B, andMQj = k
m·nj have a k-basis (Bj1, · · · , Bjnj) given
by Lemma 8.6.1, where 1 ≤ j ≤ r in case (i), or j 6= j0 in case (ii). And let MQ = k
n
in case (i), MQj0 = k
n ⊕ km·nj0 in case (ii), where km·nj0 has a k-basis (Bj01, · · · , Bj0nj0 ).
Moreover M(λ) =W of eigenvalue λ0, and M(ajl) are given by Lemma 8.6.1, except
M(aj0l) = (0 | 0 · · · 0 Im 0 · · · 0︸ ︷︷ ︸
l
)1×(nj0+1)
in case (ii), where 0 before the vertical line is an m× n matrix. And
M(c) = P in case (i), M(c) = (P | 0 · · · 0)1×(nj0+1) in case (ii).
Then
(1) ∀M,L ∈ C , a morphism
ϕ = (ϕP ;ϕ1, · · · , ϕr, ϕQ) or (ϕP , ϕ1, · · · , ϕr)
from M to L under the fixed basis is given by
ϕP = Z satisfying M(λ)Z = ZL(λ); ϕQl =

Z
Z
. . .
Z

where 1 6 l 6 r in case (i), l 6= j0 in case (ii); and
ϕQ = U in case(i); ϕj0 =

U ∗ · · · ∗
Z
. . .
Z
 in case (ii),
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where L(c) = P and PU = ZP ′ in case (i), L(c) = (P ′ | 0 · · · 0) with PU = ZP ′ and
P∗ = 0 in case (ii).
(2) C is an exact category having the exact structure inherited from Γ-mod.
Proof. (1) is obvious.
(2) We only prove (E2) of 6.1. If (e) 0 −→ M
ι
−→ E
pi
−→ L −→ 0 is a conflation of
C , and ϕ : L′ → L is a morphism of C , then a pullback
0 −−−−→ M
ι′
−−−−→ E′
pi′
−−−−→ L′ −−−−→ 0
id
y yϕ′ yϕ
0 −−−−→ M −−−−→
ι
E −−−−→
pi
L −−−−→ 0
of Γ-mod gives the desired deflation π′ of C . In fact the eigenvalue of E′(λ) must be λ0,
since E′ is a submodule of E ⊕ L′. 
Lemma 8.6.3 Let Q = r r✲P Qc☛✟✡✶λ be a quiver, Γ = kQ be the path algebra,
and
(e) 0→ S → E → S → 0
be the exact sequence given by Lemma 7.6.2. We define a full subcategory D of Γ-mod
consisting of modules M , such that MP = k
mP ; MQ = k
mQ ; and the eigenvalue of M(λ)
is a constant λ0. Then
(1) D is an exact category having the exact structure inherited from Γ-mod.
(2) (e) is not an almost split sequence in D .
Proof. (1) is a special case of Lemma 8.6.2.
(2) The almost split sequences in D has also the property of item (2) of Lemma 7.6.1.
In fact if
0 −→M
ι
−→ N
pi
−→ L −→ 0
is an almost split conflation of D , K is a non-zero submodule of M , then K and M/K
are contained in D . The following diagram of Γ-mod
0 −−−−→ M
ι
−−−−→ N
pi
−−−−→ L −−−−→ 0
ψ
y yψ yid
0 −−−−→ M/K −−−−→ N/ι(K) −−−−→ L −−−−→ 0
is still in D . Thus the second sequence splits in D . Therefore Lemma 7.6.2 tells us that
(e) is not an almost split sequence of D . The proof is completed. 
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Lemma 8.6.4 Let C and D be two exact categories. Suppose there exists a functor F :
C → D , which is a representation equivalence (i.e. dense, full, and reflects isomorphisms).
If (e) M
ι
−→ N
pi
−→ L is an almost split conflation of C such that F (M) (resp. F (L)) is
non-injective (resp. non-projective), then F (e) is an almost split conflation in D .
Proof. Since F reflects isomorphisms, F (π) is not a retraction. Suppose that ϕ′ :
K ′ → F (L) is a morphism in D , which is not a split epimorphism. Then there exists
some morphism ϕ : K → L in C such that F (K) = K ′, F (ϕ) = ϕ′, since F is dense and
full. And ϕ is not a split epimorphism in C , otherwise ϕ′ would be so in D . Then there
exists some ψ : K → L with ψπ = ϕ, so F (ψ)F (π) = ϕ′, thus F (π) is a right almost split
morphism. Similarly, we can prove that F (ι) ia a left almost split morphism. And F (e)
is an almost split conflation of D by the definition given in 6.1. 
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9 Added columns
This section is still devoted to presenting some technical preparations in order to
prove our main theorem in case MW5 of Theorem 5.6.1.
9.1 The structure of added columns
Let (K,M,H) be a bimodule problem with a reduction sequence (∗) of freely pa-
rameterized triples starting from (N0, R, n), such that the end term of the corresponding
sequence (∗∗∗) is in the case of MW5 of Theorem 5.6.1. Then λ appears for the first time
in As by corollary 5.6.1, and we have Formula (42) of 5.4. If h(λ) 6= 0 in the Formula (43),
then a sequence of regularizations and a loop reduction for ai gives a parameter λγ = ν.
Definition 9.1.1 Denote the matrix index of λ in Hsns by (α(0), β(0)) ; the index of ν
in Hs+i
ns+i
by (α0, β0). Suppose that the parameter ν is contained in a block G partitioned
by (T,∼), the index of the block-column of G is l0, and l0 ∈ L0 ∈ T/∼. 
Let (K,M/M′, d) be a partial bimodule problem,B be the corresponding partial bocs.
Suppose that (K,M/M′, d) determines a matrix problem (K1 × K2,M,V), for example
given by Proposition 8.1.1 or 8.1.2.
Remark. Let us take
N r =
r−1∑
l=0
N lplql ⊗ χ
l for 1 ≤ r ≤ s,
where (χl)∗ is the first arrow of (Kl1 ×K
l
2,M
l
,V l), N0p0q0 = Npq, χ
0 = χ. Now we fix a k-
basis B′ for the matrix problem (K1×K2,M,V) given in 8.1, and we regard the coefficient
functions (B′)∗ as the indeterminates. In particular, (ξvIJ )
∗, (ξ
vij
IJ )
∗, (ij) = (12), (23) or
(31), (ξviIJ )
∗, i = 1, 2, 3, and (EI)∗ are regarded as nI × nJ and nI × nI matrices with
entries being indeterminates (see 8.1). Fix an index r, Rr1, R
r
2, V
r can be obtained from
R1, R2, V restricted by the matrix equation:
R1N
r ≡(pr−1,qr−1) V +N
rR2.
the equation system II′ is given by the above matrix equation and the equation x3prqr = 0
is given by (the (pr, qr)-block of N rR2 −R1N r) = 0.
Definition 9.1.2 Consider the matrix equation R1N
r = V +N rR2. Denote by eq(α,β)
the (α, β)-entry, and by Eq(α,β) the set of entries indexed before (α, β) under the matrix
order of Definition 2.3.1. 
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Lemma 9.1.1 Suppose that nr1 × n
r
2 has all the components to be 1, and Nprqr is the
first non-zero block of N r with the matrix index (αr, βr). Then
(1) eq(αr ,βr) is the equation x
3
prqr = 0 in (K
r
1 × K
r
2,M
r
,Hr); Eq(αr ,βr) consists of
the equation system II′ of Definition 8.1.1 and the condition on the diagonal elements
determined by (T r1 × T
r
2 ,∼
r
1 × ∼
r
2).
(2) eq(αr ,βr) is a linear combination of some equations in Eq(αr ,βr), if and only if the
equation x3prqr = 0 is a linear combination of some equations in II
′ of 8.1.1 in (Kr1 ×
Kr2,M
r
,Vr).
Let (△) be a reduction sequence of 8.1 starting from (N,R1 × R2, n1 × n2), with G
being also a block partitioned by (T1 × T2,∼1 × ∼2), such that
S01 the end term Bs of the corresponding sequence of partial bocses is in the case of
MW5 of Theorem 5.6.1;
S02 l0 ∈ L0 ∈ T2/∼2, such that L
0 ∩ T1 = ∅.
Note that since As, as well as Bs, are both local, we have that ∀ I ∈ T/∼, I |T1 6= ∅ or
I |T2 6= ∅.
Under the assumptions S01 and S02, we define a new size vector n˜ of (T,∼), with
nI = nI ∀ I ∈ T/∼ \{L
0} and n˜L0 = nL0 + 1.
Let N˜ s be obtained from N s by adding a column to the left of each l-th block column
consisting of 0’s for all l ∈ L0. Suppose L0 = {l1 < l2 < · · · < lL0}, we denote by
o1 < o2 < · · · < ol
L0
the indices of the added columns. Let
T˜ = T
⋃
{o1, o2, · · · , ol
L0
}.
In fact, N˜ s is just a direct sum of N s and a zero representation of size vector m, where
mL0 = 1, mI = 0, ∀ I ∈ T/∼ \{L
0} according to the partition of (T,∼). We will prove
in the next subsection, that there exists a reduction sequence (△˜) based on (△):
(△˜) (N˜ , R˜1 × R˜2, n˜1 × n˜2), · · · , (N˜
r, R˜r1 × R˜
r
2, n˜
r
1 × n˜
r
2), · · · , (N˜
s, R˜s1 × R˜
s
2, n˜
s
1 × n˜
s
2)
Next we may compare the entries in the following two matrix equations:
R1N
r = V +N rR and R˜1N˜
r = V˜ + N˜ rR˜2.
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Given any pair of indices (α, β) of N r, denote by e˜q(α,β) the equation given by the (α, β)-
entry and by e˜q(α,ol) the equation given by the (α, ol)-entry in the second matrix equation.
Lemma 9.1.2 (1) eq(α,β) and e˜q(α,β) are the same; their right hand sides given by
V + N rR2 and V˜ + N˜
rR˜2 contain only the indeterminates at the β-th column of R2, V
and R˜2, V˜ respectively.
(2) The left side of the equation e˜q(α,ol) given by R˜1N˜
r equals zero; and the right side
of e˜q(α,ol) given by V˜ + N˜
rR˜2 contains only the indeterminates at the ol−th column of R˜2
and V˜ . ✷
9.2 The reduction sequence (△˜)
We may write the matrix problem (K1 × K2,M,V) instead of (K1 × K2,M,V) for
simplicity.
Proposition 9.2.1 There exists a reduction sequence (△˜) given in 9.1, such that the
added columns of N˜ s consist of zero’s and ∅’s.
G
(i, l)-block:
Figure 1 Figure 2 Figure 3 Figure 4
Proof. When r = 0, we have T˜ = T ∪{o1, o2, · · · , ol
L0
} and the numbers of equivalent
classes of T/ ∼ and of T˜ /∼˜ are the same, and the equation system II′ at (P0,Q0) for
(K1 ×K2,M,V) and at (P˜0, Q˜0) for (K˜1 × K˜2,M˜, V˜) are also the same. Suppose the r-th
reduction has been done and we obtain a triple (N˜ r, R˜r1 × R˜
r
2, n˜
r
1 × n˜
r
2), such that N˜
r is
obtained from N r by adding a column at the left of the l-th block column consisting of
0’s and ∅’s for all l ∈ L0.
(1) If the number of the equivalent classes of T˜ r/∼˜r equals that of T r/∼r, the equation
system II at (Pr,Qr) in Definition 8.1.1 and the equation x
3
prqr = 0 for (K
r
1×K
r
2,M
r,Vr)
and those at (P˜r, Q˜r) for (K˜
r
1 × K˜
r
2,M˜
r, V˜r) are the same. Thus the reduction type of
both of them are the same. Suppose N rprqr , the first block of N
r, belongs to the (i, j)-
block according to the partition of (T,∼). If j /∈ L0, or j ∈ L0 but N rprqr does not
intersect the first column of the j-th block column of N r, then n˜rpr = n
r
pr , n˜
r
qr = n
r
qr ,
and we set N˜ rprqr = N
r
prqr (see figure 2). If j = l ∈ L
0 and N rprqr intersects the first
column of the l-th block column of N r, then n˜rpr = n
r
pr , but n˜
r
qr = n
r
qr + 1 (see figure 3).
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Then pr ≁ qr in (T
r,∼r), otherwise we would have nrpr = n
r
qr and n˜
r
pr = n˜
r
qr , which is a
contradiction. Now we give the (r + 1)-th reduction for (N˜ r, R˜r1 × R˜
r
2, n˜
r
1 × n˜
r
2) based on
that for (N r, Rr1 ×R
r
2, n
r
1 × n
r
2).
Regularization. we set N˜ rprqr = ∅;
Edge reduction. we set N˜ rprqr =
(
0npr×1 N
r
prqr
)
=
(
0 0 Id
0 0 0
)
;
Loop reduction. it can not occur, because of pr ≁ qr.
Therefore N˜ r+1 is obtained from N r+1 by adding a column at the left of each l-th
block column consisting of 0’s or ∅’s for all l ∈ L0 in this case.
(2) If d = nr0qr0 in the preceding edge reduction for some step r0, and
N˜ rprqr =
(
0
0d×1
0
Id
)
,
then a new equivalent class Q = {o1, o2, · · · , olL0} takes place at this stage. Thus
T˜ r0+1/∼˜r0+1 = (T r0+1/∼r0+1) ∪ {Q}.
We stress that the situation must occur, since Bs is local.
(3) Suppose r > r0. If j /∈ L
0, or j ∈ L0 but N rprqr does not intersect the first column
of the j-th block column of N r, then n˜rPr = n
r
Pr
, n˜rQr = n
r
Qr
. We set N˜ rprqr = N
r
prqr ,
since the equation systems II′ are the same at (Pr,Qr) for both (K
r
1 × K
r
2,M
r,Vr) and
(K˜r1 × K˜
r
2,M˜
r, V˜r) by Lemma 9.1.2. Otherwise n˜rpr = n
r
pr , n˜
r
qr = n
r
qr , n˜ol = n˜
r
Q = 1
(see figure 4). The (r + 1)-th reduction for N˜ rprqr is divided into two reductions based
on the reduction for N rprqr . Since equation system II
′ at (Pr,Qr) are the same in both
(Kr1 ×K
r
2,M
r,Vr) and (K˜r1 × K˜
r
2,M˜
r, V˜r), we set
N˜ rprqr = (0 | N
r
prqr ) or N˜
r
prqr = (∅ | N
r
prqr )
according to the equation x3prol = 0 is , or is not a linear combination of the equations in
II′ of 8.1.1 at (Pr,Q) for (K˜
r
1 × K˜
r
2,M˜
r, V˜r).
Thus N˜ r+1 is obtained from N r+1 by adding a column at the left of the l-th block
column consisting of 0’s and ∅’s for all l ∈ L0 in this case.
Finally, (△˜) is a reduction sequence by induction on r. The proof is completed. 
Corollary 9.2.1 (T˜ s, ∼˜s) possesses two equivalent classes: one is the unique class P
of (T s,∼s), another one is Q = {o1, o2, · · · , ol0
L
}.
Suppose that for any i, j ∈ T , Rsij stands for the (i, j)-block of R
s
2 partitioned by
T2/ ∼2, and R˜
s
ij for the (i, j)-block of R˜
s
2 partitioned of by T˜2/∼˜2 .
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Corollary 9.2.2 (1) R˜r1 = R
r
1 for r = 0, 1, · · · , s.
(2) ∀ i, j ∈ T2 \ L
0, R˜sij = R
s
ij; and ∀ l1, l2 ∈ L
0, R˜sl1j has a subblock R
s
l1j
at the lower
nL0 × nJ part, R˜
s
il2
has a subblock Rsil2 at the right nI × nL0 part, R˜
s
l1l2
has a subblock
Rsl1l2 at the lower-right nL0 × nL0 part (see figure 5).
(3) The diagonal block R˜sll shown in figure 6 has free entries at the top-row and zero’s
at the left-column below the top-row.
1 2 3
4 5
6
i
l2 j
l1  
·················
·················
····························
1 2 3
4 5
6
∗ ∗ ∗ · · · ∗
0 Rsll
figure 5: from Rs2 to R˜
s
2 figure 6
Proof. We first prove the assertions (1) and (2). By lemma 9.1.2, ∅’s, appearing in
the added column, only influence the added column of R˜2, do not influence R1×R2 at all.
(3) The elements ∗ in R˜sll of figure 6 are not involved in any equations, therefore they
are independent of all the others. The elements 0 at the left column of R˜sll are given by
case (2) of the proof of Proposition 9.2.1, since the ∗ at the upper-left corner of figure 6
must determine a single equivalent class Q at this stage. 
Example 1. Consider Example of 7.6. Let K1 = Λ˜,K2 = Λ˜, M = radΛ˜ and V = 0.
We obtain a matrix problem (K1×K2,M,V) given by Proposition 8.1.1 with an index set
(T,∼), such that T/∼= {I1,I2}, where I1 = {1, · · · , 5}, I2 = {6, · · · , 10}. Let T1 = I1,
T2 = I2, then K1 is partitioned by T1, K2 by T2 respectively. Define a size vector n, such
that n1 = · · · = n5 = 2, n6 = · · · = n10 = 2. Then after a sequence of reductions, we
obtain a bocs Bs = As (not properly partial!) given by
A =
(
1 0
0 1
)
, B =
(
0 1
0 0
)
, C =
(
c3 c4
λ c2
)
, D =
(
d3 d4
d1 d2
)
,
which satisfies MW5 of Theorem 5.6.1. Continue the reductions, then C =
(
∅ ∅
λ ∅
)
yields a local bocs As
′
. Let D =
(
∅ ∅
η ∅
)
. Thus G = D, and 10, the column index of
G, belongs to I2, such that I2 ∩ T1 = ∅. Therefore the matrix problem (K1 × K2,M,V)
satisfies S01 and S02 of 9.1. Define a new size vector n˜, such that n˜1 = · · · = n˜5 = 2,
n˜6 = · · · = n˜10 = 3, and we add a column to the left of the l-th block column for
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l = 6, · · · , 10 as follows:
A˜ =
(
0 1 0
0 0 1
)
, B˜ =
(
0 0 1
0 0 0
)
, C˜ =
(
c0 c3 c4
0 λ c2
)
, D˜ =
(
d′0 d3 d4
d0 d1 d2
)
.
Then we obtain a bocs B˜s. If we continue the reductions up to C˜ ′ =
(
∅ ∅ ∅
0 λ ∅
)
, and
obtain a layered bocs B˜s
′
having two vertices :
r r☛✟✡✶ ✲
P Q
λ d0 .
Example 2 . Consider Example 4 in 2.1 and 4.3. A sequence of reductions leads to
a minimal bocs below in figure 7, where λ0 is a fixed eigenvalue. Let us set the shadowed
part (1, ν) free, then we obtain a matrix problem (K1 × K2,M,V) in figure 8, where
T = {1, 2, 3} and 2 ∼ 3, T1 = {1}, T2 = {2, 3};
K1 = {(s)| ∀ s ∈ k}, K2 =
{( u 0
0 u
)∣∣∣ ∀u ∈ k} ;
M = {(m1,m2)|∀ m1,m2 ∈ k}; V = {(0, 0)}. Denote the equivalent class {1} by P, and
{2, 3} by I. Define a size vector n, such that nP = 1, nI = 1, then n1 = (1), n2 = (1, 1).
Let
N = (f1, f2), R1 = (x), R2 =
(
y 0
0 y
)
, V = (0, 0),
then (N,R1×R2, n1×n2) is a triple of matrix problem (K1×K2,M,V) , which possesses
an equation
(x)(f1, f2) = (f1, f2)
(
y 0
0 y
)
.
Let us define a new size vector n˜, such that n˜P = nP = 1, n˜I = nI + 1 = 2. Then we
add a column to the left at each block-column of the matrix N = (0, 0). The structure
in 9.1 gives a triple of matrices (N˜ , R˜1 × R˜2, n˜1 × n˜2), where N˜ = (f11 f12
... f21 f22),
R˜1 = R1 = (x),
R˜2 =

y11 y12
y21 y22
y11 y12
y21 y22
 .
After an edge reduction (f11 f12) = (0 1) in case of f1 = (1), we have N˜
′ = (0 1
... 0 0),
N˜ ′ = (0 0
... c ∗), where c = f21, ∗ = f22, R˜
′
1 = (x),
R˜′2 =

y11 y12
0 x
y11 y12
0 x
 .
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There are two equivalent classes P,Q in (N˜ ′, R˜′1 × R˜
′
2, n˜
′
1 × n˜
′
2) (see figure 9).

0 1
1 ∅
1 1
1 λ0
1 ν
Figure 7


0 1
1 ∅
1 1
1 λ0
f1 f2P{
︷ ︸︸ ︷
I

I
Figure 8


0 0 0 1
0 0 1 0
0 1 ∅ ∅
1 0 ∅ ∅
0 1 0 1
1 0 1 0
0 1 0 λ0
1 0 λ0 0
0 1 c ∗
Figure 9

This example satisfies the assumption S02 of 9.1, but does not satisfy S01. The example
can be used to help to understand the structure of 9.1 and also Formula (54) of 8.4.
9.3 The differentials in partial bocs B˜s
In this subsection we will calculate the differentials of the solid arrows of B˜s.
Lemma 9.3.1 Let (α(0), β(0)) be the matrix index of λ, and (α0, β0) that of ν given
by Definition 9.1.1. Then α(0) > α0 under the order of Definition 2.3.1.
Proof. Since (α(0), β(0)) ≺ (α0, β0), α(0) ≥ α0. If α(0) = α0, then any solid arrow
al with λ ≺ al  ν has row index α
0. Therefore the summands of δ(al) involve only the
terms of v or λev for some dotted arrows v and positive integer e. Thus we obtain a
contradiction to w˜ 6= 0, (λ−µ)|h˜(λ, µ), since such a h˜(λ, µ) must contain some summands
vλe. Therefore α(0) > α0 as desired. 
Suppose that the partial bocs B˜s has a partial layer
L˜s = (Γ˜′; ω˜; a1, · · · , aj , aj+1, · · · , aj+m; c1, · · · , cr, c
0, d1, · · · , dn; w, u, v),
where indΓ˜′ = {P,Q}, Γ˜′(P,P) = k[λ] and λ appears for the first time in B˜s, Γ˜′(Q,Q) =
k; al : P −→ P, l = 1, 2, · · · , j, are solid loops appearing before the α
0-th row of G
according to the matrix order of Definition 2.3.1, and aj+1, · · · , aj+m are solid loops at
the α0-th row of G; c1, · · · , cr, c
0 : P → Q are solid edges sitting at the added columns up
to the α0-th row of G, and the last one c0 is sitting at the intersection of the ol0-th column
and the α0-th row; d1, · · · , dn are all the solid arrows after aj+m; w : P → P, u : P → Q
are dotted arrows (see the figures below).
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r r✲
P Q
λ c
☛✟
✡✶☛✟
✡✶a
D
AC
︸ ︷︷ ︸
l
ol
D
A
c0
C
aj+1···
︸ ︷︷ ︸
{α0
l0
ol0
D
AC
︸ ︷︷ ︸
l′
ol′
Where l, l′ ∈ L0, aj+1, · · · , aj+m belong to the area A.
Lemma 9.1.1 and 9.1.2 enables us to calculate the differentials of the solid arrows of
B˜
s. Let 
δ(a1)
0 = h11(λ, µ)w1
· · · · · ·
δ(aj)
0 = hj1(λ, µ)w1 + · · ·+ hjj(λ, µ)wj
(57)
be given by b Formula (42) of 5.4 up to j, then hll(λ, λ) 6= 0, (see part A in the figure).
On the other hand, part C in the figure gives

δ(c1)
0 = f11(λ)u1
δ(c2)
0 = f21(λ)u1 + f22(λ)u2
· · · · · ·
δ(cr)
0 = fr1(λ)u1 + fr2(λ)u2 + · · · + frr(λ)ur
(58)
where ur(1) = 0, · · · , ur(β) = 0 for some indices 1 ≤ r(1) < · · · < r(β) ≤ r, and the dotted
arrows ul, ∀ l ∈ I
0, are linearly independent, where I0 = {1, 2, · · · , r} \ {r(1), · · · , r(β)}.
If
R˜sll =

x00 x01 x02 · · · x0m
0 Rsll
 , then

δ(aj+1) = c
0x01 + · · ·
δ(aj+2) = c
0x02 + · · ·
· · · · · ·
δ(aj+m) = c
0x0m + · · ·
(59)
Define a polynomial:
h0(λ, µ) =
j∏
l=1
cl(λ)hll(λ, µ) ·
∏
l∈I0
fl(λ). (60)
(see Formula (30) of 4.3 and Formula (43) of 5.4.) Let h0(λ, λ) 6= 0, we set al = ∅, for
l = 1, · · · , j; cl = ∅ for l ∈ I
0, cr(l) = 0 for l = 1, · · · , β, then we obtain an induced partial
bocs B˜s+j+r. We will prove in the next subsection that δ(c0) = 0 in B˜s+j+r. Let c0 = 1;
aj+l = ∅, and xol + · · · = 0 in Formula (59) for l = 1, · · · ,m. Then we obtain an induced
partial bocs B˜s+J with J = j + r + 1 +m, which is parameterized, but not necessarily
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freely parameterized in general, because there is no guarantee that h0(λ, µ) satisfies item
(3) of Definition 4.2.1.
Lemma 9.3.2 B˜s+J = (Γ˜S+J , Ω˜s+J) is an induced bocs of B˜ = (Γ˜, Ω˜), such that
(1) B˜s+J is local;
(2) B˜s+J possess a unique parameter λ with the domain h0(λ, µ) 6= 0 given in Formula
(60), which is not necessarily freely parameterized;
(3) Γ˜S+J is freely generated by d1, d2, · · · , dn over k[λ, µ, h
0(λ, µ)−1];
(4) Ω˜s+J is obtained from Ω˜ by the restriction wl = 0 for 1 6 l 6 j, (Formula(57)),
ul = 0 for any l ∈ I
0 (Formula(58)), and xol + · · · = 0 for 1 6 l 6 m (Formula(59)). 
Let T1, T2 be the index set of B, and let S = {1, 2, · · · , n1}, if the number of the rows
of matrix N is n1. We define a set of pairs of indices
{(α, l) | α ∈ S, l ∈ T2}.
And we give an order in the set, such that (α1, l1) ≺ (α2, l2), provided α1 > α2, or α1 = α2
but l1 < l2, (see the following two examples).
α2
l2
α1
l1
α1
l1
α2
l2
We specify a pair of indices (α0, l0) for ν given by Definition 9.1.1. And we also specify
a pair (α(0), l(0)) for λ, where α(0) is the row-index of λ in the matrix; l(0) the index of
the block-column partitioned by (T,∼), such that λ sits in that block.
Next we use the procedure of Lemma 5.3.1 once more for the local partial bocs B˜s+J
to get a sequence of parameters λ = λ10, λ11, · · · , λ1γ1 .
Proposition 9.3.1 (1) If γ1 = 0, we have
δ(d1)
0 = g11(λ, µ)v1
δ(d2)
0 = g21(λ, µ)v1 + g22(λ, µ)v2
· · · · · · · · ·
δ(dn)
0 = gn1(λ, µ)v1 + gn2(λ, µ)v2 + · · ·+ gnn(λ, µ)vn
(61)
where gll(λ, λ) 6= 0 (see Formula (40) and (41) in 5.4, and we use λ, µ instead of ν, κ).
(2) If γ1 = 1, denote λ11 by ν1. Then (α
1, l1) ≻ (α0, l0).
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(3) If γ1 ≥ 2, denote λ1,γ1−1 by λ1, λ1γ1 by ν1 respectively. Then (α(1), l(1)) ≻
(α(0), l(0)).
Proof. (2) If γ1 = 1, then ν1 is located outside of G or above the α
0-row of G by
Formula (59). Thus (α1, l1) ≻ (α0, l0).
(3) If γ1 ≥ 2, then λ1 is located outside of G or above the α
0-row of G still by Formula
(59), thus (α(1), l(1)) ≻ (α0, l0). On the other hand, (α0, l0) ≻ (α(0), l(0)) by Lemma
9.3.1. Consequently (α(1), l(1)) ≻ (α(0), l(0)). 
9.4 The calculation of δ(c0)
In this subsection we will prove that δ(c0) = 0 in B˜s+j+r under the assumption S01
and S02 of structure 9.1.
Given any l ∈ L0, we define a matrix index βl ∈ l, such that the distance from the
βl-th column to the left edge of the l-th block-column is the same as the distance from the
β0-th column to the left edge of l0-th block-column. And βl0 = β
0.
βlr
︸ ︷︷ ︸
l
β0r
︸ ︷︷ ︸
l0
Recall the matrix equation R1N
s = V + N sR2 from 9.1. If eq is an equation, eq
R
stands for the right-hand side of eq given by V + N sR2, and if Eq is a set of equations,
EqR stands for the set of the right-hand side of the equations in Eq. Recall from Lemma
9.1.2, that eqR(α,β) contains only the indeterminates at the β-th column of R2 and V for
any pair of indices (α, β).
Lemma 9.4.1 Let (α0, β0) be the index of ν given in Definition 9.2.1. Then eqR(α0,β0)
is a linear combination of the forms of EqR, where Eq = Eq(α0,β0) is given by Definition
9.1.2.
Proof. (1) We set λ = µ, then eqc(α0,β0) is a linear combination of the equations of Eq
c
in Bs+i−1 by Lemma 9.1.1 and Formula (42) of 5.4, where eqc stands for the equation eq
when we do not distinguish the multiplication of the parameters from left or right.
(2) Let X1 be the set of indeterminates at the l-th block column of R2 and V for any
l ∈ L0, and X2 be that at the j-th block column of R1, R2 and V for any j ∈ T \ L
0.
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Thus X1
·
∪ X2 is the complete set of the indeterminates. Deleting X2 from eq
c
(α0,β0) and
Eqc, we obtain an equation eq
′c
(α0,β0) and a set of equations Eq
′c. It is straightforward that
eq
′c
(α0,β0) is the same linear combination of the equations in Eq
′c.
(3) The left-hand sides of eq
′c
(α0,β0) and the equations in Eq
′c are all zero by assumption
S02 of 9.1. And the right-hand side of eq
′c
(α0,β0)
is just eqR(α0,β0), and that of any equation
in Eq
′c is either a form in EqR containing the indeterminates at the β-th column for some
β ∈ l ∈ L0 or zero. Therefore eqR(α0,β0) is a linear combination of the forms of Eq
R. The
proof is completed. 
Lemma 9.4.2 In the matrix equation R˜1N˜
s = V˜ + N˜ sR˜2, e˜q
R
(α0,o
l0 )
is a linear combi-
nation of the forms in E˜q
R
, where E˜q = E˜q(α0,o
l0 )
is given by Definition 9.1.2.
Proof. (1) Since for any pair of indices (α, β) of N s, eq(α,β) is the same as e˜q(α,β) by
Lemma 9.1.2, it is also the case for the right-hand sides of the equations. Because eqR(α0,β0)
is a linear combination of the forms in EqR by Lemma 9.4.1, so is e˜qR(α0,β0) in E˜q
R
.
(2) For any α ≥ α0, and l ∈ L0, the linear form of the (α, ol)-th entry of V˜ + N˜
sR˜2 in
the indeterminates at the ol-th column of V˜ and R˜2 is the same as the linear form of the
(α, βl)-th entry in the indeterminates at the βl-th column by Lemma 8.5.1, where βl ∈ l
given by the above diagram.
Combining (1) and (2), e˜qR(α0,o
l0)
is a linear combination of the forms in E˜q
R
in the
indeterminates of the ol-th column of R˜2 and V˜ for l ∈ L
0. 
Proposition 9.4.1 e˜q(α0,o
l0 )
is a linear combination of the equations in E˜q.
Proof. Since the left-hand sides of all the equations e˜q(α,ol) for α ≥ α
0 and l ∈ L0
equal zero, e˜q(α0,o
l0)
is a linear combination of equations of E˜q by Lemma 9.4.2. 
Corollary 9.4.1 δ(c0) = 0 in B˜s+j+r.
Proof. By Proposition 9.4.1 and Lemma 9.1.1. 
9.5 The induction on (αη, lη)
Suppose we are givenBs, B˜s, B˜s+J in 9.3, then B˜s+J is local by Lemma 9.3.2. Assume
that when we perform the procedure 5.3 starting from B˜s+J , γ1 = 1 in Proposition 9.3.1,
and B˜s+J possesses the following formulae of 5.4
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
δ(a11)
0 = h111(λ, µ)w
1
1
· · · · · · · · ·
δ(a1i1−1)
0 = h1i1−1,1(λ, µ)w
1
1 + · · ·+ h
1
i1−1,i1−1(λ, µ)w
1
i1−1
δ(a1i1)
0 = h1i1,1(λ, µ)w
1
1 + · · ·+ h
1
i1,i1−1(λ, µ)w
1
i1−1 + h˜
1(λ, µ)w˜1
(62)
where a1l = dl for l = 1, · · · , i
1, w˜1 is linearly independent of w11, · · · , w
1
i1−1, and (λ− µ) |
h˜1(λ, µ), (λ− µ)2 ∤ h˜1(λ, µ). Let
h1(λ, µ) = h0(λ, µ)
j1∏
l=1
c1l (λ)h
1
ll(λ, µ) ·
∏
l∈I1
f1l (λ) (63)
For any fixed λ0 ∈ k with h1(λ0, λ0) 6= 0, set a1l = ∅, l = 1, · · · , (i
1 − 1), a1i1 = ν1, then
δ(d11)
0 = g111(ν1, κ1)v
1
1
· · · · · · · · ·
δ(d1n1−1)
0 = g1n1−1,1(ν1, κ1)v
1
1 + · · ·+ g
1
n1−1,n1−1(ν1, κ1)v
1
n1−1
δ(d1n1)
0 = g1n1,1(ν1, κ1)v
1
1 + · · · + g
1
n1,n1−1(ν1, κ1)v
1
n1−1 + g
1
n1,n1(ν1, κ1)v
1
n1
where d1l = di1+l, n
1 = n − i1, (see Formula (40) of 5.4), and σ1l (ν1) are given by (41) of
5.4, g1ll(ν1, κ1) ∈ k[ν1, κ1, σ
1
l (ν1)
−1, σ1l (κ1)
−1] are all invertible.
Suppose ν1 is contained in a blockG
1 partitioned by (T˜ , ∼˜), and l1, the index of the
block-column of G1, belongs to L1. We propose the following definition and assumption.
Definition 9.5.1 A local bocs A (not necessarily layered) is said to have generalized
MW5, if A has a unique parameter λ with a domain g(λ, µ) 6= 0, such that Formula (42)
of Lemma 5.4.1 holds, and for any fixed λ0 ∈ k with g(λ0, λ0) 6= 0, all the gll(ν, κ) ∈
k[ν, κ, σl(ν)
−1, σl(κ)
−1] are invertible in Formula (41). 
Our assumptions are:
S11 γ1 = 1, the end term B˜s+J of the sequence of partial bocses is in the case of
generalized MW5.
S12 l1 ∈ L1 ∈ T˜2/∼˜2, such that L
1 ∩ T˜1 = φ.
From now on, we write ( 1N r, 1Rr1×
1Rr2,
1nr1×
1n2)
r instead of (N˜ r, R˜r1×R˜
r
2, n˜
r
1× n˜
r
2)
and sequence ( 1△) instead of (△˜). We will construct a new sequence ( 2△) based on
( 1△) similarly to structure 9.1 as follows.
First we define a new size vector 2n of ( 1T, 1∼), such that 2nL1 =
1nL1 + 1, and
2nI =
1nI , ∀ I ∈
1T/ 1∼ \{L1}. Then we add a column consisting of 0’s and ∅’s at the
left of the l-th block-column for each l ∈ L1 into 1N s. Thus 2T = 1T ∪Q1 where Q1 =
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{o11, o
1
2, · · · , o
1
lL1
} is the set of the indices of the added columns of L1 = {l11, l
1
2, · · · , l
1
L1}.
And 2T s has either equivalent classes P,Q,Q1 with Q1 = Q
1 when L1 6= L0; or P,Q1
with Q1 = Q ∪ Q
1 when L1 = L0. The formula (57) and (59) of 9.3 do not change
in 2Bs. When L1 6= L0, Formulae (58) remains, (see Figure 1 below); when L1 = L0,
cl, ul, l = 1, · · · , r and c
0 change to 1 × 2 matrices with the unchanged differentials of cl
given in Formulae (58), (see Figure 2).
✛ ✲
α0 c0
C
A
A1
D1
l0 ✛ ✲
α1 c1
C1
A
A1
D1
l1
α1 c1
C1
α0 c0
C
A
A1
D1
l0
l1
✛ ✲
✛ ✲
figure 1 figure 2
Denote by c1 the (α1, o1l1)-entry; and by C
1 the set of entries at o1l -th column before c
1
(and after c0 in the case of L1 = L0). Let A1 ⊂ D up to the (α1, l1)-th row block. The
differentials of the solid arrows before the (α1, l1)-th row in A1, are given by Formula (62)
and we may denote it by (57)1; Those at the (α1, l1)-th row of A1 are parallel to Formula
(59) of 9.3, we may denote it by (59)1. And we also have Formula (58)1 for the entries in
the area C1. Let h1(λ, λ) 6= 0, we set a ∈ A ∪A1 before c1 to be ∅; c ∈ C ∪ C1 to be ∅ or
0; c0 = (1) when L1 6= L0, or c0 = (0 1) when L1 = L0. We conclude that δ(c1) = 0 in the
induced partial bocs 2Bs+J+j
1+r1 under the assumption S11, S12 similarly to Corollary
9.4.1. Let c1 = (1), set the solid arrows at the (α1, l1)-th row of A1 to be φ, then we obtain
an induced bocs 2Bs+J+J
1
, where J1 = j1 + r1 + 1 + m1. The local bocs 2Bs+J+J
1
may not be freely parameterized in general, because h1(λ, µ) does not necessarily satisfy
the item (3) of Definition 4.2.1. Then we perform procedure 5.3 starting from the local
bocs 2Bs+J+J
1
once again, and obtain a sequence of parameters λ = λ20, λ21, · · · , λ2γ2 .
If γ2 = 1 and 2Bs+J+J
1
satisfies the assumption S21, S22 parallel to S11, S12, we may
continue to use the structure of 9.1 once more.
Now suppose we have a chain of indices:
(α0, l0) ≺ (α1, l1) ≺ · · · ≺ (αp−1, lp−1) ≺ (αp, lp),
such that γ1 = 1, · · · , γp−1 = 1, and we have a chain of index sets
T ⊆ 1T ⊆ 2T ⊆ · · · ⊆ pT
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such that qT = T ∪Q∪Q1∪· · ·∪Qq−1 for 0 ≤ q ≤ p, where Qq−1 = {oq−11 , o
q−1
2 , · · · o
q−1
Lq−1
}
is the set of the indices of the added columns if Lq−1 = {lq−11 , l
q−1
2 , · · · , l
q−1
Lq−1
}. And
qT s possesses the equivalent classes P and Qq1, · · · ,Qqrq , which are unions of some
Q,Q1, · · · , Qq−1. Moreover we have a chain of reduction sequences:
(△), ( 1△), ( 2△), · · · , ( p△);
a chain of the corresponding sequence of partial bocses
(∗ ∗ ∗), ( 1∗ ∗ ∗), ( 2∗ ∗ ∗), · · · , ( p∗ ∗ ∗);
and a chain of the end terms of the preceding sequences:
B
s, 1Bs, 2Bs, · · · , pBs;
such that all the local partial bocses
B
s, 1Bs+J , 2Bs+J+J
1
, · · · , (p−1)Bs+
∑(p−2)
η=0 J
η
satisfy the assumption S01, S02; S11, S12; S21, S22; · · · ; S(p-1)1, S(p-1)2 inductively ,
where Jη = jη+rη+1+mη. We perform the procedure 5.3 for the local bocs pBs+
∑p−1
η=0 J
η
induced from pBs, and obtain a sequence of parameters λ = λp0, λp1, · · · , λpγp . If γ
p = 1,
let
hp(λ, µ) = hp−1(λ, µ)
jp∏
l=1
cpl (λ)h
p
ll(λ, µ)
∏
l∈Ip
fpl (λ); (64)
If pBs+
∑p−1
η=0 J
η
still satisfies the assumption SP1, SP2, and we set νp = λp1, then (α
p, lp) ≻
(αp−1, lp−1). Adding a column to the left of the l-th block column of pN s for all l ∼ lp,
we obtain a bocs (p+1)Bs. Such a procedure must stop at some stage since the index set
{(αq, lq)} is bounded by (n1, t2), (see the explanation below Lemma 9.3.2).
Proposition 9.5.1 We perform the procedure of 5.3 starting from bocs pBs+
∑p−1
η=0 J
η
.
If γp 6= 1, or γp = 1 but pBs+
∑p−1
η=0 J
η
does not satisfy the assumption SP1 and SP2, then
we must have one of the following possibilities.
Q1. γp = 0, then Formula (60) of 9.3 becomes
δ(dp−11 )
0 = gp−111 (λ, µ)v
p−1
1
δ(dp−12 )
0 = gp−121 (λ, µ)v
p−1
1 + g
p−1
22 (λ, µ)v
p−1
2
· · · · · · · · ·
δ(dp−1
np−1
)0 = gp−1
np−11
(λ, µ)vp−11 + g
p−1
np−12
(λ, µ)vp−12 + · · ·+ g
p−1
np−1np−1
(λ, µ)vp−1
np−1
and
σp−1l (λ) = h
p−1(λ, λ)
∏
l∈Ip
fpl (λ)
l∏
q=1
cp−1q (λ), write σ
p−1
np−1(λ) = σ
p−1(λ), (65)
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(see (41) of 5.3), where vp−11 , v
p−1
2 , · · · , v
p−1
np−1
are linearly independent, and gp−1ll (λ, λ) 6= 0.
(1) There exists some λ0 ∈ k with σp−1l (λ
0) 6= 0 such that gp−1ll (λ, µ) ∈ k[λ, µ,
σp−1l (λ)
−1σp−1l (µ)
−1] for 1 ≤ l ≤ e−1 are all invertible, but gp−1ee (λ, µ) ∈ k[λ, µ, σ
p−1
e (λ)−1
σp−1e (µ)−1] is not invertible.
(2) ∀λ0 ∈ k with σp−1l (λ
0) 6= 0, gp−1ll (λ, µ) ∈ k[λ, µ, σ
p−1
l (λ)
−1σp−1l (µ)
−1] are all
invertible for 1 ≤ l ≤ np−1.
Q2. γp = 1, then Formula (62)of 9.5 becomes
δ(ap1)
0 = hp11(λ, µ)w
p
1
· · · · · · · · ·
δ(apip−1)
0 = hpip−1,1(λ, µ)w
p
1 + · · ·+ h
p
ip−1,ip−1(λ, µ)w
p
ip−1
δ(apip)
0 = hpip,1(λ, µ)w
p
1 + · · · + h
p
ip,ip−1(λ, µ)w
p
ip−1 + h˜
p(λ, µ)w˜p
where w˜p is a linear combination of wp1, · · · , w
p
ip−1 or w˜
p is linearly independent of wp1 , · · · , w
p
ip−1,
but (λ− µ)2 | h˜p(λ, µ).
Moreover for any fixed λ0 ∈ k with hp(λ0, λ0) 6= 0, if we set apl = ∅, l = 1, · · · , i
p − 1,
and apip = νp, and write d
p
l = a
p
ip+l, then we have the following formula:
δ(dp1)
0 = gp11(νp, κp)v
p
1
· · · · · · · · ·
δ(dpnp)
0 = gpnp,1(νp, κp)v
p
1 + · · ·+ g
p
np,np(νp, κp)v
p
np
Let
σpl (νp) = h
p(νp, νp)
l∏
q=1
cpq(νp), write σ
p(νp) = σ
p
np(νp)
be given by Formula (64) of 9.5 and (41) of 5.4, then ∀λ0 ∈ k with hp(λ0, λ0) 6= 0,
gpll(νp, κp) ∈ k[νp, κp, σ
p
l (νp)
−1σpl (κp)
−1] are all invertible.
Q3. γp ≥ 2, then we have a sequence of parameters λ = λp0, λp1, · · · , λpγp . If we set
λ1 = λp,γp−1 having a pair of indices (α(1), l(1)), then (α(1), l(1)) > (α(0), l(0)).
9.6 Non-homogeneous partial bocs pBs
We will prove that the partial bocs pBs given in Q1 and Q2 of Proposition 9.5.1 is
not homogeneous in this subsection.
In case of Q1, let λ0 ∈ k with σp−1e (λ0) 6= 0 in item (1), or σp−1(λ0) 6= 0 in item
(2), (see Formula (65)). We define an object S ∈ R( pBs), such that SP = k; SQq = k
for 0 ≤ q < p; S(λ) = (λ0), S(a) = ∅, ∀ a ∈
p−1⋃
η=0
Aη; S(c) = ∅ or 0, ∀ c ∈
p−1⋃
η=0
Cη;
S(cη) = (0 · · · 1) for 0 < η ≤ p− 1; S(d) = ∅, ∀ d ∈ Dp−1.
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Lemma 9.6.1 Suppose we are given a partial bocs pBs satisfying Q1 of Proposition
9.5.1 and the object S ∈ R( pBs) defined above. If (e) : S
ι
−→ E
pi
−→ S is an almost split
conflation in R( pBs), then EP = k
2; EQq = k
2;
E(λ) = J2(λ
0); E(a) = ∅; E(c) = ∅ or 0, E(cη) = (0 · · · 0 I2),
and ι, π are given by Corollary 6.4.1.
Proof. The eigenvalue of E is λ0, since the sequence 0 −→ S
ι0−→ E
pi0−→ S −→ 0 is
exact over k[λ, σp−1e (λ)−1] or k[λ, σp−1(λ)−1]
Suppose we have some ci = c
q or ci ∈ C
q with S(ci) 6= ∅, such that E(a) = ∅,
∀ a ∈
⋃p−1
η=0 A
η before ci; E(c) = ∅ or 0, ∀ c ∈
⋃p−1
η=0 C
η before ci; E(c
η) = (0 · · · 0 I2) for
any cη before ci. We claim that E(ci) = ( 0 · · · 0 I2 ) when S(ci) = ( 0 · · · 0 1 )
by item (1) of Lemma 8.5.2; and
E(ci) = 0 or
(
0 · · · 0 0 1
0 · · · 0 0 0
)
when S(ci) = 0 by item (2) of Lemma 8.5.2. In the second case, we define a full subcategory
C of R( pBs) consisting of the objects M such that MP = k
m, = MQq = k
m, 0 ≤ q < p,
the eigenvalue of M(λ) is λ0, M(a) = ∅, M(c) = ∅ or 0, M(cη) = (0, · · · , 0, Im) for all the
a, c, cη before ci. We take an object L ∈ C , such that LP = k
2, LQq = k
2, 0 ≤ q < p;
L(λ) = J2(λ
0); L(a) = ∅, ∀ a ∈
⋃p−1
η=0 A
η before ci; L(c) = ∅ or 0, ∀c ∈
p−1⋃
η=0
Cη before
ci; L(c
η) = (0, · · · , 0, I2) for any c
η before ci; and L(ci) = 0. We also define a morphism
ϕ : L→ S, such that ϕP =
(1
0
)
, ϕQq =
(1
0
)
for 0 ≤ q < p. If (e) is an almost split conflation
in R( pBs), it is so in C . But Lemma 8.5.3 leads to a contradiction in case of
E(ci) =
(
0 · · · 0 0 1
0 · · · 0 0 0
)
.
Thus E(ci) = 0. Our conclusion on E(a), E(c) and E(c
η) follows by induction.
Finally, E(λ) must equal to J2(λ
0), otherwise E(λ) = λ0I2 would lead to (e) to be
split. The proof is finished. 
Proposition 9.6.1 The partial bocs pBs given by condition Q1 of Proposition 9.5.1
is not homogeneous.
Proof. We take an infinite list of objects Sλ0 defined in the beginning of 9.6. If
R( pBs) is homogeneous, there exists a cofinite subset D0 ⊂ k \ {the roots of σ
p−1(λ)}
(see Formula (65) of 9.5), such that Sλ0 is homogeneous for any λ
0 ∈ D0. Fix such a λ
0
we denote Sλ0 by S for simplicity. If (e) S
ι
→ E
pi
→ S is an almost split conflation starting
and ending at S in R( pBs), then Lemma 9.6.1 gives the structure of E.
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(1) In case of item (1) of Q1, we define an object L ∈ R( pBs), such that LP = k
2,
LQq = k
2;
L(λ) =
(
λ0 0
0 µ0
)
with gp−1ee (λ
0, µ0) = 0, σp−1(λ0)σp−1e (µ
0) 6= 0;
L(a) = 0, ∀a ∈ ∪p−1η=0A
η; L(c) = 0, ∀c ∈ ∪p−1η=0C
η; L(cη) = (0, · · · , 0, I) for 0 ≤ η ≤ p − 1;
L(d) = 0, ∀d ∈ Dp−1. We also define a morphism ϕ : L → S, such that ϕP =
(1
0
)
,
ϕQq =
(1
0
)
. Then a contradiction appears similarly to the proof of Proposition 7.4.1.
(2) In case of item (2) of Q1, we recall that pT s has the equivalent classes P;Q1, · · · ,Qr,
where P is the unique equivalent class ofBs, Q1, · · · ,Qr are some unions of Q,Q
1,Q2, · · · ,
Qp−1 respectively. Suppose Qj = ∪
nj
l=1Q
jl . We define a full subcategory C 0 of R(
(p−1)
B
s)
consisting of objects M (see Lemma 8.6.1) such that MP = k
m,MQq = k
m, 0 ≤ q < p;
M(λ) has eigenvalue λ0 with σp−1(λ0) 6= 0; M(a) = ∅, ∀a ∈ ∪p−1η=0A
η; M(c) = ∅ or 0,
∀c ∈ ∪p−1η=0C
η; M(cη) = (0, · · · , 0, Im) for 0 ≤ η ≤ p − 2. Moreover we define a full
subcategory C of R( pBs) (see Lemma 8.6.2) according to the following two cases:
(i) Qp−1 ∈ pT s/ p ∼s is an equivalent class;
(ii) Qp−1 ⊂ Qj0 in
pT s/ p ∼s for some 1 ≤ j0 ≤ r.
Then ∀M ∈ C , MP = k
m; MQj = k
mnj for 1 ≤ j ≤ r in case (i), or 1 6 j 6 r, j 6= j0
in case (ii); MQp−1 = k
n in case (i) or MQj0 = k
n+mnj in case (ii). And M(λ) has
eigenvalue λ0 with σp−1(λ0) 6= 0; M(a) = ∅, ∀a ∈ ∪p−1η=0A
η; M(c) = ∅ or 0, ∀c ∈ ∪p−1η=0C
η;
M(cη) = (0, · · · , 0, Im) for 0 ≤ η ≤ p− 2; M(cp−1) = P .
Let C be the category defined in Lemma 8.6.2, we define a functor
F1 : C → C with F1(M) =M
′
such that M ′P = k
m; M ′Qj = k
mnj for 1 ≤ j ≤ r in case (i) or 1 6 j 6 r, j 6= j0 in
case (ii); M ′Qp−1 = k
n in case (i) or M ′Qj0
= kn+mnj in case (ii). And M ′(λ) = M(λ);
M ′(ajl) = (M(c
jl) | 0)1×njl for 1 ≤ j ≤ r in case (i) or 1 ≤ j ≤ r, j 6= j0 in case (ii);
M ′(c) = P in case (i), or M ′(c) = (P | 0)1×(nj0+1) in case (ii). It is obvious that F1 is a
representation equivalence. In fact, the morphisms in C go to the diagonal parts according
to the partition of ( pT s/ p ∼s) under the action of F1.
Let D be the category defined in Lemma 8.6.3. Then we have a representation equiv-
alence
F2 : C → D ,
such that F2(M
′) = M ′′ with M ′′P = k
m and M ′′Q = k
n; M ′′(λ) = M(λ); M ′′(c) = P . In
fact, the morphisms in C go to the diagonal blocks under the action of F2, i.e. “∗” of ϕj0
in case (ii) go to zero in Lemma 8.6.2.
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Thus
F = F2F1 : C → D
is a representation equivalence. If (e) given in the beginning of the proof was an almost
split conflation in R( pBs), then so was in C . Therefore F (e) would be an almost split
conflation in D by Lemma 8.6.4. Which contradicts to Lemma 8.6.3.
The proof is finished, i.e. pBs is not homogeneous in both cases of Q1 as desired. 
Proposition 9.6.2 The partial bocs pAs given by condition Q2 of Proposition 9.5.1
is not homogeneous.
Proof. We fix some λ0 ∈ k with hp(λ0, λ0) 6= 0 given in Formula (64) of 9.5. Let
λ = λ0, apl = ∅, l = 1, · · · , i
p − 1, apip = ν
p then the partial bocs pBs
′
(λ0) with s
′ =
s + (
p−1∑
η=0
Jη) + (ip + np) induced from pB
s+
∑p−1
η=0 J
η
(λ0)
is minimal. We construct an infinite
list of the objects {S′ν0p
| ν0p ∈ k with σ
p(ν0p) 6= 0} ⊂ R(
p
B
s′
(λ0)), such that (S
′
ν0p
)P = k;
(S′ν0p
)(νp) = (ν
0
p); (S
′
ν0p
)(dpl ) = ∅ for 1 ≤ l ≤ np. If
ϑ : R( pBs
′
(λ0))→ R(
p
B
s)
is the reduction functor, then Sν0p = ϑ(S
′
ν0p
) provide an infinite list of the indecom-
posables over pBs. If pBs is homogeneous, there exists a cofinite subset D0 ⊆ k \
{the roots of σp(νp)}, such that Sν0p is homogeneous for any ν
0
p ∈ D0. Denote S
′
νop
by S′
for simplicity. Let (e′) : S′ → E′ → S′ be the almost split conflations starting and ending
at S′ given by Proposition 6.6.1. Then (e) : S → E → S, the image of (e′) under ϑ, is an
almost split conflation of R( pBs) by Theorem 7.2.1. Construct an object L ∈ R( pBs)
such that LP = k
2, LQq = k
2; L(λ) = J2(λ
0); L(a) = ∅ for any a ∈ ∪p−1η=0A
η; L(c) = ∅ or 0,
∀ c ∈ ∪p−1η=0C
η; L(cη) = (0 · · · 0 I2) for η = 1, · · · , p− 1; L(a
p
l ) = ∅ for l = 1, · · · , (i
p − 1),
L(apip) = ν
0
pI2; and L(d
p
l ) = ∅ for l = 1, · · · , n
p, then L is indecomposable.
k2 ✲ k
❅
❅
❅
❅❘
k2
✠
☛✟
✡✶
☛✟
✠✐
☛✟
✡✶☛✟
✡✶
☛✟
✠✐☛✟
✠✐
E(λ)
E(νp)
S(λ)
S(νp)
L(λ) L(νp)
(10)
(10)
ϕ′
A contradiction follows similarly to the proof of Proposition 7.5.1 for B4. Therefore
p
B
s
is not homogeneous as desired. 
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10 Bipartite bimodule Problems
10.1 Bipartite property
We stress that according to Proposition 7.3.1, 7.3.2, 7.4.1 and 7.5.1, the only possible
exceptional situation for a minimally wild bimodule problem being homogeneous is given
by MW5 of Theorem 5.6.1. On the other hand Example (4) of 6.5 shows that Mat(K,M)
can be strongly homogeneous in this case. Thus we are forced to focus on some special
class of bimodule problems, in which P1(Λ) are included.
Definition 10.1.1 A bimodule problem (K,M,H) is said to be bipartite, if
I. T = T1
⋃
T2, where T1 = {1, 2, · · · , t1}, T2 = {t1 + 1, t1 + 2, · · · , t1 + t2}, T/ ∼=
T1/ ∼1
⋃
T2/ ∼2.
II. K =
{(
S1 0
0 S2
)}
, where Sr are tr × tr upper triangular matrices, such that
srii = s
r
jj, if i ∼r j, and if i < j, s
r
ij satisfies the following r-th equation for r = 1, 2,∑
I1∋i<j∈J 1
c1l1ij xij = 0,
0 =
∑
I2∋i<j∈J 2
c2l2ij yij ,
where 1 ≤ lr ≤ q
r
IJ for some q
r
IJ ∈ N, and for each pair
(Ir,J r) ∈ (Tr/ ∼r)× (Tr/ ∼r).
III. M =
{(
0 A
0 0
)}
where A are t1 × t2 matrices satisfying the equations∑
(i,j)∈I1×J 2
dlijzij = 0,
1 ≤ l ≤ qIJ for some qIJ ∈ N, and for each pair (I
1,J 2) ∈ (T1/ ∼1)× (T2/ ∼2).
IV. H = 0.
V. The row-indices of the free entries of N0 (see Formula (19) of 3.6) are pairwise
different.
For the sake of convenience we sometimes denote (K,M,H = 0) by (K1×K2,M,H =
0), where K1 ×K2 = {(S1)× (S2)} and M = {(A)}. And we denote a triple((
0 N
0 0
)
,
(
R1 0
0 R2
)
, n
)
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given in Formula (6) of 2.6 by (N,R1 ×R2, n1 × n2).
The differential biquiver corresponding to a bipartite bimodule problem is as follows.
Let
T1/∼1= {I1, · · · ,Is1}, T2/∼2= {J1, · · · ,Js2},
then we draw s1 vertices on the top and s2 vertices on the bottom. The solid arrows are
all from top to bottom, and the dotted arrows given by K1 are sitting at the top, and
those by K2 are sitting at the bottom, see Examples in 4.3.
Given a finite-dimensional algebra Λ, the bimodule problem P1(Λ), or equivalently
(K,M,H = 0) with K = Λ˜ × Λ˜, M = radΛ˜ is obviously bipartite. Namely, let T1 =
{1′, 2′, · · · , t′} according to the row-indices of Λ˜ from top to bottom, and let T2 = {1, 2, · · · , t}
according to the column-indices of Λ˜ from left to right. Then ∀ J ∈ T2/ ∼2, with
J = {j1 < j2 < · · · < jJ },
the jJ -th column of N0 consists of free entries and zeros (see examples of 2.1), conversely
any free entries of N0 must sit at jJ -column for some J ∈ T2/ ∼2. In particular, all the
row-indices of the free entries are pairwise different.
We claim that for the simplicity of the proof, we stick to have the hypothesis V in the
definition, but it may not be essential for our purpose.
10.2 Locations
Assume that our original bimodule problem (K,M,H = 0) is wild and bipartite, which
has a reduction sequence (∗), such that the end term of (∗∗∗) is in case MW5 of Theorem
5.6.1. Then Lemma 9.3.1 shows the following possibilities of the locations of λ and ν with
respect to the block G containing ν partitioned by (T,∼).
ν
ν
10
1
λ 1 λ
ν1 0
0 1
0 1
G G G
figure 1 figure 2 figure 3
Definition 10.2.1 [XZ]. Let (K,M,H = 0) be a bimodule problem having a reduction
sequence (∗) of parameterized triples, (not necessarily freely). If
N rprqr =
(
0 I
0 0
)
or W
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given by edge or loop reduction respectively, where W = ⊕αj=1Wλj is a Weyr matrix
defined in 2.5 such that
W jl−1,l =
(
I
mj
l
0
)
mj
l−1×m
j
l
.
Then all the 1’s appearing in I and I
mj
l
, l = 2, · · · , dj , j = 1, · · · , α, are called links of
(Ks,Ms,Hs).
Location 1. There is no link in G, or all the links in G are lower than ν (see figure 1
and 2).
Location 2. There exists at least one link in G, which is parallel to or higher than ν
(see figure 3).
Examples. Consider again the Examples in 9.2. Then Example 1 gives
G = G =
(
∅ ∅
ν ∅
)
which is in the case of Location 1.
The figure 7 of Example 2 may be used to illustrate the Location 2, but it has only
one parameter ν.
10.3 Links
Recall that for any size vector n of (T,∼) its dimension d = dimn =
∑
I∈T/∼ nI (see
2.2). Denote by τ(Hn) the number of links in Hn. Then the following proposition can be
regarded as a generalization of Theorem A in [XZ].
Proposition 10.3.1 Let
(N r, Rr, nr), · · · , (N s, Rs, ns)
be a reduction sequence of parameterized triples with r ≥ 1. Then for any s ≥ r,
dim nr + τ(Hrnr) = dim n
s + τ(Hsns)
Proof. We use induction on s. s = r is trivial. Suppose the proposition is true for
s, now we consider the (s+ 1)-th reduction.
Regularization. Clearly, dim ns = dim ns+1 and τ(Hs) = τ(Hs+1) by 3.1.
Edge reduction. Suppose N spsqs =
(
0 Id
0 0
)
, then dim ns+1= dim ns − d by 3.1, but
τ(Hs+1) = τ(Hs) + d, hence the formula holds for (s+ 1).
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Loop reduction. Assume that N spsqs = W is similar to
⊕α
l=1
⊕dl
i=1 Ji(λl)
ei
l , then
τ(W ) =
∑α
l=1
∑dl
i=1 e
i
l(i − 1). On the other hand, dimn
s+1 = dim ns − τ(W ) by 3.1
(see also [XZ, Lemma 5]). On the other hand τ(Hs+1) = τ(Hs) + τ(W ). Therefore the
formula still holds for (s+ 1). 
We write N sr =
s−1∑
l=r
N lplql ⊗ ρ
l, and τ(N sr ) stands for the number of links in N
s
r . It is
clear that
τ(N sr ) = τ(H
s
ns)− τ(H
r
nr).
Corollary 10.3.1 Let (N r, Rr, nr), · · · , (N s, Rs, ns) be a reduction sequence of pa-
rameterized triples given by one of the three reductions of 3.1. Then (N s, Rs, ns) is local
if and only if dim nr = τ(N sr ) + 1.
Proof. Rs is a local ring, if and only if dimns = 1, if and only if dimnr + τ(Hrnr) =
1 + τ(Hsns), if and only if dimn
r = τ(N sr ) + 1. 
10.4 The non-homogeneous property in case of MW5
Theorem 10.4.1 Let (K,M,H = 0) be a bipartite bimodule problem. If (K,M,H)
has a reduction sequence (∗) of minimal size, such that the end term As of the corre-
sponding sequence (∗ ∗ ∗) belongs to MW5 of Theorem 5.6.1, then Mat(K,M) is not
homogeneous.
Proof. In case of Location 1. We use the structure of adding column given in 9.1
starting from the beginning term (N,R1 × R2, n1 × n2) (see Definition 10.1.1). Since all
the indices of the block-columns of N belong to T2, and T1 ∩ T2 = ∅, the assumptions S02
of Structure 9.1 and S12, · · · , S(p-1)2 of 9.5 always take place. We stress that the triple
(N,R1 × R2, n1 × n2) corresponds to the whole bocs B = A (not properly partial!) and
G = G in this case. We use induction both on the index pairs (αη , , lη) of νη and the index
pairs (α(ζ), l(ζ)) of λζ .
Going back to 9.5, a sequence of layered bocses Bs = As, 1Bs = 1As, 2Bs = 2As,
· · · , constructed under the assumptions Sq1 and Sq2 for q = 0, 1 · · · must stop at some
stage, say p since the pairs (αη, lη) are bounded by (n1, t2), where n1 stands for the number
of the rows of matrix N , and t2 the number of the elements of T2. If
p
A
s satisfies Q1
or Q2 of Proposition 9.5.1, then pAs is not homogeneous by Proposition 9.6.1 or 9.6.2
respectively. If pAs is in case Q3 of Proposition 9.5.1, and we set λ1 = λp,γp−1 with a pair
of indices (α(1), l(1)) ≻ (α(0), l(0)), then we start a new round of the preceding procedure
from λ1. Inductively, such round must stop at some stage, since the pairs (α(ζ), l(ζ)) are
also bounded by (n1, t2). Our conclusion for Location 1 follows from double induction.
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In case of Location 2. G is of the following shape, and we will focus on the shadowed
rectangle. G ) G in this case.
I
I ν
λ
(66)
Suppose that a triple (N r0 , R
r, nr) (see the notation in the proof of Corollary 8.1.1) is
the term of the sequence (∗) having N rprqr as the first block of the shadowed part in Figure
(66). Then Proposition 8.1.2 and Condition V of Definition 10.1.1 determines a matrix
problem (Kr1 ×K
r
2,M
r
,Vr) where
Kr1 = {(s)|∀s ∈ k}; K
r
2 = {S
r
jj},
here Srjj is the j-th diagonal block of K
r partitioned by (T,∼) with j being the column
index of G; V = the shadowed part of {SHnr −HnrS| ∀S ∈ K
r}. Furthermore the matrix
problem (Kr1 × K
r
2,M
r
,Vr) corresponds to a partial bocs Br of Ar, which must be one
sided.
We first consider the induced local bocs ArP at P obtained by deletion with a layer
LP = (Γ
′
P ;ωP ; b1, · · · , bm, bm+1, · · · , bn;u)
such that b1, · · · , bm belong to B
r but bm+1, · · · , bn do not. Then a partial bocs B
r
P is
obtained from ArP restricted to the shadowed part.
(1) If any reduction sequence starting from the induced bocs ArP meets configuration
(1) of Theorem 5.6.1, then the size of the local triple at P is small than that of (N r, Rr, nr)
since the latter one is not local. We have a contradiction to the minimal size assumption.
Therefore BrP can not satisfy P3 or P4 and must be in case P1 or P2 of 8.2.
(2) If BrP is in case P2, then B
r is given by Figure (46) of 8.2. Suppose that δ(b)
satisfies Formula (52) of 8.3, then the conflation (e) constructed in Proposition 8.3.1 can
also be regarded as an almost split conflation of R(Ar). Therefore the same proposition
tells that Ar is not homogeneous. If δ(b) satisfies Formula (51) and δ(a)0 with respect to
b are given by Proposition 8.3.2, then Ar is not homogenous. In fact the induced partial
bocs of Br constructed in the same proposition determines a global induced bocs of Ar,
which is also in the case of Proposition 7.3.2.
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(3) If BrP is in case P2, and δ(b) satisfies Formula (51) of 8.3, moreover δ(a)
0 with
respect to b satisfy Formula (53) of 8.3. Then going back to Structure 9.1, let N r be the
shadowed part of N r0 . Let p ∈ P ∈ T
r/ ∼r be the block-row index of N r, then T r1 / ∼
r
1=
{P} and T r2 / ∼
r
2= {P,I1, · · · ,Ii}. N
r is partitioned by (nP) × n2, R1 = (xij)nP×nP , R2
is partitioned by n2 × n2. Therefore the assumptions S02 of the structure 9.1 and S12,
· · · , S(p-1)2 of 9.5 take place by Proposition 8.4.1, since B, the block determined by b,
will not contain any parameter after any reductions.
(4) If BrP is in case P1 of 8.2, then the assumption S02 of 9.1 and S12, · · · , S(p-1)2 of
9.5 always take place.
Next we perform the structure 9.1 of adding columns in cases (3) and (4) starting from
the triple (N r, Rr1 × R
r
2, n
r
1 × n
r
2). Going back to 9.1, 9.2 and 9.3, it is clear that λ, ν
both belong to Bs and Γ′(P,P) = k[λ]. Then we add columns to the partial bocs Bs and
obtain a partial bocs 1Bs. 1Bs determines a global bocs 1Ar, which contains 1Bs as
the first part. Since 1Bs+J given in Lemma 9.3.1 is local, 1As+J , having 1Bs+J as the
first part, must be local. In fact let N sr =
s−1∑
l=r
N lplql ⊗ ρ
l in the sequence (△) of 9.1, and
1N s+Jr =
s+J−1∑
l=r
1N lplql ⊗ ρ
l in the sequence ( 1△). Then dimkn
r = τ(N sr ) + 1 according
to Corollary 10.3.1 since As is local. On the other hand, τ( 1N s+Jr ) = τ(N
s
r ) + 1, and
dimk
1nr = dimkn
r + 1, thus dimk
1nr = τ( 1N s+Jr ) + 1. Then
1
A
s+J being local follows
from Corollary 10.3.1 once again. Therefore we are able to perform the procedure 5.3 for
1
A
s+J and obtain parameters λ = λ10, λ11, · · · , λ1γ1 . If γ
1 = 0, we have the case Q1
of Proposition 9.5.1 for the global bocs 1As, which is not homogeneous by proposition
9.6.1. If γ1 > 0 and λ1γ1 locates outside of the shadowed part, then we reach the case of
Location 1. Now we assume that
(i) λ1γ1 locates inside of the shadowed part and
(ii) 1As (not only 1Bs!) satisfies S11 of 9.5.
we stress that 1As also satisfies S12 in both cases (3) and (4) as 1Bs does. Continue
to use the structure of adding columns under the assumptions (i) and (ii), we obtain by
induction a sequence of partial bocses
B
s, 1Bs, 2Bs, · · · , pBs,
(see 9.5), as well as a sequence of global bocses
A
s, 1As, 2As, · · · , pAs.
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Since the pairs of indices (αη , lη) are bounded by (nrP , t
r
2), where t
r
2 stands for the number
of elements of T r2 , the procedure must stop at some stage, say p. If λpγp locates outside of
the shadowed part, we reach the case of Location 1. Now suppose λpγp locates inside the
shadowed part. If pAs is in the condition Q1 or Q2 of Proposition 9.5.1, then pAs is not
homogeneous by Proposition 9.6.1 or 9.6.2. If pAs is in the condition of Q3 of Proposition
9.5.1, then we set λ1 = λp,γp−1. If λ1 is outside of the shadowed part, we obtain the case of
Location 1. Otherwise, the pair of indices of λ1, (α(1), l(1)) ≻ (α(0), l(0)) in the shadowed
part. Thus we start a new round of the above procedure for λ1. Inductively such round
must stop at some stage, since the pairs (α(ζ), l(ζ)) are also bounded by (nrP , t
r
2). Finally
our conclusion for Location 2 follows from double induction. 
Remark. All the discussion in this subsection also applies to MW4 of Theorem 5.6.1,
which allows us to treat MW4 and MW5 in a unified way. But because of the particularity
of MW5, we prefer to treat them separately. On the other hand we have already presented
an easy proof for MW4 in Proposition 7.5.1.
10.5 The main theorem
Key Theorem 10.5.1 Let (K,M,H = 0) be a bipartite bimodule problem of wild
representation type. Then Mat(K,M) is not homogeneous.
Proof. Since (K,M,H = 0) is of wild representation type, there must exist a reduction
sequence (∗) of minimal size, such that the end term As of the corresponding sequence
(∗ ∗ ∗) is in one of the cases MW1—-MW5 by Theorem 5.6.1. As is not homogeneous in
case MW1, MW2, MW3, MW4 by Proposition 7.3.1, 7.3.2, 7.4.1, 7.5.1 respectively. Thus
Mat(K,M) is not homogeneous by Corollary 7.2.1. And Mat(K,M) is not homogeneous
if As is in case MW5 by Theorem 10.4.1. 
Corollary 10.5.1 If P1(Λ) is of wild type, then P1(Λ) is not homogeneous.
Theorem 10.5.2 Let Λ be a finite-dimensional k-algebra of representation wild type,
then Λ-mod is not homogeneous.
Proof. Since there exists an one-to-one correspondence between the almost split
sequences of Λ-mod and the almost split conflations of P1(Λ) except finitely many by
Theorem 6.2.1, the non-homogeneous property of P1(Λ) implies the same property of
Λ-mod. 
Our Main theorem 1.3.2 mentioned in the introduction follows from Theorem 10.5.2
immediately.
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