Abstract-It would be difficult and stressful for a single operator to operate an underwater manipulator using his/her both hands in deep sea environments while the operator has to monitor or manipulate additional equipment. In order to reduce the operating pressure and make full use of the operator potentials, in this paper we propose a control strategy for operating the underwater manipulator via P300 brainwaves, which provides the operator a new way to operate the underwater manipulator without need for both hands. In this case, the two hands can be used to manipulate other equipment. The manipulator is a masterslave servo hydraulic manipulator with 7 functions, consisting of six degrees of freedom (DOFs) and a parallel gripper for manipulations. A p300 interface is designed by considering operation tasks of the underwater manipulator. It's a 3*3 image matrix where each image corresponds to an underwater manipulator behavior. An experimental platform, in which a virtual underwater manipulator is developed, is used for validating the feasibility and effectiveness of the proposed brainwave-based strategy. Eight subjects are invited to do a typical underwater operational task, grasping a marine organism sample, on the virtual experimental platform. Their experimental results demonstrate that the proposed method is feasible and effective.
INTRODUCTION
Underwater manipulators, mounted on underwater vehicles, are essential tools for conducting complicated, difficult, and even dangerous tasks in the sea environment [1] [2] [3] [4] . Additional equipment, like carrier and cradle head, need to be adjusted in real time when doing the operational tasks. However, both hands of the operator have to be occupied when he/she is operating the manipulator, so manipulating the additional equipment by the operator's hands simultaneously is usually not feasible. Complex cooperation processes bring more operating pressure on the operator, which possibly result in wrong operations. So simultaneously performing the tasks, consisting of multiple operations for the operator is very challenging, especially under the condition in which no enough space can be offered for multiple operators, such as in the human occupied vehicles (HOV) with a small workspace. Underwater autonomous manipulation is an emerging research topic and is under developments [5] [6] . One of the key issues is to reduce the operator's operating pressure and burden. However, very few successful cases have been reported because its high demands on the working environment and immature technology on object recognition and localization.
Brain-Computer Interface (BCI) systems offer a new way to directly communicate and interact between brain and external devices without use of peripheral nerves and muscles. The two types of P300 and SSVEP brainwaves are widely used to develop brain-robot interaction (BRI) systems, because they have a relative high accuracy in target recognition, and need less training time for subjects. For example, the work in [7] uses a P300 to control a manipulator with seven degrees of freedom (DOFs) and a wheelchair with two DOFs. It allows the manipulator to perform multiple instructions and enlarge the manipulator's working range by adjusting the position of the wheelchair. The work in [8] uses a P300 to control a manipulator with six DOFs. Each flashing image corresponds to a target position of the manipulator. It controls the manipulator by directly specifying its target position, so the operator's burden is reduced for without having to consider the detailed motion process. The work in [9] indicates that the status feedback of the manipulator in the P300 model will not reduce the accuracy of target recognition. There are also some works of controlling manipulators based on the SSVEP model [10] [11] [12] . The existing works of controlling ground manipulators using the P300 or SSVEP can be divided into the following two modes: adjusting the end-effector of the manipulator to the target position step by step; specifying the target position directly and making the endeffector of the manipulator reach at it automatically. As the underwater environment is complex, the above control modes of ground manipulators are unavailable for underwater manipulators.
In this paper, we develop a P300-based BRI system for underwater manipulator operations. The manipulator is controlled by the instructions transformed from the brain signals received by electroencephalograph (EEG) so that the operator is able to control the underwater manipulator without need for hands, while the operator is able to use its two hands to monitor or manipulate additional equipment. The combination of the P300-based control mode and manual control mode allows the operator to perform multiple jobs simultaneously. This strategy can cope with the collaboration problem caused by multiple operators and make the operation being simplified. In order to improve the operation effectiveness of controlling the underwater manipulator via P300 brainwaves, we combined several manipulator instructions into one and combined remote operation with autonomous operation to the manipulator when designing the P300 interface. In order to demonstrate the feasibility and effectiveness of the proposed method, we developed an experimental platform and invited eight subjects to do a typical underwater operational task on it. Their controlling results are presented and analyzed at last.
II. PROBLEM STATEMENT
Underwater manipulators can be divided into a switch-based manipulator or a master arm-based manipulator. As operating the master arm-based manipulator is more convenient, intuitive, and efficient, it is widely used in underwater operations [13] [14] [15] . In this paper, a master-slave servo underwater manipulator with six degrees of freedom (DOFs) and a parallel gripper is used for this study. Its kinematic, dynamic and virtual models are developed in [16] [17] . Remotely operating the underwater manipulator in the deep sea environment is complex, which causes the operator usually to bear a larger operating pressure. Autonomously operating the underwater manipulator can release the operating pressure of the operator, but current sensors are limited in underwater environment applications, so this strategy prevents the underwater manipulator from accomplishing the required operations. We can only use the autonomous operation mode a pre-planned for processes when the end-effector trajectory or the manipulator pose can be preplanned. For example, a process to make the end-effector approach the target (the end-effector trajectory can be predetermined if the target position can be roughly positioned) or a process to reset the manipulator to its initial pose which is known before the operation. But for processes when the end-effector trajectory or the manipulator pose cannot be pre-determined, the remotely operating mode has to be used to determine the pose position and orientation of the end-effector for manipulator operations. In this paper, we try to combine both operation modes for controlling the underwater manipulator to ensure the operation ability of the manipulator and to reduce the operating pressure. A common underwater operational task usually is achieved by adjusting the carrier position, which uses the following nine instructions of the underwater manipulator: gripper forwards, gripper strafe left, gripper strafe right, gripper rise, gripper fall, gripper opening/closing, make the gripper approach the target, place the object on the basket, and reset the manipulator to its initial pose.
III. DESIGN OF P300 INTERFACE P300 is a late, endogenous component of event-related potentials (ERPs), which appears as a large positive deflection after the events being presented about 300ms [18] . Their amplitudes are just about 5-15uV. A typical P300-based system can be divided into three parts: signal acquiring, pattern recognition, and device control.
The P300 model can meet the requirement of providing multiple instructions when controlling the underwater manipulator, because abundant instructions for manipulator operations can be embodied in its interface. For remote operations a status of the underwater manipulator needed to be feedback through vision sensors, so designing the P300-based BRI system for operating the underwater manipulator has to consider how to rely on live videos. In order to improve the operation effectiveness of the proposed P300-based BRI system to control the underwater manipulator, we refine the number of instructions and merge some of them together. The work in [19] shows that using the natural images of robot behavior as stimuli to elicit the P300 potentials delivers better performance than using the characters or symbols. Fig. 1 shows the designed P300 interface, which is a 3*3 image matrix in which each image corresponds to an underwater manipulator behavior for our current use. For example, the instruction of gripper opening/closing is displayed by one image. More images/behaviors could be added to the interface if needed. The BRI system detects the current status of the gripper and change the gripper to its sequence status if the gripper opening/closing is the current target instruction.
IV. DEVELOPMENT OF THE EXPERIMENTAL PLATFORM
In order to demonstrate the feasibility and effectiveness of the proposed P300-based BRI system, we develop a virtual platform in Webots environment [17] , as shown in Fig. 2 , because controlling the real underwater manipulator is risky and time-consuming.
The P300-based BRI system uses the P300 brainwaves, evoked by visual stimuli, as the signal source for control of the underwater manipulator. We identify an operator's intention of controlling the underwater manipulator in the following process: signal acquiring, noises and artifacts eliminating, feature extraction, and target classification. Fig. 3 shows the developed P300-based BRI system for controlling the virtual underwater purpose software for designing, testing, and using BCI systems. The developed OpenViBE-based experimental environment integrates programming, BCI design and signal acquisition software. This environment processes the acquired P300 signals and sends results to the computer 2. The Webots robot simulator is a computer program receiving instructions from a serial port and controlling the virtual underwater manipulator. The P300 interface is implemented by using Visual Studio. It displays the target once it receives a control instruction from the serial port. For security, a manual button is added to the system to stop any underwater manipulator operation immediately.
V. EXPERIMENT VALIDATION
The work in [19] show how to make preparations before experiments. The experiments were designed based on the classical "oddball" paradigm [18] . The designed P300 interface with a 3*3 image matrix was displayed on Computer 2. When an experiment started, targets were flashing in row and column of the matrix in a random sequence called as "repetition". Each flash of a row or a column is an event in the "oddball" sequence. The flashes of the row and the column containing the selected target are the rare events. P300 signals are elicited by target relevant events in a sequence. When a row or a column was flashing, the others were shielded by an "off" image which is a black square with a white solid circle located in the middle of the image, as shown in Fig. 4 .
The presentation time of flashing an image lasted 200ms and the inter-stimulus interval was 300ms, so a display cycle was 1.8s. A number of repetitions constitute a trial in which a subject was asked to attend the target image, which means that each target image flashed several times before the P300 paradigm outputted an instruction to control the underwater manipulator. Recognizing which row and column eliciting P300 signals allows the BRI system to identify which target was selected by the subject. Three male and five female subjects with normal vision were volunteers to undergo the experiments. The experiments were divided into two sections: off-line testing and on-line controlling.
A. Off-line Testing
The collected P300 signals were divided into the training and testing data for the Fisher's Linear Discriminant Analysis (LDA) classifier [20] . In order to evaluate the P300-based BRI system objectively, the acquired signals were randomly chosen to train the LDA classifier, and then the remaining data were used for testing the LDA classifier. The evaluation of the P300-based BRI system needed to repeat the procedure for training and testing the LDA classifier several times. The success rates were the averaged values of all iterations of training and testing outcomes. In the experiments, each subject did 18 trials. Data of 15 trials of the P300 signals collected from each subject were randomly chosen to train the LDA classifier, and then the 3 remaining trials were used to evaluate the P300-based BRI system. The evaluation process repeated for 6 times. The brain signals collected at 30 channels (including Pz, Cz, etc.) were separately used to construct feature vectors and the number of the repetition was set to 6. The average accuracy and highest accuracy of testing in 6 times for each subject are listed in TABLE I. The classifier with the highest testing accuracy in 6 times for each subject are used for on-line controlling.
B. On-line Controlling
In the on-line controlling section, we controlled the underwater manipulator to grasp a marine organism sample. The same eight subjects were invited to do this task. Fig. 5(a) -5(c) show the screenshots of doing this task controlled by one of the subject.
Each subject was required to complete this task for three times. They were guided by someone who has experience in doing underwater operational tasks. Their experimental results are listed in TABLE II. AAR represents the average accuracy rate of P300 evoked potentials. AOT represents the average operation time of completing the task. ANI represents the average number of the used instructions of completing the task. From the experimental results, we can see that the average accuracy rate of P300 evoked potentials for each subject is more than 80%, and the average accuracy rate for all the subjects is 90.1%, so the evoked P300 signal ensured the task to be completed successfully. The average operation time and average number of the used instructions is 93.5 and 8.9, respectively. They are acceptable ranges for conducting underwater operational tasks. So the experimental results demonstrate that the P300-based BRI system is feasible and effective for operating the underwater manipulator to do the task.
VI. CONCLUSIONS
In this paper, we controlled the underwater manipulator via the P300 brainwaves to do the typical underwater operational task. Compared to other EEG-based BRI systems, such as SSVEP or mu/beta systems, the P300-based BRI system can provide plenty of operation instructions. The experimental results demonstrate that the P300 potentials is well elicited after flashing a target. The study presented in this paper was the first to apply brain signals to control the underwater manipulator which is a promising way to operate the underwater manipulator. The current experiments were conducted in the laboratory environment. Our future research will focus on experiments in environments with noise and disturbances.
