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RENORMALISATION AND LOCALITY: BRANCHED ZETA VALUES
PIERRE CLAVIER, LI GUO, SYLVIE PAYCHA, AND BIN ZHANG
Abstract. Multivariate renormalisation techniques are implemented in order to build,
study and then renormalise at the poles, branched zeta functions associated with trees.
For this purpose, we first prove algebraic results and develop analytic tools, which we
then combine to study branched zeta functions. The algebraic aspects concern universal
properties for locality algebraic structures, some of which had been discussed in previous
work; we ”branch/ lift” to trees operators acting on the decoration set of trees, and
factorise branched maps through words by means of universal properties for words which
we prove in the locality setup. The analytic tools are multivariate meromorphic germs
of pseudodifferential symbols with linear poles which generalise the meromorphic germs
of functions with linear poles studied in previous work. Multivariate meromorphic germs
of pseudodifferential symbols form a locality algebra on which we build various locality
maps in the framework of locality structures. We first show that the finite part at infinity
defines a locality character from the latter symbol valued meromorphic germs to the
scalar valued ones. We further equip the locality algebra of germs of pseudodifferential
symbols with locality Rota-Baxter operators given by regularised sums and integrals.
By means of the universal properties in the framework of locality structures we can lift
Rota-Baxter operators to trees, and use the lifted discrete sums in order to build and
study renormalised branched zeta values associated with trees. By construction these
renormalised branched zeta values factorise on mutually independent (for the locality
relation) trees.
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Introduction
Trees offer a useful tool to understand the hierarchical structure underlying renormal-
isation in quantum field theory. They provide a toy model to analyse subdivergences
arising in Feynman diagrams [K] for integrals associated with trees reflect the structure
of nested divergences. Our objects of study in this paper are their discrete counterpart,
nested sums associated with trees, which alongside their nested structure yield interesting
generalisations of multizeta functions, which we call branched zeta functions. The latter
generalise the arborified zeta values studied in [M] using J. Ecalle’s “arborification” pro-
cedure, viewed as a surjective Hopf algebra morphism from the Hopf algebra of decorated
rooted forests onto a Hopf algebra of shuffles or quasi-shuffle, which amounts to what we
call the “flatening procedure”.
Multiple zeta functions ζ(s1, · · · , sk) =
∑
n1>···>nk>0
s−n11 · · · s−nkk can be interpreted as
sums associated either with (Chen) cones or with rooted (ladder) trees, involving the
pseudodifferential symbols σsi, i = 1, · · · . In [GPZ1] and [GPZ2] we generalised multiple
zeta functions to sums on general convex cones leading to conical zeta functions. Here we
study their generalisation to non planar rooted trees leading to branched zeta-functions.
In contrast to cones, which offer a relative flexibility we dealt with in [CGPZ1] using
subdivisions, rooted trees present a certain rigidity and enjoy a universal property which
we implement at different stages of the construction.
Our starting point is the Riemann zeta function ζ(s) defined as the meromorphic ex-
tension s 7−→
∞
−∑
n=1
n−s of the holomorphic map s 7−→
∞∑
n=1
n−s on the half-plane ℜ(s) > 1,
where
∞
−∑
n=1
n−s := fp
N→∞
N∑
n=1
n−s is the cut-off regularised sum as defined in [P1], see also
[MP]. Following the same line of thought as [MP], starting from the (polyhomogeneous)
pseudodifferential symbol σs(x) = x
−s χ(x) on R≥0, where χ is a smooth excision function
at zero, we consider holomorphic families z 7−→ σs+z(x) of (polyhomogeneous) symbols
on R≥0. The Riemann zeta function ζ(s) at a pole s, corresponds to the evaluation at
z = 0 of a regularised cut-off sum
(1) ζ(s) := evz=0
(
fp
N→∞
N∑
n=1
σs+z(n)
)
, resp. ζ⋆(s) = evz=0
(
fp
N→∞
N−1∑
n=1
σs+z(n)
)
.
We reinterpret this expression by means of summation Rota-Baxter operators Sλ with
λ ∈ {−1, 0, 1} (resp. I), that to a symbol σ on R≥0 assign another symbol Sλ(σ) (resp.
I(σ)). For λ = ±1, the operator Sλ coincides on any positive integer n with the discrete
summation map n 7−→ S(σ)(n) :=
n−1∑
k=1
σ(k) or n 7−→ S(σ)(n) :=
n∑
k=1
σ(k) according to
whether λ = −1 or λ = 1. For λ = 0, S0 = I(σ) is the integral map x 7−→ I(σ)(x) :=∫ x
0
σ(y) dy defined for x ≥ 0. For fixed z ∈ C, we take the finite part at infinity of the
map N 7−→ Sλ (σs+z) (N) to build the regularised cut-off sum (compare with (1))
(2) ζ(s) = evz=0
(
fp
N→∞
S−1 (σs+z) (N)
)
, resp. ζ⋆(s) = evz=0
(
fp
N→∞
S1 (σs+z) (N)
)
.
This serves as a starting point to build higher zeta functions associated with trees by
means of an algebra Ω (Definition 4.13) of (multivariate meromorphic germs of) symbols
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on R≥0 used to decorate the trees and thereby regularise the multiple integrals and multi-
ple sums involved in the construction. We adopt a multivariate renormalisation approach
already used in the toy model of [CGPZ2] and work in the locality setup discussed in
[CGPZ1]. In view of multivariate regularisation, we consider the algebra FΩ of rooted
trees decorated with mutivariate meromorphic germs of pseudodifferential symbols in Ω
and view it as an Ω-operated algebra. The algebra FΩ of rooted trees is equipped with
a locality algebra structure involving a partial product on independent germs, and an in-
dependence relation ⊤FΩ inherited from the independence relation ⊤Ω on the decorating
locality set Ω.
In the algebraic Part 1 of the present paper, we use a locality version of universal
properties proved in [CGPZ2], of the algebra FΩ of rooted trees [F] decorated by a locality
set Ω. From [CGPZ2] we borrow Corollary 1.24 which yields a lift of any locality map
φ : Ω→ Ω on the decoration locality algebra Ω to a locality morphism φ̂ : FΩ → Ω of Ω-
operated locality algebras. The first part is mainly dedicated to relating the constructions
on trees of [CGPZ2] to new constructions on locality algebras of words. It is written in
the locality set category; all the results nevertheless hold in the ordinary set category,
which can be recovered in viewing a set X as a locality set (X,⊤) with the trivial locality
structure ⊤ = X ×X . In particular, we
• establish a universal property for a locality Rota-Baxter operator on (proper)
words (Theorem 2.7).
• establish a correspondence (Theorem 2.9) between the λ-Rota-Baxter property of
maps Sλ on the decoration algebra and the multiplicative property of theirs lifts
to (decorated) words for a λ-shuffle product;
• introduce a “flatening” map in Definition 2.10, which “flatens” decorated trees to
words corresponding to an “arborification” a` la E´calle discussed in [M];
• use the “flatening” map to relate (Theorem 2.13) the lift to trees of Rota-Baxter
operators with their lift to words.
Part 2 is dedicated to the study of the decoration algebra Ω (Definition 4.13) of multi-
variate meromorphic germs of (polyhomogeneous) pseudodifferential symbols with linear
poles, which contains the algebra M of multivariate meromorphic germs of functions with
linear poles introduced in [GPZ3]. We equip Ω with an independence relation inherited
from an ambient inner product, similar to the one defined on M in [CGPZ1] and show
(Proposition 4.15) that it is a locality algebra for the pointwise product on symbols. We
further prove (Proposition 4.17) that the renormalised evaluation at infinity fp
+∞
: Ω −→M
is a locality morphism for this independence relation. Finally, we build (Theorem 4.20) for
λ ∈ {±1, 0} locality λ-Rota-Baxter operators on Ω which generalise to the multivariate
setup (keeping the same notations), the summation maps Sλ, λ ∈ {−1, 1} as well as the
integration map I on univariate meromorphic germs of symbols mentioned above.
In Part 3, we combine the results of Parts 1 and 2 to build and study branched zeta-
functions as multivariate meromorphic functions with linear poles and their renormalised
counterparts. To carry out this programme, we implement Corollary 1.24 to build the
corresponding branched maps which yield locality morphisms Ŝλ : FΩ → Ω. Implement-
ing the finite part fp
+∞
on Ω then gives rise to locality morphisms fp
+∞
◦Ŝλ : FΩ →M on the
algebra of trees properly decorated by Ω to multivariate meromorphic germs of functions.
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This gives rise to discrete summation locality morphisms ζ reg,±1 : FΩ → M called reg-
ularised branched functions (Proposition 5.5). The locality morphism property ensures
the multiplicativity of the regularised branched zeta functions on mutually independent
(for the locality relation) pairs of decorated trees (Theorem 5.8). In order to study the
pole structure of the regularised branched functions and investigate the rationality of
the renormalised branched zeta values, we use the “flatening” to express branched zeta-
functions as rational linear combinations of multiple zeta functions. As a consequence
of the linear pole structure of multiple zeta functions, the poles of any branched zeta
function are also linear. Assuming rationality of the inner product underlying the mul-
tivariate renormalisation procedure, we show that the renormalised values at their poles
are rational (Theorem 5.11).
To conclude, we were able to study the poles of branched zeta functions thanks to
universal properties of localised Rota-Baxter algebras and then renormalise the resulting
multivariate meromorphic germs by means of a multivariate minimal subtraction scheme
we had already implemented in [CGPZ1] for exponential sums on convex cones leading to
conical zeta functions. To implement the multivariate subtraction scheme, we introduced
a locality algebra of multivariate meromorphic germs of polyhomogeneous symbols. The
relative rigidity of tree structures when compared to the relative flexibility of cone struc-
tures, enabled us to “lift” the ordinary discrete summation operator σ 7−→∑nk=1 σ(k) on
polyhomogeneous symbols to a branched discrete summation operator on this algebra or
meromorphic symbols. This branched summation operator is shown to be a locality mor-
phism, which ensures multiplicativity of the resulting renormalised branched zeta values
on disjoint trees.
So it is the very special tree structure reflected in the pole structure of the discrete
branched sums of multivariate meromorphic symbols cut-off at infinite (via the finite part
map) that enabled us a good control of the poles and hence to renormalise appropriately.
The next stage we hope to carry out in forthcoming work is to provide a precise description
of the tree structure of the poles and to identify a larger class of “branched multivari-
ate meromorphic germs” that hosts such cut-off discrete branched sums of multivariate
meromorphic symbols to which we can extend similar multivariate minimal subtraction
schemes.
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Part 1. Algebraic aspects
An algebraic formulation of the locality principle was provided in [CGPZ1] in the con-
text of the algebraic approach to perturbative quantum field theory initiated by Connes
and Kreimer [CK]. It was shown in [CGPZ2] that the space spanned by decorated rooted
forests equipped with an appropriate independence relation inherited from the one on
the decorating set, is the initial object in the category of locality operated algebras. We
establish for words similar universal properties, which we then use to lift to words λ-
Rota-Baxter maps on the decoration algebra. We further show that a “flatening” map
– corresponding to an “arborification” procedure a` la E´calle described in [M]– which
“flatens” decorated trees to words, defines a locality map, which we use to relate their
branched lifts to trees with their lift to words.
1. Locality operated sets and algebras
We recall the concepts of locality structures from [CGPZ1] and locality operated struc-
tures from [CGPZ2], locality operated semigroups and monoids, and locality operated
algebras, successively.
1.1. Locality sets, magmas and algebras. We first recall the concept of a locality set
introduced in [CGPZ1]. A locality set is a couple (X,⊤) where X is a set and ⊤ ⊆ X×X
is a symmetric binary relation on X . For x1, x2 ∈ X , denote x1⊤x2 if (x1, x2) ∈ ⊤. We
also use the alternative notations X ×⊤ X and X⊤2 for ⊤. In general, for any subset
U ⊂ X , let
U⊤ := {x ∈ X | (x, U) ⊆ ⊤}
denote the polar subset of U . For integers k ≥ 2, we set
X⊤k := X ×⊤ · · ·⊤X := {(x1, · · · , xk) ∈ Xk | xi⊤xj for all 1 ≤ i 6= j ≤ k}.
We call two subsets A and B of a locality subset (X,⊤) independent, if A×B ⊂ ⊤.
This induces an independence relation on the power set P(X), which we denote by the
same symbol ⊤. Then (P(X),⊤) is a locality set with P(X)⊤ = P(X⊤).
Recall that two maps Φ,Ψ : (X,⊤X)→ (Y,⊤Y ) are independent and we write Φ⊤Ψ
if (Φ × Ψ)(⊤X) ⊆ ⊤Y , that is, x1⊤Xx2 implies Φ(x1)⊤YΨ (x2) for x1, x2 ∈ X . A map
Φ : (X,⊤X) −→ (Y,⊤Y ) is called a locality map if Φ⊤Φ. Given two locality sets
(X,⊤X) and (Y,⊤Y ), let Mor⊤(X, Y ) denote the set of locality maps from X to Y .
We also recall the concepts of locality monoids and locality algebras. The following
definition is a special instance of a “partial magma”, which is to a magma what a partial
algebra is to an algebra [Gr], namely a set equipped with a partial product defined only
for certain pairs with arguments in the set. See e.g. [EnM].
Remark 1.1. The condition for a locality magma is more restrictive than that of a partial
magma in that the former requires that the pairs for which the partial product is defined
stem from a symmetric relation.
Definition 1.2. (i) A partial magma is a locality set (G,⊤) together with a prod-
uct law defined on ⊤:
mG : G×⊤ G −→ G
For notational convenience, we usually abbreviate mG(x, y) by x · y or simply xy.
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(ii) A sub-partial magma of a partial magma (G,⊤, mG) is a partial magma (G′,⊤′, mG′)
with G′ ⊆ G, ⊤′ = (G′ × G′) ∩ ⊤ and mG′ = mG|⊤′, that is, for x, y ∈ G′ and
(x, y) ∈ ⊤, mG(x, y) is in G′.
(iii) A partial magma is commutative if mG(x, y) = mG(y, x) for (x, y) ∈ ⊤, noting
that since ⊤ is symmetric, if one side of the equation is defined, then so is the
other.
(iv) A partial semigroup is a partial magma in which the associativity
(3) (x · y) · z = x · (y · z)
holds whenever the expressions on both sides make sense, more precisely if the
pairs (x, y), (x · y, z), (y, z) and (x, y · z) are all in ⊤.
Example 1.3. For a given subset A ⊂ G in an arbitrary magma (G, ⋆), the relation
α⊤Aβ ⇐⇒ α ⋆ β 6∈ A
defines a partial magma.
We recall the notion of locality semi-group introduced in [CGPZ1].
Definition 1.4. (i) A locality magma is a partial magma (G,⊤, mG) whose prod-
uct law is compatible with the locality relation on G in the following sense:
(4) for all U ⊆ G, mG((U⊤ × U⊤) ∩ ⊤) ⊂ U⊤.
(ii) A locality semigroup is a locality magma whose product law is associative in
the following sense:
(5) (x · y) · z = x · (y · z) for all (x, y, z) ∈ G×⊤ G×⊤ G.
Note that, because of the condition (4), both sides of Eq. (5) are well-defined for
any triple in the given subset.
(iii) A locality semigroup is commutative if mG(x, y) = mG(y, x) for (x, y) ∈ ⊤.
(iv) A locality monoid is a locality semigroup (G,⊤, mG) together with a unit ele-
ment 1G ∈ G given by the defining property
{1G}⊤ = G and mG(x, 1G) = mG(1G, x) = x for all x ∈ G.
We denote the locality monoid by (G,⊤, mG, 1G).
Counterexample 1.5. The set Q equipped with the relation
x⊤y ⇐⇒ x+ y 6∈ Z
is a partial semigroup for the addition + : Q × Q → Q, but it is neither a locality semi-
group nor a locality magma. Indeed, the locality condition for semi-groups does not hold:
indeed, for U = {1/3} we have (1/3, 1/3) ∈ ((U⊤ × U⊤) ∩⊤) but 1/3 + 1/3 = 2/3 6∈ U⊤.
Here is a related example which will be useful for later purposes.
Counterexample 1.6. Let us consider a subset A of C such that A + Z ⊂ A. We
equip the power set P(C) of C with the following relation: for U, V ∈ P(C), U⊤AV ⇐⇒
U+V ⊂ C\A. In particular U⊤AV =⇒ U+V −Z≥0 ⊂ C\A. The locality set (P(C),⊤A)
equipped with the map
⊤A ⊂ P(C)× P(C) −→ P(C)
(U, V ) 7−→ U + V − Z≥0
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is a partial semigroup, but not a locality semi-group.
Definition 1.7. (i) An locality vector space is a vector space V equipped with a
locality relation ⊤ which is compatible with the linear structure on V in the sense
that, for any subset X of V , X⊤ is a linear subspace of V .
(ii) Let V and W be vector spaces and let ⊤ := V ×⊤ W ⊆ V × W . A map f :
V ×⊤ W → U to a vector space U is called a locality bilinear map if
f(v1 + v2, w1) = f(v1, w1) + f(v2, w1), f(v1, w1 + w2) = f(v1, w1) + f(v1, w2),
f(kv1, w1) = kf(v1, w1), f(v1, kw1) = kf(v1, w1)
for all v1, v2 ∈ V , w1, w2 ∈ W and k ∈ K such that all the pairs arising in the
above expressions are in V ×⊤ W .
(iii) A (not necessarily unitary nor associative) locality algebra over K is a locality
vector space (A,⊤) over K together with a locality bilinear map
mA : A×⊤ A→ A
such that (A,⊤, mA) is a locality magma.
(iv) A (not necessarily unitary) associative algebra over K is a locality vector space
(A,⊤) over K together with a locality bilinear map
mA : A×⊤ A→ A
such that (A,⊤, mA) is a locality semi-group.
(v) A locality (unitary and associative) algebra is a locality algebra (A,⊤, mA)
together with a unit 1A : K → A in the sense that (A,⊤, mA, 1A) is a locality
monoid. We shall omit explicitly mentioning the unit 1A and the product mA
unless this generates an ambiguity.
Combining the locality vector space and locality magma structure, we build locality
algebras and related structures.
Proposition 1.8. Let (A,⊤, mA) (resp. (A,⊤, mA), (A,⊤, mA, 1A)) be a locality magma
(resp. semigroup, algebra). The independence relation ⊤, resp. the product mA on A
extends by linearity to an independence relation ⊤˜ on KA, resp. a bilinear form m˜A :
⊤˜ 7→ KA. Then (KA, ⊤˜, m˜A) (resp. (KA, ⊤˜, m˜A), (KA, ⊤˜, m˜A, 1A)) is a nonunitary
nonassociative locality algebra (resp. a nonunitary locality algebra, a locality algebra).
Remark 1.9. We shall often drop the symbol˜over ⊤ denoting the bilinearly extended
locality relation by the same symbol ⊤.
We next construct free objects in related categories. Let W(Ω) denote the set of words,
called Ω-words, including the empty word 1, from the alphabet set Ω. So
(6) W(Ω) := {ω1 · · ·ωk |ωi ∈ Ω, 1 ≤ i ≤ k, k ≥ 1} ∪ {1}.
Also let W(Ω)∗ denote the set of non-empty Ω-words. So W(Ω) = W(Ω)∗ ∪ {1}.
The following results are well-known.
Proposition 1.10. Let Ω be a set. The set W(Ω)∗ (resp. W(Ω)) is the free semigroup
(resp. monoid) on Ω.
We next extend the construction to the locality context.
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Definition 1.11. Let (Ω,⊤Ω) be a locality set. An Ω-word w is called an (Ω,⊤Ω)-proper
word if any pair of letters in w are independent for ⊤Ω. Let WΩ,⊤Ω denote the set of
(Ω,⊤Ω)-proper words. We denote the linear span of WΩ,⊤Ω by KWΩ,⊤Ω. Similar notions
can be defined for the set W(Ω)∗ of non-empty Ω-words.
The set WΩ is equipped with the independence relation ⊤WΩ defined for any pair of
words w = ω1 · · ·ωn, w′ = ω′1 · · ·ω′n′ ∈WΩ by
w⊤WΩw′ ⇐⇒ {ω1, · · · , ωn}⊤Ω{ω′1, · · · , ω′n′}.
This independence relation restricts to an independence relation ⊤WΩ,⊤Ω on WΩ,⊤Ω, and
extends to an independence relation ⊤KWΩ on the linear spanKWΩ ofWΩ, the restriction
of ⊤KWΩ to KWΩ,⊤Ω will be denoted by ⊤KWΩ,⊤Ω . Again similar notions can be defined
for the set W(Ω)∗ of non-empty Ω-words.
Then Proposition 1.10 has the following locality variate which can be proved by the
same argument.
Proposition 1.12. Let (Ω,⊤) be a locality set and let WΩ,⊤Ω be the locality set of (Ω,⊤Ω)-
proper words. With the concatenation product on WΩ ×WΩ restricted to WΩ ×⊤ WΩ,
WΩ,⊤Ω is a locality monoid. Further it is the free locality monoid on (Ω,⊤), characterised
by the universal property: for any locality monoid (U,⊤U) and locality map f : (Ω,⊤)→
(U,⊤U), there is unique morphism f¯ : (WΩ,⊤Ω,⊤WΩ) → (U,⊤U) such that f¯ i = f where
i : (Ω,⊤)→ (WΩ,⊤Ω,⊤WΩ) is the natural inclusion.
Similarly, with the restriction of the concatenation product, W∗Ω,⊤Ω is the free locality
semigroup on (Ω,⊤). Furthermore, the linear spans KWΩ and KW∗Ω are the free locality
unitary and nonunitary K-algebras on (Ω,⊤).
Corollary 1.13. Let (Ωi,⊤i), i = 1, 2 be two locality sets. A locality map φ : Ω1 −→ Ω2
uniquely lifts to a locality monoid morphism
φ♯
W
: WΩ1 −→WΩ2
and we have
φ♯
W
(ω1w1)= φ(ω1)φ
♯
W
(w1) for all ω1 ∈ Ω1, w1 ∈WΩ1.
Proof. The corollary is a consequence of Proposition 1.16 applied to Ω = Ω1, U = WΩ2
and f = φiΩ2 : Ω1 →WΩ2 where iΩ2 : Ω2 →WΩ2 is the natural inclusion. It follows from
the universal property of the WΩ1 that for ω1 · · ·ωk ∈WΩ1 with ω1, · · · , ωk ∈ Ω1, we have
φ♯
W
(ω1 · · ·ωk) = φ(ω1) · · ·φ(ωk).
This gives the equation in the corollary. 
1.2. Locality operated structures.
Definition 1.14. Let (Ω,⊤) be a locality set. An (Ω,⊤)-operated locality set or
simply a locality operated set is a locality set (X,⊤X) together with a partial action
on a subset ⊤Ω,X := Ω×⊤ X ⊆ Ω×X
β : Ω×⊤ X −→ X, (ω, x) 7→ βω(x)
satisfying the following conditions
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(i) β × IdX yields a map
Ω×⊤ X ×⊤ X β×IdX−→ X ×⊤ X,
where
Ω×⊤ X ×⊤ X := {(ω, u, u′) ∈ Ω×X ×X | (u, u′) ∈ ⊤X , (ω, u), (ω, u′) ∈ Ω×⊤ X}.
In other words,
(7) (ω, u, u′) ∈ Ω×⊤ X ×⊤ X =⇒ βω(u)⊤Xu′.
(ii) IdΩ × β yields a map
Ω×⊤ Ω×⊤ X IdΩ×β−→ Ω×⊤ X.
that is, if (ω, ω′) ∈ ⊤Ω, (ω, u), (ω′, u) ∈ Ω×⊤ X , then (ω′, βω(u)) ∈ Ω×⊤ X .
The sets W(Ω)∗ and W(Ω) also have the following universal properties.
Proposition 1.15. Let X be a set. The Cartesian product W(Ω) ×X is an Ω-operated
set with the operations given by
βW(Ω)×X : Ω×W(Ω)×X →W(Ω)×X, (ω,w, x) 7−→ (ω w, x).
Further, together with the map
(8) i : X →W(Ω)×X, x 7→ (1, x),
W(Ω)×X is the free Ω-operated set on X. More precisely, for any Ω-operated set (U, βU)
and set map f : X → U , there is unique homomorphism f¯ : W(Ω)×X → U of Ω-operated
sets such that f¯ ◦ i = f .
Extending Proposition 1.15 to the locality context needs restriction on the setX because
of the compatibility of the locality conditions on the set and on the operator set. But this
restriction is broad enough for later applications.
Proposition 1.16. Let (Ω,⊤) be a locality set. Denote
Ω×⊤ W∗Ω,⊤ := {(ω,w) ∈ Ω×W | (ω, ω1, · · · , ωk) ∈ Ω⊤(k+1) where w = ω1 · · ·ωk}.
The set W∗Ω,⊤ is an (Ω,⊤)-operated set with the operations given by
βWΩ,⊤ : Ω×⊤ W∗Ω,⊤ −→W∗Ω, (ω,w) 7−→ ω w.
Further, together with the natural inclusion
(9) i : Ω→W∗Ω,⊤, ω 7→ ω,
W∗Ω,⊤ is the free (Ω,⊤)-operated set on Ω. More precisely, for any (Ω,⊤)-operated set
(U, βU) and any locality map f : Ω → U , there is unique homomorphism f¯ : W∗Ω,⊤ → U
of Ω-operated sets such that f¯ ◦ i = f .
Proof. Taking X = Ω in Proposition 1.15, we first note the natural identification
W(Ω)× Ω ∼= W(Ω)∗, (w, ω) 7→ wω, (1, ω) 7→ ω for all w ∈W(Ω), ω ∈ Ω,
which allows the identification of βW(Ω)×Ω in Proposition 1.15 with
βW(Ω)∗ : Ω×W(Ω)∗ ∼= Ω×W(Ω)× Ω −→W(Ω)× Ω ∼= W(Ω)∗,
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of which the (Ω,⊤)-action βWΩ,⊤ in Proposition 1.16 is simply the restriction to Ω ×⊤
W∗Ω,⊤. Further, the map i in Eq. (8) is identified with the map i in Eq. (9). With these
identifications in mind, let an (Ω,⊤)-operated set (U, βU) and a locality map f : (Ω,⊤)→
(U,⊤) be given. Then by Proposition 1.15, there is unique morphism f¯ : W(Ω)∗ → U such
that f¯ i = f . Then restricting f¯ to WΩ,⊤ gives the existence of the desired morphism f¯ .
Its uniqueness follows from the same inductive proof on the length of the proper Ω-words
for Proposition 1.15. 
Definition 1.17. Given a locality set (Ω,⊤), we call a
(i) locality (Ω,⊤)- operated semigroup a quadruple (U,⊤U , β,mU) where (U,⊤U , mU)
is a locality semigroup and (U,⊤U , β) is a (Ω,⊤)-operated locality set such that
(ω, u, u′) ∈ Ω×⊤ U ×⊤ U =⇒ (ω, uu′) ∈ Ω×⊤ U ;
(ii) locality (Ω,⊤)-operated monoid a quintuple (U,⊤U , β,mU , 1U) where (U,⊤U , mU , 1U)
is an locality monoid and (U,⊤U , β,mU) is a (Ω,⊤)-operated locality semigroup,
and Ω× 1U ⊂ Ω×⊤ U .
(iii) (Ω,⊤)- operated locality nonunitary algebra (resp. (Ω,⊤)- operated local-
ity unitary algebra) a quadruple (U,⊤U , β,mU) (resp. quintuple (U,⊤U , β,mU , 1U))
which is at the same time a locality algebra (resp. unitary algebra) and a local-
ity (Ω,⊤)-operated semigroup (resp. monoid), satisfying the additional condition
that for any ω ∈ Ω, the set ω⊤Ω,U := {u ∈ U |ω⊤Ω,Uu} is a subspace of U on which
the action of ω is linear (resp. and Ω × 1U ⊂ Ω ×⊤ U). Explicitly, the linearity
condition reads
for any u1, u2 ∈ ω⊤Ω,U , k1, k2 ∈ K, we have k1u1 + k2u2 ∈ ω⊤Ω,U and
βω(k1u1 + k2u2) = k1β
ω(u1) + k2β
ω(u2).
Definition 1.18. A morphism of locality operated locality structures (sets,
semigroups, monoids, nonunitary algebras, algebras) (Ωi,⊤i)-operated structures
(Ui,⊤Ui, βi), i = 1, 2,, is a couple (φ, f) with φ : Ω1 → Ω2 and f : U1 → U2 such that
• φ is a locality map and f is a morphism of locality structures;
• f ◦ βω1 = βφ(ω)2 ◦ f .
For a given locality operated set (Ω,⊤), the collection of (Ω,⊤)-operated locality semi-
groups, with the morphisms in Definition 1.18 taking (Ωi,⊤i) = (Ω,⊤), form a category.
The following lemma will be useful in the sequel.
Lemma 1.19. Let (Ω,⊤Ω, mΩ, 1Ω) be a locality monoid. A locality map φ : Ω −→ Ω
independent of IdΩ induces an (Ω,⊤Ω)-operated structure on (Ω,⊤Ω, βφ, mΩ, 1Ω), with
βφ : ⊤Ω −→ Ω, (ω, ω′) 7−→ βωφ (ω′) := φ(mΩ(ω, ω′)).
Thus as a direct consequence of Proposition 1.16, we obtain
Corollary 1.20. Let (Ω,⊤Ω, •) be a locality semigroup. For any locality operator P :
(Ω,⊤Ω) −→ (Ω,⊤Ω), there is unique locality map
P̂W : W∗Ω,⊤Ω −→ Ω
such that P̂W(ω) := P (ω) for any ω in Ω, and P̂W(ωw) := P (ω • P̂W(w)) for any ωw ∈
W∗Ω,⊤Ω
. This gives rise to a map
ΦW : L⊤(Ω,Ω) −→ LΩ,Ω(W∗Ω,⊤Ω,Ω), P 7−→ P̂W,
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where LΩ,Ω(W
∗
Ω,⊤Ω
,Ω) is the set of morphisms from W∗Ω,⊤Ω to Ω of locality sets.
1.3. Properly decorated forests and their universal properties. The locality Ω-
operated monoid and locality algebra of properly decorated rooted forests are built in
[CGPZ2]. We recall its definition and its universal property in the category of locality
operated monoids and algebras.
Definition 1.21. Let (Ω,⊤) be a locality set. A Ω-properly decorated (planar)
rooted forest is a decorated (planar) rooted forest (F, dF ) , such that the vertices are
decorated by mutually independent elements.
Let FΩ,⊤Ω (resp. PΩ,⊤Ω) denote the set of Ω-properly decorated rooted forests (resp.
planar rooted forests), and KFΩ,⊤Ω (resp. KPΩ,⊤Ω) be its linear span. FΩ,⊤Ω (resp.
PΩ,⊤Ω) inherits the independence relation ⊤FΩ of FΩ (resp. ⊤PΩ of PΩ), which we denote
by ⊤FΩ,⊤Ω (resp. ⊤PΩ,⊤Ω ), andKFΩ,⊤Ω (resp. KPΩ,⊤Ω) inherits the independence relation⊤KFΩ of KFΩ (resp. ⊤KPΩ of KPΩ) which we also denote by ⊤KFΩ,⊤Ω (resp. ⊤KPΩ,⊤Ω ).
It is easy to see that taking disjoint union of forests in FΩ (resp. PΩ) defines a locality
monoid structure on FΩ,⊤Ω (resp. PΩ,⊤Ω), and hence a locality algebra structure inKFΩ,⊤Ω
(resp. KPΩ,⊤Ω). This leads to the following straightforward yet fundamental result which
we quote from [CGPZ2].
Proposition 1.22. [CGPZ2] Let (Ω,⊤Ω) be a locality set. Then
(i) (FΩ,⊤Ω,⊤FΩ,⊤Ω , B+, ·, 1) is a locality (Ω,⊤Ω)-operated commutative monoid;
(ii) (KFΩ,⊤Ω,⊤KFΩ,⊤Ω , B+, ·, 1) is a locality (Ω,⊤Ω)-operated commutative algebra;
(iii) (PΩ,⊤Ω,⊤PΩ,⊤Ω , B+, ·, 1) is a locality (Ω,⊤Ω)- operated monoid;
(iv) KPΩ,⊤Ω,⊤PΩ,⊤Ω , B+, ·, 1) is a locality (Ω,⊤Ω)-operated algebra.
Given two locality sets (Ωi,⊤Ωi) i = 1, 2, let
• L⊤(Ω1,Ω2) denote the set of locality maps φ : Ω1 −→ Ω2;
• LΩ1,Ω2(U1, U2) denote the set of morphisms between (Ωi,⊤Ωi)- operated locality
structures (Ui,⊤Ui, βi) of the same type.
All these sets are equipped with the independence relation of maps: φ, ψ : (A,⊤A) →
(B,⊤B)
φ⊤ψ ⇐⇒ (a1⊤Aa2 =⇒ φ(a1)⊤Bψ(a2)) .
Theorem 1.23. [CGPZ2] Let (Ω1,⊤Ω1) , (Ω2,⊤Ω2) be two locality sets and let φ : (Ω1,⊤Ω1) −→
(Ω2,⊤Ω2) be a locality map. For any commutative locality algebra (U,⊤U , βU , mU , 1U)
over (Ω2,⊤Ω2), φ uniquely lifts to a morphism of operated commutative locality algebras
φ♯ : FΩ1,⊤Ω1 −→ U , which gives rise to a map
♯ : (L⊤(Ω1,Ω2),⊤) −→
(
LΩ1,Ω2(KFΩ1,⊤Ω1 , U),⊤
)
φ 7−→ φ♯.
We call φ♯ the lifted φ- map, which by construction is characterised by the following
properties
φ♯(∅) = 1U ,(10)
φ♯((F1, d1) · · · (Fn, dn)) = φ♯(F1, d1) · · ·φ♯(Fn, dn),(11)
φ♯
(
Bω+(F, d)
)
= β
φ(ω)
U
(
φ♯(F, d)
)
,(12)
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for any mutually independent properly Ω1-decorated rooted (planar) forests (F1, d1), · · · , (Fn, dn)
and any ω ∈ Ω1 independent of (F, d).
Corollary 1.24. Let (Ω,⊤Ω) be a commutative locality monoid (resp. a unital commuta-
tive locality algebra, a locality monoid, a unital locality algebra). A map φ : (Ω,⊤Ω) −→
(Ω,⊤Ω) such that
φ⊤IdΩ,
induces a unique morphism of locality commutative monoids (resp. locality unital com-
mutative algebras, locality monoids, locality unital algebras)
φ̂ : FΩ,⊤Ω −→ (Ω,⊤Ω),
(resp.
φ̂ : KFΩ,⊤Ω −→ (Ω,⊤Ω),
φ̂ : PΩ,⊤Ω −→ (Ω,⊤Ω),
φ̂ : KPΩ,⊤Ω −→ (Ω,⊤Ω), )
φ̂ is called the branched φ-map. By construction it is characterised by the following
properties:
φˆ(∅) = 1Ω(13)
φˆ((F1, d1) · · · (Fn, dn)) = φˆ(F1, d1) · · · φˆ(Fn, dn)(14)
φ̂
(
Bω+(F, d)
)
= φ
(
ω
(
φ̂(F, d)
))
,(15)
for any mutually independent properly decorated forests where (F1, d1), · · · , (Fn, dn) ∈
FΩ1,⊤Ω1
, and any ω ∈ Ω1 which is independent of (F, d).
2. From rooted trees to words
2.1. Locality quasi-shuffle algebra.
Proposition-Definition 2.1. Let (Ω,⊤Ω, ·) be a locality semigroup. For λ ∈ K we
define the λ-locality quasi-shuffle product (for short locality quai-shuffle product
when λ is fixed) on KWΩ,⊤Ω
⋆λ : KWΩ,⊤Ω ×⊤ KWΩ,⊤Ω → KWΩ,⊤Ω
as the linear map whose action on the basis elements is inductively defined on words by
1 ⋆λ w = w ⋆λ 1 = w,
and for (ω, ω′, w, w′) ∈W⊤4Ω,⊤Ω with ω, ω′ ∈ Ω
(16) (ωw) ⋆λ (ω
′w′) = ω(w ⋆λ (ω
′w′)) + ω′((ωw) ⋆λ w
′) + λ(ω · ω′)(w ⋆λ w′)
and extended by bilinearity to KWΩ,⊤Ω, this product is well-defined and associative.
Thus (KWΩ,⊤Ω,⊤KWΩ,⊤Ω , ⋆λ, 1) is an locality algebra.
Proof. Simply put, ⋆λ is the restriction of the usual quasi-shuffle product on KWΩ to
independent pairs of words. We give some details to ensure that the restriction is well-
defined.
Claim 2.2. Let w and w′ be independent words. Then w⋆λw
′ in Eq. (16) is well defined.
For any subset U ⊆ KWΩ, if w and w′ are in U⊤, then w ⋆λ w′ is in U⊤.
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We prove the claim by induction on the sum n of the lengths of w and w′. If n = 0 we
have w = w′ = 1 and w ⋆λ w
′ = 1 is well defined and is independent of any subset U .
For n = 1, we have w = ω ∈ Ω and w′ = 1 or w′ = ω′ ∈ Ω and w = 1. In each case the
product is well defined and independent of any subset that is independent of w and w′.
Assume that we have shown that the claim has been verified for independent words
whose sum of lengths is equal or less than n ≥ 1. Let w, w′ be two independent words of
sum of lengths n+ 1. If w = 1 or w′ = 1, then the claim is true by definition. Otherwise
we can write w = ωu and w′ = ω′u′. By the induction hypothesis, the term u ⋆λ w
′
(resp. w ⋆λ u
′, resp. u ⋆λ u
′) is well-defined and is independent of any subset U which
are independent of u and w′ (resp. w and u′, resp. u and u′). Take V to be any subset
of KWΩ independent of w and w
′. Then V ∪ {ω} is independent of u and w′. By the
induction hypothesis, V ∪{ω} is independent of (u ⋆λw′). Then ω(u ⋆λw′) is well defined
and is independent of V . Likewise, the other two terms on the right hand side of Eq. (16)
are well-defined and are independent of V . This completes the induction. 
Remark 2.3. Taking λ = 1 in the above definition gives a locality version of the usual
stuffle product. Taking λ = 0 gives the shuffle product.
2.2. Free locality commutative Rota-Baxter algebras. We quote further concepts
and results from [CGPZ2]
Definition 2.4. A linear operator P : A→ A on a commutative locality algebra (A,⊤)
over a field K is a locality Rota-Baxter operator of weight λ ∈ K if it is a lo-
cality morphism, independent of IdA, and satisfies the following locality Rota-Baxter
relation:
(17) P (a)P (b) = P (P (a) b) + P (aP (b)) + λP (a b) ∀(a, b) ∈ ⊤.
We call the triple (A,⊤, P ) a locality Rota-Baxter algebra.
Let (A,⊤A, PA) and (B,⊤B, PB) be two locality Rota-Baxter algebras of weight λ. A
map f : A 7→ B is a Rota-Baxter morphism if it is a local algebra morphism such that
f ◦ PA = PB ◦ f .
We now take Ω to be a locality monoid with unit 1Ω. Note that 1Ω is not the empty
word 1 of the free monoid WΩ or the free locality monoid WΩ,⊤Ω = (WΩ,⊤WΩ). To avoid
confusion, we sometimes use ⊔ to denote the concatenation product in WΩ in contrast to
the product · in Ω. Thus for example, for w ∈ WΩ, we have 1 ⊔ w = w but 1Ω ⊔ w 6= w.
Also for ω ∈ Ω, we have 1Ω · ω = ω, but 1 · ω is not defined.
Let A := AΩ := KΩ be the semigroup algebra. Then 1A = 1Ω. Denote W
∗
Ω = WΩ\{1}.
Let us recall two definitions (adapted here to the locality setting) of [G, page 93].
Definition 2.5. Let (Ω,⊤Ω, 1Ω) be a locality commutative monoid and let A := KΩ. Let
(A,⊤, mA, 1A) be the resulting locality commutative algebra over K. called the locality
monoid algebra on (Ω,⊤). Denote
X(A) = KW∗Ω and X⊤(A) := KW
∗
Ω,⊤.
Define the linear map
(18) PA : X⊤(A)→ X⊤(A), PA(w) := 1Ωw = 1Ω ⊔ w,w ∈W∗Ω,⊤.
Let ⋄λ : W∗Ω,⊤ ×⊤WΩ W∗Ω,⊤ −→ X⊤(A) be the map defined by
(a ⊔ w) ⋄λ (b ⊔ w′) := (a · b) ⊔ (w ⋆λ w′)
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for any proper words a ⊔ w, b ⊔ w′ in WΩ,⊤. By the definition of ⊗⊤WΩ in [CGPZ1], ⋄λ
extends by linearity to a locality linear map
⋄λ : X⊤(A)⊗⊤WΩ X⊤(A) −→ X⊤(A).
Remark 2.6. Since 1A ∈ A⊤ we have 1A ∈ (W∗A)⊤WA , therefore PA(W∗A,⊤) ⊆ W∗A,⊤ as
claimed on the definition.
Theorem 2.7. Let (Ω,⊤, mΩ, 1Ω) be a locality commutative monoid and let (A =
KΩ,⊤, mA, 1A) be the resulting locality commutative monoid algebra over K. The
quadruple (X⊤(A),⊤WΩ , ⋄λ, PA), together with the natural embedding iA : A →֒ X⊤(A)
is a free locality commutative Rota-Baxter algebra of weight λ over A. More precisely,
for any locality commutative Rota-Baxter algebra (R,⊤R, mR, P ) of weight λ over K
and any locality algebra homomorphism f : A → R there is a unique homomorphism
f¯ : (X⊤(A),⊤WΩ, ⋄λ, PA) → (R,⊤R, mR, P ) of locality Rota-Baxter algebra of weight λ
such that f = f¯ ◦ iA.
Remark 2.8. This result is the locality version, and hence generalisation, of [G, Theorem
3.2.1.]. The proof in the locality setup is close to the one of [G], only making sure at every
step that the products are well-defined in view of the partial algebra structures.
Proof. In this proof, we shall write ⋄ instead of ⋄λ to improve readability.
Throughout this proof, we will repeatedly use that for any pair of nonempty proper
words w, w′ such that w⊤WΩw′, each letter in w is independent (in Ω) of each of the
letters in w′. In particular, the first letter of w is independent of the first letter of w′, and
thus a · b is well-defined. Furthermore, by the semigroup property, a · b is independent of
all the words appearing in w ⋆λ w
′, showing that (a · b) ⊔ (w ⋆λ w′) is a proper word. We
carry out the rest of the proof in several steps.
(I) Well-definedness of ⋄: First, we show that (X⊤(A),⊤WΩ, ⋄λ, PA) is a locality com-
mutative Rota-Baxter algebra of weight λ over K.
• Since 1A ∈ A⊤ we have 1A ∈ (W∗Ω,⊤)⊤WΩ,⊤ . Therefore PA⊤WΩIdW∗Ω,⊤.
• PA is a Rota-Baxter operator of weight λ by direct computation as in the proof
of [G, Theorem 3.2.1]: let wa, wb ∈W∗Ω, such that wa⊤WΩwb. We write wa = a⊔w′a
and wb = b ⊔ w′b for some a, b in Ω and w′a, w′b in WΩ,⊤. Then we have
wa ⋄ PA(wb) = [a ⊔ w′a] ⋄ [(1A) ⊔ wb] = a ⊔ (w′a ⋆λ wb)
PA(wa) ⋄ wb = [1A ⊔ wa] ⋄ [b ⊔ w′b] = b ⊔ (wa ⋆λ w′b),
Then we have
PA(wa) ⋄ PA(wb) = (1A ⊔ wa) ⋄λ (1A ⊔ wb) (by definition of PA)
= 1A ⊔ (wa ⋆λ wb) (by definition of ⋄λ)
= 1A ⊔
(
a ⊔ (w′a ⋆λ wb) + b ⊔ (wa ⋆λ w′b)
+λ(a · b) ⊔ (w′a ⋆λ w′b)
)
(by definition of ⋆λ)
= PA(wa ⋄ PA(wb)) + PA(PA(wa) ⋄ wb) + λPA(wa ⋄ wb).
(II) Construction of f¯ : To prove the universal property, let us start by explicitly
constructing the map f¯ . We let (B,⊤B, mB, P ) be a unital commutative locality Rota-
Baxter algebra of weight λ and f : A → B a locality algebra homomorphism. We
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inductively define f¯ : W∗Ω,⊤ → B from:
f¯(a) := f(a)
for any proper words a of length 1 (thus for any a in Ω). Then f¯ = f ◦ iA by definition.
Now, assume f¯ has been defined on words of length between 1 and n ≥ 1. The map
f¯ restricts to a locality map on nonempty proper words of length up to n so that for
any nonempty proper words w, w′ of length no larger than n, we have w⊤WΩw′ implying
f¯(w)⊤WΩ f¯(w′). For any word a ⊔ w of length n + 1 we define
f¯(a ⊔ w) := f¯(a)P (f¯(w)) = f(a)P (f¯(w)).
This product in B is well-defined combining the induction hypothesis with the fact that f
and P and the composition of local maps are all local maps. It follows from the induction
assumption combined with the semigroup property, that for any pair of nonempty proper
words w, w′ of length no larger than n+ 1, w⊤WΩw′ implies f¯(w)⊤WΩ f¯(w′) since both f
and P are local.
Thus we have defined a locality map f¯ : W∗Ω,⊤ → B and hence f¯ : X⊤(A) → B by
linearity extension.
(III) Compatibility of f¯ with Rota-Baxter operators: For any nonempty proper
word w a direct computation gives
f¯(PA(w)) = f¯(1A ⊔ w) = f(1A)P (f¯(w)) = 1B P (f¯(w)) = P (f¯(w)).
Thus f¯ ◦ PA = P ◦ f¯ .
(IV) Multiplicativity of f¯ : We now prove that f¯ is a locality algebra homomorphism,
namely that f¯(w ⋄w′) = f¯(w) ⋄ f¯(w′) by induction on n+m ≥ 2, the sum of the lengths
of the nonempty words w and w′.
• If n+m = 2, then n = m = 1 and we write w = a, w′ = b. Then
f¯(a ⋄ b) = f¯(a · b) = f(a · b) = f(a) f(b) = f¯(a) f¯(b),
where we have used that f is a locality algebra homomorphism.
• Assume now that for any pair of independent nonempty proper words w,w′ whose
sum of lengths is no larger than k, we have f¯(w ⋄ w′) = f¯(w)f¯(w′). Let wa and
wb be any two independent nonempty proper words whose sum of lengths is equal
to k + 1. Since PA also acts on empty words, we can write wa = (a) ⊔ w and
wb = (b) ⊔ w′. We use the fact that
wa ⋄ wb = (a · b) ⊔ [w ⋆λ w′] = (a · b) ⋄ [1A ⊔ [w ⋆λ w′]] = (a · b) ⋄ PA(w) ⋄ PA(w′)
where we have used the associativity of ⋄. Then
f¯(wa ⋄ wb) = f¯((a · b) ⋄ PA(w) ⋄ PA(w′))
= f¯((a · b) ⋄ PA(w ⋄ PA(w′) + PA(w) ⋄ w′ + λw ⋄ w′)).
We now use the fact PA is a locality Rota-Baxter operator of weight λ. Noticing
that the image under PA of a word of length p is a word of length p+ 1, and that
if w is of length p and w′ is of length q, then w ⋄ q is a word of length p + q − 1.
Thus we can use the induction hypothesis to write
f¯(wa ⋄ wb) = f(a · b) (f¯ ◦ PA)(w ⋄ PA(w′) + PA(w) ⋄ w′ + λw ⋄ w′)
= f(a · b)(P ◦ f¯)(w ⋄ (1A ⊔ w′) + ((1A) ⊔ w) ⋄ w′ + λw ⋄ w′).
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Using once again the induction hypothesis we deduce that
f¯(wa ⋄ wb) = f(a)f(b)P
(
f¯(w)f¯((1A) ⊔ w′) + f¯((1A) ⊔ w)f¯(w′) + λf¯(w)f¯(w′)
)
= f(a)f(b)P
(
f¯(w)f(1A)P (f¯(w
′)) + f(1A)P (f¯(w))f¯(w
′) + λf¯(w)f¯(w′)
)
= f(a)f(b)P
(
f¯(w)P (f¯(w′)) + P (f¯(w))f¯(w′) + λf¯(w)f¯(w′)
)
= f(a)f(b)P (f¯(w))P (f¯(w′))
= f(a)P (f¯(w))f(b)P (f¯(w′))
= f¯(wa) f¯(wb).
This ends our induction.
(V) Uniqueness of f¯ : Finally we prove the uniqueness of f¯ by induction. Assume we
have two different such maps f¯1 and f¯2. Then for any a in A, f¯1(a) = f(a) = f¯2(a). Thus
f¯1 and f¯2 coincide on proper words of length 1. Assume that f¯1 and f¯2 coincide on proper
words of length n ≥ 1. Let a ⊔ w be a nonempty proper word of length n + 1. Since
a ⊔ w = a ⋄ PA(w) we get
f¯1(a ⊔ w) = f¯1(a ⋄ PA(w))
= f¯1(a) f¯1(PA(w))
= f¯2(a)P (f¯1(w))
= f¯2(a)P (f¯2(w)) by hypothesis
= f¯2(a) f¯2(PA(w))
= f¯2(a ⊔ w).
Thus f¯1 and f¯2 coincide on W
∗
Ω,⊤. 
2.3. The universal property and quasi-shuffle algebras. Now let us assume that
(Ω,⊤Ω, •) is a commutative (non necessarily unital) locality algebra. Then the map P̂W
of Corollary 1.20 can be extended linearly as a linear map
P̂W : KW∗Ω,⊤Ω → Ω.
Theorem 2.9. Let (G,⊤G, •) be a commutative locality monoid. Let A := KG and let
(A,⊤A, •, 1A) be the corresponding commutative unital locality algebra. Let P : A −→ A
be a locality linear map. The following statements are equivalent:
(i) P is a locality Rota-Baxter operator on A of weight λ.
(ii) P̂W :
(
KW∗A,⊤A,⊤, ⋆λ
) −→ (A,⊤A, •) is a morphism of unital algebras. Namely,
for any mutually independent words w and w′ we have
(19) P̂W(w ⋆λ w
′) = P̂W(w) • P̂W(w′).
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Theorem 2.9 can be expressed as the commutative diagram
(KW∗A, ⋄λ)
Id

(KW∗A, ⋆λ)
PAoo
P̂W
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
Id

A
i
99tttttttttt
Id %%❏
❏❏
❏❏
❏❏
❏❏
❏
(A, •) (A, ⋆•)Poo
Proof. We carry out the proof in the usual setup dropping the locality, since the proof in
the general case is similar, the various locality assumptions ensuring that at every step
the products are well-defined.
(⇐=): Assume that Eq. (19) holds. Applying it to two words of length 1 gives the
Rota-Baxter relation.
(=⇒): Now if Pλ : A→ A is a locality Rota-Baxter operator of weight λ, then (A,⊤, Pλ)
is a locality Rota-Baxter algebra of weight λ. By Theorem 2.7 there is a unique homo-
morphism
(20) Id : (KW∗A,⊤, ⋄λ, PA) −→ (A, •, Pλ),
of Rota-Baxter algebras with PA as in Eq. (18), such that Id i = Id for the inclusion
i : A → KW∗A,⊤ and the algebra morphism Id : A → A. Thus the composition IdPA :
KW∗A,⊤ → A is a locality algebra homomorphism.
Let us check that IdPA = P̂
W. First for ω ∈ A, we have
IdPA(ω) = P Id(i(ω)) = P (ω).
Next for ω w with ω ∈ A,w ∈ W∗A,⊤, we have ωw = ω ⋄λ PA(w). Since Id defined in
Eq. (20) is a homomorphism of locality Rota-Baxter algebras, we have
(IdPA)(ω w) = P (Id(ω ⋄λ PA(w))) = P (Id(ω) • Id(PA(w)))) = P (ω • (IdPA)(w)).
Thus IdPA satisfies the same defining properties as P̂
W∗
λ , yielding IdPA(ω) = P̂
W∗
λ .
Since
PA(w ⋆λ w
′) = 1A (w ⋆λ w
′) = (1A w) ⋄λ (1A w′) = PA(w) ⋄λ PA(w′),
Eq. (19) can be verified as follows:
P̂Wλ (w ⋆λ w
′) = IdPA(w ⋆λ w
′) = Id (PA(w) ⋄λ PA(w′))
= (IdPA(w)) • (IdPA(w′)) = P̂Wλ (w) • P̂W(w′).
Adapting the proof to the locality setup, shows that Eq. (19) holds for any independent
w,w′ ∈W∗A,⊤. 
2.4. Factorisation through words. Let (KWΩ,⊤Ω,⊤F, , C+, ⋆λ, 1) be the locality alge-
bra with quasi-shuffle product of weight λ, introduced in Proposition-Definition 2.1. For
ω ∈ Ω, the map
βωW : KWΩ,⊤Ω → KWΩ,⊤Ω
defined by w 7→ ωw = ω ⊔w for all w ∈WΩ,⊤Ω, and linearly extended to KWΩ,⊤Ω defines
an (Ω,⊤Ω)-action on KWΩ,⊤Ω. Thus applying Theorem 1.23, we define
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Definition 2.10. The λ-flatening operator
(21) fλ = Id
♯ : (FΩ,⊤Ω,⊤F, B+, ·, 1) −→ (KWΩ,⊤Ω,⊤F, , C+, ⋆λ, 1)
is the unique morphism of (Ω,⊤Ω)-operated commutative locality algebras defined as in
Theorem 1.23. In other words, it is characterised by the following properties
fλ(1) = 1,
fλ(B
ω
+(F, d)) = ω ⊔ fλ(F, d),
fλ((F1, d1) · (F2, d2)) = fλ(F1, d1) ⋆λ fλ(F2, d2).
We state a simple, yet important, result concerning the flatening maps.
Lemma 2.11. Let (Ω,⊤, .) be a locality semigroup. Then fλ is a locality map and maps
properly decorated forests to linear combinations of properly decorated words.
Proof. The proof is an easy induction on the number of vertices of the forests. The
statement clearly holds for the empty forest. Assuming it holds for properly decorated
forests with n vertices, let (F, d) be a properly decorated forest with n+ 1 vertices.
If (F, d) = (F1, d1) (F2, d2) with Fi nonempty, we have that fλ(F1, d1)⊤Wfλ(F2, d2) by
the induction hypothesis and the result follows since (WΩ,⊤,⊤W, ⋆λ) is a locality semi-
group.
If (F, d) = Bω+(F1, d1) then the result follows from the induction hypothesis by Eq. (22)
and the definition of ⊤W. 
Remark 2.12. In what follows, (G,⊤G, •) is a commutative locality monoid and we set
as before A := KG, which becomes a unital commutative locality algebra (A,⊤A, •, 1A).
We extend P̂W to WA,⊤A by setting P̂
W(1) := 1A.
The subsequent theorem states that an operated algebra homomorphism from the free
(commutative) operated algebra to a Rota-Baxter algebra factors through the free (com-
mutative) Rota-Baxter algebra.
Theorem 2.13. Given λ ∈ K and a commutative locality algebra (A,⊤, •), let P : A→ A
be a linear locality map, fλ : FA,⊤ →WA,⊤ be the flatening locality morphism of (A,⊤)-
operated commutative locality algebras, iW : (A,⊤) → WA,⊤ be the natural morphism
of locality sets and let P̂ : FA → A be the locality morphism of (A,⊤)-operated locality
algebras built from P . The following statements are equivalent
(i) The map P̂W : (WA,⊤,⊤W, ⋆λ) −→ (A,⊤, •) is a morphism of commutative (A,⊤)-
operated locality algebras;
(ii) P is a locality λ-Rota-Baxter operator,
(iii) P̂ factorises through words, that is P̂ = P̂W ◦ fλ.
In this case, the following diagram of locality maps between locality sets, whose maps in
the r.h.s. triangle are locality morphisms of (A,⊤)-operated locality algebras, commutes.
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(22) A
P
""

 ιF //
 p
ιW
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇ FA,⊤
P̂ //
fλ

A
WA,⊤
P̂W
>>⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
Proof. Before proving the equivalence of the assertions, let us briefly comment on the
commutativity of the diagramme. All subdiagrammes outside the r.h.s one commute by
construction of the various maps. The commutativity of the r.h.s follows from (iii).
Assertions (i) and (ii) are equivalent by Theorem 2.9. We prove the equivalence of (ii)
and (iii).
(iii) =⇒ (ii): Let us assume that P̂ factorises through words. Then, for any pair
(ω, ω′) ∈ ⊤A we have on the one hand
P̂ (•ω•ω′) = P (ω)P (ω′).
On the other hand we have
P̂ (•ω•ω′) = P̂W(ω ⋆λ ω′) by definition of fλ
= P (ωP (ω′)) + P (ω′P (ω)) + λP (ωω′)
by definition of ⋆λ and P̂
W, and by linearity of P .
(ii) =⇒ (iii): We prove this implication by induction on the number n of vertices of
forests. If n = 1 we directly have P̂ (•ω) = P (ω) = P̂W(ω). Assuming that the result holds
for all properly decorated forests of at most n vertices, let (F, d) be a properly decorated
forest of n+ 1 vertices. If (F, d) = Bω+((F1, d1)) we have
P̂ ((F, d)) = P (ω • P̂ ((F1, d1)))
= P (ω • P̂W(fλ((F1, d1)))) (by the induction hypothesis)
= P̂W(Cω+(fλ((F1, d1)))) (by definition of P̂
W)
= P̂W(fλ((F, d)))
by definition of fλ. If (F, d) = (F1, d1) (F2, d2) with (F1, d1) and (F2, d2) non-empty we
have
P̂ ((F, d)) = P̂ ((F1, d1)) • P̂ ((F2, d2))
= P̂W(fλ((F1, d1))) • P̂W(fλ((F2, d2))) (by the induction hypothesis)
= P̂W(fλ((F1, d1)) ⋆λ fλ((F2, d2))) (by Theorem 2.9)
= P̂W(fλ((F, d)))
by definition of fλ. Notice that in both cases, every product is well-defined as we are
dealing with locality maps and by Lemma 2.11. 
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Let as before and with the above notations iW be the canonical locality embedding
WA,⊤ →֒ FA,⊤ of words as ladder trees. The following identity follows from the above
theorem and the fact that fλ ◦ iW = IdW:
(23) P̂ ◦ iW = P̂W.
Let us recall a result from [CGPZ1].
Proposition 2.14. [CGPZ1, Proposition 3.22] Let (A,⊤, mA) be a locality algebra. Let
P : A −→ A be a locality linear idempotent operator in which case there is a linear
decomposition A = A1 ⊕ A2 with A1 = Ker(Id − P ) and A2 = Ker(P ) where P is the
projection onto A1 along A2. The following statements are equivalent:
(i) P is a locality Rota-Baxter operator;
(ii) A1 and A2 are locality subalgebras of A and A1⊤A2.
Furthermore, P is a locality multiplicative map if and only if, in addition to Items (i) and
(ii), A2 is a locality ideal of A.
Corollary 2.15. Let (A,⊤A) be a locality algebra and P : A → A be a locality linear
idempotent linear map. The following statements are equivalent.
(i) A1 := Ker(Id− P ) and A2 := Ker(P ) are locality subalgebras of A and A1⊤A2.
(ii) The branched operator P̂ : FA,⊤A −→ A factorises through words.
Proof. By Proposition 2.14, the first item is equivalent to P being a Rota-Baxter operator
which in turn is equivalent to the second item by Theorem 2.13. 
Example 2.16. Recall [CGPZ1] that the M(C∞) of meromorphic germs at zero with
linear poles equipped with the relation ⊥Q induced by an inner product Q is a locality
monoid. In [CGPZ1], we showed that the inner productQ gives rise to a locality projection
map πQ− : M(C
∞) −→ MQ−(C∞) along the space M+ of holomorphic germs at zero onto
the space MQ−(C
∞) of polar germs at zero, which defines a locality Rota-Baxter operator.
It follows from the above corollary, that the branched projection map π̂Q,F− : FM(C∞) −→
M
Q
−(C
∞) defined on forests decorated by meromorphic germs, factors through a locality
morphism π̂Q,W− : WM(C∞) −→MQ−(C∞) on words decorated by meromorphic germs.
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Part 2. Analytic aspects
In [GPZ3] we studied k-variate meromorphic germs σ(z1, · · · , zk) of functions at zero
which form an algebra generated by compositions f ◦ ℓ of singlevariate meromorphic
germs f(z) at zero composed with non-zero multivariate linear forms ℓ(z1, · · · , zk) on
Ck. In the present paper, we consider the algebra of symbol-valued k-variate mero-
morphic germs at zero, generated by compositions σ ◦ ℓ of symbol-valued singlevariate
meromorphic germs σ(z) at zero (the symbols are polyhomogeneous on some cone Λ,
here R≥0) composed with non-zero multivariate linear forms ℓ(z1, · · · , zk) on Ck. The
latter relate to the former by evaluating the symbol at some point; evaluating a sin-
glevariate meromorphic germ of symbols σ(z) at some point x gives rise to a single-
variate meromorphic germ of functions z 7−→ δx ◦ σ(z) and a k-variate meromorphic
germ of symbols σ(z1, · · · , zk) gives rise to a k-variate meromorphic germ of functions
(z1, · · · , zk) 7−→ δx ◦ σ(z1, · · · , zk). Letting x tend to +∞, we can build the finite part at
infinity, which takes σ(z) to a singlevariate meromorphic germ of functions z 7−→ fp
+∞
◦σ(z),
a k-variate meromorphic germ of symbols σ(z1, · · · , zk) to a k-variate meromorphic germ
of functions (z1, · · · , zk) 7−→ fp
+∞
◦ σ(z1, · · · , zk). In the context of renormalisation, one
can view the composition with non-zero multivariate linear forms as a blow-up to resolve
singularities.
The locality structure ⊥Q on the class of multivariate meromorphic germs of func-
tions studied in [GPZ3] induces one on the class of multivariate meromorphic germs of
(polyhomogeneous) symbols defined on Λ via the evaluation map:
σ⊤Qσ′ :⇐⇒ (δx ◦ σ) ⊤Q (δx ◦ σ′) ∀x ∈ Λ.
We show that the evaluation map fp
+∞
at infinity is a locality character and that the
integration map and an interpolated summation yield locality Rota-Baxter operators on
this locality algebra.
3. Locality Rota-Baxter operators on symbols with constrained order
3.1. A locality structure on a class of symbols with constrained order.
Definition 3.1. A smooth function σ : R≥0 → C is called a symbol (with constant
coefficients) on R≥0 if there exists a real number r such that the condition (Cr) below is
satisfied.
(Cr) ∀k ∈ Z≥0, ∃Dk ∈ R>0 : ∀x ∈ R≥0, |∂kxσ(x)| ≤ Dk〈x〉r−k
with 〈x〉 := √x2 + 1. The set of symbols on R≥0 satisfying the condition Cr is denoted
by Sr(R≥0), which is a real vector space.
Notice that (r ≤ r′) =⇒ (Cr ⇒ Cr′). So (r ≤ r′) =⇒ (Sr(R≥0) ⊂ Sr′(R≥0)).
An element of
(24) S−∞(R≥0) :=
⋂
r∈R
S
r(R≥0)
is called smoothing.
Remark 3.2. Note that S−∞(R≥0) corresponds to the algebra of Schwartz functions on
R≥0. Thus a symbol is smoothing if and only if it is a Schwartz function.
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By an excision function around zero, we mean a smooth function χ : R≥0 → R such
that χ is identically zero in a neighborhood of zero and identically equal to one outside
some interval containing [0, 1]1. The excision function is there to avoid divergences at
zero, the so-called infrared divergences in physics.
Example 3.3. For any complex number α, 〈x〉α is a symbol in Sℜ(α)(R≥0). For any
excision function χ around zero, and any complex number α, χ(x)xα is a symbol in
Sℜ(α)(R≥0). The function x 7−→ log〈x〉 is an element of Sr(R≥0) for any r > 0, but it is
not an element of S0(R≥0).
Proposition 3.4. Let σ : R≥0 → C be a symbol. There is at most one pair (α, {aj}) with
α ∈ C and aj ∈ C, j ∈ Z≥0, a0 6= 0, such that
(i) σ ∈ Sℜ(α)(R≥0), and
(ii) there is an excision function χ around zero, such that for any N ∈ Z≥1, the map
(25) x 7−→ σχ(N)(x) := σ(x)−
N−1∑
j=0
χ(x) aj x
α−j
lies in Sℜ(α)−N (R≥0).
Proof. If there are pairs (α, {aj}) and (β, {bk}) with the given conditions, then σ(x) 〈x〉−α
converges to the nonzero constant a0 and σ(x) 〈x〉−β converges to the nonzero constant
b0. This forces α = β and a0 = b0. Then aj = bj , j ≥ 1, follows inductively on j ≥ 1 from
the fact that
σχ(N)(x)〈x〉N−α −→x→∞ aN
for any N ∈ Z≥0.
We further notice that the coefficients aj , j ∈ Z≥0 are independent of the particular
choice of the excision function χ. Indeed, given another excision function χ′, the difference
σχ(N) − σχ
′
(N) is a Schwartz function. 
Definition 3.5. For a symbol σ : R≥0 → C, if the pair in Proposition 3.4 exists, hence is
unique, the symbol is called a polyhomogeneous (also classical) symbol of order α
with asymptotic expansion
∑∞
j=0 aj x
α−j . We write
(26) σ(x) ∼
∞∑
j=0
aj x
α−j .
The set of polyhomogeneous symbols on R≥0 of order α will be denoted by S
α
ph(R≥0) and
its linear span by Sαph(R≥0).
By definition, Sαph(R≥0) and hence S
α
ph(R≥0) are contained in S
ℜ(α)(R≥0) and for any
α ∈ C:
k ∈ Z≥0 =⇒ Sα−kph (R≥0) ⊂ Sαph(R≥0).
Example 3.6. For any nonnegative integer k the set Pk(R≥0) of real polynomial functions
of degree k restricted to R≥0 is a subset of S
k
ph(R≥0).
1 Without loss of generality, we can take an excision function to be identically one outside the unit
interval, which we shall do unless otherwise specified.
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Since Sαph(R≥0) · Sβph(R≥0) ⊂ Sα+βph (R≥0), the union ∪α∈CSαph(R≥0) forms a monoid. Let
Sph(R≥0) :=
∑
α∈C
S
α
ph(R≥0)
be the linear span of classical symbols of all orders, then Sph(R≥0) is an algebra.
Remark 3.7. (i) The subspace SZph(R≥0) generated by polyhomogeneous symbols of
integer order is a subalgebra of Sph(R≥0).
(ii) The algebra P(R≥0) := ∪∞k=0Pk(R≥0) of real polynomial functions restricted to
R≥0 is a subalgebra of Sph(R≥0).
(iii) The space S−∞(R≥0) forms a subalgebra of Sph(R≥0) since it lies in S
α
ph(R≥0) for
any α ∈ C. We have S−∞(R≥0) = ∩α∈CSαph(R≥0) = ∩k∈ZSkph(R≥0).
We now define classes of polyhomogeneous symbols on R≥0 with constrained order.
Given a subset A ⊂ C, we consider the linear span SAph(R≥0) :=
∑
α∈A S
α
ph(R≥0) of poly-
homogeneous symbols of order in A, and we denote by S/∈Aph (R≥0) :=
∑
α∈C\A S
α
ph(R≥0) the
linear span of polyhomogeneous symbols of order not in A.
For a subset A ⊂ C with A+ Z = A, we have a direct sum decomposition
(27) S/∈Aph (R≥0)⊕ SAph(R≥0) = Sph(R≥0).
When specializing to A = Z, let
(28) Σ(R≥0) := S
/∈Z
ph (R≥0) + P(R≥0); Σ(Z≥0) := {σ|Z≥0 | σ ∈ Σ(R≥0)}.
Definition 3.8. For any A ⊂ C, consider a relation ⊤A on Sph(R≥0) by
(29) σ⊤Aτ ⇐⇒ σ · τ ∈ S/∈Aph (R≥0).
More precisely, let σ =
∑
σi, τ =
∑
τj with σi ∈ Sαiph(R≥0), τj ∈ Sβjph(R≥0). Then σ⊤Aτ
means αi + βj − Z≥0 ∩A = ∅.
3.2. The finite part at infinity. A symbol in Sph(R≥0) lies in L
1(R≥0) if it is a linear
combination of polyhomogenerous symbols of orders with negative real parts, in which
case we have lim
x→+∞
σ = 0 as a consequence of (Cr). So, for a symbol σ in Sph(R≥0) with
polyhomogeneous asymptotic expansion given by Eq. (26), with the notations of Eq. (25)
we have
N > ℜ(α) =⇒ lim
x→+∞
σχ(N) = 0.
The following definition taken from [P1] was also used in [MP].
Definition 3.9. For a symbol σ in Sαph(R≥0) with polyhomogeneous asymptotic expansion
given by Eq. (26) we set
(30) fp
+∞
σ :=
∞∑
j=0
aj δα−j,0,
(with δi,0 the Kronecker symbol) called the finite part at infinity of σ. Then fp
+∞
can
be viewed as a map from Sα(R≥0) to C, we extend it by linearity to Sph(R≥0), and we
call it the finite part (of infinity) map. We write it fp
x→+∞
whenever we want to stress the
dependence in x.
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Remark 3.10. The sum on the r.h.s. is clearly finite since it consists of at most one
term, which we refer to as the constant term.
Lemma 3.11. The kernel of the finite part map contains S
/∈Z≥0
ph (R≥0).
Proof. The fact that the finite part at infinity vanishes on S/∈Zph (R≥0) follows from Eq. (30)
combined with the following trivial observation α /∈ Z≥0 =⇒ α− j /∈ Z≥0 ∀j ∈ Z≥0. 
Example 3.12. (i) For σ ∈ Sph(R≥0) ∩ L1(R≥0) =
∑
ℜ(α)<−1 S
α
ph(R≥0), we have
fp
+∞
σ = 0.
(ii) For a polynomial P in P(R≥0), we have fp
+∞
P = P (0).
We investigate the behaviour of the finite part at infinity under pull-back by transla-
tions. For a ∈ R+, let ta : R≥0 −→ R≥0 denote the translation x 7−→ x+a. The pull-back
by the translation map t∗a : σ 7−→ σ ◦ ta stabilises P(R≥0) yet it does not preserve the
finite part at +∞ on P(R≥0) since for any polynomial P , the finite part fp
+∞
t
∗
aP (x) = P (a)
depends on a. We nevertheless have the following statement.
Proposition 3.13. For any a ∈ R+ and any α ∈ C, the pull-back t∗a by the translation
map stabilises Sαph(R≥0). In general, the finite part fp
+∞
is not invariant under the pull
back t∗a, yet its restriction to S
/∈Z≥0
ph (R≥0) is, since S
/∈Z≥0
ph (R≥0) lies in the kernel of fp
+∞
◦ t∗a.
Proof. The stability of Sαph(R≥0) under the pull-back by the translation map was shown
in [P2, Proposition 1] (see also [P1, Proposition 2.52]) using a Taylor expansion at zero
in a
x
. The fact that S
/∈Z≥0
ph (R≥0) lies in the kernel of fp
+∞
◦ t∗a then follows from the previous
lemma. 
The finite part at infinity map defines a character on P(R≥0) since fp
+∞
(P Q) = (PQ)(0) =
P (0)Q(0) = fp
+∞
(P ) fp
+∞
(Q). Yet on Σ(R≥0), it only defines a partial character.
Proposition 3.14. For any two symbols σ, τ ∈ Σ(R≥0), if σ⊤Zτ , then fp
+∞
(σ τ) =
fp
+∞
(σ) fp
+∞
(τ) = 0.
Proof. By linearity, we only need to prove this for σ, τ ∈ Sαph(R≥0) or Pk(R≥0). Let α be
the order of σ, β that of τ so that their product σ τ is of order α+β. By definition, σ⊤Zτ
if and only if α + β /∈ Z, a condition which is fulfilled whenever
(i) (α, β) ∈ (Z× (C \ Z)) ∪ ((C \ Z)× Z), or
(ii) α /∈ Z ∧ β /∈ Z ∧ α+ β /∈ Z holds.
Both cases are verified on the grounds of Lemma 3.11. 
3.3. Differentiation and integration maps on symbols. We single out classes of
symbols stable under differentiation and integration, quoting results from [MP] and [P1].
Clearly, P(R≥0) is stable under differentiation σ 7−→ ∂xσ and integration σ 7−→
∫ x
0
σ.
Proposition 3.15. (i) Differentiation D : σ 7−→ ∂xσ maps Sr(R≥0) to Sr−1(R≥0) for
any real number r. It furthermore maps Sαph(R≥0) to S
α−1
ph (R≥0) for any α in C
and therefore stabilises Sph(R≥0).
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(ii) Integration I : σ 7−→ ∫ x
0
σ maps
(a) Sr(R≥0) to S
r+1(R≥0) + C for any real number r 6= −1.
(b) Sαph(R≥0) to S
α+1
ph (R≥0)+C for any α in C\Z≥−1, so that the integration map
I : σ(x) 7−→ ∫ x
0
σ(t) dt stabilises Σ(R≥0).
Proof. (i) It is easy to check on the grounds of condition (Cr) that differentiation ∂x
maps Sr(R≥0) to S
r−1(R≥0) for any real number r.
Consequently, for any σ ∈ Sαph(R≥0), the remainder term σχ(N), which lies in
Sℜ(α)−N (R≥0) is mapped to ∂xσ
χ
(N) ∈ Sℜ(α)−N−1(R≥0). Combining this with the fact
that the homogeneous components xα−j are mapped to ∂xx
α−j = (α − j) xα−j−1
of homogeneity degree α− 1, and the excision function χ is mapped to a smooth
function ∂xχ with compact support, we conclude that
∂xσ =
N−1∑
j=0
(α− j) aj χ(x) xα−j−1 +
N−1∑
j=0
∂xχ(x) aj x
α−j + ∂xσ
χ
(N) ∼
∞∑
j=0
(α− j) aj xα−j−1
lies in Sα−1ph (R≥0).
(ii) (cfr. [P1, Exercise 3.1], see also [MP, Proposition 2])
(a) For any real number r < −1, by condition (Cr), we know
|σ(x)| ≤ D0〈x〉r,
so
∫∞
0
σ(y)dy converges and∣∣∣∣∫ x
0
σ(y)dy −
∫ ∞
0
σ(y)dy
∣∣∣∣ = ∣∣∣∣∫ ∞
x
σ(y)dy
∣∣∣∣ ≤ ∫ ∞
x
|σ(y)|dy ≤ D0
∫ ∞
x
〈y〉rdy.
It is easy to check that
∫∞
x
〈y〉rdy ∈ Sr+1(R≥0). Therefore there is a constant
D′o such that∣∣∣∣∫ x
0
σ(y)dy −
∫ ∞
0
σ(y)dy
∣∣∣∣ ≤ D′0〈x〉r+1.
Together with the fact that ∂kx ◦
∫ x
0
= ∂k−1x for k ∈ Z≥1, we know, x 7−→∫ x
0
σ(y) dy−∫∞
0
σ(y) dy is in Sr+1(R≥0), that is
∫ x
0
σ(y) dy is in Sr+1(R≥0)+C.
If r > −1, then
|σ(x)| ≤ D0〈x〉r.
So ∣∣∣∣∫ x
0
σ(y)dy
∣∣∣∣ ≤ ∫ x
0
|σ(y)|dy ≤ D0
∫ x
0
〈y〉rdy.
Now it is easy to check that
∫ x
0
〈y〉rdy ∈ Sr+1(R≥0), thus
∫ x
0
σ(y) dy is in
Sr+1(R≥0) = S
r+1(R≥0) + C.
(b) Consequently, for any σ ∈ Sαph(R≥0) of order α /∈ Z≥−1, and with the notations
of Eq. (25), the remainder term σχ(N) (here χ is an excision function identically
one outside the open unit interval), which lies in Sℜ(α)−N (R≥0), is mapped to∫ x
0
σχ(N)(y) dy ∈ Sℜ(α)−N+1(R≥0) + C when N 6= ℜ(α) + 1, which is the case
when N > ℜ(α) + 1.
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Now for
σ(x) =
N−1∑
j=0
χ(x) aj x
α−j + σχ(N)(x),
If χ(x) is identically 1 when x ≥ x0, then for x ≥ x0,∫ x
0
χ(y) yα−j dy =
∫ x0
0
χ(y) yα−j dy +
∫ x
x0
χ(y) yα−j dy
=
xα−j+1 − xα−j+10
α− j + 1 +
∫ x0
0
χ(y) yα−j dy.
Thus, for any excision function χ˜, which vanishes on [0, r] and is identically
one on some interval [r+ δ,+∞) with δ > 0, since by assumption α− j 6= −1
for any j ∈ Z≥0, we have∫ x
0
χ(y) yα−j dy = χ˜(x)
(
xα−j+1 − xα−j+10
α− j + 1 +
∫ x0
0
χ(y) yα−j dy
)
+(1−χ˜(x))
∫ x0
0
χ(y) yα−j dy.
Thus we have shown that the map x 7−→ ∫ x
0
χ(y) yα−j dy lies in Sα−j+1ph (R≥0)+
C for any j ∈ Z≥0.
Using Eq. (25) we now write x 7−→ σ(x) = ∑N−1j=0 χ(x) aj xα−j + σχ(N)(x).
The above argument in Part b) tells us that
∑N−1
j=0
∫ x
0
aj
α−j+1
xα−j−1 lies in
Sα+1ph (R≥0) + C. Part a) tells us that for large enough N , the symbol x 7−→∫ x
0
σχ(N) lies in S
ℜ(α)−N (R≥0). Summing the two we conclude that∫ x
0
σ ∼ constant +
∞∑
j=0
aj
α− j + 1 x
α−j−1
lies in Sα+1ph (R≥0) +C. Since the integration map clearly stabilises P(R≥0), it
follows that it stabilises Σ(R≥0).
Since the integration stabilises P(R≥0), it stabilises Σ(R≥0).

Remark 3.16. • We want to single out a class of symbols stable under integration:
if one insists on avoiding the occurrence of logarithms while integrating more
general symbols, one needs to avoid integrating powers x−1, hence the natural
class to consider is Σ(R≥0).
• Let us nevertheless point out that an alternative point of view adopted in [MP]
would be to extend the algebra of polyhomogeneous symbols to log-polyhomogeneous
ones; we chose to avoid this extension which would involve more technicalities.
We saw in Proposition 3.15 that the algebra Sph(R≥0) is stable under differentiation and
the class Σ(R≥0) is stable under integration. So we can define the finite part at infinity
of an integrated polyhomogeneous symbol and set the following definition.
Definition 3.17. For any σ ∈ Σ(R≥0),
(31)
∞
−
∫
0
σ :=
∞
−
∫
0
σ(x) d x := fp
x→+∞
∫ x
0
σ(y) dy
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is called the cut-off integral of σ.
Example 3.18. We have
∞
−∫
0
Q = 0 for any polynomial σ = Q, since fp
+∞
P = P (0) vanishes
if P (x) =
∫ x
0
Q.
Example 3.19. By the proof of Proposition 3.15, we know for a classical symbol σ of
order < −1,
∞
−∫
0
σ =
∫∞
0
σ.
An explicit computation derived from splitting the integral
∫ x
0
=
∫ x0
0
+
∫ x
x0
for large x
and the fact that fp
x→+∞
xα−j+1 = 0 for α 6= j − 1 yields the following expression for any
σ ∈ Σ(R≥0) of order α (we use the notations of Eq. (25)
(32)
I(σ)(x) =
∫ x
0
σ(y) dy =
N−1∑
j=0
aj
(∫ 1
0
χ(y) yα−j(y) dy +
xα−j+1
α− j + 1 −
1
α− j + 1
)
+
∫ x
0
σχ(N)(y) dy,
which after taking the finite part at +∞ yields (for N sufficiently large):
(33)
∞
−
∫
0
σ(y) dy =
N−1∑
j=0
aj
(∫ 1
0
χ(x) xα−j(x) dx− 1
α− j + 1
)
+
∫ ∞
0
σχ(N)(x) dx.
This quantity is clearly independent of the choice of the excision function χ and the choice
of the integer N as long as it is chosen sufficiently large.
3.4. Summation of symbols. To a symbol σ in Sph(R≥0), we assign to any positive
integer N the sum
S(σ)(N) :=
N∑
n=0
σ(n),
and for λ ∈ {±1} the sum
Sλ(σ)(N) = S(σ)
(
N +
λ− 1
2
)
, so that S−1(σ)(N) = S(σ)(N − 1), S1 = S.
The Euler-MacLaurin formula (see [H, Formula (13.1.1)]) relates the sum over [0, N ]∩Z
and the corresponding integral over [0, N ]. Let Bk(x) = Bk (x− [x]), where [x] stands for
the integer part of the real number x, and Bk(x) is the k-th Bernoulli polynomial. Then
S(σ)(N) =
∫ N
0
σ(x)dx+
1
2
(σ(N) + σ(0))
+
K∑
k=2
Bk
k!
(
σ(k−1)(N)− σ(k−1)(0))+ (−1)K+1
K!
∫ N
0
BK(x) σ
(K)(x) dx.(34)
Note that this expression is independent of the choice of the integer K ≥ 2.
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Following [MP] we interpolate the discrete sum S(σ) by a smooth function S(σ) :
R≥0 → R defined as
S(σ) = I(σ) + µ(σ),
µ(σ)(x) :=
1
2
(σ(x) + σ(0)) +
K∑
k=2
Bk
k!
(
σ(k−1)(x)− σ(k−1)(0))(35)
+
(−1)K+1
K!
∫ x
0
BK(t) σ
(K)(t) dt.
It follows from Eq. (35) that S(σ)(N) = S(σ)(N) for any positive integer N .
Definition 3.20. For convenience we define for λ ∈ {±1}
(36) Sλ : σ 7−→
(
x 7−→ S(σ)(x+ λ− 1
2
)
)
and set S0 = I.
We have the following generalisation of [MP, Proposition 8 and Formula(36)].
Proposition 3.21. For λ ∈ {0,±1}, the map Sλ stabilises Σ(Z≥0).
Proof. This conclusion follows from the fact that Σ(R≥0) is stable under pull-back and S
stabilises Σ(R≥0). We now prove that S stabilises Σ(R≥0):
• we know from Proposition 3.15 that the integration map S0 = I enjoys this
property;
• the term ∑Kk=2 Bkk! σ(k−1) in the Euler-Maclaurin expansion interpreted as a linear
combination of differentiation maps ∂jx applied to σ also lies in Σ(R≥0) if σ does;
indeed, it follows from Proposition 3.15 2.b. that ∂jx maps a classical symbol
(resp. polynomial) of order α ∈ C\Z (resp. degree m) to a classical symbol (resp.
polynomial) of order α− j ∈ C \ Z (resp. degree m− j);
• Let τK(x) :=
∫ x
0
BK(t) σ
(K)(t) dt. If a denotes the order of σ, for any J ∈ Z≥0 we
have |σ(J)(t)| ≤ CJ 〈t〉ℜ(a)−J for some constant CJ . For K > ℜ(a) + 1, the map
t 7−→ 〈t〉ℜ(a)−K−i is L1 for any i ∈ Z≥0. Since the map BK is 1-periodic and smooth
on any segment [i, i+ 1[, it follows that the map τK : x 7−→
∫ x
0
BK(t) σ
(K)(t) dt is
smooth with derivative τ ′K = BK σ
(K) which is a classical symbol of order a −K
with real part ℜ(a) − K < −1. Thus τK differs by a constant c from a classical
symbol of order a−K +1. This proves that σ ∈ Σ(R≥0) =⇒ τK ∈ Σ(R≥0) for any
K > ℜ(a) + 1.

4. Locality Rota-Baxter operators on symbol-valued multivariate
meromorphic germs
4.1. The locality algebra of symbol-valued meromorphic germs. We generalise
the space of meromorphic multivariate germs of functions with linear poles at zero con-
sidered in [GPZ3] to the space of multivariate meromorphic germs of polyhomogeneous
symbols (on R≥0) with linear poles at zero.
We adopt notations close to those of [GPZ3]. For the filtered Euclidean space
(V,Q) = lim
→
(
Rk, Qk
)
,
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let Lk :=
(
Rk
)∗
and L = lim
→
Lk be the direct limit of spaces of linear forms. The space of
holomorphic germs at zero with linear poles and real coefficient is denoted by M+(C
∞),
and the space of meromorphic germs at zero with linear poles and real coefficient is
denoted by M(C∞).
Definition 4.1. Let U be a domain in Cn.
• We call a family (σ(z)z∈U) of classical symbols holomorphic (of affine order
α(z)) if
(i) ∀z ∈ U, σ(z) ∈ Sα(z)ph (R≥0);
(ii) α(z) = L(z) + c with c ∈ R and L ∈ Lk;
(iii) for any N ∈ Z≥1 and any excision function χ, the remainder (see Eq. (26))
z 7→ σχ(N)(z) := σ(z)−
N−1∑
j=0
χ(x) aj(z) x
α(z)−j ,
satisfies the following uniform estimation: for any k ∈ Z≥0, and for any
x ∈ R≥0, the derivatives ∂kxσχ(N) are holomorphic functions on U , and for
any compact subset K of U , and any n ∈ Z≥0 there is a positive constant
Ck,n,N(K) such that
(37)
∣∣∣∂nz (∂kxσχ(N)(z)) (x)∣∣∣ ≤ Ck,n,N(K)〈x〉ℜ(α(z))−N−k+ǫ ∀z ∈ K ⊂ U ∀ǫ > 0.
Such a family is called a simple holomorphic family of symbols (of affine
order α).
• Let σj(z), j = 1, · · · , J be simple holomorphic families of symbols. Then σ(z) =∑J
j=1 σj(z) is called a holomorphic family of symbols.
The subsequent straightforward property is nevertheless of importance for the following.
Lemma 4.2. The product σ(z) := σ1(z) σ2(z) of two simple holomorphic families of
symbols σi(z) of affine orders αi(z) is a simple holomorphic family of symbols of affine
order α1(z) + α2(z).
Definition 4.3. A simple symbol-valued holomorphic germ or holomorphic germ
of symbols at zero (with affine order α(z)) is an equivalence class of simple holomorphic
families around zero of symbols of affine order α(z) under the equivalence relation:
(σ(z)z∈U ) ∼ (τ(z)z∈V )⇐⇒ ∃W, 0 ∈ W ⊂ U ∩ V, σ(z) = τ(z), ∀z ∈ W.
For any positive integer k, any α(z) = L(z) + c with c ∈ R, L ∈ Lk, let M+Sα(Ck)
denote the linear space generated by simple holomorphic germs of symbols of order α,
and M+S(C
k) denote the linear space generated by simple holomorphic germs of symbols.
Remark 4.4. Clearly, two equivalent families of symbols have the same (affine) order so
it makes sense to define the (affine) order of a holomorphic germ of such symbols.
Definition 4.5. Let U be a domain of Ck containing the origin. A simplemeromorphic
family on U of polyhomogeneous symbols with linear poles (with real coefficients) and
affine order α(z) is a holomorphic family (σ(z)z∈U\X) with affine order α(z) of symbols
on U \X , for which
• X = ∪ki=1{Li = 0} with L1, · · ·Ln ∈ Lk,
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• there exists a simple holomorphic family (τ(z)z∈U ) with affine order α(z) and
nonnegative integers s1, · · · , sn, such that
Ls11 · · ·Lsnn σ(z) = τ(z)
on U \X .
A simple symbol-valuedmeromorphic germ or meromorphic germ of symbols at zero on
Ck with linear poles and affine order α(z) is an equivalence class of meromorphic families
around zero with linear poles of symbols of affine order α(z) under the equivalence relation:
(σ(z)z∈U\X) ∼ (τ(z)z∈V \Y )⇔ ∃W, 0 ∈ W ⊂ U ∩ V, σ(z) = τ(z), ∀z ∈ W \ (X ∪ Y ),
where U and V are domains of Ck containing the origin. Let MSα(Ck) denote the linear
space generated by simple symbol-valued meromorphic germ at zero on Ck with linear
poles and affine order α(z), and MS(Ck) denote the linear space generated by simple
symbol-valued meromorphic germ at zero.
Composing with the projection (Ck+1)∗ → (Ck)∗ dual to the inclusion ιk : Ck → Ck+1,
and the isomorphism induced by the inner productQ∗k : (C
k)∗ ∼= Ck, yields the embeddings
M+S(C
k) →֒ M+S(Ck+1) (resp. MS(Ck) →֒ MS(Ck+1)), thus giving rise to the direct
limits:
M
α
+S(C
∞) := lim
→
M
α
+S(C
k) =
∞⋃
k=1
M
α
+S(C
k),(38)
M+S(C
∞) := lim
→
M+S(C
k) =
∞⋃
k=1
M+S(C
k),(39)
(resp. MS(C∞) := lim
→
MS(Ck) =
∞⋃
k=1
MS(Ck),(40)
where α(z) = L(z) + c with c ∈ R and L ∈ Lk.
Example 4.6. For any ℓ ∈ Lk,
z 7−→ (x 7→ 〈x〉ℓ(z))
defines a simple holomorphic germ of symbols of order ℓ.
Proposition 4.7. Under pointwise function multiplication, MS(C∞) is a complex algebra
and we have the following inclusions of subalgebras
M+S(C
∞) ⊂MS(C∞); M(C∞) · P(R≥0) ⊂MS(C∞).
4.2. Dependence space of a meromorphic germ of symbols. The notion of de-
pendence space defined in [CGPZ1, Definition 2.13] for meromorphic germs extends to
meromorphic germs of symbols since the arguments used there to justify the definition
apply in the same way.
Definition 4.8. Let σ(z) be a meromorphic family of symbols with affine order on an open
neighborhood U of 0 in Cn. If there are linear forms L1, · · · , Lk on Cn and a meromorphic
family of symbols τ(w) on an open neighborhood W of 0 in Ck, such that σ(z) = τ(φ(z))
on U ∩ φ−1(W ), where φ = (L1, · · · , Lk) : Cn → Ck, then we say that σ depends on the
(linear) subspace of (Cn)∗ spanned by L1, · · · , Lk. We say that a meromorphic germ of
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symbols at 0 ∈ Cn depends on a subspace W ⊂ (Cn)∗ if one of its representatives in the
equivalence class given by the germ does.
The dependence subspace Dep(σ) of a meromorphic family of symbols σ on an open
neighborhood U of 0 in Cn, is the smallest subspace of (Cn)∗ on which it depends. For
a meromorphic germ, the dependence subspace is the dependence subspace of any of its
representing element.
Lemma 4.9. For any σ ∈ Ω we have
Dep(∂αxσ) ⊂ Dep(σ); Dep (I(σ)) ⊂ Dep(σ),
where I is the integration map defined in Eq. (32).
Proof. The first inclusion follows from the fact that differentiation commutes with multi-
plication by meromorphic germs of functions. The second inclusion follows from inspection
of the explicit formula (32) for I. 
Proposition 4.10. If a meromorphic germ of symbols σ(z) depends on a space V , and
σ(z) ∼
∑
an(z)x
α(z)−n
then so do α(z), an(z), n ∈ Z≥0 depend on V .
Proof. Assuming that the polyhomogeneous symbol σ(z) ∼∑ an(z) xα(z)−n reads σ(z) =
τ(φ(z)) for some symbol τ(z) ∼ ∑ bn(z) xβ(z)−n, it follows from the uniqueness of the
coefficients in the asympotic expansion of a polyhomogeneous symbol that an = bn ◦ φ
and α = β ◦ φ for any non negative integer n. The statement then follows. 
We are now ready to extend the independence relation on meromorphic germs of func-
tions introduced in [CGPZ1, Definition 2.14] to meromorphic germs of symbols.
Definition 4.11. Two meromorphic germs of symbols σ1 and σ2 in Ω are said to be
independent whenever
σ1 ⊥Q σ2 :⇐⇒ Dep(σ1) ⊥Q Dep(σ2).
Example 4.12. (i) Given two functions f, g ∈M(C∞) and two polynomials P,Q on
R≥0, we have
(f · P ) ⊥Q (g ·Q)⇐⇒ f ⊥Q g.
(ii) Given ℓi, Li ∈ L with i = 1, 2, we have
〈x〉ℓ1
L1
⊥Q 〈x〉
ℓ2
L2
⇐⇒ {ℓ1, L1} ⊥Q {ℓ2, L2}.
Definition 4.13. We call the complex linear space generated by the set ∪α′(0)6=0MSα(Ck)
and the linear space M(C∞) · P(R≥0) the space of admissible meromorphic germs of
symbols, and denote it by Ω.
Remark 4.14. (i) Ω is not an algebra for c + c′ /∈ Z≥0 =⇒ χ(x) xqz+c x−qz+c′ /∈ Ω
for any excision function χ around zero. Yet it can be equipped with a locality
algebra structure as we shall see from the subsequent proposition.
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(ii) The fact that we exclude meromorphic germs of symbols with constant order
which are not polynomial, is motivated by the fact that allowing for negative
integer powers can give rise to logarithmic symbols after integration. Here like in
quantum field theory, we want to avoid such logarithmic symbols.
Proposition 4.15. The triple
(
Ω,⊥Q, mΩ
)
is a commutative and unital locality algebra,
with unit given by the constant function 1 and mΩ is the restriction of the pointwise
function multiplication to the graph ⊥Q⊂ Ω× Ω.
Proof. Assume that σ1, σ2 ∈ Ω, σ1 ⊥Q σ2. By checking the order, we know σ1σ2 ∈ Ω.
If Dep(σ1) = 〈L1, · · · , Lk1〉 and Dep(σ2) = 〈Lk1+1, · · · , Lk1+k2〉, so that
σ1(z) = τ1(L1(z), · · · , Lk1(z)),
σ2(z) = τ2(Lk1+1(z), · · · , Lk1+k2(z))
for some meromorphic germs of symbols τi(wi), then the product reads
σ(z) = τ1(L1(z), · · · , Lk1(z)) τ2(Lk1+1(z), · · · , Lk1+k2(z)) = τ1(φ1(z)) τ2(φ2(z)),
where we have set φ1(z) := (L1(z), · · · , Lk1(z)) and φ2(z) := (Lk1+1(z), · · · , Lk1+k2(z)).
This shows that Dep(σ1 σ2) ⊂ Dep(σ1)⊕ Dep(σ2).
So (
Dep(σ1) ⊥Q Dep(σ3) ∧Dep(σ2) ⊥Q Dep(σ3)
)
=⇒ (Dep(σ1 σ2) ⊥Q Dep(σ3)) ,
from which it follows that
(
Ω,⊥Q, mΩ
)
is a locality algebra. Moreover, Ω is clearly
commutative and has unit given by the constant function. 
4.3. Finite part at infinity on Ω. We can now define a finite part at infinity map on
MS(C∞) by using the finite part at infinity map on Sph(R≥0). For a generator of the form
σ(z) ∼
∞∑
j=0
aj(z) x
α(z)−j ,
on U , α(z) = L(z) + α0, if L ∈ L, we set it to be
σ(z) 7→ fp
+∞
(σ(z))
on U \ {α(z) + j = 0, j ∈ Z≥0}, if L 6= 0;
and
σ(z) 7→ fp
+∞
(σ(z))
on U , if L = 0.
Lemma 4.16. This defines a linear map
fp
+∞
: MS(C∞)→M(C∞),
on Ω, it sends simple meromorphic germs to zero except on polynomials P (z) =
∑k
j=0 aj(z) x
j
for which fp
+∞
(P (z)) = a0(z).
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Proof. By linearity, we only need to check simple meromorphic germs of symbols. For a
simple meromorphic germ of symbols with order α(z) = L(z)+α0, L 6= 0, represented by
σ(z) ∼
∞∑
j=0
aj(z) x
α(z)−j ,
on U \ X with U contained in some open ball centered at zero, and X = {L1 = · · · =
Ln = 0}, aj(z), j ∈ Z≥0 holomorphic on U \X . By definition, on U \ {L1 = · · · = Ln =
α− j = 0, j ∈ Z≥0},
fp
+∞
σ = 0.
By our choice of U , U and {α − j = 0} have no intersection when j is big enough, so
U \ {L1 = · · · = Ln = α − j = 0, j ∈ Z≥0} is U \ finite hyperplanes. So in this case fp
+∞
σ
extends to the zero function on U , thus the 0 germ.
For a simple meromorphic germ of symbols with order α(z) = α0, represented by
σ(z) ∼
∞∑
j=0
aj(z) x
α0−j,
on U \ X with U contained in some open ball centered at zero, and X = {L1 = · · · =
Ln = 0}, aj(z), j ∈ Z≥0 holomorphic on U \X , and
Ls11 · · ·Lsnn σ = τ(z) ∼
∞∑
j=0
bj(z) x
α(z)−j
on U \X with X = {L1 = · · · = Ln = 0}, and bj(z), j ∈ Z≥0 holomorphic on U . By the
uniqueness of the asymptotic expansion, Ls11 · · ·Lsnn aj = bj , so aj ∈M(C∞).
By definition, on U \ {L1 = · · · = Ln = 0},
fp
+∞
σ =
∑
ajδα0−j,0.
Since this is only one term at most, fp
+∞
σ ∈M(C∞). We have the conclusion. 
We know that fp
+∞
is a partial character on Σ(R≥0) (see Proposition 3.14). By Proposi-
tion 4.10, we have
Proposition 4.17. The finite part at infinity
fp
+∞
: Ω −→ M(C∞),
σ(z) 7−→ fp
+∞
(σ)(z)
is a morphism of locality algebras i.e., for any two independent germs of symbols σ1 and
σ2 in Ω, then
(41) fp
+∞
(σ1 σ2) = fp
+∞
(σ1)) fp
+∞
(σ2).
Proof. In view of the linearity of the map fp
+∞
and the fact that it only affects the x-variable,
it is sufficient to consider products of simple holomorphic germs.
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Let σ1 and σ2 be two independent simple holomorphic germs of symbols in Ω with
respective orders α1 and α2 respectively. If for i = 1, 2,
σi(z) ∼
∞∑
ni=0
aini(z) x
α(z)−ni ,
it follows from Proposition 4.15 that α1 ⊥Q α2 and a1n1 ⊥Q a2n2 for any (n1, n2) ∈ Z2≥0.
• Assume that α1 and α2 are affine nonconstant respectively. Consequently, the
holomorphic map α : (z1, z2) −→ α1(z1) + α2(z2) corresponding to the order of
σ1 σ2 is also affine nonconstant. By Lemma 4.16, we know that z1 7−→ fp
+∞
(σ1)(z1),
z2 7−→ fp
+∞
(σ2)(z2) and (z1, z2) 7−→ fp
+∞
(σ1 σ2)(z1, z2) all vanish as meromorphic
functions respectively. It follows that Eq. (41) holds in that case.
• We now consider the case when one of the two symbols is polynomial so, let us
assume that α1 is affine nonconstant in z1 and σ2 is a polynomial of degree d2. In
that case σ1(z1) σ2(z2) is a simple holomorphic germ of order α1(z1) + d2 which is
also affine nonconstant. The rest of the above reasoning goes through in a similar
manner.
• If the two symbols are polynomials say σi(z) =
∑di
ji=0
aiji(z) x
di , so is their product
σ1(z1) σ2(z2) =
∑d1+d2
k=1 ck(z1, z2) x
d1+d2 with ck(z1, z2) =
∑
j1+j2=k
a1j1(z1) a
2
j2(z2)
and we have
fp
+∞
(σ1(z1) σ2(z2)) = c0(z1, z2) = a
1
0(z1) a
2
0(z2) = fp
+∞
(σ1)) fp
+∞
(σ2).

Remark 4.18. Notice that Eq. (41) does not hold for any germs of symbols. For non-
independent germs of symbols, the argument of Remark 4.14, (i) provides a counter-
example.
An easy observation:
Proposition 4.19. The finite part at infinity map equips M(C∞) a (Ω,⊥Q)-operated
locality algebra structure:
Ω×M(C∞)→M(C∞)
(σ, f) 7→ f fp
+∞
(σ).
4.4. Locality Rota-Baxter operators on Ω.
Theorem 4.20. (i) The integration map I extends to a map on Ω and the triple(
Ω,⊥Q, mΩ, I
)
is a locality Rota-Baxter commutative algebra of weight zero, and
we have Id ⊥Q I.
(ii) The summation maps S±1 extend to a map on Ω, the triple
(
Ω,⊥Q, mΩ,S±1
)
is a
locality Rota-Baxter commutative algebra of weight ∓1, and we have Id ⊥Q S±1.
Proof. Since Ω consists of sums of simple meromorphic germs of symbols with nonconstant
affine order and polynomials with meromorphic coefficients and since the integration map
clearly stabilises the algebra of such polynomials, it suffices to consider the integration
map on simple meromorphic germs of symbols with nonconstant affine order and it is
sufficient to consider a holomorphic germ of symbols with nonconstant affine order.
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Let ρ(z) be such a holomorphic family of order α(z),
ρ(z) ∼
∞∑
j=0
aj(z) x
α(z)−j .
• We want to show that I(ρ(z)) ∈ Ω. For z /∈ α−1 (Z), the symbol ρ(z) whose order
α(z) lies in C \ Z, is an element of Σ(R≥0) so that we can implement the explicit
expression (32) of the integration map which yields
I(ρ(z))(x) =
N−1∑
j=0
aj(z)
(∫ 1
0
χ(y) yα(z)−j(y) dy +
xα(z)−j+1
α(z)− j + 1 −
1
α(z)− j + 1
)
+
∫ x
0
τχ(N)(z)(y) dy.(42)
The r.h.s defines a meromorphic germ of polyhomogeneous symbols of order α(z)+
1 whose poles lie in α−1([−1,+∞[∩Z) and thus defines an element I(ρ(z)) in Ω.
A similar procedure using the explicit expression (35) shows the corresponding
assertion for S±1(ρ(z)).
• The fact that I is a locality map, namely
σ1 ⊥Q σ2 =⇒ I(σ1) ⊥Q I(σ2),
follows from combining Eq. (42) with the first item of Proposition 4.15. To deduce
the locality of S±1 from that of I, it is useful to observe that the derivatives of
any two independent holomorphic germs of symbols are also independent
ρ1 ⊥Q ρ2 =⇒ ∂(k)x ρ1 ⊥Q ∂(k)x , ∀k ∈ N.
It is then easy to deduce from the locality of the map I and the Euler-Maclaurin
formula, that S±1 are locality maps.
• The locality λ-Rota-Baxter property of the maps I and S±1 for λ = 0 and λ =
±1 respectively, is a consequence of the corresponding known usual Rota-Baxter
properties.

Since the operators S0 = I and S±1 stabilise Ω, we can compose them on the left with
the finite part at infinity investigated in Proposition 4.17.
Corollary 4.21. (i) The cut-off integral
∞
−∫
0
:= fp
+∞
◦ I defines a linear map
∞
−
∫
0
: Ω −→M(C∞)
compatible with the filtration on the source and target space.
(ii) The cut-off sum
∞
−∑
0
:= fp
+∞
◦S±1 defines a linear map
∞
−
∑
0
: Ω −→M(C∞)
compatible with the filtration on the source and target space.
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Part 3. Branched zeta values
We bring together the algebraic and analytic aspects of this paper to define and renor-
malise branched zeta values. These are higher zeta functions which generalise the usual
multiple zeta values; a detailed study of convergent branched zeta values was carried out
in [M].
5. Branched zeta functions
For the rest of the paper, we will take K to be C.
5.1. Branching the Rota-Baxter operators Sλ. Let Ω be the algebra of admissible
meromorphic germs of symbols defined in Subsection 4.3 equipped with the independence
relation ⊥Q for the canonical inner product Q, which we will often write it as ⊤Ω. With
the notations of Definition 1.21, we consider the locality algebra FΩ,⊤Ω of properly Ω-
decorated forests, which we refer to as the (Ω,⊤Ω)−locality algebra of forests properly
decorated by meromorphic multivariate germs of symbols. A properly Ω-decorated forest
will be denoted by F := (F, σF ).
Let λ ∈ {±1}. In view of the properties proved in Theorem 4.20 of the maps Sλ intro-
duced in Definition 3.20 we can apply to them Corollary 1.24 and build the corresponding
branched map
(43) Ŝλ : CFΩ,⊤Ω → Ω,
which is a morphism of locality unital algebras.
Proposition 5.1. For λ ∈ {±1}, the map
Z
λ : CFΩ,⊤Ω −→ M(C∞)
F := (F, σF ) 7−→ ZλF := fp
+∞
(
Ŝλ(F)
)
is a morphism of locality algebras.
Proof. Combining the facts that Ŝλ and the finite part map fp
+∞
are local morphisms of
locality algebras (by Corollary 1.24 and Proposition 4.17 respectively) yields that the
composition F 7→ Zλ
F
gives a morphism of locality algebras. 
The subsequent properties are a straightforward consequence of the fact that Zλ is a
morphism of locality algebras and Ŝλ a morphism of locality operated algebras.
Corollary 5.2. The following identities of meromorphic functions hold:
(i) For mutually independent properly decorated Ω-forests F1⊤ΩF2, we have
Z
λ
F1F2
= Zλ
F1
· Zλ
F2
.
i.e. Zλ is a locality character.
(ii) For a properly decorated Ω-forest F = (F, σF ) and σ ⊥Ω σF (v) for all v ∈ V(F ),
thus making Bσ+(F) a properly decorated tree, we have
Z
λ
Bσ+(F)
= fp
+∞
(
Sλ
(
σ Ŝλ(F)
))
.
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Proof. The first property is a direct consequence of the locality morphism property and
of Proposition 3.14. The last property follows from the fact that Ŝλ is a morphism of
operated locality algebras for the operation defined in Lemma 1.19:
Ŝλ(B
σ
+(F)) = Sλ
(
σ Ŝλ(F)
)
.

5.2. Branched zeta functions. We next set E = Z≥1 × C endowed with the indepen-
dence relation (k, s)⊤E (ℓ, t) :⇐⇒ k 6= ℓ.
Remark 5.3. As it will become clear from the following Lemma, Z≥1 serves as a label set
on vertices to attach a specific element of Ω to each vertex, while C hosts the “weights”
of the branched zeta functions yet to be defined.
Let χ(x) be an excision function which is identically 1 on [1,∞).
Definition 5.4. Let Rχ : Z≥1 × C −→ Ω be the map defined by
Rχ(ℓ, s) :=
(
x 7→ χ(x)xs−zℓ)
with (z1, z2, · · · ) the canonical coordinates of C∞.
On the grounds of Theorem 1.23, the locality map Rχ : (E = Z≥1 × C,⊤E)→ (Ω,⊤Ω)
lifts to a morphism
R
♯
χ : CFE,⊤E → CFΩ,⊤Ω
of locality algebras.
Given λ ∈ {±1}, composing the two morphisms R♯χ and Zλ of locality algebras, we
obtain
Proposition-Definition 5.5. The map
ζ reg,λχ : FE,⊤E −→ M(C∞),
F 7−→ Zλ
R
♯
χ(F)
= (Zλ ◦R♯χ)(F),
defines a morphism of locality algebras, which to a properly Z≥1 × C-decorated tree
F = (F, dF ), assigns a multivariate meromorphic germ at zero, denoted by ζ
reg,λ
χ (F)
and which we call regularised branched zeta functions. Extending the conventions
commonly used for multiple zeta functions, when λ = −1, we drop the upper index
writing ζ regχ and when λ = 1 we write ζ
reg,⋆
χ .
The subsequent statement follows on inspection of the concrete formula.
Proposition 5.6. The map ζ reg,λχ does not depends on the choice of excision function χ
as long as it is identically 1 on [1,∞). Therefore we will drop the subindex χ from now
on.
5.3. Renormalised branched zeta values. We choose the inner product on C∞ to be
the canonical inner product.
Definition 5.7. Let λ ∈ {±1} and let F = (F,~k) be a Z≥1 × C-decorated forest. The
renormalised branched zeta value (or renormalised BZV) associated to the decorated
tree F is defined as
ζ ren,λ(F) := π+ ◦ ζ reg,λ(F)|~z=~0 = ev0 ◦ π+ ◦ ζ reg,λ(F),
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where ev0 is the evaluation at zero and π+ is the projection operator defined in [GPZ3]
associated to the canonical inner product Q, making the subsequent diagramme commu-
tative.
CFZ≥1×C,⊤
R♯
zz✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
ζreg,λ
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
✻
ζren,λ
// C
CFΩ,⊥Ω
P̂λ
$$■
■■
■■
■■
■■
■■
■■
■■
■■
■■
■■
■
Zλ
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
M+(C
∞)
ev0
dd❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍
Ω
fp
+∞
//M(C∞)
π+
::✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈
The following theorem ensures the multiplicativity of the regularised branched zeta
functions on mutually independent elements.
Theorem 5.8. The map ζ ren,λ : CFZ≥1×C,⊤ −→ C is a locality algebra homomorphism.
Proof. The map ζ ren,λ : F 7−→ ev0 ◦ π+ ◦ ζ reg,λ(F) is a morphism on the locality alge-
bra CFΩ,⊤ as the composition of locality morphisms of locality algebras, namely ev0 :
M+(C
∞) −→ C is clearly a locality character, F 7−→ ζ reg,λ(F) : CFΩ,⊤Q −→ M(C∞) is a
locality morphism by Proposition 5.5 and π+ is a locality morphism by [CGPZ1, Example
3.9]. 
By a similar argument to the one used in [CGPZ2], we have the following statement.
Proposition 5.9. For properly Z≥1 ×C-decorated forest F, ζ ren,λ(F) does not depend on
the Z≥1 decorations.
5.4. Branched zeta-functions in terms of multiple zeta functions. We now relate
our constructions to that of multiple zeta functions carried out in [MP], identifying a
proper word with a properly decorated ladder tree.
Proposition 5.10. Let F = (F,~k) be a ladder tree F with k vertices decorated from
bottom to top by (ℓ, sℓ) ∈ Z≥1 × C.
(i) If ℜ(s1) > 1 and ℜ(si) ≥ 1, i = 2, · · · , k, then
ζ reg(F) = ζ(s1 − z1, · · · , sk − zk) =
∑
1≤nk<···<n1
n−s1+z11 · · ·n−sk+zkk ,
for the multiple zeta function. Similarly,
ζ reg,⋆ = ζ⋆(s1 − z1, · · · , sk − zk) :=
∑
1≤nk≤···≤n1
n−s1+z11 · · ·n−sk+zkk ,
for the multiple star zeta function.
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(ii) In general, ζ reg(F) and ζ reg,⋆(F) coincide with the meromorphic germs
−
∑
1≤nk<nk−1<···<n1
ns1−z11 · · ·nsk−zkk , resp. −
∑
1≤nk≤nk−1≤···≤n1
ns1−z11 · · ·nsk−zkk
considered in [MP, Theorem 9].
Proof. (i) This follows from the fact that P̂ restricted to words coincides with P̂W
(see (Eq. (23)) applied to the Rota-Baxter operator Sλ.
(ii) Since the cut-off Chen sums considered in [MP, Theorem 9] were built by means
of the composition fp
+∞
◦ Ŝλ
W|WΩ,⊤Ω , the statement follows from the fact that
Ŝλ|WΩ,⊤Ω = Ŝλ
W|WΩ,⊤Ω .

Theorem 5.11. Let F = (F,~k) ∈ FZ,⊤ be any properly Z≥1 × C-decorated forest.
(i) ζ ren,λ(F) is a Q-linear combination of renormalised (ordinary) multiple zeta func-
tions ζ (resp. ζ⋆) if λ = 1 (resp. if λ = −1).
(ii) Provided the inner product Q is rational, the renormalised branched zeta values
ζ renλ (F) associated to any decorated tree F = (F,
~k) are rational whenever sv ∈
Z≤−1, ∀v ∈ V(T).
Proof. (i) The first statement follows from combining Ŝλ = Ŝλ
W ◦ fλ with the fact
that ladder trees give rise to multiple zeta functions.
(ii) The second statement follows from the first one combined with the fact that renor-
malized multiple zeta values are rational ([MP, Theorem 9]). Alternatively, one
shows by an induction on the number of vertices of F that Ŝλ has rational coeffi-
cients in the sense of [GPZ3]. In view of the rationality of the inner product Q the
projection map πQ+ preserves rationality so that ζ
reg,λ(F) has rational coefficients
and thus ζ ren,λ(F) is rational.

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