In this paper we describe an orthogonal similarity transformation for transforming arbitrary symmetric matrices into a diagonalplus-semiseparable matrix, where we can freely choose the diagonal. Very recently an algorithm was proposed for transforming arbitrary symmetric matrices into similar semiseparable ones. This reduction is strongly connected to the reduction to tridiagonal form. The class of semiseparable matrices can be considered as a subclass of the diagonal-plus-semiseparable matrices. Therefore we can interpret the proposed algorithm here as an extension of the reduction to semiseparable form.
Introduction
Nowadays a lot of attention is paid to the class of semiseparable and diagonal-plus-semiseparable matrices. Especially the class of diagonal-plus-semiseparable matrices is very interesting as it covers also the class of semiseparable matrices, and it arises in different fields e.g. statistics [16, 11] , the field of orthogonal rational functions [17] , vibrational systems [9] , time-varying systems [4] . Also different algorithms already exist for this class of matrices, ranging from solving equations with a diagonal-plus-semiseparable matrix as coefficient matrix [19] , eigenvalue solvers [2, 13] , algorithms connected to inverse eigenvalue problems [7] , inversion formulas [5, 14] and also theoretical considerations connected to the eigenvalues of subblocks of these matrices exist, for example [6] . The definition and the representation of semiseparable matrices is studied in [21] . Moreover it is interesting to know that there exist reduction algorithms to transform diagonal-plus-semiseparable matrices to tridiagonal form [8, 12] , but no algorithm exists in the other direction, i.e. there is no orthogonal reduction algorithm for transforming a symmetric tridiagonal matrix into a similar diagonal-plus-semiseparable one.
It is also well-known how any symmetric matrix can be transformed into a similar tridiagonal one [10, 15] . This orthogonal similarity transformation forms the basic step for various algorithms. For example if one wants to compute the eigenvalues of a symmetric matrix, one can first transform it into a similar tridiagonal one and then compute the eigenvalues of this tridiagonal matrix by means of a QR-algorithm [22, 23] or divide and conquer algorithms [3] .
Very recently an algorithm was developed for transforming an arbitrary symmetric matrix, via orthogonal similarity transformations into a similar semiseparable one [18] . This reduction costs 9n 2 operations more than the reduction to tridiagonal form. This extra cost creates however an extra convergence behavior, namely a subspace iteration step which is performed in each step of the reduction process on the already semiseparable part of the matrix. This reduction to semiseparable form, can be used, similarly like in the tridiagonal case as a basic step for calculating for example the eigenvalues. There exist QR-algorithms [1, 20] as well as divide-and-conquer algorithms [2, 13] to compute the eigendecomposition of symmetric semiseparable matrices.
In this paper we present an extension of the algorithm presented in [18] . The class of semiseparable matrices can be considered as a subclass of the class of diagonal-plus-semiseparable matrices, namely these matrices having as diagonal zero. The algorithm presented reduces via orthogonal similarity transformations symmetric matrices into similar diagonal-plus-semiseparable ones, with a free choice of the diagonal. Moreover, also QR-algorithms exist for diagonal-plus-semiseparable matrices [1] as well as divide and conquer algorithms [13] . This algorithm solves a gap in the orthogonal transformations that exists for transforming symmetric, tridiagonal, semiseparable and diagonal-plus-semiseparable matrices into each other.
The computational complexity of this reduction algorithm differs only with a term n(n − 1) of the reduction to semiseparable form. Moreover it will be shown that for special choices of the diagonal, if one for example has already information about the spectrum, convergence behavior occurs, thereby revealing properties of the spectrum of the matrix.
The paper is organized as follows. Section 2 describes the most important part of the paper, namely the reduction to diagonal-plus-semiseparable form, with a free choice of the diagonal. The third section describes a little change in this algorithm, such that another orthogonal similarity transformation is performed and the outcome is again a diagonal-plus-semiseparable matrix, with the same diagonal as in section 2 but a different semiseparable part. Section 4 describes briefly the convergence behavior of the reduction algorithm connected with special choices of the diagonal. Examples show that if eigenvalues appear in the top left part of the diagonal matrix, the reduction algorithm will reveal them in the resulting diagonal-plus-semiseparable matrix. In Section 5 numerical experiments are performed comparing three reduction algorithms w.r.t. accuracy and complexity.
The algorithm
In this section, we will prove the following theorem by constructing an algorithm which fulfills the demands of the theorem. 
Notation
Before starting to construct an algorithm that transforms an arbitrary symmetric matrix into a diagonal-plus-semiseparable one, we introduce some definitions and notation.
Definition 1 When any submatrix of the upper-, or the lower-, triangular part of a symmetric matrix S has rank at most one, this matrix is called a semiseparable matrix.
This kind of structure can be embedded in a lager one, more precisely:
Definition 2 A matrix has semiseparable structure of dimension m, when the m × m lower-right block is a semiseparable matrix. The rank of every matrix one can take out of the last m columns up to and including the main diagonal must be at most one and, by symmetry, every matrix one can take out of the last m rows up to and including the main diagonal has rank at most one as well. The elements belonging to this semiseparable structure are denoted by : 
we denote a matrix with semiseparable structure of dimension m. × denotes an arbitrary element of a matrix, ⊗ an element which we will annihilate, + a changed element and elements denoted with a 2 around it, belong to the semiseparable structure.
A Givens transformation working on the ith and (i+1)th row of a matrix, in order to annihilate an element on the ith row, is denoted byĜ
is embedded in the identity matrix, we use the notation G T i .
The algorithm proposed in this section will add at each step one row and column to the semiseparable structure of a matrix S (k) 0 which will become the semiseparable part S of the requested diagonal-plus-semiseparable matrix and will add at each step one diagonal element to a matrix D (k) 0 which will become the requested diagonal part D. During each step, we will construct two sequences of matrices S (k)
we start with, is one with semiseparable structure of dimension k. Next the aim is to annihilate the elements of each row which belong to the semiseparable structure, starting from the first down to the last row by means of Givens transformations G
. When applying the transpose of these Givens transformations a new semiseparable structure is built but of dimension k + 1.
For the sequence of diagonal matrices D (k)
i−1 , we want it to change into the same diagonal as the matrix D (k) 0 , we started that step with, but with the elements shifted one place up to the left-upper corner and with d k+1 added as last diagonal element.
In order to achieve this form of diagonal matrix, during the whole algorithm we will switch between S (k)
i−1 which are, as a sum, equal to each other. The reason for this is that we want the diagonal part to remain unchanged under the application of a Givens transformation G i−1 must be changed in order the keep the same matrix and this adapted part is denoted byŜ
Also important to note is that the elements belonging to the rank one structure ofŜ (k) i will be the same as the ones belonging to the rank one structure in S (k) i .
The first step
Starting with the arbitrary symmetric matrix A, the last row and column of course form a semiseparable structure of dimension one. Even when subtracting the element d 1 of the element A(n, n), the semiseparable structure remains. Hence, we can write A as the sum of a matrix S 
First all the elements of the last column of A ( or of S (1) 0 ) are annihilated up to row n − 2 by means of the product of n − 2 Givens transformations G
and the application of G up to the last but two elements:
The former transformations G
1:n−2 and G (1)
n−2 would change. In order to avoid this, we change the matrix D n−2 must be adapted intoŜ
n−2 will not change under the similarity transformation based on G T n−1 on the last two rows in order to annihilate the last but one element of the last column, we get the following situation for the matrixŜ
i.e., the last two rows are proportional with the exception of the entries in the last two columns. When applying the transpose G
n−1 of the former transformation on the last two columns, the last two columns become linearly dependent above and on the main diagonal. Because of symmetry, the last two rows become linearly dependent below and on the main diagonal as well:
Hence, the orthogonal similarity transformation based on G
n−1 has transformed the matrix S
n−1 of semiseparable structure of dimension two and D
Because the element in the lower-right corner does not influence the semiseparable structure, we can change the element S
n−1 (n, n) becomes d 2 . Now, the 2 × 2 block in the lower-right corner ofŜ
n−1 will have the following structure:
with the adapted elementŜ
n−1 because we have constructed the sum of a matrix with semiseparable structure 2 and of a diagonal matrix where d 1 has gone up one place and which contains the two first elements of d now.
The kth step
Suppose that after k − 1 steps, we have a matrix
In this step we will transform S
of semiseparable structure of dimension k + 1 and D
First we annihilate the elements in the (n − k + 1)th column up to row n − k − 1 by means of a product G (k)
of n − k − 1 Givens transformations. Because of the semiseparable structure of dimension k, the upper-right (n − k) × k block has rank at most one. Hence, not only the elements of the (n − k + 1)th column will be annihilated, but also the first n − k − 1 elements of all last k columns. Applying the same transformation G (k) 1:n−k−1 to the columns, the elements 1 up to n − k − 1 of the last k rows will be annihilated. Also here G 
When we want to annihilate the last k elements of the (n − k)th row of S (k)
and rename this asD
n−k−1 remains the same under the Givens transformation G (k) n−k and its transpose. Hence, the element S (k) n−k−1 (n − k, n − k) must be adapted as follows:
This changed matrix will be denoted bŷ S (k) n−k−1 and we have the following situation:
Because we changed an element on the main diagonal of S (k) n−k−1 in the upper-left corner of a semiseparable block, the dependency is not changed by this adaptation.
Now the orthogonal similarity transformation based on G (k)
n−k can be performed onŜ Figure 1 only shows the transformation of the matrixŜ
n−k . Remark that now also in the first elements of the (n − k)th row and column appear dependencies, in contrast with the starting matrix S
where there is only dependency in the last k rows and columns. This is why at the end of the kth step we will have a semiseparable structure of dimension k + 1.
Next the element on the superdiagonal at the (n−k+1)th row, and because of the semiseparable structure also the other elements of that row belonging to the rank one part, should be annihilated. But once again we want the diagonal part to remain the same after the transformation, so D (k) n−k will be changed intoD
such that the elements on the (n − k + 1)th and (n − k + 2)th row are equal. S (k) n−k will be adapted intoŜ
Also here this adaptation does not change the dependency because it works on the upper-left element of a semiseparable block.
Now the Givens transformations G (k)
T n−k+1 and G
(k)
n−k+1 can be applied toŜ
n−k . The same idea is repeated for j = n−k +1, . . . , n−1. At each time, the aim is to annihilate the elements belonging to the rank one structure of the jth row of S (k)
Figure 1: Transformation ofŜ
working on the rows j and j + 1. Because we want the diagonal part D (k) j−1 to remain unchanged, the jth and (j+1)th element must be the same and therefore we change D
with l = j − n + k. Hence, the matrix S (k) j−1 must be adapted as follows:
Because the element we adapt is the upper-left element of a semiseparable block, the existing dependencies do not change.
Next the similarity transformation based on G (k) j can be applied in order to annihilate the last elements of the jth row. But as indicated in Figure 1 , the elements of the jth row and column will be added to the rank one part. 
After k − 1 similarity transformations applied in the way we just described, we will obtain that the last k + 1 rows and columns of S (k) n−1 will belong to a semiseparable structure. As a last small step, the last element of D (k) n−1 will be changed into d k+1 and S
Also here this adaptation does not influence the dependencies already existing in S (k) n−1 because only the last element on the main diagonal is changed.
Hence, we have transformed S
into a matrixŜ
n−1 with a semiseparable structure of dimension k + 1 and a diagonal partD
The next figure shows the complete 3th step on a 6 × 6 matrix:
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The last step
The last step starts with a matrix S 
For each j, with j = 1, . . . , n−1, we want to annihilate the superdiagonal element (j, j+1) of the jth row, and because of the semiseparable structure of dimension n−1, also all elements right from the superdiagonal, by means of a Givens transformation G will be updated intoD
remains the same under the orthogonal similarity transformation based on G
is also as explained in the kth step, more precisely,Ŝ (n−1)
is not changed. Hence, the Givens transformations G After these n − 1 transformations, we have the following situation:
Only the last diagonal element is not of the requested form, but we can change it into d n and subtract it from S (n−1) n−1 (n, n). This last subtraction does not destroy the semiseparable structure and hence we have transformed an arbitrary symmetric matrix A into a similar diagonal-plussemiseparable one with the diagonal equal to d. This finishes the algorithm.
A second algorithm
The theorem proven in the former section can be formulated even stronger: Theorem 2 Let A be an n × n arbitrary symmetric matrix and
Then there exists another orthogonal similarity transformation which transforms the symmetric matrix A into a diagonal-plus-semiseparable matrix D + S with D = diag(d):
The construction of such a similarity transformation is quite similar to the former one. When we apply the former algorithm up to the last step, but with the diagonal starting from
, where * is an arbitrary element of R, we get
In the first algorithm, for the last step we repeated the same idea as we used in all former steps, but at this point we can also change the first diagonal element of D must be adapted too, but this element, whatever its value is, can be included in the semiseparable structure. Now the requested form is reached without the last step of the former algorithm:
, with = × − d 1 and as a consequence, Qe 1 = e 1 because we did not apply any transformation on the first row. This ends the construction of a similarity transformation as requested in Theorem 2.
4 Convergence properties of the reduction algorithm.
In this section we will briefly indicate some interesting convergence results connected with the reduction algorithm. In [18] an algorithm was proposed for reducing arbitrary symmetric matrices to semiseparable form, moreover a detailed convergence analysis of this reduction algorithm was included. It was shown that the matrices in the reduction algorithm contained the Lanczos Ritz values connected to starting vector e 1 , in the part of the matrix already in semiseparable form.
Moreover it was also shown that on this already reduced part at each step of the algorithm a step of subspace iteration was performed. This leads to a kind of nested subspace iteration. An analysis of both of these convergence behaviors led to the observation that the subspace iteration tended to converge to clusters if the eigenvalues of the already reduced part (these are the Lanczos Ritz values) approximated well enough the real dominant eigenvalues of the matrix.
As the reduction to semiseparable form can be seen as a special case of the reduction to diagonal-plus-semiseparable form (we can freely choose the diagonal to be zero), the convergence behavior of the latter case is a special case of a more general convergence behavior related to the reduction to diagonal-plus-semiseparable form. The analysis of this reduction is however not so straightforward as the one in [18] . First of all, the Krylov subspace convergence behavior is replaced by a more general form of Rational Krylov subspace convergence behavior (see e.g. [6] ). Also the analysis of the subspace iteration is not straightforward anymore. In the reduction to semiseparable form, it could be interpreted as a QR-step without shift, in this reduction it should be seen as a QR-step with a special type of multi-shift. As the analysis of both of these convergence behaviors and their interaction are extended, technical and detailed we do not cover them in this publication, but in a forthcoming paper. Nevertheless to illustrate the power of this convergence behavior, we illustrate a simple fact by some numerical experiments. We show that if eigenvalues of the original matrix are present in the upper left part of the diagonal, used for the reduction to diagonal-plus-semiseparable form, then the algorithm will reveal these eigenvalues. This behavior results from teh specific reduction technique used, as we will give also as an example a diagonal-plus-semiseparable matrix, not coming from the reduction algorithm, which also has eigenvalues on the left upper corner, but does not reveal them.
Numerical Experiments
In this section three numerical experiments are performed. In a first experiment the accuracy of the reduction algorithm is compared w.r.t. the orthogonal similarity reduction to tridiagonal and semiseparable form. In a second experiment the computational complexity of these three reduction algorithms is compared and in the final experiment the reduction algorithm is examined for special choices of the diagonal, in correspondence with the previously given theorems. All the experiments are performed in Matlab 1 , and the software can be freely downloaded from the website: http://www.cs.kuleuven.ac.be/∼marc/software For the first experiment a set of test matrices was generated of dimensions 2 i for i = 3, . . . , 11. The symmetric matrices were constructed in such a way that they have as eigenvalues [1 : 2 i ] for each choice of i. In Figure 2 the relative accuracy of the eigenvalues of the reduced matrices w.r.t. the original matrices is given. Denote the original eigenvalues with λ i and the computed ones with λ i , then the relative accuracy is calculated as
It can be seen clearly that all three approaches are equally accurate. In the second experiment the computational complexity of the three approaches was compared. The computational complexity of the reduction to tridiagonal and semiseparable form differs in an extra 9n 2 operations that need to be performed to get the semiseparable structure. The reduction to diagonal-plus-semiseparable form needs an extra n j=1 2j = n(n − 1) operations for the extra additions and substractions needed for making the matrix semiseparable with that specific diagonal. Figure 3 shows the computer time in seconds (the Matlab command cputime was used) divided by the third power of the problem size. What one expects is that all three curves, as they have the same factor preceding the n 3 term in the computational cost, tend to the same value for large n. This can be observed clearly in the figure. Moreover one can see that for computational timings the extra n(n − 1) operations performed by the reduction to diagonal-plus-semiseparable, w.r.t. the reduction to diagonal are negligible.
In this last experiment we have created a symmetric matrix with eigenvalues 1, 2, 3, 4, 5 and performed different reductions of this matrix to a diagonal-plus-semiseparable matrix, thereby varying the diagonal. The different resulting matrices are shown, and it can be seen clearly, that if an eigenvalue is present on the top left, it is revealed, by the reduction algorithm. On top the This last example shows a semiseparable matrix, not coming from the reduction algorithm.
Moreover it is shown that even though the diagonal contains eigenvalues of the complete diagonalplus-semiseparable matrix in the upper left positions, they are not revealed. 
Conclusion and future work
In this paper we presented an algorithm to transform any symmetric matrix by means of an orthogonal similarity transformation into a similar diagonal-plus-semiseparable matrix with free choice of the diagonal. When the first elements of the diagonal are eigenvalues of the original matrix, the upper-left block of the diagonal-plus-semiseparable matrix will be a diagonal block with these eigenvalues on the diagonal. This leads to some interesting convergence behavior which needs further investigation. The computational complexity is comparable with the one of the algorithms reducing into tridiagonal and semiseparable form.
