In this paper, we extend the machine reassignment model proposed by Google for the ROADEF/EURO Challenge. The aim of the challenge is to develop algorithms for the efficient solutions of data-center consolidation problems. The problem stated in the challenge mainly focus on dependability requirements and does not take into account performance requirements (end-to-end response times). We extend the Google problem definition by modeling and constraining end-to-end response times. We provide experimental results to show the effectiveness of this extension.
INTRODUCTION
The aim of the Google ROADEF/EURO Challenge 1 is to improve the usage of a set of servers in a geographically distributed data-center.
2 Servers are arranged in local tightly coupled clusters (neighborhoods) and distributed over different sites (locations). A server has several resources (e.g., RAM and CPU), and runs processes which consume these resources. Processes are organized into single-tier services (e.g., mail service, data-base service) which are integrated into multi-tier applications. The allocation of processes to servers is constraint by three types of requirement: (i) capacity constraints: resource utilization cannot exceed maximum server capacity; (ii) dependency constraints: closely-coupled services must have processes running on the same server or in a cluster of tightly connected servers; (iii) availability constraints: conflicting or mutually fail-over processes cannot run on the same server; and (iv) continuity constraints: processes of mission critical services must be spread across different sites. The objective function is composed of multiple terms: (i) load costs, (ii) balance costs and (iii) movement costs. The problem described in the Google challenge has been partially addressed by other works in th past. Many works [1, 2, 3] do not consider response times and dependability constraints. Some works use optimization algorithms at run-time to optimize the actions taken by adaptive systems [4, 5] . Other works [6, 7] introduce response time con-1 http://challenge.roadef.org/2012/files/problem_ definition_v1.pdf 2 The final results of the challenge have been disclosed. Among 82 teams taking part in the challenge, the Politecnico di Milano team ranked 6 th overall and 3 rd in the junior category.
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straints, assuming single tier-applications.
The problem described in the Google challenge has two limitations: (i) the problem does not take into account endto-end response times, and (ii) when moving a process between servers, its resources consumption does not change. The implications of the first point are easy to understand: a solution to the optimization problem could lead to unacceptable increases in response times. Even if load costs penalize the high utilization of resources and hence high response times, response times are neither modeled nor constrained explicitly. The second point is related to the assumption that the number of visits to a process does not depend on the process allocation. This assumption is in conflict with the dependency constraints, which bind the routing of requests between closely-coupled services to processes running on the same cluster (i.e., neighborhood) of servers. This is better explain with Figure 1 . Front-end service s1 (composed of three load-balanced processes p1 . . . p3) processes and dispatches class 1 requests to back-end service s2 (composed of two load-balanced processes p4 and p5). Because of a dependability constraint on class 1 requests, all these processes are required to run on the same cluster of servers (neighborhood 1 ). The two back-end processes manage also class 2 requests, which are not binded by any dependability constraints. If we move process p4 to a different cluster of servers (neighborhood 2 ), that process cannot handle class 1 request any more, because of the dependability constraints. Therefore, all class 1 requests will be handled by back-end process p5. This change of allocation has the effect of changing the routing of requests between processes and, in turns, their loads.
In this paper, we extend the machine reassignment model proposed by Google trying to address and solve the two above issues. To this purpose, we modify the definition of services by introducing routing probabilities and number of visits, and we develop a parametric queuing network model for the service response time estimation. Model parameters allow for the evaluation of response times as a function of the mapping between processes and machines.
PERFORMANCE MODEL
Let S be the set of services, P the set of processes, M the set of machines, R the set of resources, N the set of neighborhoods. We partition the set of resources R into two subsets, R S and R T . Examples of resources in R T are processors. Examples of resources in R S are main memory and storage space. We model each pair (m, r) ∈ M × R T as a queueing station. Each service s ∈ S represents the Figure 1 : Example of possible routing probabilities with 3 services, 10 processes and 2 neighborhoods. Service s1 depends on service s2, which depends on service s3. entry point of a different workload class, which needs to be processed by all the services on which s depends on, directly or indirectly. Any process p that belongs to s is functionally equivalent (this is implied by the dependency constraints). However, as in Google's proposal, processes of the same service might have different service times, even if running on the same server. Let (S, D) be the directed graph representing the dependency relation D on the set of services S. Moreover, let D + denote the transitive closure of D. A job submitted to service s ∈ S visits all services j ∈ S such that (s, j) ∈ D + . We denote this set of services Ds. We require that a job is serviced by processes assigned to machines that reside in the same neighborhood, since they have high-speed interconnections and shared storage.
We consider only transactional workloads. The arrival rate of class s workload is denoted as Λs. We denote the average number of visits performed by a job of class s to a service j ∈ Ds as vsj. Once a job of class s enters the system, a neighborhood n must be selected. We assume the neighborhood choice is performed by an external load balancer and we denote the probability that a job of class s is routed to neighborhood n as αsn > 0.
Each tier (i.e., service) contains one or more processes running in parallel in the same neighborhood. For each tier, requests are dispatched to process p with probability βp > 0 by means of a local load balancer.
We represent the assignment of processes to machines with a set of binary variables xpm, which are equal to one if and only if process p is assigned to machine m. Moreover, the continuous variables αsn ∈ [0, 1] and βp ∈ [0, 1] represent the routing probabilities defined above. We now describe how to compute the end-to-end response time τs for class s workload, i.e., the workload entering the system at tier s. The arrival rate at process p, which belongs to service s, is:
(1) Let µpr be the service rate of process p at the resource r ∈ R T of a reference machine. Moreover, let fmr be the speedup factor of the resource r of machine m with respect to the reference machine. According to the utilization law, the utilization of the resource r of machine m is
where the binary variable xpm is used to account only for the processes that are assigned to machine m. We model the resources in R T as M/M/1 queues and compute the expected response time of a process p executed at machine m as follows:
The expected response time of a request for service s routed to neighborhood n is computed considering the routing probabilities βp:
where the binary variable xpm selects only the processes p ∈ s assigned to a machine m ∈ n. The end-to-end response time of service s is determined by the routing probabilities αsn and the visit counts vsj for all services j which service s depends on:
An example with 3 services, 10 processes and 2 neighborhoods is shown in Figure 1 . The dependency relation is D = {(s1, s2), (s2, s3)}. The expected response times for service s2 are Ts 2 ,n 1 = 0.4tp 4 ,m 1 + 0.6tp 5 ,m 7 and Ts 2 ,n 2 = tp 6 ,m 8 , where m1, m7 and m8 are the machines to which p4, p5 and p6 are assigned, respectively. The end-to-end response time is τs 2 = 0.5(Ts 2 ,n 1 +vs 2 ,s 3 Ts 3 ,n 1 )+0.5(Ts 2 ,n 2 +vs 2 ,s 3 Ts 3 ,n 2 ). The objective function is the same of the Google's ROADE-F/Euro Challenge. We also consider spread, conflict, dependency, capacity and transient capacity constraints, which we do not report for the sake of brevity. Of course, a set of constraints ensures that each process is assigned to one and only one machine:
We impose constraints on the end-to-end response times τs ≤ τ * s , where τ * s is a user defined threshold for service s. Finally, we need some constraints for the routing probabilities: Constraint (7) is a normalization condition. Constraint (8) ensures that αsn = 0 if there are no processes of s in neighborhood n. According to constraint (9), the routing probabilities for the processes of s located in n must sum to 1 if there is at least one process and to 0 otherwise. Some of the parameters in our model are not available in the data sets provided by Google. In particular, the external arrival rates Λs, the service rates µpr, the speedup factors fmr, the visit counts vsj and the response time thresholds τ * s are unknown. We generate the external arrival rates and the visit counts according to the exponential distribution. Moreover, the speedup factor can be determined as the ratio of the capacities, i.e. fmr = Cmr/Cmr, wherem is an arbitrarily chosen reference machine. Given these parameters, if we fix the routing probabilities of the initial solution, the service rates µpr are uniquely determined by (1) and (2) . Hence, we randomly generate αsn for the initial solution and determine the initial βp making the assumption that the response times of each service are balanced within neighborhoods. Determining the initial βp requires the solution of linear systems. The end-to-end response time thresholds τ * s are set 20% higher than the end-to-end response times of the initial solution.
RESULTS
We solved problems based on the first ten instances provided by Google for the ROADEF/Euro challenge. These instances have from 4 to 100 machines, 100 to 1000 processes, 79 to 1000 services and up 12 different resources. To solve the proposed optimization model, we implemented a Variable Neighborhood Search heuristic. Our heuristic was run with a time limit of 15 minutes on a computer with a Core i7 640M processor. Results are reported in Table 1 . For each instance, we detail the initial objective value, the best known objective value for the original Google's model and the best objective value found for the model proposed in this paper. The table also reports the minimum, average and maximum response times for the initial configuration (i.e., the initial mapping between processes and servers) and for the best configuration found from the consolidation model proposed in this paper.
Discussion
Before discussing the results, we should remember that our machine reassignment model differs from the Google model for two aspects: (i) our model allows for the rerouting (i.e., balancing) of requests between processes handling the same workload; and (ii) our model requires the end-to-end response time to increase of no more than 20% after relocation. We can generally observe that our model is able to significantly reduce the objective cost function for all of the instances, without affecting response times. The only exceptions to this behavior are for instances A1-3 and A2-1. With instance A1-3, we observe (i) a cost function lower than the best optimum known for the Google model, and (ii) an increment of the maximum response time. Both aspects are due to the rerouting of requests, that allows for the creation of "thin" processes (e.g., processes with little load) which can be fine-allocated in order to better saturate servers, with the risk of larger response times and the benefit of a better allocation of processes. In instance A2-1, the result found for our model has a much higher cost than the best solution for the Google's model. This result is not surprising since the presence of response time constraints severely limits the space of feasible solutions.
