Abstract--One way to gain a more comprehensive picture of the complex function of a cell is to study the transcriptome. A promising technology for studying the transcriptome is RNA sequencing, an application of which is to quantify elements in the transcriptome and to link quantitative observations to biology.
A single RNA-seq run can produce millions of sequence reads. Focusing on RNA-seq transcriptome profiling, a standard data analysis pipeline includes sequence reads alignment, expression quantification and normalization, and various downstream inferences. Expression quantification algorithms attempt to uniquely assign sequence reads to transcripts or genes. However, this is a challenging process since (1) alternative spliced isoforms of a gene share exons and (2) sequence reads may map to multiple loci due to high similarity among some genomic regions [2] . These challenges result in read assignment uncertainty.
To address these challenges, researchers have developed a number of quantification algorithms. Several (e.g., HTSeq [3] and BEDTools [4] ) simplify the problem by counting the number of sequence reads aligned to a targeted gene with the predefined gene model, and others (e.g., Cuftlinks [5] and RSEM [6] ), which potentially resolve the multi-mapping issue, build upon the Poisson model and probabilistically assign sequence reads to transcripts or genes. Quantification algorithms can be classified into two categories in terms of the input information from the sequence alignment. Some require 
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Figure 1. The experimental design and workflow for assessing the performance of RNA-seq quantification algorithms.
978-1-4799-3462-1/l3/$3l.00 ©2013 IEEEsequence alignment to be reported in genomic coordinates while others require sequence alignment to be reported in transcriptomic coordinates.
Because of the various characteristics of quantification algorithms, we propose an approach for systematically assessing the performance of these algorithms using both simulated and real datasets. The remaining sections are organized as follows: Section II summarizes experimental design and data analysis steps, Section III presents evaluation metrics for both simulated and real datasets, and finally, Section IV concludes our findings from this study.
II. METHODOLOGY
The workflow of this study is shown in Figure l . Data sources include one simulated dataset and two real datasets. We align the sequence reads of these datasets to the UCSC hg19 genome using TopHat [7] either with or without external genome annotation information (GTF file) and to the RefSeq transcriptome using Bowtie [8] ; then we quantify the sequence alignments reported in the genomic coordinates by Cuftlinks [5] , HTSeq [3] , and MISO [9] and those reported in the transcriptomic coordinates by RSEM [6] , eXpress [10] , and MMSEQ [11] . We compute gene and transcript read counts from the simulated dataset as the ground truth to investigate the performance of the expression estimation of various quantification algorithms.
A. Dataset
To create the simulated dataset, we use Flux Simulator [12] to produce a gene expression profile and then apply the same expression profile to generate three technical replicates with the read length of 2xl 00 base pairs (bp) for each sequencing depth (10, 50, and 100 million read pairs). In Flux Simulator, multiple library preparation and sequencing steps introduce variations among the technical replicates.
We also download two publicly available datasets from the ., .. .., ..
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NCBI SRA repository. The first dataset, which contains three thrombin-treated samples and two control samples, studied the effect of thrombin on endothelial function (SRA accession: SRP008482 [13] ). Using the IIIumina HiSeq 2000 platform, the authors sequenced these samples, each of which has around 50 million 2xlOO bp read pairs. The second dataset, which contains four treatments, each with two replicates, investigated the off-target effect of EGFP siRNA and pro-siRNA in the HeLa-dlEGFP cell line (SRA accession: SRP018552 [14] ). Using the IIIumina Genome Analyzer II platform, the authors sequenced these samples, each with about 25 million 50 bp single-ended reads.
B.
Sequence Alignment
To prepare necessary input information for sequence alignment, we download the hg19 reference genome and the RefSeq GTF file, which annotates 23,801 genes and 42,671 transcripts, from UCSC Genome Browser. We identify three possible sequence alignment scenarios that vary according to the presence of external GTF information and the reporting strategies of alignment tools (i.e., reporting aligned sequence reads in either genomic or transcriptomic coordinates). In our study, we include two sequence alignment tools, TopHat and Bowtie. TopHat reports alignments only in genomic coordinates. Without providing external GTF information, it uses a spliced technique to directly align sequence reads to the reference genome (notation: TopHat G). However, if external GTF information is available, we restrict TopHat so that it aligns sequence reads only to transcriptome sequences extracted from the genome (notation: TopHat T). We use Bowtie to produce alignment files with transcriptomic coordinate reporting (notation: Bowtie).
C. Expression Quantification and Normalization
We apply Cuftlinks, HTSeq, and MISO to quantify gene and transcript expression for the sequence alignment reported in genomic coordinates. The Cuffdiff 2 program in the Cuftlinks package produces gene and transcript expression .., 300 ..
Qu a n t i f i c a t i o n St r a t e g y estimates in terms of read count and FPKM [15] (i.e., fragments per kilobase of exon per million fragments mapped) estimates. The htseq-count program in the HTSeq package generates read count estimates only for genes, while MISO provides read count estimates for both genes and transcripts. For sequence alignment reported in transcriptomic coordinates, we use RSEM, eXpress, and MMSEQ to quantifY gene and transcript expression. These three quantification algorithms are able to quantifY both genes and transcripts and produce both read count and FPKM estimates. In addition, RSEM provides in-house TPM (i.e., transcripts per million) estimates. For read count estimates, we apply the trimmed mean of M-values normalization method (TMM) [16] to eliminate the effect of normalization when computing some assessment metrics.
D. Assessment Metrics
To evaluate the performance of quantification algorithms, we propose two assessment metrics that incorporate ground truth from the simulated dataset and one assessment metric for the two real datasets. For the simulated dataset, since the ground truth (the true gene and transcript counts) is available, we first compute the normalized root-mean-square error (RMSE) between estimated counts and true counts given a sequencing depth and a quantification strategy. Figures 2 and 3 include nine and seven quantification strategies for gene-and transcript-level analyses, respectively. Since RMSE is not scale-invariant, to adjust the sequencing depth effect, we divide RMSE by 10 for 100M cases, by 5 for 50M cases, and by 1 for 10M cases. The error bar for each case results from the inclusion of three replicates. Using TMM-normalized expression estimates, we calculate the gene-wise coefficient of variation (CV) across all replicates for the simulated dataset that serves as the ground truth measurement for replicate variation. We examine the percentage error when comparing the gene-wise CV from various quantification strategies with that from the simulated dataset. We count the number of genes 
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or transcripts with percentage errors of the CV between 0% and 5%, 0% and 10%, 0% and 15%, and so on up to 100%. The same technique applies to the transcript-wise CV analysis.
Both real datasets have technical replicates for each condition, such as a treatment or control. Assuming that the variation between technical replicates is negligible, the gene wise CV should be small for accurate quantification strategies. Accounting for normalized expression estimates, such as FPKM, TMM, and TPM, we include 15 and 13 quantification strategies for gene-and transcript-level analyses, respectively. For each quantification strategy, we compute the condition wise CV for each gene and then summarized these CVs into the gene-wise CV. Box plots in Figures 4 and 5 show that the distribution of gene-wise CVs varies according to the quantification strategy. The same technique applies to the transcript-wise CV analysis.
III. RESULTS AND DISCUSSION
As described in Section II.D, we proposed three assessment metrics to investigate the performance of quantification algorithms. Figures 2A and 3A show that normalized RMSE varies according to the quantification strategy and the sequencing depth. A lower normalized RMSE indicates smaller deviation between estimated and true expression. Note that the high sequencing depth (e.g., 100M read pairs) does not improve significantly in the RMSE metric. Figures 2B and 3B demonstrate that the number of genes/transcripts falling within predefined percentage errors of the CV differs according to the quantification strategy. Curves closer to the upper-left corner of the figure indicate a closer measure of variation to the ground truth. Figures 4 and 5 use box plots to illustrate that the distribution of the gene-wise or transcript-wise CV also varies according to the quantification strategy in the real RNA-seq datasets. Lower CV indicates a smaller variation among the technical replicates. Our results suggest that genome alignment with external GTF information (TopHat T) results in smaller deviations and lower CVs than that without GTF information (TopHat G). This observation holds for Cufflinks, HTSeq, and MISO with the three metrics, shown in Figures 2 to 5. Without external GTF information, TopHat searches for candidate mapping locations in the entire genome, which may increase the odds that a sequence read aligns to an incorrect location. When focusing on expression-based applications, if the GTF file is available, we recommend using GTF-guided alignment to speed up the computational process and increase the expression estimation accuracy.
Another key finding is that quantification algorithms based on transcriptome alignment tend to result in smaller deviations than genome alignment when using simulated expression as the reference, with eXpress being an exception (Figures 2A and  3A) . The analysis of real RNA-seq datasets shows that transcriptome alignment also results in a comparable or lower CV across technical replicates than genome alignment ( Figures  4 and 5) . The difference becomes more significant in the transcript-wise CV analysis. However, for a percentage error of the CV, quantification algorithms based on genome alignment, such as Cufflinks and HTSeq, outperform all other quantification algorithms, with RSEM being tied with the Cufflinks TopHat G quantification strategy (Figures 2B and  3B ). Based on these observations, we infer that quantification algorithms based on genome alignment may cause greater absolute deviation but maintain relative variation among technical replicates. Even though the observations are inconsistent, quantification algorithms based on transcriptome alignment generally perform better in terms of the three metrics, with RSEM outperforming others in all cases. The potential reason is that transcriptome alignment preserves direct mapping information about each transcript while genome alignment does not. Thus, while genome alignment requires additional effort to assign reads to one of the transcripts of a gene, transcriptome alignment requires only the identification of chimeric mappings in multi-mapping cases.
Our study identified several outlying cases. For one, with three evaluation metrics, the MISO package performed worse (i.e., a greater deviation and a higher CV) in most of the cases, which may be due to MISO ignoring too much information such as (1) read pairs mapped to the same strand and (2) reads that have no paired mate. Moreover, Bayesian-based algorithms (e.g., MISO and eXpress) tended to introduce higher variation in expression estimates. We hypothesize that Bayesian-based approaches heavily depend on the prior distribution. Thus, if algorithms cannot converge within a predefined number of iterations, the expression estimates may be only a suboptimal solution. This hypothesis is partially confirmed by the high sensitivity of eXpress to the "forgetting factors" discussed in [10] .
IV. CONCLUSION
We proposed an approach that includes three alignment strategies and six quantification algorithms for assessing RNA seq quantification algorithms in replication studies using both 18 simulated and real RNA-seq datasets. By examining multiple metrics, we found that the TopHat T alignment strategy always outperforms the TopHat G alignment strategy. In addition, quantification algorithms using sequence alignment reported in transcriptomic coordinates usually resulted in a smaller deviation and a lower CV, with eXpress being an exception. Furthermore, RSEM consistently performed better compared with other quantification algorithms. Our approach is useful for comprehensively assessing new RNA-seq quantification algorithms. Based on our results, we suggest using quantification algorithms with transcriptome alignment. If only genome alignment is possible and external GTF information is available, incorporating GTF information yields higher performance. To reinforce our observations in this study, we plan to include more real datasets in future studies.
