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Abstract
Regular model checking is a method for verifying inﬁnite-state systems based on coding their con-
ﬁgurations as words over a ﬁnite alphabet, sets of conﬁgurations as ﬁnite automata, and transitions
as ﬁnite transducers. We introduce a new general approach to regular model checking based on
inference of regular languages. The method builds upon the observation that for inﬁnite-state
systems whose behaviour can be modelled using length-preserving transducers, there is a ﬁnite
computation for obtaining all reachable conﬁgurations up to a certain length n. These conﬁgura-
tions are a (positive) sample of the reachable conﬁgurations of the given system, whereas all other
words up to length n are a negative sample. Then, methods of inference of regular languages can
be used to generalize the sample to the full reachability set (or an overapproximation of it). We
have implemented our method in a prototype tool which shows that our approach is competitive on
a number of concrete examples. Furthermore, in contrast to all other existing regular model check-
ing methods, termination is guaranteed in general for all systems with regular sets of reachable
conﬁgurations. The method can be applied in a similar way to dealing with reachability relations
instead of reachability sets too.
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1 Introduction
Regular model checking [13,6] is a promising approach for automatic veriﬁca-
tion of inﬁnite-state systems. The key advantages of regular model checking
are its high degree of automation and the fact that many diﬀerent kinds of
systems—such as pushdown systems, (lossy) FIFO-channel systems, systems
with counters, or parameterised and dynamic networks of processes—can be
modelled and veriﬁed in a uniform way. Regular model checking is based on
the idea of encoding conﬁgurations of systems as words over a ﬁnite alphabet
and transitions as ﬁnite-state transducers mapping conﬁgurations to conﬁg-
urations. Finite automata can then be naturally used to represent and ma-
nipulate (potentially inﬁnite) sets of conﬁgurations, and reachability analysis
can be performed by computing transitive closures of transducers [12,8,3,4] or
images of automata by iteration of transducers [6,18]—depending on whether
dealing with reachability relations or reachability sets is preferred. Correctness
of the system being veriﬁed may then be checked by comparing the computed
reachability set or reachability relation with a set or relation describing the
undesirable states or changes of states of the system (encoded again by a ﬁnite
automaton or transducer).
To facilitate termination of regular model checking, which is in general not
guaranteed as the problem being solved is undecidable, various acceleration
methods have been proposed. They include, e.g., widening [6,18], collapsing
of automata states based on the history of their creation by composing trans-
ducers [12,3], or abstraction of automata [5]. These methods allow regular
model checking to terminate on many practical examples and sometimes en-
sure completeness for subclasses of the systems that may be modelled in the
given framework (as, e.g., systems with the so-called bounded local depth or
simple transition relations [12]).
In this paper, we introduce a new general method of regular model check-
ing based on using inference of regular languages extending the work of [11]
(see related work below). The approach is motivated by the observation
that for inﬁnite-state systems whose behaviour can be modelled using length-
preserving transducers, there is a ﬁnite computation for obtaining all reachable
conﬁgurations up to a certain length. These conﬁgurations may be considered
as a sample of the reachable conﬁgurations of the given system. Then, meth-
ods that have been developed for inference of regular languages may be used
to generalize the sample with the aim of obtaining the full reachability set
or an overapproximation of it that is precise enough to prove the property of
interest (if it holds). In this work, we concentrate on using the Trakhtenbrot-
Barzdin algorithm [19] as the inference algorithm, but we also brieﬂy mention
some other approaches we have tried.
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As shown by our experiments, the method provides us with good perfor-
mance results. At the same time, in contrast to all other existing regular model
checking methods, termination is guaranteed for all the systems whose set of
reachable conﬁgurations is regular (including, e.g., lossy channel systems and
push-down systems). Similar results can then be obtained for dealing with
reachability relations instead of reachability sets too.
From the above, it is clear that we primarily concentrate on systems that
may be encoded using length-preserving transducers. Dealing with length-
preserving transducers is, however, suﬃcient even for veriﬁcation of safety
properties of non-length preserving systems. In such a case, words encoding
conﬁgurations may be in advance extended with special blank symbols to
be consumed whenever new useful symbols are to be inserted. Moreover,
as we show, our method can be extended to deal with non-length-preserving
transducers too. Then, however, our completeness results do not hold (though
in practice, the method still behaves well).
We have implemented the method and tested it on a number of examples
of diﬀerent systems including parametric networks of processes, a pushdown
system, systems with counters, a system with lossy queues, and a system with
a linked list as a representative of systems with recursive data structures.
The experiments show that our method is very eﬃcient with the results being
mostly comparable with those of [5], which is among the fastest methods
known in the ﬁeld but for which (unlike for our method) no completeness
results are known as yet.
Related work. The idea of using inference of regular languages for reg-
ular model checking has already been used in [11], which, however, primarily
targeted parameterized rings only, and the computation loop was diﬀerent and
required a certain manual classiﬁcation of the transitions of the systems used.
Furthermore, the authors of [11] have not implemented their method. Very
recently there appeared [21] another work on veriﬁcation based on inference of
regular languages specialised for the veriﬁcation of safety properties of systems
with FIFO channels.
Plan of the paper. We ﬁrst introduce basic concepts from the area of au-
tomata theory and regular model checking. Then, we describe the Trakhtenbrot-
Barzdin algorithm for inference of regular languages and propose a way to use
it for regular model checking. Finally, we discuss the experiments we have
done (including some heuristics that we have tried as an alternative to the
Trakhtenbrot-Barzdin algorithm) and conclude.
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2 Automata, Transducers and Regular Model Checking
Basics
A ﬁnite automaton is a 5-tuple M = (Q,Σ, δ, q0, F ) where Q is a ﬁnite set
of states, Σ a ﬁnite alphabet, δ ⊆ Q × Σ × Q a set of transitions, q0 ∈
Q an initial state and F ⊆ Q a set of ﬁnal states. M is deterministic if
∀q ∈ Q, a ∈ Σ there exists at most one q′ with (q, a, q′) ∈ δ. The transition
relation →⊆ Q × Σ∗ × Q of M is deﬁned as the smallest relation satisfying:
(1) ∀q ∈ Q : q

−→ q, (2) if (q, a, q′) ∈ δ, then q
a
−→ q′, and (3) if q
w
−→ q′ and
q′
a
−→ q′′, then q
wa
−→ q′′. The language recognized by M from a state q ∈ Q
is deﬁned by L(M, q) = {w | ∃q′ ∈ F : q
w
−→ q′}. The language L(M) is
equal to L(M, q0). A set L ⊆ Σ
∗ is regular iﬀ there exists a ﬁnite automaton
M such that L = L(M). We also deﬁne languages of words up to a certain
length: L≤n = {w ∈ L | |w| ≤ n}, L≤n(M, q) = {w ∈ L(M, q) | |w| ≤ n}, and
Σ≤n = {w ∈ Σ∗ | |w| ≤ n}.
We deﬁne the depth of an automaton M = (Q,Σ, δ, q0, F ) denoted dM as
the maximum length of the shortest paths leading to the particular states of
M from the initial state, i.e. dM = maxq∈Q min
w∈Σ∗∧q0
w−→q|w|. We say that
two states q, q′ ∈ Q of M are k-indistinguishable, which we denote by q ≡k q
′, if
L≤k(M, q) = L≤k(M, q′). We then deﬁne the degree of distinguishability ρM of
M as the minimal k such that any two states q, q′ of M are k-distinguishable,
i.e. q ≡k q
′.
Let Σ be a ﬁnite alphabet and Σ = Σ ∪ {}. A ﬁnite transducer over
Σ is a 5-tuple τ = (Q,Σ × Σ, δ, q0, F ) where Q is a ﬁnite set of states,
δ ⊆ Q× Σ × Σ ×Q a set of transitions, q0 ∈ Q an initial state, and F ⊆ Q
a set of ﬁnal states. We call a ﬁnite transducer length-preserving if δ ⊆
Q×Σ×Σ×Q (i.e. if its transitions do not contain ). The transition relation
→⊆ Q×Σ∗×Σ∗×Q is deﬁned as the smallest relation satisfying: (1) q
,
−→ q
for every q ∈ Q, (2) if (q, a, b, q′) ∈ δ, then q
a,b
−→ q′, and (3) if q
w,u
−−→ q′ and
q′
a,b
−→ q′′, then q
wa,ub
−−−→ q′′. Then, by abuse of notation, we identify a transducer
τ with the relation {(w, u) | ∃q′ ∈ F : q0
w,u
−−→ q′}. We call a relation regular
if it can be identiﬁed with some transducer. For a set L ⊆ Σ∗ and a relation
R ⊆ Σ∗ × Σ∗, we denote by R(L) the set {w ∈ Σ∗ | ∃w′ ∈ L : (w′, w) ∈ R}.
Let id ⊆ Σ∗ × Σ∗ be the identity relation and ◦ the composition of relations.
We deﬁne recursively the relations τ 0 = id, τ i+1 = τ ◦ τ i, and τ ∗ = ∪∞i=0τ
i.
Below, we suppose id ⊆ τ . This implies τ i ⊆ τ i+1 for all i ≥ 0.
Regular model checking may be used for dealing with complex safety as
well as liveness properties. In this paper, however, we concentrate on ver-
ifying reachability properties. After all, more complex veriﬁcation tasks are
often reduced to reachability veriﬁcation (as we later illustrate on some of our
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experiments too).
To verify reachability properties within the regular model checking frame-
work, there are two basic approaches. Firstly, given a system with a transition
relation modelled as a transducer τ , a regular set of initial conﬁgurations Init
described by a ﬁnite automaton, and a set of “bad” conﬁgurations Bad given
by another ﬁnite automaton, we may try to compute the set of reachable con-
ﬁgurations τ ∗(Init) (or an overapproximation of it) and then check whether
τ ∗(Init) ∩ Bad = ∅.
Problem 2.1 Given regular sets Init and Bad and a ﬁnite transducer τ , does
τ ∗(Init) ∩ Bad = ∅ hold ?
Secondly, we can try to compute the reﬂexive and transitive closure τ ∗ of
the transition relation τ . Then, we may use τ ∗ to solve Problem 2.1. Al-
ternatively, we may also describe the bad property using a transducer τBad—
expressing the fact that it is undesirable to be able to get from a certain
conﬁguration to another—and check whether τ ∗ ∩ τBad = ∅ (provided trans-
ducers are length-preserving).
Problem 2.2 Given length-preserving ﬁnite transducers τ and τBad, does
τ ∗ ∩ τBad = ∅ hold ?
Both of the above approaches have their advantages and disadvantages.
Computing τ ∗ is often more diﬃcult than computing just τ ∗(Init). Indeed,
there are cases where τ ∗(Init) is regular and τ ∗ not. On the other hand, using
τ ∗ may allow one to check properties that would otherwise be more diﬃcult or
impossible to check (as, e.g., checking input-output correspondence between
particular elements of various unbounded structures like linked lists, queues,
etc.).
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Fig. 1. Automata and transducers for regular model checking of a simple token passing
To illustrate the described notions and later our method, we give in Fig. 1
the basic automata and transducers that appear in regular model checking of a
simple token passing protocol. The protocol is supposed to pass a single token
from the left to the right along a sequence of a parametric number of nodes—
the transition relation is shown in Fig. 1(c) including the identity relation.
Initially, the token is in the left-most node: Fig. 1(a). The Bad automaton in
Fig. 1(b) says that there should never be less than or more than one token.
The transducer τBad in Fig. 1(d) states that the token should never be passed
to the left. The reachability relation and the reachability set are then shown
in Fig. 1(e) and 1(f), respectively.
Before proposing our new regular model checking method based on infer-
ence of regular languages that is primarily targeted at dealing with length-
preserving transducers, we remark that dealing with such transducers is not
restrictive for veriﬁcation of safety of non-length-preserving systems (see also
[12]). This is because for ﬁnite runs, we can always replace adding and re-
moving of symbols by rewriting special blank symbols ⊥ added in advance
into the initial conﬁgurations. More precisely, we can add self-loops labelled
with ⊥,⊥ to every state of τ (and τBad if used), replace every , a by a ⊥, a
transition, every a,  transition by an a,⊥ one, and add ⊥-labelled self-loops
at every state of the automata of Init and Bad.
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3 Inference of Regular Languages from Complete Train-
ing Sets
Inference of regular languages is a very active research area (cf. [19,16,14,9]).
Basically, the problem is to infer a language from some of its words (or words
known not to belong to the language). An important notion used in the
proposed algorithms is that of a training set (or sample). A training set T =
(T+, T−) is a pair of two disjoint sets T+, T− ⊆ Σ∗, where T+ contains positive
examples (words in the language to be inferred) and T− contains negative ones.
A training set T = (T+, T−) is called n-complete if T+ ∪ T− = Σ≤n. For the
inference of regular languages from training sets, several diﬀerent algorithms
have been studied. Out of them, in this work, we mainly concentrate on using
the so-called Trakhtenbrot-Barzdin algorithm (TB algorithm for short) [19]
that works on n-complete training sets, which—as we show below—may be
obtained in the case of regular model checking.
For length-preserving transducers, the model checking Problem 2.1 can
be seen as a language inference problem in the following way: We want to
compute (or at least approximate) the set τ∗(Init) for some given length-
preserving transducer τ and a regular set Init. Since τ is length-preserving,
the set τ ∗(Init≤n) is ﬁnite for each n and can be calculated by ﬁnitely iterating
τ (recall that id ⊆ τ). Furthermore, each word of length smaller or equal to
n which is not in τ ∗(Init≤n) cannot be in τ ∗(Init) either. Therefore, the sets
τ ∗(Init≤n) and Σ≤n \ τ ∗(Init≤n) can be seen as sets of positive and negative
examples of the language τ ∗(Init) that we want to infer. To be more precise,
they contain exactly all positive and negative examples of words of the given
language up to some length and thus form an n-complete training set.
For increasing n, we get more and more positive and negative examples of
the language τ ∗(Init)—the training set is growing. Therefore, if τ ∗(Init) is
regular, we will eventually (we do not know when of course) obtain a training
set T big enough in terms of [19], and the TB algorithm will allow us to infer
τ∗(Init) from T . If τ∗(Init) is not regular, it is still possible to perhaps get
an overapproximation suﬃcient to prove the property of interest. The same
approach can also be used to try to infer the relation τ ∗ for length-preserving
transducers by considering as the alphabet pairs of letters and calculating τ ∗
restricted to words of length smaller or equal to n.
3.1 The Trakhtenbrot-Barzdin Algorithm
To describe the TB algorithm and its use in regular model checking in detail,
we need some more deﬁnitions. A DFA A is called consistent with a training
set T = (T+, T−) if T+ ⊆ L(A) and L(A) ∩ T− = ∅. A training set T =
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(T+, T−) is n-complete wrt. a DFA A if T+ = L≤n(A). Given an n-complete
training set T = (T+, T−), we call a deterministic ﬁnite automaton AT =
(Q,Σ, δ, q0, F ) the preﬁx-tree automaton of T if L(A) = T
+, AT has the form
of a tree and does not contain any nodes with the empty language (provided
T+ = ∅).
We now describe a slightly modiﬁed version of the Trakhtenbrot-Barzdin
algorithm which computes an inferred DFA (also called target automaton)
with the minimal number of states consistent with a given n-complete training
set. Let T = (T+, T−) be an n-complete training set and AT the deterministic
preﬁx-tree automaton of T . Obviously, states of AT must correspond to states
of the target automaton A¯T since it must accept all words accepted by AT .
Several diﬀerent states of AT can, however, correspond to the same state of
A¯T . Hence, the basic idea of the algorithm is to collapse two states of AT if
this does not lead to a word of length shorter or equal to n being accepted
though it is not accepted by AT . Two states q and q
′ in AT can be safely
collapsed if they are compatible, i.e. if they are k-indistinguishable (q ≡k q
′)
where k is the minimum of the lengths of the subtrees starting at q and q′.
Let succ be the function which associates to each state in AT the suc-
cessor in a breadth-ﬁrst ordering. The algorithm modiﬁes AT by identifying
compatible states:
Algorithm 1
input: AT with initial state q0
q1 := q0;
while there is a successor of q1 in AT do
q1 := succ(q1);
q2 := q0;
while q1 = q2 and not compatible(q1, q2) do
q2 := succ(q2);
od
if q1 = q2 and compatible(q1, q2) then
let the transition from father(q1) to q1 point to q2 and
erase q1 and all its children from AT ;
od
output: the modiﬁed automaton AT
Notice that the original algorithm [19] uses as input trees which are com-
plete (each internal node has a son for each letter). In our setting, this is
not necessary since we only consider languages and not output behaviour of
automata. The algorithm has a complexity of O(mn2), where m is the size
of AT and n the size of the target automaton. In Figures 2 and 3, we give
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Fig. 2. A 2-complete training set and the diﬀerent stages of the TB algorithm
the diﬀerent stages of the TB algorithm run on a 2-complete training set for
τ ∗(Init) and a 3-complete set for τ ∗ of our running example. Two collapsed
compatible states at each stage are marked with ∗. Notice that in the ﬁrst
case, τ ∗(Init) is obtained exactly as the result of the algorithm, whereas in
the other case, the result is an overapproximation of τ ∗.
We have the following theorem [19].
Theorem 3.1 Let T be an n-complete training set. Algorithm 1 computes a
DFA A¯T with a minimal number of states consistent with T .
Notice that there could be several diﬀerent DFAs with a minimal number of
states consistent with T—the output of the TB algorithm is just one of them.
If all the words of the training set come from some minimal deterministic
automaton A, then the TB algorithm is guaranteed to infer it from an n-
complete training set if n is suﬃciently big with respect to the structure of
the automaton. The degree of reconstructability r of an automaton A is deﬁned
as r = d + ρ + 1 where d is the depth and ρ the degree of distinguishability.
Then we have the following theorem [19].
Theorem 3.2 Given a minimal DFA A with degree of reconstructability r
and a training set T r-complete wrt. A, Algorithm 1 computes A (up to
isomorphism).
If A has n states, then in the worst case, d = ρ = n − 1 and r = 2n −
1. Therefore, the complete training set must contain exponentially (in n)
many words. Fortunately, on average [19,14], r is much smaller because it
can be shown that the average value of d is Clog|Σ|(n) where C is a constant
depending on Σ and ρ = log|Σ|log2(n). This means that on average, the degree
of reconstructability r is small compared to the size of the automaton and only
small complete training sets (polynomial in n) are needed to reconstruct it.
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Fig. 3. A 3-complete training set and the diﬀerent stages of the TB algorithm
4 The Model Checking Algorithm
In this section, we describe our model checking algorithm based on inference
of regular languages. We start with a basic version of the algorithm and then
present a few modiﬁcations and extensions to this algorithm.
4.1 The Basic Model Checking Algorithm
The idea of our algorithm is to compute bigger and bigger complete train-
ing sets coming from the language τ ∗(Init), infer an automaton from them,
and test whether this inferred automaton is an invariant suﬃcient to prove the
property. As the inference algorithm, one can—in principle—use any inference
algorithm based on positive and negative examples proposed in the literature
(as, e.g., RPNI [16,14]). In this paper, we use the Trakhtenbrot-Barzdin al-
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gorithm discussed above because it works with a complete training set and is
guaranteed to output the original automaton if given suﬃciently big training
sets. Below, we, however, describe our model checking algorithm in a general
way.
Algorithm 2
input: a length-preserving transducer τ , a regular set of initial conﬁgurations
Init, and a regular set of bad conﬁgurations Bad
i := 1; /* i can be initialized diﬀerently too. */
repeat
C := τ∗(Init≤i);
C := Σ≤i \ C;
if Bad ∩ C = ∅ then
output: property violated;
A := inference(C,C);
i := i + 1;
until τ(L(A)) ⊆ L(A) and Init ⊆ L(A) and L(A) ∩ Bad = ∅;
output: property satisﬁed
When we use the version of the TB algorithm described as Algorithm 1
for inference in Algorithm 2, the call of inference(C,C) invokes Algorithm 1
with the preﬁx-tree automaton of C as input. Then, the computation of C is
not necessary.
In our running example, to verify the property τ ∗(Init)∩Bad = ∅, the al-
gorithm stops for i = 2 (the inferred invariant is exactly τ ∗(Init)), and for the
property τ ∗∩τbad = ∅, the algorithm stops for i = 3 with an overapproximation
of τ ∗ (see Fig. 3).
Notice that to calculate τ ∗(Init≤i), one can reuse τ ∗(Init≤i−1) and only
calculate the reachable conﬁgurations of size i. The algorithm tries bigger and
bigger training sets until it terminates because it either ﬁnds a counterexample
to the property of interest, or an invariant including the initial states and not
intersecting the Bad set. The test Init ⊆ L(A) is necessary because for small
i, the examples generated may not suﬃce to reconstruct Init. An alternative
way would be to set the initial value of i wrt. Init, but according to our
experience, this is not always the best choice.
If τ∗(Init) is regular, the algorithm always terminates.
Theorem 4.1 Let τ be a length-preserving transducer and Init and Bad two
regular sets. If τ ∗(Init) is regular, then Algorithm 2 with Algorithm 1 used as
the inference algorithm always terminates.
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Proof. If τ ∗(Init) ∩ Bad = ∅, then there exists a word w ∈ τ ∗(Init) ∩ Bad
of some size n. Since τ is length-preserving, w ∈ τ ∗(Init≤n) and the algo-
rithm terminates after at most n iterations. If τ ∗(Init) ∩ Bad = ∅, then
because of Theorem 3.2, the algorithm stops after at most r (the degree of
reconstructability of τ ∗(Init)) steps. 
Notice that termination of the algorithm with the property veriﬁed means
that an invariant precise enough to prove the property was inferred. In general,
we cannot check whether we have inferred the exact reachability set τ ∗(Init).
This is clear, e.g., from the fact that for lossy channel systems, τ ∗(Init) is
known to be regular [7,2] but not computable [1,15]. From Theorem 4.1, we
get easily the following.
Corollary 4.2 The model checking Problem 2.1 is decidable if τ∗(Init) is
regular.
The above is not very surprising as we can give two semi-decision proce-
dures for the problem: one looking for bigger and bigger counterexamples, the
other one enumerating all regular languages and checking for invariants (as
explained in [17] for FIFO-channel systems). Our algorithm provides a clever
way to enumerate regular languages being candidates for an invariant.
Finally, without going into detail, it is clear that in a very similar way as
above, we can deal with transition relations too.
Corollary 4.3 The model checking Problem 2.2 is decidable if τ ∗ is regular.
4.2 A Few Modiﬁcations and Extensions of the Basic Algorithm
Algorithm 2 can easily be modiﬁed to handle non-length-preserving transduc-
ers τ too: When we calculate the ﬁxpoint τ ∗(Init), we always after each step
intersect the reachable conﬁgurations with Σ≤n. In this way, the ﬁxpoint com-
putation will always terminate. However, the training set is not guaranteed
to be complete anymore. Therefore, termination of the model-checking algo-
rithm is not in general insured even for regular τ ∗(Init). However, according
to our practical experience, the method still behaves well for various concrete
examples.
Further, instead of running Algorithm 1, on which Algorithm 2 is based,
over a preﬁx-tree automaton, let us note that it may be directly run over
the minimum deterministic automaton that is often in practice the result of
computing C := τ ∗(Init≤i). Because it does not contain any loops, such a
minimum deterministic automaton has the form of a DAG. Working with a
preﬁx-tree automaton can be emulated over the DAG by remembering the
depth i of the tree and the number of steps that were taken to get to the
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node q1. The diﬀerence of these two values may be used to deduce the length
of words whose acceptance from q1 and q2 should be considered. This step
is necessary because several states of the preﬁx-tree automaton with diﬀerent
depths (corresponding to diﬀerent incoming paths) may be merged into a
single DAG state, and the length to be considered cannot be deduced just
from the state itself.
5 Experiments
We have implemented the ideas proposed in the paper in a prototype tool writ-
ten in YAP Prolog using the FSA library [20]. 5 As regular model checking
is broadly applicable, we applied the tool to a variety of diﬀerent veriﬁcation
tasks described below. In addition, we have then also replaced the TB infer-
ence algorithm in our model checking schema by several methods inspired by
[5] as we brieﬂy report at the end of the section.
5.1 The Experiments Done and the Results Obtained Using the TB Algorithm
The experiments were similar to those presented in more detail in [5]. They
included veriﬁcation of parametric systems (in the form of a bit idealized para-
metric Bakery, Burns, Dijkstra, and Szymanski algorithms of mutual exclu-
sion), a simple push-down system modelling a program with several mutually
recursive procedures (the plotter control example from [10]), the alternating
bit protocol as a representative of systems with (lossy) queues, a Petri net mod-
elling the readers-writers problem with dynamically arising and disappearing
processes that can be considered an example of a system with unbounded
counters (whose values were encoded in parallel in unary), and a procedure
for reversing linear lists as a representative of systems with unbounded recur-
sive data structures. The simpliﬁed Bakery mutual exclusion algorithm was
modelled in several ways: with a parametric number of processes and the val-
ues of tickets encoded by the positions of the appropriate processes in the word
representing a conﬁguration, and with a bounded number of processes (three
to ﬁve) with the tickets modelled by explicit counters with values encoded in
parallel either in binary (as in NDDs) or in unary.
We have mostly considered veriﬁcation of invariance properties that can
be directly handled using reachability veriﬁcation. We have, however, tried
dealing with some more complex properties too. The push-down example
where we checked some constraint on the calling order of the procedures is an
example of dealing with a bit more complex safety properties—to transform
5 Prolog was chosen as a rapid, but still relatively eﬃcient, prototyping environment.
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it to a reachability problem, we manually composed the appropriate safety
automaton with the model of the system. We have also veriﬁed communal
liveness in the Bakery example. In this case, we have manually composed the
appropriate Bu¨chi automaton with the system being veriﬁed. We have mostly
considered correct systems, but we have as well run the tool over a faulty ver-
sion of one of the considered systems—namely the Readers/Writers example
where we omitted one of the Petri net arcs. We have mostly worked on the
level of dealing with reachability sets, but in the example of reversing lists,
we have also worked with a reachability relation represented by a transducer.
(Using the reachability set computation, we checked that the procedure out-
puts a list, but using the reachability relation—restricted to reachability from
initial states, i.e. to idInit ◦ τ
∗, we checked that the output list is a reversion
of the input one.) Finally, in the experiments, we were trying both forward
and backward veriﬁcation—i.e. starting from the initial states or the “bad”
states.
The results of the experiments are summarized in Table 1. For each exper-
iment, we give the best result obtained. We say whether it was within forward
or backward veriﬁcation and what the initial length of the words in the sample
was (the considered values were: 1, |QBad|, 2|QBad|, |QBad|/2, |QInit|, 2|QInit|,
and |QInit|/2). When we compare these results with those of [5] (which be-
long among the best in the ﬁeld), we see that they are usually a bit slower but
comparable. In one case (the ABP example), the inference method was even
faster than the one of [5]. Such results are very positive taking into account
that no guarantees of termination are known for the methods of [5].
Finally, in the rg columns of Table 1, we give the percentage of time spent
in generating the ﬁnite sample, which indicates that the treatment of this part
of our method deserves a special attention in the future optimisations.
5.2 Using Other Inference Methods than the TB Algorithm
In a series of additional experiments, we have then replaced the use of the TB
algorithm in our model checking schema by several heuristics inspired by [5].
In particular, we have tried to generalize the obtained samples represented by
ﬁnite automata by collapsing any states of these automata having the same
forward (or backward) languages of words up to a certain length (wrt. the
given set of ﬁnal states or, alternatively, considering all states to be ﬁnal).
Although the use of these heuristics turned out to be mostly slower than the
use of the TB algorithm, there were also cases (e.g., the Bakery communal
liveness or Burns experiments) where they were up to three times faster. In-
spired by this, for the future, we are planning more experiments based on
the generality of our model checking schema that allows us to plug in various
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Table 1
Some results of experimenting with veriﬁcation based on inference of regular languages
Experiment Best setting T [sec] rg [%]
Bakery Bw, |QBad| 0.03 50
Bakery comm. liv. Fw, 2|QInit| 0.36 90
Bakery counters 3P Bw, 2|QBad| 8.69 70
Bakery counters 4P Fw, |QBad| 143 92
Bakery 5P unary Fw, 2|QInit| 229 45
ABP Bw, 2|QBad| 0.03 50
Burns Fw, 2|QInit| 0.77 98
Dijkstra Fw, |QBad|/2 1.16 92
PDS Bw, |QBad| 0.04 63
Petri net/Read. Wr. Fw, |QBad|/2 323 90
Faulty PN/Rd. Wr. Fw, 2|QInit| 1.48 54
Szymanski Fw, |QBad| 0.76 94
Rev. Lists Fw, |QInit| 1.64 90
Rev. Lists/Transd. Fw, |QInit|/2 40.5 69
inference algorithms.
6 Conclusion
We introduce in this paper a new method for regular model checking based
on inference of regular languages. The method iteratively computes more and
more precise approximations of τ ∗(Init) or τ ∗ that are inferred from larger
and larger samples representing all reachable conﬁgurations (transductions of
conﬁgurations) with length up to a certain bound that is being incrementally
increased. The computation stops when the bad conﬁgurations are reached
or when a safe overapproximation of τ ∗(Init) or τ ∗ is inferred. For length-
preserving transducers, the method is complete for all systems with regular
τ ∗(Init) or τ ∗. This is a major advantage compared to other methods. At the
same time, experimental results show that the method is eﬃcient too.
Our model-checking algorithm is general as every inference algorithm work-
ing with positive and negative examples can be used. In the future, we plan to
try other inference algorithms [16,14] and compare their performances in our
framework. An investigation of incremental inference algorithms like RPNI2
[9] could especially be interesting. They are based on reﬁning an inference hy-
pothesis when new positive and negative examples are provided. They could
be easily used in our framework since we compute longer and longer conﬁgu-
rations. A further optimisation could be a use of dedicated ﬁnite-state model
checkers to compute the set of reachable conﬁgurations of bounded length
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eﬃciently.
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