Abstract Clustering is widely used in bioinformatics to find gene correlation patterns. Although many algorithms have been proposed, these are usually confronted with difficulties in meeting the requirements of both automation and high quality. In this paper, we propose a novel algorithm for clustering genes from their expression profiles. The unique features of the proposed algorithm are twofold: it takes into consideration global, rather than local, gene correlation information in clustering processes; and it incorporates clustering quality measurement into the clustering processes to implement non-parametric, automatic and global optimal gene clustering. The evaluation on simulated and real gene data sets demonstrates the effectiveness of the algorithm.
Introduction
Recently developed biological experimental techniques, such as microarrays, allow the expression level of thousands of genes to be monitored in parallel [2] . However, the advent of high-throughput experimental data, such as microarray data, also brings challenges to researchers: how can we process large amount of gene expression data to reveal inherent relationships among genes?
Gene clustering is among those approaches that reveal inherent relationships among genes. Genes that are grouped into the same cluster usually have similar expression patterns, and are supposed to be biologically relevant under certain experimental conditions. Based on this assumption, clustering becomes a way of identifying sets of genes that are putatively co-regulated. From these sets, biologists might design new experiments to test them or reconstruct gene regulatory networks from them. For instance, if the regulatory mechanism is known for some genes in one cluster, it could be assumed that other genes in the cluster are also related to this regulation mechanism. This hypothesis could be tested by gene knock-out experiments, or directly assessing the transcription-factor binding [5] . Due to the important roles that clustering plays in biological research, it has become a widely used tool for gene expression analysis.
Although a number of algorithms that cluster genes from their expression profiles have been proposed [3, 4, [12] [13] [14] , they are usually confronted with the following problems:
• Predefined clustering parameters. In most cases, algorithms require some parameters pre-defined by users for clustering. In real applications, however, it is hard for biologists to determine the suitable parameters manually [18] . On the other hand, the predefined parameters may not guarantee the optimal clustering results.
• Local clustering optimization. Most algorithms exploit local, rather than global, correlation information among genes (e.g. one-to-one similarity) for clustering. This might lead to the clusters being locally, rather than globally, optimal.
• Post-clustering quality validation. Many measurements for clustering quality validation have been proposed, such as the Rand statistic, Jaccard coefficient and Hubert's C statistic indices [9] . However, they are mainly used for validating the quality of final clustering results. The work is absent on how to incorporate these measurements into the clustering process to improve clustering quality and implement automatic clustering without predefined parameters.
Tseng and Kao [18] tried to incorporate Hubert's C statistic index into a clustering algorithm to implement parameter-less gene clustering. The clustering results are non-hierarchical. Their algorithm, however, is still based on local gene correlation information, i.e. one-to-one similarities. This leads to local, rather than global, optimal clustering results.
The work in this paper aims to develop a novel clustering algorithm that strives to solve the above problems. This algorithm, named Non-Parametric Global Gene Clustering (NPGGC), adapts the idea of incorporating a quality validation measurement into the clustering process to implement non-parametric clustering and improve clustering quality. The algorithm is actually based on a matrix model that models relationships among genes, as well as matrix operations especially matrix partitioning. The matrix model captures all correlation information among genes and is manipulated as a whole when clustering. The algorithm therefore takes into account the global gene correlation information in the clustering process and achieves global optimal results. Meanwhile, the clusters produced from this algorithm are in a hierarchical structure, which reveals more correlation relationships between clusters. As suggested in Tseng and Kao's [18] work, Hubert's C statistic index might be the best measurement for both partition-based and density-based clustering methods when applied to both lowsimilarity and high-similarity data sets. In our algorithm, thereby, we use Hubert's C statistic index to control clustering quality and implement clustering automation. The outcomes of this work provide biologists with an insight on the design of new experiments to discover unknown interaction patterns among genes. The hierarchical and mutual relationships among genes, which are revealed by this work, give an overview of a gene correlation map. Potentially, they could then be utilized for other purposes such as the reconstruction of gene regulatory networks.
The paper is organized as follows: in the following Sect. 2, we present our NPGGC algorithm step by step via some sub-sections. A brief overview of Hubert's C statistic is also included in this section. Section 3 presents evaluation results that demonstrate the effectiveness of the algorithm. In Sect. 4, we discuss some distinct features of our algorithm with comparisons to other representative clustering algorithms. The conclusions and some future research directions are given in the last section. The software of our algorithm NPGGC is available at http://www.deakin.edu. au/*jingyu/NPGGC.zip.
Non-parametric global gene clustering
The non-parametric global gene clustering (NPGGC) algorithm is based on a gene similarity matrix model, whose entries are gene similarity values. Gene similarity values are calculated from their gene expression profiles obtained from microarray experiments. Actually, expression profiles for all the genes involved in a microarray experiment can be represented as vectors
where m is the number of genes in the data set, n the number of conditions under which a microarray experiment was conducted or the number of samples, and G i,j the expression level of gene i under the condition j. The similarity sm ij between two genes i and j is calculated as follow:
where
This cosine similarity measure is a simplified form of the widely used correlation coefficient similarity measure. The adaptation of this measure is based on two reasons: firstly, this measure takes into account the change ratios, rather than the absolute changes, of gene expression values and could more reasonably reflect the similarity of two genes under same conditions; secondly, this simplified form could reduce the cost of similarity computation. The similarities between genes can then be represented in an m · m similarity matrix (SM), where
Each row/column of the matrix SM therefore represents a gene.
We also define another matrix, named co-existence matrix (CM), to indicate whether two genes are assigned into the same cluster. In fact, CM is an m · m matrix ( Based on these two symmetric gene correlation matrices SM and CM, we present our clustering algorithm in the following sub-sections. Prior to this, we will briefly introduce the Hubert's C statistic index which is to be incorporated into the proposed algorithm.
Hubert's C statistic
The Hubert's C statistic [7] is defined as follows when two matrices SM and CM are symmetric:
where M = m(m -1)/2 is the number of entries in the double sum, SM and CM stand for the sample means of entries in matrices SM and CM respectively, while r SM and r CM are the sample standard deviations for matrices SM and CM, respectively. The Hubert's C statistic represents the point serial correlation between the matrices SM and CM. The value of C is within the range [-1, 1]. A higher C value indicates a better clustering quality [18] . For matrices SM and CM, the values of SM; CM; r SM and r CM in our algorithm are actually calculated as follows:
and
Similarity matrix permutation
The NPGGC algorithm is based on the partitioning of the gene similarity matrix SM. With the partitioning of the matrix SM, i.e. the partitioning of rows and columns, the genes are grouped into clusters accordingly. Before partitioning, however, the similarity matrix needs to be permuted to place those closely related genes together in the matrix SM, such that the gene positions in the matrix more reasonably reflect the relevance between genes within the whole range of concerned genes. For measuring how close two genes are related, we define the affinity of two genes i and j as
The corresponding affinity matrix is denoted as AF whose entries are AF(i, j). Two genes with higher affinity would be more related with each other and should have more chance to be grouped into the same cluster. However, since the genes in the matrix have mutual effects, the final gene positions in the similarity matrix should be determined by all genes modeled as rows/columns in the matrix. In order to globally optimize the gene position within the similarity matrix, we define the global affinity (GA) of matrix SM as
AFði; jÞ½AFði; j À 1Þ þ AFði; j þ 1Þ
ð2:1Þ
where AF(i,0) = AF(i,m + 1) = 0. It can be seen from (2.1) that GA(SM) contains all the affinities of genes in the data set with their neighboring genes. The higher the GA(SM), the more likely the closely related genes are put together as neighboring genes. The purpose of similarity matrix permutation is to achieve the highest GA(SM), which means the close related genes are located closer to each other in the matrix. The highest GA(SM) can be achieved by swapping the positions of every pair of columns (and rows accordingly) in matrix AF. In fact, we denote the permuted affinity matrix as PA. Similar to the work in [11] , the algorithm for generating PA with the highest GA (SM) consists of three steps 1. Initiation. Place and fix one of the columns of AF arbitrarily into PA. 2. Iteration. Pick each of the remaining m -i columns (where i is the number of columns already placed in PA) and try to place them in the remaining i + 1 positions in the PA. Choose the placement that makes the greatest contribution to the global affinity. Continue this step until no more columns remain to be placed. 3. Row ordering. Once the column ordering is determined, the placement of the rows should also be changed so that their relative positions match the relative positions of the columns.
When the highest GA(SM) is achieved, the gene positions in SM are permuted according to the actual gene positions in the permuted affinity matrix PA. As a result, the closely related genes are placed together in the new permuted similarity matrix. For simplicity, hereafter, we will still denote this permuted similarity matrix as SM. Figure 1 gives an example of similarity matrix permutation. There are nine genes (marked G 1 , G 2 ,...,G 9 ) in this example. The original and permuted similarity matrices are shown in Fig. 1a and b separately. It can be seen that the closely related genes are placed together in the permuted similarity matrix (b) with the highest global affinity.
Matrix partitioning and clustering algorithm
Gene clustering in NPGGC is implemented by partitioning the permuted matrix SM into four sub-matrices along its main diagonal, i.e.
Since the rows (or columns) of the permuted similarity matrix SM represent the genes to be clustered, the genes corresponding to the rows (or columns) of the sub-matrices SM 1,1 and SM 2,2 form two clusters, while the elements of sub-matrix SM 1,2 (or SM 2,1 , since SM T 2,1 = SM 1,2 ) are similarities between the genes that belong to these two clusters.
The partitioning of matrix SM is equivalent to finding a dividing point D along the main diagonal of SM. To find this dividing point D, we define a measurement for the submatrix SM p,q (1 £ p, q £ 2) as
where d stands for the row (and column) number of D. For example,
P m j¼dþ1 sm i;j is the sum of all elements in the sub-matrix SM 1,2 . The dividing point D is selected such that the following function is maximized
In other words, the dividing point D is selected such that genes with high affinity are located in the same cluster (sub-matrix), and the similarity between the clusters is low. Once the position of dividing point D is determined, two clusters SM 1,1 and SM 2,2 are determined as well. For instance, the genes in the example of Fig. 1 are grouped into two clusters: 
Matrix partitioning
Hierarchical Gene Clusters The matrix partitioning could then be recursively applied to the matrices SM 1,1 and SM 2,2 . After each recursive clustering procedure, a C statistic value for all genes and clusters in the data set is calculated and checked to see if this current C statistic value is greater than the previous one. If yes, the recursive clustering procedure will continue; otherwise, the current recursive clustering process will revert to the previous one. This process will continue until a higher C statistic value cannot be achieved, i.e. the highest C statistic value is achieved. All clusters produced from this recursive procedure hierarchically cluster the genes. Figure 2 intuitively 
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From the above clustering algorithm description and the pseudo codes, it is clear that the algorithm does not need any predefined parameters (the only input to the algorithm is the similarity matrix SM), clustering is automatically conducted and controlled, and the clusters are globally optimized with a hierarchical structure.
Evaluation
To evaluate the effectiveness of our NPGGC algorithm, we applied it to two kinds of data sets: the first was simulated sets in which the cluster structures were known in advance, the second was real gene data sets including yeast cellcycle data sets [6] [16] and colon gene data sets [2] . The purpose of evaluating the algorithm on the simulated data sets was to see if the algorithm was effective in clustering in terms of reconstructing pre-known clusters. The evaluation on the real gene data sets was to see if the algorithm was effective in terms of providing meaningful clustering results.
Initially, we evaluated the algorithm on some simulated data sets. The simulated data sets were generated by a program we developed. In fact, to generate a data set, a user only needed to set up expected numbers of clusters and conditions in the generating program. The genes and conditions were modeled in a matrix, with each row represented a gene while each column represented a condition. The intersection of a row and a column represented the expression value of a gene under a condition. The gene expression values were generated randomly in such a way that genes within a predetermined cluster had higher similarity, while genes in different predetermined clusters had no similarity, i.e. there were no overlaps between predetermined clusters. For example, suppose there are two predetermined clusters C1 and C2 under 10 conditions. A gene in cluster C1 would be represented as a row of the matrix in the form of (e 1 , e 2 , e 3 , e 4 , e 5 , 0, 0, 0, 0, 0), while a gene in cluster C2 is in the form of (0, 0, 0, 0, 0, e 6 , e 7 , e 8 , e 9 , e 10 ). Here e i (i = 1, 2,…,10) are randomly generated expression values under the conditions 1,2,...,10. Therefore there are no overlaps between clusters C1 and C2 in terms of similarity. The genes (rows in the matrix) are then randomly swapped with each other within the matrix, and the conditions (columns in the matrix) are also swapped randomly. Therefore after swapping, there are no obvious clusters in the matrix. For the above example, after swapping, a gene in cluster C1 might take the form of (0, e 5 , e 2 , 0, 0, e 1 , 0, e 4 , 0, e 3 ) while a gene in cluster C2 might accordingly take the form of (e 8 , 0, 0, e 6 , e 9 , 0, e 10 , 0, e 7 , 0). These swapped genes, with their randomly generated expression values under the conditions, are then used as simulated data to evaluate the effectiveness of clustering algorithms, i.e. to see if our algorithm and other clustering algorithms for comparison can successfully reconstruct the predetermined clusters.
We generated four simulated data sets, named Set I, Set II, Set III and Set IV. Each data set had the same dimension 40, i.e. the number of conditions was 40. The data set size here represented the number of genes in the data set. Table 1 shows the profiles of these four data sets.
The NPGGC algorithm evaluation results on these simulated data sets, as well as the details of C statistic value changes during the process of clustering, are shown in Table 2 , where the number of clusters is the number of those leaf clusters in the hierarchical cluster structure generated from the algorithm.
It can be observed from Table 2 that the algorithm produces the same number of clusters as predefined and the final clustering C statistic values are very high, which means the clustering results are satisfactory. It was verified from our detailed checking that the names of genes in each cluster were the same as those in the corresponding predefined cluster. Furthermore, all final clustering C statistic values were not sensitive to the number of genes in the data sets. In other words, the algorithm was stable in clustering as it clustered genes globally, rather than locally.
To further evaluate effectiveness of our algorithm, we compared NPGGC algorithm with the correlation search technique (CST) algorithm which was proposed in [18] . The CST used a similar technique to that which we used in this work, i.e. incorporating a clustering validation index into a clustering algorithm. However, CST made use of local, rather than global, gene similarity information in clustering and the clusters were non-hierarchical. It was declared in [18] that the algorithm CST outperformed some commonly used algorithms such as Smart-CAST, CAST-FI [19] and K-means. We compared our algorithm NPGGC with CST on the simulated data sets in terms of the number of clusters and three clustering validation indices: C statistic values, Jaccard Coefficient values and Rand Statistic values [7] . The evaluation results have been presented in Table 3 .
It is observed from this evaluation that the algorithm NPGGC outperformed the algorithm CST in many aspects in terms of the simulated data sets. Especially, each cluster generated from the algorithm NPGGC was the same as a real predetermined cluster, i.e. the algorithm NPGGC successfully reconstructed the original clusters from these simulated data sets, while CST still generated some outliers. Furthermore, it can be seen from Table 3 that CST was sensitive to the number of genes in the data set even if the predetermined cluster structures were well predefined. In contrast, the algorithm NPGGC resulted in stable C statistic values even if the number of genes was increased. This demonstrated from another aspect that the algorithm CST clusters genes from local, rather than global, correlation information between genes.
It was noticed that there happened to be a large difference between the two algorithms on the simulated data sets in terms of C statistic index, while little difference occurred in terms of Jaccard coefficient and Rand statistic indices. This means that although the clustering results are satisfactory, with the approximate clustering accuracy at 99%, the CST algorithm did not take the gene similarities into consideration as correctly as the NPGGC did in clustering. In actuality, from the definition of C statistic index in Sect. 2, it can be seen that if the similarity between two genes was above the average similarity and these two gene were clustered into the same cluster, or if the similarity between these two genes was below the average similarity and they were clustered into different clusters, the C statistic index shall be higher. In other words, the CST might cluster some genes that have higher similarities into different clusters, while some genes that have lower similarities might be clustered into the same cluster. That is the reason CST did not fully reconstruct the well pre-defined clusters, and generated more clusters than expected. In contrast, the algorithm NPGGC reconstructed 100% of the clusters with the expected number of clusters. Therefore, the evaluation results demonstrated that the algorithm NPGGC considers similarities and their mutual relationships in clustering globally, and much more effectively. The above evaluation results show the effectiveness of the algorithm NPGGC on simulated data sets. To evaluate the effectiveness of our algorithm on real data sets, we first evaluated it on yeast microarray data sets [16] . Each yeast gene contained 82 mRNA abundance values under different experimental conditions.
We set up seven yeast microarray data sets for evaluation as shown in Table 4 . The last data set, Set VII, contained all yeast genes that were involved in the microarray experiment. Other data sets in Table 4 were not pre-selected according to any pre-defined selection criteria. They were generated by selecting partial genes sequentially from the entire gene data set. The data sets therefore kept the original microarray experiment results.
For comparison, we applied NPGGC, CST, hierarchical and K-means algorithms to each data set. The hierarchical and K-means algorithms were from Matlab R2007a. The cosine distance metric was used in the K-means clustering, while the average linkage type was used in the hierarchical clustering. For the hierarchical clustering, the un-weighted pair-group method average (UPGMA) [15] was used to calculate the average distance between all pairs of genes in two different clusters: let x i be the ith gene in clusterC 1 , x j the jth gene in clusterC 2 , the average linkage distance between clusters C 1 and C 2 is P
x j ) is the cosine distance between genes x i andx j , N 1 and N 2 are the number of genes in clusters C 1 and C 2 respectively. The summation is taken across all the pair wise distances between two clusters and then divided by the total number of gene pairs, i.e. N 1 N 2 .
For the NPGGC algorithm, as well as the hierarchical algorithm, we selected leaf clusters in the hierarchical clustering structure as the final clustering results. The clustering quality was measured by Hubert's C statistic index. As the clustering over these real yeast data sets was unsupervised, i.e. there was no any prior knowledge of cluster structures of these data sets, adopting C statistic index to measure clustering quality was therefore reasonable. The details of data sets and the algorithm evaluation results have been shown in Table 4 .
In this table, the notation M indicates the number of main clusters. In CST algorithm [18] , a main cluster is defined as a cluster whose size is greater than or equal to 5. For K-means algorithm, we selected the parameter k from 2 to 50 and chose the best clustering results in terms of C statistic value for comparison. It is obvious from this table that algorithm NPGGC outperformed the hierarchical and K-means algorithms for all data sets, and outperformed CST algorithm for almost all data sets in terms of C statistic values.
In terms of the number of clusters generated from these algorithms, the algorithm NPGGC generated more reasonable results than other algorithms. As yeast cells actually go through four phases within one life cycle, accordingly there should be four groups of genes which are involved in these four phases respectively, and another one cluster should contain those genes which are not relevant to the biological process of cell cycle. So there should have been five clusters in total for yeast genes [16] . The evaluation results of NPGGC on data set VII, which was the set of all genes, showed that the number of clusters was five. This result matched the actual cell-cycle of yeasts. In contrast, CST and the hierarchical algorithms generated too many clusters (e.g. 16 main clusters for CST and 36 clusters for the hierarchical algorithm). The number of clusters (i.e. 4) generated by the K-means algorithm was close to the expected 5, however, the cluster quality was inferior to NPGGC. On average, the algorithm NPGGC generated 5.4 clusters, while CST generated 8.6 main clusters and the hierarchical algorithm generated 22.6 clusters which from the biology point of view drifted too much. Although the K-means algorithm generated 4.3 clusters on average, which was close to expected 5, the average clustering quality in terms of C statistic value was only 0.44 while the average clustering quality of NPGGC was 0.57. Figure 3 shows the change profiles of C statistic values of NPGGC when these seven data sets are clustered. It is observed that the algorithm performance quickly achieved a stable status. This evaluation also demonstrated that the NPGGC algorithm was efficient in achieving high C statistic values, and was able to provide reasonable clustering results.
To further evaluate the effectiveness of the algorithm NPGGC, we applied it to other two real gene data sets and observed to see whether the genes in the same cluster showed functional homogeneity. One was a yeast gene data set which contained 2,467 genes that currently have functional annotations in the Saccharomyces Genome Database [6] ; another was a colon gene data set which contained 2,000 genes in 22 normal and 40 tumor colon tissues [2] .
Some of the yeast genes in the two generated clusters are listed in Tables 5 and 6 separately. Here ORF stands for gene Open Reading Frame. It can be seen that genes in the same cluster do show functional homogeneity, particularly genes in Table 5 are in the same glycolysis functional category and share some specific functions, while genes in Table 6 are in the same protein synthesis functional category and involved in translation initiation.
Alon et al. [2] used a clustering method to find colon genes that were homologous to ribosomal proteins and appeared to be related to cellular metabolism such as an ATP-synthase component and an elongation factor. Most of these genes clustered together as expected for genes that were regulated coordinately [2] . We used the clustering results as a benchmark and checked the functional homogeneity of genes that were clustered into the same cluster by NPGGC. Table 7 lists some of these colon genes that were clustered by [2] and by NPGGC. It is obvious that NPGGC generates almost the same clustering results as [2] . The above evaluation demonstrated the effectiveness of the algorithm NPGGC in terms of gene functional homogeneity within the same cluster.
Discussion
In this work, we have used similarity defined in Sect. 2 to describe the closeness between genes, based on which the clustering is conducted. In actuality, this similarity is in the form of CosineCorrelation that is used to define a distance between data objects in many clustering algorithms such as K-means. For example, a distance could be defined as distance = 1 -ConsinceCorrelation. In other words, if two genes are more similar in terms of CosineCorrelation (i.e. the value of CosineCorrelation is higher), the distance between them is less, and vise versa. Therefore the similarity definition in terms of CosineCorrelation in this work and the distance definition based on CosineCorrelation are two equivalent ways of describing the closeness between genes.
One feature of this work that differentiates our algorithm from traditional clustering algorithms is nonparametric clustering and globally optimized clustering results, i.e. a user does not need to subjectively define a prior clustering stopping condition to perform clustering operation. The stopping condition is automatically and objectively determined by a globally optimized clustering index. If further clustering will make the clustering quality worse, the clustering is stopped. Therefore the clustering procedure is totally determined by the nature of the original data set, rather than the prior conditions set by the user. In contrast, traditional clustering algorithms such as partitional K-means [10] and hierarchical BIRCH [20] all depend on prior determined stopping conditions [7] , e.g. the number of clusters. There are many methods which are popular in determining the number of clusters, such as the Gap statistic [17] . In our comparison evaluations, since we adapted Hubert's C statistic index in our algorithm to control clustering quality and implement clustering automation, we used this index as well in determining the number of clusters of K-means method for comparability.
Another feature of our algorithm is that the clustering results are not sensitive to the order of input data, as our clustering does not depend on local relationships among genes. However, the representative hierarchical clustering algorithm BIRCH is order-sensitive as it may generate different clusters for different orders of the same input data. Moreover, the algorithm BIRCH does not always generate clusters that correspond to natural clusters, because each node in the hierarchical tree can only hold limited number of entries due to its size determined prior to clustering [7] . 
Conclusions
This paper proposes a novel algorithm to cluster genes from their expression profiles (microarray data). This algorithm addresses the issues of non-parametric, global optimization and effectiveness in clustering. The algorithm integrates the matrix model, matrix-based operations and clustering quality validation in the clustering process, and implements non-parametric, global optimal and hierarchical gene clustering. The evaluation on simulated and real microarray data sets demonstrates the effectiveness of the proposed algorithm and its potential in practical use.
Further work is to apply the algorithm to other biological experiment data analyses and to seek for biological explanations to the clustering results.
It has been known that original microarray data, in most cases, contain some noise information, such as noise genes and expression data. Filtering those noise genes from original microarray data sets is a feasible way of increasing effectiveness and efficiency of the algorithm. Further research could be conducted in developing new gene selection algorithms, and incorporation of the new gene selection algorithms into the clustering process to achieve higher quality clustering.
In this work, we only focus on those leaf clusters in the generated hierarchical clustering structure. The hierarchical information between clusters, however, could be exploited for many other purposes such as reconstructing gene regulatory networks and revealing more inherent biological function relationships among genes. This also could be one of our research directions in the near future. some evaluations. The authors also thank the anonymous reviewers for their valuable comments.
