We consider a utility maximization problem in a broad class of markets. Apart from traditional semimartingale markets, our class of markets includes processes with long memory, fractional Brownian motion and related processes, and, in general, Gaussian processes satisfying certain regularity conditions on their covariance functions. Our choice of markets is motivated by the well-known phenomena of the so-called "constant" and "variable depth" memory observed in real world price processes, for which fractional and multifractional models are the most adequate descriptions, see, e.g., [2, 5] . We introduce the notion of a Wiener-transformable Gaussian process, and give examples of such processes, and their representations. The representation for the solution of the utility maximization problem in our specific setting is presented for various utility functions.
Introduction
Many papers and books are written on utility maximization in semimartingale financial markets. Here we mention only the paper [1] with extended references therein, the book [8] , where the general setting is described in very simple terms, and one of the most recent papers, [3] , where an optimal investment problem is studied for a behavioral investor in an incomplete discrete-time multiperiod financial model.
In the present paper we consider a utility maximization problem for a broader class of asset prices processes. We assume the asset prices to follow Gaussian processes subject to certain regularity conditions on their covariance functions. This class of processes includes processes with long memory, fractional Brownian motion and related processes. Numerous examples of such processes are provided.
To construct the capital process from a Gaussian price process G, we consider a strategy ψ = {ψ(t), t ∈ [0, T ]} for which the integral T 0 ψ(t)dG(t) exists as a pathwise integral. The capital with respect to the strategy ψ at time T is given by d + T 0 ψ(t)dG(t), where the initial capital d can be any real number. In our opinion this is the simplest way to construct the capital in such a general setting.
The market can admit arbitrage, and moreover, without any additional restrictions, starting from any fixed initial value, we can acquire an arbitrary value of the final capital on such a market. However, even in such conditions, under some reasonable additional restrictions, the problem of utility maximization makes sense. The restriction involves the Radon-Nikodym derivative of the pricing measure. In the standard Black-Scholes setting the pricing measure coincides with the unique martingale measure.
We are assuming that the Gaussian process G generates the same filtration as a certain Wiener process, and combine the following three facts in our approach.
• Firstly, the Radon-Nikodym derivative ϕ(T ) of the pricing measure can be presented as the final value of some positive martingale, and under certain regularity assumptions this martingale is a process with Hölder trajectories.
• Secondly, the solution of the utility maximization problem can be presented as a smooth function of the pricing Radon-Nikodym derivative ϕ(T ), and, consequently, is the final value of a Hölder process. The corresponding theorems are proved, e.g., in [8] .
• Thirdly, the final value of some Hölder process can be presented as a pathwise integral T 0 ψ(t)dG(t), or as d + T 0 ψ(t)dG(t) for any constant d ∈ R. It means that we can achieve the desirable maximal capital starting from any point. We provide a construction for the appropriate strategy.
Therefore, in some sense, the main purpose of this paper is to draw attention to the fact that in general markets without transaction costs, a utility maximization problem makes sense with a non-standard additional restriction.
Markets with transaction costs as well as the reduction of the solution of the utility maximization problem in our class of markets to the corresponding partial differential equation will be the subjects of our future papers. Note that the strategy can be non-unique, thus one may hope that the construction of the strategy proposed in the paper can be simplified.
The paper is organized as follows. Section 2 contains the elements of fractional and Malliavin calculus and provides the martingale and Clark-Ocone representations. In Section 3 we give the notion, examples and representations of Wiener-transformable Gaussian processes that are used as the underlying price processes in our financial markets. These processes include a broad class of non-standard price processes. We formulate and comment on the representation result for pathwise integrals w.r.t. such processes from [15] , and prove an auxiliary result concerning Hölder properties of stochastic Itô integrals and their quadratic characteristics. Section 4 contains the solution of the utility maximization problem for the unrestricted capital under exponential utility. We use results from previous sections and from [8] to demonstrate that the utility maximisation problem is well-posed. The uniqueness of the solution follows from convexity properties. Some recommendations concerning the choice of ϕ(T ) are presented. Section 5 contains similar results for the restricted payoffs. Section 6 concludes with the description of an optimal strategy.
2 Elements of fractional and Malliavin calculus. Martingale and Clark-Ocone representation
We start with some preliminary definitions and representations.
Elements of fractional calculus and fractional integration
Here we present the basic facts on fractional integration; for more details see [19, 22] . Consider functions f, g :
(2.1)
Let function g have Hölder trajectories, namely, g ∈ C θ [a, b] with θ ∈ ( 1 2 , 1). In order to integrate w.r.t. function g and to find an upper bound of the integral, fix some α ∈ (1 − θ, 1/2) and introduce the following norm:
For simplicity we abbreviate · α,t = · α, [0,t] . Denote
In view of Hölder continuity, Λ α (g) < ∞. Then for any t ∈ (0, T ] and for any f with f α,t < ∞, the integral t 0 f (s)dg(s) is well defined as a generalized Lebesgue-Stieltjes integral, and the following bound is evident:
It is well known that in the case of both functions f and g being Hölder, more precisely,
f (x)dg(x) exists, equals to the limit of Riemann sums and admits bound (2.2) for any α ∈ (1 − θ, β ∧ 1/2). Definition 2.1. Let α > 0. The (right-sided) Riemann-Liouville fractional integral operator of order α over the real line is defined by
Definition 2.2. Let α ∈ (0, 1). The (right-sided) Riemann-Liouville fractional derivative operator of order α over the real line is defined by
The (right-sided) Riemann-Liouville fractional derivative operator of order α over [0, T ] is defined by
3) and D α T − g from (2.1) exist for some α > 0, they coincide. Equality (2.1) is a Weyl representation of fractional derivative from (2.3). Now, for H ∈ (0, 1), define weighted fractional integral operators by
where
Let throughout the paper (Ω, F , P) be a complete probability space supporting all stochastic processes mentioned below. Introduce the fractional Brownian motion B H = {B H (t), t ≥ 0} with Hurst index H ∈ (0, 1) on (Ω, F , P), that is, a Gaussian process with zero mean and covariance function
Then, according to [9, 16] , there exists an one-dimensional Wiener process W = {W (t), t ≥ 0} on this probability space such that
Martingale representation. Elements of Malliavin calculus and Clark-Ocone representation
Let W = {(W 1 (t), . . . , W m (t)), t ≥ 0} be a m-dimensional Wiener process. Denote F W = {F W t , t ≥ 0} the filtration generated by W on (Ω, F , P), and let point T > 0 be fixed. Denote (·, ·) and · the inner product and the Euclidean norm in R m , correspondingly. Consider F W T -measurable random variable ξ with Eξ 2 < ∞. According to the well-known martingale representation theorem (see, e.g., [13] ), there exists such m-dimensional and F W -progressively measurable process ϑ = ϑ(t),
According, e.g., to [10] , representation (2.7) can be generalized to random variables ξ with E(|ξ|) < ∞ by replacing (2.6) with property
the space of bounded infinitely differentiable functions f : R k → R with bounded derivatives of all orders. Let S be the class of smooth functionals, i.e., random variables of the form
n , and the function f = f (x 1,1 , . . . , x n,m ) :
For each p ≥ 1 introduce the norm
on S, and denote D p,1 the Banach space which is the closure of S under · p,1 . It was proved in [21] that DF is correctly defined on D p,1 by closure. Given F ∈ D p,1 , one can find a measurable process D t F (ω) such that for a.e. ω ∈ Ω, and a.a.
The Clark-Ocone representation for any F ∈ D 2,1 was introduced in [17] , and generalized to F ∈ D 1,1 in the paper [18] . It has a form
Representation (2.8) is a clarification of (2.7) in the sense that for ξ ∈ D 2,1 and more generally, for ξ ∈ D 1,1 , we can specify the form of the process ϑ:
3 Notion, examples and representations of Wiener-transformable processes
+ } that G and W generate the same filtration, i.e. for any t ∈ R
We say that G is m-Wiener-transformable to W (evidently, process W can be non-unique.)
Remark 3.1.
(i) In the case when m = 1 we say that the process G is Wiener-transformable.
(ii) Being Gaussian so having moments of any order, m-Wiener-transformable process admits at each time t ∈ R + the martingale representation
Example 3.1. Some simple examples of Wiener-transformable processes are:
(a) Geometric Brownian motion involving the Wiener component and having the form Then the fractional Ornstein-Uhlenbeck process Y = {Y (t), t ≥ 0}, involving fractional Brownian component and satisfying the equation
where a, b ∈ R and σ > 0, (A) There exist 0 < H 2 ≤ H 1 ≤ 1 and C 1 , C 2 > 0 such that for any s, t ∈ [0, T ]
Assume additionally that the increments of G are positively correlated. More exactly, let the following condition hold
Here are some examples of Gaussian processes satisfying conditions (A) and (B) (for more detail and proofs see, e.g. [15] ): (i) fractional Brownian motion with index H ∈ (0, 1) satisfies condition (A) with H 1 = H 2 = H and satisfies condition (B) if H ∈ ( 1 2 , 1); (ii) fractional Ornstein-Uhlenbeck process of the simplified form
It satisfies condition (B) for a > 0, otherwise its increments are neither positive nor negatively correlated.
(iii) subfractional Brownian motion with index H, that is a centered Gaussian process
satisfies condition (A) with (0, 1) ∋ H = H 1 = H 2 and satisfies condition (B) for H ∈ ( 1 2 , 1). (iv) bifractional Brownian motion with indices H ∈ (0, 1) and K ∈ (0, 1), that is a centered
Gaussian process with covariance function
satisfies condition (A) with H 1 = H 2 = HK and satisfies condition (B) for HK > 1 2 ; (v) Consider Volterra integral transform of Wiener process, that is the process of the form
and
and at least one of the following conditions (B3, a) There exist constants D 1 > 0 and
Then the Gaussian process G(t) = The next result is proved in [15] . .
Then there exists an adapted process ψ that ψ α,T < ∞ for some α ∈ 1 − H 2 , As it was mentioned in [15] , it is sufficient to require the properties (A) and (B) to hold on some subinterval [1 − δ, 1]. Also, in the case H 1 = H 2 we have ρ 0 = 0, so, we can consider any ρ > 0 in condition (C). Therefore, the representation theorem holds for fBm with H > , all of the above under additional condition (C) with any ρ > 0. Moreover, the representation theorem holds for Volterra integral transform of a Wiener process under additional assumption 0 < 2H 1 − 1 < H 2 < H 1 and condition (C). As it was mentioned in [15] , the representation theorem is valid for a fractional OrnsteinUhlenbeck process with negative drift coefficient too. Indeed, we can annihilate the drift of the fractional Ornstein-Uhlenbeck process with the help of Girsanov theorem, transforming a fractional Ornstein-Uhlenbeck process with negative drift to a fractional Brownian motion B H . Then, assuming condition (C), we represent the random variable ξ as ξ = T 0 ψ(s)d B H (s) on the new probability space. Finally, we return to the original probability space.
For the case of the mixed model W + B H , H > 1 2 , according to [20] , if we consider the natural filtration generated by (W, B H ) and a random variable ξ with Eξ 2 < ∞, then the representation
is an Itô integral, and
T 0 ψ(s)dB H (s) is a generalized Lebesgue-Stieltjes integral. We do not need any "Hölder" condition on ξ in this case.
Consider now conditions supplying Hölder properties of stochastic integrals and their quadratic characteristics.
Lemma 3.1. Let ϑ = {ϑ(t), t ∈ [0, T ]} be real-valued progressively measurable process for which
and one of the following conditions hold:
(ii) There exists such δ > 0 that sup
Then under condition (i) stochastic integral 
so, (i) holds and, in addition,
However, for any δ > 0 and any t > 0
, 1] which obviously means that neither (ii) nor (iii)hold. Furthermore, the process
satisfies condition (ii) but not (i) and (iii). Indeed, it follows from the log log law that
increases in t and achieves its maximal value on the
− 1 4+δ 2+δ = +∞ for any 0 < δ < 2 and any 6+3δ 8+2δ < t < 1, therefore, (iii) does not hold.
Proof. Let condition (i) hold. Consider the stochastic processes
Then, according to Burkholder inequalities, for any 0 < s < t ≤ T and for any p > 1
Recall the well-known Kolmogorov theorem which states that under the condition
the trajectories of stochastic process U are Hölder with probability 1 of order q p . Applying this result, we conclude that process Z C is Hölder with any order 1 2 − 1 p , thus it is Hölder up to order
Therefore, a.a. trajectories of Z are Hölder up to order 1 2 . Let condition (ii) hold. Then for any 0 ≤ s < t ≤ T and according to Lemma 4.12 [12] for any δ > 0
(3.
3)
It means that now the process Z is Hölder of order δ 4+2δ . Let condition (iii) hold. Then, similarly to (3.3), for any δ > 0
and we conclude similarly to (ii) that the process Z is Hölder of order δ 8+2δ . Concerning quadratic characteristic Z (t) = t 0 ϑ 2 (s)ds , under condition (i) we have the process 6) and, consequently, Remark 3.5. For ξ ∈ D 1,1 we can rewrite conditions (i)-(iii) replacing ϑ(t) with E(D t ξ|F t ).
Expected utility maximization for unrestricted capital profiles
Consider the problem of maximizing the expected utility. Our goal is to characterize the optimal asset profiles in the framework of the markets with risky assets involving Gaussian processes satisfying conditions of Theorem 3.2. We follow the general approach described in [7] and [11] , but apply its interpretation from [8] . We fix T > 0 and from now on consider F W T -measurable random variables. Let the utility function u : R → R be strictly increasing and strictly concave, L 0 (Ω, F W T , P) be the set of all F W T -measurable random variables, and let the set of admissible capital profiles coincides with L 0 (Ω, F W T , P). Let P * be a probability measure on (Ω, F W T ), which is equivalent to P, and denote ϕ(T ) = dP * dP . The budget constraint is given by E P * (X) = w, where w > 0 is some number that can be in some cases, but not obligatory, interpreted as the initial wealth. Thus the budget set is defined as
The problem is to find such X * ∈ B, for which E(u(X * )) = max X∈B E(u(X)). Consider the inverse
, Theorem 3.34) Let the following condition hold: Strictly increasing and strictly concave utility function u : R → R is continuously differentiable, bounded from above and
Then the solution of this maximization problem has a form
under additional assumption that E P * (X * ) = w.
To connect the solution of maximization problem with specific W -transformable Gaussian process describing the price process, we consider the following items.
1. Consider random variable ϕ(T ), ϕ(T ) > 0 a.s. and let E(ϕ(T )) = 1. Being the terminal value of a positive martingale ϕ = {ϕ t = E(ϕ(T )|F W t ), t ∈ [0, T ]}, ϕ(T ) admits the following representation
where ϑ is a real-valued progressively measurable process for which
Assume that process X satisfies one of the conditions (i)-(iii) of Lemma 3.1. Then ϕ(T ) is the terminal value of a Hölder process of the order specified by Lemma 3.1. 2. Consider W -transformable Gaussian process G = {G(t), t ∈ [0, T ]} satisfying conditions (A) with some 0 < 2H 1 − 1 < H 2 < H 1 and (B), and introduce the set
there exists a generalized Lebesgue-Stieltjes integral (ii) Stochastic process ϑ in representation (5.1) satisfies one of assumptions (i)-(iii) of Lemma 3.1.
(iii) Gaussian process G satisfies condition (A) with 0 < 2H 1 − 1 < H 2 < H 1 and condition (B).
(iv) λ 2 > H 3 in the case when ϑ satisfies assumption (i), λδ 4+2δ > H 3 in the case when ϑ satisfies assumption (ii) and λδ 8+2δ > H 3 in the case when ϑ satisfies assumption (iii) of Lemma 3.1.
(v) There exists such c ∈ R that E(ϕ(T )I(cϕ(T ))) = w.
Then the random variable X * = I(cϕ(T )) admits the representation
with some ψ ∈ B G w , and 
is chosen in such a way that
Then, according to Example 3.35 from [8] , the optimal profile can be written as
where H(P * |P) = E (ϕ(T ) log ϕ(T )), condition (4.4) supplies that H(P * |P) exists, and the maximal value of the expected utility is
Let ϕ(T ) be chosen in such a way that the corresponding process ϑ satisfies one of the conditions Remark 4.3. Similarly, under the same conditions as above, we can conclude that for any constant d ∈ R there exists ψ d such that
. Therefore, we can start from any initial value of the capital and achieve the desirable wealth. In this sense, w is not necessarily the initial wealth as it is often assumed in the semimartingale framework, but is rather a budget constraint in the generalized sense. 
, with the help of equivalent probability measure P having Radon-Nikodym
With respect to this measure E P |X * | < ∞, and we get the following representation
Representations (4.2) and (4.6) have the following distinction: (4.2) "starts" from 0 (but can start from any other constant) while (4.6) "starts" exactly from E P (X * ).
Remark 4.5. As we can see, the solution of the utility maximization problem for Wtransformable process depends on the process in indirect way, through the random variable ϕ(T ) such that Eϕ(T ) = 1, ϕ(T ) > 0 a.s.. Also, this solution depends on whether or not we can choose the appropriate value of c, but this is more or less a technical issue. Let us return to the choice of ϕ(T ). In the case of the semimartingale market, ϕ(T ) can be reasonably chosen as the likelihood ratio of some martingale measure, and the choice is unique in the case of the complete
σK(t+ǫ,t) is a Gaussian process with Eρ t = 0 and
Therefore, we can not get a reasonable limit of ϕ ǫ (T ) as ǫ → 0. Thus one should use this approach with great caution.
Expected utility maximization for restricted capital profiles
Consider now the case when the utility function u is defined on some interval (a, ∞). Assume for technical simplicity that a = 0. Therefore, in this case case B 0 of admissible capital profiles has a form
Assume that the utility function u is continuously differentiable on (0, ∞), introduce π 1 = lim 
Theorem 5.1. (Theorem 3.39 [8] ) Let the random variable X * ∈ B 0 have a form
and this maximizer is unique.
Let u(x) = In the case when u(x) = log x, we have γ = 0 and X * = w ϕ(T ) . Assuming that the relative entropy H (P|P * ) = E( 1 ϕ(T ) log ϕ(T )) is a finite number, we get that E(log X * ) = log w + H (P|P * ) .
Construction of the strategy supplying the integral representation
Consider the procedure of constructing the strategy ψ, which supplies the representation (3.1). This construction is described in the paper [15] . Note, that such strategy can be non-unique. Let {t n , n ≥ 1} ∈ (0, 1) be some sequence of points such that t n ↑ 1, n → ∞, and α ∈ (1 − H 2 , Since Z tn → Z 1 , n → ∞, by continuity, these properties imply (3.1). Denote for n ≥ 1 ξ n = Z tn , ∆ n = t n+1 − t n , δ n = |ξ n − ξ n−1 |.
The process ψ is constructed inductively on [t n , t n+1 ]. Some positive sequences {σ n , n ≥ 1} and {ν n , n ≥ 1} such that σ n → ∞, n → ∞ are taken.
Construction is started setting ψ t = 0 for t ∈ [0, t 1 ]. Further, assuming that ψ is constructed on [0, t n ) and denoting V t = t 0 ψ s dX s , the construction is continued depending on whether some event A n ∈ F tn , which will be specified later, or its complement B n = Ω \ A n holds.
Case 1: ω ∈ A n . Then it was proved in [15] that there exists a process {φ t , t ∈ [t n , t n+1 ]} such that t tn φ s dX s → +∞, t → t n+1 −. Define v n = V tn − ξ n , τ n = inf{t ≥ t n : t tn φ s dX s ≥ |v n |} and set ψ s = φ s sign(v n )I [tn,τn] (t), t ∈ [t n , t n+1 ].
Case 2: ω ∈ B n . Define g n (x) = x 2 + ν 2 n − ν n so that g n ∈ C ∞ (R), |x| ≥ g n (x) ≥ (|x| − ν n ) ∨ 0. Introduce the stopping time τ n = inf{t ≥ t n : σ n g n (X t − X tn ) ≥ δ n } ∧ t n+1 and set ψ s = σ n g ′ n (X t − X tn )sign(ξ n − ξ n−1 )I [tn,τn] (t), t ∈ [t n , t n+1 ]. It is established in [15] that such strategy ensures representation (3.1).
