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Detecting Rule of Balance in photography
Uyen Mai, Feng Liu
Computer Graphics and Vision Lab
Portland State University
ABSTRACT
Rule of Balance is one of the most important composition rules in photography,

METHODS

which can be used as a standard for photo quality assessment. The rule of

Feature Design
1. Saliency Centroids

balance states that images with evenly distributed visual elements are visually

The centroid point 𝒑𝑪 of a region R in the image is defined as

pleasing and thus are highly aesthetic. This work presents a method to

𝒑𝑪 =

automatically classify balanced and unbalanced images. Detecting the rule of
balance requires a robust technique to locate and analyze important objects and
visual elements, which involves understanding of the image content. Since
semantic understanding is currently beyond the state of the art in computer
vision, we employ the saliency maps as an alternative. We design a range of
features according to the definition and effects of the rule of balance. Our

𝒑∈𝑹

𝑺 𝒑 .𝒑

Region between two
centroids

𝒑 ∈ 𝑹 𝑺(𝒑)

where 𝑺 𝒑 denotes the saliency value at pixel 𝒑

 We define the two features 𝑺𝑪𝒙 and 𝑺𝑪𝒚 simultaneously as
follow
|𝒚𝑪𝟏 − 𝒚𝑪𝟐 |
𝒅(𝑪, 𝑳)
𝑺𝑪𝒙 =
𝑺𝑪𝒚 =
𝑾
𝑯
where 𝑳 is the middle line. 𝑪𝟏 , 𝑪𝟐 are centroid points of the image
half left and half right, and 𝑪 is the middle point of 𝑪𝟏 𝑪𝟐 .

experiments with a variety of machine learning techniques ([8-11]) and saliency
analysis methods ([2-6]) demonstrate an encouraging performance in detecting
vertical and horizontal balanced images. For future works, the balance detecting

𝑺𝑪𝒙 = 𝟎. 𝟕𝟏
𝑺𝑪𝒚 = 𝟎. 𝟖𝟗

system can be developed into a subroutine for an automatic evaluation of
professional photography.

Saliency Map with centroids

Minimal window 𝑊50

Saliency Noise Compensation by Thresholding

 Sort the value of the saliency map in increasing order
 Choose a low and a high percentile threshold
 Pixels below low threshold are set to 0; pixels above high
threshold are set to high threshold.
EXPERIMENTS AND RESULTS
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Dataset

 Collect images from Flickr

Saliency Map with
centroid points

Balance image

 Manually label a set of 586 vertically balance, 428 horizontally
balance images as a positive set, and a set of 2574 unbalance
images as a negative set
𝑺𝑪𝒙 = 𝟐. 𝟐
𝑺𝑪𝒚 = 𝟗. 𝟗

Saliency Map with
centroid points

Unbalance image

The Rule of Visual Balance

One of the most important rules in photography [1]

2. Total Difference

A balanced image has visual elements evenly distributed

Defined as the difference between the total saliency of the image

Pleasing to the eyes and therefore highly aesthetic

half left and half right

Our goal is to design a system to automatically detect whether a photograph
respects the rule of balance

𝑺 𝒑 −
𝒑 ∈ 𝑰𝒍𝒆𝒇𝒕

𝑺(𝒑)
𝒑 ∈ 𝑰𝒓𝒊𝒈𝒉𝒕

where 𝑰𝒍𝒆𝒇𝒕 and 𝑰𝒓𝒊𝒈𝒉𝒕 denote the left and right halves of the image,
respectively

3. Pixel-Wise Difference
CONTRIBUTIONS

Filter the half left and half right of the saliency map for noise

In this project, we develop a method for detecting the rule of balance from a

reduction

photo.

Identify the minimal window 𝑊𝛼 around the centroid such that 𝑊𝛼

 Design features according to the similarity between two halves of the image,

the spatial distribution of visual elements, and the position of the centroid
point
 Introduce a new method to reduce noise in the saliency map, which can
improve detection accuracy
 Contribute to the computational understanding of photography, which can be
used in automatic photo quality assessment and photo composition.

Apply different Low-high threshold to the data set
Examine the effect of saliency threshold values for each feature
Use SVM ([11]) to build up classifiers
Do separately for Vertical and Horizontal balance
Feature

𝑫=
OBJECTIVE

Saliency Threshold Examination

contains at least 𝛼% of the total saliency

Compute the pixel-wise difference value as
𝑷𝑾𝑫 =

𝑺 𝑷𝒊 − 𝑺(𝑷𝒋 )
𝑷𝒊 ,𝑷𝒋 ∈ 𝑾𝜶
𝑷𝒊 ,𝑷𝒋 𝒔𝒚𝒎𝒆𝒕𝒓𝒊𝒄

Best
Threshold

W/o
Thresholding
Thresholding

Saliency
40-85
87.4
89.1
Centroids
Vertical
Total
45-100
87.0
87.1
Balance
Difference
Pixel-Wise
40-85
87.5
88.3
Difference
Saliency
40-85
67.3
69.1
Centroids
Horizontal
Total
45-95
68.3
68.5
Balance
Difference
Pixel-Wise
45-85
68.2 of each feature
69.9
Best Low-high
threshold
and
Accuracy
Comparison
Difference

Saliency Centroids
Total Difference
Pixel-Wise
Difference
All

Logistic
88.7%
88.2%
89.2%

kNN
86.9%
88.1%
85.3%

SVM
89.1%
87.1%
88.3%

AdaBoost
88.9%
86.1%
88.4%

93.7%

90.8%

92.4%

91.5%

Classification Accuracy of Vertical Balance

Saliency Centroids
Total Difference
Pixel-Wise
Difference
All

Logistic
66.7%
64.2%

kNN
66.7%
62.1%

66.9%

65.7%

70.7%

66.8%

SVM
69.1%
68.5%
69.9%
71.2%

AdaBoost
67.4%
62.1%
66.4%
68.5%

Classification Accuracy of Horizontal Balance

CONCLUSIONS
 In this research, we designed features according to the definition,
implementation and effect of the rule, including the centroid point
position, the two halves similarity, and the pixel wise comparison.
 We tested these features within a range of classic machine learning
algorithms.
 Experiments show that our method, together with these features,
achieve an encouraging result in detecting the rule of simplicity in
photographs

Balance Rule Detection

Apply a range of classic machine learning algorithms to the
detection of the rule of balance
Take 80% of the dataset to make training set, 20% remaining to
make testing set
 Use 5-fold cross validation to evaluate the overall performance
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