The launch of AMS-02 opens a new era for cosmic ray physics with unprecedented precision of data, which are comparable with the laboratory measurements. The high precision data allow a quantitative study on the cosmic ray physics and give strict constraints on the nature of cosmic ray sources. However, the intrinsic errors from theoretical models to interpret the data become dominant over the errors in data. In the present work we try to give a systematic study on these uncertainties to explain, as an explicit example, the first AMS-02 positron fraction data, which shows the cosmic ray positron/electron excesses together with the PAMELA, Fermi-LAT measurements. The excesses can be attributed to contributions from new positron/electron sources, like pulsars or dark matter annihilation. The precise data give strict constraints on properties of the new sources. We study the systematic uncertainties from cosmic ray propagation, solar modulation, the pp interaction models, the nuclei injection spectrum and so on. We find the present model uncertainties may lead to a factor of ∼ 2 in determining the extra source parameters, such as the dark matter mass, annihilation rate and so on. 
I. INTRODUCTION
One of the biggest discoveries in the cosmic ray (CR) field in recent years is the excess of positrons found by PAMELA 1 [3, 4] . The recent AMS-02 data confirms PAMELA's discovery with very high precision and extends the energy range to 350 GeV [5] . The excess positrons require some kinds of "primary" positrons sources [6, 7] , either some astrophysical sources like nearby pulsars or exotic sources like dark matter (DM) annihilation or decay. There had been many discussions about the origin of the positron excess in literature (see e.g., the reviews [8] [9] [10] [11] [12] ).
Thanks to the high precision data from AMS-02 it is possible to perform very careful study on the properties of the new positron sources, no matter they are pulsars or DM. Especially, with the continuous data release from AMS-02 in the following 20 years the CR physics is entering a new era that it can be studied quantitatively in extensive ways. Following our early works on the PAMELA results [13, 14] we have given a quantitative study on the implications of the first AMS-02 positron fraction data in Ref. [15] .
In the work [15] we fit the AMS-02 positron fraction as well as the PAMELA/Fermi-LAT/HESS electron (or total e + e − ) spectra [16] [17] [18] [19] [20] to determine the model parameters of both the extra sources, either pulsars or DM, and the CR background simultaneously. The fitting shows a tension between the AMS-02 results and the Fermi total spectrum for the simple background and extra source model, which works well in the PAMELA era [15] . Such a conclusion is only possible by a quantitative fit to the signals and background simultaneously. Such result was confirmed by several other studies [21] [22] [23] and was supported by the AMS-02 preliminary results of the total electron/positron spectrum [24] .
Although the AMS-02 data are precise enough, the theoretical framework to interpret the data still has large uncertainties, such as the uncertainties from the CR propagation, solar modulation and so on. In the present work we will give a systematic study of the possible uncertainties when trying to explain the AMS-02 data. Especially we will show how the uncertainties will affect our determination of the properties of the extra sources to interpret the excess positrons.
One main uncertainty is from the CR propagation. Propagation of CRs in the Galaxy is treated as a diffusive process. The propagation parameters are determined by the secondary-to-primary ratio where the secondaries are generated through interactions between the CRs and the interstellar medium (ISM) during the propagation. However, the propagation parameters, usually determined by the Boron-to-Carbon (B/C) ratio, have relatively large uncertainties [25, 26] . The degeneracy between the propagation parameters is also strong due to the lack of high quality unstable-to-stable ratio of secondaries, such as Beryllium-10 to Beryllium-9 ( 10 Be/ 9 Be) ratio. Certainly, with accumulating of the AMS-02 data the uncertainty of CR propagation will be greatly reduced in future.
Another main uncertainty is the effect of solar modulation. The effect of solar modulation on the CRs is very complicated and has not been understood very well. Although solar modulation only affects the low energy data they also affect the determination of the properties of extra sources as the low energy data are of greatest precision. We will show solar modulation does have quite large impact on the results. Other effects, such as the inelastic hadronic interaction models or the injection proton spectrum, will affect the calculation of secondary positrons and electrons. Furthermore, the properties of the extra sources themselves should also be a source of uncertainty. For example, the continuous or discrete distribution of the sources [27] , and the burst-like or stable injection [28] of the astrophysical sources will give different predictions of the resulting positron spectrum. For the DM scenario, the smooth DM distribution or the local DM clumps will also affect the model parameters to fit the data [29, 30] . In the work we restrict our discussion with continuous source distribution of both the background and the extra source. For the DM annihilation scenario we consider the smooth distribution of the DM in the Milky Way halo and neglect the contribution from DM clumps [31, 32] .
The paper is organized as follows. In Sec. II we describe the reference configuration as adopted in Ref. [33] . Sec. III presents the systematic uncertainties by considering different model configurations. We give some discussion about the results in Sec. IV and finally give the conclusion in Sec. V.
II. REFERENCE CONFIGURATION
The reference configuration is adopted following Ref. [33] . The reference configuration is employed as a benchmark model to compare with different configurations and to illustrate the uncertainties. We briefly describe the major settings of the reference configuration here. The CR propagation is calculated with the public GAL-PROP package 2 [34] , in which the secondary positron flux is predicted through the interaction between the primary CR nuclei and the ISM. The propagation parameters are determined through a fit to the B/C ratio and Beryllium-10 to Beryllium-9 ( 10 Be/ 9 Be) ratio in the diffusion reacceleration (DR) frame. The reference configuration takes the best fitting propagation parameters as D 0 | R0=4 GV = 5.94 × 10 28 cm 2 s −1 , δ = 0.377, v A = 36.4 km s −1 and z h = 4.04 kpc. The injection spectrum of the primary electrons are assumed to be a three-piece power-law function with respect to the rigidity,
The first break R br,1 is at ∼ 4 GV in order to fit the low energy data, and the second break R br,2 is at O(100) GV to describe the spectral hardening. The second hardening of the background electron spectrum 3 [21, 33, 38] , was introduced to better fit the AMS-2 http://galprop.stanford.edu/ 3 This was originally motivated by the spectral hardening of CR 02 positron fraction and the Fermi total electron spectrum. Other proposals, like charge asymmetry of the extra source [22, 39] , or the multi-component DM model [40] , are also discussed to reconcile the tension. It should be noted that in some works no significant tension was found since only the high energy part of the electron spectrum was adopted [41] [42] [43] . The requirement of more electrons at high energies may indicate the effect of discreteness of the primary CR sources [44] [45] [46] . The primary proton spectrum is adopted to fit the PAMELA [37] and CREAM [36] results. The scenarios with or without the spectral hardening will be discussed.
Both the astrophysical pulsars and DM annihilation are considered as the extra sources contributing to the positron/electron excesses. The spatial distribution of the pulsars is adopted following the pulsar survey [47] , and the injection spectrum of e + e − from pulsars is parameterized as a single power-law with an exponential cutoff, E −α exp(−E/E c ). The spectral index α is limited in the range of 0.6 − 2.2 according to Fermi γ-ray observations [48] . The density profile of DM is adopted to be Navarro-Frenk-White (NFW) distribution [49] , and the annihilation channel is assumed to be τ + τ − . The spatial distribution of the e + e − source does not sensitively affect the propagated results due to the limited propagation lengths of the high energy positrons/electrons.
The solar modulation is treated by the center-forcefield approximation [50] . A single modulation potential is assumed in the reference configuration. Since the operation periods between PAMELA/Fermi-LAT and AMS-02 are moderately different in the solar cycle, we will test the case with two different modulation potentials for PAMELA/Fermi-LAT and AMS-02 data, respectively. In some works the charge-sign dependent modulation has been introduced to give better fitting to data [51] [52] [53] . We will also test the charge-dependent modulation effect by employing two different modulation potentials for e + and e − [54] , respectively.
III. SYSTEMATIC UNCERTAINTIES
In this section we will show the uncertainties when fitting the AMS-02 data by comparing different model settings with the reference configuration.
A. Propagation parameters
We first discuss the uncertainties from the propagation parameters. It was found that the DR scenario of CR nuclei around ∼ 200 GV by several experiments [35] [36] [37] . The most recent AMS-02 data about the proton and Helium spectra show, however, no remarkable structures below ∼TV [24] . But the combination of AMS-02 data and CREAM data still shows a spectrum hardening at ∼TeV.
propagation can well describe the secondary-to-primary ratios of CR nuclei [55, 56] . However, due to the quality of the current CR data, the propagation parameters have relatively large uncertainties [26] . In this work we adopt the six groups of propagation parameters as reported in Ref. [57] , which are determined through fitting the B/C ratio for six choices of the propagation halo height z h from 2 to 15 kpc. These sets of propagation parameters embrace most uncertainties from the propagation. The values of these parameters are compiled in Table I .
It should be noted that the DR scenario is definitely not the only choice to describe the CR propagation. The diffusion plus convection (DC) model could also give acceptable fit to the data [55, 58] . Thus we also take a DC model with parameters given in Ref. [58] as a comparison.
The injection parameters of CR protons are derived through fitting to the PAMELA and CREAM proton spectra for each group of the propagation parameters. These parameters are shown in Table I too. Here we adopt two breaks and three power-law indices to describe the spectrum. The secondary electron and positron spectra can then be calculated with these propagation and source injection parameters. Together with the primary electrons and the e + e − from the extra sources, a global fit to the AMS-02 positron fraction, PAMELA electron spectrum, Fermi and HESS total electron/positron spectra is performed. Since we are going to fit the e + e − data, a free scale factor c e + is multiplied to the predicted secondary e + e − fluxes. It may reflect the possible uncertainties of the expectation of the secondary e + e − fluxes, from e.g., the nuclear enhancement factor, ISM density distribution and so on [59] .
We consider two scenarios of the primary electron spectrum: fitting I for the case without spectral hardening at O(100) GV, and fitting II for the case with a spectral hardening. The number of free parameters of fitting II will be larger by 2 (the break rigidity R e br,2 and the spectral index above it, γ 2 ) than that of fitting I.
The best-fitting χ 2 values over the number of degree-offreedom (dof) for the 7 groups of propagation parameters and the reference configuration are summarized in Table  II . From these results we see that in general fittings I can hardly fit the data, neither for the pulsar model nor for the DM model. If a spectral hardening of the primary electrons is included (fitting II), the fittings improve significantly. Except for the propagation parameters with extreme values of z h , i.e. parameter settings 1, 5 and 6, the reduced χ 2 values are all smaller or close to 1. The results imply strongly that a high energy spectral hardening of the primary electrons is needed. The physical implication of the electron spectral hardening will be discussed later in Sec. IV. Fig. 1 shows the 2σ confidence regions on the α − E c plane for the pulsar scenario (m χ − σv plane for the DM scenario). The left panels are for fittings I and the right panels are for fittings II. It is shown that for fittings I the contours diverse more significant from each other, while for fittings II they are more convergent. It implies that fittings I are dominated by the systematics and the resulting contours are less statistically meaningful. Nonetheless, the parameters for fittings II also have some dispersion among different propagation parameters. It is most remarkable for the parameter setting 1, which actually gives the worst fitting to the data among those parameter settings. For those with acceptable fitting results (χ 2 /dof ∼ 1) the favored parameter regions do not differ much. Roughly speaking, the parameter regions of the extra sources may enlarge by a factor of ∼ 2 for reasonable choices of the propagation parameters.
B. Low energy data selection
The low energy part (lower than tens of GeV) of the positron/electron spectrum represents complicated physics because many effects enter in this energy region. The reacceleration/convection, solar modulation and the injection spectrum index all affect the electron and positron spectra. At the same time, the data errors are smallest in the low energy and make the fitting hard to converge. As most studies are interested in the properties of the extra sources which contribute to high energy electron/positron, therefore the low energy part below ∼ 10 GeV of the data is simply excluded in many works to avoid the complexity. In this subsection, we discuss how the exclusion of the low energy data may affect the conclusions of the study.
We have fitted our model by dropping the data below 5, 10 and 20 GeV and check how the fitting results change. The other settings are the same as the reference configuration. The resulting χ 2 values are shown in Table III . We find that the higher the data selection threshold, the smaller the differences between fittings I and II. For the pulsar scenario with E > 5 GeV, the spectral hardening of the primary electron spectrum is slightly favored, and for E > 10 and E > 20 GeV cases, both fittings I and II give acceptable description to the data. Similar conclusion can also be drawn for the DM scenario. For all the cases fittings II always give quite good fit to the data.
In Ref. [43] since only the data above 20 GeV are employed they can fit all the data without introducing an extra break at primary electron spectrum. This is consistent with our results. The reason should be that the low energy data from PAMELA favors a different electron spectrum from that favored by the Fermi-LAT data. If the low energy data are dropped, there is less constraint from PAMELA, and Fermi-LAT data will dominate the behavior of the background electrons. In this case a single power-law can give good fit to data.
Since the low energy e + e − spectra of Fermi-LAT show direct discrepancy with that of PAMELA and AMS-02 [24] , we also test the case only including the Fermi-LAT data above ∼ 70 GeV. It is shown that dropping the low energy data of Fermi-LAT does not help improve the fitting if no spectral hardening of the primary electrons is assumed (fitting I). Fitting II is still highly favored in this case (see Table III ). The 2σ confidence regions of α − E c and m χ − σv for these fittings are given in Fig. 2 . It is shown that for fittings I the parameter regions differ significantly from each other due to the poor fits and large systematics. For fittings II the favored parameter regions converge for different cases.
C. Solar modulation
As shown in the last subsection the low energy data are important and may affect the fitting results. However, the low energy CRs are affected by the solar modulation, which is not well understood now. In this subsection we show how the solar modulation affects the fitting results.
As described in Sec. II we adopt the center-force-field approximation to calculate the solar modulation effect. The modulation potential was estimated to be about 450 to 550 MV by fitting the proton data during the period of PAMELA [37] . Such a result has been confirmed by the measurement of the diffuse γ-rays in the solar neighborhood with Fermi-LAT [60, 61] . The periods for electron data taking by PAMELA and Fermi-LAT are almost the same in the solar cycle, thus they should share a common modulation potential as above. In the reference configuration we have taken the solar modulation potential independent of the value determined by proton data. Here we apply a Gaussian prior of φ = 500 ± 50 MV on the modulation potential and redo the fitting. As can be seen from Table IV, the fitting χ 2 values become much larger than that of the reference configuration. In the reference configuration, the best-fitting value of φ is about 1000 MV, which differs significantly from the above value induced from the γ-ray and CR nuclei observations. Such a discrepancy may imply that the simple force field approximation may not be enough to describe the solar modulation of all types of CR particles.
Further, considering that the data taking period of PAMELA/Fermi-LAT is different from that of AMS-02, we adopt two potentials, φ 1 for PAMELA/Fermi-LAT and φ 2 for AMS-02 to test whether the fittings can be improved. Given one more free parameter, we do have some improvement for fittings I compared with the one potential case (reference one). However, the χ 2 values are still too large (Table IV) . Introducing the spectral hardening of the primary electrons can improve the fittings significantly (fittings II). Compared with the reference configuration, the best-fitting χ 2 values become slightly smaller for fittings II. That is to say, a single solar modulation potential seems to work well enough under the present model frame, although adding another modulation potential will improve the fittings slightly. In all these fittings, φ 2 > φ 1 is shown, which may reflect the fact that AMS-02 works close to the solar maximum while PAMELA worked during the moderate phase of solar activity.
Finally, to account for the charge-sign dependent modulation effect, we apply two different modulation potentials, φ + and φ − , on positrons and electrons, respectively. Similar with the φ 1 /φ 2 scenario, we have some improvement for fittings I compared with the reference scenario. However, the improvement is not enough to give a good fit. For fittings II, the best-fitting χ 2 values are almost the same as the reference configuration, and there is no improvement with an additional free parameter. In addition, we find that φ + ≈ φ − fot fittings II, which indicates that no strong evidence of charge-sign dependent modulation effect is needed from the data.
The confidence regions of the extra source parameters for different treatments of the solar modulation as described above are shown in Fig. 3 . We can see that for fittings I the parameter regions have relatively large dispersion, and for fittings II they converge much better. It means that fittings I, which are dominated by the systematics, do not describe the data well. Fig. 1 but for comparisons of different selections of the low energy data as given in Table III .
FIG. 2: Same as

D. Other uncertainties
Hadronic interaction model
The hadronic interaction model affects the expected secondary e + e − spectra. In the reference configuration we take the hadronic pp collision model given in Ref. [62] (K06). As a test we discuss another pp collision model developed in [63] (D86) which combines isobaric model near the threshold [64] and scaling representations at high energies [65] . This model is the default hadronic interaction model adopted in the GALPROP package (see Ref. [66] for a detailed description).
The difference of the expected secondary positron fluxes between the two interaction models differs up to several tens of percentages and varies with energy [67] . The fitting results are presented in Table V and Fig. 4 . As can be seen in Table V , the goodness-of-fit of the D86 model is generally worse than the K06 model, both for fittings I and II. The favored confidence regions of the source parameters, however, do not differ much from each other. The ATIC, CREAM and PAMELA measurements show that there is a uniform spectral hardening of the CR nuclei spectra at sub-TV rigidities [35] [36] [37] . However, the preliminary data from AMS-02 tend to disfavor the existence of the spectral hardening at ∼ 200 GV of the proton and Helium spectra as found by PAMELA [24] . The spectrum of the primary protons will affect the prediction of the secondary positron flux. Therefore we test the case without nuclei spectral hardening here. This effect is actually very small. We find that the calculated positron flux differ by 5% at tens of GeV from the reference configuration. It is shown from Table V that, for fittings I the goodness-of-fitting has a little improvement compared with the reference configuration. However, the 
Versions of GALPROP
For all the previous studies in this work we adopt "v50" of the GALPROP code. Recently the authors upgrade the version to "v54" with improvements in several aspects. The most relevant aspect is the update of the interstellar radiation field, which may affect the propagation of leptons. No significant difference of the results between "v50" and "v54" is found. See Table V and Fig.  4 for the results. Our conclusion obtained based on the "v50" version code should not be affected given the new version of the propagation code.
IV. DISCUSSION ABOUT THE ELECTRON SPECTRAL HARDENING
From all the tests above, an additional spectral hardening of the primary electron spectrum at O(100) GV is strongly favored in order to fit the positron/electron data from ∼GeV to ∼TeV simultaneously. A natural explanation of the spectral hardening could be the discreteness of the CR sources [44] [45] [46] . Since the effective propagation length of TeV electrons within the cooling time of TeV electrons, which is O(10 5 ) yrs, is kpc [68] , the number of CR sources which can contribute to the local electrons, e.g. supernova remnants, is very small. Thus it is likely that one or few nearby sources contribute more significant to the high energy part of the electron spectrum and result in a harder spectrum than the background extension [44] [45] [46] .
The fitting under the assumption of continuous CR source distribution seems indicating the importance of local sources. However, it will be impossible to incorporate all the discrete sources in the global fitting procedure, since there will be too many free parameters in that case. The continuous source assumption coule be regarded as the average of a randomly assigned CR source distribution. The deviation from this average result may directly indicate the break down of the continuous source assumption. The studies taking into account the discrete distribution of sources can be found in Refs. [41, 46, 68] .
Alternatively, other mechanisms proposed to explain the CR nuclei hardening, such as the superposition of multiple components of sources [69, 70] , the change of injection spectrum due to non-linear acceleration process Table V .
[71], the propagation effect [72] [73] [74] etc. (see [75] for a compilation and implication of these different types of models), may also apply for the electrons. However, the hardening of the electrons seems to be much more significant than that of nuclei, which may challenge some of the models. Another possibility is that the contributions to positrons and electrons from the extra sources are nonequal, i.e., there is a charge asymmetry of the extra sources. It can be realized in the asymmetric DM scenario within the R-parity violation supersymmetry framework [39] .
V. CONCLUSION
In this work we give a systematic study on the uncertainties when trying to fit the CR positron/electron data quantitatively. The potential sources of the uncertainties include the CR propagation, cut of low energy data, solar modulation, hadronic interaction model, spectral hardening of nuclei and the versions of the propagation code. The conclusions are summarized as follows.
• In general a spectral hardening of the background electron spectrum is strongly favored. The required spectral hardening may indicate contributions from nearby CR sources to high energy electrons. In this case the continuous assumption of the source distribution will break down and the fluctuation from discrete source(s) dominate the high energy behavior of the primary electrons.
• The propagation parameters lead to the main uncertainties in the fittings. Varying the propagation parameters in a wide range allowed by the present CR data will make the constraints on the e + e − extra source parameters loosen by a factor of ∼ 2.
• Exclusion of low energy data is another major source of uncertainties in the fittings. If the low energy data below tens of GeV are excluded in the fittings, the AMS-02/Fermi data can be fitted without introducing an electron spectrum hardening.
• The solar modulation potential for electron/positron is usually greater than that for proton.
• Hardronic interaction models, proton spectrum and propagation version lead to very small changes in the fitting results.
• For fittings with large χ 2 values (fittings I and few cases in fittings II) the source parameters have very large dispersion, while for the fittings II with acceptable χ 2 values the fitting regions converge very well for different model settings. For the pulsar scenario, the spectral index α ∼ 1 and cutoff energy E c ∼ 0.5 TeV are found, and for the DM annihilation into a pair of tauons, m χ ∼ 3 TeV and σv ∼ 6 × 10 −23 cm 3 s −1 are favored.
