Abstract-In this paper, Bayesian inferences for semiparametric measurement error models (MEs) for longitudinal data are investigated. A semiparametric Bayesian approach combining the stick-breaking prior and the Gibbs sampler together with the Metropolis-Hastings algorithm is developed for simulating observations from the posterior distributions and producing the joint Bayesian estimates of unknow parameters and measurement error. We obtain Bayesian estimations of parameters and covariates subject to MEs. Two simulation studies are presented to illustrate our proposed methodologies.
INTRODUCTION
Longitudinal data frequently occur in medical follow-up studies and analysis of environmental data, and various methods for analysis these data have been proposed. Lin and Carroll [1] . Measurement error data are often encountered in many fields, including engineering, economics, physics, biology, biomedical science and epidemiology. Statistical inference methods for various parametric MEs have been well established over the past several decades. A systematic survey on this research topic was given and many applications of measurement error data were presented by Fuller (1987) [2] and Carroll, Ruppert, Stefanski and Crainiceanu (2006) [3] . Measurements with errors have been used to study in partially linear models by many scholars, such as Wang, Lin, Gutierrez and Carroll (1998) [4] ; Liang, Härdel and Carroll (1999) [5] ; Ma and Carroll (2006) [6] ; Liang , Wang and Carroll (2007) [7] ; Pan, Zeng and Lin (2008) [8] . In this paper, a hybrid algorithm is proposed to generate observations required for a Bayesian inference from the posterior distributions of parameters and covariates subject to ME which is combined with the distribution of Beta and Gamma or Beta and Beta by combining the stick-breaking prior and the Gibbs sampler together with the Metropolis-Hastings algorithm.
II.
MEASUREMENT 
vector of unknown regression coefficients. As in [9] 
Where the MEs ij  's are assumed to follow an unknown distribution, and are independent of i Z . As in Lachos (2010) [10], we suppose the Dirichlet process (DP) mixture model to specify the distribution of ij  .
To discriminate specification of the covariate ME model, we define a true covariate model for ki
equation (3) and
We assume the following priors for parameters 
Where The simulation results are summaried in Table 1 and  Table 2 , after 5000 burn-in iterations 5000 observations for each of the generated 50 data sets were collected to evaluate Bayesian estimates via Markov chain Monte Carol (MCMC) samples from the full data posterior distribution. Results under assumption together with three types of prior inputs were presented in Table 1-2, in Table 1 -2 where `Bias' was the absolute difference between the true value and the mean of the estimates based on 50 replications and `RMS' was the root mean square between the estimates based on 50 replications and its true value. 
