The classical solution of the Riemann᎐Hilbert problem attaches to a given representation of the fundamental group a regular singular linear differential equation. We present a method to compute this differential equation in the case of a representation with finite image. The approach uses Galois coverings of P 1 _ Ä 4 0, 1, ϱ , differential Galois theory, and a formula for the character of the Galois action of the space of holomorphic differentials. Examples are produced for the finite primitive unimodular groups of degree two and three.
INTRODUCTION

Ž
. Let a finite group G and a representation : G ª GL n, Q be given. The aim of this paper is to construct a linear differential equation L Ž . either in matrix form or in scalar form over the differential field d Ž . k [ Q z , with derivation , such that the differential Galois group acting dz upon the solution space of L is isomorphic to the given representation .
Suppose that a Galois extension K > k with Galois group G is given. In the first section, we will construct from these data the required differential equation. The method is in fact a simple application of Tannakian categories.
Ž .
The problem of constructing Galois extensions of k s Q z with a Ž . prescribed Galois group and maybe additional ramification data is well known to be a difficult one. It seems that no efficient general algorithm is known, although a theoretical algorithm can be given. In the second section, we start from the other side and suppose that a differential equation with a finite differential Galois group is given. Then we will give Ž . a construction algorithm which produces the Picard᎐Vessiot field. In this way, certain Galois extensions of k are produced.
The first two sections of this paper can be summarized as follows. Let a finite group G and a faithful irreducible G-module V over k be given. There is a constructive bijection between the Galois extensions with group Ž . Ž . G if properly counted and the isomorphy classes of differential modules over k with solution space isomorphic to the G-module V.
We give now an outline of the theory and the algorithms, presented in more detail in the later sections, for the construction of differential equations for special finite groups. Let the finite group G and an irreducible faithful representation V over Q be given. Since it is rather Ž . difficult to construct algebraically the Galois extensions of k with group G, we will use complex analytic tools for the existence of suitable Galois Ž . extensions of k. In order to compare the Galois extensions of k and C z , we fix a ramification locus for the extensions. For the actual computations, we will only consider Galois extensions of k which are at most ramified above the points 0, 1, ϱ. To every Galois extension K > k, with group G and at most ramified above the points 0, 1, ϱ, one associates the extension Ž . K [ K m C > C z , which is again Galois with group G and at most C Q ramified above the points 0, 1, ϱ. According to a theorem of Grothendieck, this yields a bijection between the two sets of Galois extensions. Ž . For the study of the Galois extensions of C z , unramified outside 0, 1, Ä 4 ϱ, one considers the fundamental group of C _ 0, 1 . The Galois 1 extensions, that we want to know, correspond to surjective homomor-Ž . phisms h: ª G counted with some care . Since is generated by 1 1 three elements a , a , a with the only relation a a a s 1, one finds that
h is given by an admissible triple g , g , g for G, i.e., g , g , g generate 0 1 ϱ 0 1 ϱ G and g g g s 1. We note that our choice of the branch locus imposes 0 1 ϱ Ž that the finite group G is generated by two elements. Each equivalence . class of an admissible triple determines a Galois extension K > k. In Ž general, it seems impossible to calculate K explicitly! Compare, however, w x. with 13 . Instead of trying to compute K, we collect all the analytic information from K , or better from the algebraic curve C corresponding C to K and its complexification C as Riemann surface. C Ž In the sequel, we prefer to work with scalar differential equations or . operators L instead of matrix differential equations or differential modules. The reason is that L is determined by fewer coefficients than a Ž matrix differential equation. The field K determined by a given admissi-. ble triple is the Picard᎐Vessiot extension of a scalar differential equation L, that we want to compute. The solution space W of L in K is a linear subspace of K over Q on which G acts as the fixed representation V. Any Ž . choice of a G-invariant linear subspace W ; K over Q , such that W and V are isomorphic as G-modules, determines a unique monic operator w x L g k Ѩ which has the required properties.
It is natural to choose W ; K in the ring of functions which are regular outside the ramification points. That still leaves us with many possibilities for W. The basic idea for narrowing down the choice for W, already w x present in 11 , is to consider a subspace W ; K such that W dz is a 0 Ž . subspace of the vector space H C, ⍀ of the holomorphic differentials on 0 Ž . C. In order to find the possible W 's, one has to know H C, ⍀ as G-module. We will derive an explicit formula for the character D D of this G-module in terms of the admissible triple. Using this formula, one 0 Ž . observes that in many cases, H C, ⍀ contains a G-submodule isomorphic to the given V. In other cases, one has to admit differential forms with a few well-specified poles.
Let W ; K with the required properties for W dz be chosen. Local calculations at the points 0, 1, ϱ determine the exponents, modulo integers, at those three points. The embedding of W dz in the space of Ž . holomorphic differentials or differentials with prescribed poles produces lower bounds for the exponents at 0, 1, ϱ. We make the assumption that L has no apparent singularities. In other words, we assume that L is a scalar Fuchsian differential operator with only 0, 1, ϱ as singular points. The Fuchs relation for exponents yields upper bounds for them. Other upper bounds on the exponents can be derived from the Weierstrass gap formula. We conclude that for a fixed admissible triple, we have a finite number of possibilities for the exponents.
Suppose that the exponents for L are chosen. If L has degree two, then L is determined by its exponents. One could test whether L has the w x correct differential Galois group with known methods 20᎐22 . However, in 0 Ž . all cases that we consider, it turns out that H C, ⍀ contains the given Ž . irreducible faithful representation precisely once. Thus the subspace W ; K and the corresponding scalar differential equation L of order two are uniquely determined by our approach. Moreover, the lower bounds for the exponents of L add up to 1, which means that we have no choice for the exponents of L and that L cannot have apparent singularities. In other words, the theory proves that L has the correct differential Galois group.
If L has degree three, then there is one degree of freedom left in L, called the accessory parameter. Suppose that some exponent difference at one of the points 0, 1, ϱ happens to be an integer. The condition that there is no logarithmic term in the local solutions at that point determines a polynomial equation for the accessory parameter and thus determines L. In other cases, one has to work with the accessory parameter as a variable and use that a suitable symmetric power of L has a rational solution. This produces a polynomial equation for the accessory parameter and L is determined. Finally, the L that we found can be tested to have the correct w x differential Galois group with the known algorithms 20᎐22 . Again in many cases, this verification is superfluous, since the theory proves that L with the prescribed exponents exists and is unique.
The methods developed in this paper are not limited to differential equations of order three. However, for a Fuchsian scalar equation L of order n, with 0, 1, ϱ as singular points and prescribed exponents, there are n 2 r2 y 3nr2 q 1 accessory parameters to be computed.
We note that a given admissible triple does correspond with a unique differential module of the required type. This module is Fuchsian, i.e., without apparent singularities, because we have supposed that the G-module V is irreducible. In some cases, no suitable scalar differential equation Ž . L is found within the range of exponents that we consider here . We conclude that either our range of search for the exponents is not large enough or that the assumption that L has no apparent singularities is not w x valid. We refer to 4 for details on this matter.
The calculations have been carried out for certain finite subgroups of Ž . Ž . Ž . SL 2 and SL 3 . The subgroups of SL 2 that we consider are the three primitive groups with notations A SLŽ2. , S SLŽ2. , A SLŽ2. . Our results are 4 4 5 complete and the relation with the well-known list of Schwarz for hypergeometric differential equations is given. Ž . For the eight finite primitive subgroups of SL 3 , our computational results can be seen as an analogue of this Schwarz list. Our results are in principle complete. However, since the list is too long, we present here Ž . interesting examples for each of the eight primitive subgroups of SL 3 . Heckman has observed that some of the order three equations that we have computed can also be found by transforming a hypergeometric equation of type F having a finite primitive monodromy group. In the 3 2 w x paper 10a a complete list of all those hypergeometric equations is given.
The paper is organized as follows. In the first section, we show how to Ž .w x get from a Galois extension given by a polynomial in C z y to a linear differential equation with a fixed representation. In the second section, we show, in our special situation, how to compute the Picard᎐Vessiot exten-Ž . sion for a differential equation with a given finite differential Galois group. The approach will also be used later, once the exponents are found, to compute the accessory parameter using an invariant. In Section 3, 1 Ä 4 Galois coverings of P _ 0, 1, ϱ are considered. In Section 4, the formula for the character of the Galois action on the space of holomorphic differentials is derived from the holomorphic Lefschetz formula. A modern proof of the latter is given in the Appendix. In Section 5, we show how to Ž limit the possibilities for the exponents and construct an equation eventu-. ally with accessory parameter from them. In Section 6, we consider the computation of the accessory parameter. Finally, in Sections 7 and 8, the results for second-and third-order equations are given.
We thank Michael Singer and Bas Edixhoven for helpful discussions on the subject. Thanks are also due to Jacques-Arthur Weil for giving us access to a preliminary version of his programs. Mark van Hoeij is warmly thanked for his help in calculating the second example of Section 1. We also thank the Mathematical Sciences Research Institute where this work was finished and the CNRS GDR Medicis on whose machines most computations were done.
FROM GALOIS EXTENSIONS TO DIFFERENTIAL EQUATIONS
We will need some terminology. A differential field F is a field equipped Ž . with a derivation, written as
w x The ring of differential operators o¨er F is the skew polynomial ring F Ѩ , with its structure given by the formula and is isomorphic to a category of finite-dimensional representations over Q of a certain group scheme. In this case, the group scheme is just the finite group G and Repr is the category of the finite-dimensional repre-G sentation of G over Q. For the convenience of the reader and for the sake of the explicit constructions of differential equations, we will give an explicit proof. . on K induces an action of G on K m M given by the formula g f m m s Ž . g f m m. This action commutes with Ѩ on K m M. Thus, V is invariant under G and we find a G-action on V. In other words, V is a G-module Ž . and belongs to Repr . One defines ␣ M s V. It is clear how to define ␣ G for morphisms and it is easy to verify the following assertions:
1. The functor ␣ commutes with tensor products.
For the proof of the equivalence, we will also need a functor ␤: Repr G ª Diff . From the construction of ␤ that we will give, it is easily K r k deduced that ␣ ( ␤ and ␤ ( ␣ are canonical isomorphic to the identity on the categories Repr and Diff .
. the formula Ѩ f m¨s f Ј m¨. The action of G commutes with Ѩ. Write M [ N G , i.e., the set of the G-invariant elements of N. Then M is clearly a finite-dimensional vector space over k. Since Ѩ commutes with the Ž . G-action on N, we have that Ѩ M ; M. Thus, M is a differential module over k. We claim that there exists a basis e , . . . , e of N over K 1 m consisting of G-invariant elements. This follows from general theorems
. w x. e.g., H G, GL m, K is trivial, 16 , but we will give here a constructive proof. Take a normal basis a , . . . , a of K over k, i.e., an element a g K
we note that the dimension of this space is the trace of the 1 projector s Ý g on R m V. If we denote and the charac-
ters of the two representations R and V of G, then the character of
² : s Ý g g and corresponds to the scalar product ,
of the two characters. Since every irreducible representation of G, in particular V, is present in R as often as the dimension of this representa-
. . , e be a basis of R m V ; then it is easily seen that e , . . . , e is 1 m 1 m also a basis of N over K consisting of G-invariant elements. The elements e , . . . , e can be calculated as the generators of the kernel of the operator
The formula for Ѩ on N produces then a < < g g G G matrix differential equation with the required properties. After choosing a cyclic element, one also finds a scalar differential equation over k with the required properties.
Remarks. 1. The above theorem is valid in the general situation of a Picard᎐Vessiot extension Krk of differential fields, with algebraically closed field of constants C. The group G is now the differential Galois group, which is a linear algebraic group over C. Further, Repr is the G category of the algebraic representations of G on finite-dimensional vector spaces over C. With the same definition of Diff , one has an equiva- Ž Ž .. Ѩ q a Ѩ q a Ѩ q a f s 0 with all a g Q z is the order-three dif- Ž .
A is the Galois group of KrQ z , where K is the splitting field ' '
Ž . morphism of Q 5 rQ, which sends 5 to y 5 . We chose here a ''contravariant'' method to obtain the differential equation L for the given data. This means that we produce a three-dimensional subspace V ; K, where A acts as the given representation, and compute then the corre-5 Ž . sponding differential operator L over Q z of order three with solution space V. Let f , . . . , f denote the five roots of P in K and let W ; K be 1 5 the four-dimensional vector space over Q generated by the f . The third i symmetric power of W contains a unique subspace V of dimension three and with the required A -action. A basis e , e , e for V in terms of Ž .
FROM DIFFERENTIAL EQUATIONS TO GALOIS EXTENSIONS
Ž . Let a scalar differential operator L over k [ Q z be given with a Ž
. w x known finite differential Galois group G. According to 6 , there is an algorithm for the Picard᎐Vessiot field K of L, since G is in particular also a reductive group. For a finite group G acting upon a solution space V, the method is essentially the following. One calculates a basis of the algebra
of G-invariant elements in the symmetric algebra Q V . At a suitable point, say z s 0, one makes an explicit calculation for the solutioñ Ž . ŽŽ .. Ž space V inside a finite extension of the differential field Q z . The as
to the subfield Q z . This, with additional data on denominators and numerators of the images w x ŽŽ .. of the G-invariant elements, is going to determine the map k V ª Q z . The image of this map is the Picard᎐Vessiot field of the equation.
However, in our situation where L is constructed from analytic data, the Ž algorithm for the Picard᎐Vessiot field can be simplified. Recall that g , 0 .
Ž . g , g is an admissible triple for G if g , g , g generate G and 1 ϱ 0 1 ϱ g g g s 1. We will sketch an efficient method for an order-three Fuch-0 1 ϱ Ž . sian equation L, determined by an admissible triple g , g , g for G and
In Sections 3, 4, and 5, the Galois coverings of P 1 , at most ramified above 0, 1, ϱ, and corresponding differential equations will be given in more detail.
We assume that at least one of the three elements g , g , g has three 0 1 ϱ Ž . distinct eigenvalues this will be the case for all our examples . For notational convenience, we suppose that g has three distinct eigenvalues 0 w x Ž w x. and corresponding eigenvectors¨,¨,¨g V. Let k V and Q V we have to weaken the assumption that is G-equivariant as follows. The map is supposed to satisfy:
Ž . a ¨s c S for i s 1, 2, 3 and c g Q*.
Let satisfy condition a . Then extends in a unique way to a
, which we will also call .
. Then we require that maps Q V to the subfield Q z of Q z .
Ž . Let the G-equivariant map be given by the triple d , d , 1 . Then one can 1 2 Ž . Ž Ž 2 i 1 . n Ž 2 i 2 . n easily verify that any c , c , c of the form dd e , dd e ,
, with d / 0 and n s 0, . . . , e y 1, satisfies condition b . In 0 Ž . general, we expect that those are all the possibilities for c , c , c . In any 1 2 3 Ž . case, the condition that G is an irreducible subgroup of GL V will imply Ž . that modulo scalars, the set of solutions for c , c , c is finite. . chosen . Then there are various ways to produce the field K. One way would be to calculate the kernel m of the surjective homomorphism
. For a basis of ''invariants'' F, i.e., elements of .. elements of Q z , as elements of k. Finally, one can take an elemenẗ g V such that its stabilizer H is maximal among the subgroups of G which do not contain a proper normal subgroup. As above, one can again Ž . calculate the minimal equation of ¨over k. The field K is the splitting field of this polynomial equation.
Ž . Now we give an algorithm for finding the c , c , c which satisfy a and
The condition that F g k will be made more . ␣ multi-index notation is a sum of terms S with Ý ␣ g Z and Ý ␣ s d.
. Thus, ord F is greater or equal to the minimum of the numbers 0 Ý ␣ , with the restrictions Ý ␣ g Z, all ␣ g Z and Ý ␣ s d. The
. lower bounds for ord F and ord F are similar. We note that 1 ϱ Ž . F can only have poles at 0, 1, ϱ. Write n , n , n for the lower bounds
F has order G 0 at 0 and 1 and its order at ϱ is G n y n y n . If M [ yn q n q n is -0,
vanishing of the coefficients of z n for n ) M produces an infinite set of homogeneous equations on the c , all of degree d. i We are left with the problem of determining how many equations are needed. More precisely, we want to determine an integer N such that for n any c , c , c g Q*, the vanishing of the coefficients of z for n s M q ww xx f [ H y P, as element of Q z , is ) N. The element f g K is seen as < < rational function on the curve C corresponding to K. There are G re 0 points on C above 0. For one of them, we have that the order of f is Ž . ) e N. For the others, we have that the order is G e yn q d min E .
Here E , for a s 0, 1, ϱ, denotes the set of the exponents at the points 0, a < < 1, ϱ. For the G re points of C above 1, there is one point such that the 1 order of f is G 0. For the other points, one has that the order of f is Ž . G e yn q d min E . Finally, for one point above ϱ, one has that the
< < order is G e n q n q n . For the other G re y 1 points, one has that
no other poles. If N is chosen such that the total sum of the orders is positive, then N has the required property. A calculation yields the following estimate:
Ne G ye n y e n y e n q d e min E q e min E q e min E Ž .
Since d min E F n for a s 0, 1, ϱ, one could also work with the weaker
Suppose that L is given and that we only know that the differential Galois group H is a subgroup of G. Then the above algorithm works equally well. One can determine values for c , c , c . A ² : priori, g ; H ; G. If one wants to exclude the possibility H / G, then 0 w x one has to compute an H-invariant element F g Q V which is not Ž . G-invariant and show that F f k. It suffices to do this for conjugacy ² : classes of maximal subgroups H with the property H / G and g ; H. 0 2. Suppose that L contains an unknown accessory parameter and Ž . let the finite group G ; GL V be given. The above algorithm still works in the sense that the S , S , S have now coefficients involving . We will 1 2 3
where the a are polynomials in of degree n. The n) 0 i, n i , n assumption that the differential Galois group of L is contained in the given finite group G produces a set of polynomial equations involving c , c , . Those equations will determine values for c , c , c and .
Put P* s P _ 0, 1, ϱ as variety over Q. We want to construct Galois 1 Ä 4 coverings C ª P , which are only ramified above 0, 1, ϱ and have Galois group G. We start by working over the field of complex numbers C. An embedding Q ; C is fixed.
The fundamental group of P U with base point, say, 1r2 is generated 1 C by three elements a , a , a and has the only relation a a a s 1. The that G is generated by g , g , g and g g g s 1. We will call such a triple 0 1 ϱ 0 1 ϱ an admissible triple. We note that we have to restrict ourselves in the sequel to finite groups G generated by two elements. Ž . Ž . 1 Two triples g , g , g , g , g , g yield isomorphic coverings of P if˜0
. and only if the kernels of the corresponding surjective homomorphisms Ž . h, h: ª G are the same. We will call two admissible triples g , g , g ,
From the above, it follows that the set˜0 Ž . classes of admissible triples g , g , g for G such that the order of g is
x e for p s 0, 1, ϱ. We will call the set e , e , e a branch type. The set Galois action is, however, ''unknown.'' The only nontrivial element of this Galois group for which we know the action is the automorphism induced by the complex conjugation and the given embedding of Q in C. Ž . The action of on admissible triples is given by g , g , g ¬
We note that the fundamental problem for the ''construction'' of Galois coverings of P 1 , like the ones above, is that the analytic construction does not lead to a determination of the algebraic curve C ª P 1 . Nevertheless, we will try to calculate as much as possible about C, corresponding to an Ž . admissible triple g , g , g , as we can. 0 1 ϱ 1 Ž LEMMA 3.1. Let C ª P be the Galois co¨ering corresponding to the . Ž . equi¨alence class of the admissible triple g , g , g for the group G.
The ramification indices e , e , e of the points 0, 1, ϱ are the 0 1 ϱ orders of the elements g , g , g .
The genus g C of the cur¨e C is gi¨en by the formula
We will omit the obvious proof.
Some Examples of Co¨erings of P*
The points 0, 1, ϱ on P 1 can be permuted by an automorphism of P 1 . We may restrict ourselves, therefore, to admissible triples with e F e F e . 0 1 ϱ
Moreover, in the case of two or three equal values among the e , e , e , 0 1 ϱ w x some permutations of the points 0, 1, ϱ act on the branch type e , e , e 0 1 ϱ and we will only write down the equivalence classes of admissible triples up to those permutations. We consider in this section some special cases. The data for the branch types of the three finite primitive subgroups of Ž . Ž . Ž SL 2 and the eight finite primitive subgroups of SL 3 will be given in . some detail in Sections 7 and 8. . w
x w x w x y s z z y 1 have branch type 2, 3, 6 , 2, 4, 4 , and 3, 3, 3 , and the genus of the corresponding curve is 1.
3.1.2. The Galois Co¨erings of C ª P 1 , Unramified abo¨e P* and with Ž .
The condition g C s 0 is equivalent to 1re q 1re q 1re ) 1. The 0 1 ϱ possibilities for the e , e , e are
x For each case, the set of equivalence classes e , e , e consists of one
Ž . element compare 1 . The inverse image in SL 2 of each of those groups will be denoted by D SLŽ2. , A SLŽ2. , S SLŽ2. , A SLŽ2. . The differential equations, easily deduced from differential equations for the groups D SLŽ2. , A SLŽ2. , n 4 S SLŽ2. , A SLŽ2. . We will give one example. 4 5 Consider a three-dimensional irreducible representation V of A and 5 the corresponding order-three differential operator L. There exists a 1 Ž . covering C ª P in fact, more than one according to the list of Section 7 , unramified outside 0, 1, ϱ and with group A SLŽ2. , such that CrZ has genus 5 0. Here Z denotes the center of A SLŽ2. . For A SLŽ2. , one considers an 5 5 irreducible representation W of dimension two, such that V ( sym 2 W. Let M denote the order-two differential equation corresponding to the covering C ª P 1 and the representation W. Then the order-three scalar differential equation sym 2 M must be equivalent to L above. This is a consequence of the Tannakian approach, i.e., Theorem 1.1.
3.1.3. The Galois Co¨erings C ª P 1 , Unramified outside 0, 1, ϱ and with Ž . Genus g C s 1
Ž .
The condition g C s 1 is equivalent to 1re q 1re q 1re s 1. The
x possibilities for the branch type are 2, 3, 6 , 2, 4, 4 , and 3, 3, 3 . Choose a point e on C as the neutral element for the group structure on C. The Ž . automorphism group Aut C has C as normal subgroup. The quotient Ž . Ž . Aut C rC can be identified with Aut C, e , the group of the automorphisms of C which fix e. The latter group has order 6, 4, or 2. The finite Ž . group G ; Aut C that we are looking for must have the property that C ª CrG ( P 1 is ramified above three points. A small calculation shows Ž . that the image of G in Aut C, e can only have order 6, 4, or 3. Further, F [ G l C must be a normal subgroup of G. In other words, C ª CrG ( P 1 factors as C ª CЈ s CrF ª P 1 . The first map is unramified and CЈ is again an elliptic curve. The second map CЈ ª P 1 is cyclic of order 6, 4, . We consider the general situation: : X ª Y a ramified Galois covering between two curves with Galois group G over an algebraically closed field F of characteristic 0. The usual Riemann᎐Hurwitz᎐Zeuthen formula 0 Ž . gives the dimension of H X, ⍀ , the space of the holomorphic differen- 
The exact sequence of sheaves
for g s 1, one has D s 0, and for g ) 1, there is an exact sequence
Serre duality for the cohomology groups of sheaves on X is G-equivariant.
For a G-module W, we will denote the dual module by W *. It follows
Consider now a ramified point x g X above a ramified point y g Y with ² : ramification index e s e , inertia group H s h , and local parameter t
has basis dt, t dt, . . . , t ey 2 dt with the obvious h action. Thus, ⍀ as proposition.
We note that the proposition does not give a formula for D D itself. Sometimes the more complicated ''classical'' formula for D D is needed. This will be given here. For any y g Y , we have chosen a point x above . ramification index of any point above y .
The literature 5, 12, 14 gives this formula with instead of . This y y difference is due to our choice of the right action of G on X. It is an exercise to show that this theorem implies the previous proposition. In the Appendix, we will give a modern proof of Theorem 4.2, based on notes by Bas Edixhoven.
Application to Co¨erings of P*
We want to specialize the proposition and the theorem for the case of a Galois covering f : C ª P 1 , with group G, unramified outside 0, 1, ϱ and Ž . given by an admissible triple g , g , g . It is clear from the analytic 0 1 ϱ situation that for a suitable choice of points in C above 0, 1, ϱ, one has ² : Ä 4 H s g for j g 0, 1, ϱ . This information suffices for the calculation of j j D D q D D*, according to the proposition. In order to apply the theorem, we Ä 4 have to compute the characters for j g 0, 1, ϱ . This is done in the next j lemma. Then: 
Differential Forms with Poles
We continue with the notations of Section 4.2. Let a faithful irreducible representation of G over Q with character be given and suppose that 0 Ž . this representation is not present in the G-module H C, ⍀ . Then our aim is to consider differential forms with poles in such a way that is present in the new situation.
denote the sheaf of the differential forms on C having poles of order at y1 Ž . most 1 at the points of f j . The exact sequence
where Q Q is the skyscraper sheaf given by its stalks: Q Q s Q for f p s j p and Q Q s 0 for other points p. This leads to an exact sequence of
We note that G acts on the right on f j . The group g is the j y1 Ž . y1 Ž . stabilizer of some point f j . Then f j can be identified with the ² : coset g _ G. It follows that the G-module ÝQ Q is isomorphic to the j p ² : induction of the trivial representation of g to G. j Using that the sum of the residues of a differential form is 0 and that j j Ž . Ž . as eigenvalue for g . The matrix * g has the same multiplicity for j j the eigenvalue 1.
Ž . EXAMPLES 4.6. 1. Let an irreducible, finite primitive G ; SL 2 be given and let the given embedding have character . We note that s *. Thus
Further, N , tri¨is the multiplicity of 1 as eigenvalue for ² g : ² g : ²g :
j j j Ž . g g G ; SL 2 . Since g / 1 and the determinant of g is 1, we conclude We note that * is also the complex conjugated of the character . Thus / * is equivalent to is not real. Suppose that is not real and ² : Ž . that , D D s 0. The embedding G ; SL 3, C with character gives by complex conjugation an embedding with the character *. From this one finds an automorphism A of G which interchanges and *. After changing the admissible triple in question by the automorphism A, one ² : finds an admissible triple with , D D / 0.
THE EXPONENTS
Generalities on Scalar Fuchsian Equations
Consider the scalar Fuchsian equation 
Suppose further that the differential Galois group of the equation lies in Ž . Ž . SL n . Then wЈ s ya w has a nontrivial solution in C z . The residues of 1 Ä 4 a dz are integers and thus for all p g p , . . . , p , ϱ , one has Ý E is an
We specialize now to the situation of a Fuchsian scalar equation L of Ä 4 order two with singular points 0, 1, ϱ . The form of L is
yyy s 0,
and one has t t y 1 q a t q b s t y ␣ ,
The three polynomials in t are the indicial equations at 0, 1, ϱ. One observes that L is determined by E , E , E . Further, Ý ÝE s 1.
The differential Galois group is a subgroup of SL 2 if and only if Ý E is j an integer for j s 0, 1, ϱ.
Ž For a third-order Fuchsian differential equation with singular points . 0, 1, ϱ , we will use the normalized form
The indicial equations at 0, 1, ϱ are 
Restrictions on the Exponents
Ž . Ž . The following data are given: a finite group G g GL n ; g , g , g an 0 1 ϱ admissible triple for G which determines a covering C ª P 1 , unramified Ž . outside 0, 1, ϱ; the function field of C is K > k s Q z ; V a G-invariant subspace of K such that G-module V is isomorphic to the given embed-Ž . ding G ; GL n . Let L denote the monic nth-order differential operator w x Ä 4 in k Ѩ with solution space V. For the points j g 0, 1, ϱ , one denotes by E the set of exponents of L at the point j. Ž . e j be a local parameter at a such that g t s t. Then t is a local j j j 1 ŽŽ .. parameter at j on P . The field K is embedded in the quotient field Q t ww xx ŽŽ .. of Q t and thus V is considered as a subspace of Q t . There is a basis b i Ž 2 . , . . . ,¨of V with¨s t 1 q ) t q ) t q иии for all i. The action of g 1 n i j ŽŽ .. Ž . on Q t is given by g t s t. This implies that the matrix of g on V j j j with respect to the basis¨, . . . ,¨has an upper triangular form. In Remark. The proposition can be rephrased as: The exponent sets E , E , E are determined, modulo integers, by the admissible triple for 0 1 ϱ Ž . w x G ; GL n . In 19, Lemma 2.4 , a similar result is proved and conditions on the exponents are derived from this. The present Proposition 5.1 is sharper in the sense that the three local monodromies and the covering Ž . are related by means of the admissible triple g , g , g . 0 1 ϱ
We translate the exponent sets in terms of differential forms. The solution space V ; K of the differential equation L is now chosen such 0 Ž . 0 Ž Ž y1 Ž .. Ä 4 that V dz lies in H C, ⍀ or H C, ⍀ f j for some j g 0, 1, ϱ . Consider again points a , a , a g C above 0, 1, ϱ. Consider at a the Similarly, the set E of exponents at 1 is
Finally,
The formulas give a lower bound for the exponents, since the g V dz are either holomorphic or have a pole of order at most one for one of the a . The Weierstrass gap theorem provides another upper bound for the w x exponents. We will give this formula with a slight variation of 9 . Let C be Ä Ž . a curve of genus g ) 2. A point c g C will be called ordinary if ord N c Ž . 4 Ä 4 g ⍀ C , / 0 is equal to 0, 1, . . . , g y 1 . The other points are C called Weierstrass points. Let c be a Weierstrass point with
The Weierstrass gap theorem states that Ý W c s is0, . . . , gy1 i c g C Ž . Ž . g y 1 g g q 1 . We note further that any automorphism of the curve C preserves Weierstrass points and their weight.
In our special situation, one finds for the points a , a , a above the 0 1 ϱ points 0, 1, ϱ the inequality
Ž . Ž . Ž . Ž . Ž . If all the Weierstrass points lie above one of the points 0, 1, ϱ, then one would have an equality in the above formula. It is clear that the inequality implies an upper bound for the exponent set E , E , E . 0 1 ϱ 6. SOME FEATURES OF THE SCALAR DIFFERENTIAL EQUATIONS 6.1. Tests for the Differential Galois Group Ž Ž . . Let a given differential equation L of order two or three over k s Q z Ž be suspected to have a prescribed finite differential Galois group G e.g., the examples to be constructed with the theory and algorithms of this . paper . For equations of order two and differential Galois group contained Ž . in SL 2 , one can use one of the many algorithms improving Kovacic's w x algorithm, e.g., 20, 21 . The main idea is to search for ''invariants of degrees 4, 6, 8, 12,'' i.e., rational solutions of the corresponding symmetric powers of the equation. However, as remarked in the Introduction, the equations of order two that we construct are guaranteed to have the correct differential Galois group.
For the third-order equations that are constructed here, we have ex-Ž . Ž. plained in Section 2 a rather efficient method to find the value s of the accessory parameter and the group by making good use of the construction data. In many cases, the theory guarantees that the constructed equation has the correct differential Galois group. In other cases, namely where we make a guess for the exponents, one has to combine this with the following Ž more general method: For an irreducible third-order equation L containing . possibly an accessory parameter with primiti¨e differential Galois group Ž . Ž . G ; SL 3 , a search for semi-in¨ariants of degrees 2, 3, 4, 6, 9, 12 will w x determine the group. For the precise statement we refer to 22 . In particu-Ž . lar, for a finite primitive G ; SL 3 , there is an invariant of degree 6, except for the group H SLŽ3. where there is an invariant of degree 9. 216 The existence of invariants of a certain degree will in general produce polynomial equations for the accessory parameter.
The Equation for the Accessory Parameter
Let L be a scalar Fuchsian equation of order three in normalized form, Ž . with unknown accessory parameter . We try to determine the value s for which the differential Galois group could be finite. We make here the Ä 4 assumption that for some j g 0, 1, ϱ , the set E contains two elements j with difference m g Z, m ) 0. We note that this situation occurs if and only if g has multiple eigenvalues. j LEMMA 6.1. Assume that the differential Galois group of L is finite; then satisfies a polynomial equation o¨er Q of degree m.
Proof. For notational convenience we suppose j s 0, and by assumption , q m g E , with m a positive integer. The assumption that the 0 differential Galois group of L is finite implies that there are three Puiseux series at z s 0, solutions of L s 0. One of these has the form z g, with 2 ww xx g s 1 q c z q c z q иии g Q z . There is a formula 1 2 . L z 1 q c z q c z q иии s 0 produces a set of linear equations for the 1 2 coefficients c . In order to have a solution, a determinant must be zero.
i This determinant is easily seen to be a polynomial in of degree m. Ž . If , q 1 are exponents at 0, then P s 0. If and q 3 are exponents at 0, then the determinant of the matrix
Explicit Formulas
is zero.
Apparent Singularities and Families of Equations
We restrict ourselves to order-three equations and a finite primitive Ž . subgroup G ; SL 3 . The following data are fixed: An admissible triple for G, giving rise to a covering f : C ª P 1 with function field K > k. A faithful unimodular irreducible representation of degree 3 is given with character .
We give here an outline of the search for Fuchsian equations L.
is unique. The corresponding order-three differential equation L is also unique. The differential module corresponding to L is known to be Ž w x. Fuchsian see 4 . The scalar differential equation L need not be Fuchsian. A singular point, different from 0, 1, ϱ, will be called an apparent singularity. Let f , f , f be a basis of V; then the coefficients of L are We conclude that an apparent singularity of L must be a zero of w Ž . different from 0, 1 . More information will follow from the possibilities for Ž . the exponent sets. The data determine lower bounds, written as E min , 0 Ž . Ž . E min , E min for the exponent sets. The actual possibilities for the 1 ϱ exponent sets, for a supposed Fuchsian L, are obtained from the minimal bounds by adding nonnegative integers to the minimal data such that the final sum is equal to 3. One considers the following situations:
The sum of all numbers in E min , E min , E min is 3. Then
Ž . E min , E min , E min are the actual exponent sets. There is no 0 1 ϱ apparent singularity and there is only one value possible for the accessory Ž . parameter. Indeed, L exists and is unique . If one finds indeed only one value for , then the theory which we developed guarantees that L has the correct differential Galois group and representation. Moreover, by uniqueness, is rational.
The sum of all numbers in E min , E min , E min is 2. The 0 1 ϱ actual exponent sets that we have to consider are obtained by adding 1 to Ž . any of the numbers however, keeping the restriction on exponent sets . For each case, one has to use a method for obtaining a suitable and verify that the constructed L has the correct differential Galois group. At most one case and at most one value for will give a positive answer. Ž . Indeed, L is unique .
Ž .
Ž . 3 If in 2 no L is found, then this proves that L is not Fuchsian. By counting, one finds that there must be one apparent singular point Ä 4 c / 0, 1, ϱ and that the exponent set for c is E s 0, 1, 3 . The equation c L can actually be determined from these data.
If the sum of all numbers in E min , E min , E min is F 1, 0 1 ϱ then there are many possibilities for the exponent sets of the supposed Ž . Fuchsian L. One proceeds as in 2 .
Ž . 5 If for 4 no L is found, then L has one or two apparent singularities.
Then the solution space V for our problem is not unique. In fact, one Ä 1 4 has a family of solution spaces V N t g P and a family of third-order t Ž .
1 equations L . We can make this more explicit by writing t s t :t g P and by choosing bases f , f , f and g , g , g of two different choices for
the subspace V ; K such that the linear map which sends each f to g is . i.e., the local monodromy at 0. For any t s t :t , the leading coefficient 0 1 of t f q t g is homogeneous linear in t , t . Thus, there is a unique 0 1 1 1 0 1
value for t such that the order of t f q t g is at least 1 higher than the . It seems that one is missing one possible equation for L. However, by 1 adding q1 to q 1 and using Lemma 6.1, one finds two values for . A 1 local calculation at the point 0 shows that both values actually lead to an L with the correct differential Galois group. We conclude that we find nine equivalent Fuchsian equations in this situation.
The numbers in E min , E min , E min add up to 3 y m -2.
Something similar happens. The Wronskian can be seen to be
where a , . . . , a are homogeneous in t , t of degree 3. For a given value The number of apparent singularities in a general L is 3 y N. We will t discuss the particularly interesting case N s 1. The Wronskian of L has t Ž . Ž 2 . the form z* z y 1 * a z q a z q a , with fixed powers of z and z y 1. Ž . P ª P , given by t ¬ a :a :a , is finite of degree 9. The number of 2 1 0 values t such that L has no apparent singularities is 45. Indeed, argut ments as in the above case with a P 1 -family, prove that adding q1 twice to Ž . Ž . Ž . any of the elements in E min , E min , E min will give a unique 0 1 ϱ Ž Fuchsian equation with the required properties provided that there are no . integer exponent differences . In the case of integer exponents differences, a local calculation shows that the counting remains valid.
In Section 8, we will produce examples for all the situations that we have discussed here.
SECOND-ORDER EQUATIONS
Ž .
SL 2
The finite primitive subgroups of SL 2 are: the icosahedral group A 5 of order 120, the octahedral S SL 2 of order 48, and the tetrahedral group 4 A SL 2 of order 24. Each branch type happens to consist of a single 4 equivalence class of admissible triples. We will, moreover, work modulo the permutations of the points 0, 1, ϱ.
Schwarz' List and Klein's Theorem
The hypergeometric differential equations with finite monodromy group Ž . or equivalently, finite differential Galois group were studied by Schwarz w x 15 . The idea is the following. One considers a Fuchsian differential equation L of order two with set of exponents E , E , E at the singular 0 1 ϱ point 0, 1, ϱ. As always, Ý E q Ý E q Ý E s 1 and the assumption that 0 1 ϱ the exponents correspond to a hypergeometric equation is equivalent to 0 g E and 0 g E . Since we are looking for finite monodromy groups, we 0 1 may restrict ourselves to the case of rational exponents. Let , , denote the absolute values of the differences of the exponents at 0, 1, ϱ. Further, Ž . Ј g 0, 1 is defined by Ј ' " modulo 2. The numbers Ј and Ј are defined in a similar way. Moreover, one may transform a triple Ј, Ј, Ј by replacing two items a of the triple by 1 y a. Finally, Љ, Љ, Љ is the same as Ј, Ј, Ј but ordered such that Љ G Љ G Љ. The list of Ž . Schwarz is the set of fifteen triples Љ, Љ, Љ such that the corresponding hypergeometric equation has a finite irreducible differential Galois SLŽ2. 1r5, 1r5 , 1r2, 2r5, 1r5 , 3r5, 1r3, 1r5 , 2r5, 2r5, 2r5 , 2r3, 1r3 , 1r5 , 4r5, 1r5, 1r5 , 1r2, 2r5, 1r3 , 3r5, 2r5, 1r3 .
Ž . Suppose for convenience that the , , above are already in 0, 1 .
Ž . The monodromy group G of the equation is a subgroup of GL 2 and let pr o j Ž . G denote its image in PGL 2 . Under the assumption that 1 -q Ž . q -1 q min , , , there is a spherical triangle ⌬ in the complex 1 Ž . Ž . sphere P C with angles , , . The group associated to ⌬ is the one generated by the reflections in the three sides of ⌬. The group G pr o j is the subgroup of this group consisting of the elements which are a product of an even number of reflections. An elementary spherical triangle is a triangle with all angles of the form and n g Z, n ) 1. Thus, the n Ž . Ž spherical elementary triangles are given by the angles , , and 2 2 n . Ž . Ž . Ž . n G 2 , , , , , , , and , , . The above triangle ⌬ gives rise   2  3  3  2  3  4  2  3  5 to a finite group G pr o j if and only if ⌬ can be dissected into elementary spherical triangles of the same type. The last statement and some combinatorics leads to the list of Schwarz. For a modern survey of the Schwarz w x theory, we refer to 2 .
The problem that we have to study is the connection of Schwarz' classification with the order-two equations L with differential Galois Ä SLŽ2. SLŽ2. SLŽ2. SLŽ2. 4 group G g D , A , S , A that we will produce here. Let A , the situation is more complicated. The coverings of P* with group 5 isomorphic to A can be listed as: 5 branch type 2, 3, 5, genus 0. Appears twice in the list of Schwarz.
branch type 2, 5, 5, genus 4. Appears once in the list of Schwarz.
branch type 3, 5, 5, genus 5. Appears twice in the list of Schwarz.
branch type 3, 5, 5, genus 9. There are two such coverings. One appears once in the list of Schwarz, the other twice. branch type 5, 5, 5, genus 13. Appears twice in the list of Schwarz.
We note that we work also modulo permutations of the points 0, 1, ϱ.
A modern survey of order-two differential equations with finite differential Galois group and especially Klein's theorem on this subject is the w x inspiring paper 1 . Klein's theorem is stated there as follows. The link with our list of equations is the following. For each of the groups, the standard differential equation St# is present. The other equations are derived from this standard equation by a map which has the rather special property that #St# has again 0, 1, ϱ as the only singular points. There are very few 's possible, as is seen from the list.
The Equations
For each of the groups A SLŽ2. , S SLŽ2. , A SLŽ2. , we give the branch types. It 4 4 5 turns out that each branch type contains only one equivalence class of admissible triples and, moreover, the branch type determines the group.
Thus the branch types are in bijection with the Galois extensions of k Žunramified outside 0, 1, ϱ and with Galois group isomorphic to one of the . considered groups . The first group has only one irreducible faithful representation of degree 2. The other groups have two such representations. Thus, the first group gives a differential equation for each branch type and the other groups produce two differential equations per branch type. For each equation L, we give the exponent sets E , E , E ; we list 0 1 ϱ the branch type, the genus of the field K, the genus of the field K y , the character, and the triple of the list of Schwarz.
7.2.1.
The Tetrahedral Group A SLŽ2.
4
The group has seven conjugacy classes conj , . . . , conj . They correspond 1 7 to elements of order 1, 2, 3, 3, 4, 6, 6. There is only one faithful Ž . unimodular character of degree 2, denoted by . The two values 4 0 F -1 such that the e 2 i are the eigenvalues for the representation 0,0 1,1 1,2 1,2 1,3 Ž corresponding to are given for each conjugacy class:
, , , , ,
1, 5 1, 5 . , . This information leads to unique data for the exponents and the 6 6 equations; see Table I . This group has eight conjugacy classes conj , . . . , conj . They correspond 1 8 Ž to elements of order 1, 2, 3, 4, 4, 6, 8, 8. There are two faithful unimodu-. lar irreducible representations of degree 2. Their characters are denoted by and and the eigenvalues of these characters are given for each 4 5 conjugacy class: 0, 0 1, 1 1, 2 1, 3 1, 3 1, 5 1, 7 3, 5 :
, , , Thus, there is an automorphism of S SLŽ2. which permutes the classes 4 conj , conj . For the admissible triple representing the unique element of 7 8 the branch type, we make the choice that the number of times that conj 7 occurs is greater than or equal to the number of times that conj is 8 present. This information suffices to calculate all exponents and equations; see Table II. 7.2.3. The Iscosahedral Group A SLŽ2.
5
There are nine conjugacy classes conj , . . . , conj corresponding to ele- 1 9 ments of orders 1, 2, 3, 4, 5, 6, 10, 10. There are two faithful irreducible Ž . unimodular representations of degree 2. As before, their characters 2 and are given on the conjugacy classes by the two eigenvalues 3 0,0 1,1 1,2 1,3 2,3 1,4 1,5 3, 7 1,9 : , , , representing the unique element of the branch type, there are several choices. One can deduce from Table III which choice has been made. There are six conjugacy classes conj , . . . , conj ; they correspond to 1 6 Ä 4 elements of order 1, 2, 3, 4, 7, 7 . There are two irreducible characters of degree three, called , . Both are faithful and unimodular. The three 2 3 values 0 F -1 such that e 2 i are the eigenvalues for the representation are given for each conjugacy class as follows: 0, 0, 0 0, 1, 1 0, 1, 2 0, 1, 3 3, 5, 6 1, 2, 4 :
, , , The character is the dual of . This implies that the two characters 3 2 are permuted under an automorphism A of G . The same automor-168 phism of G permutes the conjugacy classes conj and conj . For any 168 5 6 Ž . Ž . Ž . group G, we define Out G [ Aut G rInner G , i.e., the group of all automorphisms of G divided out by the normal subgroup of the inner automorphisms. The character corresponds to an embedding G ; . Out G . 168 We will give all the data that we calculated for the branch types. We introduce some terminology. The conjugacy triple i, j, k of an admissible Ž . triple g , g , g is defined by: the conjugacy classes of g , g , g are conj , Ž . geneous element in Q V , such that its image in K belongs to k s Q z . In order to give this a clear meaning, one has to specify the Q-algebra w x homomorphism from Q V to K. In our situation, we will consider a point Ä 4 ² : a g 0, 1, ϱ and a g -equivariant isomorphism : V ª V ; K ; The group H has an invariant of degree 3 and H has another invariant 1 2 of degree 4. One can verify that no invariants of those types are present here and the conclusion is that the differential Galois group is G . We 168 note that G contains elements of order 3 and 7, so this also excludes H . 2 Ž . w x 6 Branch type 3, 4, 4 consists of one element; conjugacy triple 3, 4, 4; genus 15. By adding poles of order 1 at the points above 0, one finds that occurs with multiplicity 1. For , the lower bounds for the exponents 3 3 add up to 2. One adds q1 to any of the eight exponents and finds only one 5 5 5 case y1, y1r3, 1r3 y 3r4, y1r4, 0 5r4, 7r4, 2 s 3r16, where there is an invariant of degree 4. This proves that the differential Galois group H of this equation is a subgroup of G . It is a proper subgroup, since 168 there is another invariant of degree 4.
The character leads to the same data for a possible equation L. 2 Thus, we found no equation here for G .
168
Ž . w x 7 Branch type 3, 4, 7 consists of two elements; both conjugacy triples ² : ² : are 3, 4, 5; in both cases , D D s 0, , D D s 1; no equations are 2 3 found.
Ž . w x 8 Branch type 3, 7, 7 consists of two elements; conjugacy triples 3, 6, ² : ² : 6 and 3, 6, 5; genus 33. For the first case, , D D s 2, , D D s 0. For 2 3 , we have a P 1 -family of equations and the lower bounds on the 2 exponents add up to 1. One has to add q1 to two of the exponents and search for an invariant of degree 4 in the 45 cases. The only possible data 5 5 5 are: y1r3, 1r3, 1 y 6r7, y5r7, y3r7 8r7, 9r7, 11r7 s 3385r3087.
Ž . As in 5 , one verifies that the differential Galois group is G . bounds on the exponents is 2. One has to add q1 to any of the exponents and search for an invariant of degree 4. The only possible data 5 5 5 y3r4, y1r4, 0 y 3r4, y1r4, 0 9r7, 11r7, 15r7 s 0 are verified, as Ž . in 5 , to produce the differential Galois group G . the lower bounds of the exponents add up to 0. The candidates for exponents are obtained by adding q1 three times to the lower bounds. For Ž . the many candidates, one imposes an invariant of degree 4 and one uses Ž . the method of 5 for the verification. The lower bounds for the exponents 5 5 are y6r7, y5r7, y3r7 y 6r7, y5r7, y3r7 8r7, 9r7, 11r7. We will give the results in table form, in Table IV , indicating the places where the q1's are added and the values for . and q . The differential module M m ke has differential Galois k z z y 1 group K m K . All differential modules with differential Galois group As in Section 8.2.2, the data for the group A = C can easily be derived 5 3 from those for A . In the sequel we investigate the data for A . There are 5 5 five conjugacy classes, denoted by conj , . . . , conj . They correspond to 1 5 elements of order 1, 2, 3, 5, 5. There is an automorphism of A permuting 5 Ž the classes conj and conj . There are two irreducible faithful, unimodu- 4 5 . lar characters , of dimension 3. Their values on the conjugacy 2 3 classes are given as the sum of the three eigenvalues: 0, 0, 0 0, 1, 1 0, 1, 2 0, 1, 4 0, 2, 3 :
, , ,
0, 0, 0 0, 1, 1 0, 1, 2 0, 2, 3 0, 1, 4 :
, , , ² : , D D s 0 in all cases. This has as consequence that we have to search 3 for a solution space V such that V dz consists of differential forms with 0 Ž Ž y1 .. certain poles. The choice V dz ; H C, ⍀ f 0 leads to a unique V and a unique Fuchsian differential module with group A . However, the 5 corresponding scalar equation may have apparent singularities. We note also that the second symmetric power of the order-two equations for A SLŽ2. 5 produce Fuchsian equations for A of order three. The exponents of a 5 5 5 Fuchsian equation obtained in this way have the form ya, 0, a y b, 0, b y c q 1, 1, 1 q c, with 0a, b, c -1. The possibilities for a, b, c are of course determined by the chosen admissible triple. One observes that this type of Fuchsian equations has more poles at the points above 0 and 1. In Table V , we have chosen for each possible Picard᎐Vessiot field and the two characters , , a corresponding Fuchsian equation from the 2 3 abundance of equations having more poles. We note that in some of the cases of the table, a verification has been made to exclude the possibility Ž . Ž . that the differential Galois group is PSL 2 ; SL 3 .
The Group H SLŽ3.
216
The group G s H SLŽ3. has 24 conjugacy classes corresponding to ele-216 ments of order 1, 2, 3, 3, 3, 3, 3, 4, 6, 6, 9, 9, 9, 9, 9, 9, 12, 12, 18, 18, 18, 18, 18, 18. There are six irreducible faithful unimodular characters of degree
. The Galois group of Q e rQ maps isomorphi- 8, 9, 10, 11, 12, 13 Ž . cally to Out G . This Galois group, which is a cyclic group of order 6, acts transitively on the six characters mentioned above. The number of isomorphism classes of coverings of P* with group isomorphic to G is 20. For each one of them, there are six Fuchsian differential modules. Some of those 120 differential modules will be represented by more than one Fuchsian scalar equation, some maybe by none. We will present here the w x data found for one of the two elements in the branch type 9, 12, 18 . The characters appear with multiplicity 0, 1, 1, 2, 3, 2 in the 8, 9, 10, 11, 12, 13 character D D of the holomorphic differential forms on the corresponding curve of genus 244. For , we have not found an equation. 8 For , the lower bounds on the exponents at 0, 1, ϱ are y7r9, 9 5 5 y1r9, 8r9 y 7r12, y1r3, y1r12 10r9, 23r18, 29r18. They add up to 3 and so they are the actual sets of exponents. There is an exponent 2105 difference 1 at z s 0. This leads to the value s . 2592 For , the lower bounds on the exponents at 0, 1, ϱ are y7r9, . 2592 For , one finds a P 1 -family and the lower bounds on the exponents 11 5 5 at 0, 1, ϱ, are y5r9, y2r9, 7r9 y 11r12, y2r3, y5r12 19r18, 11r9, 31r18, and they add up to 2. The actual exponents are obtained by adding q1 to each of the nine exponents, with the exception of the exponent y2r9, because there is an integer exponent difference at z s 0. Working Ž from right to left with this adding of q1 i.e., first q1 to the last exponent
. of E and so on , one finds the following values for , ϱ   1427 1625 1763 835 1517 763  1295  , , , For , one finds a P 2 -family and the lower bounds on the exponents 12 5 5 at 0, 1, ϱ, are y8r9, y5r9, 4r9 y 11r12, y2r3, y5r12 19r18, 25r18, 14r9, and they add up to 1. The actual exponents are obtained by adding Ž twice q1 to exponents, with the exception of the exponent y5r9 because . of the integer exponent difference at z s 0 . This leads to 45 equations Ž . which are equivalent over the field Q z . The values for are easily calculated by means of Lemma 6.1. The most interesting among the 45 cases are those where the integer difference of the exponents at z s 0 are 2 and 3. Ž All the quadratic equations for i.e., with exponent difference 2 at . z s 0 that one finds are irreducible. The exponent difference 3 occurs for 5 5 the exponent sets y8r9, y5r9, 22r9 y 11r12, y2r3, y5r12 19r18, 25r18 , 14r9 and the equation for is the irreducible polynomial   3  3683  6690323  5343433   3  2   yy  s0.  1120  161280  104509440  90699264 For , one finds a P 1 -family and the lower bounds on the exponents 13 5 5 at 0, 1, ϱ, are y8r9, y2r9, 1r9 y 11r12, y2r3, y5r12 25r18, 31r18, 17r9, and they add up to 2. The actual exponents are obtained by adding q1 to any of them with the exception of the exponent y8r9. We do this adding q1, as before, from right to left and find the values for , w
x The branch type 6, 12, 12 has two elements. For the first one, the character has multiplicity 1 in D D. For , the lower bounds for the 10 10 5 exponents at 0, 1, ϱ are y2r3, y1r6, 5r6 y 11r12, y2r3, 5 y5r12 17r12, 5r3, 23r12. Since they add up to 3, they are the actual 1345 exponents. The value s follows from the exponent difference 1 at 864 z s 0. w x For the second element of the branch type 6, 12, 12 , the character 10 has multiplicity 3 in D D. For this character, we have a P 2 -family of differential equations. The lower bounds on the exponents at 0, 1, ϱ are 5 5 y5r6, y1r3, 1r6 y 11r12, y2r3, y5r12 13r12, 4r3, 21r12. These numbers add up to 1. The result is a collection of 45 differential equations. The values for are easily obtained from the integer exponents difference at z s 0. 8.7. The Valentiner Group A SLŽ3. 6 The group G s A SLŽ3. has 17 conjugacy classes conj , . . . , conj corre- For , one finds a P 2 -family with lower bounds for the exponents 3 5 5 y5r6, y1r3, 1r6 y 13r15, y2r3, y7r15 17r15, 4r3, 23r15 adding up to 1. This results in 45 equations. The values for follow easily from the integer exponents difference at z s 0.
For , one finds a P 1 -family with lower bounds for the exponents 4 5 5 y2r3, y1r6, 5r6 y 14r15, y11r15, y1r3 16r15, 19r15, 5r3, which add up to 2. This results in nine equations for A SLŽ3. . 6 
APPENDIX
A.1. The Holomorphic Lefschetz Formula
We note that the holomorphic Lefschetz fixed point formula, as given in w x 9 , differs by a sign from the formula proved here. This is due to our choice of right action instead of left action. The proof presented here is due to Bas Edixhoven.
Ž
. PROPOSITION A.1. Let Xrk be a cur¨e smooth, irreducible, complete of genus / 0 o¨er an algebraically closed field of characteristic 0. Let g / 1 be an automorphism of X. The set of fixed points of g is denoted by X g . For e¨ery fixed point x g X g , one can choose a formal local parameter t such that x g*t [ t ( g is equal to t for some root of unity . Then the trace x x x x x Ž Ž . . tr g*, ⍀ C of the induced action of g on the space of the holomorphic C Ž Ž y1 .. g differential form is equal to 1 q Ý 1r y 1 .
x g X x Proof. The formula is easily verified for an elliptic curve X. Hence, we will assume in the sequel that the genus of X is ) 1. The element g has then finite order n and the existence of the local parameter t with the x Ž . required property is easily seen. Consider the possibly ramified covering ² : : X ª Y s Xr g . The exact sequence of sheaves on X,
induces the long exact sequence
is a skyscraper sheaf. Further, H X, ⍀ s H X, O * ( X r Y X , k X k with the trivial g-action. We will introduce some notations. H * s H 0 ] 1 Ž . Ž 0 . Ž 1 . ² : H , tr g*, H * s tr g*, H y tr g*, H , g is the finite cyclic group ² : ² : generated by g, g * is its dual, i.e., the group of the characters on g with values in k*.
The sheaf #O decomposes as a direct sum of line bundles L for is equal to Ý tr g*, ⍀ .
For x f X g , this local term at x is seen to be zero. For x g X g , the local contribution is y1.
Combining the results obtained so far, one has a , x g y1 tr g*, ⍀ X s 1 y ࠻ X y g и . St ab x x ² < < yi : Ž Ž . . the last sum is equal to y e re and the total 
