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ABSTRACT
Driving behaviour has a great impact on road safety. A popular way of analysing driving behaviour
is to move the focus to the manoeuvres as they give useful information about the driver who is
performing them. In this paper, we investigate a new way of identifying manoeuvres from vehicle
telematics data, through motif detection in time-series. We implement a modified version of the
Extended Motif Discovery (EMD) algorithm, a classical variable-length motif detection algorithm for
time-series and we applied it to the UAH-DriveSet, a publicly available naturalistic driving dataset.
After a systematic exploration of the extracted motifs, we were able to conclude that the EMD
algorithm was not only capable of extracting simple manoeuvres such as accelerations, brakes and
curves, but also more complex manoeuvres, such as lane changes and overtaking manoeuvres, which
validates motif discovery as a worthwhile line for future research.
Keywords Driving performance · Road safety · Extended Motif Discovery · Detection · Acceleration · Sensors
1 Introduction
Driving behaviour has a great impact on road safety. According to Dingus et al. [1], accident causation has experienced
a shift, with driver-related factors being a fundamental factor for road safety. On a similar study, Dozza [2] found
that some behaviours associated with distraction, such as attendance to secondary tasks and eyes-on-road, reduce
significantly drivers’ response time in near-accident settings and, therefore, distraction and inattention are a major factor
in traffic accidents.
On the other hand, because data acquisition systems such as smartphones or on-board diagnostics (OBD) devices are
easier to access and data is cheaper to store and process, researchers have the opportunity of using vehicle telematics to
better understand driving behaviours and the factors contributing to car accidents [3].
Driving behaviour analysis also has impact for practitioners. In the insurance market, driving behaviour has been used
through the implementation of usage-based motor insurance schemes (UBI) [4]. These schemes rely on collecting
continuous streams of cars’ sensor data on single customers and using that data to assess their driving behaviour and
provide discounts on the premiums. Other applications include fuel consumption optimisation, fleet management and
evaluation of self-driving cars’ performance.
When tackling the driving behaviour problem, it is common to focus on manoeuvres. The exact manoeuvres being
performed during a trip and the way they are being performed is very informative of the driving behaviour of the
driver. In this context, the question of how to use telematics to correctly identify and compare manoeuvres needs to
be addressed. Previous research has dealt this issue through two main strategies, namely, 1) using fixed thresholds
in inertial measurements (e.g. acceleration or rotational energy) to define the start and end of specific manoeuvres
or 2) using features extracted from rolling windows of sensor data (e.g. velocity and acceleration) in a supervised
learning model to detect manoeuvres. While the first method cannot adapt to small fluctuations in the signal and requires
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fine-tuning, the second requires a dataset with labels indicating where the manoeuvres appear and cannot identify
manoeuvres with different lengths in time.
Having in mind the need for an adaptable method that can detect manoeuvres without the need of labels, we sought
to investigate a type of methods created in the time-series data mining community that can bring insights into the
manoeuvre detection use-case, namely, the algorithms for detecting time-series motifs. Particularly, after a review
of the available algorithms for motif detection, we made our own implementation of a specific algorithm, applied
it to a publicly available naturalistic driving dataset and explored the relationship between the extracted motifs and
manoeuvres.
The rest of the paper is organised as follows - section 2 includes a review on the methods for identifying driving
behaviour with telematic data and explores the field of time-series motif detection algorithms, section 3 presents
the specific algorithm used for this paper and explains the modifications added to better fit this use-case, section 4
summarises the main results and the fifth and final section concludes the paper and opens the path for future research.
2 State of the art
2.1 Driving behaviour in telematic data
Identifying driving behaviour or detecting manoeuvres high-frequency trip recordings is not a straightforward task and
many authors proposed some ways of tackling this problem. Nevertheless, most papers can be aggregated into two main
strategies - fixed thresholds [5, 6, 7, 8] on inertial variables and rolling windows [9, 10, 11, 12, 13, 14, 15, 16, 17].
In the fixed thresholds strategy, authors set specific thresholds on acceleration or other inertial measurements in order
to define the beginning and end of manoeuvres. These manoeuvres are then used as input to the driving performance
algorithm. As an example, Paefgen et al. [6] defined four types of manoeuvres by specifying thresholds on lateral
acceleration (for the left turn and the right turn) and on longitudinal acceleration (for forward acceleration and for
braking). In another paper, Johnson and Trivedi [5] applied a simple moving average on the rotational energy derived
from smartphone’s sensors and defined a specific interval to set the beginning and end of a manoeuvre, independently
of its type. These types of approaches have the advantage of being easy to implement, lightweight and interpretable.
However, since the choice of the thresholds is essential to the detection of manoeuvres, these methods require fine-tuning
for each specific dataset and are inflexible to changes in the data.
The second type of strategies involves the use of rolling windows, in which the trip is divided into fixed-sized time
windows that can have some level of overlap. Then, each window is used as input to a supervised model that classifies
it as a specific manoeuvre. In this strategy, the window size and the percentage of overlap are important parameters
that need to be set beforehand. Saleh et al. [9] built windows from inertial sensors and classified them as aggressive,
normal or drowsy using a stacked-LSTM model. Each window had 64 time steps and had a 50% overlap. On a different
direction, Xie et al. [12] compared three feature extraction methods for identifying various manoeuvres such as braking,
turning and acceleration. They also used rolling windows for splitting the trips and they tested different window sizes
with no overlap. The authors state that the window size is very relevant to the classification performance and that the
optimal size can vary depending on the type of manoeuvre, which leads to the conclusion that an "adaptive window
sizing method" would be better suited. Thus, again, the inflexibility of the window size is a disadvantage in this method
as well.
Another issue with the rolling windows method is the overlap parameter. If no overlap is used, then the way a trip is
split may not be optimal since a window can also split a single manoeuvre and information may be lost. On the other
hand, using the maximal overlap (i.e., moving the window a single time step) comes with its own problems. In their
paper, Keogh and Lin [18] argued that clustering time-series subsequences is meaningless when rolling windows are
used to build the subsequences. In particular, they state that "clusters extracted from these time series are forced to
obey a certain constraint that is pathologically unlikely to be satisfied by any dataset, and because of this, the clusters
extracted by any clustering algorithm are essentially random".
It is important to note that Saleh et al. [9] used an 50% overlap with great success, which seems to validate the use
of rolling windows. However, the authors used a supervised approach and Keogh and Lin [18] only argues against
using rolling windows in unsupervised methods. Nevertheless, building high-frequency labelled datasets for driving
behaviour is quite laborious and requires a lot of resources, which is evident in the extremely low number of labelled
datasets available to researchers. Thus, and since the possibility of using unsupervised or semi-supervised methods is
quite desirable, for this specific problem, using rolling windows is not the optimal approach.
The paper from Keogh and Lin [18] not only proves the point of the meaninglessness of clustering rolling windows
but also proposes a solution, motif-based clustering. According to the authors, time-series motifs are over-represented
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subsequences in a time-series. The concept of motifs was first introduced in the genetics research as sequences of
amino-acids in the DNA with biological significance [19] and, since then, the field of motif discovery for time-series
has been receiving a lot of attention from the data mining community. Keogh and Lin [18] proposes to use a motif
detection algorithm to find the set of motifs with the highest representation in the original time-series and then to apply
the clustering algorithm directly to the motifs.
Therefore, in this paper, we propose to use a motif detection algorithm in inertial measurements to extract manoeuvres
from a trip. In other words, our main hypothesis is that over-represented segments of inertial time-series are highly
connected to manoeuvres and, by looking at the most relevant motifs for a trip, we will be able to get insights on the
manoeuvres performed during that trip.
In the next subsection, we will explore the motif discovery task, taking into consideration the specific requirements of
the manoeuvre detection use-case. The method needs to be flexible enough to detect manoeuvres with variable sizes,
which implies that the motif detection algorithm needs to be able to extract variable-length motifs.
2.2 Motif discovery overview
Even though the concept of motifs relates to over-represented time-series segments, the exact definition of the most
relevant motifs varies slightly among authors and areas of application. Mueen [20] states that there are two main
definitions, namely a similarity-based and a support-based. In the first, the motifs can be ordered based on the similarity
of the segments that belong to the motif, while the second orders motifs based on the number of repetitions of the motif
throughout the time-series. Thus, the similarity-based definition results in highly similar motifs and the support-based
definition results in highly frequent motifs.
Additionally, there is some constrains which the time-series segments belonging to a motif must meet [21]. The
behaviour constrain introduces the idea that segments in a motif should present the same general behaviour. Note that,
depending on the application, distortions such as noise or time and amplitude shifts may be accepted [19]. The distance
constrain goes a bit beyond by stating that all motif’s segments need to have a distance smaller than a predefined radius
R to the centre of the motif (i.e., the segment that represents that motif). This radius is a very important parameter in
any motif detection algorithm and it needs to set beforehand. Finally, the non-overlapping constrain sets that motif
segments cannot overlap in time, which avoids what Lin et al. [22] refers to as trivial matchings.
There are also some motif detection use-cases in which one is not interested in finding the single most important motif,
but instead the k most important motifs or, as referred in the literature, the k-motifs [22]. Put simply, based on the
desired motif definition, one can order the entire set of motifs found with a certain algorithm and then extract the first k
ordered motifs. However, in order to avoid extracting motifs with overlapping members, these motifs have to meet a
distance constrain, namely, all the pairs of motif’s representative (or the centres) need to have a distance higher than 2R,
where R is the radius discussed in the previous paragraph.
Independently of the exact definition, motif discovery is a computational intensive task as it involves comparing all
possible pairs of time-series subsequences. The most prevailing strategy to speed this search is to use a low dimensional
representation of the original time-series in which the distance of subsequences in the original representation is
approximately maintained [20]. This way, one is able to extract motif candidates in the low-dimensional representation
(which is more efficient than use the original representation) and simply filter the candidates based on the real distance in
the original representation. The most used representation for motif detection is the Symbolic Aggregate approXimation
(SAX), which transforms sliding windows of the original time-series into discrete sequences of characters [23]. Since
each sliding window is encoded with a predefined number of characters, the continuous time-series is broken into a list
of fixed-sized sequences of characters (or words). Another common approach is to used spectral representations such as
the Discrete Fourier Transformation (DFT), the classical representation of a time-series in the frequency domain [24].
Another important component of motif discovery is the distance used to compare time-series segments. Most papers use
either the Euclidean distance [25] or the Dynamic Time Warping distance (DTW) [26]. While the first is very efficient
and thus allows for a fast comparison of segments, the second has the advantage of allowing to compare segments with
different lengths and with time distortions by computing the optimal alignment in time of the two time-series that are
being compared.
Motif discovery in time-series started with the fixed-length motif problem, where the goal was to find motifs with a
predefined length. However, as stated in the introduction, we are interested in finding motifs with no predefined length
and even allowing segments from the same motif to have different lengths. Therefore, because the fixed-length motif
discovery is too restrictive for this use-case, we will need to use variable-length motifs.
According to Torkamani and Lohweg [19], there is a considerable set of papers that address the variable-length problem
by applying a fixed-length algorithm to a range of window sizes and then choosing the most representative motifs based
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on their motif definition and motif ranking schemes [27, 28]. However, this strategy does not allow to have segments
with different lengths in the same motif. On the other hand, Tanaka et al. [21] introduced a strategy that allows a more
flexible comparison of motifs with different lengths. In particular, they proposed to use the SAX representation for
building a discrete list of words and to aggregate repeating words in the same word.
3 Implementation of the motif detection algorithm
The motif discovery algorithm chosen for this paper is the Extended Motif Discovery (EMD) algorithm by Tanaka et al.
[21]. The main advantage of this algorithm, and the reason why we chose it, is the possibility of having subsequences
with different lengths in the same motif. The EMD algorithm has three main components:
• Discretization of the 1-dimensional time-series via an adaptation of SAX representation [23]. This adaptation
is what allows the method to find segments with different lengths in the same motif. Put simply, the algorithm
starts by applying the SAX representation to sliding windows of the same length, which produces a sequence
of SAX words, each representing a specific window in the original time-series. Then, the algorithm looks for
consecutive sets of equal SAX words. If consecutive repeating words are found, the algorithm aggregates them
into the same modified SAX word and joins the windows that were represented by those repeated words. For
instance, given the SAX sequence CSAX = [abc, abc, cde, fde, fde, fde] representing 6 sliding windows of
size n, the adaptation returns the modified sequence C˜SAX = [abc, cde, fde] that represents 3 windows of
size n+ 1, n and n+ 2, respectively.
• Extraction of all the variable-length motif candidates with an iterative pattern matching routine. This process
iterates over all the sets of consecutive modified SAX words (or patterns) and looks for repeating patterns that
meet the distance constrain discussed in previous section.
• Computation of the description length of each motif candidate, which is based on the Minimum Description
Length (MDL) principle [29]. The description length (or MDL cost) can be then used to select the most
relevant motifs from the extracted candidates.
Since, to the best of our knowledge, there was not a publicly available implementation of the EMD algorithm, we did
our own implementation of the algorithm (footnote with link to github). In addition, implementing the algorithm gave
us the the flexibility to add two simple features that were not discussed in the original paper and a major change that we
will argue benefits the use-case of finding manoeuvres from inertial measurements.
The first addition is related to the avoidance of the trivial matchings discussed in the previous section. In their
paper, Tanaka et al. [21] did not give any details on how to prune overlapping subsequences that belong to the same
motif. Therefore, we implemented it with a simple heuristic. Given a motif, its centre subsequence and its members
subsequences, when two members overlap, we exclude the member with the largest distance to the motif’s centre and
keep the member with the lowest distance.
The second addition involves the extraction of k-motifs. Since we are interested in finding different manoeuvres, we
had to implement a routine that pruned the entire set of motifs found by the EMD algorithm in order to avoid overlaps
between different motifs. Tanaka et al. [21] had already defined a method for ordering motifs using the MDL cost.
However, they did not discuss the issue of overlapping motifs and thus we used the heuristic proposed by Lin et al. [22].
Namely, we defined the k-motif as the motif with the lowest MDL cost and whose centre has a distance higher than 2R
to the the centre of each the j-motifs, for 1 ≤ j ≤ k − 1. We named this step motif pruning.
The major change we introduced to the EMD algorithm concerns the SAX representation. In the original method, each
sliding window is transformed into a sequence of n numbers, which is defined by dividing the window into n equal-size
segments and by computing the mean of each segment. Then, each of the n numbers is mapped to a unique character
based a set of computed break-points. These break-points are defined separately for each window so that the characters’
frequency in that window exhibit a Gaussian distribution.
With this adaptive break-points method, windows that have the same behaviour but are shifted in amplitude are mapped
to the same SAX word and consequently will be compared as candidates for the same motif. Although useful in some
cases, because amplitude is extremely important for identifying different manoeuvres, this adaptive feature is not
desirable in our use-case. As an example, if we used adaptive thresholds, acceleration increases from 0G to 0.2G would
have the same SAX word as acceleration increases from 0G and 0.8G and thus, we wouldn’t be able to have these two
subsequences as distinct motifs. In other words, we would not observe smooth manoeuvres and aggressive manoeuvres
as different motifs.
Finally, after some investigation of the results, we observed that the motif punning reduced significantly the number
of motifs detected. In order to better investigate all the original motifs found by the EMD algorithm, we applied a
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clustering method to the centres of each motif and grouped them based on their DTW distance. For this purpose, we
used the DBSCAN algorithm [30]. This is a density-based algorithm that defines core points of high-density (points
with many close neighbours) and expands clusters from these points. The algorithm has two main parameters, namely,
the maximum distance to consider two points neighbours and the minimum number of neighbours a points must have to
be considered a core points. Based on this two parameters, the algorithms finds both outliers and the clusters in the data.
This is a main advantage as we do not need to give a predefined number of clusters and can discover outlier motifs,
which can be also interesting to analyse.
4 Results and discussion
In order to investigate whether the EMD algorithm is able to extract meaningful motifs for detecting manoeuvres, we
applied the algorithm to the UAH-DriveSet, a publicly available naturalistic driving dataset with trip recordings from six
different drivers and two specific routes in Madrid, Spain. Romera et al. [31] asked each driver to repeat two predefined
routes simulating three different behaviours, namely, normal, aggressive and drowsy. During the trips, they collected
both raw and processed signals using an app designed by them and called DriveSafe [32, 33].
We run two experiments1. In the first, we aimed to identify brakes and accelerations, while in the second we focused on
curves and other lateral manoeuvres. For each experiments, we run the algorithm in four different trips - one representing
a normal trip in a secondary road and three related to trips in a motorway and exhibiting the three behaviours present in
the dataset (normal, aggressive and drowsy).
In the experiments, we used the accelerometer’s measurements in the y and z axis with a frequency of 10Hz, which
were already aligned with the three car axis and denoised with a Kalman filter. Since the y-axis represents the lateral
acceleration of the car and the z-axis represents the longitudinal acceleration of the car, we used the first to detect
curves and the second to detect accelerations and brakes. This dataset also included a record of the start of acceleration
events captured by the DriveSafe app, such as turns, brakes and accelerations. These events were marked with a
fixed-thresholds strategy and thus, we used these labels to help in the motif visualisation.
The EMD algorithm has four main parameters, namely, the window size used to build each individual SAX word, the
Piecewise Aggregate Approximation (PAA) size, which corresponds to the number of characters in each SAX word,
the SAX alphabet size, which is the maximum number of characters used in the SAX representation, and the radius
R, discussed in the definition of a motif. We tested a range of values for each parameter and, based on an exploration
of the resulting motifs, the final parameters used in all the experiments were window_size = 20, paa_size = 2,
alphabet_size = 5 and R = 0.1.
In order to validate the results, we used the video recordings of the trips and the measurements of car’s velocity. The
videos were mostly useful in the lateral experiment, while the velocity was used to validate the longitudinal manoeuvres.
Note that we did this in-depth analysis on the smaller set of pruned motifs as the full set of extracted motifs was too big
for such manual analysis. Therefore, we applied the clustering algorithm DBSCAN [30] as an exploratory tool.
In order to explore all the motifs extracted
4.1 Identifying brakes and accelerations in the longitudinal acceleration
Table 1 summarises the main results obtained with the EMD method and the DBSCAN clustering. For each trip, it
displays 1) the number of motifs extracted by the EMD algorithm, 2) the number of motifs remaining after the motif
pruning, 3) the types of manoeuvres detected after punning, 4) the number of clusters obtained with the DBSCAN
algorithm, excluding the outliers cluster, and 5) the number of motifs in the outlier cluster.
Trip Motifs Motifs afterpruning Manoeuvres
[∗] DBSCAN
clusters
DBSCAN
outliers
Motorway Normal 1849 3 B, B-A 5 383
Aggressive 1272 8 B, B-A 8 771
Drowsy 2039 5 B, B-A 5 477
Secondary Normal 1591 3 A, B-A 2 162
[∗] A = Acceleration ; B = Brake ; B-A = Brake followed by acceleration
Table 1: Summary results of the analysis in the longitudinal acceleration
1https://github.com/misilva73/manueverMotifs
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From these results, we were able to observe that the motif pruning step reduces the number of motifs by three orders of
magnitude, which is a very significant reduction. This indicates that most of motifs detected by the EMD algorithm
are in fact very close to each other and therefore represent either the same manoeuvre or very similar manoeuvres.
Additionally, after the motif pruning step, the remaining motifs in all trips contained relevant manoeuvres, which
indicates that motif detection algorithms can help in the task of discovering manoeuvres in a signal of longitudinal
acceleration. Figure 1 displays three motifs extracted with the EMD algorithm and they all have an easily identifiable
manoeuvre.
(a) No manoeuvre
(b) Brake manoeuvre
(c) Brake-acceleration manoeuvre
Figure 1: Three example motifs found in the motorway aggressive trip. They correspond to the first, second and fifth
most relevant motifs, after pruning. Red and green points represent the original labels (computed using a threshold
method) present in the UAH-DriveSet, where red marks indicate the beginning of a brake and green the beginning of an
acceleration.
In all the trips explored, the most relevant motif found by the EMD algorithm contained the absence of a manoeuvre.
In other words, this motif corresponded to the action of driving at a constant speed without changes in longitudinal
acceleration, which is consistent with routes where these trips where recorded. In motorways and secondary roads,
driving is done in a constant speed at most times and thus we expect to have this behaviour as the most significant motif
of these trips.
It is also interesting to note that in all the four trips, the algorithm was able to identify a motif with the manoeuvre of a
brake followed by an acceleration, which could be indicative of a tailgating behaviour.
Another common factor to all the explored trips was the variability of the lengths of segments belonging to the same
motif, which was one of the main reasons for choosing the EMD algorithm in the first place. The ability of extracting
motifs whose members have slightly different lengths is a major advantage of this algorithm as it allows us to find
manoeuvres that have the same type (e.g. a brake) but have lightly different lengths.
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We also observed that this method was capable of finding subsequences that correspond to the same manoeuvre but,
because they are slightly bellow the thresholds set in the DriveSafe app, they are not marked as a manoeuvre in the
original dataset. As an example, figure 2 shows the plot of two subsequences that belong to the same motif. The first
was marked as a brake but the second, because it was bellow the threshold set by the app, was not marked as a brake.
This motif was extracted from the drowsy trip in the motorway route.
Figure 2: Zoom-in on a motif extracted from the drowsy trip in the motorway route. The second subsequence was
marked as a brake in the UAH-DriveSet and the EMD algorithm extracted it as a member of a motif. The first, although
not being marked, could be also recognised as a brake by belonging to the same motif as the first subsequence.
The results obtained with the DBSCAN clustering algorithm show that the majority of the motifs are very close and
represent the same behaviour, the absent of a manoeuvre. However, all trips have a cluster of outliers, which are motifs
that are different from the majority motifs and do not have a big enough neighbourhood to form a cluster. These are the
most interesting motifs from the perspective of manoeuvre detection. Therefore, investigating outlier motifs can be a
way of enriching the motifs found with the pruned version of the EMD algorithm.
4.2 Identifying turns in the lateral acceleration
Similarly to the previous section, table 2 summarises the main results obtained with for the lateral acceleration analysis
and figure 3 shows three motifs extracted with the EMD algorithm with pruning. In general, results were consistent
with the ones obtained in the longitudinal acceleration experiments and thus conclusions are not much different.
Trip Motifs Motifs afterpruning Manoeuvres
[∗] DBSCAN
clusters
DBSCAN
outliers
Motorway Normal 1532 3 LC, OT 6 1328
Aggressive 634 7 D, LC 1 614
Drowsy 1464 8 LC, C 5 1292
Secondary Normal 1113 1 None 2 929
[∗] LC = Lane change ; OT = Overtaking ; D = Drift, C = Curve
Table 2: Summary results of the analysis in the lateral acceleration
Motif pruning continues to reduce significantly the number of motifs and, after pruning, we could identify some relevant
manoeuvres in the remaining motifs. In all trips, the most relevant motif was the one representing the absence of a
manoeuvre which was expected given that both routes do not have many curves. In three trips, some of the motifs
extracted after the pruning related to lane changes, which was easily validated in the videos recordings. Additionally, in
one of the trips, we were able of observe a motif that included a mush more complex manoeuvre, namely a overtaking
manoeuvre.
The video recordings also showed that some motifs included clear patterns in the lateral acceleration which, in most
cases, were related to a lane change but, in a few cases, included no visible manoeuvre. We hypothesise that these
patterns in the acceleration time-series can be caused by road inclinations or blasts of wind. This means that by looking
at a single signal, motifs will be more prone to errors and thus, as future work, we should combine multiple sensors and
find multi-dimensional motifs.
Compared to the longitudinal analysis, the DBSCAN detected more outliers, which suggests that this signal leads a
higher number of motifs which are distant from the "no manoeuvre" behaviour and thus one would need to spend more
time analysing these motifs.
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(a) No manoeuvre
(b) Lane change
(c) Drift
Figure 3: Two example motifs found in the motorway aggressive trip (1st and 4th motif) and one example found in
the motorway drowsy trip (2nd motif). Orange points represent the original labels present in the UAH-DriveSet (and
computed using a threshold method), where the marks indicate the beginning of a turn.
5 Conclusion and future work
As many papers have shown, driving behaviour has a great impact on road safety. A popular way of analysing driving
behaviour is to move the focus to the manoeuvres as they give useful information about the driver performing those
manoeuvres. In this paper, we investigated a new way of identifying manoeuvres from vehicle telematics data, motif
detection in time-series. Put simply, time-series motifs are over-represented subsequences in a time-series [22]. With
the hypothesis that over-represented segments of inertial time-series are highly connected to manoeuvres, we sought to
analyse the relationship between the most relevant motifs of a trip and the manoeuvres performed during that trip.
We implemented a slightly modified version of the Extended Motif Discovery (EMD) algorithm [21], a classical motif
detection algorithm for time-series which is capable of finding subsequences with different lengths in the same motif,
and we applied it to the UAH-DriveSet [31], a publicly available naturalistic driving dataset with trip recordings from
six different drivers and two specific routes in Madrid, Spain. Particularly, we ran two different experiments. In the
first, we aimed to identify acceleration and brakes from the longitudinal acceleration time-series and, in the second, we
aimed to identify turns from the lateral acceleration time-series.
After a systematic exploration of the extracted motifs, we were able to conclude that the EMD algorithm was capable of
extracting simple manoeuvres such as accelerations, brakes and curves. We identified additional manoeuvres that could
be associated with more complex behaviours. In the longitudinal experiments, we identified a motif with the manoeuvre
of a brake followed by an acceleration, which could be indicative of a tailgating behaviour. In the lateral experiment,
we found motifs with lane changes and overtaking manoeuvres.
8
A PREPRINT - FEBRUARY 12, 2020
Additionally, by providing a way of ordering the motifs by its relevance in the trips, the EMD algorithm gives some
extra information on the trip itself. As an example, in the drowsy trip, the second most relevant manoeuvre in the
lateral acceleration was the drift while, in the aggressive trip, the lane changes occupied the most interesting motifs.
This is very indicative of the type of driving that was being made in both trips: the aggressive trip was dominated by
lane changes, thus showing a higher level of impatience, and the drowsy trip was dominated by drifts, which can be
associated with inattention and sleepiness.
Although validating motif discovery as a worthwhile line of research for detecting manoeuvres, there is still some work
to be done. Firstly, the analysis performed in this paper was exploratory in nature as we did not have a more automated
way of identifying which manoeuvre was being performed in each motif. Therefore, an important next step to make
motif detection work in practice is to build a method for finding similar motifs and associating that motifs to a specific
manoeuvre without the need to visual exploration.
Secondly, even though motif pruning showed some promise in ordering and selecting motifs, the DBSCAN analysis
leads us to believe that by only looking at the pruned motifs and discarding all the others, we might be missing some
interesting manoeuvres. Therefore, it would be also interesting to further investigate a better grouping of the motifs as a
way of finding more instances of with manoeuvres.
Thirdly, we applied the EMD algorithm to single trips independently. This means that if a driver performs a specific
manoeuvre only once during the trip, the EMD will not recognise it as a motif since it only appears once. However, if
we were to expand the search for motifs to a varied set of trips instead of focusing on a single trip, we expect to see
these cases become very rare. Thus, this work should be further extended to multi-trip motif discovery.
Finally, we used the lateral and longitudinal acceleration time-series separately to find simple manoeuvres such as turns
and brakes. However, the ideal setup would be to look for motifs in the two acceleration axis at the same time and also
include other sensors such as velocity. This way, we would be able to extract more complex manoeuvres and we would
reduce errors created but changes in road inclination or blasts of wind.
This idea is equivalent to the task of detecting motifs in multidimensional time-series. The two main ways of tackling
this problem are to reduce the number of variables to one and apply a motif discovery algorithm to the resulting
1-dimensional time-series [21] or to apply a motif discovery algorithm to each individual dimension and search for
co-occurrences of the 1-dimensional motifs to extract the final multidimensional motifs [34, 35, 36]. While the first has
the advantage of avoiding running a motif detection algorithm in all the dimensions, the second is more accurate as
there is no information loss due to dimensionality reduction. Therefore, it would be very important to explore these two
options and to discover if they are suited for the use-case of manoeuvre detection.
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