We extend some previous results of ours [1] on the error of the averaging method, in the one-frequency case. The new error estimates apply to any separating family of seminorms on the space of the actions; they generalize our previous estimates in terms of the Euclidean norm. For example, one can use as a separating family of seminorms the absolute values of the components of the actions: with this choice, one can evaluate the error on each action. An application to rigid body under damping is presented.
Introduction.
It is often stated by applied mathematicians that a good theorem on differential equations is one outlining a computational method for their solutions; if the method is approximate, quantitative error estimates should be provided.
In the case of ODEs with slow variables ("actions") and fast angular variables, averaging over the angles is a well known approximation technique; in the literature, the error of this method has been discussed mainly from a qualitative viewpoint, even in the simple case of one frequency (i.e., one angle only). The classical, qualitative estimates for this case (see e.g. [2] ) have the form
I(t) − J(εt) = O(ε)
for t ∈ [0, O(1/ε)) (1.1) (uniformly in t) for a perturbation proportional to a parameter ε, in the limit ε → 0 + ; here, I(t) are the actions at time t, and J(εt) is their approximation obtained from averaging (see paragraph 1A for more details).
In a previous paper [1] , we have proposed in place of (1.1) a fully quantitative error estimate for the one-frequency averaging; this has the form |I(t) − J(εt)| εn(εt), where | | is the Euclidean norm on the space of the actions and n is a fully computable function.
The present work is a continuation of [1] proposing more detailed error estimates, e.g., a separate bound on each component of the actions. These componentwise bounds are seen as a special case of a more general framewok, where the estimates are expressed in terms of any separating family of seminorms on the space of the actions (a notion to be defined in the sequel).
The forthcoming paragraphs 1A-1D introduce the following topics: the setting of [1] for one-frequency averaging, that we use partly in this continuation; the new error estimates developed in the present work; the motivations to consider these refinements, and to formulate them in the language of seminorms; the organization of the paper.
1A. One-frequency averaging, in the framework of [1] . We consider an open set Λ of R d and the one-dimensional torus T (referred to as the spaces of the actions and of the angular variable):
We suppose to be given a one-frequency system with a perturbation εf on the actions and εg on the angle: more precisely, we have a Cauchy problem dI/dt = εf (I, Θ) , I(0) = I 0 , dΘ/dt = ω(I) + εg(I, Θ) ,
under the assumptions Throughout the paper, the initial data I 0 , ϑ 0 and the perturbation parameter ε are fixed; for this reason, we do not indicate the dependence of (I, Θ) and other functions on these objects. Needless to say, we are mainly interested in the case of small ε.
The averaged system associated to (1.3) is
the maximal solution (in the future) is a C m+1 function
The error of the averaging method is the function t → I(t)−J(εt) (defined whenever I(t) and J(εt) exist); equivalently, one can consider the function
In [1] we have put the attention on the Euclidean norm
under natural conditions, we have derived for it a quantitative estimate
is a function determined by a fully explicit algorithm. To compute n, one must solve an integral inequality or a related differential equation on [0, U), a task that in typical cases is performed numerically; however, for ε small this operation is much faster than the direct numerical solution of the perturbed system (1.3) for t in the long interval [0, U/ε).
1B. Some variants in analysing L(t).
In view of applications, the following variants can be of interest: (a) estimating a norm of L(t) different from (1.9); (b) giving separate estimates on the absolute values |L i (t)| of the components; (c) considering a partition P = {S, S ′ ...} of {1, ..., d} into (nonempty) subsets S, S ′ , ... and estimating the components of L(t) in each subset: for example, one could analyse the quantities
Here are some reasons to study each component separately, or to group them into subsets: the components could measure physically nonhomogeneous quantities; one expects relevant differences in their numerical values, even in the orders of magnitude. All these facts will occur in the example of Section 3, related to rigid body dynamics.
1C. General estimates for L(t) via seminorms.
A unified way to treat (a) (b) (c) and other situations is to consider on R d a separating family of seminorms, and use them to estimate L(t). Let us recall that a seminorm on R d is a map
homogeneous and subadditive:
(|λ| is the absolute value of λ; the first relation, with λ = 0, gives |0| = 0). An example of a seminorm is the function | | i on R d , where i is any integer in {1, ..., d} and 
An example of a separating family is formed by all the seminorms (1.14), with i ranging in {1, ..., d}. Another example is the family (1.15), labelled by the subsets S in a partition P of {1, ..., d}. Throughout the paper, our estimates for L(t) will concern the nonnegative quantities
for any chosen separating family of seminorms on R d . Case (a) of the previous paragraph corresponds to the choice M = {1} and | | 1 = a norm | | on R d ; case (b) corresponds to the family (1.14) with M = {1, ..., d}, and case (c) to the family (1.15) with M = P.
1D. Organization of the paper. Section 2 is the main body of the paper: after recalling a basic Lemma from [1] , we construct the general framework to estimate L through a separating family of seminorms. The conclusion is a set of inequalities
for t in an interval [0, U/ε), where the estimators n µ : [0, U) → [0, +∞) are determined solving a system of integral inequalities (Proposition 2.6), or of differential equations related to them (Proposition 2.7). Section 3 presents an example, arising from the dynamics of a rigid body under damping; this was introduced in [1] and will be reconsidered from the present viewpoint, deriving separate error estimates for each one of the two actions. The Appendices A, B contain the proofs of the previously mentioned Propositions.
In spite of the frequent reference to [1] , in writing this continuation we have tried to make it reasonably self-contained. 
We use systematically Einstein's summation convention on repeated upper and lower
with M a finite set. To go on, we need some seminorm families on the tensor spaces T
and a seminorm on T 1 2 (R d ) is defined similarly. Keeping fixed the family (2.2), a consistent family of seminorms on T
with the property
(here and in the sequel, Einstein's summation convention is also employed for repeated indices with values in M). Similarly, a consistent family of seminorms on T
The existence of such consistent families can be proved using the separation property of (2. 
In the sequel we intend
where [I, I + δI] is the closed segment in R d with the indicated extremes.
2B. The integral equation for L.
We consider the perturbed and averaged systems (1.3) (1.6), for fixed ε > 0 and initial data I 0 , ϑ 0 . We introduce the functions
from now on, U stands for an element of (0, +∞].
Lemma.
Suppose the solution J of (1.6) exists for τ ∈ [0, U). Denote with
(these exist and are C m ; R(τ ) is an invertible matrix for all τ ∈ [0, U), and
Furthermore, assume that the solution (I, Θ) of the perturbed system (1.3) exixts for
In the above,
are the functions uniquely defined by the following equations:
(2.18) 
19) (2.20) can be uniquely solved for G (I, δI) and H (I, δI); in any dimension we have the solutions given by Taylor's formula, i.e.,
If p (resp. f ) is a polynomial or rational function of the actions, G (resp. H ) can be obtained in a simpler way by direct inspection of Eq. (2.19) (resp. (2.20)). Now, from the integral equation (2.14) for the function t → L(t) we wish to infer a system of integral inequalities for the functions t → |L(t)| µ , where (| | µ ) is any separating family of seminorms on R d . This requires a set of auxiliary functions, estimating several characters in (2.14), which are introduced hereafter.
2C. New auxiliary functions. For each set Z, we write
We furtherly assume the following.
We put
are functions such that for any τ ∈ [0, U), δJ ∈ B(0, ρ(τ )) and ϑ ∈ T,
In the above, one always intends
The functions c µ , d µ ν , e µ νκ are assumed to be non decreasing with respect to the variable r, i.e., 
In the sequel we will set α :
, and intend γ similarly. 2D. Integral inequalities for (|L| µ ). We keep the assumptions and notations of the previous paragraph.
Lemma. Assume that the solution (I, Θ) of the perturbed system exists on
, Then, for all µ and t as above,
Proof. We take the µ-th seminorm of both sides in Eq. (2.14). To estimate the right hand side, we use the consistency inequalities (2.5) (2.7), together with the relation
next, we apply the inequalities (2.26)-(2.30) with δJ = I(t) − J(εt) = εL(t), and the inequalities (2.35). In this way we obtain
Now, the thesis (2.36) follows from the definitions (2.33),(2.34) of α, γ.
2E. A general fact on integral inequalities.
This result is stated without proof, being a simple variation of similar ones appearing in [1] [4].
Consider two functions
ξ = (ξ µ ) ∈ C(Ξ, [0, +∞) M ) and η = (η µ ) ∈ C(H, [0, +∞) M ).
Let each function η
µ be non decreasing in the last variable:
for all µ ∈ M, t ∈ [0, T ). Then, for all such µ and t,
2F. The main Proposition. We still assume that the solution J of the averaged system exists on [0, U), and define R, K via Eqs. (2.11) (2.12). Moreover, let us be given a set of functions ρ µ , a µ , b µ , c µ , d µ ν , e µ νκ as in paragraph 2C; α µ and γ µ are defined consequently, as indicated therein. 
Proposition. Assume there is a function
Proof. It is given in detail in Appendix A; however, here we sketch it in few lines.
The main idea is to compare the inequalities (2.36) for |L(t)| µ and (2.43) for n µ , writing the second one with the change of variables τ = εt, τ ′ = εt ′ . The thesis follows using Lemma 2.5 with l µ (t) := |L(t)| µ , v µ (t) := n µ (εt) and obvious choices for ξ µ , η µ ; this is combined with a continuation principle for ODEs, to prove the existence of (I, Θ) for all t ∈ [0, U/ε).
2G. A differential reformulation.
We keep the assumptions at the beginning of the previous paragraph, but we require some more regularity on the functions a µ , ..., e 
with the domain conditions 
Proof. See Appendix B, also containing a preliminary Lemma. 
2H. Implementing the scheme in a typical case: the "N-operation". Let us consider a situation in which (for given data (I 0 , ϑ 0 ) and ε > 0) we have analytical expressions for the solution J of the averaged system (1.6) (on an interval [0, U)) and for all the auxiliary functions R, K, s, p, ..., G , H , a µ , ..., e µ νκ , P µ ν , R µ ν of the previous paragraphs (having chosen a separating family of seminorms (| | µ ) µ∈M , and making the regularity assumptions (2.45)). One can provide nontrivial examples where these expressions can be obtained: one of them is considered in Section 3.
In this situation, to obtain the final estimates |L(t)| µ n µ (εt) of Proposition 2.7 we need: the fixed point ℓ 0 , defined by Eq. (2.50); the functions m = (m µ ), n = (n µ ) fulfilling the Cauchy problem (2.51) (2.52). Typically, to find ℓ 0 and m µ , n ν analytically will be difficult or impossible, and a numerical approach will be required. Concerning ℓ 0 , one can compute numerically the iterates l 2 , l 3 , ...l n in (2.55) up to a sufficiently large order n, and then approximates ℓ 0 with l n . As for m µ , n ν , one can attack the Cauchy problem (2.51) (2.52) by any package for the numerical integration of ODEs (paying attention to the domain conditions (2.53)).
From now on, the term "N-operation" will be employed to indicate the numerical determination of ℓ 0 , m, n along the above lines ( 2 ). Generally, the N-operation to find ℓ 0 and m, n on the interval [0, U) is faster (and more reliable) than the computation of L(t) := [I(t)−J(εt)]/ε on the long interval t ∈ [0, U/ε), through a direct numerical attack to the perturbed system (1.3): we think that this gives a practical value to the general framework developed here. This situation will be exemplified in Section 3.
2I. The "L-operation". This expression will be used to indicate the direct numerical computation of L from the perturbed system (1.3), on the time interval [0, U/ε); in the general framework of this paper, this operation must be performed only if one wants to test the efficiency of the N-operation. Let us clarify the previous statements, assuming again to have the analytical expressions of all the functions mentioned in paragraph 2H. Having the expression of J, we substitute I(t) = J(εt) + εL(t) in Eqs. (1.3) for (I, Θ); this gives rise to the Cauchy problem
for the unknown functions t → (L(t), Θ(t)). By definition, the "L-operation" is the numerical solution of (2.57) for t ∈ [0, U/ε) ( 3 ). The efficiency of the N operation is tested via L comparing: (1) the CPU times T L , T N required to perform both operations on standard machines; (2) the graphs of the functions |L µ | and of their estimators n µ , made available by the two operations. Of course, the test is satisfactory if: (i) T N is considerably shorter than T L ; (ii) for each µ ∈ M the estimator t → n µ (εt) approximates well the envelope of the rapidly oscillating function t → |L(t)| µ , for t ∈ [0, U/ε). The whole procedures concerning N and L are illustrated in the next section; in the example therein, both (i) and (ii) will occur in the test of N via L.
3 An example from rigid body dynamics.
3A. Introducing the example. We consider a perturbed integrable system of the form (1.3), with
this depends on three real coefficients µ, λ 1 , λ 2 such that
This system has already appeared in [1] (Section 4, Example 4) where it was related to Euler's equation for a rigid body with gyroscopic symmetry under a damping moment proportional to ε, with a particular dependence on the angular velocity. The actions I 1 , I 2 have different physical meaning: in fact, I 1 is the equatorial angular velocity (in suitable units) and I 2 measures the inclination of the angular velocity on the gyroscopic axis ( 4 ). We will take for (1.3) the initial conditions
3)
The forthcoming analysis shows that, depending on the data and on the other parameters involved in the problem, the numerical values of the solution components I i (i = 1, 2) can be very different over long times; the same happens for the components J i and L i (t) = [I i (t)−J i (εt)]/ε. For this reasons, and for the different meaning of the two actions, it can be of interest to derive separate estimates for the absolute values |L i (t)| (i = 1, 2); this will mark a difference with the analysis of [1] , where we only gave a global estimate for (
3B. Analysis of the example. The average f and the solutions J of (1.6), R, K of (2.11) (2.12) (on any interval [0, U)) are written in the forthcoming Table 1 , which also reports the auxiliary functions s, ..., H required by our method. As anticipated, our aim is to estimate separately the absolute values |L i | (i = 1, 2); this marks the difference with respect to [1] , where this example was treated estimating
In the language of Section 1, analysing the components of L corresponds to use the seminorms (1.14), i.e.,
Whenever necessary, we will use for T 3C. Results. Starting from the functions in Table 1 , the N-operation has been performed for two choices of the initial data I Figures c, d) , where the time scale U/ε is overwhelmingly long. In all cases the functions τ → n i (τ ) practically coincide with the envelopes of the oscillating functions τ → |L i (τ /ε)|, for τ ∈ [0, U). Table 1 . A list of functions for the example.
For τ ∈ [0, U):
; We come to Proposition 2.7; so, we make the assumptions at the beginning of paragraph 2G, strengthened by the smoothness requirements (2.45) for the functions a µ , ..., e Step 1. For each δ 0, α δ is a contractive map with respect to the norm . In fact, by (2.48) it is The last two inequalities depend on (2.47); contractivity of α δ is proved.
Step 2. There is δ * > 0 such that, for all δ ∈ [0, δ * ], α δ sends Σ into itself. In fact, for any δ 0 and ℓ ∈ Σ, 
