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News provided by mass media is required its accuracy, fairness and objectiveness. However, 
it is often biased by “hidden” thought of each media. In this paper, we challenged to detect 
such biases among newspaper articles provided three Japanese publishers; Asahi, Mainichi 
and Yomiuri newspapers. We collected online articles of those papers and Wikipedia as a 
supplemental data, and (1) divided them into set of each single words using morphological 
analysis, (2) obtained vector representation of each word by the word2vec methodology, (3) 
adjusted vector orientation based on the value registered on the Semantic orientation 
dictionary, and (4) compressed the vector dimension with t-SNE (t-distributed Stochastic 
Neighbor Embedding) and PCA(Principal Component Analysis) for data visualization. We 
objectively confirmed from our results that usage of words in news articles has not small 



















































































































































ウィンドウサイズ n=5 とした時の処理の流れを図 2 に
示す。初めに、入力された文章に対して 1-of-K 表現を作
成する。ここで、入力文章の総語彙数を m とする。	
1-of-K 表現とはある要素が 1 であり、それ以外の要素
が 0 であるような表現方法である。ここでは注目単語 t
の要素が 1 であり、それ以外の要素が 0 である注目単語
の 1-of-K 表現 w(t)が入力層に与えられる。	
入力層から中間層への重みを WXH、中間層から出力層へ
の重みをとすると WXHは m×d行列、WHYは d×m行列となる。	
次に、中間層へ w(t)に重み WXHを掛けた結果が出力され
る。つまり、中間層では注目単語 t における d 次元のベ
クトル表現が得られる。最後に、出力層へ d 次元の単語
ベクトル表現に重み WHYを掛けた結果が出力される。	
















(negative)を 1 から-1 までの値で表した対応表である。	
この対応表に入っている単語は、岩波国語辞書をリソー































を行った。前述の 4 つのデータセットを入力として、表 2
に示すようなパラメータを用いて様々なパターンの可視
化を実現した。	




















次元数 10	 49.56	 80.33	
次元数 25	 31.32	 67.63	
次元数 50	 23.90	 58.57	
次元数 100	 19.43	 48.96	





























この事から、次元数 25 から次元数 10 へモデルの次元数
を下げる事による精度の低下が考えられる。	
	 また、コサイン類似度が次元数 10 においても高くなっ
ている「良い↔悪い」について、次元数 25 と次元数 10 に
おいて「良い」に最もコサイン類似度が近い単語を求め
た。その結果を表 4 に示す。	
表 4.	次元数 25 と 10 における「良い」の上位 5 単語	
 25 次元	 10 次元	
1 位	 よいない	 丁寧	
2 位	 とても	 雰囲気	
3 位	 悪い	 あまりに	
4 位	 作れるない	 表情	
5 位	 合うない	 それでいて	











ため、次元数 25 による感情符号付与後の Word2Vec モデ










図 4.	Wiki+朝日データセットにおける t-SNE 結果	
	
図 5.	Wiki+毎日データセットにおける t-SNE 結果	
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