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Povzetek
V diplomskem delu si ogledamo osnove in nekaj pomembnejših rezultatov teorije
komutativnih Banachovih algeber z enoto in C*-algeber, z namenom dokazovanja
Gelfand-Kolmogorovega izreka.
The Gelfand theorem
Abstract
We present the basic definitions and results of the theory of commutative unital
Banach algebras with the intention of using them to prove the Gelfand-Kolmogorov
theorem.
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1. Uvod
Funkcionalna analiza je veja matematike, ki je doživela največje skoke v prejšnjem
stoletju. Tipično se ukvarja s prostori funkcij ali linearnih operatorjev, ki se poja-
vijo pri reševanju analitičnih problemov. Pri tem imajo osrednjo vlogo Banachove
algebre. Naš namen je dokazati Gelfand-Kolmogorovov izrek s pomočjo sredstev iz
teorije komutativnih Banachovih algeber.
Najprej bomo predstavili definicije Banachovih algeber in C∗-algeber ter si ogle-
dali nekaj tipičnih primerov. Omenili bomo tudi pojem dualnega prostora. Nato
bo tretji razdelek posvečen pojmoma spektra in spektralnega radija ter njunim la-
stnostim. Pri tem bomo podali nekaj alternativnih definicij spektralnega radija in
dokazali njihovo ekvivalentnost, na koncu pa še dokazali Gelfand-Mazurjev izrek. V
četrtem poglavju se bomo ukvarjali predvsem s spektrom Banachove algebre in z
Gelfandovo transformacijo. Dokazali bomo pomembne topološke lastnosti spektra,
nato pa s pomočjo kvocientnih algeber še povezavo med spektrom in množico ma-
ksimalnih idealov Banachove algebre. S tem bomo zbrali vse, kar rabimo za dokaz
Gelfand-Kolmogorovega izreka v petem poglavju. Tu bomo omenjeno povezavo med
spektrom Banachove algebre kompleksnih funkcij na kompaktu dopolnili do home-
omorfizma med domeno preslikav in spektrom. Nazadnje bomo v šestem poglavju
raziskali lastnosti Gelfandove transformacije na C*-algebrah. Diplomsko delo sledi
predvsem [4] in [7].
2. Banachove algebre in C*-algebre
Osnovne strukture funkcionalne analize so vektorski prostori, ki so na takšen ali
drugačen način opremljeni z neko metriko. Tipično zahtevamo tudi, da so polni.
Poznamo na primer Hilbertove prostore, na katerih je definiran skalarni produkt, in
bolj abstraktne Banachove prostore, ki so opremljeni s normo. Ključen pojem pri
dokazovanju izreka bo pojem Banachove algebre.
Definicija 2.1. Kompleksna algebra A z operacijama + in · je Banachova algebra,
če je opremljena z normo ∥ · ∥, tako da za poljubne x, y ∈ A in λ ∈ C velja
• ∥x∥ ≥ 0 ter ∥x∥ = 0 velja natanko takrat, ko je x = 0
• ∥λx∥ = |λ|∥x∥
• ∥x+ y∥ ≤ ∥x∥+ ∥y∥
• ∥xy∥ ≤ ∥x∥∥y∥
in še, da je A glede na metriko, porojeno s to normo, polna.
Motivacijski primeri teh so predvsem algebre funkcij. Oglejmo si nekaj osnovnih
primerov.
Trditev 2.2. Naj bo X ⊆ C kompakt in C(X) algebra zveznih kompleksnih funkcij
glede na seštevanje in množenje po točkah. Če to opremimo s supremum normo, ki
poljubni funkciji f ∈ C(X) dodeli vrednost
∥f∥∞ = sup
x∈X
|f(x)|,
postane C(X) Banachova algebra.
Dokaz. Najprej pokažimo, da je supremum norma res norma na C(X). Naj bosta
f, g poljubni funkciji iz C(X) in λ ∈ C. Supremum nenegativnih vrednosti je nene-
gativen, zato je ∥f∥∞ = supx∈X |f(x)| ≥ 0. Poleg tega bo supx∈X |f(x)| = 0 natanko
4
takrat, ko bo 0 spodnja in hkrati zgornja meja f , to pa velja natanko takrat, ko bo
f identično enaka 0. Dokazujemo, da ∥ · ∥∞ zadošča drugemu pogoju. Velja
∥λf∥∞ = sup
x∈X
|λf(x)|
= sup
x∈X
|λ||f(x)|
= |λ| sup
x∈X
|f(x)|
= |λ|∥f∥∞.
Dokazujemo še zadnja dva pogoja; računamo
∥f + g∥∞ = sup
x∈X
|(f + g)(x)|
= sup
x∈X
|f(x) + g(x)|
≤ sup
x∈X
(|f(x)|+ |g(x)|)
≤ sup
x,y∈X
(|f(x)|+ |g(y)|)
= sup
x∈X
|f(x)|+ sup
y∈X
|g(y)|
= ∥f∥∞ + ∥g∥∞.
S podobnim argumentom pokažemo, da velja
∥fg∥∞ = sup
x∈X
|(fg)(x)|
= sup
x∈X
|f(x)g(x)|
= sup
x∈X
|f(x)||g(x)|
≤ sup
x,y∈X
|f(x)||g(x)|
=
(
sup
x∈X
|f(x)|
)(
sup
y∈X
|g(y)|
)
= ∥f∥∞∥g∥∞.
Poleg tega vemo, da če zaporedje zveznih funkcij konvergira glede na supremum
normo, bo limitna funkcija zvezna. Torej je C(X) res polna. □
Zgled 2.3. Naj bo (X,M, µ) prostor z mero. Naj bo f : X → C neka merljiva
funkcija na X. Za poljubno realno število p ≥ 1 lahko s pomočjo Lebesgueovega
integrala definiramo
∥f∥p =
(∫
X
|f |pdµ
) 1
p
.
To ni norma, saj je možno, da integral divergira, zato se omejimo na množico funkcij,
kjer je zgornja količina končna. Definiramo še ekvivalenčno relacijo ∼, kjer bo f
ekvivalenten g natanko tedaj, ko se bosta f in g razlikovali kvečjemu na množici
z mero 0. Kvocientu množice vseh funkcij, za katere je ∥ · ∥p končna, s to relacijo
pravimo Lp prostor in ga označimo z Lp(X). Izkaže se, da je L2(X) Banachova
algebra. Bolj natančno obravnavo omenjenih pojmov lahko najdemo npr. v [2]. ♢
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Zgled 2.4. Naj bo p > 1 realno število. Zanimali nas bodo prostori kompleksnih
zaporedij. Analogno kot pri Lp prostorih se omejimo na zaporedja (xn)n∈N, za katera
vrsta ∞∑
n∈N
|xn|p
konvergira. Množico teh označimo z ℓp in na njej definiramo normo zaporedja
x = (xn)n∈N s predpisom
∥x∥p =
( ∞∑
n∈N
|xn|p
) 1
p
.
Podobno kot pri Lp prostorih so ℓp Banachove algebre [5, str. 9]. ♢
O prejšnjima primeroma lahko povemo še več. Tako L2 kot ℓ2 so Hilbertovi
prostori in se zato tipično obravnavajo v tem kontekstu.
Naslednji primer ni tipičen, je pa koristen, saj bo ponudil intuitivne zglede pri
nadaljnjih definicijah. Poleg tega izstopa, ker se med omenjenimi edini ukvarja z
nekomutativno algebro.
Zgled 2.5. Algebra Mn(C) kompleksnih n × n matrik, opremljena s spektralno
normo, ki je podana s predpisom
∥A∥2 = max∥x∥2=1 ∥Ax∥2,
je Banachova algebra. ♢
Omenimo še dualni prostor. Ta pojem se ne ujema z običajno definicijo duala
vektorskega prostora, saj se v tem kontekstu omejimo le na zvezne linearne funkci-
onale.
Zgled 2.6. Če je A Banachova algebra, pravimo prostoru vseh zveznih linearnih
funkcionalov A → C dual algebre A. Tega označimo z A∗. Če A∗ opremimo z
normo, definirano kot
∥φ∥ = sup{|φ(x)| | x ∈ A, ∥x∥ ≤ 1},
postane ta Banachov prostor, tj. normiran vektorski prostor, ki je glede na to normo
poln [7, str. 92]. Normo imenujemo operatorska norma. Hitro opazimo, da je
usklajena z normo na A, tj. za poljuben x ∈ A velja
|φ(x)| ≤ ∥φ∥∥x∥. ♢
Operatorsko normo sicer lahko definiramo na širšem razredu preslikav. Naj bosta
A in B Banachovi algebri in Φ: A → B zvezna linearna preslikava. Podobno kot
prej definiramo normo s predpisom
∥Φ∥ = sup{∥Φ(x)∥ | x ∈ A, ∥x∥ ≤ 1}.
S to normo je vektorski prostor linearnih zveznih preslikav A→ B prav tako Bana-
chov prostor [7, str. 92].
Pojem dualnega prostora je zelo pomemben v teoriji Banachovih prostorov; mar-
sikateri klasični izrek funkcionalne analize se ukvarja z lastnostmi zveznih linearnih
funkcionalov na Banachovi algebri. Nekaj teh bomo tudi kasneje uporabili, ne bomo
pa jih dokazovali.
Za naše potrebe je dovolj, če obravnavamo le komutativne Banachove algebre z
enoto, zato bomo v vseh trditvah predpostavili, da so obravnavane algebre takšne.
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Izkaže se, da lahko vsako Banachovo algebro vložimo v Banachovo algebro z enoto,
kar olajša razmisleke za primer brez enote. Komutativnost je tukaj bolj pomembna,
saj ključni rezultati ne veljajo brez nje.
Pri dokazu Gelfand-Kolmogorovega izreka se bomo največ ukvarjali z Banachovo
algebro C(X). Naš cilj bo na neki način povezati algebraične lastnosti te algebre s
topologijo domene X. Za formulacijo omenjenega izreka pa potrebujemo še nekaj
pojmov in izrekov, ki jih bomo spoznali v tretjem in četrtem razdelku.
Pred tem si oglejmo še pojem C∗-algebre. Ta ni ključen pri dokazovanju izreka,
je pa pomemben v širši teoriji. Za tega pa potrebujemo pojem involucije.
Definicija 2.7. Involucija na kompleksni algebri A je taka preslikava ∗ : A→ A, da
za vse x, y ∈ A in λ ∈ C velja
• (x+ y)∗ = x∗ + y∗
• (λx)∗ = λx∗
• (xy)∗ = y∗x∗
• (x∗)∗ = x
Najbolj očiten primer involucije je kar konjugacija kompleksnih števil; prav tako
pa hitro vidimo, da adjunkcija kompleksnih matrik tudi zadošča zgornjim pogojem.
C∗-algebra je Banachova algebra opremljena z involucijo, z dodatnim pogojem glede
norme.
Definicija 2.8. Banachova algebra A z involucijo ∗ je C∗-algebra, če za vsak x iz
A velja
∥x∗x∥ = ∥x∥2.
C∗-algebre se velikokrat pojavljajo v kvantni mehaniki in v teoriji upodobitev.
Oglejmo si še zglede.
Zgled 2.9. Matrična algebra Mn(C) je C∗-algebra za adjunkcijo matrik, ki je v
standardni bazi definirana s predpisom AH = AT . ♢
Zgled 2.10. Podobno kot v primeru matrik lahko definiramo adjunkcijo linearnih
preslikav A : H → H na Hilbertovem prostoru H, tako da za A∗ zahtevamo, da za
poljubna x in y iz H velja
⟨Ax, y⟩ = ⟨x,A∗y⟩.
S tem in z operatorsko normo postane prostor zveznih linearnih preslikav na H
C∗-algebra, ki jo označimo z B(H) [4, str. 66]. ♢
Zgled 2.11. Banachova algebra C(X) postane C∗-algebra, če na njej definiramo
involucijo s pomočjo kompleksne konjugacije;
f ∗ = f. ♢
3. Spekter in spektralni radij
V tem razdelku bomo definirali pojem spektra elementa Banachove algebre. Pri
tem bomo govorili o grupi vseh obrnljivih elementov algebre A, ki jo bomo označili
z G(A). Najprej si oglejmo definicijo.
Definicija 3.1. Naj bo x element Banachove algebre A. Spekter elementa x defini-
ramo s predpisom
σ(x) = {λ ∈ C | λ · 1− x /∈ G(A)}.
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Hitro opazimo, da če za A vzamemo Mn(C), se pojem spektra v Banachovih
algebrah ujema s pojmom spektra matrike, tj. množico lastnih vrednosti, saj je
matrika A− λI singularna natanko tedaj, ko je det(A− λI) = 0.
Poleg spektra bo v nadaljevanju ključen spektralni radij. Obstaja definicija tega,
ki je bolj intuitivna, a je naslednja bolj abstraktna definicija v določenih okoliščinah
koristnejša.
Definicija 3.2. Naj bo x element normirane kompleksne algebre A. Spektralni radij
elementa x definiramo s predpisom
ρ(x) = inf{∥xn∥ 1n | n ∈ N}.
V nadaljevanju se bomo posvetili dokazu trditve 3.10, ki med drugim podaja
ekvivalentno definicijo, ki pojasni, od kod izhaja ime zgornje vrednosti. To bomo
dosegli po nekaj korakih. Najprej si oglejmo lemo, ki malce poenostavi prejšnjo
definicijo.
Trditev 3.3. Naj bo A Banachova algebra in x element A. Potem je
ρ(x) = lim
n→∞
∥xn∥ 1n .
Dokaz. Enačbo bomo dokazali po definiciji limite. Naj bo ε > 0. Potem po definiciji
infimuma obstaja takm ∈ N, da je ∥xm∥ 1m < ρ(x)+ε. Po osnovnem izreku o deljenju
lahko vsak n ∈ N zapišemo kot n = pm + q, kjer je p ≥ 0 in q < m. Potem velja
pm
n
= 1− q
n
oziroma p
n
= 1
m
(
1− q
n
)
. Torej je
lim
n→∞
p
n
=
1
m
.
Lahko sklepamo, da velja
∥xn∥ 1n ≤ ∥xpm∥ 1n∥xq∥ 1n ≤ ∥xm∥ pn∥x∥ qn
in zato
lim
n→∞
∥xn∥ 1n ≤ lim
n→∞
(
∥xm∥ pn∥x∥ qn
)
= ∥xm∥ 1m < ρ(x) + ε,
torej obstaja tak n0, da za vse n ≥ n0 velja ∥xn∥ 1n < ρ(x) + ε. Če upoštevamo, da
je ρ(x) infimum členov oblike ∥xn∥ 1n , dobimo, da je ρ(x) po definiciji enaka limiti iz
trditve. □
Spomnimo se, da je vsota vrste definirana kot limita zaporedja delnih vsot, kjer
so limite definirane na običajen način za metrične prostore, saj norma Banachove
algebre porodi metriko. V primeru realnih in kompleksnih vrst poznamo t. i. Weier-
strassov M-test. Pokažimo, da lahko tega uporabimo tudi v bolj splošnem primeru.
Trditev 3.4. Naj bo (xn)n∈N zaporedje v Banachovi algebri A. Če obstaja tako
zaporedje pozitivnih realnih števil (mn)n∈N, da je za vsak n iz N
∥xn∥ ≤ mn in
∞∑
k=1
mk <∞,
potem vrsta
∑∞
n=1 xn konvergira.
Dokaz. Vpeljimo oznako sk za k-to delno vsoto vrste
∑∞
n=1 xn, tj.
sk =
k∑
n=1
xn.
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Potem je za poljubni naravni števili k > l
∥sk − sl∥ =

k∑
n=l+1
xn
 ≤
k∑
n=l+1
∥xk∥ ≤
k∑
n=l+1
mn.
Vrsta
∑∞
n=1mn je konvergentna, zato po Cauchyjevem testu za poljuben ε > 0
obstaja tak n0 ∈ N, da za vsaki naravni števili k in l, da je k > l > n0, velja
k∑
n=l+1
mn < ε.
Od tod dobimo, da za vsak ε > 0 obstaja n0 ∈ N, da za vsa naravna števila k in l,
za katera je k > l > n0, velja
∥sk − sl∥ < ε.
Z drugimi besedami je zaporedje delnih vsot Cauchyjevo. Ker je A med drugim poln
metričen prostor, je to zaporedje tudi konvergentno, zato vrsta
∑∞
n=1 xn po definiciji
konvergira. □
Naslednja lema je dokaj znana, saj nam pove, da geometrijska vrsta konvergira v
Banachovih algebrah pod podobnim pogojem, kot v realnih številih.
Lema 3.5. Naj bo A Banachova algebra in x tak element A, da je ρ(x) < 1. Potem
je 1− x obrnljiv in velja, da je
(1− x)−1 = 1 +
∞∑
n=1
xn.
Dokaz. Naj bo α takšno realno število, da velja ρ(x) < α < 1. Potem obstaja tak
n0 ∈ N, da za vsak n ≥ n0 velja ∥xn∥ 1n ≤ α oziroma ∥xn∥ ≤ αn. Torej vrsta norm
členov
∞∑
n=1
∥xn∥
konvergira. Trditev 3.4 nam pove, da posledično vrsta v izrazu
y = 1 +
∞∑
n=1
xn
konvergira. Trdimo, da je y inverz elementa 1 − x. Naj bo yn n-ta delna vsota.
Potem za vsak n ∈ N velja
(1− x)yn = yn(1− x) = 1− xn+1.
Ko v tej enačbi pošljemo n→∞, dobimo (1− x)y = y(1− x) = 1. □
Podobna trditev se pogosto dokaže npr. pri linearni algebri, kjer dobimo isti re-
zultat, če zahtevamo, da je ∥X∥ < 1. Po definiciji je ρ(x) ≤ ∥x∥, zato je lema
3.5 močnejša različica take trditve. Naslednji dve lemi opisujeta topološke lastnosti
G(A) ⊆ A.
Lema 3.6. Naj bo A Banachova algebra. Potem je preslikava x ↦→ x−1 homeomor-
fizem G(A) glede na topologijo, podedovano od A.
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Dokaz. Fiksiramo poljuben x ∈ G(A) in ε > 0. Dokazali bomo, da je multiplikativni
inverz zvezen v x. Za poljubna a in b iz A velja
∥a∥ = ∥a− b+ b∥ ≤ ∥a− b∥+ ∥b∥,
od koder dobimo, da je
∥a∥ − ∥b∥ ≤ ∥a− b∥.
Naj bo y tak element G(A), da je ∥y − x∥ ≤ 1
2
∥x−1∥−1. Potem je
∥y−1∥ − ∥x−1∥ ≤ ∥y−1 − x−1∥
= ∥y−1(x− y)x−1∥
≤ ∥y−1∥∥x− y∥∥x−1∥
≤ 1
2
∥y−1∥,
od koder sledi, da je
∥y−1∥ ≤ 2∥x−1∥.
Torej je
∥y−1 − x−1∥ ≤ ∥y−1∥∥x− y∥∥x−1∥ ≤ 2∥x−1∥2∥y − x∥.
Torej pri epsilon-delta definiciji zveznosti lahko vzamemo
δ <
ε
2∥x−1∥2 .
Dokazali smo, da je preslikava x ↦→ x−1 zvezna. Poleg tega je sama sebi inverz, zato
je homeomorfizem. □
Lema 3.7. Množica G(A) je odprta v A.
Dokaz. Iščemo odprto okolico poljubnega elementa v G(A), ki je podmnožica G(A).
Naj bo x element G(A) in y tak element A, da je ∥y − x∥ < ∥x−1∥−1. Potem je
∥1− x−1y∥ ≤ ∥x−1∥∥x− y∥ < 1.
Zato je ρ(1 − x−1y) < 1. Lema 3.5 nam pove, da je 1 − (1 − x−1y) obrnljiv. Torej
je x−1y obrnljiv in je zato y ∈ G(A). Zato je krogla okoli x s polmerom ∥x−1∥−1
vsebovana v G(A). □
Omeniti moramo še trditvi, ki ju tu ne bomo dokazali. Prva je šibkejša oblika
Banach-Steinhausovega izreka, druga pa je posledica Hahn-Banachovega izreka.
Trditev 3.8. Naj bo A Banachova algebra in T : A→ A zvezna linearna preslikava.
Če je množica {T (x) | x ∈ A, ∥x∥ ≤ 1} omejena, je
sup
∥x∥=1
∥T (x)∥ = ∥T∥ <∞.
Norma, ki nastopa na desni strani enačbe, je operatorska norma na prostoru zveznih
linearnih preslikav A→ A.
Trditev 3.9. Če je x element Banachove algebre A, potem obstaja taka zvezna
linearna preslikava φ : A→ C, da je
φ(x) = ∥x∥ in ∥φ∥ ≤ 1.
Omenjena izreka sta ključnega pomena v funkcionalni analizi. Dokaze lahko naj-
demo npr.v [7, str. 44, 59]. S tem lahko, kot obljubljeno, dokažemo naslednjo trditev.
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Izrek 3.10. Naj bo x element Banachove algebre A. Potem je σ(x) neprazen kom-
pakt, poleg tega pa je
ρ(x) = max{|λ| | λ ∈ σ(x)}.
Dokaz. Naj bo x ∈ A. Najprej pokažimo, da je σ(x) kompaktna podmnožica diska
{λ ∈ C||λ| ≤ ρ(x)}. Oglejmo si preslikavo h : λ ↦→ λ · 1 − x. Ta je zvezna; če
izberemo poljuben ε > 0 in λ, µ ∈ C, je
∥(λ · 1− x)− (µ · 1 − x)| = |λ− µ|∥1∥,
torej lahko vzamemo δ < ε∥1∥ . Poleg tega je
h−1(G(A)) = C\σ(x).
Ker je G(A) odprta, je σ(x) zaprta. Če je |λ| > ρ(x), je
ρ
(
1
λ
x
)
= lim
n→∞
(1λ
)n
xn
 1n = limn→∞
⏐⏐⏐⏐1λ
⏐⏐⏐⏐ ∥xn∥ 1n = 1|λ|ρ(x) < 1.
Posledično je po lemi 3.5 element 1− 1
λ
x obrnljiv. Ker je λ različen od 0 je tudi
λ(1− 1
λ
x) = λ · 1− x obrnljiv in posledično λ /∈ σ(x). Zato je σ(x) vsebovan v disku
polmera ρ(x). Ker je σ(x) zaprta podmnožica kompakta, je sama kompaktna.
Pokažimo še, da je σ(x) neprazna. Naj bo A∗ dualni prostor algebre A in φ ∈ A∗.
Definirajmo funkcijo f : C\σ(x)→ C s predpisom
f(λ) = φ((λ · 1− x)−1).
Potem za različna λ in µ iz C \ σ(x) velja
(λ · 1− x)−1 = (λ · 1− x)−1(µ · 1− x)(µ · 1− x)−1
= (λ · 1− x)−1((µ− λ) · 1 + λ · 1− x)(µ · 1− x)−1
= ((µ− λ)(λ · 1− x)−1 + 1)(µ · 1− x)−1
= (µ− λ)(λ · 1− x)−1(µ · 1− x)−1 + (µ · 1− x)−1.
Če upoštevamo zgornjo enačbo, dobimo
f(λ)− f(µ)
λ− µ = φ
(
(λ · 1− x)−1 − (µ · 1− x)−1
λ− µ
)
= φ
(
(µ− λ)(λ · 1− x)−1(µ · 1− x)−1
λ− µ
)
= −φ((λ · 1− x)−1(µ · 1− x)−1).
Desna stran enačbe je kompozitum zveznih funkcij, zato velja
lim
µ→λ
f(λ)− f(µ)
λ− µ = limµ→λ
(−φ((λ · 1− x)−1(µ · 1− x)−1))
= −φ(lim
µ→λ
(λ · 1− x)−1(µ · 1− x)−1)
= −φ((λ · 1− x)−2).
Ta limita obstaja, če je λ · 1− x obrnljiv. Torej bo f holomorfna na C \ σ(x). Če je
|λ| > ∥x∥, lahko uporabimo lemo 3.5 in dobimo
(1) (λ · 1− x)−1 =
(
λ
(
1− 1
λ
x
))−1
=
1
λ
(
1− 1
λ
x
)−1
=
1
λ
∞∑
n=0
(x
λ
)n
.
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Zato lahko ocenimo
∥(λ · 1− x)−1∥ ≤ 1|λ|
∞∑
n=0
(∥x∥
|λ|
)n
=
1
|λ|
1
1− |λ|−1∥x∥ .
Torej med drugim velja, da je
lim
|λ|→∞
∥(λ · 1− x)−1∥ = 0.
Funkcijo f lahko ocenimo z |f(λ)| ≤ ∥φ∥∥(λ · 1−x)−1∥, zato je f omejena. Sklepali
bomo s protislovjem. Privzemimo, da je σ(x) prazna množica. Potem je f : C→ C
omejena cela funkcija, za katero velja, da je limx→∞ f(x) = 0. Po Liouvillovem
izreku je potem f identično enaka 0. Pokazali smo torej, da za vse kompleksne λ in
za vse φ ∈ A∗ velja
φ((λ · 1− x)−1) = 0,
kar je v nasprotju s trditvijo 3.9, torej je σ(x) neprazna.
Dokažimo še enačbo iz trditve. Označimo r(x) = max{|λ| | λ ∈ σ(x)}. Ker
je σ(x) vsebovan v krogu s polmerom ρ(x), je r(x) ≤ ρ(x). Spet bomo sklepali s
protislovjem. V ta namen predpostavimo, da je r(x) ̸= ρ(x). Potem obstaja tak µ,
da je r(x) < µ < ρ(x). Definirajmo množico U = {λ ∈ C | |λ| > r(x)}. Potem
je za poljuben φ ∈ A∗ funkcija f : U → C, definirana kot prej, holomorfna. Če je
|λ| > ∥x∥, lahko uporabimo (1) in linearnost φ, ter dobimo
f(λ) = φ
(
1
λ
∞∑
n=0
(x
λ
)n)
=
1
λ
∞∑
n=0
φ(xn)
λn
=
∞∑
n=0
λ−(n+1)φ(xn).
Opazimo, da je to ravno Laurentova vrsta za f na U . Od tod sledi, da tudi∑∞
n=0 µ
−(n+1)φ(xn) konvergira, kar med drugim pomeni, da je
lim
n→∞
φ(µ−(n+1)xn) = 0.
Dobili smo torej, da je za vsak x in vsak φ množica {φ(µ−(n+1)xn) | n ∈ N} omejena.
Oglejmo si preslikavo Φ: A→ A∗∗, ki vsakemu x ∈ A priredi tako preslikavo, da je
za poljuben η ∈ A∗
Φ(x)(η) = η(x).
Ta je linearna, ker so vsi elementi A∗ linearni. Naj bosta x in y taka elementa A,
da je Φ(x) = Φ(y). Tedaj je Φ(x − y) ničelna preslikava. Zaradi trditve 3.9 vemo,
da obstaja tak η, da je η(x− y) = ∥x− y∥, se pravi je
0 = Φ(x− y)(η) = ∥x− y∥.
Po definiciji norme je torej x = y. Naj bo sedaj x poljuben. Če se sklicujemo na
isto trditev kot prej, vidimo, da obstaja tak η, da je
η(x) = ∥x∥ in ∥η∥ ≤ 1.
Po definiciji operatorske norme je torej po eni strani
∥Φ(x)∥ = sup{|Φ(x)(ν)| | ν ∈ A∗, ∥ν∥ ≤ 1} ≥ |Φ(x)(η)| = ∥x∥.
Po drugi strani pa za poljuben ν ∈ A∗, za katerega je ∥ν∥ ≤ 1, velja
ν
(
x
∥x∥
)
≤ ∥ν∥ ≤ 1,
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in posledično ν(x) ≤ ∥x∥. Po definiciji Φ(x) je potem
∥Φ(x)∥ = sup{|ν(x)| | ν ∈ A∗, ∥ν∥ ≤ 1} ≤ ∥x∥,
od koder sledi, da je ∥Φ(x)∥ = ∥x∥. Preslikava Φ je torej izometrična vložitev pro-
stora v svoj drugi dual. Opazimo, da je
φ(µ−(n+1)xn) = Φ(µ−(n+1)xn)(φ),
torej je množica {Φ(µ−(n+1)xn)(φ) | φ ∈ A∗} omejena za vsak n ∈ N. Zato lahko
uporabimo trditev 3.8, ki nam pove, da obstaja tak realen C > 0, da je za vse
naravne n
∥Φ(µ−(n+1)xn)∥ = ∥µ−(n+1)xn∥ ≤ C.
Iz tega sledi, da je
ρ(x) = lim
n→∞
∥xn∥ 1n ≤ lim
n→∞
(
Cµn+1
) 1
n = µ,
kar pa je v nasprotju s predpostavko. □
Od tod sledi, da je spektralni radij ravno enak polmeru najmanjšega kroga, v
katerem je vsebovan spekter. V primeru matrik je torej spektralni radij ravno po
absolutni vrednosti največja lastna vrednost.
Bolj ključen rezultat tega izreka pa je nepraznost in kompaktnost spektra. S tem
lahko dokažemo še Gelfand-Mazurjev izrek.
Posledica 3.11. Kompleksna števila so edina Banachova algebra z delenjem.
Dokaz. Trditev bomo dokazali tako, da bomo podali konstrukcijo izomorfizma. Po
predpostavkah je G(A) = A \ {0}. Naj bo x element A. Po izreku 3.10 je spekter
elementa neprazen in zato velja, da σ(x) vsebuje natanko en element, tj. tak λx, da
je
x− λx · 1 = 0.
Trdimo, da je preslikava ψ, ki vsakemu x dodeli pripadajoči λx, izomorfizem A→ C.
Naj bosta x in y elementa A. Potem velja enačba
λx+y · 1 = x+ y = (λx + λy) · 1,
in tudi
λxy · 1 = xy = (λx · 1)(λy · 1) = (λxλy) · 1,
ter
λµx · 1 = µx = µλx · 1.
Iz enoličnosti λx sledi, da je ψ homomorfizem. Očitno je tudi λ0 = 0; iz enoličnosti
potem iz ψ(x) = λx = 0 sledi, da je x = 0, kar pa pomeni, da je kerψ trivialen.
Poleg tega za poljubno kompleksno število z velja z = λz·1 = ψ(z · 1), torej je ψ
surjektivna. □
4. Gelfandova transformacija
Tako v formulaciji kot v dokazu Gelfand-Kolmogorovega izreka bo ključen pojem
spektra Banachove algebre.
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Definicija 4.1. Naj bo A komutativna Banachova algebra. Spekter ∆(A) algebre A
je prostor vseh neničelnih multiplikativnih linearnih funkcionalov A→ C, opremljen
s topologijo konvergence po točkah. To je topologija, ki je porojena s podbazo iz
množic oblike
⟨φ, x, ε⟩ = {ψ ∈ ∆(A) | |ψ(x)− φ(x)| < ε},
za poljubne x ∈ A, φ ∈ ∆(A) ter ε > 0.
Omenimo, da je topologija spektra Banachove algebre porojena tudi s podbazo iz
množic oblike
⟨x, V ⟩ = {ψ ∈ ∆(A) | ψ(x) ∈ V },
kjer je x poljuben element v A in V odprta podmnožica v C.
V literaturi se za spekter uporabljata tudi imeni strukturni prostor in prostor
maksimalnih idealov. Drugo namiguje na pomemben rezultat tega razdelka, ki bo
za nas takorekoč opravil pol dela, saj bomo pokazali, da je spekter algebre zveznih
kompleksnih funkcij na kompaktu X homeomorfen X.
Oglejmo si najprej zanimivo topološko lastnost spektra. Spomnimo se, da smo se
omejili na komutativne Banachove algebre z enoto za množenje.
Lema 4.2. Če je A Banachova algebra in φ ∈ ∆(A), potem je za vsak x iz A
φ(x) ∈ σ(x).
Dokaz. Izberimo poljuben x ∈ A. Naj bo λ ∈ C\σ(x). Med drugim je φ homomor-
fizem kolobarjev, zato je slika obrnljivega elenenta obrnljiva in posledično neničelna.
Ker je po definiciji λ · 1− x obrnljiv in je φ multiplikativen ter linearen, velja
0 ̸= φ(λ · 1− x) = λ− φ(x),
torej je φ(x) ̸= λ oziroma φ(x) ∈ σ(x). □
Trditev 4.3. Spekter Banachove algebre je kompakten Hausdorffov prostor.
Dokaz. Najprej bomo pokazali, da je ∆(A) Hausdorffov. Naj bosta φ in ψ različna
elementa ∆(A). Ker sta različna, se morata razlikovati na nekem x ∈ A. Zato bo
δ = 1
2
|φ(x)− ψ(x)| različen od nič. Potem je očitno
⟨φ, x, δ⟩ ∩ ⟨ψ, x, δ⟩ = ∅.
Posvetimo se kompaktnosti. Za poljuben x ∈ A definiramo množico
K(x) = {z ∈ C | |z| ≤ ∥x∥}
in s pomočjo teh še prostor
C =
∏
x∈A
K(x).
Ker so vsi faktorji kompaktni, je po izreku Tihonova prostor C kompakten [1, str.
224]. Vemo, da je φ(x) ∈ σ(x) za vsak φ ∈ ∆(A) in x ∈ A. To nam da oceno
|φ(x)| ≤ ρ(x) ≤ ∥x∥.
Zaradi tega je preslikava Φ: ∆(A) → C, ki vsakemu φ dodeli zaporedje (φ(x))x∈A,
dobro definirana. Če je Φ(φ) = Φ(ψ), je po definiciji φ = ψ in je torej Φ injektivna.
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Želimo pokazati, da je preslikava Φ zvezna. Naj bo za poljuben x ∈ A množica
U ⊆ K(x) odprta in preslikava px projekcija C → K(x). Potem je
Φ−1(p−1x (U)) = {φ ∈ ∆(A) | (φ(y))y∈A ∈ p−1x (U)}
= {φ ∈ ∆(A) | φ(x) ∈ U}
= ⟨x, U⟩.
Naj bo Ψ inverz Φ kot preslikave ∆(A) → Φ(∆(A)). Torej za poljuben element
λ = (λx)x∈A ∈ Φ(∆(A)) velja, da je Ψ(λ)(x) = λx. Želimo pokazati, da je Ψ zvezna.
Za poljuben element x ∈ A in odprto podmnožico V ⊆ C je
Ψ−1(⟨x, V ⟩) = {λ ∈ Φ(∆(A)) | Ψ(λ) ∈ ⟨x, V ⟩}
= {λ ∈ Φ(∆(A)) | λx ∈ V }
= {λ ∈ Φ(∆(A)) | px(λ) ∈ V }
= p−1x (V ).
Ugotovili smo torej, da je Φ homeomorfizem na sliko. Dovolj je torej pokazati, da
je slika Φ zaprta v C, saj iz dejstva, da je ∆(A) homeomorfna zaprti podmnožici
kompakta, sledi, da je sama kompaktna. Naj bo λ = (λx)x∈A neki element roba slike
Φ. Želimo pokazati, da je ta vsebovan v Φ(∆(A)). Definirajmo preslikavo ψ : A→ C
s predpisom
ψ(x) = λx.
Trdimo, da je ta element spektra. Fiksiramo x, y ∈ A, α, β ∈ C in ε > 0. Množice
oblike
⟨(µx)x∈A, x0, δ⟩ = {(ηx)x∈A ∈ C | |ηx0 − µx0| < δ}
so odprte v C, saj je očitno ⟨(µx)x∈A, x0, δ⟩ = p−1x0 ({z ∈ C | |z − µx0| < δ} ∩K(x0)).
Potem je
⟨λ, x, ε⟩ ∩ ⟨λ, y, ε⟩ ∩ ⟨λ, xy, ε⟩ ∩ ⟨λ, αx+ βy, ε⟩
odprta okolica zaporedja λ v C. Presek te z notranjostjo Φ(∆(A)) torej vsebuje tak
φ, da je za vsak a ∈ {x, y, xy, αx+ βy}
|φ(a)− λa| < ε.
Uporabimo trikotniško neenakost in zgornje ocene
|αλx + βλy − λαx+βy|
= |αλx − αφ(x) + βλy − βφ(y)− λαx+βy + φ(αx+ βy)|
≤ |α||λx − φ(x)|+ |β||λy − φ(y)|+ |λαx+βy − φ(αx+ βy)|,
zato lahko ocenimo
|αλx + βλy − λαx+βy| ≤ ε(|α|+ |β|+ 1).
Na podoben način lahko tudi pokažemo, da je
|λxy − λxλy| ≤ |λxy − φ(xy)|+ |φ(y)||λx − φ(x)|+ |λx||λy − φ(y)|.
Ocenimo naprej
|λxy − λxλy| ≤ ε(1 + ∥y∥+ ∥x∥).
To velja za poljuben ε > 0, zato je ψ multiplikativni homomorfizem. Torej je
λ = Φ(ψ) ∈ Φ(∆(A)).
Slika Φ je torej zaprta podmnožica kompakta in posledično sama kompaktna. □
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V splošnem se izkaže, da je spekter komutativne Banachove algebre lokalno kom-
pakten Hausdorffov prostor. Obstoj enote za množenje je ravno zadosten pogoj za
kompaktnost. Koristnost teh lastnosti se bo izkazala pri naslednji definiciji.
Definicija 4.4. Naj bo x poljuben element Banachove algebre A. Preslikavi
xˆ : ∆(A)→ C,
definirani kot xˆ(φ) = φ(x), pravimo Gelfandova transformacija elementa x. Presli-
kavi
x ↦→ xˆ,
ki slika iz A v C(∆(A)), pravimo Gelfandov homomorfizem oziroma, ko uporaba ni
dvoumna, tudi Gelfandova transformacija. Sliko te označimo z Aˆ.
Najprej se prepričajmo, da vse, kar smo omenili v definiciji, drži.
Trditev 4.5. Gelfandova transformacija je dobro definirana. Poleg tega je homo-
morfizem.
Dokaz. Naj bo x ∈ A in U ⊆ C odprta. Potem je po definiciji
xˆ−1(U) = {φ ∈ ∆(A) | φ(x) ∈ U} = ⟨x, U⟩.
Naj bosta še y ∈ A in λ ∈ C. Potem je
(xˆ+ y)(φ) = φ(x+ y) = φ(x) + φ(y) = xˆ(φ) + yˆ(φ)
in tudi
(xˆy)(φ) = φ(xy) = φ(x)φ(y) = xˆ(φ)yˆ(φ)
ter še
(λˆx)(φ) = φ(λx) = λφ(x) = λxˆ(φ),
torej je res homomorfizem. □
Sliko Gelfandove transformacije tipično opremimo s supremum normo. Gelfandov
homomorfizem je v teoriji komutativnih Banachovih algeber zelo koristno orodje;
v primeru, ko je injektiven, nam omogoči, da dano Banachovo algebro vložimo
v Banachovo algebro kompleksnih zveznih funkcij na kompaktnem Hausdorfovem
prostoru. Idealno bi bilo, da bi ta bil bijekcija, zato nas zanima, ali nam kakšni
pogoji to zagotavljajo. Izrek 6.3 nam bo to razjasnil, za zdaj pa se rajši posvetimo
bolj osnovnim lastnostim spektra in Gelfandove transformacije.
Naš naslednji cilj bo dokazati omenjeno povezavo med spektrom Banachove alge-
bre in njenimi maksimalnimi ideali. Množico maksimalnih idealov algebre A bomo
označili z Max(A). Ker ta govori o idealih Banachove algebre, si bomo najprej
ogledali lastnosti teh.
Lema 4.6. Zaprtje ideala Banachove algebre z enoto je ideal.
Dokaz. Pomagali si bomo s karakterizacijo zaprtosti z limitami. Naj bo I ideal
Banachove algebre A. Naj bodo x ∈ I in y ∈ A. Potem obstaja tako zaporedje
(xn)n∈N, da je limn→∞ xn = x. Ker so operacije zvezne, velja tudi
lim
n→∞
xny = xy.
Ker je I ideal so vsi xny vsebovani v I in je posledično xy element I.
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Naj bosta sedaj x, y ∈ I. Tedaj obstajata zaporedji (xn)n∈N in (yn)n∈N, ki kon-
vergirata k x in y, in je zato
x+ y = lim
n→∞
xn + lim
n→∞
yn = lim
n→∞
(xn + yn) ∈ I,
kjer zadnja enakost velja zaradi zveznosti vsote. Zaradi podobnega argumenta je
−x = − lim
n→∞
xn = lim
n→∞
(−xn) ∈ I. □
Posledica 4.7. Maksimalni ideali Banachove algebre so zaprti.
Dokaz. Naj bo I maksimalen ideal algebre A. Ta je pravi ideal, zato je I∩G(A) = ∅.
Ker je G(A) po lemi 3.7 odprta, je tudi I ∩G(A) = ∅ in je torej I tudi pravi ideal.
Ker je I maksimalen, je I = I. □
Naslednja lema je karakterizacija polnosti v normiranem vektorskem prostoru.
Potrebovali jo bomo pri dokazu trditve 4.9.
Lema 4.8. Naj bo V normiran vektorski prostor. Potem je V poln natanko tedaj,
ko za vsako zaporedje (vn)n∈N, za katerega velja
∞∑
n=1
∥vn∥ <∞,
obstaja tak v ∈ V , da je
∞∑
n=1
vn = v.
Dokaz. Če je V poln in je
∑∞
n=1 ∥vn∥ <∞, je zaporedje (
∑m
n=1 vn)m∈N Cauchyjevo,
kar nam da trditev 3.4, in posledično konvergira. Dokažimo še obratno implikacijo.
Naj bo (vn)n∈N Cauchyjevo zaporedje. Potem lahko z ustrezno izbiro ε v definiciji
Cauchyjevih zaporedij najdemo tako podzaporedje (vni)i∈N, da za vse naravne i in
vse k > ni velja
∥vni − vk∥ < 2−i.
Posebej velja
∥vni+1 − vni∥ < 2−i
za vse naravne i. Definiramo novo zaporedje wk = vnk+1 − vnk za k ∈ N. Za to
zaporedje je
∞∑
k=1
∥wk∥ ≤
∞∑
k=1
2−k = 1 <∞.
Po predpostavki potem obstaja tak w, da je
w = lim
m→∞
m∑
k=1
wk = lim
m→∞
(vnm+1 − vn1) = lim
m→∞
(vnm+1)− vn1 .
Torej podzaporedje (vni)i∈N konvergira k elementu w − vn1 . Ker je podzaporedje
Cauchyjevega zaporedja (vn)n∈N konvergentno je celo zaporedje prav tako konver-
gentno. □
Do sedaj nismo omenili kvocientne algebre, čeprav so te pogoste v praksi. Vemo,
da je kvocient algebre z idealom algebra, a še ne vemo, ali lahko to na smiseln način
opremimo z normo. Naslednja trditev nam bo pokazala, kako in ob kakšnem pogoju
lahko to naredimo. Ta trditev in prejšnja lema je vzeta iz [6].
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Trditev 4.9. Naj bo A Banachova algebra in I zaprt ideal A. Potem je A/I Bana-
chova algebra glede na kvocientno normo, definirano kot
∥x+ I∥ = inf
y∈I
∥x+ y∥.
Dokaz. Dokažimo, da je kvocientna norma res norma. Izberemo poljubne x, y ∈ A
in λ ∈ C. V splošnem velja
∥I∥ = inf
z∈I
∥z∥ = 0,
saj je I tudi podgrupa A in torej nujno vsebuje 0. Če je ∥x + I∥ = 0, potem po
definiciji infimuma obstaja tako zaporedja (zn)n∈N v I, da je limn→∞ ∥x + zn∥ = 0
in je posledično
lim
n→∞
(−zn) = x.
Ker je I zaprt, sklepamo, da je x ∈ I. Posledično je x + I = I. Po definiciji
kvocientne norme je ∥x+ I∥ ≥ 0 za vsak x. Velja tudi, da je
∥λx+ I∥ = inf
z∈I
∥λx+ z∥ = |λ| inf
z∈I
x+ 1λz
 = |λ| infz∈I ∥x+ z∥,
kar pa ravno pomeni, da je ∥λx+ I∥ = |λ|∥x+ I∥. Dokažimo še, da velja trikotniška
neenakost. Podobno kot prej je
∥x+ y + I∥ = inf
z∈I
∥x+ y + z∥
= inf
z,w∈I
∥x+ y + z + w∥
≤ inf
z,w∈I
(∥x+ z∥+ ∥y + w∥)
= inf
z∈I
∥x+ z∥+ inf
w∈I
∥y + w∥.
Ostal nam je le še dokaz submultiplikativnosti. Uporabimo podoben argument kot
prej in dobimo
∥xy + I∥ = inf
z∈I
∥xy + z∥
≤ inf
z,w∈I
∥(x+ z)(y + w)∥
≤ inf
z,w∈I
∥x+ z∥∥y + w∥
= inf
z∈I
∥x+ z∥ inf
w∈I
∥y + w∥.
Torej je res norma.
Pokažimo, da je A/I poln prostor. Uporabili bomo karakterizacijo polnosti iz leme
4.8. Naj bo (xn + I)n∈N takšno zaporedje, da je
∑∞
n=1 ∥xn + I∥ < ∞. Po definiciji
infimuma obstaja tako zaporedje (zn)n∈N, da je
∥xn + zn∥ < ∥xn + I∥+ 2−n.
Potem je
∞∑
n=1
∥xn + zn∥ <
∞∑
n=1
∥xn + I∥+ 1 <∞.
Ker je A poln, obstaja tak w ∈ A, da je
w =
∞∑
n=1
(xn + zn) = lim
m→∞
m∑
n=1
(xn + zn).
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Trdimo, da je w + I enaka vsoti vrste
∑∞
n=1(xn + I). Računamo(w + I)−
m∑
n=1
(xk + I)
 =
(w −
m∑
n=1
xk) + I

= inf
z∈I
w −
m∑
n=1
xk + z

≤
w −
m∑
n=1
xk −
m∑
n=1
zk

=
w −
m∑
n=1
(xk − zk)
 .
Če pošljemo n→∞, dobimo 0, torej bo vrsta res konvergirala k w + I. □
S tem smo dokazali vse, kar potrebujemo za dokaz ključne trditve tega razdelka.
Uporabili bomo nekaj znanih dejstev iz linearne algebre, ki jih ne bomo posebej
dokazovali.
Trditev 4.10. Naj bo A komutativna Banachova algebra. Potem je preslikava
φ ↦→ kerφ
bijekcija iz množice ∆(A) v množico maksimalnih idealov A.
Dokaz. Naj bo φ ∈ ∆(A). Potem je imφ = C, kar pomeni, da je
codim(kerφ) = dim
(
A
/
kerφ
)
= dim(C) = 1.
Ker je φ hkrati homomorfizem kolobarjev in linearna preslikava je kerφ ideal in
podprostor kodimenzije 1 ter je posledično maksimalen ideal [3], torej je preslikava
dobro definirana.
Pokažimo, da je injektivna. Naj bosta φ1 in φ2 takšna, da je kerφ1 = kerφ2. Ta
ideal označimo z I. Od prej vemo, da je I pravi ideal, zato ne vsebuje enote algebre.
Poleg tega je podprostor kodimenzije 1, lahko vsak x ∈ A zapišemo v obliki
x = y + λ · 1,
kjer je y ∈ I in λ ∈ C. Potem je
φ1(x) = φ1(y + λ · 1)
= φ1(y) + φ1(λ · 1)
= λφ1(1)
= λ,
po drugi strani pa je tudi
φ2(x) = φ2(y + λ · 1)
= φ2(y) + φ2(λ · 1)
= λφ2(1)
= λ.
Torej je za vsak x ∈ A
φ1(x) = φ2(x).
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Ostal je le še dokaz surjektivnosti. Naj bo I ∈ Max(A). Potem je A/I po eni strani
Banachova algebra, po drugi pa je tudi polje, saj je I maksimalni ideal. Iz izreka
3.11 sledi, da je ta kvocient izomorfen kompleksnim številom, kjer je ψ : A/I → C
ustrezen izomorfizem. Zaradi tega obstaja homomorfizem
φ : A→ C,
katerega jedro je I. □
V nekateri literaturi se definira spekter kot množicoMax(A) z ustrezno topologijo.
Zgornja trditev ravno dokaže ekvivalentnost definicij.
Naslednje tri trditve bodo pojasnile, kako so lastnosti elementa Banachove algebre
x povezane z lastnostmi xˆ.
Trditev 4.11. Če je A Banachova algebra, potem za vsak x ∈ A velja
xˆ(∆(A)) = σ(x).
Dokaz. Ker je φ(x) ∈ σ(x) za vsak φ iz ∆(A), velja xˆ(∆(A)) ⊆ σ(x). Dokažimo
še obratno inkluzijo. Za poljuben λ ∈ σ(x) je (λ · 1 − x)A pravi ideal A in je torej
vsebovan v jedru nekega φ ∈ ∆(A), zato je
φ(λ · 1− x) = 0,
oziroma φ(x) = λ. □
Posledica 4.12. Za vsak element x Banachove algebre velja
∥xˆ∥∞ = ρ(x).
Dokaz. Ker je xˆ(∆(A)) = σ(x), po definiciji velja
ρ(x) = max{|λ| | λ ∈ σ(x)} = max{|φ(x)| | φ ∈ ∆(A)} = ∥xˆ∥∞. □
Če upoštevamo še dejstvo, da je ρ(x) ≤ ∥x∥, dobimo še naslednjo posledico.
Posledica 4.13. Gelfandova transformacija zmanjšuje normo, tj. za poljuben x iz
A velja
∥xˆ∥∞ ≤ ∥x∥.
5. Gelfand-Kolmogorovov izrek
V tem razdelku bomo obravnavali Banachove algebre zveznih kompleksnih presli-
kav na kompaktnih Hausdorffovih prostorih. Naš cilj bo povezati topologijo domene
z algebraičnimi lastnostmi algebre preslikav, ki bodo povzete z spektrom algebre.
Vemo, da obstaja bijekcija med spektrom in množico maksimalnih idealov. Na-
slednja trditev bo povezala ideale te algebre z domeno. Poglavje bo uporabljalo
prilagojene trditve iz [1].
Trditev 5.1. Naj bo X kompakten Hausdorffov prostor. Za poljuben x ∈ X defini-
ramo
I(x) = {f ∈ C(X) | f(x) = 0}.
Potem je preslikava
x ↦→ I(x)
bijekcija med X in množico maksimalnih idealov Banachove algebre C(X).
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Dokaz. Množice oblike I(x) so očitno ideali. Najprej pokažimo, da so ti ideali res
maksimalni. Naj bo I poljuben pravi ideal. Želimo poiskati tak x0 ∈ X, da bo
I ⊆ I(x0).
Naj bo f ∈ I. Potem je f−1(0) neprazna množica, sicer bi bil multiplikativni inverz
1
f
vseboban v C(X), kar bi pomenilo, da I vsebuje enoto za množenje v C(X).
Opazujemo množico {f−1(0)|f ∈ I}. Če ima ta neprazen presek, si lahko izberemo
poljuben x0 ∈
⋂{f−1(0)|f ∈ I}, da bo I ⊆ I(x0). Če je f ∈ I, je po definiciji ideala
tudi f · f = |f |2 ∈ I. Naj bodo f1, f2, . . . , fn poljubni elementi I. Potem je zaradi
tega razmisleka tudi
f = |f1|2 + |f2|2 + · · ·+ |fn|2 ∈ I.
Takšen f je enak nič natanko tedaj, ko so vsi fk enaki nič, zato je
n⋂
k=1
f−1k (0) = f
−1(0) ̸= ∅.
Ker jeX kompakt, je torej
⋂{f−1(0)|f ∈ I} ≠ ∅. Se pravi, da je vsak ideal vsebovan
v idealu oblike I(x0) za ustrezen x0. Izberemo si poljuben x ∈ X. Potem je I(x)
vsebovan v nekem maksimalnem idealu I. Po prejšnjem razmisleku obstaja tak y0,
da je I(x) ⊆ I ⊆ I(y0), oziroma
I(x) ⊆ I(y0),
kjer je I(y0) maksimalni ideal. Če sta x in y0 različna, potem po Urisonovi lemi
obstaja taka preslikava h : X → C, da je h(x) = 0 in h(y0) = 1, od koder sledi, da
je h ∈ I(x0) in h /∈ I(y0), kar pa je protislovje. Torej je I(x) res maksimalen ideal.
S podobnim argumentom dokažemo, da je preslikava injektivna; če je I(x) = I(y),
je seveda I(x) ⊆ I(y), od koder sklepamo, da je x = y.
Če je I maksimalen ideal, potem smo že pokazali, da obstaja tak x0, da je
I ⊆ I(x0), kar pa ravno pomeni, da je preslikava surjektivna. □
Če vpeljemo funkcije φx(f) = f(x), vidimo, da z upoštevanjem že dokazanih
trditev dobimo bijekcijo
µ : X → ∆(C(X)),
ki vsaki točki x ∈ X dodeli neničelni multiplikativen linearen funkcional φx, tj.
evalvacijo v x. Pokazati moramo le še, da je µ homeomorfizem.
Trditev 5.2. Naj bo X kompakten Hausdorffov prostor. Potem je preslikava
µ : x ↦→ φx
zvezna in zaprta.
Dokaz. Zveznost bomo dokazali po definiciji na množicah podbaze. Naj bo x0 ∈ X
in U = ⟨f, V ⟩ okolica µ(x0). Potem velja
µ−1(U) = {x ∈ X | φx(f) ∈ V } = {x ∈ X | f(x) ∈ V } = f−1(V ).
Ker je f zvezna, je torej praslika U odprta.
Preslikava µ slika iz kompakta v Hausdorffov prostor, zato je tudi zaprta. □
S to trditvijo smo dokazali Gelfand-Kolmogorovov izrek, ki se torej glasi.
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Izrek 5.3. Naj bo X kompakten Hausdorffov prostor. Potem je preslikava
µ : X → ∆(C(X))
homeomorfizem.
Oglejmo si rezultat iz malo drugačne perspektive. Naj bosta X in Y topološka
prostora ter f : X → Y neka zvezna preslikava. Ta porodi preslikavo
f ∗ : C(Y )→ C(X),
s predpisom f ∗(g) = g ◦ f . Na podoben način dobimo preslikavo
f ∗∗ : ∆(C(X))→ ∆(C(Y )),
da je f ∗∗(φ) = φ◦f ∗. S tem smo definirali funktor, ki kompaktnemu Hausdorffovemu
prostoru X dodeli ∆(C(X)) in preslikavi f : X → Y dodeli preslikavo f ∗∗. Naj bosta
µX : X → ∆(C(X)) in µY : Y → ∆(C(Y )) preslikavi, ki vsakemu elementu domene
priredita evalvacijo. To lahko povzamemo z naslednjim diagramom.
X
f−−−→ Y
µX
⏐⏐↓ ⏐⏐↓µY
∆(C(X)) −−−→
f∗∗
∆(C(Y ))
Trditev 5.4. Zgornji diagram komutira.
Dokaz. Preverimo po definiciji. Naj bo x poljuben element X. Računamo
(µY ◦ f)(x) = µY (f(x)) = φf(x),
kjer je φf(x) preslikava, podana s predpisom
φf(x)(g) = g(f(x)) = (g ◦ f)(x).
Preverimo še
(f ∗∗ ◦ µX)(x) = f ∗∗(φx) = φx ◦ f ∗.
Ker pa je
(φx ◦ f ∗)(g) = φx(g ◦ f) = (g ◦ f)(x),
lahko sklepamo, da je µY ◦ f = f ∗∗ ◦ µX . □
Se pravi, da lahko preslikavo, ki vsakemu kompaktnemu Hausdorffovemu topolo-
škemu prostoru X dodeli µX , razumemo kot naravni izomorfizem med zgoraj ome-
njenim in identičnim funktorjem.
6. Gelfandova reprezentacija C*-algeber
Omenili smo, da nam Gelfandova transformacija, npr. v primeru, ko je injektivna,
omogoča razumevanje Banachove algebre kot podalgebre v algebri zveznih preslikav
na kompaktnem Hausdorffovem prostoru. To je dokaj koristno, saj je Banachova
algebra dokaj abstrakten pojem in je zato mnogokrat lažje, če lahko probleme pre-
vedemo v jezik zveznih preslikav.
Izkaže se, da ima Gelfandova transformacija posebej lepe lastnosti, če jo obravna-
vamo kot preslikavo na C∗-algebri. Kot prej bomo predpostavili, da so vse algebre,
ki jih bomo obravnavali, komutativne z enoto za množenje.
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Do sedaj smo govorili le o običajnih homomorfizmih algeber. Pri C∗-algbebrah
bi radi govorili o homomorfizmih, od katerih bi pričakovali, da spoštujejo involucijo.
To motivira naslednjo definicijo.
Definicija 6.1. Naj bo φ homomorfizem algeber med C∗-algebrama A in B. Če za
tega velja, da je za vsak a iz A
φ(a∗) = φ(a)∗,
pravimo, da je φ ∗-homomorfizem.
Na popolnoma analogen način lahko potem definiramo tudi ∗-izomorfizem. Na-
slednja lema nam bo hitro pokazala, da že poznamo primer ∗-homomorfizma.
Lema 6.2. Gelfandov homomorfizem na C∗-algebri je ∗-homomorfizem.
Dokaz. Naj bo x ∈ A. Dokazati moramo, da za poljuben funkcional φ iz ∆(A) velja
φ(x∗) = φ(x). Zapišimo
φ(x) = α + iβ in φ(x∗) = γ + iδ,
kjer so α, β, γ in δ realni. Sklepali bomo s protislovjem, zato predpostavimo, da je
β + δ ̸= 0 ter definiramo
y = (β + δ)−1(x+ x∗ − (α + γ) · 1).
Potem je
φ(y) = (β + δ)−1(α + iβ + γ + iδ − (α + γ)) = i.
Izračunamo, da za poljuben realen t velja
φ(y + ti · 1) = φ(y) + ti = (1 + t)i.
Iz trditve 4.13 vemo, da je ∥ ˆy + ti · 1∥∞ ≤ ∥y + ti · 1∥. Iz definicije pa sledi, da je
|(1 + t)i| ≤ ∥ ˆy + ti · 1∥∞, torej lahko ocenimo
|t+ 1| ≤ ∥y + ti · 1∥.
Upoštevamo še dejstvo, da je ∥x∗x∥ = ∥x∥2, in dobimo
(t+ 1)2 ≤ ∥y + ti · 1∥2 = ∥(y + ti · 1)(y − ti · 1)∥ = ∥y2 + t2 · 1∥.
Po trikotniški neenakosti je torej
(t+ 1)2 ≤ ∥y2∥+ t2,
oziroma, če zgornje preuredimo,
2t ≤ ∥y2∥ − 1,
kar ne more biti res za vse t ∈ R. S tem smo prišli do protislovja, kar pomeni, da
je δ = −β. Moramo še pokazati, da je α = γ. Iz zgornjega argumenta sledi tudi, da
sta imaginarna dela φ((ix)∗) in φ(ix) enaka. Po eni strani je
φ(ix) = −iφ(x) = −i(α + iβ) = β − iα,
po drugi strani pa
φ((ix)∗) = φ(−ix∗) = −iφ(x∗) = −i(γ − iβ) = β − iγ,
torej je res α = γ. □
Torej je Gelfandov homomorfizem res ∗-homomorfizem. Naslednji izrek nam pove,
da bo ta pri enostavnem pogoju še več.
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Izrek 6.3. Naj bo A komutativna C∗-algebra z enoto. Potem je Gelfandov homo-
morfizem izometričen ∗-izomorfizem A→ C(∆(A)).
Dokaz. Če je y = y∗, potem je ∥y∥2 = ∥y∗y∥ = ∥y2∥, zato tudi za poljubno naravno
število n velja ∥y∥2n = ∥y2n∥. Lema 3.3 nam pove, da je potem
ρ(y) = lim
n→∞
∥y2n∥ 12n = ∥y∥.
V splošnem za vsak x ∈ A velja x∗x = (x∗x)∗, zato je
ρ(x∗x) = ∥x∗x∥ = ∥x∥2.
Če povzamemo, dobimo
∥xˆ∥2∞ = ∥xˆxˆ∥∞ = ∥(ˆx∗x)∥∞ = ρ(x∗x) = ∥x∥2.
S tem smo pokazali, da Gelfandova transformacija ohranja normo.
Vemo, da je Aˆ podalgebra C(∆(A)). Naš cilj je dokazati, da je enaka celi algebri.
Želimo uporabiti Stone-Weierstrassov izrek, zato pokažimo, da elementi Aˆ ločujejo
točke množice ∆(A). Naj bosta φ, ψ ∈ ∆(A) različna funkcionala. Potem obstaja
x ∈ A, da velja φ(x) ̸= ψ(x). Zato je
xˆ(φ) ̸= xˆ(ψ).
Zato vemo, da je Aˆ gosta podmnožica C(∆(A)). Ker je polna je tudi zaprta, torej
je Aˆ = C(∆(A)).
Naj bosta še x in y različna elementa A. Potem velja ∥x− y∥ ≠ 0. Posledično je
tudi ∥xˆ− yˆ∥ ≠ 0, kar pa ravno pomeni, da je Gelfandova transformacija injektivna.
□
Možno pa je dokazati, da je to tudi potreben pogoj.
Izrek 6.4. Gelfandova transformacija na Banachovi algebri A z enoto je izometrični
∗-izomorfizem natanko tedaj, ko je A C∗-algebra.
Dokaz. Moramo pokazati, da je vsaka Banachova algebra A, na kateri je Gelfandova
transformacija izometričen ∗-izomorfizem, C∗-algebra za neko involucijo. To bomo
našli s pomočjo Gelfandove transformacije. Zaradi boljše preglednosti označimo
Gelfandovo transformacijo z Γ, tj.
Γ(x) = xˆ.
Definirajmo preslikavo ∗ : A→ A s predpisom
x∗ = Γ−1
(
Γ(x)
)
.
Vemo, da je Γ izomorfizem in da je konjugacija involucija, zato bo ∗ očitno involucija.
Prepričajmo se, da zadošča pogoju za C∗-algebro. VeljaΓ−1 (Γ(x)) = Γ(x)
∞
= ∥Γ(x)∥∞ = ∥x∥
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in posledično
∥x∗x∥ =
Γ−1 (Γ(x)Γ(x))
=
Γ(x)Γ(x)
∞
= ∥Γ(x)∥2∞
= ∥x∥2,
torej je algebra A res C∗-algebra za involucijo ∗. □
Slovar strokovnih izrazov
Banach algebra Banachova algebra – polna normirana kompleksna algebra
C∗-algebra C∗-algebra – Banachova algebra, opremljena z involucijo, ki je uskla-
jena z normo
Gelfand transformation Gelfandova transformacija – pomembno orodje teorije
Banachovih algeber
involution involucija – preslikava iz kompleksne algebre samo vase, ki ima podobne
lastnosti kot kompleksna konjugacija
spectral radius spektralni radij – pomembno število, povezano s spektrom
spectrum of a Banach algebra spekter Banachove algebre
spectrum of element spekter elementa Banachove algebre
∗-homomorphism ∗-homomorfizem
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