In this paper I examine how well Ryskin's model of emergent cosmic acceleration fits several sets of cosmological observations. I find that while Ryskin's model is somewhat compatible with the standard model of cosmological acceleration (ΛCDM) for low redshift (z 1) measurements, its predictions diverge considerably from those of the standard model for measurements made at high redshift (for which z 1), and it is therefore not a compelling substitute for the standard model.
Introduction
Observations show that the universe is currently undergoing an accelerated phase of expansion, which was preceded by a decelerated phase of expansion at z 0.75 (for reviews of the standard paradigm, see e.g. Refs. [9, 12] ; for a discussion of the deceleration-acceleration transition, see Ref. [3] and references therein). In the standard cosmological model, ΛCDM, this acceleration is powered by a spatially homogeneous energy density in the form of a cosmological constant, Λ. Although the cosmological constant has successfully explained many observations to date (see e.g. Refs. [10, 11] ), an explanation of its origin in terms of fundamental physics remains elusive (see e.g. Refs. [7, 17, 18, 19] ). Many researchers have therefore attempted to construct models of cosmic acceleration that do not incorporate the cosmological constant, or any other form of dark energy (for a review of which, see e.g. Ref. [2] ). One such model (not covered in Ref. [2] ) is Gregory Ryskin's model of emergent cosmic acceleration (presented in Ref. [16] ). In this model, the observed acceleration of the universe is argued to emerge naturally as a consequence of applying a meanfield treatment to Einstein's gravitational field equations on cosmic scales. In this way, Ryskin claims to have arrived at an explanation of cosmic acceleration that does not require any fundamentally new physics. According to Ref. [16] , Ryskin's model accurately fits the Hubble diagram built from SNe Ia data, but I will show in this paper that there are other data sets with which Ryskin's model is much less compatible. In addition to predicting a value of the Hubble constant (H 0 ) that is larger than the values obtained from the CMB and from local measurements (see Refs. [11] and [13] , respectively, for these measurements), Ryskin's model fails to predict the trend in high-redshift (z 1) Hubble parameter data when its predicted Hubble parameter curve is plotted together with these data.
Recently, another group found that Ryskin's model can not accurately describe structure formation (see Ref. [6] ), while leaving open the possibility that other types of observations may be compatible with this model. This paper is complementary to, and independent of, the analysis presented in Ref. [6] ; I will show that none of the data sets I have collected favor Ryskin's model over ΛCDM, and it is therefore unlikely that Ryskin's model can be saved by an appeal to future measurements.
In Sec. II I briefly describe Ryskin's model, in Sec. III I describe the data that I use, and in Sec. IV I present my results.
Emergent cosmic acceleration
The central claim of Ryskin's paper is that the standard gravitational field equations of General Relativity,
where κ := 8πG c 4 , which are well-tested on the scale of the solar system, must be modified when applied to cosmological scales. Ryskin contends, in Ref. [16] , that moving from sub-cosmological scales (in which matter is distributed inhomogeneously) to cosmological scales (in which matter is distributed homogeneously) introduces emergent properties to the description of the Universe on these cosmological scales (such properties being "emergent" in the sense that they are not apparent on subcosmological scales) and that the observed large-scale acceleration of the Universe may be one such emergent property. According to Ryskin's model, the emergence of cosmic acceleration is therefore analogous to the emergence of properties like temperature and pressure when one averages over the microscopic degrees of freedom of an ideal fluid, thereby moving from a length-scale regime in which kinetic theory is valid to a length-scale regime in which the fluid must be described with continuum hydrodynamics; in the same way, Ryskin contends, cosmic acceleration "emerges" from Einstein's field equations when these are applied to cosmological scales. Ryskin's model, therefore, purports to offer an explanation of the origin of cosmic acceleration that does not require the introduction of dark energy. In his paper, Ryskin introduces a mean-field tensor with components κΦ µν into the right-hand side of Eq. 1, so that the (large-scale) field equations read
It can be shown (see Ref. [16] for details) that when the standard gravitational field equations are modified in this way, and that if the Universe has flat spatial hypersurfaces and is dominated by non-relativistic matter, then the total rest energy density and pressure of the averaged, large-scale cosmic fluid are
and
respectively, where ρ m and p m are the rest energy density and pressure of the nonrelativistic matter. Energy conservation then implies that ρ m ∝ a −3/4 , from which a(t) ∝ t 8/3 follows. Rykin's model therefore predicts that the Hubble parameter takes the simple form
where the definitions of the Hubble parameter H(t) :=ȧ (t) a(t) and redshift 1+z := a(0)
have been used. The Hubble parameter derived in Ref. [16] accurately fits the Hubble diagram constructed from SNe Ia data, which Ryskin takes as evidence that his model may be able to explain the origin of cosmic acceleration of the Universe without invoking dark energy. My goal in this paper is to test Eq. 5 against several sets of observational data (containing measurements at higher redshifts than the SNe Ia measurements used in Ref. [16] ), to determine whether or not Ryskin's model can fit these data sets as well as it fits the currently available SNe Ia data.
Analysis

Data
In this paper I use 31 measurements of the Hubble parameter H(z), 11 distance measurements derived from baryon acoustic oscillation ("BAO") data, and 120 quasar ("QSO") angular size measurements. The H(z) data are listed in Ref. [15] ; see that paper for a description. The BAO data are listed in Ref. [14] . My method of analyzing these data is slightly different from the method employed in Ref. [14] ; see below for a discussion. The QSO data are listed in Ref. [1] ; see that paper and Ref. [14] for a description and discussion.
For the H(z) data set, the measured quantity is H(z) itself, namely the Hubble parameter as a function of the redshift z. For the BAO data, the measured quantities are a set of distances D H (z), D M (z), and D V (z) (defined and described in Refs. [5, 14, 15] ) and H(z), scaled by the value that the sound horizon r S takes at the drag epoch. This latter quantity depends on the homogeneous part of the dimensionless matter density parameter (Ω m0 ), the Hubble constant (H 0 ), the dimensionless baryon density parameter (Ω b h 2 ), and the CMB temperature (T CMB ), thereby making r S a model-dependent quantity. 1 In this paper I use the same fitting formula that was used in Ref. [14] to compute r S , and I use the same CMB temperature (from Ref. [4] ), but depending on the analysis method (see below) I marginalize over Ω b h 2 and/or Ω m0 . In all other respects my treatment of the BAO data here is the same as the treatment described in Ref. [14] . Finally, the measured quantity in the QSO data set is θ(z) = l m /D A (z), where l m = 11.03 ± 0.25 pc is a characteristic linear scale 2 and D A (z), the angular size distance, can be computed from H(z). See Refs. [5] or [14] for a definition of D A (z), and Ref. [1] for a discussion of the characteristic linear scale l m .
Methods
I have chosen to analyze Ryskin's model according to two methods. In the first method, I compute the value that H 0 takes when the likelihood function, defined by L(H 0 ) = e χ 2 (H0)/2 π(p n )dp n (6) is maximized, within each data set separately and in full combination. I also compute the minimum χ 2 corresponding to the best-fitting H 0 , for which
This is very similar to the methods employed in Refs. [14, 15] ; see those papers for details regarding the form that the χ 2 function takes when it is computed within each model and for each data set. The prior function, π(p n ), is necessary to deal with the nuisance parameters Ω m0 and Ω b h 2 that enter the analysis through the calculation of the sound horizon r S (see above). This prior function has the form
π
The main difference between this first analysis method and the analyses of [14, 15] is that I do not compare the best-fitting value of H 0 or the minimum value of χ 2 in Ryskin's model directly to any other models (although the best-fitting H 0 can be compared to the measurements of H 0 made by Refs. [11] and [13] ; see below). For the χ 2 function I simply compare the minimum value of χ 2 to the number of degrees of freedom ν (defined below), and conclude that the fit to the data is poor if χ 2 min /ν >> 1. Additionally, I split the BAO data into two subsets, called "BAO1" (containing all BAO measurements) and "BAO2" (which excludes the measurements at z > 2). I did this because the combined χ 2 function for the H(z) + QSO + BAO1 data combination is so large that the likelihood function evaluates to zero, and so can't be plotted. This is telling, because it suggests that Ryskin's model can not fit the observational data at high redshift (see also the discussion in Sec. 4). The combined fit therefore uses the H(z) + QSO + BAO2 data combination (see Table  1 and Fig. 1 ).
In my second analysis method, I directly compare the quality of the fit obtained in Ryskin's model to the quality of the fit obtained with a simple flat ΛCDM model to each data set, considered separately. For the H(z) and QSO data this is quite simple: all that is necessary is to plot either the function
(for the H(z) data), or the function
(for the QSO data) that is predicted by Ryskin's model, together with the same functions as predicted by ΛCDM, and see which predicted function better fits the overall trend in the data (see Figs. 3-4 ). For the BAO data this kind of direct 
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curve fitting is difficult to do, because several of the measurements are correlated (meaning that they do not have independent uncertainties), and the set as a whole consists of measurements of different things. In order to compare Ryskin's model to ΛCDM using these data, I therefore redid the analysis of Ref. [14] (in that paper the constraints from BAO alone were not presented), allowing H 0 and Ω m0 to vary freely, with Ω b h 2 = 0.02225 for both Ryskin's model and ΛCDM 3 .
Results
My results for the fit of Ryskin's model to the data are presented in Table 1 and Fig.  1 . In the first column of Table 1 I list the data combination, in the second column I list the one-dimensional best-fitting values of H 0 with their respective 1σ and 2σ uncertainties (σ here being defined in the same way as the one-sided confidence limits used in Ref. [14] ), and in the third column I list the corresponding value of χ 2 min /ν, where χ 2 min is computed from Eq. 7, and ν is the number of degrees of freedom: ν = N − n − 1.
In the above equation N is the number of data points and n is the number of model parameters.
From Table 1 and Fig. 1 , one can see that the best-fitting value of H 0 from the combination H(z) + QSO + BAO2 (which gives the tightest error bars) is a little over 3σ away from the measurement of H 0 = 74.03 ± 1.42 km −1 Mpc −1 made by Ref. [13] , and over 10σ away from the measurement of H 0 = 67.4 ± 0.5 km −1 Mpc −1 made by Ref. [11] (here σ is equal to 1.08 2 + σ 2 l where σ l is the uncertainty of either of the two measurements given above). The agreement, therefore, between the predicted value of H 0 under Ryskin's model and the measurements from Refs. [11] and [13] is not very good. Further, the value of χ 2 min /ν ranges from 2.20 to 133.12 for the fit of Ryskin's model to each data set, and is equal to 3.38 for the H(z) + QSO + BAO2 data combination. This suggests, independently of the comparison to the H 0 measurements made by Refs. [11] and [13] , that Ryskin's model does not provide a good fit to the data listed in Table 1 . In Fig. 1 , the dashed curve represents the likelihood function computed from BAO2, the dot-dashed curve represents the likelihood function computed from H(z) data, the dotted curve represents the likelihood function computed from QSO data, and the solid curve represents the product of these likelihood functions. Here again one can see how far away the value of H 0 predicted by Ryskin's model is from the measurements made by Refs. [11] and [13] when H 0 is fitted to the H(z) + QSO + BAO2 data combination. The results of the comparison between Ryskin's model and the spatially-flat ΛCDM model using BAO data are presented in Table 2 and in Fig. 2 . In Table 2 , the first column lists the model, the second column lists the data set (here "BAO1" and "BAO2" have the same meanings as in the previous analysis method), the third The values (h, Ω m0 ) = (0.674, 0.315) come from Ref. [11] , h = 0.7403 comes from Ref. [13] , and h = 0.7812 comes from the fit of H(z) to the H(z) data using Ryskin's model. See text for discussion. and fourth columns list the one-dimensional best-fitting values of H 0 and Ω m0 , respectively, the fifth column lists the two-dimensional best-fitting values of H 0 and Ω m0 , and the sixth column lists the value of χ 2 min /ν corresponding to each model and data set. In Fig. 2 the left panel shows the two-dimensional constraints on H 0 and Ω m0 for the BAO1 data combination, and the right panel shows the twodimensional constraints on H 0 and Ω m0 for the BAO2 data combination. In both panels the solid contours correspond to Ryskin's model and the dashed contours correspond to ΛCDM. From the figure, one can see that even when ΛCDM and Ryskin's model are both fitted to the low-redshift BAO data (namely BAO2), the confidence contours for both of these models are disjoint to 3σ. When ΛCDM and Ryskin's model are fitted to a data combination that includes high-redshift BAO data (namely BAO1), the confidence contours for both models are even more disjoint than when these models are fitted to the low-redshift data. Fig. 2 therefore indicates that an investigator who wishes to save Ryskin's model from the BAO measurements I have used must fall on the horns of a dilemma: while it is possible to accommodate a smaller value of H 0 within Ryskin's model (i.e. one that is in better agreement with the measurements made by either [11] or [13] and with the ΛCDM constraints computed here), this is only possible at the cost of predicting an implausibly small value of Ω m0 . Similarly, a predicted value of Ω m0 within Ryskin's model that is consistent with value of Ω m0 predicted by ΛCDM requires an implausibly large predicted value of H 0 within Ryskin's model. Finally, it is clear from Table 2 that Ryskin's model, when it is fitted to either BAO1 or BAO2, has a much larger value of χ 2 min /ν than the ΛCDM model, when the ΛCDM model is fitted to the same data combinations. Ryskin's model therefore provides a much poorer fit to the BAO data (especially high-redshift BAO data) than does the standard ΛCDM model. In Fig. 3 I have plotted θ(z) vs z for the values of θ(z) predicted by both Ryskin's model and spatially-flat ΛCDM. The dashed blue, green, and red curves represent Ryskin's predicted θ(z) with h set to 0.674, 0.7403, and 0.7812, respectively. The solid purple and gold curves represent the theoretical curves of θ(z) as calculated in the spatially-flat ΛCDM model with (h, Ω m0 ) set to (0.674, 0.315) and (0.7403, 0.315), respectively. This plot is, in my view, rather inconclusive with regard to whether spatially-flat ΛCDM or Ryskin's model provides a better fit to the data, as the measurements are dispersed widely on the plot, and many of them have very large error bars, so the overall trend in the data is difficult to see. It is clear from the theoretical curves, however, that Ryskin's model predicts a very different angular size than ΛCDM for z 1.5, so a stronger case against Ryskin's model from QSO data could potentially be made with more high-redshift measurements (or more precise low-redshift measurements).
The ΛCDM model departs even more radically from Ryskin's model, at high redshift, when their respective theoretical H(z) curves are plotted against H(z) data. In Fig. 4 the dashed curves represent Ryskin's predicted H(z), with the blue, green, and red curves corresponding to h = 0.674, h = 0.7403, and h = 0.7812, respectively. The solid curves represent H(z) as predicted by the ΛCDM model, where the purple curve corresponds to (h, Ω m0 ) = (0.674, 0.315), and the gold curve corresponds to (h, Ω m0 ) = 0.7403, 0.315). From the figure, one can see that at low redshift (z 1), Ryskin's model appears to fit the data as well as ΛCDM, owing to the large error bars on the measurements. At high redshift (z 1), the data clearly diverge from the curves predicted by Ryskin's model, and the ΛCDM curves match the upward trend. The ΛCDM model therefore provides a much better fit to high-redshift H(z) data than does Rykin's model.
Conclusion
I conclude, based on these results and the earlier findings of Ref. [6] , that Ryskin's model of emergent cosmic acceleration does not provide an adequate fit to available cosmological data, and so can not replace the standard spatially-flat ΛCDM cosmological model. The fit to the SNe Ia data presented in Ryskin's original paper is primarily a fit to low-redshift (z 1) measurements; as can be seen from Figs. 2 and 4, as well as Tables 1-2, low-redshift measurements do not clearly distinguish between Ryskin's model and the ΛCDM model when these are compared to the available data. High-redshift measurements, on the other hand (chiefly H(z) and BAO measurements at z 1) can distinguish between these two models, and the high-redshift data clearly favor ΛCDM over Ryskin's model.
