Abstract-The statistical properties of Synthetic Aperture Radar (SAR) image texture reveals useful target characteristics. It is well-known that these images are affected by speckle, and prone to contamination as double bounce and corner reflectors. The G 0 distribution is flexible enough to model different degrees of texture in speckled data. It is indexed by three parameters: α, related to the texture, γ, a scale parameter, and L, the number of looks which is related to the signal-to-noise ratio. Quality estimation of α is essential due to its immediate interpretability. In this article, we compare the behavior of a number of parameter estimation techniques in the noisiest case, namely single look data. We evaluate them using Monte Carlo methods for noncontaminated and contaminated data, considering convergence rate, bias, mean squared error (MSE) and computational cost. The results are verified with simulated and actual SAR images.
I. INTRODUCTION

S
AR is an active sensing instrument able to measure the roughness, electrical properties and shape of the surface. It is widely used in environmental monitoring and evaluation of damages in natural catastrophes, among other applications. However, automatic SAR image interpretation is difficult due to the presence of speckle noise, making statistical modeling necessary.
Many statistical models have been proposed for SAR image understanding. Among them, the G 0 distribution is able to characterize a large number of targets. This model enhances the classical K distribution that fails to model extremely textured areas [1] . Based on the ability to model regions with different degrees of texture, it has been called the "Universal Model" [2] . It is indexed by three parameters: α, related to the texture, γ, a scale parameter, and L, the number of looks which is related to the signal-to-noise ratio. The last parameter may be known or estimated for the whole image, while the others describe local characteristics.
Due to the direct interpretation of α, that indicates the degree of texture of a region in a scene, precision and accuracy in its estimation are basilar for the development of procedures and algorithms that employ such estimates. The aim of this paper is to assess the performance of several estimation methods for speckled data in the single look case (L = 1), especially for data containing a corner reflector.
There are many estimation techniques, among them analogy methods, e.g. Moments (MOM) [3] and Log-Moments (LMOM) [4] , and Maximum Likelihood (MLE) [3] . Gambini et al. [3] proposed a non parametric method which consists in minimizing the Triangular Distance between the G 0 density probability function and an empirical distribution of the data computed with asymmetric kernels. This proposal is robust, but has high computational cost and that it fails in the single look case. For this reason, we study estimation methods for L = 1, the noisiest situation.
The most desirable estimator is MLE because of its asymptotic properties, even though it has problems in small samples regarding bias, convergence and robustness. Several attempts have been made to reduce MLE bias using analytic [5] , [6] and bootstrap methods [7] . Other efforts have been oriented towards correcting its tendency to diverge with small samples [8] .
Robustness is a desired property. Among the possible deviations from the ideal situation of iid deviates, extreme values are frequent in SAR imagery due to, for instance, corner reflectors and other sources of double bounce. Among the robust proposals, M-estimators proved to be reliable in the presence of corner reflectors [9] , [10] . Robust AM-estimators [11] perform similarly as MLE. For certain contamination schemes the AM-estimator, built with an asymmetric influence function, outperforms MLE.
For the single look case, the G 0 distribution is a Generalized Pareto type II distribution [12] . This law has been verified and studied in many fields because of its flexibility to model different phenomena. We take advantage of this fact, and check estimators for this distribution.
We assess parameter estimation techniques under the single look G 0 model according to their computational cost, convergence rate, bias and mean squared error for data with and without contamination using Monte Carlo. We compare the performance of threshold selection techniques for parameter estimation, and we then apply these methods to actual data with corner reflectors.
This article unfolds as follows. Section II recalls G 0 distribution properties. Section III introduces the selected estimators. Section IV discusses the results obtained with simulations for contaminated and non contaminated data. Section V shows applications to actual data. Finally, Section VI discusses remarks and presents conclusions. The density probability function of the G 0 distribution for intensity data is given by
where −α, γ, z > 0 and L ≥ 1. We are interested in the noisiest case, which corresponds to L = 1, called the single look case. The probability density function becomes:
The r-order moments for the single look case are
if α < −r and infinite otherwise. The Generalized Pareto Type II Distribution (GPD), GP II (µ, σ, β) has probability density function given by:
so the G 0 (α, γ, 1) distribution is a particular case of this distribution for µ = 0, σ = γ and β = −α. We take advantage of this observation.
Every distribution can be characterized by its moments and by its Probability-Weighted Moments (PWM) [13] , defined as
where F (z) = Pr(Z ≤ z) is the cumulative distribution function (CDF) and p, r, s ∈ R. In the special case p = 1 and r = 0 under the G 0 distribution, one has
Gambini et al. [3] proved several properties of the G 0 distribution, among them that it varies slowly at infinite, its heavytailedness with tail index 1 − α, and that it is prone to produce outliers [14] .
III. PARAMETER ESTIMATION METHODS: STATE OF ART
In this section we review the following estimation methods: Maximum Likelihood, Penalized Maximum Likelihood, Moments (based on the first and second), Penalized Weighted Moments, Likelihood Moments, Median, Minimum Power Diversity Divergence, Maximum Goodness of Fit, and their variants.
Given the sample z = (z 1 , . . . , z n ) of independent and identically distributed random variables with common distri-
where Ψ 0 (t) = d ln Γ(t)/dt is the digamma function. Among others, Grimshaw [15] studied the properties of the MLE under the GPD model. It is asymptotically consistent, efficient and normal, but in many cases it has not an explicit solution and it diverges for small samples. Then, numerical techniques are required.
With the purpose of reaching convergence for small samples, Coles and Dixon [16] proposed maximizing the log-likelihood minus a penalization function, for instance exp{η/(η − 1)}, η ∈ (0, 1). For large sample sizes, MPLE inherits optimal properties from MLE, avoiding MLE limitations in small ones.
From (3), the MOM estimator is
where z and s 2 denote sample mean and variance, respectively. Hosking and Wallis [17] discussed some properties of MOM and Probability Weighted Moment (PWM) estimators for the GPD distribution. They compared the performace of MOM, MLE and PWM and observed that MOM is asymptotically normal but also that it frequently does not converge and sensitive to outliers. They showed that PWM is an alternative to ordinary moments with advantages for small sample sizes but with low asymptotic efficiency. The PWM expression is
.
n−i n−1 z i . Zhang [18] proposed the Likelihood Moment Estimator (LME) by combining MLE and MOM techniques. The solution always exists, is efficient and asymptotically normal.
Peng and Welsh [19] proposed the Median Estimator (MED), as a robust alternative, by solving an equation that equals the sample and population likelihood score medians. It has robustness because of its bounded influence function, and it is asymptotically normal, but in many cases it does not have good performance [20] being, thus, only advisable under the presence of outliers.
The Minimum Power Density Divergence (MDPD) estimator is another robust alternative. It has bounded influence function and is indexed by a positive constant ω which controls the trade-off between efficiency and robustness: MDPD becomes MLE when ω = 0. Juarez and Schucany [20] proved that MLE is the most efficient for non contaminated data but MDPD outperforms it under contamination.
Luceño [21] proposed maximizing the Maximum Goodness of Fit (MGF) estimator. They showed its consistency and asymptotic efficiency. This method allows the use of several goodness of fit statistics; in this work we evaluate the The Generalized Pareto Distribution (GPD) is the limiting law of normalized excesses over a thereshold [22] . Thus, the choice of threshold is crucial for accurate estimation. We assessed the performance of the aforementioned estimators with the following threshold selection methods: (a) u 0 which considers the whole sample, (b) u q10 which uses the 90 % largest values, (c) u q20 which considers the 80 % largest values, (d) u Hill which is based on the Hill plot, and (e) u AD which is an automated threshold selection based on the p-values of the AD goodness of fit test.
In order to decide the most suitable threshold for each estimator, we generated 1000 samples of sizes 25, 49 and 81, for all combinations of α ∈ {−8, −5, −2} and γ ∈ {0.1, 1, 10}. We conclude that u q10 is the best threshold for n = 49, for MDPD and MLE. In the other cases, u 0 is better.
IV. SIMULATION EXPERIMENTS AND RESULTS
In this section we compare the following estimation methods: ADR, MDPD, MPLE, LME, MLE and PWMB by their mean squared error (MSE), convergence rate, bias and computational time, for non contaminated and contaminated data.
A. Non contaminated data
We consider 1000 samples from the G 0 (α, γ, 1) distribution, of sizes 25, 49, 81, 121, 500 without contamination combining the parameter values α ∈ {−8, −5, −2} and γ ∈ {0.1, 1, 10, 100}. Samples were obtained following the guidelines presented in Ref. [23] .
We compute the estimates using the six methods mentioned above, and then we assess them by analyzing computational cost, convergence rate, bias and mean squared error.
The plots in Figure 2 show the convergence rate for α = −2. For small samples, the best convergence rate was observed for ADR, but its performance is not acceptable for large samples. Except for MPLE, the rest of the considered estimators reach good convergence rate in large samples and an adequate one in small samples. Figure 3(a) shows the bias for α = −8 (blue line). We note that the bias is greater than 2 in small sample sizes for all estimators. It can be seen that the best accuracy was achieved by MPLE and in some cases by LME, meanwhile all estimators achieve a good accuracy in sample sizes larger than 121. Figure 3(b) illustrates the MSE for α = −5. The performance is similar for all the candidates, but we point that MDPD and ADR have erratic performance in some cases and that LME and PWM mark superiority for almost all cases. Figure 4 shows the time consumed in milliseconds by each method for 1000 samples of size 500 for all parameter combinations. The multiple comparisons of Tukey HSD test point out that PWM method is better than the others with respect to the computational time.
B. Contaminated Data
Extremely high values may appear in SAR imagery due to the double bounce effect, e.g. in the presence of corner reflectors. Such outliers may cause gross errors in the parameter estimation of the background. We generated contaminated random samples in order to assess the estimators under this kind of contamination.
We describe the occurrence of contamination with a Bernoulli random variable B with probability of success 0 < 1. Let C ∈ R + be a large value. The random variable Z = BC + (1 − B)W is our model for the return of the background W ∼ G 0 (α, γ, 1) under contamination. As a way of measuring the impact of this contamination, we constructed stylized empirical influence functions (SEIFs) [11] for samples of sizes n ∈ {25, 49, 81, 121}, for each estimator considering all parameter combinations. Figure 5 shows such functions for α = −5 and γ = 100. With this, the expected value of the uncontaminated background is 25; the abscissas span from 25 to 1000.
The smaller the SEIF is, the better the performance of the estimator is before contamination. MPLE and LME outperform the other estimators, except for the robust MDPD, specially for large contamination values.V. ACTUAL SAR DATA Fig. 6(a) shows the intensity single-look L-band HH polarization E-SAR image with a corner reflector used to compute the estimates. Fig. 6(a) shows the regions used for estimating the texture. The estimates are presented in Fig. 7 , and their values along with the sample sizes are showed in Table I . The black dashed line is the true value of α, as informed in [3] . For samples of size greater than 600, estimations are near the true value for all the techniques, although MDPD is the most biased.
(a) Single-look E-SAR image with a corner reflector.
(b) Regions of interest used to compute the estimates of the texture parameter. Fig. 6 . Single-look E-SAR image with a corner reflector, used to estimate the α-parameter (6(a)). Ten Regions of interest of different sizes used to estimate the texture parameter (6(b)).
VI. FINAL REMARKS
In this article, we compared six parameter estimation methods with and without contamination. We evaluate MSE, convergence rate, bias and computational time.
We concluded that
• ADR method has the highest computational cost and the lowest convergence rate, for large samples.
• ADR has good convergence rate for small samples. 
TABLE I TEXTURE PARAMETER ESTIMATIONS FOR THE REGIONS OF FIGURE 6(B).
Sample size MLE MPLE LME PWM MDPD
