Abstract-Nature is there since millenniums. Natural elements have withstood harsh complexities since years and have proved their efficiency in tackling them. This aspect has inspired many researchers to design algorithms based on phenomena in the natural world since the last couple of decades. Such algorithms are known as natural computing algorithms or nature inspired algorithms. These algorithms have established their ability to solve a large number of real-world complex problems by providing optimal solutions within the reasonable time duration. This paper presents an investigation by assessing the performance of some of the well-known natural computing algorithms with their variations. These algorithms include Genetic Algorithms, Ant Colony Optimization, River Formation Dynamics, Firefly Algorithm and Cuckoo Search. The Traveling Salesman Problem is used here as a test bed problem for performance evaluation of these algorithms. It is a kind of combinatorial optimization problem and known as one the most famous NP-Hard problems. It is simple and easy to understand, but at the same time, very difficult to find the optimal solution in a reasonable time -particularly with the increase in a number of cities. The source code for the above natural computing algorithms is developed in MATLAB R2015b and applied on several TSP instances given in TSPLIB library. Results obtained are analyzed based on various criteria such as tour length, required iterations, convergence time and quality of solutions. Conclusions derived from this analysis help to establish the superiority of Firefly Algorithms over the other algorithms in comparative terms.
I. INTRODUCTION
Nature is the best teacher. It has successfully provided extraordinary solutions to a large number of real-world complex problems by applying very simple approaches in systematic manners. This has attracted many researchers to mimic the nature in technology. As a result, natural computing has come up as a new era in the field of computing encompassing a broad range of applications. In the recent years, natural computing has established itself as an eminent force in finding promising solutions for complicated real world problems.
Natural computing algorithms are computer algorithms whose design draws inspiration from phenomena in the natural world [1] . These algorithms are also referred as nature-inspired algorithms, bio-inspired algorithms or clever algorithms. Two prime aspects of any natural computing algorithm are: exploration and exploitation [2] . Exploration refers to generating diverse solutions to explore search space as broadly as possible. It helps to avoid local minima. Exploitation refers to improving the quality of generated solutions by applying local search or other means. It strives to find the best solution. Natural computing algorithms work in an iterative manner by exploring and exploiting search space iteration by iteration to find optimal solutions.
The success of natural computing algorithms and their acceptance among researchers is mainly due to four factors as described in [3] . These algorithms are simple as they use simple concepts derived from nature. They are flexible and can be applied to different problems without major structural changes in the algorithm. They use derivation-free mechanisms and have abilities to avoid local optima (or, minima) . These features provide them superiority over traditional algorithms such as exact methods involving logical or mathematical programming.
Contrast to this, according to No Free Lunch (NFL) theorem [4] , no single natural computing algorithm is best suited for solving all optimization problems. This has pushed researchers to develop new algorithms as well as to enhance existing algorithms. As a result, a number of various natural computing algorithms and their variations have been developed over the last couple of decades. These algorithms are summarized in next section.
This paper concentrates on some of the well known natural computing algorithms along with their variations such as Genetic Algorithm (GA), Ant Colony Optimization (ACO), River Formation Dynamics (RFD), Firefly Algorithm (FA) and Cuckoo Search (CS). The performance of these algorithms is investigated by applying them to the Traveling Salesman Problem (TSP) which belongs to the class of NP-hard problems.
The remainder of this paper is organized as follows: Section II summarizes natural computing algorithms. Section III discusses the Traveling Salesman Problem along with its mathematical definition and associated complexity. Section IV describes various natural computing algorithms and their adaptations to solve TSP. Section V presents the detailed results of experiments conducted on a set of benchmark TSP instances given in TSPLIB library [5] . Finally, section VI provides conclusions based on comparative analysis of various algorithms.
II. SUMMARY OF NATURAL COMPUTING ALGORITHMS
This section summarizes various natural computing algorithms as given in table 1. Various algorithms are listed along with their abbreviations, inspirational natural phenomena, names of researchers and year of publication.
An honest attempt has been made in this section to provide state-of-the-art sum-up information on natural computing algorithms. This summary is aimed to provide readers a comprehensive list of all natural computing algorithms, developed in as early as the 1970s to recent ones, and to inspire them for further research. [71] , [72] . Continuous optimization problems contain variables that can take on real values, such as, solving polynomial equations. In contrast to this, discrete optimization problems, also known as combinatorial optimization problems, contain variables that can take on integer values, such as, the Traveling Salesman Problem.
The Traveling Salesman Problem (TSP) [73] - [75] is one of the most widely studied problems in the arena of discrete combinatorial optimization problems. The basic concept of the TSP is to find a closed tour of a given number of cities, visiting each city exactly once and returning to the starting city, by minimizing the length of the tour.
In mathematical terms, the TSP can be defined as:
, where V is a set of cities and E is a set of edges between cities, -find the tour of all cities that has the minimum total cost, or in other words, -minimize ( ) ∑ i i 1 where n is a total number of cities and w i,i+1 represents distance between city i and its next city in a tour.
With the increase in problem size (number of cities), the total number of possible tours increases exponentially in terms of n! This complexity brings the TSP under the category of an NP-hard combinatorial optimization problem and makes it infeasible to find optimal solution using traditional methods.
The TSP can be either Symmetric or Asymmetric. In the Symmetric TSP, the distance between any two cities is same from either side, while in Asymmetric TSP, this distance is not same. As the back and forth tours are same for the Symmetric TSP, a total number of tours can be given by (n-1)! / 2.
The positive point of the TSP is its simplicity and easiness in understanding. This prevents the behavior of the algorithm, used to solve the TSP, from being obscured by too many technicalities. Due to this reason, the TSP is used as the test-bed problem in this paper to assess the performance of algorithms discussed later.
IV. NATURAL COMPUTING AND TSP
Careful examination of the natural computing algorithms shows that most of them, particularly recently developed ones, are more inclined towards continuous optimization problems. There are mainly two reasons behind this. First, it is relatively easy to solve continuous optimization problems. Second, it is also easy to map continuous optimization problems with natural phenomena. In contrast to this, discrete or combinatorial optimization problems are difficult to solve and same applies to their mapping with natural phenomena.
In this section, five different natural computing algorithms are described along with their pseudo code, adaptation to solve the TSP and parameters used.
A. Genetic Algorithm
Genetic Algorithm (GA), proposed and explored in [6] - [8] , has been inspired by Darwin's theory of evolution, mimicking the process of natural selection for survival of the fittest individual. GA is a populationbased natural computing algorithm that applies various operators such as Selection, Crossover and Mutation to solutions in a population to generate next generation. Three important points to be considered while applying GA to solve any problem are: First, a probable solution must be represented in such a way that it can be encoded on a GA chromosome. Second, each solution must have some fitness function to evaluate it. Third, various operators and parameters must be determined. Important parameters affecting the performance of GA are population size, crossover rate, mutation rate and a number of generation.
 Pseudo code:
Initialize the Population 2. Evaluate the Population 3. While (Termination Criteria not Met) a. Apply Selection b. Apply Crossover c. Apply Mutation d. Update and Evaluate Population
A population is a set of solutions (chromosomes). Random solutions are generated to initialize a population according to given population size. Each solution is evaluated based on an assigned fitness value. Termination criteria can be predefined a number of generations, maximum allowed time duration or stagnations in the result.
Selection is used to replace worse solutions with better solutions. Crossover is used to generate new offspring by combining genes of selected solutions. Mutation is used to generate new offspring by randomly changing genes of an individual solution. Each solution in a population is evaluated. This process continues until some convergence criterion meets.
Different mechanisms used for selection, crossover and mutation have been explained in [76] . According to it, popular selection mechanisms are -truncation selection, tournament selection, reward based selection, roulette wheel selection (fitness proportionate selection) and rank selection. Popular crossover mechanisms are -k-point crossover, uniform crossover, uniform order-based crossover, order-based crossover, partially matched crossover (PMX) and cycle crossover (CX). Common mutation mechanisms are bit-flip and swap genes.
 Adapting GA to TSP:
GA has been adapted to solve random TSP in [77] . Similar to that approach, a solution (or, tour) is encoded as a random permutation for cities starting from 1 to N. Tour length is considered as a fitness value and GA Copyright © 2017 MECS I.J. Intelligent Systems and Applications, 2017, 1, 46-59 attempts to minimize the tour length in each generation. Tournament selection is used as a selection operator which selects and duplicates better tour between two randomly selected tours. Partially matched crossover is used as a crossover operator as given in [76] . Mutation operator flips cities between randomly selected two points in a tour. Generated tours are evaluated against their tour lengths and the population is updated. This process continues until stagnation occurs in the best tour of the population.
 Parameters Used:
Total number of cities = N, population size = 64, crossover rate = 1.0, mutation rate = 0.4, stagnation counter = N.
B. Ant Colony Optimization
Ant Colony Optimization (ACO), proposed in [12] and explored in [78] , has been inspired by the foraging behavior of real ants. Ants possess natural ability to find the shortest tour between the food source and their nest. Ants deposit a fixed amount of pheromone while Traveling from their nest to food source and vice versa. Initially, they move randomly. An ant having shorter tour will return earlier increasing pheromone value on that tour. Other ants will prefer a tour with higher pheromone value to travel. This results in more and more ants following shorter tour further increasing pheromone value on that tour. In contrast to this, longer tours possess less movement of ants comparatively and so less pheromone value. Also, the pheromone evaporates by a certain amount at a fixed stable rate. These results in the elimination of longer tours after some time and all ants follow the shortest possible tour.
This behavior of ants is modeled mathematically in ACO. This algorithm progresses in an iterative manner. With each iteration, all ants construct their own tourinitially randomly or based on some heuristic value, and later, based on pheromone values on available tours in combination with heuristic values. New pheromone is deposited on tours found by each ant. Also, some pheromone is evaporated from each possible tour. This process continues until convergence occurs, or in other words, all ants follow single tour -probably the shortest one.
In ACO, the pheromone is deposited on tours found by each ant in inverse proportions to their tour length, i.e. depositing more pheromone on better tours and vice versa. In Elitist ACO [78] , an extra amount of pheromone is deposited on best tour to increase the chance of selecting that tour by ants in next iteration. The modified Elitist ACO, which is implemented here, deposits pheromone only on the best tour. This results in a faster convergence of the solutions. All problems need to be converted to graphs to apply ACO. If a problem fulfills this criterion, the given algorithm starts with initializing various parameters such as a total number of ants (M), pheromone matrix (τ) heuristic information matrix (η) evaporation rate (ρ), α and β. Generally, M is kept same as that of a total number of nodes. Each ant is put on the randomly selected node (or city, in the case of TSP).
After initialization, iterative process of algorithm starts. Each ant constructs its own tour (or solution). Once all ants construct their tours, these tours are evaluated according to their fitness function to find the best tour. In next step, the pheromone is updated by evaporating it from all tours and depositing it on the best tour. This process continues until stagnation occurs in the best tour or some other criteria such as predefined maximum iterations or time duration meets.
 Adapting modified Elitist ACO to TSP:
The TSP can be easily considered as a graph having each city as a node and a path between two cities as an arc (or edge) between two nodes. To apply modified Elitist ACO to TSP, various parameters are initialized. Pheromone matrix (τ) is initially given unique constant value. During the iterative process of the algorithm, ants construct their own tour. A probabilistic mechanism is used to select next city to be visited from the current city by each ant. Suppose an ant k is currently on city i. It selects next city j to visit based on the probability given by
Where, and represents pheromone value and inverse distance between city i and city j respectively. α and β are constant parameters used to control the relative importance of the pheromone values (τ) and the heuristic information (η). As in symmetric TSP any city can be visited from a given city, equation (1) is modified from that of given in [79] , [80] . A roulette wheel selection is applied to determine city j based on available probabilities.
Once all ants construct their tours, these tours are evaluated in terms of tour length to find the best tour. In next step, the pheromone is updated by evaporating it from all tours and depositing on the best tour. Pheromone evaporation is performed according to the following equation.
where ρ is the evaporation rate. 
where C is the length of the best tour. This process continues until stagnation occurs in the best tour.
 Parameters Used:
Total number of cities = N, total number of Ants = N, α = 1.0 β = 5.0 ρ = 0.5 stagnation counter = 50.
C. River Formation Dynamics
River Formation Dynamics (RFD), introduced in [31] , is inspired based on how rivers are formed in nature. Water drops, constitutional elements of the river, flow down to the sea and transform the landscape. Drops erode the ground and decrease altitude while traversing high decreasing gradients. They also deposit carried sediments and increase altitude in flatter areas. Based on decrease or increase in altitudes of nodes, gradients are modified affecting movement of subsequent drops. In this way, decreasing gradients are formed. They represent the path from the source to the sea in the form of a river. These paths model the solutions for the problem under consideration.
Initialize Drops 2. Initialize Nodes 3. While (Termination Criteria not Met) a. Move Drops b. Erode Nodes c. Deposit Sediments d. Analyze Paths
Similar to ACO, all problems need to be converted to graphs to apply RFD. Mathematical model for the RFD has been elaborated in [31] , [32] , [81] . This algorithm begins by depositing all drops in the initial node. In next step, all nodes of the graph are initialized by assigning them certain altitudes. A destination node is assigned altitude zero. This node represents a sea. The altitude of all other nodes is set to some equal positive value.
After initialization, iterative process of algorithm starts. Drops are moved based on the altitude difference and distance between two nodes. Based on the movement of drops, nodes are eroded and sediments are deposited. The resultant paths are evaluated in terms of the fitness function. This process continues until stagnation occurs in the best solution, i.e. all drops follow the same path, or some other criteria such as predefined maximum iterations or time duration meet.
Generally, drops move from higher altitude to lower one only. A variation of RFD, called Symmetric RFD (sRFD), is proposed and used in this paper. In symmetric RFD, drops are allowed to move in any direction.
 Adapting Symmetric RFD to TSP:
Adapting RFD to TSP is given in [81] , [82] . A TSP is modeled as a graph having each city as a node and a path between two cities as an arc (or edge) between two nodes. RFD is adapted here with some improvements.
Instead of depositing all drops to a single node, drops are deposited to randomly selected nodes to explore the entire search space in a fair manner.
All nodes are assigned same unique altitudes values. They are also eroded initially based on the distance between two nodes as given by the following equation.
(4) (5)
A probabilistic mechanism selects next node to be visited from the current node by each drop based on the decreasing gradient as given by the following equation. Erosion during movement of drops is directly proportional to decreasing gradient. Movement across nodes with high decreasing gradient cause more erosion and vice versa.
Continuous erosion may result in almost zero altitudes for all nodes after some iteration. To avoid this, the altitude of all nodes is slightly increased by depositing sediments after erosion process completes. The amount of sediment to be deposited is considered as average erosion across all nodes.
After updating altitudes, constructed paths by each drop are analyzed in terms of tour length to determine the best tour. This process continues until stagnation occurs in the best tour.
 Parameters Used:
Total number of cities = N, total number of Drops = N, stagnation counter = N.
D. Firefly Algorithm
Firefly algorithm (FA), introduced in [41] and explored in [83] , is inspired based on flashing behavior of fireflies. In formulating FA, three assumptions have been made: First, a firefly is unisexual and can be attracted by any other fireflies regardless of their sex. Second, attractiveness depends on their brightness and varies with distance. Less bright firefly is attracted by brighter one and so moves towards it. A firefly can move randomly if there is no other brighter firefly available. Third, the landscape of the objective function determines the brightness of a firefly. This algorithm models the quality of solution as a brightness of the firefly. A firefly with maximum brightness represents the best solution. Each firefly represents one potential solution. A population is a set of solutions and initialized with randomly generated solutions. Each solution is evaluated against its fitness function and light intensity (or brightness) is assigned to each firefly based on the fitness value -better the fitness, better the brightness. Termination criteria for an iterative process can be predefined a number of generations, maximum allowed time duration or stagnations in the result.
In each iteration, a firefly is moved towards another firefly based on its attractiveness. A firefly's attractiveness is proportional to light intensity seen by other fireflies and can be given by (7) where β 0 is the attractiveness at the origin, r is the distance between two fireflies and γ is a fixed light absorption coefficient. β 0 is determined based on the fitness function.
Once movement of fireflies completes, they are evaluated and assigned ranks to determine the best firefly. Light intensity, β 0 , is updated based on fitness values for each firefly. At the end, best firefly is allowed to move randomly to explore the search space. This process continues until some termination criteria occur.
A variation of FA, called improved FA (iFA), is proposed and used in this paper. Instead of only best firefly, this variation allows a fraction of better fireflies to move randomly.
 Adapting Improved FA to TSP:
FA has been adapted to solve TSP in [84] , [85] . A solution (or, tour) is encoded as a random permutation for cities. Each firefly represents a single tour. A population is initialized with such randomly generated tours. The fitness of each tour is evaluated in terms of tour length. Light intensity, β 0 , for each firefly is assigned as given by the following equation. (8) The movement of a firefly has been improved by allowing it to move towards only the best firefly in this paper. Number of steps taken for such movement is randomly selected between 2 and d ij as given by,
where, d ij is the hamming distance between two tours. During each step, firefly moves towards best firefly, i.e. best tour, using inversion mutation, improving its solution quality. After moving fireflies, each tour is evaluated and light intensities of fireflies are updated. In addition, this adaptation allows top 20% fireflies to move randomly rather than a single best one as suggested in original algorithm. This helps to explore the search space in a better way as well as avoids local minima.
This process continues until stagnation occurs in the best tour.
 Parameters Used:
A total number of cities = N, a total number of fireflies = either 10 or N/4, whichever is maximum, stagnation counter = N.
E. Cuckoo Search
Cuckoo Search (CS), given in [45] , [46] , is inspired by breeding behavior of cuckoo -laying color-pattern mimicked eggs in nests of other birds. In formulating CS, three main rules are idealized. First, each cuckoo lays one egg at a time and dumps it in a randomly chosen nest. The number of available host nests is fixed. Each nest (or egg) represents one potential solution. Second, the better nests with high-quality eggs will continue to next generation. Third, the host bird discovers an egg, laid by a Cuckoo, with a probability of P a ϵ (0, 1) from some set of worst nests. In this case, the host bird can either throw away this alien egg or simply abandon the nest and build a new nest. Algorithm begins with initialization of a population with randomly generated solutions. Each solution is a nest (or an egg) and is evaluated against its fitness function to find out the best nest. Termination criteria for an iterative process can be predefined a number of generations, maximum allowed time duration or stagnations in the result.
In each iteration, new solutions are generated by applying random walk or levy flights to the best solution. If these solutions are better than randomly chosen solutions from the population, later ones are replaced. In proportion to given P a , worse nests are abandoned and replaced with randomly generated solutions. The entire population is evaluated again to find out the best solution. This process continues until termination criteria meet. CS has been adapted to solve spherical TSP in [86] . Similar to TSP, another problem is PCB Holes Drilling. CS has been adapted to solve this problem in [87] .
To represent a random tour, as given in [87] , a vector of random values between 0 and 1 is generated. After this, in iterative process, a new solution is generated using equation, (10) where α is a constant value and rand represents random values between -1 and 1.
If the new nest has a better tour, i.e. with shorter tour length, compared to randomly chosen nest from the population, the later one is replaced with a new nest.
From entire population, 20% worse nests are abandoned and replaced with the randomly generated tour as given by the following equation. (11) At the end of each iteration, the entire population is evaluated to determine the best solution. This process continues until stagnation occurs in the best tour.
 Parameters Used:
Total number of cities = N, total number of nests = N, α = 0.1, percentage of abandon (P a ) = 0.2, stagnation counter = N.
V. RESULTS AND DISCUSSION
Various natural computing algorithms -GA, modified elitist ACO, symmetric RFD, improved FA and CShave been applied to 8 different TSP instances given in TSPLIB [5] named burma14, ulysses22, eil51, eil76, kroa100, bier127, kroa150, and kroa200. The number in the instance identifier is the problem size in terms of a total number of cities, for example, burma14 has 14 cities. For a stopping criterion, stagnation in the best tour has been used. Derived results have been averaged over 10 different runs. Algorithms have been implemented using MATLAB R2015b and executed on a system with Windows 7 as an operating system. The performance of algorithms has been compared using five different parameters -best tour length, perfective error, precision error, the number of iterations and time required -as discussed below. Table 7 represents best tour lengths obtained by different algorithms along with optimal tour length as given in [88] . Numbers in bold fonts are best results for a given TSP instance, while, numbers in italic fonts are second best results.
 Best Tour Length
This table shows that modified Elitist ACO performs well when problem size is smaller. But with an increase in a number of cities, FA and CS outperform all other algorithms.
 Perfective Error
Perfective error stands for the difference between optimal tour length and best tour length obtained by an algorithm. Mathematically it can be calculated as, (12) Table 8 represents the perfective error. Results establish the superiority of CS over other algorithms. Also, note that negative error for the TSP instance ulysses22 shows that our algorithms have furnished better results compared to optimal results given in [88] . 
 Precision Error
Precision error reflects the failure of an algorithm in providing consistent results. It stands for the difference between best and worst tour lengths in the context of average tour length. Mathematically it can be calculated as, (13) Table 10 represents a number of iterations taken by each algorithm to solve the TSP. These iteration values are obtained by subtracting stagnation counter from the total iterations. For example, if stagnation counter is 100 and total iterations are 280, then actual iterations taken to reach to the best solution are 280-100+1 = 181.
These results show that required iterations increase with an increase in problem size for each of the algorithms. Also, it can be observed that modified Elitism approach helps ACO to reduce required number of iterations drastically.  Time Required Table 11 represents the time required by each algorithm to solve the TSP. The required time is counted only till the best solution appears first time, avoiding the time spent for stagnation period. Required time duration increases with increase in problem size for each of the algorithms.
Results also show that modified Elitism approach helps ACO to reduce required time duration drastically. But if tour length is also considered as solution quality, FA is proved superior. Best tours obtained for the TSP instance kroa200 by each of our algorithms are presented graphically in figures 1 to 5. VI. CONCLUSIONS This paper experimentally investigated the performance of five different natural computing algorithms. A summary of the natural computing algorithms, introduced as early in 1970 to as recently in 2016, presented. Five different algorithms -GA, ACO, RFD, FA and CS -implemented with slightly different approaches to solving TSP. GA applied tournament selection, partially matched crossover and flip as selection, crossover, and mutation operators respectively. ACO applied modified elitism approach. RFD allowed water drop to move in any direction. FA allowed top 20% fireflies to move randomly rather than single best one. CS applied real numbered sequence to represent a tour instead of permutation of integer numbers to allow arithmetic operations on solutions.
For smaller city instances all algorithms perform fairly. But with an increase in problem size, their performance degrades compared to FA and CS. Also required iterations and required time increases with increase in problem size. Modified elitist ACO is proved faster. But it fails to provide better solutions to larger problems. CS beats other algorithms with perfection but fails to provide precise results. FA takes less time to converge and provides good quality solutions irrespective of problem size in terms of best tour length, perfective error and precision error. This proves the superiority of FA over other algorithms.
