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Abstract
A tournament is an orientation of a complete graph, and in general a multipartite or c-partite
tournament is an orientation of a complete c-partite graph. A digraph D is cycle complementary if
there exist two vertex-disjoint directed cycles spanning the vertex set V (D) of D. In this paper
we prove that each regular c-partite tournament D of order |V (D)|¿ 6 with c¿ 3 is cycle
complementary, unless D is isomorphic to T7 or to D3;2, where T7 is a 3-regular tournament of
order 7, and D3;2 is a 2-regular 3-partite tournament such that there are exactly two vertices in
each partite set.
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1. Terminology
A c-partite or multipartite tournament is an orientation of a complete c-partite
graph. A tournament is a c-partite tournament with exactly c vertices. By a cycle
(path) we mean a directed cycle (directed path).
We shall assume that the reader is familiar with standard terminology on directed
graphs (see, e.g., [1]). In this paper all digraphs are :nite without loops or multiple
arcs. The vertex set and the arc set of a digraph D are denoted by V (D) and E(D),
respectively. If xy is an arc of a digraph D, then we write x→y and say x dominates y.
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If X and Y are two disjoint subsets of V (D) or subdigraphs of D such that every
vertex of X dominates every vertex of Y , then we say that X dominates Y , denoted
by X → Y . Furthermore, X  Y denotes the property that there is no arc from Y to
X . The number of arcs going from X to Y are denoted by d+(X; Y ).
The out-neighborhood N+D (x)=N
+(x) of a vertex x is the set of vertices dominated
by x, and the in-neighborhood N−D (x)=N
−(x) is the set of vertices dominating x. The
numbers d+D(x)=d
+(x)= |N+(x)| and d−D (x)=d−(x)= |N−(x)| are the outdegree and
indegree of x, respectively.
The global irregularity of a digraph D is de:ned by ig(D) = max{max(d+(x);
d−(x)) − min(d+(y); d−(y)) | x; y∈V (D)}, and the local irregularity by il(D) =
max |d+(x)− d−(x)| over all vertices x of D. If ig(D) = 0, then D is regular.
A cycle of length m is an m-cycle. A cycle in a digraph D is Hamiltonian if it
includes all the vertices of D. A cycle-factor of a digraph D is a spanning subdigraph
consisting of disjoint cycles. A cycle-factor with minimum number of cycles is called
a minimal cycle-factor. If x is a vertex of a cycle C, then the predecessor and the
successor of x on C are denoted by x− and x+, respectively.
For a vertex set X of D, we de:ne D[X ] as the subdigraph induced by X . A set
X ⊆ V (D) of vertices is independent if the induced subdigraph D[X ] has no arcs. The
independence number (D) =  is the maximum size among the independent sets of
vertices of D.
A digraph D is strongly connected or strong if, for each pair of vertices u and v,
there is a path from u to v in D. A digraph D with at least k+1 vertices is k-connected
if for any set A of at most k − 1 vertices, the subdigraph D − A obtained by deleting
A is strong. The connectivity of D, denoted by (D), is then de:ned to be the largest
value of k such that D is k-connected.
2. Introduction and preliminary results
A digraph D is cycle complementary if there exist two vertex-disjoint cycles C
and C′ such that V (D) = V (C) ∪ V (C′). The problem of complementary cycles in
tournaments was almost completely solved by Reid [9] in 1985 and by Song [12]
in 1993. They proved that every 2-connected tournament T on at least 8 vertices
has complementary cycles of length t and |V (T )| − t for all t ∈{3; 4; : : : ; |V (T )| − 3}.
Some years later, Guo and Volkmann [5,6] extended this result to locally semicomplete
digraphs. The more general problem of partitioning a highly connected tournament
into k vertex-disjoint cycles was posed by BollobEas (see [10]). Recently, Chen, Gould
and Li [3] proved that every k-connected tournament T with |V (T )|¿ 8k contains k
vertex-disjoint cycles spanning the vertex set.
The problem of complementary cycles in multipartite tournaments is much more
diFcult to analyze than in tournaments. The reason for this is the simple fact that strong
tournaments are Hamiltonian, however, this is not valid for multipartite tournaments
in general. For more information on multipartite tournaments we refer the reader to
Bang-Jensen and Gutin [1], Guo [4], Gutin [7], Volkmann [14], and Yeo [17].
The next two examples will show that not all regular multipartite tournaments are
cycle complementary.
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Fig. 1. The 3-regular tournament T7.
Fig. 2. The 2-regular 3-partite tournament D3;2.
Example 2.1 (Reid [9]). Let T7 be the 3-regular tournament presented in Fig. 1. Then
it is well known that T7 does not contain a 3-cycle C3 and a 4-cycle C4 such that
V (T7) = V (C3) ∪ V (C4).
Example 2.2. Let V1 = {x1; x2}, V2 = {y1; y2}, and V3 = {u1; u2} be the partite sets of
the 2-regular 3-partite tournament D3;2 presented in Fig. 2. Then it is a simple matter
to verify that D3;2 does not contain two complementary 3-cycles.
The following results on complementary cycles in regular multipartite tournaments
are known:
Theorem 2.3 (Song [11], Zhang and Song [19]). If B is a regular bipartite tourna-
ment with |V (B)|¿ 8, then B contains two complementary cycles.
Theorem 2.4 (Volkmann [15]). Let D be a regular c-partite tournament with c¿ 4
and |V (D)|¿ 6. Then D contains two complementary cycles, unless D is isomorphic
to T7.
In this paper we will show that all regular c-partite tournaments D with c¿ 3 and
|V (D)|¿ 6 are cycle complementary, unless D is isomorphic to T7 or to D3;2 (cf.
Examples 2.1 and 2.2). Because of Theorem 2.4, there remains to discuss only the
case of regular 3-partite tournaments.
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The following results play an important role in our investigations. We start with a
well-known fact about regular multipartite tournaments.
Lemma 2.5. If D is a regular c-partite tournament with the partite sets V1; V2; : : : ; Vc,
then (D) = |V1|= |V2|= · · ·= |Vc|.
Theorem 2.6 (Bondy [2]). Each strong c-partite tournament with c¿ 3 contains an
m-cycle for each m∈{3; 4; : : : ; c}.
Theorem 2.7 (Yeo [16]). Let D be a (
q=2 + 1)-connected multipartite tournament
such that (D)6 q. If D has cycle-factor, then D is Hamiltonian.
Theorem 2.8 (Yeo [16]). Let D be a multipartite tournament having a cycle-factor
but no Hamiltonian cycle. Then there exists a partite set V ∗ of D and an indexing
C1; C2; : : : ; Ct of the cycles of some minimal cycle-factor of D such that for all arcs
yx from Cj to C1 for 26 j6 t, it holds {y+; x−} ⊆ V ∗.
Theorem 2.9 (Yeo [17]). If D is a multipartite tournament, then
(D)¿
|V (D)| − (D)− 2il(D)
3
:
Lemma 2.10 (Yeo [18], Gutin and Yeo [8]). A digraph D has no cycle-factor if and
only if its vertex set V (D) can be partitioned into four subsets Y , Z , R1, and R2 such
that
R1  Y and (R1 ∪ Y ) R2;
where Y is an independent set and |Y |¿ |Z |.
3. Main results
Theorem 3.1. Let D be a regular 3-partite tournament with |V (D)|¿ 6. Then D
contains two complementary cycles of length 3 and |V (D)|−3, unless D is isomorphic
to D3;2.
Proof. If V ′1 ; V
′
2 ; V
′
3 are the partite sets of D, then Lemma 2.5 leads to |V ′1| = |V ′2| =
|V ′3|= (D). If we de:ne r= (D), then |V (D)|=3r and D is r-regular. According to
Theorem 2.9, we have
(D)¿
3r − r
3
¿ 1:
In view of Theorem 2.6, there exists a 3-cycle C3 in D. If we de:ne the 3-partite
tournament H by H = D − V (C3), then il(H)6 ig(H)6 2, |V (H)| = 3(r − 1), and
(H) = r − 1. Let V ′1 = {x1; x2; : : : ; xr}, V ′2 = {y1; y2; : : : ; yr}, V ′3 = {u1; u2; : : : ; ur} and,
without loss of generality, C3 = xryrurxr . Since D is r-regular, we see that r¿d+H (x),
d−H (x)¿ r − 2 for x∈V (H).
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Fig. 3.
Case 1: Let r = 2. If H is strong, then H is also a 3-cycle and we are done. If H
is not strong, then assume, without loss of generality, that x1 → {y1; u1}. If y1 → u1,
then u1 → {x2; y2} and {u2; y2} → x1. This implies x2 → y1 → u2, and thus, y2x1u1y2
and y1u2x2y1 are complementary 3-cycles in D. If u1 → y1, then y1 → {x2; u2} and
{u2; y2} → x1. This implies x2 → u1 → y2. Consequently, D is isomorphic to D3;2 in
Example 2.2.
Case 2: Let r=3. Assume that H is not strong. Then, because of d+H (x), d
−
H (x)¿ 1
for x∈V (H), H has two strong components D1 and D2 which are both 3-cycles
such that, without loss of generality, V (D1)  V (D2). If Di consists of the 3-cycle
C′i = xiyiuixi for i = 1; 2, then we deduce that V (D2)  V (C3)  V (D1). Hence D
contains the 3-cycle u1y2x3u1 and the complementary cycle y3u3x1y1u2x2y3. The cases
C′i = xiuiyixi for i = 1; 2 or C
′
1 = x1y1u1x1 and C
′
2 = x2u2y2x2, or C
′
1 = x1u1y1x1 and
C′2 = x2y2u2x2 are similar and are thus omitted.
In the remaining case that H is strong, we distinguish two further cases.
Subcase 2.1: Assume that H has a cycle-factor. If H has a Hamiltonian cycle, then
we are done. If not, then let C′1 and C
′
2 be a minimal cycle-factor with the properties
described in Theorem 2.8. Since H is strong and |V ∗| = 2, it follows from Theorem
2.8 that there is exactly one arc from the 3-cycle C′2 to the 3-cycle C
′
1.
Firstly, let C′i = xiyiuixi for i = 1; 2. If V
∗ = {u1; u2}, then in view of Theorem
2.8, C′1  C
′
2 with exception of the arc y2x1. Since D is 3-regular, we observe that
{x2; u2} C3  {y1; u1}.
If y2 → u3, then we conclude that u3 → x1 → y3. This yields the contradiction
d−(y3) = 4.
If u3 → y2, then we conclude that x1 → u3, y2 → x3, and y3 → x1. Hence, D has
the structure shown in Fig. 3.
Now we see immediately that D contains the complementary cycles x1u2y3x1 of
length 3 and u3y2x3y1u1x2u3 of length 6.
If V ∗ = {y1; y2} or V ∗ = {x1; x2}, then we arrive analogously to a contradiction or
to two desired complementary cycles.
Secondly, let C′1=x1u1y1x1 and C
′
2=x2y2u2x2 or C
′
1=x1y1u1x1 and C
′
2=x2u2y2x2. In
this case, Theorem 2.8 immediately shows that there is no arc from C′2 to C
′
1 possible,
a contradiction to (H)¿ 1.
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Thirdly, let C′1 = x1u1y1x1 and C
′
2 = x2u2y2x2. If V
∗ = {u1; u2}, then in view of
Theorem 2.8, C′1  C
′
2 with exception of the arc x2y1. Since D is 3-regular, we
observe that {y2; u2} C3  {x1; u1}.
If x2 → u3, then we conclude that y3 → x2. This yields the contradiction d+(y3)=4.
If u3 → x2, then we conclude that y1 → u3, x2 → y3, and x3 → y1. Now D has the
complementary cycles y1u2x3y1 and x1u1y2x2y3u3x1.
If V ∗ = {y1; y2} or V ∗ = {x1; x2}, then we arrive analogously to a contradiction or
to two desired complementary cycles.
Subcase 2.2: Assume that H has no cycle-factor. Then, with respect to Lemma
2.10, the vertex set V (H) can be partitioned into subsets Y; Z; R1; R2 such that R1  Y ,
(R1 ∪ Y )  R2, |Y |¿ |Z |, and Y is an independent set. Since (H) = 2, we see that
1=|Z |¡ |Y |=2, and thus, without loss of generality, Y={u1; u2}. We assume, without
loss of generality, that Z = {x1} and |R1|6 |R2|.
Subcase 2.2.1: Let 1= |R1|¡ |R2|=2 such that, without loss of generality, R1={y2}
and R2 = {x2; y1}. Because of 3¿d+H (x); d−H (x)¿ 1 for x∈V (H), we obtain x2 →
y1 → x1 → y2. Since D is 3-regular, we deduce that R2  V (C3)  y2, and thus,
u3 → x1. If we assume, without loss of generality, that x1 → u1, then D contains the
3-cycle C′3 = x1u1y1x1 and the complementary cycle y3u3x3y2u2x2y3.
Subcase 2.2.2: Let |R1|=0 and R2={x2; y1; y2} such that, without loss of generality,
x2 → y1. This implies x1 → {u1; u2}, y1 → {x1; x3; u3}, and V (C3)  {u1; u2}. If
y2 → x2, then x2 → u3, and thus, D contains the 3-cycle C′3 = x1u1y1x1 and the
complementary cycle u2y2x2u3x3y3u2. If x2 → y2, then y2 → x1. Hence, D contains
the 3-cycle C′3 = x1u1y2x1 and the complementary cycle u2x2y1u3x3y3u2.
Case 3: Let r = 4. According to Theorem 2.9, we have
(H)¿
|V (H)| − (H)− 2il(H)
3
¿
2
3
and thus, (H)¿ 1.
Subcase 3.1: Assume that (H) = 1. Let, without loss of generality, S = {x1} be a
separating set of H . Because of d+H (x); d
−
H (x)¿ 2 for x∈V (H), it is easy to see that
H − {x1} consists of exactly two strong components D1 and D2 such that |V (D1)| =
|V (D2)| = 4 and, without loss of generality, V (D1)  V (D2). Since x2; x3 ∈V (Di) or
y1; y2; y3 ∈V (Di) is impossible for i=1; 2, we assume, without loss of generality, that
V (D1) = {x2; y1; y2; u1} and V (D2) = {x3; y3; u2; u3}.
Subcase 3.1.1: Assume that {y1; y2} → x2 and x3 → {u2; u3}. This implies x2 →
u1 → {y1; y2}, {u2; u3} → y3 → x3, and V (D2)  x1  V (D1). This leads to the
Hamiltonian cycle x1y1x2u1y2u2y3x3u3x1 of H , and we are done.
Subcase 3.1.2: Assume that {y1; y2} → x2 and x3 → {u2; y3}. This implies x2 →
u1 → {y1; y2}, u2 → y3 → u3 → x3, and V (D2)  x1  V (D1). This leads to the
Hamiltonian cycle x1y1x2u1y2x3u2y3u3x1 of H , and we are done.
Subcase 3.1.3: Assume that {y1; u1} → x2 and x3 → {u2; u3}. This implies x2 →
y2 → u1 → y1, {u2; u3} → y3 → x3, and V (D2)  x1  V (D1). This leads to the
Hamiltonian cycle x1u1y1x2y2u2y3x3u3x1 of H , and we are done.
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Subcase 3.1.4: Assume that {y1; u1} → x2 and x3 → {u2; y3}. This implies x2 →
y2 → u1 → y1, u2 → y3 → u3 → x3, and V (D2)  x1  V (D1). This leads to the
Hamiltonian cycle x1u1y1x2y2x3u2y3u3x1 of H , and we are done.
Subcase 3.2: Assume that (H)¿ 2. If H has a cycle-factor, then, by Theorem 2.7,
H has a Hamiltonian cycle C9 and so V (D) = V (C3) ∪ V (C9).
Suppose now that H has no cycle-factor. Then, with respect to Lemma 2.10, the
vertex set V (H) can be partitioned into subsets Y; Z; R1; R2 such that R1  Y , (R1 ∪
Y )  R2, |Y |¿ |Z |, and Y is an independent set. Since (H)¿ 2 and (H) = 3, we
see that 2 = |Z |¡ |Y | = 3, and thus, without loss of generality, Y = {u1; u2; u3}. We
assume, without loss of generality, that |R1|6 |R2|. Because of d+H (x); d−H (x)¿ 2 for
x∈V (H), it is easy to see that |R1|= |R2|= 2 is impossible.
Subcase 3.2.1: Let |R1|=1. The case that Z contains vertices of two diMerent partite
sets is not possible. In the other case assume, without loss of generality, that Z={x1; x2}
and R1 = {y3}. This implies x3 → {y1; y2}, R2  Z → y3, and R2  V (C3)  y3.
Consequently, u4 → Z . If we assume, without loss of generality, that x1 → u1 and
x2 → u2, then D contains the 3-cycle C′3 = x2u2y2x2 and the complementary cycle
y4u4x1u1y1x4y3u3x3y4.
Subcase 3.2.2: Let |R1|=0. In the case that Z contains vertices of two diMerent partite
sets, we assume, without loss of generality, that Z = {x1; y1}. If we assume, without
loss of generality, that y2 → x2, then it follows that x2 → y3 → x3 → y2, R2  Z → Y ,
and R2  V (C3)  Y . Consequently, D contains the 3-cycle C′3 = x1u1y2x1 and the
complementary cycle u2x2y1u3y3x3u4x4y4u2.
In the remaining case we assume, without loss of generality, that Z = {x1; x2}. If we
assume, without loss of generality, that x3 → {y1; y2}, then it follows that {y1; y2} →
Z → Y , {y1; y2}  V (C3)  Y . If we assume, without loss of generality, that
y3 → x2, then D contains the 3-cycle C′3 = x2u3y3x2 and the complementary cycle
u1x3y1x1u2y2u4x4y4u1.
Case 4: Let r¿ 5 and assume that H has a cycle-factor. According to Theorem 2.9,
we have
(H)¿
|V (H)| − (H)− 2il(H)
3
¿
3(r − 1)− (r − 1)− 4
3
=
2r − 6
3
: (1)
Subcase 4.1: Let r = 5. Inequality (1) implies (H)¿ 2. If H has a Hamiltonian
cycle, then we are done. If not, then let C′1; C
′
2; : : : ; C
′
t be a minimal cycle-factor with
the properties described in Theorem 2.8. Because of |V ∗|= r − 1 = 4, it follows from
Theorem 2.8 that there are at most four arcs from H − V (C′1) to C′1. Furthermore, if
|V ∗ ∩ V (C′1)| = 1 or |V ∗ ∩ (V (H) − V (C′1))| = 1, then we arrive at the contradiction
(H)6 1. Since |V ∗|= 4, we deduce that |V ∗ ∩ V (C′1)|= 2.
If |V (C′1)|6 5, then it follows from Theorem 2.8 that d+H (w)¿ 6 for w∈V ∗∩V (C′1),
a contradiction to the 5-regularity of D.
If |V (C′1)|= 6 and C′1 induces a 3-partite tournament, then we obtain
∑
x∈V (C′1)
d+H (x) =
∑
x∈V (C′1)
d+D[V (C′1)](x) + d
+(C′1; H − V (C′1))¿ 11 + 24− 4 = 31;
262 L. Volkmann /Discrete Mathematics 281 (2004) 255–266
a contradiction to the 5-regularity of D. If |V (C′1)| = 6 and C′1 induces a bipartite
tournament, then we have∑
x∈V (C′1)
d+H (x) =
∑
x∈V (C′1)
d+D[V (C′1)](x) + d
+(C′1; H − V (C′1))¿ 8 + 32− 4 = 36;
a contradiction to the 5-regularity of D.
If |V (C′1)|¿ 7, then t=2 and |V (C′2)|6 5. Hence, it follows from Theorem 2.8 that
d−H (w)¿ 6 for w∈V ∗ ∩ V (C′2), a contradiction to the 5-regularity of D.
Subcase 4.2: Let r = 6. Inequality (1) implies (H)¿ 2. But the property d+H (x),
d−H (x)¿ 4 for x∈V (H) shows easily that (H)= 2 is not possible and thus, we have
(H)¿ 3. Consequently, by Theorem 2.7, H has a Hamiltonian cycle and we are done.
Subcase 4.3: Let r = 7. Inequality (1) implies (H)¿ 3. Suppose that there exists
a separating set S of H with |S| = 3. If D1; D2; : : : ; Dt are the strong components of
H − S such that Di  Dj for 16 i¡ j6 t, then assume, without loss of generality,
that |V (D1)|6 7. If D1 is 3-partite, then∑
x∈V (D1)
d−H (x) =
∑
x∈V (D1)
d−D1 (x) + d
+(S; D1)6 16 + 18 = 34;
a contradiction to d−H (x)¿ 5 for each x∈V (H). If D1 is bipartite, then∑
x∈V (D1)
d−H (x) =
∑
x∈V (D1)
d−D1 (x) + d
+(S; D1)6 12 + 21 = 33;
a contradiction to d−H (x)¿ 5 for each x∈V (H). Hence, (H)¿ 4 and, in view of
Theorem 2.7, we are done.
Subcase 4.4: Let r = 2s¿ 8 even. Inequality (1) implies easily
(H)¿
⌈
4s− 6
3
⌉
¿
⌊
2s− 1
2
⌋
+ 1 =
⌊
(H)
2
⌋
+ 1:
Thus, according to Theorem 2.7, H has a Hamiltonian cycle, and we are done.
Subcase 4.5: Let r = 9. Inequality (1) implies (H)¿ 4. Analogously to Subcase
4.3, one can show that (H)¿ 5. Again, Theorem 2.7 then leads to the desired result.
Subcase 4.6: Let r = 2s+ 1¿ 11 odd. Inequality (1) implies easily
(H)¿
⌈
4s− 4
3
⌉
¿ s+ 1 =
⌊
(H)
2
⌋
+ 1:
Consequently, by Theorem 2.7, H has a Hamiltonian cycle, and we are done.
Case 5: Let r¿ 5 and assume that H has no cycle-factor. Then, with respect to
Lemma 2.10, the vertex set V (H) can be partitioned into subsets Y; Z; R1; R2 such that
R1  Y , (R1 ∪ Y )  R2, |Y |¿ |Z |, and Y is an independent set. Since (H) = r − 1
and (1) implies (H)¿ (2r − 6)=3, we see that
2r − 6
3
6 |Z |¡ |Y |6 r − 1:
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We assume, without loss of generality, that Y ={u∗1 ; u∗2 ; : : : ; u∗|Y |} ⊂ V ′3 and |R1|6 |R2|.
Let
Z = {x1; x2; : : : ; xs} ∪ {y1; y2; : : : ; yn} ∪ {u1; u2; : : : ; um}
and
R1 = {x′1; x′2; : : : ; x′p} ∪ {y′1; y′2; : : : ; y′q} ∪ {u′1; u′2; : : : ; u′k}
such that x′i ∈V ′1, y′i ∈V ′2, and u′i ∈V ′3.
Subcase 5.1: Assume that |Z |=r−t6 r−3, and let R=R1. Because of d+H (x); d−H (x)¿
r − 2 for x∈V (H), it follows that
|R|(r − 2)6
∑
v∈R
d−H (v)6
∑
v∈R
d−D[R](v) + |R|(r − t):
The last inequality and the well-known Theorem of TurEan [13] yield
|R|2
3
¿
∑
v∈R
d−D[R](v)¿ |R|(t − 2):
Thus, we deduce that |R|¿ 3t − 6¿ 3. Because of
3r − 3 = |Z |+ |Y |+ |R|+ |R2|¿ 2r − 2t + 1 + 2|R|;
it follows that 6t − 126 2|R|6 r + 2t − 4, and thus 4t6 r + 8. This implies
3t − 86 |R| − 26 r
2
+ t − 46 r − t = |Z |:
Furthermore, |Y |¿ |Z | yields k + m6 t − 2.
Now we will prove that∑
v∈R
d−H (v)6 |R|(r − t) + (t − 2)(|R| − t + 2): (2)
We assume, without loss of generality, that Z  R. In the :rst step we will show that∑
v∈R d
−
H (v) is maximal when D[R] is exactly bipartite and Z consists of vertices of
the remaining partite set. Suppose that D[R] is exactly 3-partite. Since k+m6 t−2, we
see that m6 t−3. Hence, the inequality |Z |= r− t¿ 3t−8 implies max{s; n; m}¿m.
We assume, without loss of generality, that max{s; n; m} = s. If n¿ 1 or m¿ 1, say
n¿ 1, then let Z ′ = (Z − {y1}) ∪ {x′1} and R′ = (R− {x′1}) ∪ {y1}. This leads to∑
v∈R′
d−H (v)−
∑
v∈R
d−H (v) = k(q+ 1) + k(p− 1) + (p− 1)(q+ 1)
+(s+ 1)(q+ k + 1) + (n− 1)(k + p− 1) + m(p+ q)
−[kq+ kp+ pq+ s(q+ k) + n(p+ k) + m(p+ q)]
= s− n+ 1¿ 1:
If we continue this process in the case n+m¿p, we arrive that D[R] is bipartite and∑
v∈R d
−
H (v) is increasing. In the case n+m¿p, the term
∑
v∈R d
−
H (v) is furthermore
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increasing, if we replace the n+ m− p vertices from (V ′2 ∪ V ′3) ∩ Z by vertices from
V ′1 − Z . In the case n+m¡p, we repeat the process p− n−m times, and we arrive
at Z ⊂ V ′1. Because of |R|−26 |Z |, we see that
∑
v∈R d
−
H (v) does not decrease, if we
replace the p− n−m vertices from V ′1 ∩R by vertices from (V ′2 ∪V ′3)−R. Altogether,
we have shown that∑
v∈R
d−H (v)6 |R|(r − t) + i(|R| − i); (3)
where i= |R∩V ′3|. Since |R|¿ 3t−6 and i= |R∩V ′3|6 t−2, the right side of inequality
(3) assumes its maximum value at i = t − 2 and thus (2) is proved. Combining (2)
with d−H (x)¿ r − 2 for x∈V (H), we deduce that
|R|(r − 2)6
∑
v∈R
d−H (v)6 |R|(r − t) + (t − 2)(|R| − t + 2):
Since t¿ 3, this leads to the contradiction (t − 2)|R|6 (t − 2)(|R| − t + 2).
Subcase 5.2: Assume that |Z | = r − 2 and that Z consists of two partite sets, say
Z = {x1; x2; : : : ; xs} ∪ {y1; y2; : : : ; yn} with s¿ n¿ 1. This implies |Y |= r − 1 and thus
Y = V ′3. If R2 = {x′1; x′2; : : : ; x′p} ∪ {y′1; y′2; : : : ; y′q} such that x′i ∈V ′1 and y′i ∈V ′2, then
36 |R2|6 r. If p= 0, then we obtain the contradiction d+H (y′1)6 s¡ r − 2. If p¿ 1
and n¿ 2, then let Z ′=(Z −{y1})∪{x′1} and R′=(R−{x′1})∪{y1}, and we assume,
without loss of generality, that Z  R. This leads to∑
v∈R′2
d+H (v)−
∑
v∈R2
d+H (v) = (p− 1)(q+ 1) + (s+ 1)(q+ 1) + (n− 1)(p− 1)
−(pq+ sq+ np) = s− n+ 1¿ 1:
If we continue this process, then we observe that
∑
v∈R2 d
+
H (v) is increasing. Noting
that the case that R2 consists of only one partite set leads to a contradiction, we arrive
at s= r − 3 and n= 1. Altogether, we see that
|R2|(r − 2)6
∑
v∈R2
d+H (v)6 (r − 3)(|R2| − p) + p+ p(|R2| − p)
with p=1; 2. Because of |R2|6 r and r¿ 5, this inequality leads in both cases p=1
and p= 2 to a contradiction.
Subcase 5.3: Assume that |Z | = r − 2 and that Z consists of one partite set, say
Z = {x1; x2; : : : ; xr−2}. Because of d+H (xr−1); d−H (xr−1)¿ r − 2, it is easy to see that
there remain the two cases that R1 = ∅ and |R1|= 1 such that R1 ⊂ V ′2.
Subcase 5.3.1: Assume that R1=∅. Because of r¿d+H (x); d−H (x)¿ r−2 for x∈V (H)
and r=d+D(x); d
−
D (x) for x∈V (D), it follows that Z → Y and, without loss of generality,
that xr−1 → {y1; y2; : : : ; yr−2} := W . This implies W → Z and W  V (C3)  Y .
In addition, yr−1 has at least one positive neighbor in Z , say yr−1 → xr−2. However,
now D contains the 3-cycle C′3 = xr−2ur−1yr−1xr−2 and the complementary cycle
C3r−3 = u1xr−1y1x1u2y2x2 : : : ur−3yr−3xr−3ur−2yr−2urxryru1:
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Subcase 5.3.2: Assume that |R1|=1 such that, without loss of generality, R1={yr−1}.
Because of r¿d+H (x); d
−
H (x)¿ r−2 for x∈V (H) and r=d+D(x); d−D (x) for x∈V (D), it
follows that Z → yr−1, xr−1 → {y1; y2; : : : ; yr−2}, R2  Z , and R2  V (C3) yr−1.
This implies ur → Z and, without loss of generality, xi → ui for 16 i6 r − 2. This
leads to the 3-cycle C′3 = xr−2ur−2yr−2xr−2 and the complementary cycle
C3r−3 = yrurxr−3ur−3yr−3xr−4 : : : x2u2y2x1u1y1xryr−1ur−1xr−1yr:
This completes the proof of Theorem 3.1.
Theorems 2.3, 2.4, and 3.1 immediately imply the following two corollaries.
Corollary 3.2. Let D be a regular c-partite tournament. If c = 2 and |V (D)|¿ 8 or
c¿ 3 and |V (D)|¿ 6, then D is cycle complementary, unless D is isomorphic to T7
or D3;2.
Corollary 3.3. Each regular multipartite tournament D of order |V (D)|¿ 8 is cycle
complementary.
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