Topic modeling is a widely studied foundational and interesting problem in the text mining domains. Conventional topic models based on word co-occurrences infer the hidden semantic structure from a corpus of documents. However, due to the limited length of short text, data sparsity impedes the inference process of conventional topic models and causes unsatisfactory results on short texts. In fact, each short text usually contains a limited number of topics, and understanding semantic content of short text needs to the relevant background knowledge. Inspired by the observed information, we propose a regularized non-negative matrix factorization topic model for short texts, named TRNMF. The proposed model leverages pre-trained distributional vector representation of words to overcome the data sparsity problem of short texts. Meanwhile, the method employs the clustering mechanism under document-totopic distributions during the topic inference by using Gibbs Sampling Dirichlet Multinomial Mixture model. TRNMF integrates successfully both word co-occurrence regularization and sentence similarity regularization into topic modeling for short texts. Through extensive experiments on constructed real-world short text corpus, experimental results show that TRNMF can achieve better results than the state-of-the-art methods in term of topic coherence measure and text classification task. INDEX TERMS Topic model, short texts, word embedding, document correlation, non-negative matrix factorization, regularization.
I. INTRODUCTION
Recent years have witnessed the increased development and popularity of various kinds of Web applications such as online social networks, recommender systems and Q&A systems. These platform services have led to a explosion of usergenerated content, especially the explosively growth of short texts in a wide variety of scenarios such as blog posts, instant messaging, or product reviews. From the analytical and decision making perspective, these data provides an unprecedented opportunity to mine user's topic interests and understand the mechanisms of individual decisions. Hence, automatically identifying the latent topic semantic information from massive amounts of short texts has become a fundamental and challenging task in many applications, The associate editor coordinating the review of this manuscript and approving it for publication was Xin Luo . such context analysis [1] , [2] , user interest profile [3] , and text classification [4] .
Conventional topic modeling methods, such as latent semantic analysis (LSA) [5] , probabilistic latent semantic analysis (PLSA) [6] and latent Dirichlet allocation (LDA) [7] , have been widely used to good success in discovering the hidden semantic topical structure from a large corpus of documents. In these models, topic modeling is formalized as inferring document-to-topic and topic-to-word probabilistic distributions from the co-occurrence of words within documents, which get a good performance in many different document collection like news corpus, image data and biological information [8] , [9] . However, the main problem is that data sparsity under short texts scenario seriously hinders the process of finding document-topic distributions due to the lack of word co-occurrence information. As a result, conventional topic modeling methods can not be achieved satisfactory performance in short text topic modeling domain.
Considerable work has been conduced to handle the problem of data sparsity for topic modeling over short texts. For example, a simple method in the early work is to aggregate some specific short texts to reconstruct a longer pesudodocument by utilizing specified schemes such as merging all messages generated by the same author [2] , or establishing relation information between hashtags [10] and then conventional topic modeling methods are employed in collection of these pesudo-documents. Besides, some short texts can also hold the contextual information like URL, location, or timestamp. Many research efforts have been developed in term of these contextual information before performing topic modeling [3] , [11] , [12] . However, these methods may be failure when the contextual information is unavailable. To solve the problem, some studies take self aggregation into the generative process of pesudo-documents generated [13] , [14] . Toward another direction, these methods focus on learning the latent semantic structure information from additional auxiliary resources like long texts [15] or knowledge bases [4] , [16] . However, due to the highly dynamic of topics like Twitter, it is difficult to match strongly related long texts via a search engine or a static knowledge base such as Wikipedia. There is also a risk that certain portion of the auxiliary data may bring unrelated noisy auxiliary topics and affect the performance of topic modeling. For large scale of short texts, the better strategy is to devise a new topic modeling method by modifying the conventional topic modeling algorithm, including modeling word co-occurrence patterns [17] - [21] or leveraging prior knowledge sources to improve a topic model [22] , [23] . However, these models only explore explicit word co-occurrence information that can be always captured in a corpus of short texts, it does not take full advantage of deep semantic relations and semantic sentence structure between two words in the semantic level. Hence, research on topic modeling for short text has still many unsolved problems in this field.
As we know, understanding length-limited short text not only depends on its literal words, but also needs to a great prior background knowledge like knowledge base or similar semantic words. It is a simple and method-independent scheme that leverages external knowledge base to alleviate the data sparseness of short texts and discover the latent semantic information over short texts. Existing works along this line largely depend on either external thesauri (e.g., WordNet) or lexical knowledge derived from documents in a specific domain (e.g., Wikipedia). However, such naive techniques do not typically work well for modeling short texts. This is because such knowledge base must be universally applicable and expansible under kinds of scenarios. Actually, such knowledge base is not always available.
Inspired by the observation the power of word embeddings representation in dealing with short texts sparsity, we propose a new topic modeling method over short texts based on regu-larized non-negative matrix factorization (NMF) model [24] . we refer to the method as TRNMF. In order to enable an effective topic modeling process, TRNMF is designed to leverage the word vector representation learning during the topic inference process to deal with the data sparsity problem. The learned word representation is to make predictions within local context windows in a simple neural network architecture for language modeling [25] . Specifically, word2vec is a particularly computationally-efficient predictive model for learning word embeddings from raw text. 1 It comes in two flavors, the Continuous Bag-of-Words model (CBOW) and the Skip-Gram model [26] . Algorithmically, these models are similar, except that CBOW predicts target words (e.g. 'mat') from source context words ('the cat sits on the'), while the skip-gram does the inverse and predicts source contextwords from the target words. Recently, a new unsupervised learning algorithm which is named GloVe by reformulating word2vec optimizations as a special kind of factorization for word co-occurence matrices is proposed [27] . The GloVe model is trained on the non-zero entries of a global word-word co-occurrence matrix, which tabulates how frequently words co-occur with one another in a given corpus. Similar words being close together allow us to generalize from one sentence to a class of similar sentences. So far, a lot of pre-trained word embeddings learned from resources like Wikipedia, Twitter, and Freebase are publicly available on the Web. 2 As shown in Figure 1 , the proposed TRNMF extends the non-negative matrix factorization model by introducing topic regularization from large text corpus in the term of topic-word distribution and document regularization by employing clustering mechanism to cluster short texts in the term of document-topic, respectively. More specifically, TRNMF exploits GloVe model to get the global semantically relevant words for target words under the entire corpus. In this sense, TRNMF links the semantically relevant words together to alleviate the data sparsity problem, even if they share very limited or no co-occurrences in the current collection of short texts being modeled. Because the global word embedding vectors are trained from external documents, so the global word matrix construction is fast and flexible taking in word embeddings learned from any other large text collections. Besides, TRNMF model uses clustering algorithm to organize a large short texts into several semantic clusters and helping topic inference efficiently. TRNMF shows more prominent topics and achieves better classification accuracy than existing state-of-the-art alternatives on constructed realworld datasets.
The main contributions of this paper are summarized as follows:
• We propose a novel topic model based on regularized non-negative matrix factorization to learn the latent topic patterns over short texts. The model not only leverages the global word-word co-occurrence information learned from large text corpus to alleviate the data sparsity problem, but also uses clustering method to improve topic inference quality.
• We devise a new word-weighting schema to measure the importance of a word in collection of short texts. The proposed method much consider the distribution characteristics of words for choosing more important words, therefore it is less sensitive to document length or document distribution over topics, and better suited for the task of short text topic mining.
• We evaluate the proposed model against the state-of-theart algorithms for short texts on constructed real-world short text documents. Experimental results demonstrate our model's superiority in term of topic coherence, classification accuracy, and topic readability. The remainder of this paper is organized as follows. Section II introduces related work on topic modeling for short texts. Section III describes our proposed model TRNMF and give the inference details. Section IV introduces the experimental methodology and shows the results obtained. Finally, Section V lists our conclusions and directions of future work.
II. RELATED WORK
In this section, we review two lines of relevant research work: 1) topic modeling for short text, 2) topic modeling for short text via vector embeddings. We connect them with our goal and discuss the novelty of our work as well.
A. TOPIC MODELING FOR SHORT TEXT
Conventional topic modeling algorithms such as PLSA and LDA are inferred semantically meaningful topics from a collection of document corpus based on word co-occurrence patterns. These models and their variants have been achieved great success at normal texts in many tasks. However, con-ventional topic models suffer a lot from the data sparsity problem in topic inferences when documents are too short. To overcome the severe data sparsity problem, one kind of studies focuses on leverage external knowledge to improve the quality of topic identification in short texts. For example, Phan et al. [28] discover the hidden topic structure from largescale short text collections based on external data source like Wikipedia. Subsequently, Jin et al. [15] find topically related long texts as the auxiliary data when inferring the topics of target short texts. It's clear that these models employ a large text corpus of high quality to improve the topic representations, but it is not always available with relatedness domains and languages.
Several ingenious schemes create larger pseudodocuments by merging short text documents, and then perform current topic modeling methods to infer the latent topics. For instance, Weng et al. [3] aggregate all short texts generated by the same user into a training profile and then apply standard LDA model. Hong and Davison [2] design two different short text aggregation schemes including the text authors and each word of corpus vocabulary. Mehrotra et al. [12] propose different tweet pooling schemes to generate pseudo-documents in a data preprocessing step for LDA. In contrast, Zuo et al. [29] propose a word network topic model based on the word co-occurrence network to generate pseudo-documents. Zuo et al. [14] also propose a pseudo-document-based topic model for short text by leveraging much less pseudo documents to infer the topic distributions of tremendous latent pseudo documents. Kou et al. [21] propose a multi-feature probabilistic graphical model (MFPGM) for social network search tasks by utilizing the concept of the special region to aggregate short text into long text. Besides, Jin et al. [15] use URLs present in short texts that reference longer documents to produce pseudodocuments. Other contextual auxiliary information in short texts has been used for aggregation such as hashtags, locations, and named entities [1] - [3] , [11] . Kou et al. [20] propose a social network short text semantic modeling method called STTM based on its spatial and temporal characteristics. However, the aggregation strategies mentioned above can be weaken the data sparsity problem in some extent, and may boost the quality of topic inference. The problem lies in that auxiliary information may not be always available or topical inconsistencies between the target and auxiliary data.
Recently, many models that extend word co-occurrence information have been proposed. For example, Yan et al. [17] propose a novel biterm topic model (BTM) by directly modeling the generation of word pair co-occurring in the same document. The model aggregates all corpus biterms in a big pseudo-document that is used to infer the topic distribution, overcoming the sparsity problem at a document level, but the method does not consider the order of words. Lin et al. [30] propose a dual-sparse topic model that addresses the sparsity in both the topic mixtures and the word, which apply a Spike and Slab prior [31] to decouple the sparsity and smoothness of the document-topic and topic-word distributions. In light of this line, Quan et al. [13] propose a self-aggregation based topic model (SATM) for short texts. The model assumes that each piece of short text snippet is sampled from a long pseudo-document unobserved in current text collection and shares the same topic proportion each other. The topic inference and the aggregation process is conducted in a mutual reinforcement manner, such that the aggregation build upon general topical affinity of texts. However, the number of parameters in SATM increases with the size of data, and setting an appropriate number of long pseudo-documents is an intractable problem. Meanwhile, the inference process involving both text aggregation and topic sampling is timeconsuming. Bicalho et al. [19] propose a general framework for topic modeling of short text by creating larger pseudodocument representations from the original documents. The framework respectively uses word co-occurrence and word vector representations to generate pseudo-documents and then performs topic modeling algorithms.
B. TOPIC MODELING FOR SHORT TEXT VIA WORD EMBEDDINGS
Word embeddings [32] are the collective name for a set of language modeling and feature learning techniques in natural language processing. It can simultaneously learn both syntactic and semantic information of words into continuous vectors. Topic models have also been devised by using word embeddings representations. Most relevant work will be described as follows. Nguyen et al. [33] propose two new latent feature topic models called LF-LDA and LF-DMM, respectively. The former integrate a latent feature model into Latent Dirichlet Allocation model [7] , and the latter rely on a one topic-per-document Dirichlet Multinomial Mixture model [34] . Specifically, these models replace the topicto-word Dirichlet multinomial component which generates the words from topics in each Dirichlet multinomial topic model by a two component mixture of a Dirichlet multinomial component and a latent feature component. Each word in a short text is generated from either the Dirichlet multinomial distribution or the probability estimated by using word embeddings. Similarly, Das et al. [35] develop a variant of LDA that operates on continuous space embeddings of words by using multivariate Gaussian distributions. Li et al. [22] propose a simple, fast, and effective topic model for short texts, named GPU-DMM, based on the Dirichlet Multinomial Mixture model. The model exploits the general word semantic relatedness knowledge provided by auxiliary word embeddings by using the generalized Polya urn (GPU) model [36] in the topic inference of short texts. Shi et al. [37] propose a semantics-assisted non-negative matrix factorization (SeaNMF) model by introducing additional dependence of the keywords on their contexts via neural word embedding to discover topics for the short texts. Wang et al. [38] integrate both word embeddings as supplementary information and an attention mechanism that segments short text documents into fragments of adjacent words receiving similar attention for short texts. Liang et al. [39] propose a global and local word embedding-based topic model (GLTM) for short texts, where the global word embeddings is learned from large external corpus and the local word embeddings is obtained by employing the continuous skip-gram model with negative sampling.
In all, these methods either do not handle word co-occurrence features or do not obtain similar content from short texts, preventing us from further understanding the hidden semantic structure. Different from existing works, our algorithm is proposed for topic modeling on short texts through joint word embeddings learned by pre-trained model GloVe [27] and similar semantic information used by short text clustering algorithm GSDMM [40] .
III. THE PROPOSED MODEL
In this section, we first review the basic settings of NMF with a discussion of how it can be used for topic modeling. Then, given a set of short text documents, we detail how TRNMF can fit into the task of modeling short texts. Next, we present the details of the proposed TRNMF model, as shown in Figure 2 . 
A. BASE NMF FOR TOPIC MODELING
Given a non-negative matrix X r ∈ R M ×N + , and an integer K min(M , N ), Non-negative Matrix Factorization (NMF) finds a lower-rank approximation given by
are non-negative factors. NMF is typically formulated in terms of the Frobenius norm as
where ≥ applies to every element of the given matrix in the left-hand side. In the topic modeling context, x i ∈ R M ×N + , the i-th column of X , corresponds to the bag-of-words representation of document i with respect to m words, possibly with some preprocessing, e.g., inverse-document frequency weighting and column-wise l 2 -norm normalization. In general, each entry of X can be represented by tf-idf which is a weighting scheme that assigns each term in a document a weight based on its term frequency (tf) and inverse document frequency (idf). K corresponds to the number of topics.
, the k-th non-negative column vector of termtopic matrix U , represents the k-th topic as a weighted combination of m words. A large value indicates a close relationship of the topic to the corresponding word. v j ∈ R N ×K + , the j-th column vector of topic-document matrix V T , represents document j as a weighted combination of k topics.
As we know, the purpose of tf-idf is to highlight important words and suppress minor words but the simple structure of idf can not effectively reflect the importance of words and the distribution of feature words, so that they can not achieve the right weight adjustment function, so the accuracy of tf-idf is not very high. Moreover, we argue that (1) tf-idf does not consider the distribution difference of words in short texts, and (2) term frequency contribute to a heavy weight. Therefore, in order to learn better quality of word semantic information, we choose more important words in collection of short texts to learn high quality of topic representation. Specifically, we propose a variation of the tf-idf weighting scheme term frequency-inverse word frequency namely TF-IWF to measure the importance of a term in the given document collection. The actual TF-IWF formula we used is
where w represents a word, d represents a document,
is the indicator function that whether word w appears in document collection d or not, N is the sum of counting the number of times each word occurs in each document in the collection, and WF(w) is the number of times word w occurs in the collection. Due to the severe sparsity of the term-document matrix X , it is impossible for directly learning the optimal latent topic spaces for words and documents by relying solely on observed word co-occurrence entries. To alleviate the sparsity problem and improve the performance of topic inference, we leverage the global word embedding and document clustering information to constraint the objective function.
B. MODELING PSEUDO-DOCUMENT MATRIX
Topic modeling over short texts always suffers from the effect of data sparseness as only a few words appear in each text. For example, given a collection of 10,000 short texts in our case, only 0.04% entries of X r have values. Our statistical results demonstrate that the word-document matrix X r is over sparse. Thus, decomposing directly X r only based on its own non-zero entries is not accurate enough for topic modeling on short texts. Furthermore, We argue that similar documents hold similar pattern both syntactic structure and semantic information, and also the similarities in observed spaces are consistent with the latent spaces.
Based on the above observation and the similarity hypothesis, we aggregate short texts into long pseudo documents based on distributed vector representations for short texts. It is important that the strategy of aggregating short texts into long pseudo documents can alleviate the problem of data sparseness, and learning distributed vector representa- tions of short texts can capture the semantics information to overcome many weaknesses of bag-of-words models. Specifically, we construct another word-document matrix X o based on these long pseudo documents. Building long pseudodocument matrix X o has the following three steps. We firstly apply paragraph vector [41] , an unsupervised algorithm that can model rich semantic information, to learn the fixedlength vector representations from variable-length pieces of short texts. After obtaining vector representation of each text, the similarity score in the distributed vector space is then calculated as the cosine similarity between short text vectors v p and v q as follows:
Once the similarity between short texts have been measured, we aggregate top-N (e.g., N : 2 -5) short texts into a long pseudo document in term of similarity ranking for each text. As shown in Figure 3 , pseudo word-document matrix X o ∈ R M ×N has the same structure as matrix X r , while an entry X o (i, j) = x represents the weight of a word w i that occurs in a document d j . Here, we also use the above mentioned TF-IWF method to compute the weights between words and pseudo documents. Intrinsically, X o is much denser than X r , denoting the distributional similarity based on vector representations between short texts on the entire corpus. Figure 4 illustrates the impacts of the different size of windows on density. For instance, choosing top-N size to 3, the non-zero entries of X o is about 0.5%. Therefore, decomposing X r and X o together can reduce the error of supplementing X r .
C. MODELING WORD EMBEDDINGS SEMANTIC MATRIX
Studies reveal that short texts usually have shorter length than 100 characters. This cause the high semantic relatedness between two words less frequently co-occur in the context of short texts. On the other hand, word embeddings have been successfully applied in language models and many natural language process tasks. Conceptually, word embeddings involve a mathematical embedding from a space with one dimension per word to a continuous vector space with much lower dimension. Hence, we use word embeddings vector representation method to learn the linguistic and semantic similarity of the corresponding words (e.g., king − man + women = queen). The shallow neural network structure designed in these techniques is computationally effective on large text corpus. For instance, training skip-gram based word embeddings on a Google News corpus with 100 billion words takes less than one day on a modest computer. 3 That is, general word semantic relatedness knowledge can be efficiently learned from a very large text corpus, in any language. Fortunately, there are many pre-trained word embeddings learned from resources like Wikipedia, Twitter, and Freebase, publication available on the Web. 4 Formally, given pretrained word embeddings, a word w i is presented by a word occurrence vector (v i,1 , . . . , v i,D ), where D is the dimension of vector, and v i,j is decided by the co-occurrence of words w i and w j . We then measure the semantic relatedness between two words w i and w j by the cosine similarity between their vector representations in the latent space (i.e., the word embeddings of the two words). The semantic relatedness between the pair of words is denoted by s(w i , w j ). Then a word semantic relation matrix S can be constructed, consisting of all word pairs whose semantic relatedness score is higher than 0, that is estimated with empirical probabilities as follows:
After representing each word by the word co-occurrence vector, we then apply cosine similarity algorithm to measure the semantic correlation between any two words, resulting in the final word correlation matrix S = [s ij ] ∈ R M ×M . Motivated by previous works about graph clustering [15] , we formulate this topic learning problem as finding a word-topic matrix U to minimize the following objective function: where each column of the word-topic matrix U represents a topic by a vector of weighted words. This special formulation of non-negative matrix factorization is referred as the symmetric non-negative matrix factorization, which is suggested to be equivalent to kernel k-means clustering and spectral clustering.
D. MODELING DOCUMENT CLUSTERING MATRIX
Short texts refer to length-limited content documents unlike regular news articles. A length-limited sequence of words can not provide sufficient statistical factors to discover syntactic and semantic dependencies. Hence, the problem of data sparsity impedes the generation of discriminative document-topic distributions, and the resultant topics are less semantically coherent. We hypothesize that the resultant set of observed documents clustering is actually consistent with documenttopic representation produced by topic model with a smaller set of hidden variables. Therefore, we leverage clustering strategy to clustering semantic similarity document into the same group and resolves the problem of high dimension and data sparseness.
To this date, a large number of clustering algorithms have been proposed with k-means and spectral clustering as some of the most famous ones. Among those, given that we want to tackle the problem of clustering short documents on large document collections, we focus on Dirichlet multinomial mixture clustering model [25] that performs well on short text. This model holds that as the number of words in short documents is limited, and thus each word in the same document can be assigned to one topic. Then documents assigned to the same topic are in the same cluster. Recently, a collapsed Gibbs sampling algorithm for the Dirichlet multinomial mixture model for short text clustering (abbr. to GSDMM) is proposed [40] . The algorithm has some good property for short text clustering problem, such as (1) fast to converge;
(2) cope with the sparse and high dimensional problem of short texts; (3) obtain the representative words of each cluster. Therefore, in this paper, we opt for this method as the clustering algorithm form document clustering matrix. The code used are publicly available. 5 More specifically, we first cluster short documents into different groups by exploiting GSDMM algorithm. Documents that are similar to one another within the same cluster and are dissimilar to documents in other clusters. We believe that if document d j is grouped to cluster C k in observed spaces, it should be consistent with the latent space. Hence, once the clusters are created, in latent document feature space, a document should be more closed to the centroid of that cluster to which it belongs. In our proposed model, we represent document-document clustering matrix as G ∈ R 2N ×2N , which (i, j)-th entry defined as
where C d i and C d j are the clustering labels of documents d i and d j , respectively. This document clustering matrix G plays a role of making similar semantic documents to become more close each other. Each column of G corresponds to a K-dimensional topic distribution vector g k for each document by performing the vector representation algorithm of short texts. Under this scenario, assume that the given document corpus consists of K document clusters, we may arrive at the following document similarity cluster regularizer
where V ∈ R 2N ×K is low rank latent factor matrix for document representations in the topic space.
E. UNIFIED SHORT TEXT TOPIC MODEL
Based on the above discussion, we demonstrate how to construct word co-occurrence matrix, word embeddings semantic matrix regularization and document-document similarity clustering matrix regularization, respectively. Now, we solve the optimization problem by combining J 1 , J 2 with J :
where X ∈ R M ×2N and V ∈ R 2N ×K ; α ≥ 0 and β ≥ 0 are the parameters controlling word co-occurrence regularization and message clustering regularization on U i and V j , respectively.
F. MODEL OPTIMIZATION
Easily observed in Eq. (9), where if V is fixed, J is a convex optimization problem with respect to U and if U is fixed, J is a convex optimization problem with respect to V . However, when both and are not fixed, J is not convex. Therefore, the global optimal solutions of the objective function is difficult to formalize. Nevertheless, local optimal solutions can be obtained by multiplicative update method.
1) SOLVING THE WORD-TOPIC MATRIX U
Hold document-topic matrix V = [v 1 , . . . , v N ] fixed, the updating rule of U equivalent to the following optimization problem:
And then we take the gradient of (10) with respect to U and setting it to zero:
By multiplying (11) by U , (11) can be written as
where each element in X , S is non-negative and α, λ are nonnegative as well, moreover, the initial values U and V are both non-negative; consequently, UV T V , XV , UU T U and SU are non-negative. Thus (12) can be written as follows:
So the updating rules of U is defined as follows:
2) SOLVING THE DOCUMENT-TOPIC MATRIX V After learning matrix U , we then solve the document-topic matrix V . Similarly, the objective function based on matrix V is shown as follows:
And the gradient of (15) with respect to V and setting it to zero:
And the updating rules of V is defined as follows:
Finally, our algorithm is summarized in Algorithm 1.
Algorithm 1 The Learning Algorithm for TRNMF
Require: X, U, V, parameters α, β, γ , λ, topic number K Ensure: Latent feature matrix U and V 1: Randomly initialize U and V; 2: for i = 1 : M do 3: for j = 1 : M do 4: calculate S(i, j) with (5); 5: end for 6: end for 7: for i = 1 : 2N do 8: for j = 1 : 2N do 9: calculate G(i, j) with GSDMM model; 10: end for 11: end for 12: for k = 1 : K do 13: U k ← UpdateU(X, V k−1 ); 14: V k ← UpdateV(X, U k ); 15: end for 16 : return U, V;
3) TIME COMPLEXITY
We assume that the number of iterations is T . The main computational cost of the proposed method lies in solving the updating rules of U and V on the latent spaces. Since X is very sparse, XV and UV T V take O(MNK ) and O(max(M , N )K 2 ) time, respectively, where the number of topics K is much smaller than the number of words M in vocabulary. We conduct the similar computation on V observed similar phenomena. Therefore, the overall complexity for our proposed method is T ×O(MNK ). It is easy to see that our model can be applied in large-scale real system to deal with incrementally increasing data. Our model can be applied in the real system to deal with incrementally increasing data. It has been proved both storage and computational efficient by solving the smoothly evolved factorized matrices.
IV. EXPERIMENT
In this section, we present extensive quantitative comparisons of our proposed approach against other state-of-the-art methods. Afterwards, we demonstrate qualitative results containing high-quality latent topics identified by our methods, which would be otherwise difficult to discover using other existing methods, from several real-world datasets.
A. DATASETS
We use several the corpus of short text documents as input for the topic modeling algorithms. These datasets are described as follows:
TMNews: This dataset contains about 32,600 English news articles extracted from RSS feeds of three popular newspaper websites (nyt.com, usatoday.com, reuters.com). 6 Categories include sport, business, U.S., health, sci&tech, world and entertainment. We retain news descriptions since they are typical short texts.
Snippet: A collection of web search snippets, which are summaries of documents presented as results of a query by a search engine [28] . The queries used are related to 8 different domains: business, computers, arts, education, engineering, health, politics, sports.
Twitter: This corpus consists of 5,513 hand-classified tweets. 7 These tweets were classified with respect to one of 4 different topics: Apple, Google, Microsoft, Twitter.
All datasets were preprocessed before the expansion step by making all the text lower case, removing non-alphabetic characters and stop words in a standard list. 8 We also removed 425 words shorter than 3 characters, and words appearing less than 10 times in Snippet and under 5 times in the TMNews and Twitter datasets. Table 1 lists statistics of the data set used in this paper. Note that we have few words per document for all datasets (column #Words). 6 http://acube.di.unipi.it/tmn-dataset/ 7 http://www.sananalytics.com/lab/index.php 8 http://www.textfixer.com/tutorials/common-english-words.txt 
B. BASELINE METHODS
We compare our proposed model against the following various state-of-the-art topic models specific to short texts.
1) BITERM TOPIC MODEL (BTM)
BTM [17] explicitly learns the word co-occurrence patterns in the whole corpus for learning latent topics to solve the problem of sparse word co-occurrence patterns at documentlevel. 9 However, a biterm for this model is an unordered word pair co-occurred in a short context.
2) WORD NETWORK TOPIC MODEL (WNTM)
WNTM [29] constructs a word co-occurrence network to discover latent word group and learns distribution over topics for words rather than topics for documents. The model successfully enhances the semantic density of data space, and makes topic inference less sensitive to the document length or heterogeneity of the topic distribution. 10 
3) LATENT FEATURE MODEL WITH DMM (LF-DMM)
LF-DMM [33] integrates latent feature word representations into Dirichlet Multinomial Mixture by replacing the topic-toword Dirichlet multinomial component with a mixture of two components: a Dirichlet multinomial component and a word embedding component. We use the implementation provided by the authors in their paper. 11 
4) GENERALIZED POLYA URN WITH DMM (GPU-DMM)
GPU-DMM [22] also extends the Dirichlet Multinomial Mixture model by incorporating the pre-trained word embeddings learned from large text corpus through the generalized Polya urn model in topic inferences. This model can promote the semantically relevant words together, even if they share very limited or no co-occurrences in the current corpus. 12 
5) PSEUDO-DOCUMENT-BASED TOPIC MODEL (PTM)
PTM [14] assumes huge volume of short texts are generated from much less yet regular-sized latent documents, and introduces the concept of pseudo document to implicitly aggregate short texts against data sparsity without using auxiliary contextual information. 13 Regarding these topic models, BTM, WNTM, and GPU-DMM share two main hyper-parameters: α = 50/K , β = 0.01. Specifically, we set to 10 with length of the sliding window for WNTM. For LF-DMM, we use the authors recommended settings with λ = 0.6, α = 0.1, β = 0.01. For PTM, we set α = 0.1, λ = 0.1 and β = 0.01. For our proposed model TRNMF, we use cross-validation method to the optimize parameters. Through extensive evaluations, we set α = 0.1, β = 0.1, λ = 0.01 and γ = 0.01 in the following comparison experiments.
In all experiments, the number of latent topics is set to {20, 40, 80} and the number of ground truth categories, and each model's Gibbs sampling is run for 1,000 iterations. The results of document classification here are reported base on the average over 5 rounds.
C. EXPERIMENTAL SETUP
This section gives word and document vectorization configurations used by the methods considered in our experiments.
1) WORD EMBEDDINGS
For the TMNews and Snippet dataset, we use the pre-trained 300-dimensional word embeddings from the Google News corpus. 14 For the Twitter dataset, we leverage pre-trained 200-dimensional word embeddings vectors from 2 billion tweets downloaded from Stanford website. 15 A hard constraint is that all words in the short text corpus should have corresponding word embeddings. If a word has no embedding, the word is considered as having no word semantic relatedness knowledge. Therefore, we remove all the words without the related word embeddings.
2) PARAGRAPH VECTOR
For the vector representation of short texts, we use gensim's Doc2Vec toolkit with distributed memory algorithm, and the dimensionality of the feature vectors is set to 100, and length of the sliding window between the predicted word and context words is set to 8.
3) TOP-N SIMILAR DOCUMENTS
For our proposed model TRNMF, choosing the proper N value is a key decision. This is because when N is too small, the algorithm still suffer from the data sparsity, while N is too big, aggregating these similar documents to a single document could introduce much noise. Through extensive experiments on three short text collections, we choose the top-3 similar short text documents.
D. EVALUATION METRICS
We use qualitative evaluation and quantitative evaluation methods to evaluate the accuracy of topic models as follows. 14 
1) TOPIC READABILITY
The method lists top weighted words with humaninterpretability to describe the coherence of topic discovered by topic model. The representative words are more identifiable in coherent topics suggest that the topic model can better discover the hidden semantic structure.
2) EVALUATION BY TOPIC COHERENCE
Topic coherence is based on word co-occurrences from the external corpus and have been proven to correlate with human ratings, which is proved more correlated to human evaluations and has good generalization ability. Lots of topic coherence methods have been proposed for automatic evaluation of single topics and automatic evaluation of whole topic models [42] - [44] . Here, we opt to choose C V method [44] . This coherence measure retrieves co-occurrence counts for the given words using a sliding window. The co-occurrence counts are calculated by the normalized pointwise mutual information (NPMI) [45] of every top word to every other top word. Specifically, NPMI-score is calculated as:
where P(w i ) represents the probability of seeing word w i in a random document, and P(w i , w j ) is the probability of seeing both word w i and word w j co-occurring in a random document. N represents the number of chose top probable words w 1 , w 2 , . . . , w N . Intuitively, when w i and w j only occur together, NPMI(w i , w j ) = 1; when they never occur together, NPMI(w i , w j ) is defined as -1. We use Palmetto's NPMI implementation. 16 
3) EVALUATION BY SHORT TEXT CLASSIFICATION
Topic models are often evaluated on external tasks such as text classification. Hence, we also conduct short-text classification experiments to compare the latent semantic representations learned by our method and baselines. We divide the three datasets into training and test data, and perform 5-fold cross validation. We evaluate the performance of classification in terms of Precision (Pre.), Recall (Rec.), F-measure (F 1 ), and Accuracy (Acc.).
E. EXPERIMENTAL RESULTS
In this section, we empirically verify the effectiveness of the proposed algorithm TRNMF on three datasets for several fundamental tasks, including text classification, topic coherence and topic readability.
1) TOPIC EVALUATION BY SHORT TEXT CLASSIFICATION
We firstly compare all the topic models by performing document classifications. To this end, we consider topic model as a method for dimension reduction, and characterize documents by a fixed set of topics as features for classification. For each trained topic model, we perform five-fold cross-validation on three data sets. Naive Bayes is adopted for classification in Weka. 17 Each topic model has been trained on 10 topics, and then the results are shown in Table 2 with the performance of the comparison methods. We can see from the results that (1) our proposed method consistently outperform all other baseline methods on all data sets; (2) WNTM, LF-DMM and GPU-DMM perform widely different among the different datasets, and sometimes the improvements are statistically significant; and (3) any improvement of PTM over datasets, however, is not significant. In a word, these experimental results demonstrate that topic modeling over short texts by introducing the global word-word co-occurrence information from large text corpus and employing clustering mechanism to aggregate semantic similar texts is better suited for topic inference under data spareness. Next, we also explore the classification accuracy of short texts on all the datasets by using the different number of topics, shown in Table 3 . From the result, we can observe clear increase on the performance when increasing the number of topic, which indicates that the global word co-occurrence and clustering can contribute a lot on short text classification. In summary, integrating words co-occurrence information and clustering relationships are an excellent choice as short text's topic inference strategy. 17 http://www.cs.waikato.ac.nz/ml/weka/ 
2) TOPIC EVALUATION BY TOPIC COHERENCE
The topic coherence results of our proposed method and all baseline methods on TWNews, Snippet and Twitter are presented in Figure 5 From these results, we can observe that (1) TRNMF outperforms other methods on all datasets and WNTM outperforms other methods on Snippet and Twitter. The superior performance of our methods as compared to WNTM and LF-DMM is in accordance with our understanding that learning topics from global co-occurrence words and clustering documents can guarantee the quality of topics. (2) On TWNews and Snippet datasets, PTM performs the best among baseline methods and BTM yields the worst coherence score. Surprisingly, GPU-DMM with weak prior produces higher topic coherence score than LF-DMM. The latter introduces word embedding for both document-topic and topic-word distributions, which makes it more theoretically sounds than GPU-DMM. GPU-DMM performs relative poor on news, which might indicates descriptions of news often cover more than one topic. On the contrary, GPU-DMM yields relative good topic coherence score on Twitter, which might indicates titles in Twitter data set tends to cover fewer topics than descriptions of news.
3) COMPARISON OF TOPIC READABILITY
We compared TRNMF with BTM, WNTM, LF-DMM, GPU-DMM and PTM in terms of topic readability by looking at the topics they generated. The number of topics K is set to 20 for all the methods. Table 4 shows five randomly selected topics and its top five weighted terms are shown for each topic with three datasets. From the results, we can see that (1) TRNMF can discover more readable topics; (2) BTM, WNTM, and GPU-DMM can discover readable topics as expected, however the discovered topics are not so well; and (3) the topics discovered by LF-DMM and PTM are hard to understand due to their orthogonality assumption. Our results confirm that the proposed model can better discover the hidden semantic structure of short text collections.
4) COMPARISON OF WORD WEIGHTING SCHEME
We also implement different configurations of our model to demonstrate the effectiveness of our proposed wordweighting schema. Specifically, we list three different weighting measures as follows: (1) TRNMF (TF) uses weights with term frequency; (2) TRNMF (TF-IDF) uses weights with term frequency-inverse document frequency; (3) TRNMF (TF-IWF) uses weights with our proposed term frequencyinverse word frequency. We report the PNMI performance of our proposed approaches in Table 5 . From the results, it is clear that (1) among the TRNMF variants, TRNMF (TF-IWF) performs best, and its improvements over TRNMF (TF) and TRNMF (TF-IDF) are significant on all three datasets; (2) all of these methods have big differences with the degrees of improvements in some cases. The possible reason is that the word embeddings used to guide the learning of topic model introduces difference features. From this view, we believe that our proposed word-weighting schema is much more effective for capturing semantic meaningful features from the input of short texts.
5) IMPACT OF DOCUMENTS CLUSTERING
Intuitively, a clustering algorithm will tend to have high completeness and low homogeneity when K is small. In this section, we try to investigate the influence of classification performance to the number of clusters found by TRNMF and the performance of TRNMF with small K . We fix the number of iterations at 1000, α = 0.1, and β = 0.1 for all datasets. Figure 8 shows the performance of TRNMF with different values of clusters on three different datasets, we can see that the performance of TRNMF can get gradually grows with increasing the number of clusters K . The stable number of clusters found by TRNMF is near the ground true number of groups which indicates TRNMF can well discover the number of clusters with K increasing. Besides, we can also observe that our proposed model has a good convergence property when increasing the number of cluster.
V. CONCLUSION
In this paper, we propose a new method based on nonnegative matrix factorization model for latent topic inference, aiming at short texts under data sparseness. By leveraging global word-word co-occurrence knowledge to help extract better topics over short texts, TRNMF gains advantages in learning topic distributions using auxiliary contextual information. On the other hand, the proposed model alleviate the sparsity problem and improve the performance of topic modeling by exploiting document clustering relationship. We conduct extensive experiments on three real-world short text corpora. The experimental results show that our proposed model outperforms existing state-of-the-art alternatives in terms of effectiveness and efficiency. Next, we will use the graph-based word embedding techniques improve our model in the future work.
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