Abstract. We consider unconstrained minimization problems that have functions and gradients given by "black box" codes with error control. We discuss several modifications of the Steihaug truncated Newton method that can improve performance for such problems. We illustrate the ideas with two examples.
Introduction. Consider an unconstrained minimization problem minf
where the objective function f and its gradient rf are computed inaccurately with absolute errors af ; ag and relative errors rf ; rg that can be controlled. We ask how the errors should be set so that a truncated or inexact Newton iteration [10] , [5] , [11] , [12] such as Newton-CG or the CG-trust region method from [15] will perform like the error-free algorithm while krfk >> ag and continue to produce an improving sequence of iterations until krfk = O( ag ). The case considered here is different from that considered in [3] and [4] , which assumed fully accurate function values and gradient errors that were O(krfk), a condition that is impractical when krfk is small, and used information on the iteration to change the accuracy to which f and rf were computed.
Motivating Problem.
An example of such a situation which motivates this work is the simple optimal control problem: min u f rf(u)(t) = p(t) u (y(t); u(t); t) + L u (y(t); u(t); t): (1.4) In (1.4) p, the adjoint variable, satisfies the final-value problem on 0; T] ? _ p(t) = p(t) y (y(t); u(t); t) + L y (y(t); u(t); t); p(T) = 0: 
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If one solves (1.3) and (1.5) with the explicit Euler method, then the discretized gradient is also the gradient of the discrete problem. This means that approximating Hessian-vector products to high accuracy can easily be done by differencing for the discrete problem, since analytic gradients are available by computation of the discrete adjoint state. This is not the case if higher order methods are used [8] . If one uses variable-step and variable-order codes that control the local truncation error [13] , [2] , [1] , [14] the error in rf will depend on the errors that come from the numerical integration of (1.3) and (1.5). Moreover, after (1.3) has been solved, the values of y obtained will have to be used in an interpolation during the integration of (1.3). That interpolation error will also affect the accuracy of rf.
The accuracy in rf, in turn, will affect the performance of a Newton-CG algorithm that uses finite difference Hessian-vector products. We will denote by af and ag the absolute errors in the computation of the function and gradients and by rf and rg the relative errors. Our scenario is that when a function value f(u) is requested the computed value f c (u) satisfies jf c (u) ? f(u)j rf jf(u)j + af (1.6) and the computed gradient, which we denote by g, satisfies kg(u) ? rf(u)k rg jrf(u)j + ag :
For the example problem, the errors in f are of the same order as the errors in y. 
In addition to the errors that are controlled by the integrator, interpolation errors in u and y and integration errors in the computation of f must be considered. These errors are independent of the choice of integrator. We illustrate these errors with a simple example. Let the discrete unknown be a vector U 2 R N with components U i , which represents the values of u on a uniform temporal mesh 
Hessian-Vector Products.
With the interpolatory relation between the vector U and the function u in mind, we will no longer distinguish between them.
We approximate the product r 2 f(u)w by differences with a difference increment of . We will scale the difference increment by kwk when w 6 = 0^ = =kwk and obtain a forward difference approximation:
if w 6 = 0
The floating point arithmetic error in the computation of u +^ w is O( M ku +^ wk), where M is machine roundoff. Hence the error in the computation of the numerator of the difference quotient in (2.1) is rf(u) is small, one can allow the relative error in the gradient to increase somewhat. A similar observation was made in [3] and [4] , where large relative errors in the gradient had fairly benign effects. The situation is similar with central differences where where q = 1 for forward differences and q = 2 for centered differences.
Errors induced by differencing.
In this section we illustrate four ways in which difference errors can affect the algorithm from [15] and propose ways to address them.
From now on we will assume that af = ag = rf = rg = ;
and that krf(u)k M g throughout the iteration. In this case there is C g such that kg(u) ? rf(u)k C g The finite difference CG iteration (in exact arithmetic) is equivalent to that for the matrix A K . However the matrix A K need not be a good approximation to r 2 f(u). If j 0 then the CG-TR algorithm moves in the direction p j to the trust region boundary and returns a step. Therefore, if the approximate solution to the trust region problem is obtained in K iterations, it is also the one that would be obtained with A K as the model Hessian.
Termination of the Linear Iteration.
In most Newton-iterative methods the inner iteration is terminated when kr 2 f(u)s + rf(u)k krf(u)k; (3.5) where the parameter is called the forcing term. However, when using finite difference Hessian-vector products and low-resolution functions and gradients, we expect that the step is on the trust region boundary or kd(s) + gk kgk: (3.6) Assuming that the step is in the interior of the trust region, the CG iteration returns (at least in exact arithmetic [7] ) when kA K s + gk kgk:
Neither (3.6) or (3.7) imply (3.5). Moreover, since d(s) is not linear in s, (3.6) is not equivalent to (3.7).
Following the analysis in [9] and [10] one can prove 0 the trust region algorithm will move to the trust region boundary and no further CG iterations will be taken. In summary, to guarantee that the inexact Newton iteration will behave correctly, the termination criterion for the nonlinear iteration, say, kgk C ; for some C > 0, must be connected to the forcing term in the inexact Newton iteration and to the error in the numerical differencing. One way to do this is to use (3.12) .
Even larger choices for can be more efficient in the earlier phases of the iteration [6] .
Accuracy of the Quadratic Model.
Having generated a step s the next stage in CG-TR is to test the step for acceptability and adjust the trust region radius. These decisions are based on comparing the predicted reduction pred (the reduction in the quadratic model) with the actual reduction ared. In the present case, both computations can be in error.
To compute pred, the reduction in the quadratic model, one approximates pred ideal = s T rf(u) + :5s If the ideal quadratic model is used, pred < 0 is guaranteed in TR methods, such as CG-TR, that enforce Cauchy decrease. As mentioned above, we do not use the ideal quadratic model, but one based on A K .
However,
unless v = p j for some j. ):
(3.14)
Near optimality, there is c > 0 such that
and this will dominate the error in (3.14) while kek , i. e. until convergence.
Far from the solution, however, r 2 f(u) can have small or negative eigenvalues, as can A K . In this case, when ksk can be large. A detection of negative curvature from the CG iteration may not be confirmed when pred is computed using (3.13). Simply reducing the TR radius when pred > 0 will solve this problem, as the error is entirely in the quadratic term.
Measurement of Decrease.
If af = rf = f and ag = rg = g , then ared, as observed with errors taken into account, is
The relative errors will not affect the high-order bits of ared and are therefore harmless. However, the absolute error can make ared useless. If, now, u c is near u , then In the case where f = g = , acceptance of an inexact Newton step near u implies that
So if is sufficiently small and if ared has only one or two digits of accuracy, the step will be accepted and a good reduction obtained. If is large, on the other hand, inaccuracy in ared may result in stagnation. Two possible solutions are to make sure that af = O( 2 g ) or to abandon the test for decrease once kgk becomes sufficiently small or when ared . This means that the optimization algorithm becomes a Newton-CG iteration and only seeks to find a root of g.
4.
Changes to the Trust Region Algorithm. The previous discussion suggests several modifications of the algorithm in [15] :
Terminate iteration when TR radius is below . This is consistent with a more standard practice of terminating when too many reductions in the TR radius have been taken. We implement this in all the experiments.
Modification pred: Reduce TR radius if pred 0. The trust region-CG code from [10] was modified to incorporate these changes. The trust region parameters were left unchanged. Both examples have tolerances that can be controlled, exactly for the simple example in x 4.1.1 and approximately in x 4.1.2. In all the examples we set af = rf = ag = rg = ; use centered differences with a difference increment of (10 ) 1=3 , and terminate the iteration when krf(u)k was small or when the trust region radius has been decreased more that 20 times, the latter an indication that the limit of resolution of the function has been reached. The Hessian has condition number K. In the computations reported in this section the forcing term in (3.5) was set to :1 when modification was inactive.
In the computation reported in The discretized control u was a piecewise linear spline with 10 nodes and the unknowns were the values at the nodes, which were equally spaced on 0; T] = 0; 1]. In view of the expected second order accuracy, we set the relative and absolute error tolerances in the ODE integrator to h 2 . We solved (1.3) and (1.5) with the ode15s stiff integrator in MATLAB. The solution of (1.3) was reported at the nodes by the integrator and x was extended to all of 0; T] with piecewise linear interpolation.
In the computations reported in this section the forcing term in (3.5) was set to :01 when modification was inactive, = :01, and the iteration was terminated when kgk < :01. 
