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ABSTRACT On rod disc membranes, single photoactivated rhodopsin (R*) molecules catalytically activate many copies of
the G-protein (GO), which in turn binds and activates the effector (phosphodiesterase). We have performed master equation
simulations of the underlying diffusional protein interactions on a rectangular 1 -_m2 model membrane, divided into 15 x 15
cells. Mono- and bimolecular reactions occur within cells, and diffusional transitions occur between (neighboring) cells.
Reaction and diffusion constants yield the related probabilities for the stochastic transitions. The calculated kinetics of active
effector form a response that is essentially determined by the stochastic lifetime distribution of R* (with characteristic time TR.)
and the reaction constants of Gt activation. Only a short TR. (-0.3 s) and a high catalytic rate (3000-4000 Gt s-1R*-1) are
consistent with electrophysiological data. Although R* shut-off limits the rise of the response, the lifetime distribution of free
R* is not translated into a corresponding variability of the response peaks, because 1) the lifetime distribution of catalytically
engaged R* is distorted, 2) small responses are enlarged by an overshoot of active effector, and 3) larger responses tend to
undergo saturation. Comparison of these results to published photocurrent waveforms may open ways to understand the
relative uniformity of the rod response.
INTRODUCTION
Living cells respond to external signals through specialized
membrane-bound transducer systems. In G-protein-coupled
systems, the activation of a receptor protein by an external
physical or chemical stimulus initiates a cascade of protein-
protein interactions. First, the receptor activates the G-
protein by catalyzing guanine nucleotide exchange in a
transient receptor-G-protein complex. Then, the G-protein
in its active, GTP-binding form binds to an effector protein
(e.g., an enzyme or channel). The signal leaves the mem-
brane, at which time the effector mobilizes a second mes-
senger such as cyclic nucleotide or Ca21 ion.
The visual cascade, found on the disc membranes within
the retinal rod outer segment, is a well studied example of
a G-protein cascade of reactions. It consists of the photore-
ceptor rhodopsin (R), the G-protein transducin (Gt), and a
phosphodiesterase (PDE) effector, which hydrolyzes cyto-
solic cyclic GMP. Characteristic for the visual system is the
detection of single photons with high fidelity. A crucial
element thereby is particle amplification, i.e., a single pho-
toactivated receptor can rapidly transmit the light signal to
many copies of the G-protein (Fung et al., 1981; Liebman
and Pugh, 1979). The experimental results have supported
the random walk amplifier concept (Liebman and Pugh,
1979) in which the proteins are understood as freely diffus-
ing particles on the two-dimensional disc surface, allowing
photoactivated rhodopsin (R*) to sequentially encounter
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and activate many molecules of GU. Each of the active GU
molecules, generated along the R* diffusion path, has then
a chance to bind to an effector molecule and to activate it.
As long as the effector enzyme is kept active by a
sufficient amount of active G-protein, the light signal is
transmitted to cGMP-dependent channels in the plasma
membrane. Deactivation of this transducer system implies
the shut-off of receptor, G-protein, and effector. Gt and PDE
are deactivated in concert by the intrinsic GTPase activity of
the G-protein; it is important to note that this deactivation
leads to recycling and de novo activation of G-protein, as
long as the receptor remains in its catalytically active form.
By contrast, deactivation of rhodopsin is a real shut-off, in
that the inactive from of rhodopsin can only return into the
reactivatable form by a slow regeneration process. Rhodop-
sin deactivation is brought about by phosphorylation via a
rhodopsin kinase and subsequent binding of a molecule of
arrestin. The lifetime for any individual active molecule of
rhodopsin ends with the binding of arrestin, as the phos-
phorylation step as such does not reduce much the catalytic
capacity (for a review, see Heck and Hofmann, 1993).
The approach applied in this study is mesoscopic (van
Kampen, 1981) and thus different from previous macro-
scopic (Lamb and Pugh, 1992; Kahlert and Hofmann, 1991)
and microscopic (see below) approaches. Understanding the
visual cascade on a microscopic level would require the
knowledge and adequate description of all of the protein-
protein interactions involved and the complete reconstruc-
tion of the cellular response from these individual interac-
tions. A description in such detail would imply the solution
of the equation of motion for all particles, an impossible
task in practice. On a macroscopic level, the diffusion
equation and chemical rate equations yield an adequate
description (Lamb and Pugh, 1992). Differential equations
are, even for complex systems, accessible to numerical
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evaluation (for a simple treatment, see Kahlert and Hof-
mann, 1991; Pulvermuller et al., 1993). However, the im-
portant condition for a macroscopic description is that the
particle numbers are large enough and can be treated as
continuous variables. This condition is not met, when only
a few rhodopsin molecules are activated per second in the
working condition of the rod cell.
The mesoscopic approach (van Kampen, 1981; Gillespie,
1992) takes into account the discrete character of the dy-
namic variables and the resulting fluctuations. The stochas-
tic techniques used here have been worked out as a general
tool to analyze complex chemical reaction systems (Breuer
et al., 1992a,b). The mesoscopic approach neglects any
detail of intra- or intermolecular reaction; protein-protein
interaction is approximated by a single step of simultaneous
encounter and reaction with a transition rate characteristic
for a given pair of proteins. Furthermore, it can be assumed
that any reaction or diffusion step is independent of the
history of the system, i.e., it satisfies the Markov condition.
This will allow us to develop a so-called master equation,
which describes the time-dependent probability for any
given state of the reaction/diffusion process (for a micro-
scopic foundation, see Gillespie, 1976). We divide the two-
dimensional membrane reaction surface into cells (conceiv-
able as rectangles) and describe diffusion by random
transitions between neighboring cells. Within each cell, the
particles form an ensemble with probabilities for monomo-
lecular and/or bimolecular reactions, characteristic for a
given type of particle (e.g., receptor or G-protein). The
probabilities can be derived from the macroscopically de-
termined reaction rates (Gillespie, 1976). Previous solutions
based on chemical reaction schemes (Kahlert and Hofmann,
1991; Bruckert et al., 1992) will be contained in this de-
scription as a limiting case, e.g, for high particle numbers.
Lamb (1994, 1996) has recently considered a more mi-
croscopic stochastic model, with the perspective to analyze
partial steps of encounter and protein activation during the
activation phase of the photoresponse. Our mesoscopic ap-
proach is complementary in that it allows us, at the expense
of any information about the collisional process, to extend
the analysis to the time limit of receptor deactivation. This
enables us to incorporate the information that became re-
cently available on the lifetime of active receptor (Pepper-
berg et al., 1992, 1996; Chen et al., 1995; Langlois et al.,
1996) and G-protein (Vuong and Chabre, 1991). The
method is also flexible enough to include in the future
additional experimental information, for example, that on
calcium-dependent regulation (Lagnado and Baylor, 1994).
REACTION MODEL
Some of the protein-protein interactions in the visual cas-
cade have been analyzed in detail and dissected into partial
reaction steps (for reviews, see Hofmann and Heck, 1996;
Hofmann et al., 1996). As outlined in the Introduction, we
will base our analyses on a simple kinetic skeleton of mono-
and bimolecular steps, which suffices to establish a reaction
scheme (Fig. 1 and Table 1). In the following, we consider
the activating and deactivating steps separately.
Activating steps
The multistep conversion of rhodopsin into the active state,
taking place within milliseconds after light absorption, is
represented by a single (first-order) reaction (step 1 in Table
l and Fig. 1).
The assumptions on steps 2 (R*Gt association) and 3
(R*Gt dissociation) are based on determinations of the
speed of Gt activation (Kuhn et al., 1981; Vuong et al.,
1984; Kahlert and Hofmann, 1991; Pugh and Lamb, 1993)
and on kinetic analyses of association and dissociation
(Kohl and Hofmann, 1987; Kahlert and Hofmann, 1991;
Bruckert et al., 1992). The experimental data indicate an
overall rate of production for active, GTP-binding G* of at
least 1000 s-1. Light-scattering data and estimations based
on the rising phase of the electrical rod response have
indicated that the rate can rise to more than 4000 G*/s
(Kahlert and Hofmann, 1991; Pugh and Lamb, 1993). We
will therefore also consider a case in which both steps 2 and
3 are four times faster, resulting in an overall rate of 4000
G*/s. To account for a possible slowing of step 3 by
depletion of GTP, we will also test a much slower dissoci-
ation rate. This is not inconceivable because, whenever the
FIGURE 1 Reaction cycle and interactions of G,. (Upper panel) Simpli-
fied reaction cycle, showing the reaction steps and species formed. (Lower
panel) Scheme of the random walk approach to diffusion. All reactions of
the scheme above take place within each cell with probability >0, when
reactant particles are present. Gain and loss of reactants occur by random
transitions of particles between neighboring cells. Probabilities of reaction
and cell-cell transition were derived from reaction rates in Table 1 and
from diffusion constants (see text).
3052 Biophysical Joumal
Stochastic Simulation of the Transducin GTPase Cycle
TABLE I Rate constants used in simulations
Reaction k Description
Activation
1. R -* R* 200 s- Transition of R into an active state R*
2. R* + G -> R*G a. 0.75 1Im2(Ns) Coupling of R* to G,
b. 3 IIm2(Ns)-'
3. R*G-R* + G* a. 2000 s-' Dissociation of R*Gt, leaving free R* and active, GTP-bound G*
b. 8000 s-
4. G* + PDE -* G*PDE* 0.3 ,.tm2(Ns)-' Formation of G*PDE*, the cGMP-hydrolyzing effector enzyme
Deactivation
5. R* Ri a. 0.5 s-' Transition of R* to inactive R,
b. 3.3 s
6. G* Gr 0.05 s- Transition of Gt into a refractory state Gr
7. G*PDE* -> PDE + Gr 2 s-1 Dissociation of G*PDE*, leaving inactive PDE and Gr
Reset
8. Gr G 2 s-' Recycling of Gr
Sources for the rate constants (see text for details) are as follows: step 1, Hofmann et al., 1996; step 2, Kuhn et al., 1981; Vuong et al., 1984; Kahlert and
Hofmann, 1991; Pugh and Lamb, 1993; step 3, Kohl and Hofmann, 1987; Kahlert and Hofmann, 1991; Bruckert et al., 1992; Pugh and Lamb, 1993; step
4, Heck and Hofmann, 1993; Lamb, 1994, 1996; step 5a, Pepperberg et al., 1992; step Sb, Chen et al., 1995; Langlois et al., 1996; Pulvermiuller et al., 1993;
Pepperberg et al., 1996; step 6, Antonny et al., 1993; step 7, Vuong and Chabre, 1991; step 8, Hofmann and Heck, 1996. The diffusion constants are from
Lamb, 1994, 1996.
concentration of free GTP drops to sub-millimolar concen-
tration, this should affect the G4 activation speed (Kahlert
and Hofmann, 1991).
The rate of G*PDE* formation from G* and inactive
PDE (step 4) was taken from the measured delay of 5 ms
between the formation of G* and its binding to PDE (Heck
and Hofmann, 1993). The simplification in this step is
considerable, in that the effector in reality comprises two
catalytically active subunits, a and ,3, each bound to an
inhibitory y-subunit. The subunits are successively acti-
vated by stoichiometric binding of two GTP-bound Gt
a-subunits. The relative activity generated by the partial
reactions and the degree of cooperativity between them is
still unknown (cf. Hofmann and Heck, 1996). Our assump-
tion of a single rate means an approximation by two inde-
pendent, equivalent PDE binding sites for G*, which seems
to provide a sufficiently good approximation, at least for the
activation kinetics (Lamb, 1994, 1996).
Deactivating steps
We will generally assume that a single R* molecule lives
for a certain time, tR*, before it is deactivated in a sudden
transition (shut-off). This individual lifetime of a single
molecule must be distinguished from the characteristic time
TR*, which is the inverse of the macroscopic rate of reaction
(for the free molecule) and determines the exponential prob-
ability distribution of tR*. The actual value of tR* was either
fixed to a certain value or randomly generated, based on the
probability distribution. The procedures are described in the
Simulation Techniques.
It is important to note that the effective lifetimes tR* are
prolonged, and the stochastic lifetime distribution is thus
distorted (best seen in Figs. 4 and 6), by the fact that the
real, response-generating R* spends part of its lifetime in
the catalytic complex with Gt. Only in the free intervals
does R* have a chance to decay (step 5 in Table 1).
The characteristic times assumed for step 5 are TR* = 2 s
(5a) and 0.3 s (Sb), based on recent electrophysiological
studies. TR* = 2 s is obtained when the falling phase of the
electrophysiological rod response is evaluated under satu-
rating conditions (Pepperberg et al., 1992). However, under
conditions of single quantum excitation (i.e., the conditions
of these simulations), the time during which R* effectively
activates Gt and PDE is considerably shorter. Possible ex-
planations include that single R* molecules can exert their
effect on Gt only within a temporally defined domain or that
the characteristic lifetime of R* itself is shorter in this case
(Pepperberg et al., 1996). Positive evidence in support of a
rapid decay of R*, which limits the rise of the response, was
given by Chen et al (1995) and by Langlois et al. (1996); see
Discussion for details.
As mentioned in the Introduction, the deactivation of R*
may comprise a total of three different reaction steps,
namely, binding and activation of rhodopsin kinase, phos-
phorylation of R*, and binding of arrestin. It is known that
the kinase can bind only to active rhodopsin, only to the free
molecule, and not during the lifetime of its complex with the
Gt (Pulvermuller et al., 1993). Our model assumption of
first-order decay of R* to Ri (step 5) is consistent with the
information as it assumes deactivation of R* only from free
R* and not from R*Gt. Another point is whether the as-
sumption of single first-order decay of R* is realistic in
view of the complex nature of biochemical R* deactivation.
The binding steps for both rhodopsin kinase and arrestin are
fast (- 100-200 ms), according to extrapolations from mea-
surements in vitro. In the case of sufficiently long-lived R*,
this would leave phosphorylation as the rate-limiting step
Felber et al. 3053
Volume 71 December 1996
and justify the approximation by a single first-order decay
reaction, i.e., an exponential distribution of R* lifetime. In
the case of short R* lifetime, the three reaction times could
be comparable, and our single-step approximation would
give an upper limit of stochastic variability. Note, however,
that the molecular nature of the reaction that acts as the
pacemaker of R* deactivation is not yet known. Rhodopsin
kinase (Pulvermuller et al., 1993) and/or the splice variant
of arrestin (so-called p44-protein; Palczewski et al., 1994)
could downregulate Gt activation, already before phosphor-
ylation and binding of arrestin occurs.
The characteristic times of G* deactivation must fit into
the time frame given by heat production experiments. These
have shown that the hydrolysis of cGMP in bovine rod outer
segments reaches a stable level after less than 1 s (Vuong
and Chabre, 1991). This has been interpreted to mean that a
stable level of active PDE is reached within this time. We
may further conclude that the majority of G* molecules
recycle to the GDP-bound state (paths 6 or 7/8, Fig. 1) with
a characteristic time T < 1 s. Thus, a rate of 2 s-' is
assumed for the deactivation via PDE-assisted GTPase for
the PDE-bound form of Gt, G*PDE* (step 7).
It is important to note that a fast deactivation rate for the
majority of the G-protein does not exclude a small fraction
of G* that deactivates with a slower rate. It was indeed
found experimentally that the GTPase reaction of isolated
Gt (a small fraction of the total G* pool, as we will see) is
relatively slow, with a rate of 0.05 s-1 (Antonny et al.,
1993).
The intermediate refractory state (Gr, between steps 7 and
8) was motivated by the fact that in vitro, activated Gt
dissociates into its a- and J3y-subunits; the a-subunit alone
may interact with the effector, forming G*PDE* (for a
discussion, see Hofmann and Heck, 1996). The time it takes
to recombine the Gt holoprotein, required for interaction
with the receptor, may thus cause a delay after GTP hydro-
lysis (step 7). In a few cases, simulations without any
refractory period (with a direct decay replacing steps 7 and
8) were performed, with no substantial change in the results
(see below).
Interplay between activation and deactivation
The systematics of specific activating and deactivating re-
action steps, used above, does not lead to the assignment of
unique values for the rise and decay of effector activity.
Only the interplay between activating and deactivating re-
actions can explain the pool behavior of an intermediate
species at a given time. For example, it will be shown below
that the decay of the active effector G*PDE* depends on the
activation rate of Gt. In addition to the molecular parameters
t and T (discussed above for R*), one may consider a pool
reaction time, which results from the contributions of sev-
Concentrations, diffusion constants, and
boundary conditions
Lamb (1994, 1996) has studied a microscopic discrete
square lattice in which the distance between the centers
equals a collision radius. In the mesoscopic grid that we are
assuming, the 15 X 15 cells within the reaction space of 1 X
1 pum2 are small two-dimensional reaction cuvettes rather
than fixed sites for reacting molecules. For a few cases, we
have studied the difference in the simulations between 400
and 225 cells per surface and found it to be negligible.
Importantly, it is not useful in the present model to increase
the cell number above 400 because the condition of homo-
geneity of the master equation (van Kampen, 1981) is then
no longer met.
Throughout this study, we start the simulation with 1 R*
molecule, 3000 G, molecules (equals G* at maximum), and
600 independent PDE binding sites (equals G*PDE* at
maximum). The diffusion constants used are, in pum2/s (see
also Lamb and Pugh, 1992; Lamb, 1994): R*, 0.7; G, 1.2;
G*, 1.5; Gr, 1,5; R*G, 0.4; PDE, 0.8; G*PDE*, 0.2.
In the simulation algorithm, reflective boundary condi-
tions were applied. None of the particles can move over the
rim of the reaction space, but every try is counted with the
time-step E. This assumption was made to mimic the limited
reaction space (Liebman et al., 1987) made up by the
surface and rim of a small disc, as it is found in the retinal
rods of warm-blooded animals.
MASTER EQUATION
The reaction steps in Table 1 form a reaction system that
provides information about the possible transitions between
the species involved. In their original interpretation, the rate
constants introduced imply a chemical reaction scheme with
a time-dependent space-invariant concentration, i.e., a uni-
form distribution of a species in space. However, the con-
centration represents the average value of a discrete quan-
tity, namely, the number of molecules in a surface element
d12 of the two-dimensional disc membrane surface. The
discrete character of the dynamical variables naturally leads
to internal fluctuations in the system. Only in a certain limit
of large particle numbers may one expect these fluctuations
to vanish asymptotically and the reaction-diffusion system
still be described by differential equations (Fick's law) and
rate constants. As will be shown below, the necessary
refinement can be provided by a master equation description
on a mesoscopic level.
To formulate this stochastic process, the physical space,
i.e., the surface [0, L]2, is discretized into a sufficiently large
number M2 of cells labeled by the integer matrix index (n,
m) with n,m = 0, . . . ,M. Doing so, we define a mesoscopic
length scale 81 = L/M, which has to be chosen in such a way
that the condition of a homogeneous master equation is
satisfied (see below). Next we introduce for each cell (n, m)
a positive integer Nnnm;s, which denotes the number of
molecules of type s (s = 1,... ,S), in cell (n, m). These
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numbers are regarded as time-dependent random numbers,
i.e., the set {(Ni,i;I(t), ... ,NMM;s(t))} for all values of t
represents a multivariate stochastic process. Assuming that
this is a Markov process, its dynamics is completely spec-
ified by giving a master equation for the probability distri-
bution P(N,,;i, ...N.,NMM;S,t). The master equation is written
in the form
- P = AP,at
where A is a linear time evolution operator acting on func-
tions of the stochastic variables (Nj,1;1,... NM,M;S). The
expectation value F of an arbitary function F(N11;.,...,
NM,M;S) is
x0 00
(F(t))= I ... E
Ni,1;1=0 NM.M;s=O
F(NI i;s, . . . , NM,M;s)P(Nl i;s , NMM;S,t).
In particular, the expectation value
1
represents the average concentration of molecules of sort s
in cell (n, m). It has been shown explicitly (Malek Mansour
et al., 1981) that, within the limit of high density and infinite
particle numbers, the time evolution equation for the con-
centration derived from a master equation by the fl-expan-
sion (van Kampen 1981) converges to the system of differ-
ential equations given by the macroscopic description.
Now we demonstrate the construction of the time evolu-
tion operators Ar for reactive transitions and Ad for diffusive
ones. The latter can be treated as a collective random walk
(Honerkamp, 1990). The time evolution operator for the full
master equation then reads
A =Ar+Ad
The following three elementary transitions are the basic
constituents of the master equation.
1) For monomolecular reactions
km km
a )-b or a -b + c
in cell (n, m), the differential equation for the kinetics at
concentration ca(t) iS
aca(t)
at kmca(t),
where dim(km) = s-1 is the dimension of the monomolec-
ular reaction constant km. It does not depend on the dimen-
sion in space. All reactive transitions can be described as a
simultaneous destruction of the educts and creation of the
products.
The number of molecules of type a in cell (n, m) is Nn,m;a.
They decay with a reaction rate
WZX = Nn,m;akmg
where Z = (Nn,m;a, Nn,m;b, Nn,m;c) is the state before and
Z = (Nn,m;a- 1, Nn,m;b + 1, Nn,m;c + 1) is the state after
the transition.
The master equation for the monomolecular process in
the cell (n, m) then reads
aP(Nn,m;a, Nn,m;b, Nn,m;c, t)
at
=-kmNn,m;aP(Nn,m;a, Nn,m;b, Nn,m;c, t)
+ km(Nn m;a + 1)P(Nn,m;a + 1, Nn,m;b -1, Nn,m;c - 1, t)
It consists of a loss and a gain term, which is clearly seen in
this notation. To shorten the formulas, it is convenient to
introduce an operator E, which acts on discrete functions in
the following way
En,m;SF(. .. , Nnm;s . ) = F(. . ., Nn,m;s + 1, * * * )
EnmI F( . .,Nn,m;s,...) = F(..* , Nn,m;s - 1,..).
As Nn,m;s = 0 is a natural boundary of all processes applied
here, no negative particle numbers can occur.
Now the time evolution operator for this monomolecular
reaction type reads
Arm-km(En,m;aEn,1;bEn,1;c - I)Nn,m;a.
2) For bimolecular reactions
kb kb
a+b-c or a+b-c+d
in cell (n, m):
The differential equation for this case reads
Ca(t)
=- kbCa(t)Cb(t).
Here, kb is a bimolecular rate constant with dim(kb) =
[(,imol/L)s]-1 in a three-dimensional case and dim(kb) =
[(particles/prm2)s]-1 for a two-dimensional problem.
The rate of a transition from the state Z = (Nn,m;a, Nnm;b,
Nn,m;c) to Z' = (Nn,m;a - 1, Nn,m;b-1, Nn,m;C + 1) depends
on the product of the particle numbers Nn,m;a and Nn,m;b. For
the case of reactions upon a surface of order 612, we get
kb
Wz,zX = Nn,m;aNn,m;b k12b
The time evolution operator for that bimolecular reaction
then reads
Arb- kbAr =~1 (En,m;aEn,m;iEn,m~f;c - I)Nn,m;aNn,m;b-
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3) For a random walk in two dimensions, as mentioned, the
reaction surface is divided into M2 cells, each labeled with
the integer matrix index (n, m). Any possible transition can
be written as a product of the two elementary operators Enm
and En. The jump of a particle to another cell is equivalent
to the annihilation in one cell and creation in the other. Each
particle has the possibility to jump in four directions, i.e., to
the four neighboring cells. The jumps are represented by
terms (En,m' En-' - 1) where we assign (n', m') = (n, m +
1) to transitions to the right, (n', m') = (n, m-1) to the left,
(n', m') = (n-i, m) to the top, and (n', m') = (n+, m) to
the bottom. Ad describes the collective random walk of
particles of sorts s = 1, . . . S:
S Ds M M
Ad 3 2 s12 E [En+il,m;sEn,m;s +Enii,m;sEn,m;s
s=O n=O m=O
+ En, p_;sEn,m;s + En7M+I;sEn,m;s - 4]Nn,m;s.
Now we develop the master equation for the overall sto-
chastic process, including the reaction system (Table 1) with
diffusion of all reactants in two space dimensions:
We identify s = 1, . . . 9 as follows: 1 = R; 2 = G; 3 =
PDE; 4 = R*; 5 = Ri; 6 = R*G; 7 = G*; 8 = G,; 9 =
G*PDE*; then, Ad is the time evolution operator for diffu-
sion of all reactants of our model. To set up A, we look at
the reaction system in Table 1 and obtain
M M
Ar = 2 kl(En,m;REnM;R*- i)Nn,m;R
n=O m=O
+ 2(En,m;R*En,m;GEnNn;R*G 1)Nflm;R*Nn,m;G
+ k3(En,m;R*GEnm;R*Enm;G* )Nn,m;R*G
+
k4 (En,m;G*En,m;PDEEn1;G*PDE* -)Nn,m;G*Nnm;pDE
+ kS(En,m;R*EnM;RR - l)Nn,m;R*
+ k6(En,m;G*En,M;Gr- I)Nn,m;G*
+ k7(En,m;G*pDE*EnM;GjEnM;pDE 1)Nn,m;G*pDE*
+ k8(En,m;GgEnM;G I)Nn,m;Gr-
Two different kinds of boundary conditions for the diffusive
random walk are applied. For periodic ones, we set the cell
index 1 equal to M + 1 and the cell index 0 equal to M. For
reflective boundary conditions, diffusive transitions over
the boundary of the reaction surface are forbidden, but every
try is counted in time with the chosen time-step e.
SIMULATION TECHNIQUES
One advantage of the master equation formulation of a
reaction/diffusion process is that the master equation liter-
ally translates into a compact and simple numerical simu-
lation algorithm. Basically, the simulation algorithm gener-
ates an ensemble of realizations of the stochastic process
from which all quantities of interest can be estimated.
Initially, each particle is randomly placed in a cell (n, m),
which is selected among the others with equal probability.
The well known simulation algorithm (Gillespie 1976)
for one realization consists of three basic steps:
1) Let us assume that at time t the state of the system is
given by (N,,;1,... ,NM,M;S). In the first step, the time t + e
of the next transition is determined. The total transition rate,
as can be read off the master equation, is
M M
Wtot > >i Wn,m,
n=1 m=1
where
4nm [4[ SN2kn,ms Nln,m;R + 512 Nn,m;R*Nn,m;G
k3Nn,m;R*G k4 Nn,m;G*Nn,m;PDE + k5Nn,m;R* + k6Nn,m;G*
+ k7Nn,m;G*PDE* + k8Nn,m;Gr.
The probability for any transition to occur within the infin-
itesimal time-step, i.e., the time the system remains in the
state (N,l;1;, .-. . NM,M;S) until the next transition occurs, is
exponentially distributed. The random number e is gener-
ated from the uniformly distributed random number r1 on
the interval [0, 1] with the formula
1
wtot
2) In the second step, the actual transition that is to occur is
chosen from all possible ones, and all variables are updated
correspondingly. The set of all possible transitions can be
divided into groups with label (n, m). Each group (n, m)
contains probabilities for reactive transitions inside the
group and for diffusive transitions to its neighboring groups.
We identify Wn,m as such a group. The probability that a
certain transition belongs to group (n, m) is Wn,m/Wtot. We
first choose the group with this relative probability by
applying the rejection method (Honerkamp, 1990). Then we
assign disjuncL intervals in [0, 1] to each possible transition
of group (n, m). Their length is equal to the probability
relative to Wn,m. The intervals thus add up to unity. By
choosing a random number in [0, 1], we can now determine
the actual transition. The number and type of the transitions
of a group depend on the number and type of particles
inside.
Performing this transition as indicated (following the
boundary conditions) yields the new state.
3) Repeat steps 1 and 2 until the end of the time interval
is reached.
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The most important quantity with which we deal is
M M
Ns;r(t) = E ENn,m;s;r(t),
n=O m=O
where the index r denotes the number of the realization.
Ns;r(t) describes, for a given realization, the total amount of
a species s as a function of time. For the case s = G*PDE*,
Ns;r(t) will be understood as the response of the model
membrane.
RESULTS
Spatiotemporal pattern of effector activation
The spatial and temporal information provided by the sto-
chastic simulations enables us to study whether the R*
generates a local accumulation of active PDE along its
trajectory. Fig. 2 shows the results for the "a" conditions
(Table 1) and an R* lifetime tR* = 1.5 s. The positions of
R* are recorded every 50 ms and connected by straight
lines. The distances reflect the diffusion constant of R* (0.7
11m2 s- 1). In Fig. 2, a-d, the instantaneous occupation of
the cells by active PDE (density of G*PDE*) is shown on an
aiT-I tF
WLL.:-L .!-41ItI_ E J
FIGURE 2 Random walk trajectory of R* and
spatiotemporal pattern of G*PDE*. (Inset) In this
example of a realization, R* random walk was
started from the lower right corner, position of the
R* is shown every 50 ms. The erratic trajectory of
R* is replaced by straight lines between these
positions. (Upper panel, a-d) Density of G*PDE*
within each cell, at the times indicated, repre-
sented by optical density (scale shown on top).
(Lower panel) Filled circles show the total number
of G*PDE* on the surface as a function of time;
arrows indicate the times related to the patterns
a-d and the lifetime of R*, tR* in this simulated
response of the membrane.
NG*PDE.
pm2
400 -
300 -
200 -
100 -
0
'1
optical density scale, with a maximum of 7 G*PDE*s per
cell. With a total amount of 600 PDE binding sites, the
average number of PDEs per cell is 600/225 (-3). It is seen
that, in the very beginning, after 0.2 s (a), the activation
zone remains close to the trace of R*. After 0.9 s (b), when
the R* had preferentially stayed in cells near the lower left
corner, some accumulation of active PDE is seen. After
1.25 s (c), the active PDE no longer shows any correlation
to the R* trace, and after 1.8 s (d), well after R* shut-off, the
excitation is entirely randomized.
Thus, under our conditions, only in the very early phase
of G*PDE* generation did the activity remain localized
around the trace of the R*. Later, it spread rapidly enough
over the membrane surface to randomize spatially, so that
no local depletion (burnout) of PDE occurred. We note that
this may apply only to the reaction and diffusion parameters
chosen, and that a more extended reaction space (simulating
the larger discs of cold-blooded animals) may well behave
differently.
When the total amount of active effector (G*PDE*) in all
cells is counted in each of the 50-ms time intervals and
plotted versus time, a rise and decay of activity results,
which is characteristic for a given realization. Fig. 2 shows
b
NG*PDE*
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c
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0
0
0
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this for the special case considered. It may be predicted that,
during the rising phase of such a response, the activating
reactions predominate, that the subsequent plateau-like
phase reflects a balance between formation and decay of
G*PDE*, and that the falling phase reflects dominance of
the deactivation reactions. In the following, we will analyze
the different phases in more detail.
Families of responses by stochastic
variation of R*
Families of responses arise from repeated simulation with
one and the same set of parameters. They are similar but
show distinct stochastic variability, mainly due to tR*, which
varie
famil
tR* a
tiveli
TI
termi
appr
long
limit:
It is
500
400
300
200
100
0
FIGIU
G*PI
tR*. S
1. Va
Filled
The t
symb
of the available PDE sites (which would be 600) nor to an
exhaustion of free, activatable G-protein (see below). It
rather reflects the balance between gain and loss of
G*PDE*, which is offset when R* is shut off. The onset of
the plateau must reflect the point at which the deactivating
reactions begin to balance the gradually slowing activation
(see below). It could, in principle, be co-determined by local
restrictions of the activation process; however, we have seen
above that this is not relevant under the assumed conditions.
Rate of G* production determines overall level of
active effector
s within the distribution assumed. In Fig. 3, two such The plateau reflects a limit of effector activity, which cannot
lies are shown, each with an exponential distribution of be surpassed for single photon excitation and a given set of
round a characteristic time TRR (0.3 and 2.0 s, respec- reaction/diffusion parameters. It is a suitable measure of
y). overall effector activation. Pronounced effects are seen
ie responses share a common rising phase. Soon after whenever the partial steps of Gt activation are altered; the
ination of R* lifetime, they start to decline with an G* decay reactions are less important in this regard.
oximately exponential falling phase. For sufficiently A lower plateau arises from faster decay of free G* (a
R* lifetime, a plateau level is reached that is, within the change of the rate from 0.05 to 2 s-1 resulted in a 10%
:s of the individual fluctuations, the same for all traces. lower plateau; data not shown). Enhancing this reaction
obvious that the plateau can be due neither to saturation provides a shunt for free G* back to Gr, so that fewer
molecules flow through the PDE branch (steps 4 and 7).
With the same reaction rates but faster transitions between
the cells (i.e., diffusion) for active and/or inactive Gt, the0e lOeYO A0 responses are not significantly altered. This is consistent
'''''''''''''''l''''''l''''''''''''' with the absence of local restriction stated above, as only0 1 2 3 4 when such restrictions exist can enhanced diffusion lead to
NG*PDE* the capture of more particles and enhanced activation.
m=2 Omitting the refactory period (replacing steps 7 and 8 by
one single G*PDE* decay step with 1-s reaction time)
* A;w.P . 5 T f r reduces the plateau level of G*PDE* by -10%.9, V : A Lowering the rate of R*Gt dissociation must lower the
tv -v . overall rate of activation. More importantly, it prolongs the
0 0
v.~ '& , , . . lifetime of R* as R* in the R*G complex cannot decay to R;
;. VD &* . 0 A(see Reaction Model). Fig. 4 shows a family of responses
t0 VP A . A , with the parameters of Fig. 3 (TR. = 0.3), except that the
*i0. , R*G dissociation (step 3 in Fig. l and Table 1) was chosen
i
0
°°V*0vA& o o ,to be five times slower. The plateau is reached after the
A1P^°§ ° go A * same time (-1-1.2 s), but it assumes a much lower level.
O,^¢V ^* 0 A Moreover, the onset of deactivation is now shifted to much
2 'oOOO-tvsBO 39 * ' AA vlonger times. Slowing of R*G dissociation is, in principle, a
160 00 Spp e 0 0 * realistic assumption if the nucleotide metabolism of the cell
: >Vao 11% allows the cofactor GTP to drop below the millimolar4 > concentration required (which, however, does not seem to
apply to the functioning rod; see the Discussion).
0 1 2 3 4 5 Effector activation can be driven to the limit where all
time [sJ PDE is saturated when the overall speed of Gt activation is
sufficiently enhanced. In Fig. 5, A and B, two cases (2a, 3a
JRE 3 Families of responses. In each response, the total amount of and 2b, and 3b in Table 1) are compared, with a difference
)E* on the surface is plotted versus time, for different lifetimes of R*, by a factor of four in both partial steps of R*-catalyzed Gt
simulations were done with the G-protein activation rates (a) in Table activation (steps 2 and 3 in Fig. 1) and a corresponding
lues of tR* are exponentially distributed with characteristic times TRA.
J symbols TR. = 2 s (step 5a); empty symbols, TR. = 0.3 s (step 5b). 4000/d)f Theinerall bpe tio foG G*PDE*ato th( t 1) itime scale on top shows tR for each of the realizations, using the samera or a ) it)ols. rises faster, 2) the plateau is reached more quickly, and 3) it
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FIGURE 4 Effect of a long-lived R*-G, complex. The figure shows a
family of responses, analogous to Fig. 3 and with the same kinetic param-
eters (TR. = 0.3 s), except that the dissociation of the R*G, (step 3 in Fig.
1) was chosen to be four times slower (500/s). Note the slow rise and low
plateau in these responses; the onset of the falling phase is protracted,
despite the short characteristic lifetime of free R*.
virtually assumes the highest possible level (600 G*PDE*s,
i.e., the total number of PDE molecules present; Fig. 5 B).
Comparison of the two cases (1000/s vs. 4000/s) in Fig. 5 B
shows that, with the more rapid generation of G*, the
amount of free G* (active, GTP-bound, but not yet effector-
bound G-protein) rises to even higher levels than G*PDE*.
In Fig. 5 C, the arrows indicate the interval of R* shut-off.
It is seen that the amount of G*PDE* continues to rise (for
short tR*, i.e., response amplitudes well below saturation) or
stays constant (for long tR*) after R* was deactivated. This
effect (which will be termed overshoot) is a key element in
the activation and dynamics of effector activation, as will be
shown below.
Specific effects of fast G* production
A closer inspection of Fig. 5 A shows that in both cases the
rising phase of G*PDE* starts with a sigmoidal shape
(Kahlert and Hofmann, 1991) or delayed ramp (Lamb and
Pugh, 1992; Lamb, 1996). The solid line is the related
numerical solution of the deterministic differential equation
system (Kahlert and Hofmann, 1991). The deviation of the
stochastic solution from the deterministic approach is rather
small in this range, in agreement with the observations of
Lamb (1996).
In the slow case, the following observations can be made:
la) G*PDE* rises almost linearly with time (Fig. 5 A,
left).
2a) The fraction of free G* remains very small at any
time; free G* never accumulates under these conditions
(Fig. 5 B, left).
3a) G*PDE* starts to drop immediately after shut-off of
the R* molecule with a quasi-exponential falling phase,
governed by the time constant of G*PDE* decay (step 7);
this is best seen in Figs. 2 and 3.
In the fast case, one observes the following:
lb) Free G* rises over several phases; after the initial
sigmoidal phase and steep rise, it goes through a phase with
reduced rising slope, until G*PDE* has reached saturation
(Fig. 5, B and C, right).
2b) Free G* rises to a level even higher than the G*PDE*
plateau (Fig. 5, B and C, right).
3b) For sufficiently long R* lifetime, G*PDE* does not
drop immediately after R* shut-off (Fig. 5 C, right) but
stays high over 0.5 s, so that the response is considerably
prolonged.
4b) For short R* lifetime, the amount of G*PDE* con-
tinues to rise after R* shut-off, leading to an overshoot of
G*PDE*.
The interpretation of these results is straightforward. In
the initial rising phase, when G* molecules are rapidly
generated, a substantial amount of free G* can accumulate
because the interaction with the PDE becomes rate limiting
(step 4). When R* is shut off within this time domain,
additional G*PDE* will be formed from these free G*
molecules, causing the overshoot of G*PDE* (Fig. 5 C,
left).
In the plateau phase, when PDE is saturated, G* can
again accumulate, because the deactivating reactions (steps
7 and 8) cannot work off G*PDE* rapidly enough. Here one
should remember that the excess G* must pass through the
G*PDE* state before it can be deactivated, as the direct
decay of free G*, step 6, is slow. Only when the free G*
approaches zero can G*PDE* be effectively removed and
the prolonged response terminated.
Notably, even in the case of fast G* generation, the total
amount of active G, (G* and G*PDE*) never exceeds 50%
of the total Gt pool (600 G*PDE* plus 900 G* molecules vs.
a total amount of 3000 copies of G-protein; Fig. 5 B). The
maximal (plateau) amount of G* rises to 1500, when the
refractory state is omitted, and a direct decay (replacing
steps 7 and 8 by one step with 1 s- 1) is assumed (data not
shown).
Variability of the responses
Families of responses are shown in Fig. 6. It is clearly seen
that the distribution of R* lifetimes is not exponential (see
the indicated tR* on top). This reflects 1) the time it takes to
generate R* (5 ms) and 2) the fact that R* engaged in
catalytic interaction with G, cannot decay (competing steps
3 and 5 in Fig. 1 and Table 1). In addition, the overshoot
effect for early shut-off, discussed above, causes all of the
responses the tR* of which lie in the first 0.05-s interval to
reach -30% of the maximal (plateau) activation. Both
effects together cause a virtual absence of small responses.
Inversely, large responses, i.e., those with sufficiently
long R* lifetime, tend to be prolonged by the excess G*
formed. This trend continues up to the beginning of a G*
plateau (Fig. 5 C); it exaggerates the variability imposed by
the mere stochastic tR* distribution.
r-I A r,-r. .......I. I-- iwi I.. IA II . IA A. I... A. III III !VI AI II IA III II, lTr9
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FIGURE 5 Effect of fast Gt-activation. (A)
Comparison of realizations, using the same
rates as in Figs. 2 and 3 (with TR. = 0.3 s), or
a four times faster G, activation, i.e., formation
and dissociation of R*G complex (right), for
G*PDE* (-) and for free G* (A). Solid lines
are numerical solutions of the deterministic
differential equation system (Kahlert and Hof-
mann, 1991), using the rates of Table 1. (B)
Same as A, on a longer time scale. (C) Three
realizations of the fast case, for different life-
times of R*. Arrows indicate the 50-ms time
interval, in which R* is shut off (tR* interval).
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Generally, it can be stated that fast G* generation tends to
stereotype the peak and to vary the falling phase of the
responses.
The resulting variability of the responses is illustrated in
Fig. 7. It shows the time course of the average (,u and the
normalized ,u') of the responses in Fig. 6 and, for compar-
ison, the double of the standard deviation (of) of an assumed
Gaussian distribution. It is seen that the variability at the
peak of the response is relatively small (±20%); the max-
imum of variability (±25%) is reached within the falling
phase.
DISCUSSION
This study provides the tools for analyzing full activation/
deactivation cycles of the visual cascade. The master equa-
tion and simulation techniques applied make use of the fact
that the underlying biochemical reaction/diffusion system
allows a certain degree of coarse-graining in time and space.
This has led to the idea to divide a 1-,m2 model membrane
in reaction cells that are sufficiently small to account for
diffusion and large enough for chemical homogeneity.
Available data suggest an optimum at 200-400 cells (see
Reaction Model). This mesoscopic approach is complemen-
tary to the microscopic molecule-by-molecule approxima-
tion, as provided by Lamb (1992, 1996). Naturally, the
current method must leave the details of collisional coupling
and protein-protein interaction out of consideration, as all
details of microscopic interaction are summarized into re-
action rates. On the other hand, it provides the benefit that
the evolution of the system can readily be calculated for a
longer time.
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FIGURE 7 Ensemble average and standard deviation of the responses in
Fig. 6. The responses in Fig. 6 were point by point averaged; ,u denotes the
ensemble average and a- the standard deviation of an assumed Gaussian
distribution; ,' is the average response, normalized to the maximal am-
plitude of 2o,.
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FIGURE 6 Responses with fast Gt activation. Analoj
ty symbols), the total amount of G*PDE* on the surfa
time, for a stochastic ensemble of lifetimes of R*, tR'
both the formation and dissociation of the R*G comr
faster, leading to fast generation of G*. Values of tR* i
are exponentially distributed with characteristic time i
time scale on top, the real tR. (see Reaction Model) ar
the realizations, using the same symbols.
Based on the experimentally determine(
(Fig. 1; Table 1) and plausible assumption
fusion of the different species, the calcul;
spatial and temporal distribution of all of 1
species involved in the rise and decay of
(G*PDE*).
Rise and decay of active effector: th
membrane response
The spatial information contained in the real
has allowed us to estimate whether the cal
molecule to catalyze G-protein activation
stricted. In mammalian rods, the immedial
such a restriction is the surface that represer
disc. This surface is on the order of magnitu
reaction/diffusion space (with reflecting bo
have assumed in our model calculations. Bi
ral border, spatio-temporal restrictions, for
local depletion of Gt or PDE in the forn
, activation (Pepperberg et al., 1996) do not seem to apply, at
1.5 2.0 least within the reach of our analysis and the underlying
experimental information. However, we have left out of
consideration any time-consuming unproductive encoun-
gous to Fig. 3 (emp- ters, for example, of R* with active G* or G*PDE*. Such
ice is plotted versus effects may play a role and cause some distortion due to
e.But, as inFigoms local burnout of G-protein and/or effector.
for free decay of R* For the rod, we may assume in addition that all active
TR. = 0.3 s. On the effector molecules, independent of their instantaneous loca-
*e shown for each of tion, equally contribute to the electrical response, because
the soluble cytoplasmic messenger cGMP is redistributed
rapidly enough on a radial coordinate (Lamb, 1996).
As stated above, the calculated rise and decay of active
d reaction rates effector (G*PDE*) may be considered as a synthetic re-
s about the dif- sponse of the disc membrane.
ations yield the
the intermediate
ativeineffecato Only fast Gt activation fits
electrophysiological waveforms
Two of the recent electrophysiological studies on retinal
e rods of warm-blooded animals may be compared with our
simulations. Chen et al. (1995) have recorded photocurrents
from retinal rods of normal and transgenic mice in which
lizations (Fig. 2) the rhodopsin was mutated in the COOH-terminal region
pacity of an R* and thus impaired in R* shut-off. Schneeweis and Schnapf
is spatially re- (1995) have studied photovoltages from monkey rods.
te candidate for Where the experiments were performed in the single-photon
nts one side of a regime, they are comparable to the case simulated in this
ide of the 1-,m2 study. The mutant study (Chen et al., 1995) has shown that,
undary) that we on average, the normal transient responses rise to a peak of
eyond this natu- -60% of a maximal plateau amplitude, reached with the
r example, by a long-lived R*. Thus, a sufficiently early R* deactivation
a susceptible to limits the rise of the electrical response. The same was
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recently found for heat production responses to dim light
from isolated rod outer segments (Langlois et al., 1996). We
can conclude that the rod response is, well over its peak,
determined by R*-dependent factors, i.e., the G-protein
cascade. We may compare these normal and prolonged
waveforms to our simulations and select a normal average
response (see also Fig. 7) in which R* shuts off early
enough to make the response transient and one of those in
which the plateau is reached (see, for example, Figs. 5 C and
Fig. 6). Although the photocurrent response and the simu-
lated effector response are separated from each other by a
transduction step comprising cGMP binding and hydrolysis
(see Lamb, 1996; Hofmann and Heck, 1996), they are
similar to one another, both in their time to peak and in the
relation between average response and plateau. The falling
phase is also comparable, especially the somewhat slower
quasi-exponential decays and incidental plateau-like traces
found by Schneeweis and Schnapf (1995) .
To obtain the fast rise and short time to peak typical for
the electrical waveforms, we have to take the fastest acti-
vation of the G-protein that we have assumed (4000 G*/s).
A slower activation rate would lead to a too slow rise and
late peak of the response.
Rise and decay of active effector depend on the
rate of Gt activation
If only fast Gt activation is realistic, this has consequences
for the kinetics of the cascade. The comparison above shows
that a single photon can drive effector activation on a disc of
a mammalian rod well to the limit of saturation (Figs. 5 and
6). Remarkably, a substantial fraction of the G-protein re-
mains thereby inactive; even for the fastest Gt activation
assumed, it is still one-third of the total pool (Fig. 5, B and
C). Note that this is not due to a fixed pool of G-protein
molecules that remain untouched but arises from the dy-
namic balance between activating and deactivating reac-
tions. To keep the rate of activation at such a high level, the
cellular nucleotide metabolism must afford a high degree of
GTP (and GDP) homeostasis.
More importantly, it turns out that the free G-protein that
rapidly accumulates in excess of the instantaneously avail-
able effector sites is a major element in shaping the re-
sponse. We have seen that this occurs in two phases of the
activation process. The first is in the early rising phase,
when the G* rapidly formed cannot bind quickly enough to
effector sites. The substantial amount of free G* that accu-
mulates acts as a kinetic buffer when R* is shut off early,
and flows into an overshoot of G*PDE* (Fig. 5 C, left). The
second is in the beginning of the falling phase, when the
deactivating reactions (steps 7/8) cannot catch up with the
G* formed in excess over the available effector binding
sites. The free G* molecules must literally wait for their
chance to find a free PDE and to get deactivated. There is a
quite sudden transition into this behavior, when the activa-
tion speed of G, rises over a certain limit (-2000 G*/s). The
immediate deactivation of free G-protein is slow (charac-
teristic time of 20 s, step 6) and does not contribute much to
the falling phase of the response.
Both effects, together with the distortion of the stochastic
lifetime distribution of catalytically engaged R* (see
above), co-determine the shape of the response. This results
in relatively large peaks and, for the few responses from
long-lived R*, a prolonged falling phase.
The trend to uniformity of fast Gt activation
The observations outlined in the last paragraph open ways
to estimate the variability of the responses. As small and
short responses are less likely, the variability at the peak of
the responses is smaller than expected from the exponential
distribution of the R* lifetime. As we have seen, the inter-
play of the kinetic constants is such that the response peaks
focus in a relatively narrow band near the plateau. This is in
remarkable analogy to the behavior of single-photon re-
sponses recorded from primate rods, which do not show the
degree of variability that would be expected from an expo-
nential lifetime distribution (Baylor et al., 1984). This work
opens ways to understand that R* does govern the interrup-
tion of the excitatory signal, but a time-dependent overshoot
of the signal tends to preserve a constancy of the waveform
over the peak of the response.
Interestingly, recent investigations have stated that the
falling phase shows enhanced variability with respect to the
peak (Schneeweis and Schnapf, 1995). This trend can also
be qualitatively verified in our simulations, as prolongation
of the falling phase, which increases with R* lifetime,
exaggerates the variability imposed by the stochastics of R*
itself (Figs. 5-7).
An estimation of R* lifetime in the single
photon regime
It is obvious that all of the conclusions above can hold only
if the lifetime of R* is on the order of 0.3 s. This is
significantly shorter than the 2-s time domain for TR* ob-
tained from light scattering and electrophysiological rod
responses under saturating conditions, i.e., when many R*
molecules are simultaneously generated in the reaction
space (Pepperberg et al., 1992). However, a more recent
investigation, which extended the analysis to lower photo-
excitation by using the human electroretinogram, has led to
the conclusion (Pepperberg et al., 1996) that the time during
which R* can effectively activate G, and PDE is in this case
considerably shorter. The data were interpreted in terms of
a rapid decay of active effector, but the possibility of a
shorter characteristic lifetime of R* was alternatively
considered.
A biochemical basis for a short R* lifetime in the single-
photon regime would be provided by rapid competitive
binding of excess rhodopsin kinase (Pulvermuller et al.,
1993) or of the splice variant of arrestin (p44, Palczewski et
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al., 1994), which may block the access of G, to R* before
phosphorylation has occurred. Whether this mechanism plays
a role under conditions in vivo remains to be determined.
Future applications of the new technique
The simulations have shown that even a one-step stochastic
shut-off, as the one that would arise from a pseudo-first-
order competitive binding reaction, leads to a surprisingly
high degree of uniformity in the responses. The trend to
uniformity can be enhanced when nonexponential, narrower
distributions of R* lifetime are generated, for example, by
assuming two- or three-step deactivation. Additional im-
provements of the current model may also include more
realistic mechanisms of G-protein/effector interaction and
mechanisms of Ca2+-dependent regulation (Lagnado and
Baylor, 1994). Such refinement, however, requires a body
of biochemical information, which is in these cases not yet
complete (Hofmann and Heck, 1996; Hofmann et al., 1996).
In view of the growing knowledge about signal transduc-
tion, future analyses may be extended to related biological
systems. Questions to be addressed include the origin of
transduction noise in sensory cells caused by stochastic
fluctuations in the concentration of one of the transducing
elements (see, for example, Gold and Lowe, 1995). As one
can investigate the fluctuations of the number of particles
involved in any of the partial reactions (Breuer et al.,
1992a,b), the tools used here should be applicable.
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manuscript.
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