Patient similarity assessment aims at providing a clinically meaningful distance measure for case retrieval in the context of clinical decision intelligence. Two of the key challenges are how to incorporate physician feedback with regard to the retrieval results and how to interactively update the underlying similarity measure based on the feedback. In this paper, we present the interactive Metric learning (iMet) method that can incrementally adjust the underlying distance metric based on latest supervision information. iMet is designed to scale linearly with the data set size based on matrix perturbation theory, which allows the derivation of sound theoretical guarantees. We show empirical results demonstrating that iMet outperforms the baseline by three orders of magnitude in speed while obtaining comparable accuracy on several benchmark datasets. We also describe the application of the algorithm in a real world physician decision support system.
Introduction
The goal of clinical decision support systems is to assist healthcare professionals to more efficiently and effectively determine the diagnosis and the best course of action for a given patient. Beyond building knowledge bases, recent development in clinical decision support has seen more efforts devoted to applying data mining and machine learning techniques to analyze electronic health records in order to derive actionable insights [5] . Along this line of research, patient similarity assessment focuses on developing methodologies to intelligently identify similar patients in a clinically meaningful way from the historical data given a query patient. A key challenge here is that the notion of patient similarity is often task and context dependent. It is thus critical for the system to be able to incorporate domain knowledge from physicians to fine tune the underlying distance metric to a specific investigation. Furthermore, because not all investigations can be anticipated beforehand, the system needs to be able to interactively incorporate physicians' feedback to customize the underlying model efficiently in an online fashion. There are two aspects in this particular challenge: 1) how to incorporate feedback through supervision information; 2) how to incrementally adjust the existing model as more feedback becomes available.
The core technology required for patient similarity is captured in Distance Metric Learning (DML) [21] , which is one of the most fundamental problems in data mining. Most DML algorithms are learned directly from the data. Depending on the availability of supervision information in the training data set (e.g., labels or constraints), a DML algorithm can be classified as unsupervised [3, 10, 11] , or semi-supervised [17] [20] and supervised [4, 7, 8, 19, 1, 16] . In particular, Supervised DML (SDML) constructs a distance metric that maps samples from the same class closer to each other, while those from different classes further apart from each other.
SDML is particularly relevant for patient similarity, since it provides a natural way to encode the physician feedback. Sun et. al. [15] have applied locally supervised metric learning in mining physiological data. However, to really make this patient similarity applicable, we have to be able to efficiently and effectively incorporate new feedback from physicians into the existing model. In other words, the learned distance metric needs to be incrementally updated without expensive rebuilding. This paper focuses on addressing this problem by proposing the interactive metric learning (iMet) method with the following characteristics:
• Algorithm: We present the interactive metric learning (iMet) method that learns a locally supervised distance metric over the data. iMet scales linearly to the data scale.
• Theory: iMet is designed using matrix perturbation theory. In particular, we prove the update quality of the iMet algorithm with respect to the approximated eigenvalues and eigenvectors.
• Application: Our evaluation confirms that iMet can achieve three orders of magnitude speed-up over the state of the art SDML method, while providing comparable model accuracy on several benchmark datasets. Furthermore, the method has been implemented in a real world physician decision support system.
Locally Supervised Distance Metric Learning
In this section, we define the related terminology and present a Locally Supervised Metric Learning (LSML) algorithm, which serves as the basis for iMet. Let X = [x 1 , · · · , x n ] ∈ R D×n be a data matrix containing n data points, where each column x i ∈ R D represents the i-th data point and D is the data dimensionality. Let y = [y 1 , · · · , y n ]
T ∈ R n be the data label vector with y i ∈ {1, 2, · · · , C} denoting the label of x i , and C is the number of classes. In our patient similarity application, X represents patient characteristics and y represents physician feedback.
Our goal is to learn a generalized Mahalanobis distance as follows
where Σ ∈ R D×D is a Symmetric Positive Semi-Definite (SPSD) matrix. Following [18] , we define the Homogeneous Neighborhood and Heterogeneous Neighborhood around each data point as 
and the local scatterness of point x i as (2.3)
The total local compactness and scatterness are then defined as
As Σ is SPSD, it can be factorized using incomplete Cholesky decomposition as
where W ∈ R D×d , and d is the rank of Σ. Combining Eq.(2.6) and Eq.(2.4), we get
Similarly, we can rewrite Eq.(2.5) as
Our goal is to learn a distance metric such that C is minimized while S is maximized, i.e., we need to solve for an optimal W that minimizes
To avoid the solution from arbitrary scaling on W, we usually add the constraint W ⊤ W = I. To further simplify the notations, let us define two symmetric square matrices 
1 . Likewise, we define g . Then we refer to (2.9) 
Similarly, by combining definition 2.4 and Eq.(2.8), we can get
Then our problem becomes (2.13) min
With the following Ky Fan theorem, we know that optimal solution of the above solution would be
⊤ with its i-th smallest eigenvalue.
Theorem 2.1. (Ky Fan) [22] . Let H ∈ R d×d be a symmetric matrix with eigenvalues
The complete algorithm of Locally Supervised distance Metric Learning (LSML) is summarized in Algorithm 1. There are some tricks that can be applied to make Algorithm 1 more efficient, e.g., (1) 
⊤ is sparse, we can resort to Lanczos iteration to accelerate it; (2) according to Ky Fan theorem, the optimal objective value of problem (2.13) is simply the sum of the smallest k eigenvalues of X(L o − L e )X ⊤ , therefore we can set k to be the number of negative eigenvalues of X(L o − L e )X ⊤ .
Interactive Metric Learning
Having presented the basics, we now present the iMet method, which allows efficient updates to the existing distance metric. First, we present the update algorithm which is centered around the changes to the existing homogeneous and heterogeneous Laplacian matrices. Second, we provide an efficient way to construct the changes in Laplacian matrices. Third, we present the storage and computational complexity. Finally, we prove the theoretical bound on the approximation accuracy of iMet.
iMet Algorithm
The updates that we consider here are in the form of label changes of y, which consequently leads to changes to the homogeneous and heterogeneous Laplacian matrices L o and L e . The key idea here is to relate the model update to eigenvalue and eigenvector updates of these Laplacian matrices. Definition and Setup: To facilitate the discussion, we define the Laplacian matrix as
Next we introduce an efficient technique based on matrix perturbation [14] to adjust the learned distance metric according to changes of L. Suppose that after adjustment, L becomes
We define M = XLX ⊤ , and define (λ i , w i ) as one eigeivalue-eigenvector pair of matrix M. Similarly, we have M = X LX ⊤ and define ( λ i , w i ) as one eigenvalueeigenvector pair of M. Then we can rewrite ( λ i , w i ) as
Next we can obtain (3.18)
Now the key questions are how to compute changes to the eigenvalue ∆λ i and eigenvector ∆w i , respectively. 
In this paper, we concentrate on first-order approximation, i.e., we assume all high order perturbation terms (such as X∆LX ⊤ ∆w i and ∆λ i ∆w i in the above equation) are neglectable. By further using the fact that XLX ⊤ w i = λ i w i , we can obtain the following equation
Now multiplying both sides of Eq.(3.19) with w ⊤ i and because of the symmetry of XLX ⊤ , we get
Eigenvector update: Since the eigenvectors are orthogonal to each other, we assume that the change of the eigenvector ∆w i is in the subspace spanned by those original eigenvectors, i.e.,
where {α ij } are small constants to be determined. Bringing Eq.(3.21) into Eq.(3.19), we obtain
Multiplying w ⊤ k (k = i) on both side of the above equation, we get
To get α ii , we use the fact that
Discarding the high order term, and bringing in Eq.(3.21), we get α ii = − 
Algorithm 2 iMet algorithm
Require: Data matrix X, Initial label vector y, Learned optimal projection matrix W as well as the eigenvalues λ, Expert feedback ∆y 1: Construct ∆L based on y and expert feedback 2: for i = 1 to k do
3:
Compute ∆λ i using Eq.(3.20), and compute λ i = λ i + ∆λ i
4:
Compute ∆w i using Eq.(3.25), and compute w i = w i + ∆w i 5: end for 3.2 Efficient Computation of ∆L In the first step of Algorithm 2, we need to compute ∆L. If we completely recompute L and then compute ∆L = L − L, it requires O(n(n − 1)d/2 + n 2 log n) time, where O(n(n−1)/2) is used to compute the pairwise distance 2 , and O(n 2 log n) is used for sorting. Moreover, it should be noted that for this complete re-computation scheme, we need to recompute the distance for every round of feedback, which is very time consuming.
Fortunately there are some more efficient approaches. For example, if there are C classes, we first construct C homogeneous kd-trees [2] [12], one for each class. This takes O( C i=1 n i log n i ) time, where n i is the size of the i-th class. We then construct another C heterogeneous kd-trees where the i-th tree is constructed on the data not belonging to the i-th class, which takes O( C i=1n i logn i ) time. Heren i is the number of data not belonging to the i-th class.
After the expert feedback, suppose the label of x u changes from i to j, we delete one point from the i-th homogeneous tree, and add one point to the j-th homogeneous tree, which requires O(log(n i ) + log(n j )) time. Correspondingly this will affect the i-th homogeneous kd-tree, where the neighborhoods of the k (k = |N o u |) data points that fall into the original homogeneous neighborhood of x u have changed and we need to reconstruct their k-nearest neighborhoods, which takes O(k 2 log n i ) time. Also for the j-th homogeneous tree, we need to retrieve the new homogeneous neighborhood of x u as well as the neighborhood of these points, this takes O((k + 1)k log n j ) time.
For heterogeneous trees, when we change the label of x u from i to j = i, the i-th and j-th heterogeneous tree are affected. The points are added to the i-th heterogeneous tree and deleted from the j-th heterogeneous tree. Furthermore, the original and new heterogeneous neighborhood points of x u are affected. Similar to the analysis on homogeneous trees, this will result in an O((k 2 + k + 1) logn i + (k 2 + 1) logn j ) computational complexity (suppose the sizes of the homogeneous and heterogeneous neighborhoods are the same for all data).
To summarize, the construction of homogeneous and heterogeneous kd-trees requires O( i n i log n i + n i logn i ), and the updating of ∆L requires mO((k 2 + k + 1) log n jni + (k 2 + 1) log n inj ) time if there are m data points whose labels are changed to another label. Moreover, as the storage of a kd-tree containing n points only requires O(n) storage, we can store those constructed trees, which occupy an O(Cn) space (typically C is very small).
Computational Complexity
In this section we analyze the computational complexity of Algorithm 2 after ∆L is constructed. In order to compute the increment on the eigenvalue and eigenvector using Eq. 
Approximation Quality
We now present two theorems that bound the magnitude of ∆λ and ∆w. Both theorems confirm our intuition that the magnitude of ∆λ and ∆w is directly related to the norm of ∆L. Also since the higher order terms are ignored in the approximation, iMet algorithm only works when those terms are relatively small. Theorem 3.1. The magnitude of the variation on the eigenvalue, i.e., |∆λ i |, (∀i = 1, 2, · · · , d), satisfies the following inequality
is the maximum eigenvalue of the data inner product matrix X ⊤ X, and ∆L 2 is the matrix 2-norm of ∆L.
Proof. According to Eq.(3.20), we have
where in the second step we use the fact that w i = 1. By the definition of matrix 2-norm, we have that
Theorem 3.2. The magnitude of the variation on the eigenvector, i.e., |∆w i |, (∀ i = 1, 2, · · · , d), satisfies the following inequality
where λ max X ⊤ X is the maximum eigenvalue of the data inner product matrix X ⊤ X, and ∆L 2 is the matrix 2-norm of ∆L.
Proof. From Eq.(3.25), we have that
Experiments on Benchmark Data Sets
In this section we present experiments on applying our algorithm to two UCI benchmark data sets downloaded from http://archive.ics.uci.edu/ml/ datasets.html: Breast Cancer and Diabetes. The Breast Cancer (Diagnostic) data set 3 contains 569 data vectors with dimensionality 30, which are computed from a digitized image of a fine needle aspirate (FNA) of a breast mass. These features describe characteristics of the cell nuclei present in the image. All the samples will be categorized as either malignant (positive) or benign (negative).
The Pima Indians Diabetes data set 4 contains 768 patients which are all females at least 21 years old of Pima Indian heritage. Each patient is represented by a 8 dimensional vector. Finally each patient will be classified as either diabetic patients (positive) or not (negative). Table 1 summarizes the data set information. 
Experimental Settings
In our experiments, we hold out a fixed 30% of the data points as the testing set, and the rest 70% data are used as the training set.
To measure the efficacy and efficiency of iMet, we perform two modes of experiments: batch and sequential. In batch mode, we randomly flip the labels of a portion of the training data, where the proportion varies from 1% to 50%. We call the resulting training sets perturbed training sets. We then apply LSML on each perturbed training set to learn a distance metric. Next, we correct the labels on the perturbed training set and apply iMet to compute the adjusted distance metric. Finally, the adjusted distance metrics as well as the metrics learned from the perturbed training sets are used to predict the labels of the testing data with the Nearest Neighbor classifier. Each setting is evaluated using 500 independent runs and we report the average results and compare them against that of the correct distance metric learned using LSML on completely correct labels. In all the experiments, we fix |N
In sequential mode, we flip 50% of the training data labels, and then correct them gradually. At each step only 1% of the training data labels are randomly selected to be corrected, and this process continues until all the training data labels are corrected (i.e. 50 steps altogether). The classification performance is evaluated after each step of correction, using averages over 500 independent runs. We again fix |N 
Performance Measure
Four different performance measures are used: Accuracy, Recall, Precision and F1 score, which are common criteria used for evaluating the classification performance [6] [9] . In order to give the detailed definition of these four criteria, we first define the classification contingency table as in Table 2 for binary classification problems (the two classes are indicated by positive and negative), which is constructed by comparing the actual data labels and predicted outcomes. We then define the classification validity measures as [6] Accuracy = T P + T N T P + F P + F N + T N Besides classification performance, we also examine how much the adjusted λ adjusted and W adjusted learned from iMet deviates from the original optimal λ original and W original learned from correctly labeled data. In our experiments, we use the following criteria to measure the differences:
where | · | L1 is the vector L1 norm.
Experimental Results
As stated above, we perform batch mode and sequential mode test on the proposed iMet algorithm.
Batch Mode
The average classification accuracies together with the standard deviation bars for the batch mode experiments are shown in Fig.1 (for breast cancer data set) and Fig.2 (for pima diabetes data set).
As a ground truth, we also present the results obtained from the correct distance metric, which is learned from the correctly labeled training data using LSML.. In all figures, the x-axis represents the percentage of randomly perturbed data, and the y-axis corresponds to a specific classification performance measure. From the figures we can observe that:
• As the proportion of the perturbed data increase, the classification performance using the distance metric learned from the perturbed training set degrades, as expected.
• In terms of classification performance, the proposed iMet algorithm performs almost the same as the performance achieved by the correct distance metric. A more direct measure to examine the performance of iMet is the differences on the eigenvalues and eigenvectors obtained from iMet and the original correct data, which are computed as Eq.(4.34) and Eq.(4.35). The results with respect to the change of percentage of randomly perturbed data are illustrated in Fig.3 (for breast cancer data set) and Fig.4 (for pima diabetes data set), which are also summarized from 500 independent runs.
From these figures we can see that:
• As the proportion of perturbed data increases, dλ and dW also increases.
• As the proportion of perturbed data increases, the standard deviation of dλ and dW become much larger.
• iMet effectively improves the quality of the learned distance metric compared to the metric learned from perturbed training set.
The explanation for the first two observations is that the iMet algorithm assumes that the number of nonzero entries in ∆L is very small and thus all second order terms can be ignored. However, when the number of perturbed points reaches a significant portion, the number of nonzero entries in ∆L becomes large which makes the second order terms not negligible any more. In this case, the approximation made by iMet is no longer accurate and stable. We now compare the consumed time of iMet with different amount of perturbed data and LSML (which can be viewed as completely redo the whole distance metric learning process after each expert feedback). All experiments are conducted on Windows XP platform with Intel(R) Core (TM) 2 Duo 2.53 GHz CPU and 2.99 GB RAM. The results are shown in Fig.7(a) (for breast cancer data) and Fig.7(b) (for pima diabetes data), where the x-axis corresponds to the percentage of randomly perturbed data, and y-axis is the computational time. For better illustration, the y-axis is in log scale. For iMet, the more perturbed data, the more time iMet would spend on constructing ∆L. We plotted the average computational time as well as the standard deviation bars summarized over 500 independent runs for the iMet curve. The figure shows that iMet performs nearly 100 times faster than LSML for this data set. 
Sequential Mode
The classification performance comparison results for the sequential mode experiments are shown in Fig.5 (for breast cancer data) and Fig.6 (for pima diabetes data) , where the x-axis corresponds to the expert feedback rounds (i.e., the label correction rounds), and y-axis represents the value of different classification measures. For comparison, we also present the classification performance with the perturbed distance (i.e., the distance learned on the perturbed training set with 50% data labels flipped) and original correct distance (i.e., the distance learned from correctly labeled training set).
From the figures we can observe that with the progress of sequential updating of the data labels, the classification performance steadily increases to eventually approach that obtained from correctly labeled training data. Furthermore, comparing with Fig.1 and Fig.2 , we see that the final performance of this sequential update scheme is quite similar to the results obtained from one step batch mode update.
We further examine the eigenvalue and eigenvector differences between this sequential update scheme and the original correct distance metric (computed as Eq.(4.34) and Eq.(4.35). The results are shown in Fig.8 (for breast cancer data) and Fig.9 (for pima di- abetes data), where the x-axis represents the number of feedback rounds, and y-axis is the value of eigenvalue/eigenvector difference. These figures show that
• The eigenvalue difference is monotonically decreasing with the sequential update process, and the standard deviation is increasing.
• The eigenvector difference is also monotonically decreasing, and the standard deviation is increasing. Figure 8 : Eigenvalue/eigenvector differences vs. number of feedback rounds plot on Breast Cancer data set. In both figures, the straight line represents the difference between the eigenvalues/eigenvectors obtained from the perturbed and correct distance. The curve is the difference between the eigenvalues/eigenvectors obtained from iMet with sequential mode update and correct distance.
These phenomena indicate that with this sequential correction, the approximated eigenvalues approaches the correct eigenvalues very well. However, at each round of correction, there will also be some approximation error accumulated, and that is why the standard deviation is increasing.
By comparing with the one step batch mode update results (when there is 50% perturbed training data) in Fig.3 and Fig.4 , we can see that the differences on eigen- Figure 9 : Eigenvalue/eigenvector differences over number of feedback rounds plot on Pima Diabetes data set. In both figures, the straight line represents the difference between the eigenvalues/eigenvectors obtained from the perturbed and correct distance. The curve is the difference between the eigenvalues/eigenvectors obtained from iMet with sequential mode update and correct distance.
values and eigenvectors are much smaller in the incremental mode, as well as the standard deviation. This suggests that the sequential update scheme is more stable compared to the batch mode update scheme. This is in accordance with our first order approximation assumption. It is also a favorable result when considering the real world usage cases, where sequential update scheme is more desirable since we want to update the distance metric whenever more feed back is collected from a physician.
Another point that is worth mentioning here is that with this sequential update scheme, we only need to construct the homogeneous/heterogeneous kd-trees (see section 3.2) at the initial stage, and only perform update on the neighborhoods after every feedback rounds, which takes less than 10 −3 seconds for both data sets and is almost negligible. 
Applications on Physician Decision Support
System In this section we present an application of iMet in a real world physician decision support system developed by our team. Fig.10 shows two snapshots of the system, where there are three tabs on the left side. When the physician inputs the ID of a patient and clicks the "Patient Summary" tab, the system displays all the information related to the index patient as shown in Fig.10(a) . Once the physician clicks the "Similar Patient" tab, the system automatically generates N similar patients and visualize them as shown in Fig.10(b) according to some underlying patient similarity metric. The physician can further see the details of these retrieved patients by clicking the "Details" and "Comparison" tabs on the same page.
The underlying patient similarity metric is initially learned with LSML from patient clusters, where the patient clusters are generated according to the patient features such as diagnosis codes, procedure codes, and demographic features. After the physician is presented with the view of N similar patients as described above, he/she can provide feedback using the "Similarity Evaluation" tab shown in Fig.11 . The system then takes the input and updates the distance metric using iMet in an online fashion.
Currently, the system supports the following types of physician feedback.
• The selected patient x u is highly similar to the query patient x q . This feedback is interpreted as indicating that x u should be in the homogeneous neighborhood, and not in the heterogeneous neighborhood of x q . Thus the corresponding elements in the homogeneous adjacency matrix (i.e., H • The selected patient x v bears low similarity to the query patient x q . This feedback is interpreted as indicating that x v should be in the heterogeneous neighborhood, and not in the homogeneous neighborhood of x q . Thus the corresponding elements in the heterogeneous adjacency matrix (i.e., H • The selected patient has medium similarity to the query patient, i.e., the physician is unsure whether the selected patient should be considered similar to the query patient. In this case, the selected patients is simply considered unlabeled and the corresponding elements in both homogeneous and heterogeneous adjacency matrices are set to 0.
In order to evaluate the performance of the iMet algorithm in such a real world setting, we designed experiments that emulate physicians' feedback using existing diagnosis labels in a clinical data set containing records of 5000 patients. First, diagnosis codes were grouped according to their HCC category ( [13] , which resulted in a total of 195 different disease types. We then asked a physician on our team to identify the most important categories. Six HCC codes were selected in this process. For each selected disease, we used its corresponding identification vector as the binary labels (i.e., 1 indicating that the corresponding patient has the disease, and 0 otherwise),and the rest of the 194 HCC codes as the patient features, with the value on each Figure 11 : The "Similarity Evaluation" tab under "Similar Patients", where the physician can input his own feedback on whether a specific patient is similar to the query patient or not. entry corresponding to the frequency that the patient was assigned that code. We then used the selected disease labels as surrogates for physician feed back, i.e., patients who had the same label were considered to be highly similar, and those who had different labels were considered to have low similarity.
The experiments were then set up as follows. For each disease, first the patient population was clustered into 10 clusters using simple Kmeans with the 194 dimensional features. An initial distance metric was then learned using LSML. For each round of simulated feedback, an index patient was randomly selected and 100 similar patients were retrieved using the current metric. Then 20 of these 100 similar patients were randomly selected for feed back, and the feed back type was determined by comparing the binary disease indicator of the index patient and that of the selected similar patient. These feedbacks were then used to update the distance metric using iMet.
The quality of the distance learned by iMet was then evaluated using the precision@position measure, which is defined as follows.
Definition 5.1. (Precision@Position). On a retrieved list, the precision@position value is computed as the percentage of the patient with the same label as the query patient before some specific position.
We calculated the average precision at different positions over the whole patient population. Specifically, after each round of feedback, the distance metric was updated with iMet. Then for each patient the 100 most similar patients were retrieved with the updated distance metric. We then computed the retrieval precision at different positions along this list and then averaged over all the patients. Fig.12 illustrates the results on different diseases.
From the figure we can see that with increasing number of feedback rounds, the retrieved precision becomes consistently higher. Furthermore, the result is very consistent with regard to different positions as well as different diseases. This demonstrates the efficacy of our proposed algorithm.
Conclusions
In this paper we propose an interactive distance metric learning method iMet for patient similarity evaluation. Our algorithm is based on first order matrix perturbation theory, which is much faster compared with complete batch updating by repeating the whole metric learning process. Experiments on two benchmark data sets are presented to show its efficiency and efficacy. Finally we also demonstrate iMet to a case study in the interactive patient similarity application in clinical decision support. Future work include applying iMet to other applications beyond patient similarity. Also we plan to extend iMet to handle broader types of updates such as adding, removing and changing the feature vectors. . For all the figures, the x-axis is the number of physician feedback rounds, which varies from 1 to 25. y-axis is the position for computing the precision, which varies from 5 to 50. z-axis is the retrieved precision averaged over the whole population.
