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Tiivistelmä. Tärkeä päämäärä mallinnettaessa fysikaalisia piirteitä, bio-
logisia tutkimuskohteita, taloudellisia prosesseja sekä monia muita epäsäännöl-
lisiä funktioita ja pintoja on löytää “muodon säilyttäviä” menetelmiä, jotka
interpoloivat vaihtuvan datan ja askelvälit sileästi. Muodon säilyttävyydellä
tarkoitetaan yleensä sitä, että interpolaatiosta on karsittu ylimääräiset ei-
fysikaaliset heilahdukset pois. Perinteiset splinit, jotka sisältävät ylimääräisiä
heilahduksia, eivät säilytä muotoa tässä mielessä. Eräs tapa tarkentaa tätä
määritelmää on sanoa, että jos datalla on jokin erityinen piirre, jos se on esi-
merkiksi positiivista, monotonisesti kasvavaa tai konveksia, niin interpolaatiolla
on tämä sama piirre.
Tässä esityksessä tutkitaan positiivisen, monotonisen ja konveksin datan
(xi, fi), i = 1, 2,  , n, interpoloimista rationaalisella muodon säilyttävällä
splinillä eli paloittain määritellyllä rationaalisella käyrällä
s(x)=Pi(x)/Qi(x), x∈ [x1, xn].
Rationaaliseksi käyräksi on valittu kuutiollinen/kuutiollinen Bernstein-Bezier
polynomi. Kun tämän paloittaisen käyrän solmupisteisiin asetetaan C1 sileys,
käyrän muotoa voidaan voidaan muokata kolmen vektorin avulla. Sitä voi-
daan muokata solmupisteeseen liittyvän derivaatan ja kahden muotokertoimen
avulla. Jos solmupisteisiin asetetaan C2 sileys, määrää se derivaatat muissa
paitsi päätepisteissä (d1, dn), jotka käyttäjän on edelleen annettava. Kaksi muo-
tokerrointa mahdollistaa interpolantin perusteellisen säätämisen käsin, mutta
tyydyttävä automaattinen menetelmä voidaan saavuttaa myös yhdistämällä
kertoimet.
C1 ja C2 interpolantin positiivisuudelle lasketaan välttämättömät ja
riittävät ehdot kahdella muotokertoimella, ja monotonisuudelle ja konveksi-
suudelle johdetaan perustellut välttämättömät- ja riittävät ehdot yhdellä muo-
tokertoimella. Ratkaisut ovat yksikäsitteisiä eivätkä vaadi solmupisteiden sijoit-
telua. Myös numeerinen ratkeavuus osoitetaan.
Yhden muotokertoimen riittävyys osoitetaan käymällä esityksen ohessa läpi
lauseet neljästä soveltavan matematiikan artikkelista, joissa Bernstein-Bezier
käyrää sovelletaan samoihin muoto-ominaisuuksiin, mutta kahdella muotoker-
toimella. Suppenemisominaisuudet ovat yhdellä muotokertoimella yleensä jopa
paremmat ja parhaimmillaan voidaan saavuttaa menetelmä, joka suppenee
automaattisesti O(h4) tarkkuudella. Tämä kuitenkin vaatii, että derivaatat rat-
kaistaan tietyllä tarkkuudella, jonka osoitetaan tapahtuvan C2 splineille positii-
visessa ja monotonisessa tapauksessa. Lisäksi tarkastellaan vapaiksi jääneiden
derivaattojen määräämistä approksimoimalla niin, että koko menetelmä voi-
daan automatisoida.
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1. Johdanto
1.1. Lähteet ja tehtävänkuva.
On pyritty osoittamaan kolmannen asteen rationaalisen (bikuubisen) Bernstein-
Bezier splinin soveltuvuus automaattiseen muodon säilyttävään interpolaatioon
ilman solmupisteiden sijoittelua. Lisäksi on pyritty osoittamaan yhden muotoker-
toimen riittävyys tähän tehtävään. Tämä mielessä pitäen on läpikäyty väitteet ja
todistukset neljästäM. Sarfrazin et al. artikkelista, jotka on julkaistu Computer
& Graphics ja Journal of Computational and Applied Mathematics lehdissä vuosina
2000-2006. Näissä kaikissa sovelletaan kolmannen asteen rationaalista Bernstein-
Bezier spliniä kahdella muotokertoimella.
• [Sar00]M. Sarfraz esittää C2 ehdot rationaaliselle kolmannen asteen spli-
nille. Lisäksi esitetään C2 monotonisuusehdot ja C2 derivaattojen virheelle
yläraja. Paperissa on runsaasti virheitä joista osa on korjattu [Sar02].
• [SBH01]M. Sarfraz, S. Butt jaM.Z. Hussain esittelevät positiivisuuden
säilyttävää C1 spliniä.
• [Sar03] M. Sarfraz johtaa monotonisuudelle toisenlaiset C2 ehdot, sekä
esittää virhe-analyysin.
• [SH06]M. Sarfraz jaM.Z. Hussain esittelevät konveksisuuden säilyttävää
C1 spliniä.
Näissä artikkeleissa esitettyjen lauseiden lisäksi tarkastelua on täydennetty joh-
tamalla C2 ehdot positiivisuudelle ja konveksisuudelle. Tavoitteena on saada mene-
telmä, joka voidaan toteuttaa ohjelmallisesti niin, että annetulla datalla ja muotokri-
teerillä se antaa hyväksyttävän muodon säilyttävän splinin kaikissa tapauksissa.
Kappaleen kolme alussa johdetaan Sarfrazin käyttämä interpolantti yleisestä
Bernstein-Bezier muodosta, jonka jälkeen sitä muokataan niin, että se interpoloi
datan ja saavuttaa C1 ja C2 sileyden. Sen jälkeen tarkastellaan C2 ehdoista seu-
raavaa lineaarista yhtälöryhmää. Kappaleen lopussa tarkastellaan interpolaation
suppenemisominaisuuksia suhteessa muotokertoimiin ja derivaattoihin. Tästä on
hyötyä meille jatkossa tarkastellessamme muoto-ominaisuuksia.
Kappaleessa neljä johdetaan eksaktit ehdot positiivisuudelle ja riittävät ehdot
monotonisuudelle ja konveksisuudelle. Tämän jälkeen näitä sovelletaan C1 interpo-
laatioon, jonka seurauksena saamme dynaamiset muotokertoimet, eli ne riippuvat
sekä datasta että derivaatoista. C2 ehdoissa tämä johtaa iteratiiviseen (lineaari-
seen) järjestelmään positiivisessa tapauksessa ja epälineaarisiin järjestelmiin mono-
tonisessa ja konveksisessa tapauksessa. Ratkaisujen suppenemiselle on esitetty todis-
tukset. Monotonisen splinin suppenemistodistuksen lähteenä on käytetty artikkelia
[Gre84]. Kappaleen lopussa tarkastellaan muotoehtojen soveltamista lyhyesti.
Kappaleessa viisi tarkastellaan positiivisen ja monotonisen C2 splinin deri-
vaattojen suppenemista. Lisäksi esitellään derivaatan numeerista approksimointia
esimerkein. Tämä on tarpeellista, koska osion kolme virhe-arvio vaatii että deri-
vaatat selvitetään tietyllä tarkkuudella. Monotonisen splinin derivaattojen suppene-
mistarkastelun lähteenä on käytetty artikkelia [DG83].
Kappaleessa kuusi esitellään liitteen algoritmit ja niiden teoreettiset valinnat.
Erityistä esitystä “algoritmi-kielellä” on päätetty välttää, koska Matlab [MAT07]
on jo korkean tason kieli ja ohjelmat toimivat kuten niiden pitääkin (yleensä).
Numeeristen pyöristysvirheiden tarkastelut on sivuutettu. Jos data tai valittu deri-
vaatan approksimaatio eivät toteuta muodon säilyttävän interpolaation edellytyksiä,
ohjelman annetaan kuitenkin yleensä ajaa. Rikkeet on pyritty merkitsemään koo-
diin ajoaikaisina varoituksina.
Kappaleessa seitsemän esitetään esimerkkejä sovellutuksista. Ne on jaettavissa
kahteen joukkoon, eli tapauksiin joissa interpolaation tarkkuutta tarkastellaan kun
joku sileä funktio tunnetaan, ja tapauksiin jossa interpoloidaan jotain pisteistöä
ja tulokselle halutaan asettaa erilaisia muotoehtoja. Ensimmäisessä tapauksessa
interpolaation hyvyyttä voidaan tarkastella virheen ja suppenemiseksponentin
avulla. Jälkimmäisessä tapauksessa meidän täytyy tyytyä visuaaliseen tarkasteluun.
Kohdeartikkelien esimerkit on pyritty toistamaan. Esimerkit on ajettu Matlab
ohjelmalla, mutta ohjelmat on testattu toimiviksi riippumattomalla ja avoimella
GNU Octave [OCT07] ohjelmalla.
Tämä tutkielma on kirjoitettu käyttäen GNU TEXMACS editoria
(www.texmacs.org).
1.2. Kirjallisuutta.
Pelkästään monotonisuuden säilyttävää interpolaatiota koskeva aineisto on
laaja, joten mainitsemme kirjallisuudesta ainoastaan muutaman hyödyllisen läh-
deteoksen.
Tämän työn monotoninen menetelmä esitetään ensimmäisen kerran kahdessa
R. Delbourgon ja J. A. Gregoryn artikkelissa [GD82, DG83]. Konveksi splini
esiintyy tämän artikkelin muodossa ensimmäisen kerran [DG85b]. Positiiviselle
kuutiolliselle splinille esitetään kerran tarkat positiivisuusehdot [SH88]. Muodon
säilyttävän menetelmän soveltamista kartioleikkauksiin esitellään paperissa [HSS05].
Splini-funktioiden matemaattisen teorian perusteos on [Sch81]. Kattava esitys
muodon säilyttävästä interpolaatiosta on [Spä90, Spä95a]. Esitys käsittää neliölliset,
kuutiolliset ja rationaaliset muodon säilyttävät splinit, sekä histogrammien inter-
polomisen. Jatko-osa [Spä91, Spä95b] esittelee vastaavasti kaksiulotteisia splinejä.
Toinen hiukan teoreettisempi esitys yksiulotteisista splineistä on [Kva00].
Hyvä lähdeteos splinien ja erityisesti Bezier-käyrien käytöstä tietokoneympäris-
tössä on [Far96]. Myös [BBB87] on kompakti esitys, mutta se ei sisällä rationaalisia
käyriä. NURBS käyrien perusteos on [PT97], mutta on hyödyllinen myös esitettäessä
kartioleikkauksia ja ympyröitä Bezier-käyrillä.
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2. Määritelmiä ja apulauseita
2.1. Määritelmiä.
Notaatio 2.1. Olkoon {(xi, fi) |xi ∈ D ⊂ R, fi ∈ R}i annettu joukko, jossa
yksinkertaisuuden vuoksi oletetaan, että pisteet xi ovat aidosti monotonisia eli xi<
xi+1. Erotus-operaattoria merkitään tällöin
hi≡∆xi=xi+1−xi, i=1, , n− 1,
























Määritelmä 2.1. (Lagrangen interpolaatio) Oletetaan joukko {(xi, fi) |xi ∈
D⊂R, fi∈R}i. On löydettävä funktio s:D∈R→R joka interpoloi datan siten että
s(xi)= fi kaikilla xi∈D.
Määritelmä 2.2. (Hermiten interpolaatio) Oletetaan joukko {(xi, fi, di) |xi ∈
D⊂R, fi∈R, di∈R}i. On löydettävä funktio s:D∈R→R joka interpoloi datan eli
s(xi)= fi ja s
′(xi)= di kaikilla xi∈D.
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Määritelmä 2.3. (Muodon säilyttävä interpolaatio) Oletetaan joukko {(xi,
fi)|xi∈D⊂R, fi∈R}i, joka toteuttaa jonkun muoto-ominaisuuden. On löydettävä
funktio s : D ∈ R → R, joka interpoloi tämän datan samalla säilyttäen muoto-
ominaisuuden.
Huomautus 2.1. Jatkossa kun puhumme interpolaatiosta tarkoitamme sillä
(yksiulotteista) Hermiten interpolaatiota, eli meidän tarvitsee selvittää myös deri-
vaattojen arvot. ♦
Määritelmä 2.4. (Bernstein-Bezier käyrä, [For68, Far96, PT97]) N-asteen












, 0≤ θ≤ 1,
missä bi ovat ohjauspisteet, wi ovat painokertoimet ja Bi






i! (n− i)! θ
i (1− θ)n−i,
0,
kun 0≤ θ≤ 1,
muualla.
Määritelmä 2.5. (Positiivinen funktio) Funktio f :D⊂R→R on positiivinen,
jos f(x)> 0 kaikille x∈D.
Määritelmä 2.6. (Monotoninen funktio) Funktio f :D⊂R→R on monotoni-
sesti kasvava, jos x < y⇒ f(x)≤ f(y) kaikilla x, y ∈D. Funktio on monotonisesti
laskeva, kun ≤ merkki vaihdetaan ≥ merkiksi, ja aidosti monotoninen, kun
erisuuruus on aito.
Määritelmä 2.7. (Konveksi funktio) Funktio f : D ⊂R→R on konveksi, jos
kaikille x, y ja λ∈ (0, 1) pätee
((1−λ)x+λ y)∈D ⇒ f((1−λ)x+λ y)≤ (1−λ) f(x)+λ f(y).
Funktio on konkaavi, kun ≤ merkki vaihdetaan ≥ merkiksi, ja aidosti kon-
veksi/konkaavi, kun erisuuruus on aito.
Määritelmä 2.8. (Positiivinen data-joukko) Joukkoa {(xi, fi) |xi ∈ D ⊂ R,
fi∈R}i kutsutaan positiiviseksi, jos fi> 0 kaikilla i=1, , n.
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Määritelmä 2.9. (Monotoninen data-joukko) Joukkoa {(xi, fi) |xi ∈ D ⊂R,
fi ∈ R}i kutsutaan monotonisesti kasvavaksi, jos ∆i ≥ 0 kaikilla i = 1,  , n − 1.
Joukko on monotonisesti laskeva, kun ≥ merkki vaihdetaan ≤ merkiksi, ja aidosti
monotoninen, kun erisuuruus on aito.
Määritelmä 2.10. (Konveksi data-joukko) Joukkoa {(xi, fi) |xi ∈ D ⊂ R,
fi ∈ R}i sanotaan konveksiksi jos ∆1 ≤  ≤ ∆i ≤  ≤ ∆n−1 kaikilla i = 1,  ,
n − 1. Joukko on konkaavi, kun ≤ merkit vaihdetaan ≥ merkeiksi, ja aidosti
konveksi/konkaavi, kun erisuuruudet ovat aitoja.
Määritelmä 2.11. (Pelkistyvä matriisi, [Ort72, s. 103]) Neliömatriisi A on







jossa B11 ja B22 ovat neliömatriiseja. A on pelkistymätön, jos se ei ole pelkistyvä.
Määritelmä 2.12. (Hallitseva päälävistäjä, [Ort72, s. 105]) Neliömatriisilla
An×n= [aij] on hallitseva päälävistäjä, jos
∑n
j=1,i j
|aij | ≤ |aii|, i=1, 2, , n, (2.1)
ja aidosti hallitseva päälävistäjä, jos epäyhtälö ( 2.1) on aito kaikilla i=1, ,n. Sillä
on pelkistymättömästi (irreducible) hallitseva päälävistäjä, jos A on pelkistymätön,
omaa hallitsevan päälävistäjän ja epäyhtälö ( 2.1) on aito ainakin yhdellä i=1, ,n.
Määritelmä 2.13. (Kutistuva kuvaus, [Ort72, s. 152]) Kuvaus G:Rn→Rn




Lause 2.1. (Derivaatan likiarvo, [DG85a]) Olkoon f ∈Cm+1[x1, xn] ja f (1)(x)>
0 tai f (1)(x)< 0, kun x ∈ [x1, xn]. Olkoon lisäksi |xi− xj | ≤Kh kaikille indekseille
j ∈ Iim, missä Iim on indeksijoukko pisteen i ympärillä olevista pisteistä (j  i),
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h =max hi ja K on joku riippumaton vakio. Tällöin fi
(1) − di = O(hm) seuraaville
m+1 pisteen likiarvoille:



















, kun ∆i,j< 0,




















(m) on Lagrangen kantafunktio. Geometrinen ja harmoninen
keskiarvo eivät ole määritelty kun ∆i,j=0, joten ne soveltuvat ainoastaan (lokaali-
sesti) aidosti monotoniselle datalle. Joissain tapauksissa niitä voidaan soveltaa myös
ei-aidosti monotoniselle datalle, mutta ei-monotoniselle datalle ne eivät sovellu. Arit-
meettinen keskiarvo soveltuu kaikelle datalle. Kun painokertoimet ovat positiivisia,
pätee 0<Hi≤Gi≤Ai [Web94, ss. 200]. ♦
Lemma 2.1. (Pelkistymätön kolmilävistäjämatriisi, [Ort72, s. 104]) Kol-
milävistäjämatriisi on pelkistymätön, jos sen ylä- ja alalävistäjä eivät sisällä nolla-
elementtejä.
Lause 2.2. (Päälävistäjä-lause 1, [Ort72, s. 106]) Neliömatriisi on kääntyvä,
jos sillä on aidosti- tai pelkistymättömästi hallitseva päälävistäjä.
Lause 2.3. (Päälävistäjä-lause 2, [Ort72, s. 120]) Oletetaan lineaarinen yhtälö
Ax=b ja että neliömatriisilla An×n=[aij] on aidosti- tai pelkistymättömästi hallit-





suppenevat kohti arvoa A−1 b kaikilla x0, missä
Dij=
{
aii, kun i= j
0, kun i j
, Lij=
{ −aij , kun i > j
0, kun i≤ j , Uij=
{ −aij , kun i < j
0, kun i≥ j .
Lause 2.4. (Kiintopistelause, [Ort72, s. 153]) Oletetaan että G: Rn → Rn
on kutistuva kuvaus suljetussa joukossa D, ja G(x) ∈D kaikilla x∈D. Tällöin on
olemassa yksikäsitteinen kiintopiste x∗∈D, johon iteraatio
x(k+1)=G(x(k)), k=0, 1, ,
suppenee kaikilla alkuarvoilla x(0)∈D, jolloin x∗=G(x∗). Lisäksi pätee
‖x(k+1)−x∗‖≤K/(1−K) ‖x(k+1)−x(k)‖, k=0, 1, ,
missä K on määritelmän 2.13 vakio.
Lemma 2.2. ([Ort72, s. 154]) Jos G:Rn→Rn on jatkuvasti derivoituva konvek-
sissa joukossa D ja
‖G′(x)‖≤K < 1
kaikilla x∈D, niin G on kutistuva kuvaus.
Lemma 2.3. ([OR70, s. 86, s. 142]) Jos g:D ⊂R→R on C1[a, b], niin g on
monotoninen välillä [a, b] jos ja vain jos g ′(x) ≥ 0 kaikilla x ∈ [a, b]. Lisäksi jos
g ′(x)> 0, niin g on aidosti monotoninen välillä [a, b].
Lemma 2.4. ([OR70, s. 87]) Jos g:D⊂R→R omaa toisen derivaatan joukossa
[a, b]⊂D, niin g on konveksi joukossa [a, b] jos ja vain jos g ′′(x)≥0 kaikilla x∈ [a,
b]. Lisäksi g on aidosti konveksi joukossa [a, b], jos g ′′(x)> 0 kaikilla x∈ [a, b].
Lemma 2.5. ([OR70, s. 84]) Jos g:D⊂R→R on derivoituva joukossa [a, b]⊂D,
niin g on konveksi joukossa [a, b] jos ja vain jos g(y)− g(x)≥ g ′(x) (y−x) kaikilla
x, y∈ [a, b]. Lisäksi, g on aidosti konveksi jos ja vain jos g(y)− g(x)> g ′(x) (y−x)
kaikilla x, y ∈ [a, b] aina kun x y.
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3. Interpolaation ominaisuuksia
3.1. Rationaalinen interpoloiva funktio.
Olkoon (xi, fi), i = 1, 2,  , n annettu pisteistö, jossa yksinkertaisuuden vuoksi
oletamme aidosti kasvavan pisteistön eli x1<x2< <xn. Yksiulotteinen rationaa-




s1(x), x∈ [x1, x2],
s2(x), x∈ [x2, x3],









Paloittaisen käsittelyn yhtenäistämiseksi on muuttujan x sijasta hyödyllistä käyttää
paloittain määriteltyä parametria
θ≡ θi(x)= (x−xi)
(xi+1−xi) , θ ∈ [0, 1].













, i=1, , n− 1 ja 0≤ θ≤ 1, (3.3)
missä Bj
m(θ) ovat Berstein-polynomeja, wj,i ovat painokertoimia ja bj ,i ovat ohjaus-
pisteitä.
Huomautus 3.1. ([Far96, s. 44, s. 215]) Kun painokertoimet valitaan positii-










pätee seuraavia hyödyllisiä ominaisuuksia välillä [xi, xi+1].
• Ei-negatiivisuus. Rj ,im (θ)≥ 0 kaikilla 0≤ θ≤ 1.




m (θ)≡ 1 kaikilla 0≤ θ≤ 1.
• Päätepisteinterpolaatio. Rj,im (0)= δj ,0, Rj ,im (1)= δj ,m.
• Yksi maksimi välillä. max
0≤θ≤1
Rj ,i









Rm−j,im (1− θ) bm−j,i.
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• Kartioleikkaukset voidaan esittää tarkasti.
• Translaatiot ja rotaatiot voidaan käyrän sijasta tehdä ohjauspisteillä.










Kuva 3.1. Polynominen kolmannen asteen Bezier-käyrä.









Uiui (1− θ)3+Vi bi 3 θ (1− θ)2+Wi ci 3 θ2 (1− θ)+Zi zi θ3





ei (1− θ)+ θ, 1− θ
ei (1− θ)
ei (1− θ)+ θ, (ei> 0) (3.6)
avulla saamme supistettua (3.5) muotoon
Si(θ) =
(ei (1− θ)+ θ)3
(ei (1− θ)+ θ)3
· Uiui ei
3 (1− θ)3+Vi bi ei2 3 θ (1− θ)2+Wi ci ei 3 θ2 (1− θ)+Zi zi θ3
ui ei
3(1− θ)3+ bi ei2 3 θ (1− θ)2+ ci ei 3 θ2 (1− θ)+ zi θ3
=
Ui (1− θ)3+ viVi θ (1− θ)2+wiWi θ2 (1− θ)+Zi θ3
(1− θ)3+ vi θ (1− θ)2+wi θ2 (1− θ)+ θ3 , (3.7)
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missä painokertoimet määritellään
vi≡ 3bi /(ui ei), wi≡ 3ci /(ui ei2), ei3≡ zi/ui. (3.8)
Huomautus 3.2. Tämän jälkeen painokertoimista käytetään nimitystä muotoker-
toimet tai muotoparametrit . Näille muotokertoimille voidaan valita myös arvoja (vi,
wi≤0), kunhan splinin jatkuvuudesta pidetään huolta. Tässä työssä interpolanttia
tutkitaan myös negatiivisilla arvoilla, eli kantafunktioiden perusominaisuuksia ei
voida hyödyntää. ♦
3.2. Sileysehdot.
Jotta splini on jatkuva ja interpoloi datapisteemme, niin täytyy päteä
s(xi− )= s(xi+ )= fi kaikilla i=1, , n. (3.9)
Samoin jos haluamme C1 jatkuvuuden joukossa [x1, xn], niin täytyy päteä
s(1)(xi− )= s(1)(xi+ )= di kaikilla i=1, , n, (3.10)
missä di:llä merkitään funktion derivaatan arvoa solmupisteessä xi. Jos haluamme
C2 jatkuvuuden, niin vaaditaan
s(2)(xi− )= s(2)(xi+ ) kaikilla i=1, , n. (3.11)
3.2.1. C1 ehdot.
Jotta C1 splinin toistaa datapisteet ja on solmupisteissä jatkuva, tulee sen siis
toteuttaa seuraavat reunaehdot
s(xi)= fi, s(xi+1)= fi+1, (3.12)
s(1)(xi)= di, s
(1)(xi+1)= di+1. (3.13)
Solmupisteiden interpolaatio on helppo ratkaista ohjauspisteille sijoittamalla


















′(θ) = (vi Vi − 3 f i ) (1− θ)2 + (2 wiWi − 2 vi Vi) θ (1− θ) + (3 fi+1−wiWi) θ2,
(3.16)
Qi
′(θ)= (vi− 3) (1− θ)2+(2wi− 2 vi) θ (1− θ)+ (3−wi) θ2, (3.17)
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ja sijoittamalla solmupisteet, saamme myös derivaatan jatkuvuusehdot eli
si
(1)(xi) =


















ja Wi= fi+1− hi di+1
wi
. (3.20)
Olemme määritelleet s∈C1[x1, xn] interpolantin muodossa
si(x) = Si(θ)
=
fi (1− θ)3+ vi (fi+ hi divi ) θ (1− θ)
2+wi (fi+1− hi di+1wi ) θ
2 (1− θ)+ fi+1 θ3
(1− θ)3+ vi θ (1− θ)2+wi θ2 (1− θ)+ θ3 ,
i=1, , n−1. (3.21)
Huomautus 3.3. Kun vi→∞ ja wi→∞ ja arvot di ovat äärellisiä, niin Vi→ fi ja
Wi→ fi+1. ♦
Huomautus 3.4. Kun ri ≡ vi = wi, niin interpolantti (3.21) supistuu kuutiolli-
seen/neliölliseen muotoon
Si(θ) =
fi (1− θ)3+(ri fi+hi di) θ (1− θ)2+(ri fi+1−hi di+1) θ2 (1− θ)+ fi+1 θ3
(1− θ)2+(ri− 1) θ (1− θ)+ θ2 .
Kun ri=3, niin s(x) on tavallinen kuutiollinen Hermiten splini
Si(θ) = fi (1− θ)3+(3fi+hi di) θ (1− θ)2+(3fi+1−hi di+1) θ2 (1− θ)+ fi+1 θ3. ♦
Muokkaamme interpolanttia vielä selvittääksemme raja-arvon muotoparametrien vi





fi (vi θ (1− θ)2+(1− θ)3)
Qi(θ)
+
fi+1 (wi θ2 (1− θ)+ θ3)
Qi(θ)
+




fi (1− θ)+ fi θ Qi(θ)− fi (wi θ





fi+1 θ− fi+1 θ Qi(θ)− fi+1 (wi θ




(di (1− θ)−di+1 θ)hi θ (1− θ)
Qi(θ)
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(di (1− θ)−di+1 θ)hi θ (1− θ)
Qi(θ)








(di (1− θ)−di+1 θ)hi θ (1− θ)
Qi(θ)
= fi (1− θ)+ fi+1 θ
+
(∆i θ− ∆i (1− θ))hi θ (1− θ)+hi∆i θ2 (1− θ)2 (wi− vi)
Qi(θ)
+
(di (1− θ)−di+1 θ)hi θ (1− θ)
Qi(θ)
= fi (1− θ)+ fi+1 θ
+








si(x) = fi (1− θ)+ fi+1 θ+ lim
vi→∞
wi→∞
(fi+1− fi) θ2 (1− θ)2 (wi− vi)
Qi(θ)
= fi (1− θ)+ fi+1 θ+ lim
vi→∞













= fi (1− θ)+ fi+1 θ+ (fi+1− fi) θ (1− θ) (− bi−ai)
bi (1− θ)−ai θ
=
bi fi (1− θ)−ai fi+1 θ









si(x) = fi+1, (3.25)
lim
vi=wi→∞
si(x) = fi (1− θ)+ fi+1 θ. (3.26)
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Kun vi ja wi kasvavat, ohjaavat ne siis interpolanttia kohti vasemman ja vastaavasti
oikean solmupisteen arvoa.
Lemma 3.1. si∈C1[xi, xi+1], kun vi>− 1 ja wi>− 1 kaikilla i=1, , n− 1.
Todistus. Rationaalinen polynomifunktio on jatkuva kaikkialla määrittelyaluees-
saan paitsi nimittäjänsä nollapisteissä.
Qi(θ) = (1− θ)3+ vi θ (1− θ)2+wi θ2 (1− θ)+ θ3
= 3 θ2− 3 θ+1− θ (1− θ)+ (vi+1) θ (1− θ)2+(wi+1) θ2 (1− θ)
= (1− 2 θ)2+(vi+1) θ (1− θ)2+(wi+1) θ2 (1− θ).
Jos vi>− 1 ja wi>− 1, niin Qi(θ)> 0 eli si(x), si(1)(x)∈C0[xi, xi+1]. 




, joka aiheuttaa suuria heilahteluita välin keskipisteessä, joten (−1) on huono
ympäristö käytännön tarpeisiin. ♦
Lause 3.1. Yhtälön ( 3.21) splini s ∈ C1[x1, xn] on olemassa ja yksikäsitteinen
annetuilla d1, , dn, jos vi>− 1 ja wi>− 1 kaikilla i=1, , n− 1.
Todistus. Splini on yksikäsitteinen ja kahdesti jatkuva koska si(xi+1) = si+1(xi+1)
ja si
(1)(xi+1)= si+1
(1) (xi+1) kaikilla i=1, , n− 1, kun (vi, wi>− 1). 
Huomioitavaa 3.1. Papereissa [Sar00, Sar02] puuttuu yhtälön (3.22) nimittäjästä
termi hi∆i θ
2 (1− θ)2 (wi− vi). Siis myöskään raja-arvoa
lim
vi,wi→∞
si(x)= fi (1− θ)+ fi+1 θ,
ei saada ilman oletusta vi=wi. ♦
3.2.2. C2 ehdot.
Johdamme lisäksi säännöllisyysehdot C2 jatkuvuudelle asettamalla si−1
(2) (xi) =
si


































kaikille θ ∈ [0, 1], missä
Pi
′′(θ) = (6 fi− 4 viVi+2wiWi) (1− θ)+ (2 viVi− 4wiWi+6 fi+1) θ, (3.28)
Qi
′′(θ) = (2wi− 4 vi+6) (1− θ)+ (2 vi− 4wi+6) θ. (3.29)
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Tarkastelemalla pisteitä θ=0 ja θ=1 saamme
si
(2)(xi) =














[wi∆i− (vi− 1) di−di+1], (3.30)
si
(2)(xi+1) =














[− vi∆i+(wi− 1) di+1+ di]. (3.31)



















Huomioitavaa 3.2. Paperissa [Sar00] toisen derivaatan arvot solmupisteissä xi
ja xi+1 on laskettu virheellisesti, eli ne ovat
1
3 hi
[wi∆i− (vi− 1) di− di+1] ja 13 hi [−
vi∆i+(wi− 1) di+1+ di]. Kertoimet kuitenkin häviävät säännöllisyysehdosta. ♦



























h2 v1∆1+h1 w2∆2−h2 d1


hi vi−1∆i−1+ hi−1 wi∆i


hn−1 vn−2∆n−2+hn−2 wn−1∆n−1−hn−2 dn


, i=3, ,n−2. (3.34)
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Jotta yhtälöryhmällä olisi yksikäsitteinen ratkaisu, neliömatriisin täytyy olla kään-
tyvä. Ratkaistaksemme muut di:t tarvitsemme tällöin n−2 ehtoa
|h2 (w1− 1)+h1 (v2− 1)| > |h1|, (3.35)
|hi (wi−1− 1)+hi−1 (vi− 1)| > |hi|+ |hi−1|, i=3, , n− 2, (3.36)
|hn−1 (wn−2− 1)+hn−2 (vn−1− 1)| > |hn−1|, (3.37)
jotta matriisilla olisi aidosti hallitseva päälävistäjä. Muotokertoimille tällöin
wi−1, vi> 2, i=2, , n− 1, (3.38)
tai
− 1<wi−1, vi< 0, i=2, , n− 1. (3.39)
Jos vi = wi−1 = 0 tai vi = wi−1 = 2 , on matriisilla heikosti hallitseva päälävistäjä.
Päälävistäjä on tällöin kuitenkin pelkistymättömästi hallitseva (määritelmä 2.1),
koska hi> 0 kaikilla i=1, , n sekä ainakin yksi epäyhtälö on aito. Matriisi on siis
myös tällöin kääntyvä. Kun (0<wi−1, vi< 2 ), ei ratkaisun olemassaoloa ole taattu.
Huomautus 3.6. Koska molemmat epäyhtälöt (3.35) ja (3.37) ovat aitoja kun
vi = wi−1 = 0 tai vi = wi−1 = 2, niin ratkaisu voidaan laskea esimerkiksi Croutin
hajoitelmalla ([Hil74, s. 559], [BF05, s. 408]). Tällöin ei myöskään tarvita tuentaa
(pivoting) ratkaisun tekemiseen. ♦
Huomioitavaa 3.3. Paperissa [Sar00] valitaan C2 ehdoiksi (vi,wi>2), kun i=1, ,
n− 1. ♦
Jos merkitsemme jälleen ai vi + biwi = 0, niin näemme että derivaatan ratkaisu
















Se on rajoitettu jos vi−1→∞, kunhan wi−1→∞, ja jos wi→∞, kunhan vi→∞.
Todistamme raja-arvolle yleisemmin.
Lemma 3.2.
i. Ratkaisu ( 3.33) on rajattu muotoparametrien suhteen, eli jos (β ≥ vi, wi ≥
α> 2) kaikilla i=1, , n− 1, niin max
2≤i≤n−1




ii. Ratkaisu ( 3.33) on äärellinen, eli jos vi=wi≥α> 2 kaikilla i=1, , n− 1,
niin max
2≤i≤n−1
|di| ≤ (α/(α− 2)) max
1≤i≤n
|∆i|.
Todistus. Oletetaan (vi,wi>2) kaikilla i=1, , n−1. Valitaan joku j=2, , n−1





∣∣∣∣ hj vj−1∆j−1+hj−1wj∆jhj (wj−1− 1)+hj−1 (vj− 1) − hj dj−1+hj−1 dj+1hj (wj−1− 1)+hj−1 (vj− 1)
∣∣∣∣
≤ |max {∆j−1,∆j}| (hj vj−1+hj−1wj)
hj (wj−1− 1)+hj−1 (vj− 1) +
|dj |(hj+hj−1)
hj (wj−1− 1)+hj−1 (vj− 1)
≤ max {|∆j−1|, |∆j |}max {vj−1, wj} (hj+hj−1)
min {wj−1, vj} (hj+hj−1)− (hj+hj−1)
+
|dj | (hj+hj−1)
min {wj−1, vj} (hj+hj−1)− (hj+hj−1)
≤ max {|∆j−1|, |∆j |}max {vj−1, wj}
min {wj−1, vj}− 1 +
|dj |








Eli saadaan |dj | ≤ βα− 2 max1≤i≤n|∆i| .
ii. Jos vi=wi kaikilla i=1, , n− 1, niin
|dj | ≤ |max {∆j−1,∆j}| (hjwj−1+hj−1wj)
hj (wj−1− 1)+hj−1 (wj− 1) +
|dj |(hj+hj−1)
hj (wj−1−1)+hj−1 (wj− 1)
≤ max {|∆j−1|, |∆j |}min {wj−1, wj} (hj+hj−1)
min {wj−1, wj} (hj+hj−1)− (hj+hj−1)
+
|dj | (hj+hj−1)
min {wj−1, wj}(hj+hj−1)− (hj+hj−1)
≤ max {|∆j−1|, |∆j |}min {wj−1, wj}
min {wj−1, wj}− 1 +
|dj |








Saadaan |dj | ≤ αα− 2 max1≤i≤n |∆i|. 
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Huomioitavaa 3.4. Paperissa [Sar00] mainitaan, että max |di| ≤ (α/(α− 2))max
|∆i|. Tämä pätee kuitenkin ainoastaan, kun 2≤ i≤n−1 ja vi=wi kaikilla i=1, ,
n−1. Jos esimerkiksi interpoloimme funktiota f(x)=x jolloin ∆i=1, ja asetamme
(hi=1, d1= d5=0, v= [10, 3, 3, 3], w= [3, 3, 3, 3]), niin saamme yhtälöryhmän
 4 1 0 131 4 1 6




 1 0 0 177/560 1 0 20/56
0 0 1 79/56

.
Eli max |di|= 17756 ≈ 3.16> 3. ♦
Lause 3.2. Yhtälön ( 3.21) splini s∈C2[x1, xn] on annetuilla d1 ja dn olemassa ja
yksikäsitteinen, jos vi≥ 2 ja wi≥ 2 sekä ( 3.33) kaikilla i=1, , n− 1.
Todistus. On asetettu si
(2)(xi+1) = si+1
(2) (xi+1) kaikilla i = 1,  , n − 1 ja toisaalta
si
(2)(x) ∈ C[xi, xi+1] aina kun (vi, wi >− 1). Lisäksi yhtälön (3.34) neliömatriisi on
kääntyvä kun (vi, wi≥ 2), joten derivaatat d2, , dn−1 on yksikäsitteisesti määrätty
annetuilla d1 ja dn. 
3.3. Virhearvio.
Lause 3.3. Oletetaan f(x) ∈ C4[x1, xn]. Olkoon s(x) paloittain määritelty bikuu-
binen interpolantti siten että s(xi) = f(xi) ja s
(1)(xi) = di ja (vi, wi>− 1). Tällöin
kaikilla x∈ [xi, xi+1] pätee








4 ‖fi(4)‖ (1+ |max {vi, wi}− 3|/4)
+ 4hi
3 ‖fi(3)‖max {|vi− 3|, |wi− 3|}
+ 12hi
2 ‖fi(2)‖max {|2 vi−wi− 3|, |2wi− vi− 3|}






1+ (min {vi, wi}− 3)/4,
1,
− 1<min {vi, wi}< 3,
min {vi, wi}≥ 3,
ja ‖fi(r)‖ = max
[xi,xi+1]
|f (r)(x)|. Jos oletetaan vi = wi = αi > − 1, niin väite suppenee
muotoon [ DG85b]
|f(x)− s(x)| ≤ hi
4 ei
(
max {|fi(1)−di|, |fi+1(1) −di+1|}+ 196
(
hi
3 ‖fi(4)‖ (1+ |αi− 3|/4)











Todistus. Koska x ∈ [xi, xi+1] ja x(θ) = xi + θhi, niin voidaan merkitä Fi(θ) =
f(x(θ)). Meitä kiinnostaa siis erotus
f(x)− s(x) = Fi(θ)− Pi(θ)
Qi(θ)
.
Voimme rajoittaa virhettä Hermiten polynomin virheen avulla, kun huomaamme
että ∣∣∣∣Fi(θ)− Pi(θ)Qi(θ)
∣∣∣∣ ≤ |Fi(θ)Qi(θ)−Pi∗(θ)|+ |Pi∗(θ)−Pi(θ)||Qi(θ)| , (3.41)
missä
Pi
∗(θ)= fi (1− θ)3+(vi fi+hi fi(1)) θ (1− θ)2+(wi fi+1−hi fi+1(1) ) θ2 (1− θ)+ fi+1 θ3.
Koska (vi, wi>− 1), niin Pi∗ on kuutiollinen Hermiten interpolaatiopolynomi, joka








































ja viimeinen koska Qi(θ) on kuutiollinen. Nyt koska
Qi(θ) ≤ (1− θ)3+max {vi, wi}(θ (1− θ)2+ θ2 (1− θ))+ θ3
= 1+ (max {vi, wi}− 3) θ (1− θ),
Qi
(1)(θ) = (vi− 3) (1− θ)2+2 (wi− vi) θ (1− θ)+ (3−wi) θ2
= (wi− 3) (1− θ)2+ vi−wi+4 (wi− vi) θ (1− θ)+ (3− vi) θ2
≤
{
(vi− 3) (1− θ)2+(3−wi) θ2, kun vi>wi,
(wi− 3) (1− θ)2+(3− vi) θ2, kun vi<wi,
Qi
(2)(θ) = 6 (vi−wi) θ+2 (wi− 2 vi+3)
≤
{
2 (vi− 2wi+3), kun vi>wi,
2 (wi− 2vi+3), kun vi<wi,
Qi
(3)(θ) = 6 (vi−wi),
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niin saadaan
|Qi(θ)| ≤ 1+ |max {vi, wi}− 3)|/4, (3.43)
|Qi(1)(θ)| ≤ max {|vi−3|, |wi− 3|},
|Qi(2)(θ)| ≤ 2max {|2 vi−wi− 3|, |2wi− vi− 3|},
|Qi(3)(θ)| = 6 |vi−wi|.
Lisäksi koska Fi




4 ‖fi(4)‖ (1+ |max {vi, wi}− 3|/4)
+ 4hi
3 ‖fi(3)‖max {|vi− 3|, |wi− 3|}
+ 12hi
2 ‖fi(2)‖max {|2 vi−wi− 3|, |2wi− vi− 3|}





∣∣∣hi θ (1− θ)((fi(1)−di) (1− θ)+ (di+1− fi+1(1) ) θ)∣∣∣
≤ 1
4
hi max {|fi(1)−di|, |fi+1(1) −di+1|}.
Väite seuraa, kun epäyhtälön (3.41) jakajaa minimoidaan muuttujalla ei, jolla
|Qi(θ)| ≥ ei≡
{
1+ (min {vi, wi}− 3)/4,
1,
− 1<min {vi, wi}< 3,
min {vi, wi}≥ 3.

Korollaari 3.1. Olkoon x∈ [xi, xi+1].
i. Jos di− fi(1)=O(hi)=di+1− fi+1(1) ja vi−3=O(1)=wi−3 ja vi−wi=O(hi),
niin f(x)− s(x)=O(hi2).
ii. Jos di− fi(1)=O(hi2)=di+1− fi+1(1) ja vi−3=O(hi)=wi−3 ja vi−wi=O(hi2),
niin f(x)− s(x)=O(hi3).
iii. Jos di− fi(1)=O(hi3)=di+1− fi+1(1) ja vi−3=O(hi2)=wi−3 ja vi−wi=O(hi3),
niin f(x)− s(x)=O(hi4).
Muotokertoimet kannattaa siis valita siten että vi=wi=3+O(hi
2) tai vi=wi=3+
O(hi) kaikilla i=1, , n, jolloin interpolantti on O(h
4) tai O(h3), kun h= max
1≤i≤n−1
hi.
Huomioitavaa 3.5. Paperissa [Sar03] lauseen 3.3 suppean muodon virheen ylära-






. Lauseen todistusta ei ole esitetty. Virhearvio
esitetään lisäksi oletuksella (vi, wi ≥ αi > − 1). On selvää, että tämä oletus ei ole
riittävä lauseen 3.3 suppeaan muotoon. Jos esimerkiksi βi = vi = wi > αi ≥ 3, niin
|Qi(12)|=1+ |βi− 3|/4> 1+ |αi− 3|/4, joka on vastoin oletusta (3.43). ♦
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4. Interpolaation muotoehdot
Tässä osiossa käydään läpi interpolantille asetettavat muoto-ominaisuudet, eli posi-
tiivisuus, monotonisuus ja konveksisuus. Kappaleiden alussa käydään ominaisuudet
läpi lyhyesti. Positiivisuudelle johdetaan kappaleen alussa eksaktit ehdot, ja mon-
otonisuudelle sekä konveksisuudelle olemassaolo-ehdot. Sen jälkeen kyseisiä ominai-
suuksia sovelletaan kappaleessa C1 ja C2 splineihin. Muotoehtojen pakottamat
ratkaisut ovat dynaamisia, koska muotoparametrit vi, wi riippuvat tällöin datasta.
Ne voivat olla siis myös epälineaarisia, eli edellisen kappaleen lineaarinen C2 ratkaisu
ja sen olemassaolo-ehdot eivät tällöin päde. Osion lopussa tarkastellaan muotoeh-
tojen yhdistelyä.
f-funktio pisteissä xi s∈C
1 s∈C2
Arvo:
f(x) = fi = s(xi)
Derivaatta:
f ′(x) ≈ di = s(1)(xi)
Positiivisuus: ⇒ 4.3
Määr. 2.5. ⇒ fi≥ 0 ⇔ 4.1 & 4.2 4.4
Monotonisuus:
Määr. 2.6. ⇒ ∆i≥ 0, di≥ 0 ⇒ 4.6 4.8
Konveksisuus:
Määr. 2.7. ⇒ d1≤∆1≤ ≤∆n−1≤dn ⇒ 4.10 4.13
Taulukko 4.1. Muotolauseet
4.1. Positiivisuus.
Yhtälön (3.23) perusteella tiedämme, että positiivisuus voidaan aina saavuttaa
positiivisella datalla, kunhan muotoparametreja vi ja wi kasvatetaan riittävästi. Tut-
kitaan ensin, milloin P (θ) = α θ3 + β θ2 + γ θ + δ ≥ 0, kun θ ∈ [0, 1]. Tutkiminen
suljetulla välillä on ongelmallista, joten asettamalla t ≡ θ/(1 − θ) saamme sen
ekvivalenttiin muotoon. Eli
f(t) = a t3+ b t2+ c t+ d≥ 0 kaikilla t≥ 0 (4.1)
⇔ a θ
3
( 1− θ ) 3 +
b θ2
( 1− θ ) 2 +
c θ
1− θ + d≥ 0 (4.2)
⇔ ( a− b+ c−d ) θ
3+( b− 2c+3d ) θ2+(c− 3d ) θ+ d
( 1− θ ) 3 ≥ 0 (4.3)
⇔ α θ3+ β θ2+ γ θ+ δ ≥ 0, (4.4)
on ekvivalentti sen kanssa, kun
a=α+ β+ γ+ δ, b= β+2 γ+3 δ, c= γ+3 δ, d= δ. (4.5)
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Rajaehdot, eli välttämättömät ehdot ei-negatiivisuudelle ovat tällöin
P (0)= f(0)≥ 0 ja P (1)= f(∞)≥ 0,
eli
a≥ 0 ja d≥ 0. (4.6)
Lemma 4.1. f(t)=at3+b t2+ct+d≥0 kaikilla t≥0 jos ja vain jos a≥0 ja d≥0 ja{
b≥ 0, c≥ 0, tai
4 b3 d+4 c3 a+ 27 a2 d2− 18 a b c d− b2 c2≥ 0.
Todistus. Jakamalla ensin a:lla (a > 0), ja tekemällä sen jälkeen muuttujanvaih-
doksen, voidaan yhtälö saattaa muotoon
f(u)=u3− 3 p u+ q ≥ 0, u≥ b/3, (4.7)
missä
u= t+ b/3, p=(b2−3 c)/9, q=(2 b3− 9 b c+ 27 d)/27.








Tällöin f(u′)≥ 0 kolmessa eri tapauksessa. Ensinnäkin se toteutuu kun u′ on ima-
ginaarinen eli kun
b2< 3 c.
Lisäksi f(t) on kasvavana funktiona positiivinen kaikilla u′≤ b/3, jolloin
b≥ 0, c≥ 0, b2≥3 c.
Kolmas tapaus on se, että minimi-piste u′ on tarkastelu-alueessamme eli
c≤ 0, b2≥ 3 c, tai
b≤ 0, b2≥ 3 c,
mutta
f(u′)=− 2 p3/2+ q ≥ 0.
Koska 2 p3/2+ q≥ 0 pätee kaikilla c≤ b2/4 , tämä on ekvivalentti sen kanssa, että
− 4 p3+ q2≥0.
Kun yhdistämme ehdot, saamme että f(u)≥ 0, kun
b≥ 0, c≥ 0, tai
4 b3 d+4 c3+ 27 d2− 18 b c d− b2 c2≥ 0.
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eli kun
a≥ 0, b≥ 0, c≥0, d≥ 0, tai
a≥ 0, d≥ 0, 4 b3 d+4c3 a+ 27 a2 d2− 18a b c d− b2 c2≥ 0. (4.8)
Jos a = 0, on ratkaisu yhtäpitävä. Sillä jos determinantille c2 − 4bd > 0, niin
täytyy päteä b ≥ 0, jotta f(t) ≥ 0 kaikilla t ≥ 0. Toisaalta täytyy olla c ≥ 0, jotta
minimikohdalle −c/2b≤0. Myös c2−4 b d≤0 on tällöin yhtäpitävä (4.8) kanssa. 
Voimme johtaa samoin neliöllisen polynomin positiivisuusehdot, eli selvittää mil-
loin P (θ)=βθ2+ γθ+δ≥0 kaikilla θ∈ [0,1]. Asettamalla aluksi t≡θ/(1−θ) saamme
sen ekvivalenttiin muotoon
f(t) = b t2+ c t+ d≥ 0 kaikilla t≥ 0 (4.9)
⇔ bθ
2
( 1− θ ) 2 +
cθ
1− θ + d≥ 0 (4.10)
⇔ ( b− c+ d ) θ
2+(c− 2d ) θ+ d
( 1− θ ) 2 ≥ 0 (4.11)
⇔ β θ2+ γ θ+ δ ≥ 0, (4.12)
missä
b= β+ γ+ δ, c= γ+2 δ, d= δ. (4.13)
Välttämättömät ehdot ei-negatiivisuudelle ovat tällöin
b≥ 0 ja d≥ 0. (4.14)
Lemma 4.2. f(t)= a t2+ b t+ c≥ 0, kaikilla t≥ 0 jos ja vain jos a≥ 0 ja c≥ 0 ja
b≥− 2 a c√ .
Todistus. Saamme lemmasta 4.1 sijoittamalla, että c≥ 0, ja{
a≥ 0, b≥ 0, tai
4 a3 c−a2 b2≥ 0,
eli {
a≥ 0, b≥ 0,




a t3+ b t2+ c t+ d
(t+1)3
> 0 kaikilla t≥0 jos ja vain jos a> 0 ja d> 0 ja{
b≥ 0, c≥ 0, tai
4 b3 d+4 c3 a+ 27 a2 d2−18 a b c d− b2 c2> 0.
Todistus. Muuten samoin kuin lemman 4.1 todistuksessa, mutta meidän täytyy
säilyttää välttämättömät ehdot (a, d>0), koska muuten f(t)=0, aina kun t→0 tai
t→∞. Lauseen ensimmäinen positiivisuus-ehto on tällöin sama, mutta toisen ehdon
tapauksessa saamme f(u′)> 0. 
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4.1.1. Positiivinen C1 splini.
Lause 4.1. Jos (fi, fi+1≥ [> ]0), niin Pi(θ)≥ [> ] 0, kun θ ∈ [0, 1] jos ja vain jos
(vi, wi)∈Xi∪Yi, missä
Xi = {(x, y): x fi≥−hi di, y fi+1≥hi di+1},
Yi =
{








2fifi+1−4di+13 hi3fi+12di+12 yhi2 fifi+1
−12di+1y2hififi+12 +4di3hi3fi+1+4y3fifi+13 +18xdi+1hifi2fi+1−18xyfi2fi+12
+18di+1dihi




Pi(θ) = fi (1− θ)3+(vi fi+hi di) θ (1− θ)2+(wi fi+1−hi di+1) θ2 (1− θ)+ fi+1 θ3
=
fi +(vi fi+hi di) t+(wi fi+1−hi di+1) t2+ fi+1 t3
(1+ t)3
,
joten väite seuraa lemmoista 4.1 ja 4.3 kun valitaan
a= fi+1, b=wi fi+1−hi di+1, c= vi fi+hi di, d= fi.

Huomioitavaa 4.1. Papereissa [SBH01, SH06] käytetään positiivisuus-tulosta
artikkelista [BB93], jossa derivaattoja (di, di+1) on rajoitettu oletuksella vi=wi=3,























jota he käyttävät rajoittamaan muotoparametreja yleisessä tapauksessa. ♦
Lause 4.2. Qi(θ)> 0, kun θ ∈ [0, 1] jos ja vain jos{
vi≥ 0, wi≥ 0, tai
4wi
3+4vi
3− 18 viwi− vi2wi2+ 27> 0
Todistus. Väite seuraa lemmasta 4.3, kun θ= t/(1+ t) ja
a=1, b=wi, c= vi, d=1.

Kootaan riittävät positiivisuusehdot lauseeksi.
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kaikilla i=1, , n− 1. Jos fi=0 jollain
i=1, , n, niin s(x)≥ 0, kun di=0.
Todistus. Jos fi=0, niin täytyy olla di≥ 0 ja toisaalta di≤ 0. 












jolloin derivaattojen sopivalla valinnalla interpolantti saavuttaa O(h3) tarkkuuden.
Huomioitavaa 4.2. Paperissa [SH06] kertoimeksi valitaan
ri=1+max
{
max {0, −hi di
fi




, missä pi, qi≥ 1. ♦
4.1.2. Positiivinen C2 splini.
Jos haluamme yhdistää positiivisuuden C2 ehtoihin, niin maksimi-funktio on
ongelmallinen. Esimerkiksi valinnasta (4.15) seuraa 32 − 1 yhtälöä, ja jos näitä
yritetään soveltaa, niin prosessin pysähtymisestä ei ole takeita. Tiedämme kuitenkin
lemmasta 3.2, että derivaatat ovat äärelliset kaikilla ri> 2, ja että riittävän suurilla
(vi, wi) interpolantti on aina positiivinen (3.26). Tiedämme lisäksi että sileysehdot
lähestyvät tällöin diagonaalista järjestelmää (3.40). Voimme siis kokeilemalla kas-
vattaa muotoparametreja, kunnes sileysehdot toteuttavat lauseen 4.1. Merkitään
ri≡3+ui, ui≥ 0. (4.16)
Tällöin saamme.
Lause 4.4. Jos fi> 0 kaikilla i=1, , n−1 ja vi=wi= ri≡3+ui, niin yhtälöiden
( 3.21), ( 3.33) splini s∈C2[x1, xn] on positiivinen välillä [x1, xn] jos ja vain jos (di,
di+1)∈Xi∪Yi kaikilla i=1, , n− 1, missä
Xi =
{








(x, y): 4fi ((3+ui)fi+1−hi y)3+4fi+1 ((3+ui)fi+hix)3+ 27fi+12 fi2
− 18fi fi+1 ((3+ui)fi+1 −hi y) ((3+ui)fi+hix)− ((3+ui)fi+1
−hi y)2 ((3+ui)fi+hix)2> 0
}
.
Todistus. s∈C2[x1, xn], kun ratkaistaan
hi di−1+ [hi (2+ui−1)+hi−1 (2+ui)] di+hi−1 di+1
= hi (3+ui−1)∆i−1+hi−1 (3+ui)∆i. (4.17)
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Koska ri = 3 + ui > 2 niin ratkaisu on yksikäsitteinen ja olemassa. Tällöin myös
Qi(θ)> 0, ja lemmasta 3.2.ii. seuraa että max
2≤i≤n−1
|di| ≤ 3 max
1≤i≤n−1
|∆i|, eli derivaatat
ovat äärellisiä. Positiivisuus-alueet Xi ja Yi saadaan lemmasta 4.3, kun sijoitetaan
a= fi+1, b=(3+ui)fi+1−hi di+1, c=(3+ui)fi+hi di, d= fi.

Algoritmi 4.1. Oletetaan fi> 0 kaikilla i=1, , n.
i. Valitaan u1
(0)≥ 0, u2(0)≥ 0, , un(0)≥ 0.
ii. Ratkaistaan d2, , dn−1 yhtälöryhmästä ( 4.17) annetuilla arvoilla d1, dn.
iii. Testataan toteutuuko lause 4.4. Jos ei, niin asetetaan ui
(k+1)=ui
(k)+ ci, jossa
ci> 0, ja palataan kohtaan (ii).
Voimme laskea askelmäärälle ylärajan (kun fi, fi+1>0), sillä lemmasta 3.2 saadaan,
että lauseen 4.4 ensimmäinen ehto toteutuu aina kun
(3+ui)
hi
min {fi, fi+1}≥ max
1≤i≤n−1












Koska eksaktia ehtoa ei saada laskettua, voidaan vaihtoehtoisesti valita suora kerroin
siten että ui=3hi ci, jolloin lemman 3.2 todistusta mukaillen
|di| ≤ min ri
min ri− 2 max {|∆i−1|, |∆i|}. (4.20)































































Tämä suora menetelmä kuitenkin jäykistää interpolanttia liikaa, koska se antaa
ratkaisun huonoimmassa mahdollisessa tapauksessa. Iteraatiolle saadaan kuitenkin


















































Interpolanttimme saavuttaa tällöin O(h3) tarkkuuden sopivilla derivaattojen valin-
noilla, ja O(h4) tarkkuuden kun h on riittävän pieni. Kun paikalliset yläraja-ehdot
yhdistetään algoritmiin 4.1, voidaan kohtaan iii lisätä myös toinen lauseeseen 4.4
perustuva ehto siten, että spliniä rajoitetaan toisaalta alhaalta ja toisaalta ylhäältä.
Seurauksena on, että interpolantti voidaan kuristaa automaattisesti johonkin halut-
tuun väliin, esimerkiksi todennäköisyysavaruuteen.
Huomautus 4.1. Jos fi=0 jollain i=1, , n− 1, niin positiivisuuteen vaaditaan
di≥ 0, mutta yhtälön (4.17) antamien derivaattojen merkki riippuu tällöin kulma-
kertoimien (∆i−1,∆i) suuruuksista. Ratkaisumme on tällöin ainoastaan C1. ♦
4.2. Monotonisuus.
Lause 4.5. (Välttämätön ehto) Oletetaan s(xi)= fi ja s
(1)(xi)= di. Jotta splini
s∈C1[x1, xn] olisi monotoninen, niin täytyy päteä di≥0, di+1≥0 ja ∆i≥0 kaikilla
i=1, , n−1. Jotta splini s∈C1[x1, xn] olisi aidosti monotoninen, niin täytyy päteä
di> 0, di+1> 0 ja ∆i> 0 kaikilla i=1, , n− 1.
Todistus. Seuraa lemmasta 2.3. 
Splini on monotonisesti kasvava (laskeva tapaus käsitellään samalla tavalla) jos
ja vain jos
s(1)(x)≥ 0, x∈ [x1, xn]. (4.23)
4.2.1. Monotoninen C1 splini.
Oletetaan s∈C1[x1, xn] splini, jolloin monotonisuutta voidaan tarkastella lokaa-







≥ 0 kaikilla i=1, , n− 1, (4.24)
missä
Pi(θ) = fi (1− θ)3+ (vi fi+ hi di) θ (1− θ)2+ (wi fi+1− hi di+1) θ2 (1− θ) + fi+1 θ3,
(4.25)
Qi(θ) = (1− θ)3+ vi θ (1− θ)2+wi θ2 (1− θ)+ θ3, (4.26)
Pi
′(θ) = ((vi− 3) fi+hidi) (1− θ)2+2 (wi fi+1− vi fi−hi(di+ di+1)) θ (1− θ)
+ ((3−wi ) fi+1+hidi+1) θ2, (4.27)
Qi
′(θ) = (vi− 3) (1− θ)2+2 (wi− vi) θ (1− θ)+ (3−wi) θ2. (4.28)










1+ vi t+wi t2+ t3
)
(1+ t)3
· ((vi− 3) fi+hidi)+ 2 (wi fi+1− vi fi−hi(di+1+ di)) t+((3−wi ) fi+1+hidi+1) t
2
(1+ t)2
− fi +(vi fi+hi di) t+(wi fi+1−hi di+1) t
2+ fi+1 t3
(1+ t)3








(2 (wi(fi+1− fi)−hidi+1)+hidi) t
[Qi(θ)]2hi (1+ t)5
+
















2 (wi(fi+1− fi)−hidi+1) t (1+ t)
[Qi(θ)]2hi (1+ t)5
+
((viwi (fi+1− fi)− vihidi+1−wihidi)+ 3 (fi+1− fi)) t2 (1+ t)
[Qi(θ)]2hi (1+ t)5
+
2 (vi(fi+1− fi)−hidi) t3 (1+ t)
[Qi(θ)]2hi (1+ t)5
+
hidi+1 t4 (1+ t)
[Qi(θ)]2hi (1+ t)5
=




Välttämättömät ehdot monotonisuudelle olivat di ≥ 0, di+1≥ 0 ja ∆i ≥ 0. Saamme
lisäksi seuraavat riittävät ehdot
vi∆i− di ≥ 0, (4.31)
wi∆i− di+1 ≥ 0, (4.32)
(viwi+3)∆i−wi di− vi di+1 ≥ 0. (4.33)















wi di+ vi di+1
∆i viwi
≤ 1. (4.35)
Haluamme aluksi selvittää monotonisuus-ehtoa yhteisellä kertoimella vi = wi. Täl-
löin ri di= qi di+1 ja yhtälöstä (4.35) saadaan
ri≥ di+ di+1
di
ja qi≥ di+ di+1
di+1
, (4.36)




, ai≥ 0, bi≥ 1. (4.37)
Lause 4.6. Jos ∆i>0 ja (di, di+1≥0) sekä vi=wi≥ di+ di+1∆i kaikilla i=1, , n−1,
niin s∈C1[x1, xn] on monotoninen. Jos ∆i=0 jollain i=1, , n− 1, niin meidän
täytyy asettaa di= di+1=0.




, joten on asetettava di= di+1=0, eli saadaan
s(x)= fi= fi+1, x∈ [xi, xi+1].

Huomautus 4.2. Kolmannen asteen rationaalisen splinin monotonisuudelle voi-
daan johtaa myös eksplisiittiset, mutta laskennallisesti kalliit ehdot selvittämällä
neljännen asteen polynomin positiivisuus-ehdot [UW94]. Eksplisiittisistä ehdoista
voidaan yksinkertaistaa riittävät ehdot eli esimerkiksi jos
f(t) = a t4+ b t3+ c t2+ d t+ e,
niin f(t)≥ 0 kaikilla t > 0, kun




ja γ >− β+2
2
, kun β ≤ 6,
tai
α>− 2 β − 2√ ja γ >− 2 β − 2√ , kun β > 6,
missä
α= b a−3/4 e−1/4, β= c a−1/2 e−1/2, γ= d a−1/4 e−3/4.
Ehdot ovat edelleen varsin monimutkaiset. ♦
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4.2.2. Monotoninen C2 splini.
Sijoitamme monotonisuusehdot yhtälöön (3.33) saadaksemme C2 ehdot. Kokei-
lemme aluksi arvoja (ai=0, bi=1), jolloin (∆i>0, di>0 ja di+1>0 kaikilla i=1, ,
n− 1) saamme
hidi−1+[hi(wi−1−1)+hi−1(vi−1)]di+hi−1di+1=hivi−1∆i−1+hi−1wi∆i (4.38)
⇔ [hi (di−1+ di
∆i−1
− 1)+hi−1 (di+ di+1
∆i
− 1)] di=hi di+hi−1 di (4.39)
⇔ hi∆i (di−1+di−∆i−1)+hi−1∆i−1(di+di+1−∆i)=(hi+hi−1)∆i∆i−1 (4.40)
⇔ hi∆idi−1+(hi∆i+hi−1∆i−1)di+hi−1∆i−1di+1=2(hi+hi−1)∆i∆i−1. (4.41)
Lineaarinen yhtälöryhmä (4.41) ei käy, koska se voi antaa negatiivisia ratkaisuja
vastoin välttämättömiä ehtoja di≥ 0. Aidosti monotonisella datalla tämä toteutuu
aina kun d1 ja dn ovat riittävän isoja.
Esimerkki 4.1. Interpoloidaan funktiota f(x) = x jolloin ∆i = 1. Kun valitaan
hi=1 ja d1= d5=3, saadaan ratkaisu
 2 1 0 11 2 1 4




 1 0 0 − 10 1 0 3
0 0 1 − 1

,
eli d2= d4=− 1. ♦
Huomioitavaa 4.3. Lähteissä [Sar00, Sar02, Sar03] kirjoitetaan yhtälön (4.41)
derivaattojen di−1 ja di+1 kertoimet väärin päin. Esimerkiksi jos f(x)=x2 ja hi=1
ja i=2, niin 1 ·0+4 ·2+3 ·4 12. Papereissa ei lisäksi mainita, että meidän täytyy
olettaa di>0 kaikissa paitsi päätepisteissä. Lähteessä [Sar00] väitetään, että kun (d1,
dn≥0), niin (4.41) antaa pelkästään positiivisia ratkaisuja monotonisesti kasvavalla
data-joukolla. Virhe on huomattu lähteissä [Sar02] ja [Sar03]. Näissä kuitenkin esi-
tetään korjausta, jossa derivaattojen arvot vaihdetaan itseisarvoikseen, joka ei auta.
Lisäksi mainitaan, että yhtälön päälävistäjä on aidosti hallitseva. Päälävistäjä ei
ole aidosti hallitseva, mutta se on kuitenkin pelkistymättömästi hallitseva, koska on
oletettu ∆i> 0 jolloin |h2∆2+h1∆1|> |h1∆1|. ♦
Jos yhtälöön (4.38) sijoitetaan tunnetut arvot (d1, d3>0), niin on välttämätöntä
että (w1, v2 > 1), jotta pätisi d2 > 0 mielivaltaisen suurilla ∆1 ja ∆2. Mikään

























Tällöin toteutuu |vi−3|=O(hi)= |wi−3|, mutta |vi−wi|=
∣∣∣ 2(di+1− di)∆i
∣∣∣=O(hi), joten
korollaarin 3.1 perusteella interpolantti on ainoastaan O(hi
2). Jos valitsemme yhtei-
seksi alarajaksi vi = wi = 1 + 2max {di, di+1}/∆i, niin interpolanttimme saavuttaa
tarkkuuden O(hi
3), mutta voimme tehdä vielä paremmin. Ottaen huomioon yhtälöt

















Tarkastelemme aluksi sen suppenemisominaisuuksia.
Lemma 4.4. Kun vi=wi=1+
di+ di+1
∆i






Todistus. Taylorin kehitelmästä saamme arviot








































































































Lemma osoittaa, että (4.46) on hyvä valinta suppenemisen kannalta. Kun deri-
vaatat valitaan O(h3) tarkkuudella, niin |f(x) − s(x)| = O(h4). Ensimmäisellä
kokeilullamme (4.37) oli vi− 3 =wi− 3 =− 1 +O(hi2), joten yhteisestä kertoimesta
huolimatta interpolantti saavutti ainoastaan O(h) suppenemisen.



























































































































⇔ αidi2− βidi− γi=0, (4.54)
missä
αi = ai−1+ ai, (4.55)
βi = βi(di−1, di+1)= bi−ai−1 di−1−ai di+1, (4.56)
















Saamme epälineaariset sileysehdot, joita ei voi ratkaista suoralla menetelmällä.






, i=2, , n− 1, (4.59)
missä
ai, bi, ci> 0 ja αi, γi, > 0. (4.60)
Positiivinen juuri antaa positiivisia ratkaisuja kaikilla (di−1, di+1) (ja negatiivinen
juuri negatiivisia ratkaisuja). Meidän tulee kuitenkin vielä varmistua, että ratkaisu
(4.59) on yksikäsitteinen kaikilla (d1,dn≥0), ja että meillä on numeerinen menetelmä
joka ratkaisee sen. Yhtälöryhmän ratkaisu Jacobin iteraation avulla on tällainen








































, i=2, , n−1. (4.65)
Gauss-Seidel iteraatiossa valitaan joku suunta ja käytetään seuraavan derivaatan
laskemiseen jo valmiiksi laskettua arvoa, joka oletettavasti approksimoi paremmin
lopullista arvoa.
Lause 4.7. ([Gre84]) Jos ∆i> 0 ja (d1, dn≥0), niin on olemassa yksikäsitteinen
ratkaisu d2, , dn−1, joka toteuttaa epälineaarisen yhtälöryhmän ( 4.54) ja monoto-
nisuus-ehdot di > 0 kaikilla i= 2,  , n − 1, ja johon Jacobin iteraatio sekä Gauss-
Seidel itereaatio suppenevat.
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Todistus. Määritellään funktio Gi:R
n→R (i=1, 2, , n) siten että
G1(ξ, η) = d1,
Gi(ξ, η) =
βi(ξ, η)+ βi









Gn(ξ, η) = dn.







(k) ), i=2, , n− 1,












(k) ), i=2, n− 1.
Jos merkitsemme ζi= ai−1 ξ+ ai η, niin osoittaja
bi− ζi+ (bi− ζi)2+4(ai−1+ ai)(ci−1+ ci)
√
on monotonisesti laskeva funktio ζi:n suhteen, joten jos oletamme (ξ, η≥0), eli ζi≥0,
niin pätee








, i=2, , n− 1,
Un = dn.
Toisaalta jos oletamme (ξ, η ≤Ui), eli ζi≤ai−1Ui−1+ aiUi+1, niin pätee




βi(Ui−1, Ui+1)+ βi2(Ui−1, Ui+1)+ 4(ai−1+ ai)(ci−1+ ci)
√
2 (ai−1+ ai)
, i=2, , n− 1,
Ln = dn.
Interpolaation muotoehdot 43
Eli olemme osoittaneet, että
Li≤Gi(ξ, η)≤Ui, aina kun Li≤ (ξ, η)≤Ui,
jossa
Li> 0, i=2, , n− 1.
Joten G: I→I ∈Rn, missä I = [L1, U1]× × [Ln, Un] on n-ulotteinen suljettu väli.
Lisäksi koskaGi(ξ, η)≥0 kaikilla (ξ, η)∈R, niin Jacobin- ja Gauss-Seidel iteraatiolle
pätee
Gi(ξ
(0), η(0)) ≥ 0,
Gi(ξ
(1), η(1)) ≤ Ui,
Gi(ξ
(2), η(2)) ≥ Li, (4.66)
eli ne päätyvät välille I kolmella askeleella kaikilla lähtöarvoilla d(0)∈Rn.
Osoitetaan seuraavaksi, että G on kutistuva kuvaus (contraction mapping).
Edeltävän käsittelyn ja jatkuvuuden johdosta voimme olettaa Brouwerin kiinto-
pistelauseen nojalla, että on olemassa kiintopiste, eli että on piste d∈ I jolle pätee


























Saamme väliarvolauseesta Jacobin iteraatiolle
|di(k+1)−di| = |Gi(di−1(k) , di+1(k) )−Gi(di−1, di+1)|







|di(k+1)−di| = |Gi(di−1(k+1), di+1(k) )−Gi(di−1, di+1)|





















missä (ξi, ηi) ja (ξi−1, ηi−1) ovat jotain pisteitä avoimella suoralla iteraatiopisteiden
ja kiintopisteiden välissä. Nyt koska osittaisderivaatat ovat jatkuvat ja rajoitetut
siten että ∣∣∣∣∂Gi∂ξ
∣∣∣∣≤K ai−1ai−1+ ai ja
∣∣∣∣∂Gi∂η




















































































niin lemman 2.2 nojalla Jacobin iteraatio G on kutistuva kuvaus joukossa I ja
‖d(k+1)−d‖∞ ≤ K ‖d(k)−d‖∞.
Merkitään Gauss-Seidel iteraation suppenemiskerrointa K ′. Tämä majoroi summaa
(4.67), kun














Olemme siis osoittaneet, että
‖d(k+1)−d‖∞ ≤ K ′ ‖d(k)−d‖∞,
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ja koska 0<K ′<K, niin Gauss-Seidel iteraatio suppenee myös. Kiintopiste-lauseen
2.4 nojalla iteraatiot suppenevat yksikäsitteiseen kiintopisteeseen d ∈ I eli G(d) =
d. Piste d on yksikäsitteinen ratkaisu yhtälöryhmälle (4.54), jossa di > 0 kaikilla
i = 2,  , n − 1, koska positiivinen juuri (4.59) on ainoa joka voi antaa positiivisia
ratkaisuja. Saamme kiintopiste-lauseesta lisäksi posteriori-arvion suppenemiselle
‖d(k+1)−d‖∞ ≤ K/(1−K) ‖d(k+1)−d(k)‖∞.

Valinnalla (4.46) on hyödyllinen ominaisuus, eli interpolantti supistuu neliölliseen
muotoon. Saadaan
Pi(θ) = fi (1− θ)3+(∆i+ di+ di+1
∆i




fi+1−hi di+1) θ2 (1− θ)+ fi+1 θ3
= ∆i fi (1− θ)3+((∆i+ di+ di+1) fi+∆ihi di) θ (1− θ)2
+((∆i+ di+ di+1)fi+1−∆ihi di+1) θ2 (1− θ)+∆i fi+1 θ3
= ∆i fi (1− θ)2+((fi+∆ihi) di+ fi di+1) θ (1− θ)2
+(fi+1 di+(fi+1−∆ihi) di+1) θ2 (1− θ)+∆i fi+1 θ2
= ∆i fi (1− θ)2+(fi+1 di+ fi di+1) θ (1− θ)2
+(fi+1 di+ fi di+1) θ
2 (1− θ)+∆i fi+1 θ2
= ∆i fi (1− θ)2+(fi di+1+ fi+1 di) θ (1− θ)+∆i fi+1 θ2, (4.69)
Qi(θ) = (1−θ)3+(∆i+di+di+1 )/∆i θ (1−θ)2+(∆i+di+di+1)/∆i θ2 (1−θ)+ θ3
= ∆i (1− θ)3+ (∆i+ di+ di+1) θ (1− θ)2+(∆i+ di+ di+1) θ2 (1− θ)+∆i θ3
= ∆i (2θ
2− 2θ+1)+ (di+ di+1) (− θ2+ θ)
= ∆i (1− θ)2+(di+ di+1) θ (1− θ)+∆i θ2. (4.70)




∆i fi (1− θ)2+(fi di+1+ fi+1 di) θ (1− θ)+∆i fi+1 θ2
∆i (1− θ)2+(di+ di+1) θ (1− θ)+∆i θ2
= fi (1− θ)+ fi+1 θ− (1− θ) θ (fi+1− fi ) [∆i−di+ θ(di+ di+1− 2∆i )]
∆i (1− θ)2+(di+ di+1) θ (1− θ)+ ∆iθ2
= fi (1− θ)+ fi+1 θ−hi θ(1− θ) ∆i−di+ θ (di+ di+1− 2∆i )
(1− θ)2+(di+ di+1)/∆i θ (1− θ)+ θ2 ,
(4.71)
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josta nähdään erotus suoran suhteen. Monotonisuuden kannalta meitä kiinnostaa




fi (1− θ)2+(fi di+1+ fi+1 di)/∆i θ (1− θ)+ fi+1 θ2
(1− θ)2+(di+ di+1)/∆i θ (1− θ)+ θ2
= fi+
(fi+1− fi) [∆i θ2+ di θ (1− θ)]
∆i+(di+ di+1− 2∆i) θ (1− θ)
= fi+hi
∆i θ2+ di θ (1− θ)
1+ (di+ di+1− 2∆i)/∆i θ (1− θ) , (4.72)
joka on neliöllinen. Merkitään kappaleen tulokset vielä lauseeksi.
Lause 4.8. Jos (d1, dn≥0) ja ∆i> 0 ja vi=wi=1+ di+ di+1∆i kaikilla i=1, , n−1,
niin s∈C2[x1, xn] on (aidosti) monotoninen.
Todistus. Seuraa edeltävästä käsittelystä. Kun (d1, dn> 0) on splini aidosti mon-
otoninen. 
Huomautus 4.3. Datajoukko voidaan yrittää jakaa aidosti monotonisiin osiin,
jotka ratkaistaan erikseen. Jos ∆k = 0, niin (3.33) ratkeaa interpolantille si(x)|i=jk−1,




, ja kun ∆k−1= 0, niin saamme wk =
dk+1
∆k
. Jos pisteitä ei ole riittävästi
eli tilanne on esimerkiksi kuvan ? kaltainen,
di−1=0 di=0
di+1=0 di+2=0
Kuva 4.1. C2 ei toteudu.
niin C2 ehtoja ei voida ratkaista ilman lisäpisteiden sijoittelua. Eli tapauksessa
jossa ∆i = 0, voidaan yhtälöryhmä yrittää jakaa aidosti monotonisiin osiin ja C
2
ehdot ratkaista tällöin suoraan tai iteraatiolla, mutta kokonaisratkaisu on kuitenkin
ainoastaan C1. ♦
Huomioitavaa 4.4. Lähteissä [Sar00, Sar03] mainitaan, että monotoninen mutta
ei aidosti monotoninen interpolantti saavuttaa C2 sileyden. Lähteessä [SH06] maini-




Lemma 4.5. Jos g ∈C1[a, b] ja g(2)(x)≥ 0 kaikilla x∈ (a, b), niin
g ′(a)≤ g(b)− g(a)
b−a ≤ g
′(b).




Koska toinen derivaatta on ei-negatiivinen, niin ensimmäinen derivaatta on mono-
toninen eli
g ′(a)≤ g ′(c)≤ g ′(b).

Lause 4.9. Jotta funktio s∈C1[x1, xn] olisi konveksi kun s(xi)= fi sekä s(1)(xi)=di,
niin täytyy olla d1≤∆1≤ ≤∆i−1≤di≤∆i≤ ≤∆n−1≤dn kaikilla i=1, 2, , n.
Todistus. Seuraa lemmoista 2.4 ja 4.5.

Splini on konveksi (konkaavi tapaus käsitellään samalla tavalla) jos ja vain jos
s(2)(x)≥ 0 kaikilla x∈ [x1, xn]. (4.73)
Huomautus 4.4. Toisen derivaatan (aidosta) positiivisuudesta seuraa aito kon-
veksisuus, mutta ei päinvastoin. Esimerkiksi g(x) = x4 on aidosti konveksi funktio,
mutta silti g ′′(0)= 0. ♦
4.3.1. Konveksi C1 splini.
Koska oletamme s ∈ C1[x1, xn] splinin, niin konveksisuutta voidaan tarkastella







2 ≥ 0, i=1, , n−1, (4.74)
missä
Pi(θ) = fi (1− θ)3+ (vi fi+ hi di) θ (1− θ)2+ (wi fi+1−hi di+1) θ2 (1− θ) + fi+1 θ3,
(4.75)
Qi(θ)= (1− θ)3+ vi θ (1− θ)2+wi θ2 (1− θ)+ θ3 , (4.76)
Pi
′(θ)= ((vi− 3) fi+hidi) (1− θ)2+2 (− vi fi+wi fi+1−hi(di+ di+1)) θ (1− θ)
+ ((3−wi ) fi+1+hidi+1) θ2, (4.77)
Qi
′(θ)= (vi− 3) (1− θ)2+2 (wi− vi) θ (1− θ)+ (3−wi) θ2, (4.78)
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Pi
′′(θ)= 2 ((3− 2 vi) fi+wi fi+1−hi (2 di+ di+1)) (1− θ)+ 2 (vi fi+(3− 2wi )fi+1
+ hi (di+2 di+1)) θ, (4.79)
Qi
′′(θ)= 2 (wi− 2 vi+3) (1− θ)+ 2 (vi− 2wi+3) θ. (4.80)
Merkitään jälleen θ≡ t/(1+ t) ja sievennetään (4.74), jolloin saadaan
Pi
















































2 [((3 − 2 vi) fi + wi fi+1 − hi (2 di + di+1) + (vi fi + (3
− 2wi )fi+1 + hi (di + 2 di+1)) t) ·
(
















− 2 [(((vi− 3) fi+ hidi + 2 (− vi fi +wi fi+1− hi(di + di+1)) t+ ((3−wi ) fi+1
+ hidi+1) t
2) · (vi − 3 +
( − 5vi + 2wi + vi2 ) t + ( − 2vi2 + 3 − 4wi + 3viwi ) t2
+
( − 3viwi− 3+4vi+2wi2) t3+( − 2vi+5wi−wi2) t4+(3−wi) t5)]
+ 2 [(fi + (vi fi + hi di) t + (wi fi+1 − hi di+1) t2 + fi+1 t3) · (9 − 6vi + vi2
+
(









( − 12vi− 4wi2+4viwi+ 12wi ) t3+(9+wi2− 6wi) t4)]
− 2 [(fi + (vi fi + hi di) t + (wi fi+1 − hi di+1) t2 + fi+1 t3) · (3 − 2vi
+ wi +
(


























(( − 2vi3 − 4viwi + 6wi + 5vi2)fi + ( − 4viwi + 6vi + 2wi2 + vi2wi)fi+1
+
(





(( − 4vi2wi+ vi3































2 − 4viwi + 6wi + 2vi2
)
fi +















fi+1 + ( − di+1 − 2di + 2diwi + 4di+1wi)hi
)
t6
+ (vifi+(− 2wi+3)fi+1+(2di+1+ di)hi) t7]
− [(−6vi+9+vi2)fi+(−3di +divi)hi+((−6wi+2viwi+21vi−10vi2+ vi3)fi
+ (2viwi − 6wi)fi+1 +
(






(( − 4vi3 − 9 + 3vi + 12wi − 17viwi + 16vi 2 + 3vi2wi)fi + ( − 11viwi
+ 3vi + 2vi
2wi + 3wi + 4wi
2 − 9)fi+1 + (3di − 8diwi + 11di+1v i − 4divi2





(( − 21vi + 9
+ 2viwi
2 + 4vi
2 − 6wi2 + 17viwi − 9vi2wi + 4vi3
)
fi +
( − 5vi2wi + 12wi + 6viwi2
+ 3vi
2 − 10wi2 − 15vi + 5viwi
)
fi+1 +
( − 9di + 4divi2 + 8diwi − 5di+1vi
+ 2diwi

















6di+5diwi − 4di+1wi2− 8di+1vi






(( − 9− 11viwi+ 4vi2+ 3wi+ 3vi+ 2viwi2)fi+ (3wi− 17viwi+ 3viwi2− 4wi3
+ 16wi




8 di+1vi − 3di+1viwi − 3di+1 + 4di+1wi2 + 4divi


































12di vi − 12diwi − 9di+1 − 4divi2 − di+1vi2




























( − 30wi + 4wi3 + 12vi + 4vi2wi + 6wi2 − 10viwi2 − 4vi2 + 10viwi)fi+1
+
(
18di+1 − 6di+1vi − 6di+1wi − 4di+1vi2 − 4di+1wi2 + 12diwi − 4diwi2





(( − 6 viwi + 9vi + viwi2)fi + ( − 4wi3
+ 16wi













3 + 4viwi − 10wi2














− [( − 2vi + 3 + wi )fi +
((
2 viwi + 7vi + 3 − 2wi − 4vi2
)












































3 + w i
3 − 2wi + vi2wi
+ 3wi




3di + 4diwi − di+1vi2 − 2 diwi2













2+3vi− 2wi3+ vi2+ viw i2− 6viwi
)
fi+1+
( − 4di+1w i+3di


















· ( − wifi + wifi+1 + (di − di+1 − divi) hi + (( − 3 − 4wi) fi
+ (4wi + 3) fi+1 + ( − 4di+1 + di − 3 diwi − divi) hi) t +






3viwi + 3wi + 3vi + 9 − 3wi2
)
fi+1 + ( − 3di+1 − 3di+1vi
− 6diwi + 3di+1wi − 6di) hi
)
t2 +
(( − 6 + viwi2 + 4wi2 + 8wi − vi2wi − 11vi
− 3viwi − vi2
)
fi +
( − viwi2 + 6 − 8wi + 11vi − 4wi2 + vi2 + vi2wi + 3viwi) fi+1
+














( − viwi2− 6− 11wi + 8vi − wi2 + 4vi2 + vi2wi − 3viwi) fi+1 + (3 di+1vi − 7di







3viwi + 3vi + 9 + 3wi − 3vi2
)
fi +
( − 9 − 3wi − 3vi wi + 3vi2 − 3vi) fi+1
+(3di − 3divi+3diwi+6di+1vi+6di+1 )hi
)
t5+((4vi+3) fi+(− 3− 4vi) fi+1
+(3di+1vi−di+1+4di+di+1wi)hi) t6+(vifi−vifi+1+(di +di+1wi−di+1)hi) t7
)
=
2 ( 1+ t )
[Qi(θ)]3hi
2 (1+ t)7
· ((wifi+1 − wifi + ( − di+1 − divi + di) hi + ((3wi + 3) fi+1
− (3wi + 3) fi + ( − 3diwi − 3di+1 ) hi) t +
((
3viwi − 3wi2 + 6 + 3vi
)
fi+1




















+ (3di+1vi + 6di+1 + 3diwi − 3divi) hi
)
t4 + ( (− 3− 3vi) fi+1− (− 3− 3vi) fi
+(3di+1vi+3di)hi) t





·((wi∆i− di+1− divi+ di)+ ((3wi+3)∆i− 3diwi− 3di+1 ) t
+
((
3viwi − 3wi2 + 6 + 3vi
)






− viwi2 + 8vi + vi2 − 8wi − wi2
)
∆i − 7di + di+1viwi + 7di+1 − diwivi
+ di+1wi + diwi
2 − divi − di+1vi2
)
t3 +
(( − 6 + 3vi2 − 3viwi − 3wi) ∆i
+ 3di+1vi + 6di+1 + 3diwi − 3divi
)
t4 + ( ( − 3 − 3vi) ∆i + 3di+1vi + 3di) t5




Välttämättömät ehdot, jotta interpolantti on konveksi välillä [x1, xn], ovat siis
∆i ≥ di, (4.82)
∆i ≤ di+1, (4.83)
wi∆i−divi ≥ di+1−di, (4.84)
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widi+1− vi∆i ≥ di+1−di. (4.85)









B1,i = A2,i−A1,i (2vi− 1),
B2,i = 2A3,i−A2,i (vi− 2)−A1,i (vi+4wi),
B3,i = 3A4,i+3A3,i− 3wiA2,i− 3A1,i (wi+2),
B4,i = 4A5,i+4A4,i (vi+1)+A3,i (vi− 2wi)−A2,i (2wi+5)− 5A1,i,
B5,i = 5A6,i+A5,i (2vi+5)+A4,i (2vi−wi)−A3,i (wi− 4)− 4A2,i,
B6,i = 3A6,i (vi+2)+3viA5,1− 3A4,i− 3A3,i,
B7,i = A6,i (4vi+wi)+A5,i (wi− 2)− 2A4,i,
B8,i = A6,i (2wi− 1)−A5,i,









































B4,i ja B5,i pitäisi kuitenkin olla
B4,i = 4A5,i+A4,i (vi+4)+A3,i (vi− 2wi)−A2,i (2wi+5)−5A1,i,
B5,i = 5A6,i+A5,i (2vi+5)+A4,i (2vi−wi)−A3,i (wi+4)−4A2,i,
eli θ 1− θ symmetria muotokertoimien suhteen säilyy. ♦
Voimme yksinkertaistaa lauseketta (4.81) huomattavasti olettamalla ri=vi=wi,






·((wi∆i−di ri−di+1+ di)+ ((3 ri+3)∆i− 3 di ri− 3 di+1 ) t
+((6+ 3ri)∆i− 3 di ri− 6 di) t2+(di+1 ri−di ri+7 di+1− 7 di) t3








+((ri+3)∆i−di ri+2 di+1− 5di) t2+((− ri−3)∆i+ di+1 ri+5 di+1− 2 di) t3





·((ri∆i−di ri−di+1+ di)+ ((ri+3)∆i−di ri−di+1−2 di ) t
+(3di+1− 3di) t2+((− ri− 3)∆i+ di+1 ri+2 di+1+ di) t3





·(ri (∆i−di)−di+1+ di+3 (∆i−di) t+3 (di+1−∆i) t2
+(ri (di+1−∆i)−di+1+ di) t3
)
. (4.86)
Eli oletuksella vi=wi välttämättömät ehdot ovat myös riittävät, ja saamme
∆i−di ≥ 0, (4.87)
di+1−∆i ≥ 0, (4.88)
ri (∆i−di)−di+1+ di ≥ 0, (4.89)
ri (di+1−∆i)−di+1+ di ≥ 0. (4.90)
Huomautus 4.5. Saamme eksaktit ehdot myös sijoittamalla yhtälön (4.86) lem-
maan 4.1. Eli sijoituksella
a= ri (di+1−∆i)−di+1+ di, b=3 (di+1−∆i),
d= ri (∆i−di)−di+1+ di, c=3 (∆i−di),
saadaan, että s(2)(x)≥ 0 jos ja vain jos
a≥ 0, d≥ 0,
ja
b≥ 0, c≥ 0, tai
4 b3 d+4 c3 a+ 27 a2 d2− 18 a b c d− b2 c2≥ 0.




2 +(ri+1)∆i (∆i−di−di+1)+ (ri− 1) di+1di+ di2
)2 ≥ 0.
Jälkimmäistä ehtoa ei kuitenkaan käytetä, sillä kun ri>0 ja di+1≥di, niin b≥0 aina
kun a ≥ 0, ja c ≥ 0 aina kun d ≥ 0. Samalla tavalla saadaan, että s(2)(x)> 0 jos ja
vain jos (a, d> 0), ja (b, c≥ 0) tai
ri> 3 ja di+1
2 +(ri+1)∆i (∆i−di−di+1)+ (ri− 1) di+1di+ di2 0. (4.91)
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Konveksisuus siis toteutuu aina riittävän suurella ri, kun di ≤ ∆i ≤ di+1 ja aito
konveksisuus, kun di<∆i<di+1. ♦













Mi = max {di+1−∆i,∆i−di}, (4.93)
mi = min {di+1−∆i,∆i−di}. (4.94)
Lemma 4.6. Jos di− fi(1)=O(hi2)= di+1− fi+1(1) , niin Mi/mi=1+O(hi).
Todistus. ∣∣∣∣Mimi − 1
∣∣∣∣= |di+1+ di− 2∆i|∆i−di tai
∣∣∣∣Mimi − 1
∣∣∣∣= |di+1+ di− 2∆i|di+1−∆i ,
joten, yhtälöistä (4.47) ja (4.48) saamme oletuksella di− fi(1)=O(hi2)= di+1− fi+1(1) ,
että
∣∣∣di+1+ di− 2∆i∣∣∣=O(hi2), joten |Mi/mi− 1|=O(hi). 
Meidän kannattaa valita ri = 2 + Mi/mi, jolloin interpolantti on O(h
3), jos
derivaatat valitaanO(h2) tarkkuudella. Maksimi-funktio on kuitenkin ongelmallinen
































niin interpolantti saavuttaa O(h4) tarkkuuden, kun derivaatat valitaan O(h3) tark-
kuudella.
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On huomattavaa, että ri=3 kun di+1=−di. ♦
Lause 4.10. Jos di < ∆i < di+1 ja vi = wi ≥ 1 + Mimi kaikilla i = 1,  , n − 1, niin
s ∈C1[x1, xn] on aidosti konveksi. Jos di=∆i tai ∆i= di+1 jollain i= 1, , n− 1,
niin di= di+1=∆i ja si(x)= (1− θ) f i+ θ fi+1.
Todistus. Aito konveksisuus seuraa suoraan ehdoista (4.90). Jos di=∆i (tai di+1=
∆i), niin konveksisuudesta seuraa (lemma 2.5) ∆i= di≤ si′(x)≤ fi+1− si(x)xi+1− x ≤ di+1 ja
toisaalta si(x)≤ (1− θ) fi+ θ fi+1, joten di= di+1=∆i ja
s(x)= (1− θ) f i+ θ fi+1, x∈ [xi, xi+1],
eli interpolantti on suora välillä. 
Huomioitavaa 4.6. Paperissa [SH06] kirjoitetaan, että kun di=di+1=∆i=0, niin
ratkaisu on C0 murtopisteissä. Ilman C1 jatkuvuutta interpolantin konveksisuus ei
kuitenkaan seuraa paloittaisesta konveksisuudesta. ♦
4.3.2. Konveksi C2 splini.
Kun (4.96) sijoitetaan sileysehtoihin saadaan (kun ∆i−1<di<∆i)
hi di−1+ [hi (wi−1− 1)+hi−1 (vi− 1)] di+hi−1 di+1
=hi vi−1∆i−1+hi−1wi∆i (4.97)
⇔ hi(di−1−∆i−1)+ [hi (ri−1− 1)+hi−1 (ri− 1)] di+hi−1 (di+1−∆i)
=hi (ri−1−1)∆i−1+hi−1( ri− 1)∆i (4.98)
⇔ hi(di−1−∆i−1)+hi (di−∆i−1) (ri−1− 1)+hi−1 (di−∆i) (ri− 1)

















(di+1−∆i) = 0 (4.101)
⇔ hi (di−∆i−1)2 (di+1−∆i)=hi−1(∆i−di)2 (∆i−1−di−1) (4.102)
⇔ αi di2− βi di+ γi=0, i=2, , n− 1, (4.103)
missä
αi(di−1, di+1) = bi−ai, (4.104)
βi(di−1, di+1) = 2∆i−1 bi− 2∆i ai, (4.105)
γi(di−1, di+1) = ∆i−12 bi−∆i2 ai, (4.106)
ja
ai ≡ ai(di−1)=hi−1 (∆i−1−di−1)> 0, (4.107)
bi ≡ bi(di+1)=hi (di+1−∆i)> 0. (4.108)
Saadaan siis epälineaariset sileysehdot, joita ei voi ratkaista suoralla menetelmällä.






, i=2, , n− 1. (4.109)
voi antaa ratkaisuja alueella ∆i−1≤di≤∆i. Tämä nähdään kun juurta sievennetään
di =








∆i−1 bi−∆i ai+(∆i−∆i−1) aibi
√
bi−ai . (4.110)






























√ − ai√ )+∆i ai√ ( bi
√ − ai√ )
( bi






















Jos ai=0 tai bi=0, niin tämä raja-arvo ei ole hyvin määritelty. Yhtälöryhmä (4.103)











+ hi−1 (∆i−1−di−1(k) )
√ , i=2, ,n−1. (4.114)
Lause 4.11. Jos ∆i<∆i+1 kaikilla i=1, ,n−1, ja d1<∆1 sekä dn>∆n−1 annettu,
niin on olemassa ratkaisu d2,  , dn−1, joka toteuttaa epälineaarisen yhtälöryhmän
( 4.103) ja konveksisuus-ehdot di<∆i<di+1 kaikilla i=1, , n−1, ja johon Jacobin
iteraatio ja Gauss-Seidel suppenevat.
Todistus. Määritellään funktio Ji:R


















+ hi−1 (∆i−1− δi−1)
√ , i=2, , n− 1,
Gn(δ) = dn,
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missä δ = (δ1,  , δn) ∈Rn. Kun G = (G1,  , Gn) ja d = (d1,  , dn), niin iteraatio
voidaan esittää muodossa
d(k+1)=G(d(k)).














































































































∆i−1+E ≤ Gi(δ) ≤∆i−E, i=2, , n− 1,
aina kun
∆i−1+E ≤ δi ≤∆i−E, i=2, , n− 1.
Lisäksi pätee
G1(δ)≤∆1−E ja Gn(δ)≥∆n−1+E,
joten meillä on kuvaus G: I→I ∈Rn, missä
I = I1× I2× × Ii× × In
= [d1,∆1−E]× [∆1+E,∆2−E]× × [∆i−1+E,∆i+1−E]× × [∆n−1+E,dn],








, i=2, , n− 1,
dn
(0) = dn, (4.116)













, Si−1≡ hi−1 (∆i−1− si−1)
√
.











∆i−1 (Ri+1 (Si+1+Si−1)−Si+1 (Ri+1+Ri−1))
(Ri+1+Ri−1) (Si+1+Si−1)
+










Nyt kun Ri−1Si+1>Ri+1Si−1 (Ri+1Si−1>Ri−1Si+1 samoin), niin
|Gi(r)−Gi(s)| =


























Eli koska G(I)⊂I ja G on kutistuva joukossa I, niin kiintopiste-lauseen 2.4 nojalla
iteraatio suppenee yksikäsitteiseen kiintopisteeseen d ∈ I, eli G(d) = d. Saadaan
lisäksi posteriori-arvio suppenemiselle
‖d(k+1)−d‖∞ ≤ 1/λ ‖d(k+1)−d(k)‖∞. (4.117)



















































Sen pitäisi useimmissa (ei-paralleelisissa) sovellutuksissa olla vielä nopeampi. 
Huomautus 4.7. Arvot (d1, dn) vaikuttavat herkästi interpolantin suppenemisno-
peuteen, joten niiden valinta käsin voi olla perusteltua. ♦
Lause 4.12. ([Del89]) Jos ∆i < ∆i+1 kaikilla i = 1,  , n − 1, ja d1 < ∆1 sekä
dn>∆n−1 annettu, niin lauseen 4.11 antama ratkaisu d2, , dn−1∈ I ⊂ [∆1,∆n] on
yhtälöryhmän ( 4.103) yksikäsitteinen ratkaisu välillä [∆1,∆n].
Todistus. Oletetaan ratkaisu
d1<∆1< <∆i−1<di<∆i+1< <∆n−1<dn,
ja lisäksi, että on olemassa toinen ratkaisu
e1<∆1< <∆i−1<ei<∆i+1< <∆n−1<en,



















, i=2, , n− 1, (4.120)






, i=2, , n− 1,




2, i=2, , n, (4.121)
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Ai+1> 1 ↔ Bi< 1, (4.122)
Ai+1< 1 ↔ Bi> 1, (4.123)
kaikilla i=2, , n. Oletetaan että A2=1 ja että B2> 1 (B2< 1 samoin). Yhtälöstä























































Joten oletuksella B2> 1 saamme jonon
A3< 1, B3< 1, A4> 1, B4> 1, A5< 1, B5< 1,  ,
joka päättyy siten että Bn 1. Täten B2=1 ja di= ei kaikilla i=1, , n.






fi (1− θ)3+(vifi+hidi) θ (1− θ)2+(wi fi+1−hidi+1) θ2 (1− θ)+ fi+1 θ3
(1− θ)3+ vi θ (1− θ)2+wi θ2 (1− θ)+ θ3
=
fi (1− θ)3+(rifi+hidi) θ (1− θ)2+(ri fi+1−hidi+1) θ2 (1− θ)+ fi+1 θ3
(1− θ)2+(ri− 1) θ (1− θ)+ θ2
= fi (1− θ)+ fi+1 θ
+
(1− θ) θ [hi (di (1− θ)−di+1θ)− (fi+1− fi) ((1− θ)− θ)]
(1− θ)2+(ri− 1) θ (1− θ)+ θ2
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= fi (1− θ)+ fi+1 θ
− (1− θ) θ hi[(∆i−di) (1− θ)+ (di+1−∆i) θ]
(1− θ)2+ [(di+1−∆i)/(∆i−di)+ (∆i−di)/(di+1−∆i)] θ (1− θ)+ θ2
= fi (1− θ)+ fi+1 θ−hi (1− θ) θ 1
(1− θ)/(∆i−di)+ θ/(di+1−∆i)
= fi (1− θ)+ fi+1 θ−hi (1− θ) θ (di+1−∆i)(∆i−di)
(1− θ)(di+1−∆i)+ θ (∆i−di) , (4.124)
josta nähdään erotus suoran suhteen.






kaikilla i=1, , n−1, niin
s∈C2[x1, xn] on aidosti konveksi.
Todistus. Seuraa edeltävästä käsittelystä. 
4.4. Muotoehtojen soveltaminen.
Edellisissä kappaleissa C1 ehdot johdettiin ei-negatiiviselle-, monotoniselle- ja
konveksille datalle. C2 ehdot oli mahdollista johtaa ainoastaan positiiviselle-, aidosti
monotoniselle- ja aidosti konveksille datalle. Koska lopputulosten kannalta riittä-
vissä ehdoissa tehtiin tiettyjä epäsymmetrisiä oletuksia, niin helpoin tapa soveltaa
tuloksia negatiiviseen, laskevaan ja konkaaviin tapaukseen on kertoa funktion arvot
kertoimella (−1). Voi myös tulla tapauksia, joissa meillä on tarve yhdistää useampi
muotovaatimus samaan interpolanttiin, joka vaatii lisätarkasteluja.






s(1)(x) dx+ f1, x∈ [x1, xn], (4.125)
niin monotonisesti kasvava funktio on ei-negatiivinen jos f1≥0, ja samoin laskevalle













eli voidaan soveltaa suoraan C1 ja C2 monotonisuus-ehtoja.
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4.4.2. Monotonisuus ja konveksisuus.
Jotta interpolantti olisi sekä monotoninen että konveksi niin vaaditaan, että
0≤d1≤∆1≤ ≤∆i−1≤di≤∆i≤ ≤dn. (4.127)





s(2)(x) dx+ d1, x∈ [x1, xn]. (4.128)
Eli jos d1≥0 ja s(2)(x)≥0 kaikilla x∈ [x1, xn], niin s(1)(x)≥0. Tämä toteutuu myös





, joten C1 konveksisuus- tai konkaavi-
suusehdot (4.95) riittävät säilyttämään myös monotonisuuden. Sama pätee myös C2
ehtoihin sillä varauksella, että kun min {∆1− d1, dn−∆n−1} on pieni, niin ehtojen
suppeneminen voi olla hidasta.








s(2)(v) dv+ d1dt+ f1, x∈ [x1, xn]. (4.129)
Konkaavi tapaus on selvä, sillä interpolantti on ei-negatiivinen kun f1 ≥ 0 ja fn ≥
0, joten voidaan soveltaa suoraan C1 ja C2 konkaavisuus-ehtoja. Samoin jos on
erikoistapaus, jossa f1≥− d1 (xn− x1) ja fn≥− dn (xn− x1), niin voimme käyttää
suoraan konveksisuus-ehtoja.
















, i=1, ,n, (4.130)
jolloin interpolantti saavuttaa O(h3) tarkkuuden, kunhan derivaatat valitaan O(h2)
tarkkuudella. Jos di = ∆i = di+1 jollain i = 1,  , n − 1, niin riittää pelkästään
positiivisuus-ehto, ja jos fi=0 niin derivaataksi täytyy asettaa di=0.
C2 ehtojen käyttö muissa tapauksissa, eli niissä joissa data ei ole lisäksi mon-
otonista, on ongelmallisempaa. Minimi-pisteessä xi täytyy olla di = 0, jotta ei-
negatiivisuus ( ≥ 0) voitaisiin säilyttää. Jos on mahdollista lisätä verkon tiheyttä
rajatta, esimerkiksi solmupisteitä lisäämällä, niin interpolanttimme voi saavuttaa
positiivisuuden (>0). Toinen tapa positiivisuuden saavuttamiseen on muotokertoi-
mien kasvattaminen, eli tasainen jäykistäminen yhdellä kertoimella, koska tällöin
interpolantti saavuttaa aina myös konveksisuuden. Konveksiset C2 ehdot tulisi täl-
löin kuitenkin ratkaista yleiselle vakiotermille, joka on avoin ongelma.
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5. Derivaattojen virhe
Jos tiedämme derivaattojen arvot tai meillä on erityisen sovelias tapa approksimoida
ne, niin voimme tyytyä C1 spliniin. Jos kuitenkin haluamme C2 splinin, tarvit-
semme arvion päätepisteiden derivaatoille d1 ja dn. Tässä osiossa käydään ensin
läpi derivaattojen virhearviot C2 splinille, eli osoitetaan että |fi(1)− di| = O(h2) ja
|fi(1) − di| = O(h3), jolloin interpolanttimme voi saavuttaa O(h3) ja O(h4) suppe-
nemisen. Sen jälkeen mainitaan kirjallisuudesta virhearviot kolmelle numeeriselle
menetelmälle, jonka jälkeen käydään läpi näiden soveltaminen C1 ja C2 splineihin.
Approksimointimenetelmän täytyy toteuttaa välttämättömät muotoehdot, jotta sen
automaattinen soveltaminen olisi mahdollista.
5.1. C2 menetelmien virhearviot.
Lause 5.1. (Positiivinen) Oletetaan, että d1= fi
(1) ja dn= fn
(1) ja ( 4.17). Tällöin
jos f(x)∈C4[x1, xn] ja ui≥− 1 kaikilla i=1, , n− 1, niin
max
2≤i≤n−1












kun (ui−1, ui≥− 1). Määrätään yläraja arvolle Ei jolla
Ei = hi fi−1



























































(4) = f (4)(xi−α hi−1) (0<α< 1) ja fi+β(4) = f (4)(xi+ β hi) (0< β < 1), jotka
sijoittamalla saamme
Ei = hi (fi








































(1)−hi−1 fi(2)+ 12 hi−1
2 fi






















































































































|Ei| ≤ h2 ‖f (2)‖ max
1≤i≤n−1
|ui|+O(h3), kaikilla i=2, , n− 1,




kun ui−1= ui= 0. Kun merkitsemme λi= fi
(1)− di ja laskemme yhtälöiden (5.1) ja
(5.2) erotuksen, niin saadaan
Ei = hiλi−1+ [hi (2+ui−1)+hi−1 (2+ui)]λi+hi−1λi+1,
joten kun valitaan j=2, , n− 1 siten että |λj |= max
2≤i≤n−1
|λi|, niin










Lause 5.2. (Monotoninen, [DG83]) Oletetaan, että d1 = f1
(1) ja dn = fn
(1) ja










(7 ‖f (1)‖ ‖f (4)‖+ ‖f (2)‖ ‖f (3)‖)+O(h),
ja
h=maxhi ja m= min
[x1,xn]
f (1)(x)> 0.
Todistus. Tutkimme yhtälöä (4.54), josta saamme (di> 0)















Määrätään ensin yläraja arvolle Ei, jolla (fi
(1)
> 0) pätee
Ei = (ai−1+ ai) fi
(1)+ ai−1 fi−1
(1) + ai fi+1





















































































































































(4) = f (4)(xi−α hi−1) (0<α< 1) ja fi+β(4) = f (4)(xi+ β hi) (0< β < 1), joten





























































































































































































































































































































































































































































































































Koska ∆i−1∆i≥m2, missä m= min
[x1,xn]
f (1)(x), niin
m2 |Ei| ≤ 1
12









(7‖f (1)‖ ‖f (4)‖+ ‖f (2)‖ ‖f (3)‖)+O(h). Merkitsemällä λi= fi(1)−di
ja laskemalla yhtälöiden (5.3) ja (5.4) erotuksen johtaa yhtälöön

















joten saamme (kun 0< fj














kun (cj−1+ cj) /fj

















































Lause 5.3. (Konveksi) Oletetaan, että d1 = fi
(1) ja dn = fn
(1) ja ( 4.103). Jos
hi=h kaikilla i=1, n−1, niin konveksi iteraatio antaa tarkan vastauksen yhdellä
askeleella.






ai = hi−1 (∆i−1−di−1)> 0,
bi = hi (di+1−∆i)> 0.
Tarkastellaan arvoa Ei, jolla
(fi
(1)−∆i−1)2









′ = hi−1 (∆i−1− fi−1(1) ),
bi
′ = hi (fi+1
(1) −∆i).







































































(5) = f (5)(xi−αhi−1) (0<α< 1) ja fi+β(5) = f (5)(xi+ βhi) (0< β < 1), jolloin
ai


































































































































































































































































































Nähdään, että kun hi = h, niin Ei = 0, eli konveksi menetelmä antaa vastauksen
yhdellä askeleella. Lisäksi nähdään, että kun f ∈C p[x1, xn], niin Ei=O(hp). 
5.2. Derivaatan numeerinen likiarvo.
Suosimme likiarvointerpolaatiossa symmetristä käsittelyä. Tarkastelemme
kolmen pisteen likiarvoja pääte ja sisäpisteissä, ja neljän pisteen likiarvoa päätepis-
teissä yhdessä viiden pisteen sisäpistearvioiden kanssa. Interpolanttimme voi tällöin
Derivaattojen virhe 73
saavuuttaa O(h3) ja vastaavasti O(h4) tarkkuuden. Esimerkeissä käytetään lausetta
2.1 (myös huomautus 2.2), mutta suppenemiseksponentit voidaan todistaa myös
Taylorin polynomin ja Peanon ydinlauseen avulla.
5.2.1. Kolmen pisteen menetelmät.
Esimerkki 5.1. (Aritmeettinen likiarvo) Indeksit ovat
I1
2 = {2, 3},
Ii
2 = {i− 1, i+1}, i=2, , n− 1,
In
2 = {n− 2, n− 1},















































Likiarvo voi antaa negatiivisia arvoja päätepisteissä, joten nämä arvot joudutaan














eli likiarvo toteuttaa konveksisuuden. ♦
Esimerkki 5.2. (Geometrinen likiarvo) Valitaan jälleen
I1
2 = {2, 3},
Ii
2 = {i− 1, i+1}, i=2, , n− 1,
In
2 = {n− 2, n− 1},




































Nähdään että se antaa positiivisia arvoja monotonisesti kasvavalla datalla. Jos data





















Jos jakaja on nolla, joudumme korvaamaan derivaatan laskutoimituksissa suurella
äärellisellä arvolla. Arvio ei sovellu ei-monotoniseen dataan. ♦
Esimerkki 5.3. (Harmoninen likiarvo)
I1
2 = {2, 3},
Ii
2 = {i− 1, i+1}, i=2, , n− 1,
In
2 = {n− 2, n− 1},
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Se antaa positiivisia arvoja monotonisesti kasvavalla datalla. Samoin nähdään että
monotonisella ja konveksilla datalla pätee
∆1∆1,3
∆2






≤ ∆i ≤ ∆i∆i+1
∆i,i+2
,
eli se säilyttää konveksisuuden, koska pätee 0≤∆i,j≤∆i,j+k≤∆i+l,j+k kaikilla (k,
l > 0). Jos jakaja on nolla, joudumme korvaamaan derivaatan laskutoimituksissa
suurella äärellisellä arvolla. Arvio ei sovellu ei-aidosti-monotoniseen dataan. ♦




Huomautus 5.2. Suppenemiseksponentti määritellään [dB78, s. 23]
αn =
log(En)− log(En−1)
log(n)− log(n− 1) . ♦
Splinien selitykset löytyvät osiosta 6.
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Kuva 5.1. O(h3) menetelmät, monotoninen C1 splini (3,3,3), f(x)= exp(x), x∈ [0, 2].



























Kuva 5.2. O(h3) menetelmät, monotoninen C2 splini (3,3), f(x)= exp(x), x∈ [0, 2].






























Kuva 5.3. O(h3) menetelmät, monotoninen C1 splini (3,3,3), f(x)= log(x+1), x∈ [0, 2].
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Kuva 5.4. O(h3) menetelmät, monotoninen C2 splini (3,3), f(x)= log(x+1), x∈ [0, 2].
Huomioitavaa 5.1. C2 sileys ei auta suppenemisen kannalta. Geometrinen likiarvo
antaa paremmat tulokset lähemmin eksponentiaalisesti kasvavaa funktiota ja har-
moninen lähemmin logaritmisesti kasvavaa funktiota. Konveksinen ja kuutiollinen
splini antavat oleellisesti samat suppenemistulokset joten niitä ei ole esitetty. ♦
5.2.2. Neljän- ja viiden pisteen menetelmät.
Esimerkki 5.4. (Aritmeettinen likiarvo) Valitaan indeksit symmetrisesti
I1
3 = {2, 3, 4},
I2
3 = {1, 3, 4},
Ii
4 = {i− 2, i− 1, i+1, i+2}, i=3, , n− 2,
In−13 = {n− 3, n− 2, n},
In
3 = {n− 3, n− 2, n− 1},











































































Aritmeettinen likiarvo voi jälleen antaa negatiivisia arvoja päätepisteissä d1 ja dn
sekä nyt myös sisäpisteissä d2,  , dn−1. Nähdään kasvattamalla arvoja (∆1,4, ∆2,4,
∆i,i+2), että se ei säilytä konveksisuutta. ♦
Esimerkki 5.5. (Geometrinen likiarvo) Valitaan symmetrisesti
I1
3 = {2, 3, 4},
I2
3 = {1, 3, 4},
Ii
4 = {i− 2, i− 1, i+1, i+2}, i=3, , n− 2,
In−13 = {n− 3, n− 2, n},
In
3 = {n− 3, n− 2, n− 1},







































































































Geometrinen menetelmä antaa aina positiivisia arvoja monotonisesti kasvavalla
datalla (ja vastaavasti laskevalla). Arvoja ∆1,4 ja ∆2,4 kasvattamalla nähdään, että
likiarvo ei kuitenkaan säilytä konveksisuutta päätepisteissä. Sama nähdään kes-
kipisteissä pienentämällä arvoa ∆i,i−2 sekä kasvattamalla arvoa ∆i,i+2. Jos jakaja
on nolla, joudumme korvaamaan sen suurella äärellisellä arvolla. Arvio ei sovellu
ei-monotoniseen dataan. ♦
Esimerkki 5.6. (Harmoninen likiarvo) Valitaan symmetrisesti
I1
3 = {2, 3, 4},
I2
3 = {1, 3, 4},
Ii
4 = {i− 2, i− 1, i+1, i+2}, i=3, , n− 2,
In−13 = {n− 3, n− 2, n},
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In
3 = {n− 3, n− 2, n− 1},





















































































































































Pisteet d1 ja dn voivat antaa negatiivisia arvoja monotonisella datalla. Esimerkiksi
kun h1 = h2 = h3 = 1 ja f(x) = ln(x), niin d1 = − 0.3533. Näemme kuitenkin, että
pisteet d2, , dn−1 säilyttävät monotonisuuden. Jälleen voidaan todeta, esimerkiksi
kasvattamalla arvoja (∆1,4,∆2,4) ja pienentämällä arvoa ∆i,i−2, että konveksisuus ei
säily kaikissa tapauksissa. Arvio ei sovellu ei-aidosti-monotoniseen dataan. ♦






























Kuva 5.5. O(h4) menetelmät, monotoninen C1 splini (3,3,5,3,3), f(x)= exp(x), x∈ [0, 2].






























Kuva 5.6. O(h4) menetelmät, konveksi C1 splini (3,3,5,3,3), f(x)= exp(x), x∈ [0, 2].
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Kuva 5.7. O(h4) menetelmät, monotoninen C1 splini (4,4,5,4,4), f(x)= exp(x), x∈ [0, 2].























Kuva 5.8. O(h4) menetelmät, konveksi C1 splini (4,4,5,4,4), f(x)= exp(x), x∈ [0, 2].




























Kuva 5.9. O(h4) menetelmät, monotoninen C2 splini (4,4), f(x)= exp(x), x∈ [0, 2].
Derivaattojen virhe 83






























Kuva 5.10. O(h4) menetelmät, konveksi C2 splini (4,4), f(x)= exp(x), x∈ [0, 2].
Huomioitavaa 5.2. On mielenkiintoista, että aritmeettiselle likiarvolle E40>10
−6,
kun se lasketaan pisteistä (3,3,5,3,3) ja (4,4), mutta E40 < 10
−6, kun se lasketaan
pisteistä (4,4,5,4,4). Aritmeettinen likiarvo siis vääristää päätepisteitä. Konveksi
menetelmä osoittautuu eksponenttifunktiolla muita tarkemmaksi kaikilla paitsi arit-
meettisella likiarvolla. Derivaatan arviointi neljän ja viiden pisteen avulla on selvästi
riittävä menetelmän kannalta.




























Kuva 5.11. O(h4) menetelmät, monotoninen C1 splini (3,3,5,3,3), f(x)= log(x+1), x∈ [0,
2].
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Kuva 5.12. O(h4) menetelmät, konveksi C1 splini (3,3,5,3,3), f(x)= log(x+1), x∈ [0, 2].























Kuva 5.13. O(h4) menetelmät, monotoninen C1 splini (4,4,5,4,4), f(x)= log(x+1), x∈ [0,
2].



























Kuva 5.14. O(h4) menetelmät, konveksi C1 splini (4,4,5,4,4), f(x)= log(x+1), x∈ [0, 2].
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Kuva 5.15. O(h4) menetelmät, monotoninen C2 splini (4,4), f(x)= log(x+1), x∈ [0, 2].



























Kuva 5.16. O(h4) menetelmät, konveksi C2 splini (4,4), f(x)= log(x+1), x∈ [0, 2].
Huomioitavaa 5.3. Harmoninen likiarvo tuntuu soveltuvan paremmin logaritmi-
funktioon, joka on ymmärrettävää koska se antaa pienimmät arvot positiivisilla
painoilla. Neljän ja viiden pisteen menetelmä on jälleen riittävä. Konveksi C1
menetelmä on parempi kuin monotoninen. C2 menetelmässä tapahtuu lisäksi mie-
lenkiintoinen ilmiö, koska splini muuttuu O(h3) suppenevaksi.
86 Osio 5
6. Algoritmit
Huomioitavaa 6.1. Notaatiot s. 13. ♦
Huomautus 6.1. Jos funktioiden antamia arvoja on useampia, niinMatlab antaa
normaalisti vain yhden eli ensimmäisen ulos. Jos haluaa kaikki argumentit ulos,
täytyy niitä pyytää sijoittamalla ne vektoriin. ♦
ratspline. (s. 121) ratspline(xi,fi,vi,wi,method,ddp,xxp)=[yy,xx,dd]
Kuvaus: Laskee annetuilla pisteillä x1< <xn, arvoilla f1, , fn ja muotopa-
rametreilla v1, , vn−1 ja w1, , wn−1 rationaalisen kolmannen asteen splinin
s(x) =
fi (1− θ)3+(vi fi+hi di) θ (1− θ)2+(wi fi+1−hi di+1) θ2 (01− θ)+ fi+1 θ3
(1− θ)3+ vi θ (1− θ)2+wi θ2 (1− θ)+ θ3 ,
kaikilla i=1, , n− 1, missä θ=(x−xi)/(xi+1−xi). (3.21)
C1 menetelmissä loput derivaatat ratkaistaan likiarvona. C2 interpolaatiossa deri-
vaatat ratkaistaan Gaussin eliminoinnilla (annetuilla tai likiarvosta lasketuilla d1 ja
dn) yhtälöstäTau lu k ko 6 .1 . ratspline
hidi−1+[hi (wi−1−1)+hi−1(vi−1)]di+hi−1di+1=hivi−1∆i−1+hi−1wi∆i. (3.33)
Sisään:
xi [x1, , xn] Solmupisteet.
















Derivaatat pisteissä tai päätepisteissä annettu.
Derivaatan likiarvo aritmeettisella menetelmällä.
Derivaatan likiarvo geometrisella menetelmällä.











C1 splini annetuilla derivaatoilla.
C1 splini, derivaatat -3- pisteen likiarvona. C2 splini.
C1 splini, derivaatat -5- pisteen likiarvona.
C1 splini, derivaatat 3,-3-,3 pisteen likiarvona.
C1 splini, derivaatat 3,3,-5-,3,3 pisteen likiarvona.
C1 splini, derivaatat 3,4,-5-,4,3 pisteen likiarvona.
C1 splini, derivaatat 4,4,-5-,4,4 pisteen likiarvona.
C2 splini, d. päätepisteissä 3 pisteen likiarvona.








Tyhjä argumentti. Tasavälinen pisteistö. m= 1000.
Pisteistö.
Pisteiden määrä. Tasavälinen pisteistö.
Arviointiväli.
Arviointiväli ja pisteiden määrä.
Ulos:
yy [yy1, , yym] Splinin arvot pisteissä.
xx [xx1, , xxm] Arviointipisteet.
dd [d1, , dn] Derivaatat solmupisteissä.
Apufunktiot: derivs, croutfac, mldivide [MAT07]. ♦
posispline. (s. 124) posispline(xi,fi,method,ddp,xxp,kmax)=[yy,xx,dd]
Kuvaus: Laskee annetuilla pisteillä x1<  < xn ja positiivisilla arvoilla f1,  ,
fn kuutiollisen/neliöllisen positiivisuuden säilyttävän splininTau lu k ko 6 .2 . posispline
S(θ) =
fi (1− θ)3+(ri fi+hi di) θ (1− θ)2+(ri fi+1−hi di+1) θ2 (1− θ)+ fi+1 θ3
(1− θ)2+(ri− 1) θ (1− θ)+ θ2 ,
kaikilla i=1, , n− 1, missä θ=(x−xi)/(xi+1−xi). (3.4)
C1 menetelmissä loput derivaatat ratkaistaan likiarvona. C2 menetelmissä deri-
vaatat ratkaistaan Gaussin eliminoinnilla (annetuilla tai likiarvosta lasketuilla d1
ja dn) yhtälöstä











, i=1, , n− 1. (4.15)
C2 ratkaisuissa muotokertoimet selvitetään iteraatiolla. Ohjelmassa on toteutettu






ii. Ratkaistaan d2, , dn−1 Gaussin eliminoinnilla annetuilla tai likiarvosta las-
ketuilla derivaatoilla (d1, dn).
iii. Testataan toteutuuko lause 4.4 (s. 34) jollain (i). Jos toteutuu niin asetetaan
tälle (i) ri
(k+1) = ri
(k). Jos ei, niin asetetaan tälle (i) ri
(k+1) = ri
(k) + ci, jossa
ci=(ri






ii. Ratkaistaan d2, , dn−1 Gaussin eliminoinnilla annetuilla tai likiarvosta las-
ketuilla derivaatoilla (d1, dn).
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iii. Testataan toteutuuko lause 4.4 (s. 34) kaikilla (i). Jos ei, niin asetetaan
ri
(k+1)= ri
(k)+ ci, jossa ci=(ri
max− ri(0))/kmax ja palataan kohtaan ii.






















































Algoritmi A on yleensä parempi ja valitaan vakiona. Algoritmin B voi valita, kun
antaa argumentille kmax negatiivisen arvon.
Sisään:
xi [x1, , xn] Solmupisteet.






Derivaatat pisteissä tai päätepisteissä annettu.
Derivaatan likiarvo aritmeettisella menetelmällä.
Derivaatan likiarvo geometrisella menetelmällä.











C1 splini annetuilla derivaatoilla.
C1 splini, derivaatat -3- pisteen likiarvona. C2 splini.
C1 splini, derivaatat -5- pisteen likiarvona.
C1 splini, derivaatat 3,-3-,3 pisteen likiarvona.
C1 splini, derivaatat 3,3,-5-,3,3 pisteen likiarvona.
C1 splini, derivaatat 3,4,-5-,4,3 pisteen likiarvona.
C1 splini, derivaatat 4,4,-5-,4,4 pisteen likiarvona.
C2 splini, d. päätepisteissä 3 pisteen likiarvona.







Tyhjä argumentti. Tasavälinen pisteistö. m= 1000.
Pisteistö.
Pisteiden määrä. Tasavälinen pisteistö.
Arviointiväli.








Algoritmi A. Tyhjä argumentti. kmax= 100.
Algoritmi A. Maksimi-askelmäärä.
Algoritmi A. ci≡kmax; kmax= 100.
Algoritmi B. kmax= 100.
Algoritmi B. Maksimi askelmäärä (−kmax).
Algoritmi B. ci≡−kmax; kmax= 100.
Ulos:
yy [yy1, , yym] Splinin arvot pisteissä.
Algoritmit 89
xx [xx1, , xxm] Arviointipisteet.
dd [d1, , dn] Derivaatat solmupisteissä.
Apufunktiot: derivs, croutfac, mldivide [MAT07]. ♦
monospline. (s. 129) monospline(xi,fi,method,ddp,xxp,kmax)=[yy,xx,dd]
Kuvaus: Laskee annetuilla pisteillä x1< <xn ja arvoilla f1, , fn toisen asteen
monotonisuuden säilyttävän rationaalisen splininTau lu k ko 6 .3 . monospline
S(θ) = fi+
(fi+1− fi) [∆i θ2+ di θ (1− θ)]
∆i+(di+ di+1− 2∆i) θ (1− θ) , kaikilla i=1, , n− 1,
missä θ=(x−xi)/(xi+1−xi). (4.72)
Sisään:
xi [x1, , xn] Solmupisteet.






Derivaatat pisteissä tai päätepisteissä annettu.
Derivaatan likiarvo aritmeettisella menetelmällä.
Derivaatan likiarvo geometrisella menetelmällä.











C1 splini annetuilla derivaatoilla.
C1 splini, derivaatat -3- pisteen likiarvona. C2 splini.
C1 splini, derivaatat -5- pisteen likiarvona.
C1 splini, derivaatat 3,-3-,3 pisteen likiarvona.
C1 splini, derivaatat 3,3,-5-,3,3 pisteen likiarvona.
C1 splini, derivaatat 3,4,-5-,4,3 pisteen likiarvona.
C1 splini, derivaatat 4,4,-5-,4,4 pisteen likiarvona.
C2 splini, d. päätepisteissä 3 pisteen likiarvona.







Tyhjä argumentti. Tasavälinen pisteistö. m= 1000.
Pisteistö.
Pisteiden määrä. Tasavälinen pisteistö.
Arviointiväli.
Arviointiväli ja pisteiden määrä.
kmax kmax




yy [yy1, , yym] Splinin arvot pisteissä.
xx [xx1, , xxm] Arviointipisteet.
dd [d1, , dn] Derivaatat solmupisteissä.
Apufunktiot: derivs, gaussmono. ♦
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convspline. (s. 132) convspline(xi,fi,method,ddp,xxp,kmax)=[yy,xx,dd]
Kuvaus: Laskee annetuilla pisteillä x1< <xn ja arvoilla f1, , fn toisen asteen
konveksisuuden ja konkaavisuuden säilyttävän rationaalisen splinin
S(θ) = fi (1− θ)+ fi+1 θ−hi (1− θ) θ (di+1−∆i)(∆i−di)
(1− θ)(di+1−∆i)+ θ (∆i−di) ,
kaikilla i=1, , n− 1, missä θ=(x−xi)/(xi+1−xi). (4.124)
Sisään: Tau lu k ko 6 .4 . convspline
xi [x1, , xn] Solmupisteet.
















Derivaatat pisteissä tai päätepisteissä annettu.
Derivaatan likiarvo aritmeettisella menetelmällä.
Derivaatan likiarvo geometrisella menetelmällä.











C1 splini annetuilla derivaatoilla.
C1 splini, derivaatat -3- pisteen likiarvona. C2 splini.
C1 splini, derivaatat -5- pisteen likiarvona.
C1 splini, derivaatat 3,-3-,3 pisteen likiarvona.
C1 splini, derivaatat 3,3,-5-,3,3 pisteen likiarvona.
C1 splini, derivaatat 3,4,-5-,4,3 pisteen likiarvona.
C1 splini, derivaatat 4,4,-5-,4,4 pisteen likiarvona.
C2 splini, d. päätepisteissä 3 pisteen likiarvona.







Tyhjä argumentti. Tasavälinen pisteistö. m= 1000.
Pisteistö.
Pisteiden määrä. Tasavälinen pisteistö.
Arviointiväli.
Arviointiväli ja pisteiden määrä.
kmax kmax




yy [yy1, , yym] Splinin arvot pisteissä.
xx [xx1, , xxm] Arviointipisteet.
dd [d1, , dn] Derivaatat solmupisteissä.
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Apufunktiot: derivs, gaussconv. ♦
derivs. (s. 135) derivs(xx,ff,i,I,method)=[dd]Tau lu k ko 6 .5 . derivs
Kuvaus: Laskee lauseen 2.1 mukaiset likiarvot derivaatoille pisteissä i.



















, kun ∆i,j< 0,

























2.204×10−16). Muuten di=0, kun∆i,j=0 jollain j. Harmonisessa likiarvossa pätee,







(ei sovellu laskevalle datalle ja voi antaa muutenkin










∣∣∣∣∣> 110 ε , niin di=0. Ohjelma varoittaa näistä sijoituksista.
Sisään:
xx [x1, , xn] Solmupisteet.
ff [f1, , fn] Funktion arvot.
i [a, b, c] Pisteet joissa derivaatat lasketaan.





Derivaattojen ratkaisu aritmeettisella likiarvolla.
Derivaattojen ratkaisu geometrisella likiarvolla.
Derivaattojen ratkaisu harmonisella likiarvolla.
Ulos:
dd [dda, d db, ddc] Derivaatat pisteissä i.
Apufunktiot: ddiff. ♦
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gaussmono. (s. 136) gaussmono(xx,ff,ddp,kmax)=[dd,k]Tau lu k ko 6 .6 . gaussmono
Kuvaus: Laskee monotoniset C2 sileysehdot Gauss-Seidel iteraatiolla anne-




















αi= ai−1+ ai, βi(di−1
(k+1)
, di+1






















, i=2, , n− 1,
joka on derivaatan arvo silloin kun βi(di−1
(k+1)
, di+1
(k) )= 0. Iteraatio pysähtyy kun


















Iteraatio varoittaa kun se saavuttaa askeleen kmax.
Sisään:
xx [x1, , xn] Solmupisteet.











kmax kmax Maksimi askelmäärä, tai virhe kun kmax< 1.
Ulos:
dd [d1, , dn] Derivaatat solmupisteissä.
k k Iteraatioiden määrä.
♦
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gaussconv. (s. 137) gaussconv(xx,ff,ddp,kmax)=[dd,k]Tau lu k ko 6 .7 . gaussconv
Kuvaus: Laskee konveksiset C2 sileysehdot Gauss-Seidel iteraatiolla














√ , i=2, , n− 1,
dn
(k+1)= dn, (4.118)












































Jos ∆1−d1=0 tai dn−∆n−1=0, niin E=E+2.22×10−16. Suppenemisnopeus huo-
mioon ottaen, päätepisteiden valinta käsin voi olla perusteltua. Iteraatio varoittaa
kun se saavuttaa askeleen kmax.
Sisään:
xx [x1, , xn] Solmupisteet.











kmax kmax Maksimi askelmäärä, tai virhe kun kmax< 1.
Ulos:
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dd [d1, , dn] Derivaatat solmupisteissä.
k k Iteraatioiden määrä.
♦
ddiff (s. 139). ddiff(xx,ff,k,m)=[Delta]Tau lu k ko 6 .8 . ddiff





xx [x1, , xn] Solmupisteet.






croutfac (s. 139). croutfac(N,a)=[x]Tau lu k ko 6 .9 . croutfac
Kuvaus: Ratkaisee tridiagonaalisen lineaarisen järjestelmän A x = b. Kun
An×n= [aij], niin ehtona ratkaisulle on, että matriisi on tridiagonaalinen, ja lisäksi
a) positiividefiniitti, tai
b) sillä on aidosti hallitseva päälävistäjä, tai
c) lävistäjät ovat nollasta eroavia ja
|a11|> |a12|, |aii| ≥ |ai,i−1|+ |ai,i+1|, |ann|> |an,n−1|, i=2, , n− 1.
Se tarvitsee ratkaisuun ainoastaan (5n − 4) kertolaskua ja (3n − 3) yhteenlaskua
[BF05, s. 408]. Pyöristysvirhe [Hil74, s. 545]. KäytännössäMatlabin sisäinen rat-
kaisija [MAT07, http://www.mathworks.com/access/helpdesk/help/techdoc/ref/mldi-
vide.html] osoittautui kertalukua nopeammaksi, joten sen käyttö on suositeltavaa.
Sisään:
N n Neliömatriisin An×n dimensio.






Huomioitavaa 7.1. Kappaleen 7 kuvissa esiintyvä virhe on euklidisen normin
virheprosentti, eli E= 100 ‖f − s‖2/‖f ‖2. ♦
7.1. Tarkkuus.
x − 2 − 1 − 0.3 −0.2
y 0.25 1 11.111 25
Taulukko 7.1. ([MPR77]) f(x)= 1/x2




















Kuva 7.1. Kuutiollinen C1 ja C2 splini (vi=wi=3), tarkat derivaatat, f(x)= 1/x
2.
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Kuva 7.2. Muodon säilyttävät C1 splinit, aritmeettiset 3 pisteen derivaatat, f(x)=1/x2.


















Kuva 7.3. Muodon säilyttävät C1 splinit, geometriset 3 pisteen derivaatat, f(x)= 1/x2.
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Kuva 7.4. Muodon säilyttävät C1 splinit, harmoniset 3 pisteen derivaatat, f(x)= 1/x2.


















Kuva 7.5. Muodon säilyttävät C1 splinit, tarkat derivaatat, f(x)= 1/x2.
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Kuva 7.6. Muodon säilyttävät C2 splinit, aritmeettiset päätepisteet, f(x)= 1/x2.


















Kuva 7.7. Muodon säilyttävät C2 splinit, geometriset päätepisteet, f(x)= 1/x2.
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Kuva 7.8. Muodon säilyttävät C2 splinit, harmoniset päätepisteet, f(x)= 1/x2.


















Kuva 7.9. Muodon säilyttävät C2 splinit, tarkat päätepisteet, f(x)= 1/x2.
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Huomioitavaa 7.2. Tämä on vaikea tapaus, koska pisteitä on niin vähän. C2
sileysehdot antavat paremman muodon, mutta päätepisteiden arviointi on oleellista,
kuten nähdään kuvissa 7.6. Monotoninen algoritmi antaa paremman tuloksen, koska
se on asettanut päätepisteen derivaataksi (0). Muissa tapauksissa konveksi algoritmi
on parempi. Geometrinen likiarvo antaa paremman tuloksen monotonisessa tapauk-
sessa ja harmoninen konveksissa. Aritmeettinen likiarvo on selvästi huonoin. ♦
x − 1 − 0.75 − 0.5 −0.25 0 0.25 0.5 0.75 1
y 1 0.33856 0.13398 0.03175 0 0.03175 0.13398 0.33856 1
Taulukko 7.2. Puoliympyrä f(x)= 1− 1−x2
√


















Kuva 7.10. Kuutiolliset C1 splinit (vi=wi=3), aritmeettiset derivaatat, puoliympyrä.


















Kuva 7.11. Kuutiolliset C2 splinit (vi=wi=3), aritmeettiset päätepisteet, puoliympyrä.
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Kuva 7.12. Kuutiolliset C2 splinit (vi = wi = 3), geometriset ja harmoniset päätepisteet,
puoliympyrä.










x 1013 Rationaalinen C2 [−1e15,1e15]
Virhe = 4.936e+15









Kuva 7.13. Kuutiolliset C2 splinit (vi=wi=3), määrätyt päätepisteet, puoliympyrä.


















Kuva 7.14. Konveksit C2 splinit, geometriset ja harmoniset päätepisteet, puoliympyrä.
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Kuva 7.15. Konveksit C2 splinit, määrätyt päätepisteet, puoliympyrä.


















Kuva 7.16. Monotoniset C2 splinit, geometriset ja harmoniset päätepisteet, puoliympyrä.
Huomioitavaa 7.3. Ongelmana on derivaatta päätepisteissä, jonka tarkka arvo on
ääretön. Ympyrän esittäminen vaatii lisätarkasteluja. ♦
Esimerkit 103
7.2. Positiivisuus.
x 0 6 10 29.5 30
y 0.01 15 15 25 30
Taulukko 7.3. ([Sar00, Sar03]) Sarfraz data






















Kuva 7.17. Kuutiollinen C1 ja C2 splini (vi=wi=3), aritmeettiset 3 pisteen derivaatat,
Sarfraz data.






















Kuva 7.18. Kuutiollinen C1 ja C2 splini (vi = wi = 3), geometriset 3 pisteen derivaatat,
Sarfraz data.
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Positiivinen C2 (3,3), kmax=100
Kuva 7.19. Positiivinen C1 ja C2 splini (algoritmi A, kmax = 100), geometriset 3 pisteen
derivaatat, Sarfraz data.


















Kuva 7.20. Monotoniset C1 splinit, geometriset derivaatat, Sarfraz data.
Esimerkit 105
Huomioitavaa 7.4. Vaikka geometrinen likiarvo ei aina sovellu ei-aidosti mono-
toniselle datalle, antaa tässä esimerkissä paremman tuloksen kuin aritmeettinen.
Koska data ei ollut aidosti monotonista, ei voitu myöskään soveltaa C2 monotoni-
suus-ehtoja. ♦
x 0 2 4 10 28 30 32
y 20.8 8.8 4.2 0.5 3.9 6.2 9.6
Taulukko 7.4. ([BB93]) Happitaso hiilen hormikaasussa ajan suhteen




















Kuva 7.21. Kuutiollinen C1 ja C2 splini (vi=wi=3), aritmeettiset 3 pisteen derivaatat,
Happitaso-data.
















Positiivinen C2 (3,3), kmax=5
min = 0.4517, k = 2
Kuva 7.22. Positiivinen C1 ja C2 splini (algoritmi B, kmax = 5), aritmeettiset 3 pisteen
derivaatat, Happitaso-data.
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Positiivinen C2 (3,3), kmax=5
min = 0.4957, k = 2







Positiivinen C2 (3,3), kmax=100
min = 0.1007, k = 3
Kuva 7.23. Positiiviset C2 splinit (algoritmi A, kmax = 5 ja kmax = 100) ja niiden toiset
derivaatat, aritmeettiset päätepisteet, Happitaso-data.







Positiivinen C2, geom(3,3), kmax=100
min = 0.1558, k = 3







Positiivinen C2, harm(3,3), kmax=100
min = 0.0671, k = 2
Kuva 7.24. Positiiviset C2 splinit (algoritmi A, kmax = 100) ja niiden toiset derivaatat,
geometriset ja harmoniset päätepisteet, Happitaso-data.
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Huomioitavaa 7.5. Kuvissa oleva k on ratkaisuihin vaadittujen iteraatioiden
määrä, kun ratkaisu-alue on aluksi jaettu kmax osaan. C
2 algoritmi B jäykistää
kaikkia välejä, kunnes splini on kaikkialla positiivinen. Algoritmi A jäykistää vain
tarvittavia välejä, ja on jo (maksimissaan) viidellä iteraatiolla parempi kuin C1
splini. ♦
x 595 635 695 795 855 875 895 915 935 985 1035 1075
y 0.644 0.652 0.644 0.694 0.907 1.336 2.169 1.598 0.916 0.607 0.603 0.608
Taulukko 7.5. ([dB78, s. 222]) Titaani-data






















Kuva 7.25. Kuutiolliset C1 ja C2 splinit (vi=wi=3), aritmeettiset 3 pisteen derivaatat,
Titaani-data.






















Kuva 7.26. Rationaaliset C1 ja C2 splinit (vi=wi=5), aritmeettiset 3 pisteen derivaatat,
Titaani-data.
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Positiivinen C1 (3,3,3), taso = 0.603
Asetettu 0
Kuva 7.27. Monotoninen ja positiivinen C1 splini, aritmeettiset 3 pisteen derivaatat,
Titaani-data.










Positiivinen C2 (3,3), algoritmi A, taso=0.600










Positiivinen C2 (3,3), algoritmi B, taso=0.600
Kuva 7.28. Positiiviset C2 splinit (algoritmi A ja B, kmax = 100), aritmeettiset päätepis-
teet, Titaani-data.
Huomioitavaa 7.6. Rationaalinen C2 interpolantti muotokertoimilla vi = wi = 5
jäykistää huippua liikaa. Monotoninen ja positiivinen C1 interpolantti antavat tässä
esimerkissä täsmälleen saman splinin. Kuvassa 7.28 spliniä ei voida nostaa minimin
tasolle, koska tämä ei ole yhteensopiva C2 ehtojen kanssa. ♦
7.3. Monotonisuus.
x 0 2 3 5 6 8 9 11 12 14 15
y 10 10 10 10 10 10 10.5 15 50 60 85
Taulukko 7.6. ([Aki70]) Akima data
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Kuva 7.29. Kuutiollinen C1 ja C2 splini (vi = wi = 3), geometriset 3 pisteen derivaatat,
Akima data.
















Kuva 7.30. Kuutiollinen C1 ja C2 splini (vi = wi = 3), harmoniset 3 pisteen derivaatat,
Akima data.
















Kuva 7.31. Monotoniset C1 splinit, geometriset derivaatat, Akima data.
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Kuva 7.32. Monotoniset C1 splinit, harmoniset derivaatat, Akima data.
Huomioitavaa 7.7. Rationaalinen C2 splini antaa huonomman tuloksen Akiman
datalla kuin C1 splini. Harmoninen (3,3,3) likiarvo säilyttää monotonisuuden jopa
tavallisella kuutiollisella splinillä. Monotonista C2 spliniä ei voitu käyttää, koska
data ei ole aidosti monotonista. ♦
x 22 22.5 22.6 22.7 22.8 22.9 23 23.1 23.2 23.3 23.4 23.5 24
y 523 543 550 557 565 575 590 620 860 915 944 958 986
Taulukko 7.7. ([Pru79]) Pruess data
















Kuva 7.33. Kuutiolliset C1 splinit (vi=wi=3), geometriset derivaatat, Pruess data.
Esimerkit 111

















Kuva 7.34. Kuutiolliset C1 splinit (vi=wi=3), harmoniset derivaatat, Pruess data.
















Kuva 7.35. Kuutiolliset C2 splinit (vi=wi=3), harmoniset päätepisteet, Pruess data.
















Kuva 7.36. Monotoniset C1 splinit, geometriset derivaatat, Pruess data.
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Kuva 7.37. Monotoniset C1 splinit, harmoniset derivaatat, Pruess data.
















Kuva 7.38. Monotoniset C2 splinit, geometriset päätepisteet, Pruess data.
















Kuva 7.39. Monotoniset C2 splinit, harmoniset päätepisteet, Pruess data.
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Huomioitavaa 7.8. Jälleen nähdään, että harmoninen keskiarvo, joka antaa pie-
nimmät derivaatat, säilyttää parhaiten muodon. Toisaalta kuitenkin nähdään, että
harmoninen neljän pisteen likiarvo antaa negatiivisia arvoja päätepisteissä. C2
splinit antavat tässä esimerkissä huonomman tuloksen kuin C1 splinit. ♦
7.4. Konveksisuus.
x 0 1 5 8 10
y 5 7 9 9 1
Taulukko 7.8. ([Del89]) Delbourgo data

















Kuva 7.40. Kuutiolliset C1 splinit (vi = wi = 3), aritmeettiset ja geometriset derivaatat,
Delbourgo data.
















Kuva 7.41. Konveksit C1 splinit, aritmeettiset ja geometriset derivaatat, Delbourgo data.
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Kuva 7.42. Konveksit C2 splinit, aritmeettiset ja geometriset derivaatat, Delbourgo data.
















Kuva 7.43. Konveksit C2 splinit, aritmeettiset ja geometriset derivaatat, Delbourgo data.
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8. Johtopäätökset
Saimme C1 ja C2 splineille yksikäsitteiset muodon säilyttävät ratkaisut. Positiivi-
suus-, monotonisuus- ja konveksisuusvaatimukset johtivat dynaamisiin muotokertoi-
miin. Positiivisen C2 splinin ratkaisu saatiin iteraation avulla. Monotonisen ja
konveksisen splinin ratkaisut vaativat epälineaarisen yhtälöryhmän tarkastelua.
Kun muotoehdot oli selvitetty, niin kahden muotoparametrin, eli bikuubisen inter-
polantin käyttö, ei ollut tarpeellista muodon säilyttämiseen. Itse asiassa se oli haital-
lista, koska virhe-tarkastelut johtivat meidät muotokertoimeen muodossa vi= wi=
3+O(hp), joka lähestyy kuutiollista spliniä kun h→0. Saimme ratkaistua eksaktit
ehdot positiivisen splinin tapauksessa, mutta eksaktit monotoniset ja konveksiset
ehdot olivat turhan monimutkaisia. Yhdellä muotokertoimella monotoniset ja kon-
veksiset splinit supistuivat lisäksi neliölliseen muotoon. Bikuubisella muodolla oli
kuitenkin arvonsa lähtökohtana, koska se mahdollisti muodon säilyttävän interpo-
laation yhtenäisen käsittelyn.
Teoreettisten tarkastelujen ja esimerkkien avulla päädyimme seuraaviin mene-
telmiin liittyviin paremmuusjärjestyksiin, jotka voidaan näin osin automatisoida.
Data Ratkaisu Muotokerroin ri Lisävaatimus
fi> 0 C



























Ratkaisu Päätepisteet Derivaatta Suppeneminen
C2 ∆1,∆2,∆3≥ 0 geometrinen (4,4) O(h3)
C2 muuten aritmeettinen (4,4) O(h3)
C1 ∆i≥ 0 geometrinen (4,4,5,4,4) O(h3)
C1 muuten aritmeettinen (4,4,5,4,4) O(h3)
Taulukko 8.1. Positiivisuuden säilyttävä splini





∆i≥ 0 C1 1+ di+ di+1∆i ∆i=0⇒di=0 ja di+1=0
Ratkaisu Derivaatta Suppeneminen
C2 geometrinen (4,4) O(h4)
C1 geometrinen (4,4,5,4,4) O(h4)
C1 geometrinen (3,3,3) O(h3)
Taulukko 8.2. Monotonisuuden säilyttävä splini
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∆i≤∆i+1 C1 1+ di+1−∆i∆i− di +
∆i− di
di+1−∆i ∆i= di⇔∆i= di+1
Ratkaisu Pisteet Derivaatta Suppeneminen
C2 ∆1,∆2> 0 kokeile harmoninen (4,4) O(h
4)?
C2 ∆1,∆2≥ 0 kokeile geometrinen (4,4) O(h4)?
C1 ∆i> 0 kokeile harmoninen (4,4,5,4,4) O(h
4)
C1 ∆i≥ 0 kokeile geometrinen (4,4,5,4,4) O(h4)
C2 ∆1,∆2> 0 harmoninen (3,3) O(h
3)?
C2 ∆1,∆2≥ 0 geometrinen (3,3) O(h3)?
C2 muuten aritmeettinen (3,3) O(h3)?
C2 tai manuaalinen ?
C1 ∆i> 0 harmoninen (3,3,3) O(h
3)
C1 ∆i≥ 0 geometrinen (3,3,3) O(h3)
C1 muuten aritmeettinen (3,3,3) O(h3)
Taulukko 8.3. Konveksisuuden säilyttävä splini
Kuutiollisen splinin osalta näimme, että C2 antoi paremmat tulokset kuin C1,
ja että neljän ja viiden pisteen likiarvot antoivat riittävän tarkat tulokset. Yleisesti
neljän ja viiden pisteen menetelmistä harmoninen derivaatta antaa pienimmät deri-
vaatat, ja tulee näin lähimmäksi muodon säilyttävää spliniä, mutta se ei säilytä
derivaatan merkkiä. Mikään neljän ja viiden pisteen menetelmistä ei säilyttänyt
konveksisuutta.
Teoreettisia jatkotarkasteluja tämän paperin pohjalta voisivat olla suoraan las-
kettavan positiivisuus-ehdon tutkiminen, ja positiivisuuden sekä konveksisuuden
yhdistäminen sekä konveksin splinin jatkotarkastelut. Lisäksi muodon säilyttäviä
splinejä voitaisiin suppenemisen ohella arvioida jonkin toisen kriteerin, esimerkiksi
kaarevuuden minimoinnin pohjalta. Tällöin kyseeseen voisi tulla vertaileva tutkimus
eri menetelmien välillä. Liikuteltavan parametrin yhdistäminen muotokertoimiin
voisi olla mielenkiintoinen sovellus. Helppoja parannuksia sovellukseen ovat posi-
tiivisen splinin kuristaminen haluttuun väliin, sekä SOR menetelmän käyttö Gauss-
Seidel menetelmän sijaan. Gauss-Seidel menetelmä antoi kuitenkin 10−9 tarkkuuden
kaikissa esimerkeissä alle 20 iteraatiolla, joten pakottavaa tarvetta ei ole.
Teoreettista lähestymistä voidaan lisäksi laajentaa tutkimalla esimerkiksi geo-
metrisia jatkuvuus-ehtoja tai useampiulotteista tapausta. Lisäksi mielenkiintoisia
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Liite A. Matlab ohjelmat
A.1. Algoritmit.
Huomioitavaa. Selitykset sivulta 87 alkaen.
ratspline.
1 function [yy,xx,dd] = ratspline(xi,fi,vi,wi,method,ddp,xx0)
2





7 N = length(xi);
8 h = diff(xi);
9 Delta = diff(fi)./h;
10
11 A = zeros(N-2,N-2);
12 B = zeros(1,N-2);
13
14 if nargin == 6,
15 xx0 = max(100,10*N);
16 xx = linspace(min(xi),max(xi),xx0);
17 elseif length(xx0) == 1,
18 xx = linspace(min(xi),max(xi),xx0);
19 elseif length(xx0) == 2,
20 xx = linspace(xx0(1),xx0(2),max(100,10*N));
21 elseif length(xx0) == 3,
22 xx = linspace(xx0(1),xx0(2),xx0(3));
23 else
24 xx = xx0;
25 xx0 = length(xx);
26 end
27
28 yy = zeros(1,xx0);
29
30 if length(vi) == 1,
31 v(1:N-1) = vi;
32 elseif length(vi) == N-1,




37 if length(wi) == 1,
38 w(1:N-1) = wi;
39 elseif length(wi) == N-1,







46 if (min(v)<0 || min(w)<0) && 4*min(v)^3+4*min(w)^3+27-
18*min(v)*min(w)-min(v)^2*min(w)^2<=0,
47 warning(’C1 säännöllisyys ei toteudu.’);
48 end
49
50 if (ddp == 33 || ddp == 44 || (strcmp(method,’exact’) && length(ddp)
< N)),
51 if (min(v)<2 || min(w)<2) ,
52 warning(’C2 säännöllisyys ei välttämättä toteudu.’);
53 end
54 A(1,1) = h(2)*(w(1)-1)+h(1)*(v(2)-1);
55 A(1,2) = h(1);
56 A(N-2,N-3) = h(N-1);
57 A(N-2,N-2) = h(N-1)*(w(N-2)-1)+h(N-2)*(v(N-1)-1);
58 for i = 2:N-3
59 A(i,i-1) = h(i+1);
60 A(i,i) = h(i+1)*(w(i)-1)+h(i)*(v(i+1)-1);





66 if length(ddp) == N,
67 dd = ddp;
68
69 elseif length(ddp) == 2,
70 dd(1) = ddp(1);
71 dd(N) = ddp(2); %% C2 menetelmä annnetuilla
pisteillä.
72 B(1) = h(2)*v(1)*Delta(1)+h(1)*w(2)*Delta(2)-h(2)*dd(1);
73 B(N-2) = h(N-1)*v(N-2)*Delta(N-2)+h(N-2)*w(N-1)*Delta(N-1)-
h(N-2)*dd(N);
74 B(2:N-3) = h(3:N-2).*v(2:N-3).*Delta(2:N-3)+h(2:N-3).*w(3:N-
2).*Delta(3:N-2);
75 % dd(2:N-1) = croutfac(N-2,[A B’]);





80 if ddp == 33, %% C2 menetelmät
81 dd(1) = derivs(xi,fi,1,[1 2],method);
82 dd(N) = derivs(xi,fi,N,[-1 -2],method);
83 B(1) = h(2)*v(1)*Delta(1)+h(1)*w(2)*Delta(2)-h(2)*dd(1);
84 B(N-2) = h(N-1)*v(N-2)*Delta(N-2)+h(N-2)*w(N-1)*Delta(N-1)-
h(N-2)*dd(N);
85 B(2:N-3) = h(3:N-2).*v(2:N-3).*Delta(2:N-3)+h(2:N-3).*w(3:N-
2).*Delta(3:N-2);
122 Liite A
86 % dd(2:N-1) = croutfac(N-2,[A B’]);
87 dd(2:N-1) = A\B’;
88 elseif ddp == 44,
89 dd(1) = derivs(xi,fi,1,[1 2 3],method);
90 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
91 B(1) = h(2)*v(1)*Delta(1)+h(1)*w(2)*Delta(2)-h(2)*dd(1);
92 B(N-2) = h(N-1)*v(N-2)*Delta(N-2)+h(N-2)*w(N-1)*Delta(N-1)-
h(N-2)*dd(N);
93 B(2:N-3) = h(3:N-2).*v(2:N-3).*Delta(2:N-3)+h(2:N-3).*w(3:N-
2).*Delta(3:N-2);
94 % dd(2:N-1) = croutfac(N-2,[A B’]);
95 dd(2:N-1) = A\B’;
96 elseif length(ddp) == 4,
97 dd(1) = ddp(1);
98 dd(2) = ddp(2);
99 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
100 dd(N-1) = ddp(3);
101 dd(N) = ddp(4);
102 elseif length(ddp) == 2,
103 dd(1) = ddp(1);
104 dd(2:N-1) = derivs(xi,fi,2:N-1,[-1 1],method);
105 dd(N) = ddp(2);
106
107 elseif ddp == 333, %% C1 menetelmät
108 dd(1) = derivs(xi,fi,1,[1 2],method);
109 dd(2:N-1) = derivs(xi,fi,2:N-1,[-1 1],method);
110 dd(N) = derivs(xi,fi,N,[-1 -2],method);
111 elseif ddp == 33533,
112 dd(1) = derivs(xi,fi,1,[1 2 3],method);
113 dd(2) = derivs(xi,fi,2,[-1 1 2],method);
114 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
115 dd(N-1) = derivs(xi,fi,N-1,[-2 -1 1],method);
116 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
117 elseif ddp ==34543
118 dd(1) = derivs(xi,fi,1,[1 2 3],method);
119 dd(2) = derivs(xi,fi,2,[-1 1 2 3],method);
120 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
121 dd(N-1) = derivs(xi,fi,N-1,[-3 -2 -1 1],method);
122 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
123 elseif ddp == 44544,
124 dd(1) = derivs(xi,fi,1,[1 2 3 4],method);
125 dd(2) = derivs(xi,fi,2,[-1 1 2 3],method);
126 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
127 dd(N-1) = derivs(xi,fi,N-1,[-3 -2 -1 1],method);











136 for mi = 1:xx0
137 if xx(mi) < xi(1),
138 yy(mi) = fi(1)-dd(1)*(xi(1) - xx(mi));
139 warning(’Pisteistö määrittelyalueen ulkopuolella.’);
140 elseif xx(mi) > xi(N),
141 yy(mi) = fi(N)+dd(N-1)*(xx(mi) - xi(N));
142 warning(’Pisteistö määrittelyalueen ulkopuolella.’);
143 else
144 for i = 1:N-1
145 if xx(mi) <= xi(i+1),
146 theta = (xx(mi)-xi(i))/(xi(i+1)-xi(i));












1 function [yy,xx,dd,k] = posispline(xi,fi,method,ddp,xx0,kmax)
2





7 N = length(xi);
8 h = diff(xi);
9 Delta = diff(fi)./h;
10 c = zeros(1,N-1);
11 A = zeros(N-2,N-2);
12 B = zeros(1,N-2);
13
14 if nargin == 4,
15 xx0 = max(100,10*N);
16 xx = linspace(min(xi),max(xi),xx0);
17 elseif length(xx0) == 1,
18 xx = linspace(min(xi),max(xi),xx0);
19 elseif length(xx0) == 2,
20 xx = linspace(xx0(1),xx0(2),max(100,10*N));
21 elseif length(xx0) == 3,
22 xx = linspace(xx0(1),xx0(2),xx0(3));
23 else
24 xx = xx0;
124 Liite A
25 xx0 = length(xx);
26 end
27
28 yy = zeros(1,xx0);
29
30 if min(fi)<0,




35 if length(ddp) == N,
36 dd = ddp;
37
38 elseif length(ddp) == 2,
39 dd(1) = ddp(1);






44 if ddp == 33, %% C2 menetelmät
45 dd(1) = derivs(xi,fi,1,[1 2],method);
46 dd(N) = derivs(xi,fi,N,[-1 -2],method);
47 elseif ddp == 44,
48 dd(1) = derivs(xi,fi,1,[1 2 3],method);
49 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
50 elseif length(ddp) == 4, %% C1 menetelmät
51 dd(1) = ddp(1);
52 dd(2) = ddp(2);
53 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
54 dd(N-1) = ddp(3);
55 dd(N) = ddp(4);
56 elseif length(ddp) == 2,
57 dd(1) = ddp(1);
58 dd(2:N-1) = derivs(xi,fi,2:N-1,[-1 1],method);
59 dd(N) = ddp(2);
60 elseif ddp == 333,
61 dd(1) = derivs(xi,fi,1,[1 2],method);
62 dd(2:N-1) = derivs(xi,fi,2:N-1,[-1 1],method);
63 dd(N) = derivs(xi,fi,N,[-1 -2],method);
64 elseif ddp == 33533,
65 dd(1) = derivs(xi,fi,1,[1 2 3],method);
66 dd(2) = derivs(xi,fi,2,[-1 1 2],method);
67 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
68 dd(N-1) = derivs(xi,fi,N-1,[-2 -1 1],method);
69 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
70 elseif ddp ==34543
71 dd(1) = derivs(xi,fi,1,[1 2 3],method);
72 dd(2) = derivs(xi,fi,2,[-1 1 2 3],method);
73 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
74 dd(N-1) = derivs(xi,fi,N-1,[-3 -2 -1 1],method);
75 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
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76 elseif ddp == 44544,
77 dd(1) = derivs(xi,fi,1,[1 2 3 4],method);
78 dd(2) = derivs(xi,fi,2,[-1 1 2 3],method);
79 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
80 dd(N-1) = derivs(xi,fi,N-1,[-3 -2 -1 1],method);









88 if (ddp == 33) || (ddp == 44) || ( strcmp(method,’exact’) &&
(length(ddp) < N) ),
89
90 if min(fi) <= 0






95 rmax(2:N-2) = 3*h(2:N-2).*max([1./h(2:N-2),abs(Delta(1:N-
3))./fi(2:N-2),abs(Delta(2:N-2))./fi(2:N-2),abs(Delta(2:N-2))./fi(3:N-
1),abs(Delta(3:N-1))./fi(3:N-1)]);
96 rmax(N-1) = 3*h(N-1)*max([1./h(N-
1),abs(dd(N))/(3*fi(N)),abs(Delta(N-1))/fi(N-1),abs(Delta(N-2))/fi(N-1)]);
97
98 r(1) = 3;
99 r(2:N-2) = 3;
100 r(N-1) = 3;
101
102 loc = 1;
103
104 if nargin <= 5
105 kmax = 100;
106 cc(1) = (rmax(1)-r(1))/kmax;
107 cc(2:N-2) = (rmax(2:N-2)-r(2:N-2))/kmax;
108 cc(N-1) = (rmax(N-1)-r(N-1))/kmax;
109 elseif kmax>=1,
110 cc(1) = (rmax(1)-r(1))/kmax;
111 cc(2:N-2) = (rmax(2:N-2)-r(2:N-2))/kmax;
112 cc(N-1) = (rmax(N-1)-r(N-1))/kmax;
113 elseif kmax>0,
114 cc(1) = kmax;
115 cc(2:N-2) = kmax;
116 cc(N-1) = kmax;
117 elseif kmax == 0
118 kmax = 100;
119 cc(1) = (rmax(1)-r(1))/kmax;
120 cc(2:N-2) = (rmax(2:N-2)-r(2:N-2))/kmax;
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121 cc(N-1) = (rmax(N-1)-r(N-1))/kmax;
122 loc = 0;
123 elseif kmax >-1
124 kmax = -kmax;
125 cc(1) = kmax;
126 cc(2:N-2) = kmax;
127 cc(N-1) = kmax;
128 loc = 0;
129 elseif kmax <=-1
130 kmax = -kmax;
131 cc(1) = (rmax(1)-r(1))/kmax;
132 cc(2:N-2) = (rmax(2:N-2)-r(2:N-2))/kmax;
133 cc(N-1) = (rmax(N-1)-r(N-1))/kmax;




138 v = r;
139 w = r;
140 A(1,1) = h(2)*(w(1)-1)+h(1)*(v(2)-1);
141 A(1,2) = h(1);
142 A(N-2,N-3) = h(N-1);
143 A(N-2,N-2) = h(N-1)*(w(N-2)-1)+h(N-2)*(v(N-1)-1);
144 for i = 2:N-3
145 A(i,i-1) = h(i+1);
146 A(i,i) = h(i+1)*(w(i)-1)+h(i)*(v(i+1)-1);
147 A(i,i+1) = h(i);
148 end
149 B(1) = h(2)*v(1)*Delta(1)+h(1)*w(2)*Delta(2)-h(2)*dd(1);
150 B(N-2) = h(N-1)*v(N-2)*Delta(N-2)+h(N-2)*w(N-1)*Delta(N-1)-
h(N-2)*dd(N);
151 B(2:N-3) = h(3:N-2).*v(2:N-3).*Delta(2:N-3)+h(2:N-3).*w(3:N-
2).*Delta(3:N-2);
152 % dd(2:N-1) = croutfac(N-2,[A B’]);
153 dd(2:N-1) = A\B’;
154
155 b = r(1:N-1).*fi(2:N)-h(1:N-1).*dd(2:N);
156 c = r(1:N-1).*fi(1:N-1)+h(1:N-1).*dd(1:N-1);
157
158








165 if loc == 1
166 for i = 1:N-1















179 for i = 1:N-1,
180 if cc(i)<=0
181 else






188 if k == kmax && c == kmax,





194 if fi(i) == 0,
195 fi(i) = eps;
196 dd(i) = 0;





201 r(1:N-1) = 3 + max(0,max(-h(1:N-1).*dd(1:N-1)./fi(1:N-1),h(1:N-
1).*dd(2:N)./fi(2:N)));
202 w = r;




207 if min(r) <= -1,




212 for mi = 1:xx0
213 if xx(mi) < xi(1),
214 yy(mi) = fi(1)-dd(1)*(xi(1) - xx(mi));
215 warning(’Pisteistö määrittelyalueen ulkopuolella.’);
216 elseif xx(mi) > xi(N),
217 yy(mi) = fi(N)+dd(N-1)*(xx(mi) - xi(N));
218 warning(’Pisteistö määrittelyalueen ulkopuolella.’);
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219 else
220 for i = 1:N-1
221 if xx(mi) <= xi(i+1),
222 theta = (xx(mi)-xi(i))/(xi(i+1)-xi(i));












1 function [yy,xx,dd] = monospline(xi,fi,method,ddp,xx0,kmax)
2





7 N = length(xi);
8 Nd = length(ddp);
9 dd = zeros(1,N);
10
11 h = diff(xi);
12 Delta = diff(fi)./h;
13
14 if nargin == 4,
15 xx0 = max(100,10*N);
16 xx = linspace(min(xi),max(xi),xx0);
17 elseif length(xx0) == 1,
18 xx = linspace(min(xi),max(xi),xx0);
19 elseif length(xx0) == 2,
20 xx = linspace(xx0(1),xx0(2),max(100,10*N));
21 elseif length(xx0) == 3,
22 xx = linspace(xx0(1),xx0(2),xx0(3));
23 else
24 xx = xx0;
25 xx0 = length(xx);
26 end
27
28 if nargin == 5,
29 kmax = 100;
30 end
31
32 yy = zeros(1,xx0);
33
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38 if (strcmp(method,’exact’) || (ddp == 33) || (ddp == 44)) &&
(min(abs(Delta)) == 0),






45 if length(ddp) == N,
46 dd = ddp;
47 if max(dd < 0)>0,
48 warning(’Derivaatat eivät positiivisia.’);
49 end
50
51 elseif length(ddp) == 2,
52 dd(1) = ddp(1);
53 dd(N) = ddp(2);
54 if max(dd < 0)>0,
55 warning(’Derivaatat eivät positiivisia päätepisteissä.’);
56 end
57 %% C2 menetelmä annnetuilla pisteillä.





62 if ddp == 33, %% C2 menetelmät->
63 dd(1) = derivs(xi,fi,1,[1 2],method);
64 dd(N) = derivs(xi,fi,N,[-1 -2],method);
65 for i = 1:N
66 if dd(i) < 0,
67 warning([’Derivaatat eivät positiivisia menetelmällä
’,method,’, asetettu 0:ksi pisteessä ’,num2str(xi(i)),’.’]);
68 dd(i) = 0;
69 end
70 end
71 dd = gaussmono(xi,fi,[dd(1) dd(N)],kmax);
72
73 elseif ddp == 44,
74 dd(1) = derivs(xi,fi,1,[1 2 3],method);
75 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
76 for i = 1:N
77 if dd(i) < 0,
78 warning([’Derivaatat eivät positiivisia menetelmällä
’,method,’, asetettu 0:ksi pisteessä ’,num2str(xi(i)),’.’]);
79 dd(i) = 0;
80 end
81 end
82 dd = gaussmono(xi,fi,[dd(1) dd(N)],kmax);
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83
84 elseif length(ddp) == 4, %% C1 menetelmät->
85 dd(1) = ddp(1);
86 dd(2) = ddp(2);
87 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
88 dd(N-1) = ddp(3);
89 dd(N) = ddp(4);
90
91
92 elseif length(ddp) == 2,
93 dd(1) = ddp(1);
94 dd(2:N-1) = derivs(xi,fi,2:N-1,[-1 1],method);
95 dd(N) = ddp(2);
96
97 elseif ddp == 333,
98 dd(1) = derivs(xi,fi,1,[1 2],method);
99 dd(2:N-1) = derivs(xi,fi,2:N-1,[-1 1],method);
100 dd(N) = derivs(xi,fi,N,[-1 -2],method);
101 elseif ddp == 33533,
102 dd(1) = derivs(xi,fi,1,[1 2 3],method);
103 dd(2) = derivs(xi,fi,2,[-1 1 2],method);
104 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
105 dd(N-1) = derivs(xi,fi,N-1,[-2 -1 1],method);
106 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
107 elseif ddp ==34543
108 dd(1) = derivs(xi,fi,1,[1 2 3],method);
109 dd(2) = derivs(xi,fi,2,[-1 1 2 3],method);
110 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
111 dd(N-1) = derivs(xi,fi,N-1,[-3 -2 -1 1],method);
112 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
113 elseif ddp == 44544,
114 dd(1) = derivs(xi,fi,1,[1 2 3 4],method);
115 dd(2) = derivs(xi,fi,2,[-1 1 2 3],method);
116 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
117 dd(N-1) = derivs(xi,fi,N-1,[-3 -2 -1 1],method);










126 for i = 1:N
127 if dd(i) < 0,
128 warning([’Derivaatat eivät positiivisia menetelmällä
’,method,’ pisteessä ’,num2str(xi(i)),’.’]);






134 for mi = 1:xx0
135 if xx(mi) < xi(1),
136 yy(mi) = fi(1)-dd(1)*(xi(1) - xx(mi));
137 warning(’Pisteistö määrittelyalueen ulkopuolella.’);
138 elseif xx(mi) > xi(N),
139 yy(mi) = fi(N)+dd(N-1)*(xx(mi) - xi(N));
140 warning(’Pisteistö määrittelyalueen ulkopuolella.’);
141 else
142 for i = 1:N-1
143 if xx(mi) <= xi(i+1),
144 theta = (xx(mi)-xi(i))/(xi(i+1)-xi(i));
145 if Delta(i) == 0 && dd(i) == 0 && dd(i+1) == 0,
146 yy(mi) = fi(i);
147 else












1 function [yy,xx,dd] = convspline(xi,fi,method,ddp,xx0,kmax)
2





7 N = length(xi);
8 Nd = length(ddp);
9 dd = zeros(1,N);
10
11 h = diff(xi);
12 Delta = diff(fi)./h;
13
14 if nargin == 4,
15 xx0 = max(100,10*N);
16 xx = linspace(min(xi),max(xi),xx0);
17 elseif length(xx0) == 1,
18 xx = linspace(min(xi),max(xi),xx0);
19 elseif length(xx0) == 2,
20 xx = linspace(xx0(1),xx0(2),max(100,10*N));
21 elseif length(xx0) == 3,
22 xx = linspace(xx0(1),xx0(2),xx0(3));
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23 else
24 xx = xx0;
25 xx0 = length(xx);
26 end
27
28 if nargin == 5,




33 yy = zeros(1,xx0);
34




39 note = 1;
40
41 if (strcmp(method,’exact’) || (ddp == 33) || (ddp == 44)) &&
(min(abs(diff(Delta))) == 0),
42 warning(’Data ei ole aidosti konveksia tai konkaavia. C2 sileys
ei toteudu.’);
43 elseif min(abs(diff(Delta))) == 0,
44 warning(’Data ei ole aidosti konveksia tai konkaavia. Derivaatat
eivät välttämättä toteudu.’);
45 elseif min(diff(Delta))*max(diff(Delta)) < 0
46 warning(’Data ei ole konveksia tai konkaavia.’);
47 elseif max(diff(Delta))<0





53 if length(ddp) == N,
54 dd = ddp;
55
56 elseif length(ddp) == 2,
57 dd(1) = ddp(1);
58 dd(N) = ddp(2); %% C2 menetelmä annnetuilla
pisteillä.






64 if ddp == 33, %% C2 menetelmät->
65 dd(1) = derivs(xi,fi,1,[1 2],method);
66 dd(N) = derivs(xi,fi,N,[-1 -2],method);
67 dd = gaussconv(xi,fi,[dd(1) dd(N)],kmax);
68
69 elseif ddp == 44,
70 dd(1) = derivs(xi,fi,1,[1 2 3],method);
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71 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
72 dd = gaussconv(xi,fi,[dd(1) dd(N)],kmax);
73
74 elseif length(ddp) == 4, %% C1 menetelmät->
75 dd(1) = ddp(1);
76 dd(2) = ddp(2);
77 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
78 dd(N-1) = ddp(3);
79 dd(N) = ddp(4);
80 elseif length(ddp) == 2,
81 dd(1) = ddp(1);
82 dd(2:N-1) = derivs(xi,fi,2:N-1,[-1 1],method);
83 dd(N) = ddp(2);
84 elseif ddp == 333,
85 dd(1) = derivs(xi,fi,1,[1 2],method);
86 dd(2:N-1) = derivs(xi,fi,2:N-1,[-1 1],method);
87 dd(N) = derivs(xi,fi,N,[-1 -2],method);
88 elseif ddp == 33533,
89 dd(1) = derivs(xi,fi,1,[1 2 3],method);
90 dd(2) = derivs(xi,fi,2,[-1 1 2],method);
91 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
92 dd(N-1) = derivs(xi,fi,N-1,[-2 -1 1],method);
93 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
94 elseif ddp ==34543
95 dd(1) = derivs(xi,fi,1,[1 2 3],method);
96 dd(2) = derivs(xi,fi,2,[-1 1 2 3],method);
97 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
98 dd(N-1) = derivs(xi,fi,N-1,[-3 -2 -1 1],method);
99 dd(N) = derivs(xi,fi,N,[-3 -2 -1],method);
100 elseif ddp == 44544,
101 dd(1) = derivs(xi,fi,1,[1 2 3 4],method);
102 dd(2) = derivs(xi,fi,2,[-1 1 2 3],method);
103 dd(3:N-2) = derivs(xi,fi,3:N-2,[-2 -1 1 2],method);
104 dd(N-1) = derivs(xi,fi,N-1,[-3 -2 -1 1],method);









112 for i = 1:N-1
113 if note*dd(i) > note*Delta(i),
114 warning([’Derivaatat eivät ole konvekseja tai
konkaaveja’,num2str(i),’. solmupisteessä.’]);
115 warning([’Jaetut erotukset ovat [’,num2str(Delta),’].’]);
116 end
117 if note*dd(i+1) < note*Delta(i),
118 warning([’Derivaatat eivät ole konvekseja tai
konkaaveja’,num2str(i+1),’. solmupisteessä.’]);





123 for mi = 1:xx0
124 if xx(mi) < xi(1),
125 yy(mi) = fi(1)-dd(1)*(xi(1) - xx(mi));
126 warning(’Pisteistö määrittelyalueen ulkopuolella.’);
127 elseif xx(mi) > xi(N),
128 yy(mi) = fi(N)+dd(N-1)*(xx(mi) - xi(N));
129 warning(’Pisteistö määrittelyalueen ulkopuolella.’);
130 else
131 for i = 1:N-1
132 if xx(mi) <= xi(i+1),
133 theta = (xx(mi)-xi(i))/(xi(i+1)-xi(i));
134 if Delta(i) == dd(i) || Delta(i) == dd(i+1),
135 yy(mi) = fi(i)*(1-theta)+fi(i+1)*theta;
136 else











1 function dd = derivs(xx,ff,i,I,method)
2 N=length(xx); M=length(I);




7 for m = 1:Ni
8 beta = 1;
9 if strcmp(method,’arit’),
10 deriv = 0;
11 elseif strcmp(method,’geom’),
12 deriv = 1;
13 elseif strcmp(method,’harm’),




18 for u = 1:M
19 j = I(u);
20 for t = 1:M
21 k = I(t);
22 if u ~= t,
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27 deriv = deriv+alpha*ddiff(xx,ff,i(m),i(m)+j);
28 elseif strcmp(method,’geom’),
29 if alpha < 0 && ddiff(xx,ff,i(m),i(m)+j) == 0,
30 if deriv == 0,
31 deriv = deriv*(eps)^alpha;
32 else
33 deriv = deriv*(eps)^alpha;
34 warning([’Geometrisen summan tarkkuus pisteessä ’
num2str(xx(i(m))),’.’]);
35 end
36 elseif ddiff(xx,ff,i(m),i(m)+j) < 0
37 beta = -1;
38 deriv = deriv*(beta*ddiff(xx,ff,i(m),i(m)+j))^alpha;
39 else
40 deriv = deriv*(ddiff(xx,ff,i(m),i(m)+j))^alpha;
41 end
42 elseif strcmp(method,’harm’),
43 if ddiff(xx,ff,i(m),i(m)+j) == 0,
44 deriv = deriv+alpha/(eps);
45 warning([’Harmonisen summan tarkkuus pisteessä ’
num2str(xx(i(m))),’.’]);
46 else
47 deriv = deriv+alpha/ddiff(xx,ff,i(m),i(m)+j);
48 end
49 end
50 alpha = 1;
51 end
52 if strcmp(method,’harm’),
53 if abs(deriv) < eps,
54 dd(m) = 1/eps;
55 warning([’Harmonisen summan tarkkuus pisteessä ’
num2str(xx(i(m))),’.’]);
56 elseif abs(deriv) > 0.1/eps,
57 dd(m) = 0;
58 warning([’Harmonisen summan tarkkuus pisteessä ’
num2str(xx(i(m))),’.’]);
59 else
60 dd(m) = 1/deriv;
61 end





1 function [dd,k] = gaussmono(xx,ff,ddp,kmax)
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2 if nargin < 4,
3 tol = 1e-9;
4 kmax = 100;
5 elseif kmax < 1,
6 tol = max(kmax,10*eps);
7 kmax = 1000;
8 else tol = 1e-9;
9 end
10
11 N = length(xx);
12 h = diff(xx);
13 Delta = diff(ff)./h;
14 a = 1./(h(1:N-1).*Delta(1:N-1));
15 b = 1./h(1:N-2)+1./h(2:N-1);
16 alpha = a(1:N-2)+a(2:N-1);
17 beta = 0;
18 gamma = Delta(1:N-2)./h(1:N-2)+Delta(2:N-1)./h(2:N-1);
19 Kgauss = 0.724*max(a(2:N-1)./(a(2:N-1)+0.276*a(1:N-2)));
20 dd = zeros(1,N);
21
22 if length(ddp) == 2,
23 dd(1) = ddp(1);
24 dd(2:N-1) = sqrt(gamma(1:N-2)./alpha(1:N-2));
25 dd(N) = ddp(2);
26 elseif length(ddp) == N








35 beta = b(i-1)-a(i-1)*dd(i-1)-a(i)*ddp(i+1);
36 dd(i) = (beta+sqrt(beta^2+4*alpha(i-1)*gamma(i-
1)))/(2*alpha(i-1));
37 end






44 warning(’Askelmäärä saavutti ylärajan. Epävarma tarkkuus.’);
45 end;
gaussconv.
1 function [dd,k] = gaussconv(xx,ff,ddp,kmax)
2
3 if nargin < 4,
4 tol = 1e-9;
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5 kmax = 100;
6 elseif kmax < 1,
7 tol = max(kmax,10*eps);
8 kmax = 1000;
9 else tol = 1e-9;
10 end
11
12 N = length(xx);
13 h = diff(xx);
14 Delta = diff(ff)./h;
15 hmax = max(h);
16 hmin = min(h);
17 maxD = max(diff(Delta));
18 minD = min(diff(Delta));
19 dd = zeros(1,N);
20 note = 1;
21
22 if maxD<0,
23 note = -1;
24 elseif maxD>0 && minD<0
25 warning(’Data ei ole konveksia eikä konkaavia.’);
26 end
27
28 if length(ddp) == 2,
29 dd(1) = ddp(1);
30 dd(2:N-1) = 0.5*(Delta(1:N-2)+Delta(2:N-1));
31 dd(N) = ddp(2);
32 elseif length(ddp) == N





38 if note*min(Delta(1)-dd(1),dd(N)-Delta(N-1)) < 0,
39 warning([’Päätepisteiden derivaatat eivät ole konvekseja. Kokeile
alueen [’,num2str(Delta(1)),’ ’,num2str(Delta(N-1)),’] ulkopuolelta.’]);
40 end
41
42 E = min([Delta(1)-dd(1),dd(N)-Delta(N-
1),(sqrt(hmax*maxD/(4*hmin)+minD)-sqrt(hmax*maxD/(4*hmin)))^2]);
43 if E == 0,
44 E = E + eps;
45 end





51 if (ddp(i+1)-Delta(i) == 0) && (Delta(i-1)-dd(i-1) == 0),
52 dd(i) = 0.5*(Delta(i-1)+Delta(i));









58 err = 1/lambda*max(abs(dd-ddp));




63 if k == kmax,
64 warning([’Askelmäärä saavutti ylärajan ’,num2str(k),’. Epävarma
tarkkuus.’]);
65 end
66 dd = real(dd);
ddiff.
1 function Delta = ddiff(xx,ff,k,m)
2 N = length(xx);
3
4
5 if nargin == 1,
6 error();
7 elseif nargin == 2,
8 Delta = diff(ff)./diff(xx);
9 elseif nargin == 3,
10 Delta = (ff(k+1)-ff(k))/(xx(k+1)-xx(k));
11 elseif nargin == 4,






3 %Laskee Crout hajoitelman tridiagonaaliselle lineaariselle































1 function q = do_supp(a,b,nmin,nmax,ddp)
2 % Laskee ja piirtää virheen sekä suppenemiseksponentin eri
solmupistemäärillä
3 % tasavälisellä jaolla eri derivaatan likiarvoilla.
4 % Tutkittava funktio, sen derivaattafunktio ja menetelmä asetettava
koodiin.
5 % Octave ei ymmärrä inline määritelmiä.
6 %
7 % a = x[1]
8 % b = x[n]
9 % nmin = solmupisteet min
10 % nmax = solmupisteet max
11 % ddp = {33,44,333,33533,34543,44544}
12
13 function q1 = pmcspline(method,ddp)
14 q1 = convspline(xi,fi,method,ddp,xx);
15 end
16
17 function q2 = fun(x)
18 q2 = log(x+1);
19 end
20
21 function q3 = dfun(x)



























46 alphaarit(nmin+1:nmax) = dexp(ariterr(nmin:nmax),nmin);
47 alphageom(nmin+1:nmax) = dexp(geomerr(nmin:nmax),nmin);




52 if (ddp == 44 || ddp == 33533 || ddp == 44544 || ddp==34543),



































1 function alpha = dexp(err,ind);
2
142 Liite A
3 %Laskee suppenemiseksponentin. (de Boor: Practical Guide to Splines,
s. 23)
4
5 N = length(err);
6





1 function q = do_rat(A,B,v,w,method,ddp,xx,ff)
2 % Piirtää rationaalisen splinin pisteissä (xx).
3 % Laskee virheen (suhteellinen normi) jos funktion arvot annettu
(ff).
4 % A = x[i]
5 % B = f[i]
6 % v,w = muotokertoimet
7 % method = {’arit’,’geom’,’harm’,’exact’}
8 % ddp = {33,44,333,33533,34543,44544}
9 % ff==1 => piirtää derivaatan
10 % ff==2 => piirtää toisen derivaatan
11









21 if nargin == 8,
22 % err = max(abs(yy-ff));
23 if length(ff) == 1,
24 if ff == 0,
25 dy =yy;
26 elseif ff == 1,
27
28 dy(1) = derivs(xx,yy,1,[1 2],’arit’);
29 dy(2:Nxx-1) = derivs(xx,yy,2:Nxx-1,[-1 1],’arit’);
30 dy(Nxx) = derivs(xx,yy,Nxx,[-2 -1],’arit’);
31
32 elseif ff == 2,
33 dy(1) = derivs(xx,yy,1,[1 2],’arit’);
34 dy(2:Nxx-1) = derivs(xx,yy,2:Nxx-1,[-1 1],’arit’);
35 dy(Nxx) = derivs(xx,yy,Nxx,[-2 -1],’arit’);
36 d2y(1) = derivs(xx,dy,1,[1 2],’arit’);
37 d2y(2:Nxx-1) = derivs(xx,dy,2:Nxx-1,[-1 1],’arit’);
38 d2y(Nxx) = derivs(xx,dy,Nxx,[-2 -1],’arit’);
39 dy = d2y;
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40 % dy(1:Nxx-2) = 2./(h(1:Nxx-2).*(h(1:Nxx-2)+h(2:Nxx-
1))).*yy(1:Nxx-2)-2./(h(1:Nxx-2).*h(2:Nxx-1)).*yy(2:Nxx-1)+2./(h(1:Nxx-
2).*(h(1:Nxx-2)+h(1:Nxx-2))).*yy(3:Nxx);










51 if nargin ==8














































1 function q = do_posi(A,B,method,ddp,xx,level,kmax,ff)
2 % Piirtää positiivisen splinin pisteissä (xx).
3 % Laskee virheen (suhteellinen normi) jos funktion arvot annettu
(ff).
4 % A = x[i]
5 % B = f[i]
6 % method = {’arit’,’harm’,’exact’}
7 % ddp = {33,44,333,33533,34543,44544}
8 % level = taso jonka yläpuolelle splini halutaan (0)
9 % kmax = maksimiaskelmäärä jolla C2 splini ratkaistaan (100)
10 % ff==1 => piirtää derivaatan
11 % ff==2 => piirtää toisen derivaatan
12





18 h = diff(xx);
19
20
21 if nargin <= 5,
22 level = 0;
23 end
24
25 if nargin <= 6,










36 if nargin == 8,
37 % err = max(abs(yy-ff));
38 if length(ff) == 1,
39 if ff == 0,
40 dy =yy;
41 elseif ff == 1,
42 dy(1) = derivs(xx,yy,1,[1 2],’arit’);
43 dy(2:Nxx-1) = derivs(xx,yy,2:Nxx-1,[-1 1],’arit’);
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44 dy(Nxx) = derivs(xx,yy,Nxx,[-2 -1],’arit’);
45
46 elseif ff == 2,
47 dy(1) = derivs(xx,yy,1,[1 2],’arit’);
48 dy(2:Nxx-1) = derivs(xx,yy,2:Nxx-1,[-1 1],’arit’);
49 dy(Nxx) = derivs(xx,yy,Nxx,[-2 -1],’arit’);
50 d2y(1) = derivs(xx,dy,1,[1 2],’arit’);
51 d2y(2:Nxx-1) = derivs(xx,dy,2:Nxx-1,[-1 1],’arit’);
52 d2y(Nxx) = derivs(xx,dy,Nxx,[-2 -1],’arit’);
53 dy = d2y;
54 % dy(1:Nxx-2) = 2./(h(1:Nxx-2).*(h(1:Nxx-2)+h(2:Nxx-
1))).*yy(1:Nxx-2)-2./(h(1:Nxx-2).*h(2:Nxx-1)).*yy(2:Nxx-1)+2./(h(1:Nxx-
2).*(h(1:Nxx-2)+h(1:Nxx-2))).*yy(3:Nxx);











66 if nargin ==8
















































1 function q = do_mono(A,B,method,ddp,xx,ff)
2 % Piirtää monotonisen splinin pisteissä (xx).
3 % Laskee virheen (suhteellinen normi) jos funktion arvot annettu
(ff).
4 % A = x[i]
5 % B = f[i]
6 % method = {’arit’,’geom’,’harm’,’exact’}
7 % ddp = {33,44,333,33533,34543,44544}
8 % ff==1 => piirtää derivaatan
9 % ff==2 => piirtää toisen derivaatan
10










21 if nargin == 6,
22 % err = max(abs(yy-ff));
23 if length(ff) == 1,
24 if ff == 0,
25 dy =yy;
26 elseif ff == 1,
27 dy(1) = derivs(xx,yy,1,[1 2],’arit’);
28 dy(2:Nxx-1) = derivs(xx,yy,2:Nxx-1,[-1 1],’arit’);
29 dy(Nxx) = derivs(xx,yy,Nxx,[-2 -1],’arit’);
30
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31 elseif ff == 2,
32 dy(1) = derivs(xx,yy,1,[1 2],’arit’);
33 dy(2:Nxx-1) = derivs(xx,yy,2:Nxx-1,[-1 1],’arit’);
34 dy(Nxx) = derivs(xx,yy,Nxx,[-2 -1],’arit’);
35 d2y(1) = derivs(xx,dy,1,[1 2],’arit’);
36 d2y(2:Nxx-1) = derivs(xx,dy,2:Nxx-1,[-1 1],’arit’);
37 d2y(Nxx) = derivs(xx,dy,Nxx,[-2 -1],’arit’);
38 dy = d2y;
39 % dy(1:Nxx-2) = 2./(h(1:Nxx-2).*(h(1:Nxx-2)+h(2:Nxx-
1))).*yy(1:Nxx-2)-2./(h(1:Nxx-2).*h(2:Nxx-1)).*yy(2:Nxx-1)+2./(h(1:Nxx-
2).*(h(1:Nxx-2)+h(1:Nxx-2))).*yy(3:Nxx);











51 if nargin == 6,



















































1 function q = do_conv(A,B,method,ddp,xx,ff)
2 % Piirtää konveksin splinin pisteissä (xx).
3 % Laskee virheen (suhteellinen normi) jos funktion arvot annettu
(ff).
4 % A = x[i]
5 % B = f[i]
6 % % method = {’arit’,’geom’,’harm’,’exact’}
7 % ddp = {33,44,333,33533,34543,44544}
8 % ff==1 => piirtää derivaatan
9 % ff==2 => piirtää toisen derivaatan
10










21 if nargin == 6,
22 % err = max(abs(yy-ff));
23 if length(ff) == 1,
24 if ff == 0,
25 dy =yy;
26 elseif ff == 1,
27 dy(1) = derivs(xx,yy,1,[1 2],’arit’);
28 dy(2:Nxx-1) = derivs(xx,yy,2:Nxx-1,[-1 1],’arit’);
29 dy(Nxx) = derivs(xx,yy,Nxx,[-2 -1],’arit’);
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30
31 elseif ff == 2,
32 dy(1) = derivs(xx,yy,1,[1 2],’arit’);
33 dy(2:Nxx-1) = derivs(xx,yy,2:Nxx-1,[-1 1],’arit’);
34 dy(Nxx) = derivs(xx,yy,Nxx,[-2 -1],’arit’);
35 d2y(1) = derivs(xx,dy,1,[1 2],’arit’);
36 d2y(2:Nxx-1) = derivs(xx,dy,2:Nxx-1,[-1 1],’arit’);
37 d2y(Nxx) = derivs(xx,dy,Nxx,[-2 -1],’arit’);
38 dy = d2y;
39 % dy(1:Nxx-2) = 2./(h(1:Nxx-2).*(h(1:Nxx-2)+h(2:Nxx-
1))).*yy(1:Nxx-2)-2./(h(1:Nxx-2).*h(2:Nxx-1)).*yy(2:Nxx-1)+2./(h(1:Nxx-
2).*(h(1:Nxx-2)+h(1:Nxx-2))).*yy(3:Nxx);










50 if nargin ==6,




















71 xlabel([’Virhe = ’,num2str(err,4)]),
72 title([’Konveksi’]);
73 end
74 end
75 else
76
77 if strcmp(method,’arit’),
78 plot(xx,yy,A,B,’k.’),
79 title([’Konveksi’]);
80 elseif strcmp(method,’geom’),
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81 plot(xx,yy,A,B,’k.’),
82 title([’Konveksi’]);
83
84 elseif strcmp(method,’harm’),
85 plot(xx,yy,A,B,’k.’),
86 title([’Konveksi’]);
87
88 elseif strcmp(method,’exact’),
89 plot(xx,yy,A,B,’k.’),
90 title([’Konveksi’]);
91
92 end
93 end
94 end
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