In decomposing the total emissions into scale and pollution intensity, the conventional approach uses the total output as a measure of scale, and hence ignores the fact that pollution is mainly a byproduct of the manufacturing activity. This study recognizing that air pollution is mainly a byproduct of manufacturing activity proposes a new definition of pollution intensitypollution per unit of manufacturing output-, and a new technique to measure the aggregate pollution intensity. The index used is a variant of Malmquist quantity index and satisfies well-established axiomatic properties. One other focal point of this study is the overtime comparisons of pollution intensities, i.e., change in pollution intensity, using indexes that are firmly established in productivity growth literature. D
Introduction
A large number of studies have now suggested that a correct assessment of economic performance should also incorporate costs resulting from environmental degradation or benefits of environmental improvements. Consequently, economic measures ranging from national accounts to social indicators of development had to be adjusted.
The obvious need for a single environmental performance index and a method which implicitly recognizes the underlying production process which transforms inputs into outputs and pollutants gave rise to a number of studies which focus on production theory in measuring environmental performance. These studies, by exploiting the aggregator characteristics of distance functions within a Data Envelopment Analysis (DEA) framework, derived various indexes, which measure the environmental efficiency of various producing units. For example, Färe et al. (1989b) , by using radial measures of technical efficiency, compute the opportunity cost of transforming a technology from one where production units costlessly release environmentally hazardous substances, to one in which it is costly to release. In another study, Färe et al. (1989a) suggested a hyperbolic measure of efficiency (which allows for simultaneous equiproportionate reduction in the undesirable output and expansion in the desirable outputs) in measuring the opportunity cost of such transformation. Finally, Zaim and Taskin (2000) and Taskin and Zaim (2000) by applying these techniques to macro-level data provided evidence for the existence of a Kuznets type relationship between measures of environmental efficiency and per capita income level. However, in none of these studies briefly introduced here pollution intensity has been a focal point of interest.
Recently, a substantial body of work has been devoted to developing models that account for changes in pollution emissions in measuring productivity growth. In this regard, one can site models such as ''Multilateral productivity comparisons with undesirable outputs'' proposed by Pittmann (1983) and ''Malmquist -Luenberger index of productivity growth'' or ''Cost Malmquist Productivity index'' by Chung et al. (1997) and Ball et al. (2001) respectively. While these indexes are certainly an improvement over traditional measures of productivity growth, they still fail to establish a link between pollution intensities (i.e., pollution emission per unit of desirable output) and productivity growth. That is, a higher productivity growth after accounting for changes in pollution emissions than traditional measures of productivity growth which ignore undesirable outputs, while implying reduced emissions, do not necessarily imply reduced emissions per unit of desirable output, i.e., an improvement with respect to pollution intensities.
Although pollution intensity indexes have been used in ecological economics, most notably recently in Material (Energy) Flow Analysis (MEFA), 1 arguments about MEFA's ability to describe ''rebound effect'' still prevails. Furthermore, measurement of pollution intensities has gained particular importance with President Bush's ''new'' initiative of voluntarily reducing the greenhouse gas ''intensity'' by 18%. In his Presidential address at the National Oceanic and Atmospheric Administration (February 2002) , the president states that My administration is committed to cutting our nation's greenhouse gas intensity-how much we emit per unit of economic activity-by 18 percent over the next 10 years. This will put America on a path to slow the growth of our greenhouse emissions and as science justifies, to stop and then reverse the growth of emissions.
This positive sounding proposal has also created a controversy on what really pollution intensity measures and whether reduced pollution intensity implies reduced emissions, again reviving the discussions on the rebound effect. For example greenhouse gas intensity, measured as metric tons per million dollars of GDP has been declining in the US since economic growth has outpaced the rise in pollution as the economy has experienced a structural shift from industrial to services production, and to lighter less producing industries within manufacturing. This calls for a more profound measure of pollution intensity. Since pollution is mainly a byproduct of manufacturing industry, measuring pollution intensity per unit of manufacturing output is a more meaningful alternative, which will not yield in over optimistic statements especially when the overall growth of GDP outpaces the growth of manufacturing industry. One other problem with the conventional measure of pollution intensity (including the ones derived by MEFA) is, how to aggregate them into a composite index of environmental performance when there exist multiple pollutants. While analysis over individual pollution intensity indexes prevent clear-cut policy conclusions, there seems to be no agreement on various aggregation alternatives ranging from statistical techniques such as principal components to more scientific ones that attach weights to individual indexes reflecting their toxicity levels.
The objective of this paper is measuring environmental performance through changes in pollution intensities in manufacturing industry. After defining pollution as a ratio of quantity index of undesirable outputs to quantity index of desirable outputs, changes in environmental performance is analyzed within an intertemporal setting. Since the pollution intensity index used in this study relies on computation of quantity indexes, it naturally produces a composite index. All our measures rely on computation of distance functions, which provide a valuable framework in modeling a technology with multiple outputs (i.e., desirable and undesirable). An empirical application on U.S. State manufacturing sectors further complements existing studies.
The paper unfolds as follows. The following section will introduce Methodology. Section 3 is allocated to the presentation of the data source and discussion of results. Finally, Section 4 concludes.
Methodology
In developing a pollution intensity index, the modelling technique developed in a series of papers by Färe et al. (1999 Färe et al. ( , 2000 and Zaim et al. (2001) is adopted. The computation of this index relies on the construction of a quantity index of bad outputs and a quantity index of good outputs by putting due emphasis on the distinctive characteristics of production with negative externalities. Intuitively, the quantity index of good outputs shows the relative success of an observation, say i, in expanding its good outputs while using the same level of inputs and producing the same level of pollutants as another observation say j, in an environment where the disposal of bad outputs are not free. The quantity index of bad outputs on the other hand measures the relative success of observation i in contracting its bad outputs while holding its good outputs and inputs at the same level as an other observation j. The ratio these two indexes provides an pollution intensity index. As is the standard convention in the index numbers literature, i and j can refer to observations of a given firm-for example in different time periods-or they may refer to different firms in a single time period.
To describe the theoretical underpinnings of the index used, suppose we observe a sample of K units each of which uses inputs x = (x 1 ,. . .,x N ) a R + N , to produce a vector of desirable outputs y = ( y 1 ,. . .,y M ) a R + M and undesirable outputs b = (b 1 ,. . .,b J ) a R + J . Using the notation at hand, the technology can be described as all feasible vectors (x,y,b), i.e., T = {(x,y,b):x can produce ( y,b)}. This technology, besides satisfying standard regularity conditions, should also account for distinctive characteristics of production with negative externalities such as nulljointness and weak disposability. The nulljointness can be formally expressed as if ðx; y; bÞa T and b ¼ 0 then y ¼ 0 to state that the production of good output without producing bad is impossible. The weak disposability of bad outputs on the other hand can be imposed with the following restriction if ðx; y; bÞa T and 0 V h V 1ðx; hy; hbÞa T which requires a proportionate sacrifice from good output if a reduction is sought for bad outputs. In addition to the above two properties on the technology T, we assume that it meets standard properties like closedness and convexity. See Färe and Primont (1995) for details.
Among alternative approaches, distance functions prove to be a particularly useful tool not only to represent a technology with distinctive characteristics such as nulljointness and weak disposability, but also as being a perfect aggregator and a performance measure. Hence, output based distance function D y ðx; y; bÞ ¼ inf fh : ðx; y=h; bÞ a T g for the subvector of good outputs and input based distance function D b ðx; y; bÞ ¼ supfk : ðx; y; b=kÞa T g for the subvector of bad outputs provide a basis for pollution intensity index.
More specifically following Färe et al. (1999) , the quantity index of good outputs 
which compares bad outputs y i and y j given a vector of inputs x 0 and a vector of good outputs y 0 , are used to define the pollution intensity index
Since both good output and bad output index satisfies all the desirable properties due to Fisher (1922)-i.e., homogeneity, time reversal, transitivity and dimensionality-pollution intensity index naturally passes the Fisher test.
One should note that, although beyond the scope of this paper, Material (Energy) Flow models, defined as models describing systems which take inputs from nature and return outputs into the nature, and the model presented above are in conformity not only with respect to their system view but also with respect to their evaluation criteria on ecological efficiency. In both the approaches, the higher the amount of desirable output produced per unit of resource or bad output, the more efficient a production unit (firm, region or country) is, in using its resources. Therefore, the modeling technique presented here, which relies explicitly on production theory (with negative externalities) and hence allows incorporation of technological progress, provides a useful alternative to those models, which rely on static input -output analysis. Because as will be demonstrated, identification of production units which face rebound effect, requires an intertemporal analysis where productivity increase (i.e., technological progress) is explicitly taken into account while measuring the changes pollution intensity over time, which we turn next.
As for the changes in pollution intensity over time, the relevant measure is the simultaneous success of a particular observation in contracting its bad outputs and expanding its good outputs from year t to year t+1 measured with respect to a common (manufacturing) benchmark technology constructed for the period t. The change in bads between two periods
is the ratio of two distance functions where
The first-distance function shows the success of an observation, say k, in contracting its bad outputs in year t+1 (with respect to a common frontier which represent the technology at t) while using the same level of inputs and producing the same level of good outputs goods as in year t (i.e., x k,t and y k,t ).
2 Similarly, the second-distance function measures the success of the same observation in contracting its bad outputs in period t with respect to a common frontier representing the technology at t. Note that, since the distances are measured with respect to the same benchmark (while holding resources and good outputs at their year t levels), the ratio provides the change in bad outputs for observation k.
Similarly after defining the change in good outputs as the change in pollution intensity between t and t +1 can be expressed as:
Data and results
The data used for the computation of the pollution intensity index is the same as in Färe et al. (2001) Manufacturing output is proxied by Gross State Product (GSP) in manufacturing. The two inputs considered are the state aggregates of manufacturing employment and capital stock. The bad output data consists of emissions of SO x , NO x and CO by the manufacturing. The source of GSP in manufacturing and manufacturing employment is Regional Economic Information System of Bureau of Economic Analysis. Capital stock data is compiled in Munnell (1990) . Data on emissions of air pollutants by the industrial sector is published by Environmental Protection Agency and allocated between manufacturing and non-manufacturing components by Färe et al. (2001) . The period for which the data are compiled is 1972-1983 and 1985 -1986 . For the year 1984, EPA did not publish emissions of pollutants by states. For details in data construction, please see Appendix C in Färe et al. (2001) .
In computing the distance functions which will form the basis of pollution intensity indexes, the data envelopment analysis (DEA) (or activity analysis) methodology is chosen among competing alternatives, so as to take advantage of the fact that the distance functions are perfect aggregator functions and reciprocals of Farrell efficiency measures. In this particular application, Alabama is chosen as the reference state. 4 Thus, we are assuming that j = 0 which then refers to the associated quantities of Alabama. Letting k = 1,. . .,K index the states in the sample, for each state k V= 1,. . .,K, we may compute for each year
. The denominator is computed by replacing y kV on the right-hand side of the good output constraint with the observed output for Alabama, i.e., y 0 . This problem, using the observed data on desirable outputs, undesirable outputs and inputs for each state, constructs the best practice frontier for the aggregate manufacturing industry for a particular year, and computes the scaling factor on good outputs required for each observation to attain best practice. The strict equality on the bad output constraints serves to impose weak disposability. Nulljointness holds provided that
The first condition states that each bad is produced at least once, and the second condition tells us that at each k some bad output is produced. These conditions are met for 41 states in our sample.
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For the bad index, for each state k V= 1,. . .,K, we compute for each year
The denominator is computed by replacing b k V on the righthand side of the bad output constraint with the observed bad outputs for Alabama, i.e., b 0 . As above, this problem constructs the best practice frontier from the observed data and computes the scaling factor on bad outputs required for each observation to attain best practice. Finally, the ratio of
,y j ) results in a pollution intensity index with basis chosen as Alabama. Nevertheless, since this index is transitive it allows any bilateral comparison among two states.
While constructing the reference technologies in the above linear programming problems, a multiple year windows data is employed as in Färe et al. (2001) . In this particular application, it is assumed that the reference technology at time period t (i.e., the left side of equalities and inequalities in the linear programming problems) is determined by observations from period t and previous two periods, i.e., tÀ1 and tÀ2. This proved to be a particularly useful exercise in reducing the number of infeasible solutions in two mixed period linear programming problems that are constructed to compute the change in pollution intensity (see footnote 1). Furthermore, the data being evaluated (i.e., the right side of equalities and inequalities in the linear programming problems) are also chosen to be 3-year moving averages (i.e., average of observations in year t and the previous 2 years tÀ1 and tÀ2) in order to smooth the data by reducing fluctuations due to chance events. Table 1 , in addition to the composite index of pollution intensity measure computed using the methodology described above, provides crude measures of pollution intensities measured with respect to Alabama for three selected years. Although the results show considerable variation in relative rankings of states with respect to the composite measure of pollution intensities across the years, Connecticut, Massachusetts, New Hampshire and Rhode Island have kept their position within the best 10 performers. Montana, New Mexico, North Dakota, Texas and Wyoming on the other hand, were persistently ranked within the 10 states with highest pollution intensity. Although by construction comparison of this composite pollution index across years does not reveal information on the growth rate of pollution intensity, comparison of the relative positions of states across years disclose some interesting results. One particularly interesting result is that, the spread between the worst and the best performer increases considerably in time. For example, the comparison of the worst and the best performers reveals that while the pollution intensity of Montana in 1974 was 43 times higher than The second linear programming problem can be computed in a similar fashion by replacing k kV ,t+1 with k kV ,t and b kV j t+1 on the right side of the first equality with b kV j t . The solution to these two linear programming problems yields DQ b t,t+1 which is the numerator of DPI t,t+1 . In Table 2 , we provide the average annual growth rates of the three pollutants and the average annual change in a composite measure of pollution emission which is termed as DQ b t,t+1 . Following the usual index number convention, while figures greater than one show an increase (percentage increase can be calculated by subtracting 1 and multiplying by 100) figures less than one represent a decrease. The results under the column DQ b t,t+1 display that five states: New Mexico, Louisiana, North Dakota, Arkansas and Kansas recorded substantially high average annual growth rates-all well beyond 10%-in the emission of pollutants and that an additional 12 states had positive growth rates. However, New Jersey, Washington and Rhode Island were depicted as being the most successful states in reducing the emission of pollutants at rates above 10% per annum. A comparison of annual growth rates of the composite measure of pollution emissions with those of crude measures also reveals the advantage of the former with respect 
problem yields the success of an observation, say k, in expanding its manufacturing output in year t+1 (with respect to a common frontier which represent the technology at t) while using the same level of inputs and emitting the same level of pollutants as in year t (i.e., x k,t and b k,t ). The second problem, which measures the expansion of manufacturing output in year t, can be formulated by replacing h kV ,t+1 with h kV ,t and y kV m t+1 on the right side of the second inequality with y kV m t . Table 3 provides average annual growth rates for composite index of pollution emissions, manufacturing output and pollution intensity. Starting from the last row of this table which shows the weighted geometric mean of corresponding columns (where weights are the share of each state in total manufacturing output), we observe that between 1974 and 1986 emissions of pollutants have been decreasing at the rate of 4.3% per annum. This, coupled with a 2.4% average annual increase in manufacturing output, led to an average annual reduction of 6.5% in pollution intensity. Note however that, in 10 states (Louisiana, New Mexico, North Dakota, Arkansas, Kansas, Wyoming, Colorado, Mississippi, Maine and Kentucky) pollution emissions have increased at faster rates than manufacturing output and hence leading to increased pollution intensities over time.
In five states (Alabama, North Carolina, Oregon, Tennessee and Utah), we simultaneously observe decreasing pollution intensities with increased pollution emissions which constitute an example to the criticism that reduced pollution intensity does not necessarily imply reduced emissions. This is the rebound effect as commonly referred to in studies within the framework of MEFA. In all other states, reduced pollution emissions coupled with increased manufacturing output, led to the reduction in pollution intensities.
In studies on MEFA, the changes in resource use efficiency are mostly attributed to structural changes, i.e., a shift from industrial to services production, and to lighter less producing industries within manufacturing. Hence, in a final analysis, the likely effects of structural changes on the change in pollution intensities are analyzed within a pooled regression framework. The dependent variable DPI t,t+1 is regressed on explanatory variables: Share of manufacturing in State Gross Product (MANSHARE), share of polluting industries in Gross State Product in manufacturing (POLSHARE) and the level of pollution, i.e., PI. The square of MANSHARE and POLSHARE are also included in order to depict any quadratic relationship between change in pollution intensities and these variables. The source of explanatory variables is BEA, which provides disaggregated data on Gross State Product from 1977 onwards. In computing the share of polluting industries in Gross State Product in manufacturing, paper and allied products (SIC 26), chemicals and allied products (SIC28), petroleum and coal products (SIC29), stone clay and glass products (SIC32) and primary metal industries (SIC 33) are considered as polluting industries as in Färe et al. (2001) . Our pooled sample consists of all feasible solutions for 41 states and 7 years. Since our data set do not include year 1984, the change in pollution intensity between 1983 and 1985 has been discarded to be consistent with annual observations for explanatory variables. Table 4 shows the parameter estimates of the pooled regression with a common intercept estimated using OLS technique. An F test performed on the alternative specifications of the fixed effects model failed to reject the null hypothesis of a common intercept, against the model with state-specific intercept terms. This is as expected due to difficulties in capturing state specific effects with only seven observations over time. In addition, various specification tests performed reveals that residuals are homoskedastic and are not autocorrelated. The parameter estimates, which are all significant at 5% significance level, suggest a quadratic relationship between change in pollution intensity and the two explanatory variables MANSHARE and POLSHARE. The quadratic relationship between change in pollution intensity and MANSHARE is of U type with turning point of 0.25. This indicates that increased share of manufacturing in gross state product over 25% puts an upward pressure on the growth of pollution intensities. The quadratic relationship between change in pollution intensity and POLSHARE variable is of inverse U type with a turning point of 0.34. This suggests that, increased share of polluting industries in the manufacturing industry puts an upward pressure on the growth of pollution intensities until the share of polluting industries in manufacturing industry reach to 34%. As the share of polluting industries increase beyond this turning point, there is a downward pressure on the change in pollution intensities, which may be due to regulatory constraints which are binding especially when some threshold level of emission levels are reached. The negative and significant coefficient of the pollution intensity variable PI indicates that there is a downward pressure on the growth of pollution intensities as the level pollution intensity increase and hence supports the view that regulatory constraints become increasingly more binding for states which reach certain emission levels.
Conclusions
In decomposing the total emissions into scale and pollution intensity, the conventional approach uses the total output as a measure of scale, and hence ignores the fact that pollution is mainly a byproduct of the manufacturing activity. This study recognizing that air pollution is mainly a byproduct of manufacturing activity proposes a new definition of pollution intensity-pollution per unit of manufacturing output-, and a new technique to measure the aggregate pollution intensity. The index used is a variant of Malmquist quantity index and satisfies well-established axiomatic properties. One other focal point of this study is the overtime comparisons of pollution intensities, i.e., change in pollution intensity, using indexes that are firmly established in productivity growth literature.
An empirical application on U.S. State manufacturing sectors (by using a new data set on state level manufacturing production and emission of pollutants) the study provides both cross sectional and overtime comparisons of environmental performance for individual states between 1974 and 1986. In a final analysis, the likely effects of structural changes on the growth of pollution intensities are analyzed within a pooled regression framework. The results suggest that, share of manufacturing in total state product and share of polluting industries in total manufacturing activity are two important factors determining change in pollution intensities overtime. 
