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Singly-ionized lutetium is a promising new atomic clock candidate with the po-
tential for clock operation with large ion crystals and lower sensitivity to external
electro-magnetic fields. So far research has focussed on the odd isotope 175Lu+
owing to its high natural abundance. However, the even isotope 176Lu+ is more
desirable because of the availability of mF = 0 Zeeman states. In this work we
report the trapping of 176Lu+ in a linear Paul trap and the first spectroscopic
measurements of the atomic structure relevant to clock operation. Measurements
of the hyperfine splitting of the 3P1,
3D1 and
3D2 states are given, along with
measurements of relevant optical frequencies. This work provides a valuable
reference point for future clock studies with the 176Lu+ isotope.
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Atomic clocks are the current standard in precision time-keeping. First imple-
mented in 1949, atomic clocks have made great progress, with the SI definition
of the second being based on transition frequency between two ground-state hy-
perfine levels of the caesium atom since 1967. Since then atomic clocks have seen
rapid advances in stability and accuracy.
The availability of high precision time-keeping is essential for the functioning
of global navigation satellite systems (GNSS), which not only provides location
and navigation information but also timing information for the synchronisa-
tion of telecommunication networks. As the precision of atomic clocks continue
to increase, new potential applications have been suggested including extremely
precise measurements of gravitational fields and other fundamental physical con-
stants [1, 2], which could further enable new advances in other fields like geodesy
and the search for dark matter [3, 4].
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Clock operation based on high frequency clock transitions can achieve higher
stability. However optical atomic clock standards could not be realised until the
development of several breakthrough technologies [5, 6], including the femtosec-
ond laser frequency comb, which allowed measurement of optical frequencies,
laser cooling, which provided greatly reduced Doppler effects, and high-stability
lasers that enabled the high-resolution spectroscopy needed to resolve the weak
clock transitions.
The two main types of optical atomic clocks are based on neutral atoms and ions.
Neutral atom clocks operate on many cold atoms trapped in an optical lattice
and offer higher clock stability relative to ions. Current implementations of such
clocks include those based on strontium [7], ytterbium [8] and mercury [9], with
ytterbium recently achieving a new stability record [10] while a strontium lattice
clock holds the record for precision [11]. Ion-based clocks typically operate on a
single ion in an ion trap, with long trap lifetimes that allow for longer interroga-
tion of the ion. Singly charged ion clocks based on several atomic elements have
been implemented, including aluminium [12], strontium [13], ytterbium [14] and
calcium [15].
Singly charged lutetium is a promising new clock candidate that has several
favourable atomic properties for an atomic clock. Large hyperfine splitting on the
order of 10 GHz helps reduce sensitivity to external fields, while the availability
of two clock transitions enables a clock operating scheme that suppresses the
blackbody radiation shift [16]. In addition, an effective J = 0 to J ′ = 0 transition
can be achieved by averaging over multiple hyperfine transitions [17] or operation
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at a particular field-insensitive condition [18]. Finally, Lu+ has a potentially
negative differential static polarizability which would allow for clock operation
on large ion crystals [19] with high levels of stability. Initial studies of the
feasibility of a lutetium clock have been done [20] including the demonstration
of clock operation [21] using the 175Lu+ isotope.
In this study we turn our attention to the other much less abundant naturally
occurring isotope 176Lu+ which, due to its nuclear spin of 7, has mF = 0 states
that are insensitive to external magnetic fields. We report the trapping and
fluorescing of 176Lu+ in a linear Paul trap and spectroscopic measurements on
several electronic transitions needed for clock operation. In particular, the two
potential clock transition frequencies were measured and the hyperfine splitting
of the relevant states were determined to within 2 MHz.
This report is structured as follows. Chapter 2 provides some background in-
formation about ion traps and relevant atomic theory, including the lutetium
energy level structure and clock operation scheme. In chapter 3, details of the
experimental set-up and procedures are given. This is followed by explanations




This chapter starts with a brief review of atomic radiative transitions and hy-
perfine structure theory that will be applied later in the results analysis. A
description of linear Paul trap and laser cooling is then given, followed by an
outline of the lutetium clock scheme.
2.1 Radiative Transitions
Radiative transition processes involve an atom absorbing or emitting a photon
while transiting to another state and is the primary method of manipulating the
trapped ions. For an atom interacting with a weak light field of wave vector k
and polarization ˆ, the transition rate W is given by [22]
Wξξ′ ∝
∣∣∣〈ξ′ ∣∣∣p · ˆeik·r∣∣∣ ξ〉∣∣∣2 (2.1)
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where ξ and ξ′ represent the atomic states before and after the transition and p
is the canonical momentum of an electron. The matrix elements in the equation
can be expanded in a Taylor series of the exponential to give of a sum of terms
with decreasing magnitude, each term being associated with a specific type of
transition process.
2.1.1 Electric dipole transition
The electric dipole, or E1 transition is associated with the first term of the
expansion of Equation 2.1. Expanding the resulting matrix element further in
the spherical basis, we can derive the E1 selection rules
∆m = 0,±1
∆J = 0,±1 (J = 0→ J ′ = 0 forbidden)
∆L = 0,±1 (L = 0→ L′ = 0 forbidden)
In addition, under the LS coupling approximation, the spin remains constant:
∆S = 0
For transitions that are forbidden by the E1 selection rules, the transition rate
will be dominated by the next highest order allowed transition. However, espe-
cially for the heavier atoms like lutetium, spin- and hyperfine-induced mixing or




We now consider the second order expansion, which yields the terms responsible
for the M1 magnetic dipole and E2 electric quadrupole transitions.
〈
ξ′
∣∣∣p · ˆeik·r∣∣∣ ξ〉 ≈ 1st order term + kˆ× ˆ
2mc
· 〈ξ′ |L| ξ〉+ iω
2c
ˆ · 〈ξ′ |Q| ξ〉 · kˆ
where Q is the quadrupole moment tensor. The second term gives rise to M1
transitions with the selection rules
∆m = 0,±1




and the third term mediates the E2 transitions with the selection rules
∆m = 0,±1,±2
∆J = 0,±1,±2 (J + J ′ ≥ 2 forbidden)




for atoms in the LS-coupling regime. Note that the M1 transitions are driven
by the magnetic component of the light field, which is orthogonal to the electric
component. As an example, to drive an M1, ∆m = 0 transition on a trapped ion
requires the magnetic fields of the light to be parallel to the applied magnetic
field. This translates to a light polarization orthogonal to the applied magnetic
field at the ion trap.
2.2 Hyperfine structure
The interactions between nucleus and electrons may shift the electron energy
levels or lift the degeneracy of states with the same angular momentum J but
different total angular momentum F . The shift of energy levels can be attributed
to the mass effect, which accounts for the finite mass of the nucleus, and the
volume effect, which deals with the charge distribution of the nucleus. These
effects are not relevant to the current work and are not considered here.
The lifting of degeneracy results in the hyperfine structure and is caused by the
electromagnetic interaction between the electron and nuclear moments. Angular
momentum and parity selection rules restrict the multipolarity k of the nuclear
and electron moments to k ≤ I, J where I is the nuclear angular momentum
and J is the total angular momentum. The even- and odd-order moments are
further limited to being electric and magnetic moments respectively. We present




The first order hyperfine energy shifts ∆E(1) can be found by applying a first
order perturbation on the hyperfine states |LSJIFmF 〉, giving, for a state with




x2B + x3C + x4D (2.2)
where A, B, C and D are the hyperfine constants characterizing the strength of
the interaction with the magnetic dipole, electric quadrupole, magnetic octupole
and electric hexadecapole moments respectively and xk is given in terms of 3-j





 J k J
−J 0 J

 I k I
−I 0 I

Note that Equation 2.2 is valid only for states with J ≥ 2 and I ≥ 4. For J = 1
states, only the first two terms involving the A and B hyperfine constants apply.
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The hyperfine constants can be expressed in terms of the nuclear multipole mo-





B = 2Q〈T e2 〉J
C = −Ω〈T e3 〉J
D = Π〈T e4 〉J
where 〈T ek 〉J are the “stretched” matrix elements of a tensor operator of rank
k representing the part of the hyperfine interaction Hamiltonian acting on the
electronic coordinates. This relation allows the estimation of the hyperfine con-
stants of an atom from the known hyperfine constants of another isotope through
scaling the constants by the ratio of their nuclear moments.
Applying second order perturbation and restricting the treatment to the dipole-
dipole (k1 = k2 = 1) and dipole-quadrupole (ki = 1, kj = 2) terms, the second














1 I J ′

F J I
2 I J ′
 ζ

where the F -independent η and ζ terms are given by
η = µ2
(I + 1)(2I + 1)
I
|〈γ′J ′||T e1 ||γJ〉|2
Eγ,J − Eγ′,J ′
ζ = µQ





〈γ′J ′||T e1 ||γJ〉〈γ′J ′||T e2 ||γJ〉
Eγ,J − Eγ′,J ′
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and the sum includes the contributions from adjacent fine and hyperfine structure
levels.
For the 3D2 level in
176Lu+, we consider the coupling to the 3D1,
1D2 and
3D3
levels. The hyperfine constants can be determined in terms of the hyperfine
splittings δfi = EF=i − EF=i−1 and the correction terms ηi and ζi, where the
subscript i = 1, 2, 3 refers to the terms associated with the 3D1,
1D2 and
3D3


















































































































We see that theD hyperfine coefficient is not affected by dipole-dipole and dipole-
quadrupole corrections, however higher order corrections may become significant
if the D coefficient is sufficiently small.
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2.3 Linear Paul trap
Ion traps are devices that trap an ion within a small confined area. Earnshaw’s
theorem proved the impossibility of confining a charged particle using static
electric fields, hence ion traps invariably involve an additional magnetic field or
non-static electric field. Paul traps use a combination of two electric fields, one
static and one oscillating, to confine an ion. A simple and widely used design is
the linear Paul trap (Figure 2.1), which consists of four rods and two end-cap
electrodes. A DC voltage is applied to the end caps for axial confinement of
the ion while a radio frequency (RF) voltage applied on two diagonally opposite
electrodes provides an alternating quadrupole electric field that confines the ion
in the transverse plane. The resulting motion of the trapped ion to lowest order
approximation











has two components [24] – the secular motion, which is the harmonic oscillation
due to the quadratic pseudopotential, and the micromotion, which is the driven
motion by the RF voltage. The axial symmetry of the linear Paul trap leads to
a zero-potential line along the axis, thus potentially allowing the formation of
linear crystals with minimal micromotion.
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Figure 2.1: Linear Paul trap (left) showing electrodes (blue and green) and
end caps (black) and two trapped ions. The right diagram is a transverse view
of the electrodes showing their electrical connection
2.4 Cooling
Laser cooling is used for ion trapping as well as to improve accuracy and precision
of the spectroscopic measurements. This is largely due to the motion of the










+ · · ·
where v‖ is the velocity of the ion in the direction of the laser propagation. The
first term, the linear Doppler term, modulates the laser and causes sidebands on
the excitation spectrum. This reduces coupling of the ion with the desired light
frequency and can potentially cause unwanted interactions with the additional
sidebands. The second term, the time dilation term, comes from relativistic
considerations and is a significant contributor to the accuracy of the atomic
clock. For a trapped ion, the first order term is suppressed through effective
cooling and averages to zero over practical probing times, but the second order
term does not and hence results in a residual shift of the laser central frequency.
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Besides broadening and shifting the atomic line spectrum through the Doppler
effect, higher temperatures also results in larger oscillation amplitudes which
expose the ion to the larger field strengths away from the center of the trap. It is
thus important for ion temperatures to be minimized. We describe two cooling
methods used in this work.
Sympathetic cooling enables the cooling of ions with unknown level structures
or are unsuitable for cooling by the other methods. It requires the presence of
an efficiently cooled second atomic species in the trap at the same time. The
idea is for the kinetic energy of the hot ion to be transferred through coulombic
interaction to the cooler ion which is then removed by the cooling applied on it.
Doppler cooling is an ingenious scheme using the Doppler effect to selectively
excite fast moving atoms. An atom moving towards a laser source will experience
a blue-shifted laser frequency due to the Doppler effect. If the laser is tuned to an
absorption frequency of the atom but slightly red-shifted, atoms moving towards
the laser source will have a higher excitation rate than non-moving atoms or
atoms moving away from the source. Since photons carry momentum along
their direction of motion, each absorption of photons by the atom imparts a
momentum kick that slows it down slightly. Spontaneous emission of the atom
from its excited state then occurs in a random direction and does not change the
momentum when averaged over many absorption-emission cycles. The net effect
is thus a reduction of the atomic motion along the direction of laser propagation.
For effective Doppler cooling, a high decay rate of the excited state is advanta-
geous as it allows for a higher rate of photon absorption by the atom. However,
13
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the random momentum kicks from spontaneous emission can be described as
a random walk in momentum space [25]. This random walk is a diffusion or
heating process which counters the cooling process and results in a non-zero
temperature. The minimum achievable temperature Tmin is referred to as the




where Γ is the natural linewidth of the transition.
2.5 Lutetium clock scheme
Lutetium is a transition metal that has two naturally occurring isotopes, 175Lu
and 176Lu, with natural abundance of 97% and 3% and nuclear spins of 7/2 and
7 respectively. Singly-ionised lutetium has a level structure (Figure 2.2) similar
to the barium atom, which has the same number of valence electrons as lutetium.
The D states of lutetium have lower energy than the P states and are metastable.
The lowest lying 3D1 state decays in a 848 nm highly-forbidden M1 transition
to the 1S0 ground state with an experimentally estimated lifetime of about 174
hours [21], making it an excellent clock transition candidate. The other D states
have additional decay channels to the lower D states, nevertheless their lifetimes
are still relatively long. In particular, the 3D2 state has a lifetime of 20.9 s due
to its spin-forbidden E2 decay mode which makes the 804 nm transition to the
ground state another potential clock candidate. As mentioned in Chapter 1,
14
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this availability of two clock transitions enables clock operation over an effective
J = 0 to J ′ = 0 transition with suppressed blackbody radiation shift, potentially
on a large ion crystal that can significantly improve clock stability.
Detection of the ion is done through fluorescing on the 646 nm 3P0–
3D1 cyclic
transition that has a line width of 2.45 MHz, providing efficient detection while
also allowing for effective cooling. To keep the ion in the detection channel, two
additional lasers are used to repump the ion from the 1S0 and
3D2 states. The


















In this chapter, the setup of the apparatus used in this project will be detailed,
consisting of the ion trap, laser systems and oven, before moving on to describe
the experimental methods used. Details of the laser setup can be found in [26].
For completeness, a brief summary of the relevant setups is provided.
3.1 Lasers
The laser systems used can be grouped by their target – barium and lutetium
atom or ion. 138Ba+ is used in this work as a sympathetic cooling agent for
176Lu+. Both atomic elements are loaded into the trap by photo-ionization of
atoms moving through the center of the trap. The other lasers are used to detect
the ion and drive various transitions.
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Ionization of barium is done using the scheme developed in [28] which involves
the 791 nm and 451 nm lasers, as well as the 848 nm laser that is primarily used
as the lutetium clock laser (refer to Figure 3.1). The final excitation step from
the 3P1 state to the continuum can be driven by any of the ionization lasers
involved, however since these lasers are attenuated for isotope selectivity, the
848 nm laser is used instead to drive this last step.
For lutetium, we adopt the two-step ionization scheme of 175Lu used previously
in [29]. Relevant Lu energy levels are shown in Figure 3.1. The 2D3/2 to
2D03/2














Figure 3.1: Relevant Ba energy levels (left) and Lu energy levels (right)
We fluoresce and cool Ba+ by driving the 650 nm transition between the P1/2
and D3/2 states together with the 493 nm and 615 nm repump transitions (Refer
to the left diagram of Figure 3.2). The 615 nm laser repumps the ion from the
D5/2 state. This is required due to the small probability of the 455 nm transition




As mentioned in Section 2.5, detection of Lu+ is done through the cyclic 3P0 to
3D1 646 nm transition. The 350 nm and 622 nm repump lasers serve to pump




3D2 branching ratio of 0.39 and 0.41 respectively (Table 4.1).
The 598 nm laser is used to pump the ion out of the detection channel to prepare
the ion in the 1S0 or
3D2 states. Finally there are the 848 nm and 804 nm lasers
























Figure 3.2: Relevant Ba+ energy levels (left) and Lu+ energy levels (right)
The lasers used in the experiments are tunable external-cavity diode lasers in a
Littrow configuration. Frequency stabilization is done using the Pound-Drever-
Hall (PDH) technique [27] to lock the laser to the fundamental mode of a transfer
cavity, which is itself locked to a reference laser. The reference laser is locked
to the cesium 2S1/2, F = 4 to
2P3/2, F = 4, 5 crossover transition in a laser
saturated absorption spectroscopy set up.
A schematic of the transfer locking scheme used for most of the lasers is shown in
Figure 3.3 where, in addition to the optics needed for the PDH locking scheme,
18
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there is an acousto-optic modulator (AOM), a quarter- and half-wave plates in
the beam path to the experiment. The AOM switches on and off the laser output
to the ion trap, while the wave plates compensate for polarization changes in the
fiber that takes the light to the experiment. A double-pass AOM configuration
was used for certain lasers (instead of the single-pass configuration in the figure)
for better extinction of the laser output during the ‘off’ state. As most of the
lasers are reused from previous work, their optical circuit diagrams are similar
to those given in [26] with the exception of the 646 nm lutetium ion cooling, 622
nm repump and 804 nm clock laser set-ups. These lasers were modified as part




















Figure 3.3: Typical set up of lasers using the PDH transfer locking frequency
stabilization scheme
To assist with finding the appropriate cavity lock points and have a quick measure
of laser frequency, part of the laser output is picked off (not shown in the figure)
19
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and sent to a wavemeter that gives frequency measurements accurate to a few
MHz.
3.1.1 Barium ionization
The 791 nm and 451 nm lasers are diode lasers that use the standard external-
cavity set-up and switching scheme described above. They are frequency-locked
to the 650 nm laser through a transfer cavity. The polarization of the two lasers
are set perpendicular to each other to avoid driving a forbidden pi transition due
to the quantization axis being set by the intense 451 nm laser.
3.1.2 Barium ion
The 493 nm laser is obtained from frequency doubling of a 986 nm diode laser
using a KNbO3 crystal in a bow-tie cavity, while the 615 nm laser is a 1230 nm
gain chip laser doubled by an ADVR waveguide doubler. The 650 nm laser uses
the standard diode laser configuration.
The 493 nm and 650 nm beams are each split into two paths for cooling and de-
tection purposes with the frequencies in each path being red-detuned by different
amounts to optimize for cooling or state detection.
3.1.3 Lutetium ionization
The 452 nm ionization laser frequency is a diode laser in the standard configura-
tion, with frequency set at 451.9922 nm as read from the wavemeter. Similar to
20
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the 451 nm barium ionization laser, this laser is transfer cavity-locked to the 650
nm laser, which is itself locked to the cesium reference laser. This was done due
to the available cavity mirrors. The set up has now been simplified by directly
tracking the laser against a wavemeter.
3.1.4 Lutetium ion
646 nm laser: Taking into account the 3D1 hyperfine structure, there are 3
transitions driven by this laser (Figure 3.4). This is done by splitting the beam
into two paths (Figure 3.5). The F = 6 and F = 8 transitions are addressed by
sidebands created by an ADVR fiber-coupled wideband phase modulator driven
at about 10.8 GHz on one path. The other path is frequency shifted by about 396
MHz using a double-passed AOM to address the F = 7 transition. The two paths
are appropriately attenuated to give equal power for each of the three transitions
addressed. They are then combined together using a 50:50 fiber coupler and split
between two ion traps. In this work, only one of the two ion traps is used.
350 nm laser: The 350 nm laser is a frequency doubled diode laser. A 701 nm
laser is doubled using a BBO crystal in a bow-tie cavity with a set up similar to
that in [26]. A glass window is used to pick off some of the 701 nm light which
is double-passed through an AOM and is used for locking with a transfer cavity.
This laser is usually locked such that the 350 nm light drives the 1S0, F = 7 to
3P1, F = 8 transition.
622 nm laser: The 622 nm repump laser has to drive transitions between 5






























Figure 3.5: Simplified optical set up of the 646 nm laser
622 nm lasers used at different stages of the project. The first is a broadband
multimode laser similar to the set up in [29]. This laser was operated free-running
without a cavity lock and had a frequency bandwidth large enough to drive the
transition from all five 3D2 hyperfine states.
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A second 622 nm laser was made to improve the driving efficiency for this transi-
tion. The set-up (Figure 3.7) consists of a 1244 nm diode laser converted to 622
nm by a fiber-coupled frequency doubler and stabilized by locking to a waveme-
ter. Four sidebands are generated by an ADVR phase modulator and the light is
double passed through an AOM before being sent to the ion trap. The transitions























Figure 3.7: Simplified optical set up of the 622 nm laser
598 nm laser: This is a gain chip laser frequency doubled in a bow-tie cavity,
double-passed through an AOM and then sent to the trap. Part of the beam is
picked off and sent to the wavemeter for locking with the wavemeter. During
23
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normal operation, the laser frequency is set to drive the 3D1, F = 7 to
3P1, F = 6
transition.
804 nm laser: The optical set up of the 804 nm diode laser is shown in Figure
3.8. The laser frequency is stabilized by locking one of the sidebands generated
by an EOM (EOM1) to a high finesse reference cavity. This allows the frequency
of the laser to be tuned by changing the EOM1 driving frequency. The main
path of the beam goes through an AOM before being sent to the trap.
Lens LensAOMSamplerLaser Sampler
To trap







Figure 3.8: Simplified optical set up of the 804 nm laser
848 nm laser: The 848 nm laser set-up is described in [21, 26], with an interfer-
ence filter-stabilized external cavity diode laser as a primary laser locked to a high
finesse cavity. An auxiliary diode laser is injection locked to the primary laser
for additional power. For a more robust lock to the high finesse (F ≈ 400, 000)
cavity, the primary laser is first locked to a pre-stabilization cavity with finesse




The design of the ion trap is similar to that in [21]. The electropolished beryllium-
copper electrodes have a diameter of 0.45 mm and form a square of side 1.2 mm
measured centre-to-centre (Figure 2.1). The end caps that provide axial con-
finement are spaced about 2 mm apart. Compensation plates are placed above
and below the trap to allow shifting of the minimum-potential position to min-
imize micromotion in one transverse direction. Two of the DC rods provide
compensation for a second transverse direction..
The trap is placed in a vacuum chamber maintained at UHV pressures of about
10−11 Torr. The alternating voltage applied to two diagonally opposite rod
electrodes is provided by a helical quarter-wave resonator with a quality factor
of about 65 at the resonance frequency of 16.8 MHz. The end caps are kept at 8 V.
Under these conditions, the trap frequencies were measured as (ωx, ωy, ωz)/2pi ≈
(740, 766, 188) kHz for a 138Ba+ ion.
The ports of the chamber are fitted with AR-coated windows for the appropriate
laser frequencies shown in Table 3.1. Cage mounted optics consisting of a fiber
coupler, collimating lens and achromatic lens at each port focus the beam at the
center of the ion trap at a beam size set according to the values in the table.
A pair of magnetic coils provide a magnetic field parallel to the direction of port
8 beam and defines the quantization axis for the trapped ions. Coil currents of 2
A and 0.9 A were used which corresponds to magnetic fields of about 4.8 Gauss
















Figure 3.9: Side view (left) and top view (right) of chamber containing ion
trap and showing position of optical ports
Table 3.1: Details of the lasers at each port. Polarization refers to the di-
rection of the E field relative to the quantization axis set by the applied B
field
Port Laser (nm) Purpose Waist (µm) Power (µW) Polarization
1
493 Ba+ detection 25 20 ‖
650 Ba+ detection 33 7 ⊥
615 Ba+ repump 31 0.5 Any
646 Lu+ detection 33 3 ⊥
598 Lu+ state prep 30 0.09 ⊥
2
804 Lu+ clock 26 15 mW ‖/⊥
848 Lu+ clock 27 19 mW ‖
3 350 Lu+ repump 21 4 ⊥
4 622 Lu+ repump 35 65 ⊥
8
451 Ba ionization 40 560 ⊥ to 791
452 Lu ionization 40 1000 Any
791 Ba ionization 80 73 ⊥ to 451
3.3 Imaging
The imaging system consists of two 2-inch achromatic doublets mounted on a
lens tube that is mounted on a translation stage. The lens tube is positioned
such that the focal point of the first lens lies in the middle of the ion trap.
26
Experiment set up
The flip mirror gives a choice of sensors between a SPCM-AQRH-13 single pho-
ton counting module (SPCM) and a Luminera Infinity-3 charge-coupled device
(CCD) camera while the filters remove all light except for the desired barium or
lutetium fluorescence frequencies. The SPCM and CCD camera are mounted on
separate translation stages so that they can be positioned precisely at the focal
point of the second lens.
RF Resonator







Figure 3.10: Diagram of imaging system
3.4 Detection
Detection of the ion in the bright state is done through measuring the number of
fluorescence photons collected within a time bin. The Bayesian inference scheme
described in [26] is used. The probability of the ion being in the bright and dark
states, P (b) and P (d), are initially set at 0.5. At each time step, the probabilities
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are calculated using the equation
P (b|n) = P (n|b)P (b)
P (n|b)P (b) + P (n|d)P (d)
where n is the number of photons detected during the previous time bin. The
conditional probabilities P (n|b) and P (n|d) can be taken from a pre-measured
distribution. The assignment of P (b) = P (b|n) is made iteratively and the
detection process ends when P (b) exceeds the pre-programmed error thresholds
for the bright and dark states. This method is resilient against multiple photon
count errors which simply increases the number of time steps needed to verify
the ion state to the specified uncertainty.
3.5 Oven
Resistively heated ovens are used to provide a flux of neutral barium and lutetium
atoms towards the trap for ionization. The barium oven used is similar to [32]
and is a stainless steel tube containing pieces of solid barium and folded over
at the ends to prevent leakage of barium. Electric current is passed through
tantalum wires spot welded at the folded-over ends which heats up the tube and
the barium contained within. A hole made in the middle of the tube allows the
heated barium atoms to move towards the trap.
The lutetium oven is made of a simple resistively-heated foil with tantalum
wires spot welded on two ends of the foil. For higher foil resistance, the thinnest
commercially available foils of 150 µm were chosen and the foil was cut to a
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rectangle of approximate length 1.5 cm and width 0.2 cm. The foil has to be
heated to an estimated temperature of 1000 K for trap loading. The significant
amount of heat generated may affect the operation of the trap, hence we seek to
minimise the power supplied during loading. Simulations were done of the oven
(Appendix A) which showed that heat loss by the foil was dominated by thermal
radiation. This suggested that a low emissivity shell surrounding the oven and
containing the heat would help reduce radiative loss and thus the power required
for loading. This design was tested by having the foil placed in a alumina tube
with the ends plugged by circular alumina pieces with holes for the wires to run
through and a slit cut across the center of the tube for the lutetium atoms to
exit. However it was found that the alumina tube greatly obstructed the atom
flux such that no deposition could be seen on a clear surface placed close to the
slit on the oven. This was despite deposition being already observed on the inner
surface of the tube and with the power supplied being increased to much higher
than was needed for deposition without the cylinder. Hence it was decided that
a bare foil design would be used.
The ovens are mounted above and below the ion trap such that the path travelled
by the atoms towards the trap is orthogonal to the ionizing lasers. This is
essential to reduce Doppler broadening and thus prevent ionization of the much




In this chapter, an outline of the approach used to achieve loading and fluo-
rescence of 176Lu+ will be presented, as well as the spectroscopy experiments
performed and their results.
The main difficulty faced in the experiment was the incomplete spectroscopic
data for 176Lu+. Out of the four dipole transitions required for the experiment,
only the hyperfine splitting of the 3P1 and
3D1 levels have been reported in the
literature [33, 34]. In the spectroscopy experiment for 175Lu performed previously
[29], the laser induced fluorescence from a lutetium hollow cathode lamp was used
initially to determine the various transition energies involved in ionization and
detection of the ion. This approach is not feasible for 176Lu as the low natural
abundance of the isotope will make its spectroscopic signals undetectable.
Fluorescing the 176Lu+ ion was another challenge, as besides the fluorescence
transition, two repump transitions of previously unmeasured frequencies also
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have to be driven at the same time. Considering the hyperfine structure of
the relevant states, a total of nine transition frequencies are involved in the
fluorescence scheme. This made for a large search space that was narrowed
down through several means described in Section 4.2.
4.1 Loading
As with 175Lu+, loading of 176Lu+ was achieved using photo-ionization. A 452
nm laser excites neutral lutetium atoms from a resistively heated oven as they
pass through the ion trap. As illustrated in Figure 3.1, the laser excites the
5d6s2 2D3/2 to 5d6s6p
2D3/2 transition of neutral lutetium. As the upper state
is slightly more than half the ionization energy, further excitation from the same
laser provides an efficient photoionization. For the first transition of the photo-
ionization, isotope shifts relative to a reference isotope and hyperfine splittings
for both 175Lu+ and 176Lu+ are given in [31] and were verified in previous work
[30]. The relative positions of all allowed transitions are given in Figure 4.1.
For efficient loading, the ionization beam propagates orthogonally to the motion
of the neutral atoms entering the trap. This ensures there is minimal Doppler
broadening of the transition. In addition, the 451.9922 nm transition is used in
the first step of the photo-ionization. As seen in Figure 4.1, this transition is
spectrally far removed from any transition for the odd isotope thus providing
efficient isotope-selective photo-ionization of 176Lu+.
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Figure 4.1: Ionization frequencies for 175Lu and 176Lu taken from [30]. The
magnitudes are the transition strengths and the dotted lines are the theoretical
predictions calculated from hyperfine constants [31]
Laser cooling of the 176Lu+ ion could not be carried out since the transition
frequencies were not yet known. Hence, a 138Ba+ ion was first loaded for sympa-
thetic cooling before any attempts to load 176Lu+. This cooling scheme is used
throughout this project, thus all experiments were conducted with the presence
of a 138Ba+ ion.
Detection of 176Lu+ was done by checking for trapped dark ions, which can be
inferred from a displacement of the position of 138Ba+ from its position when
it is trapped by itself. The operating current of the oven over a one minute
loading period was initially set at the value used for loading 175Lu+ and slowly
increased until dark ions could be detected. The mass of the trapped ion was
then measured by modulation of the end cap electrodes and finding the resonance
frequency. As the resonance frequency of the 138Ba+–dark ion crystal was similar
to 138Ba+–175Lu+, the identity of the dark ion was likely to be 176Lu+. The oven




The detection scheme for 176Lu+ involves three transitions – the 350 nm transi-
tion from 1S0 to
3P1, the 646 nm transition between
3P0 and
3D2, and the 622
nm repump transition from 3D2 to
3P1 – all three of which have to be simulta-
neously driven to be able to detect the ion. This involves a total of 9 transitions
to be found, making an infeasibly large search space for a potential exhaustive
sweep of the laser frequencies.
Fortunately, the search space could be significantly reduced. A broadband mul-
timode laser was used to drive all the five 622 nm transition, thus reducing five
unknown frequencies to one. This laser has a very large bandwidth which allows
for a very coarse setting of the one remaining frequency.
Hyperfine splittings of 3D1, accurate to several MHz were also found in the
literature [34]. This left only one overall frequency setting of the 646 nm laser
that could be narrowed down to within 100 MHz with the relative frequencies
between the 175Lu+ and 176Lu+ transitions.
Although there was no information about the relative transition between the
isotopes for the 350 nm transition, an estimate could still be obtained from the
hyperfine constants. Fitting the 3P1 hyperfine splittings [34] to the first two
terms of Equation 2.2, we obtain the A and B hyperfine coefficients for each
isotope. This in turn gives the relative energy level of all the hyperfine states
of both isotopes, neglecting isotope shift and the second order correction terms.
The precision of the estimate is thus limited to several hundred MHz.
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Being a nearly closed transition, the 646 nm fluorescence transition can be driven
for about a second before the ion decays from the detection channel. The 350
nm and 622 nm repump transitions thus do not have to be driven extremely
efficiently – the ion fluorescence can still be readily detected even with pumping
times of several 10’s of ms into the bright state. With the 622 nm laser set at the
frequency used for 175Lu+, one unknown frequency each for the 350 nm and 646
nm transitions were left. These were found by systematically scanning the lasers
within the uncertainty range of the transitions. Once fluorescence was obtained
the laser frequencies could be further optimized using photon counts.
The photon counts captured by the SPCM fluctuated between two levels, cor-
responding to when the ion is in and out of the detection channel (Figure 4.2).
The 646 nm laser was optimized by improving the bright-state detection counts.
Dark events are typically associated with decays to 1S0 and
3D2 and hence these
periods are mostly determined by the 350 and 622 nm laser settings. These lasers
could then be optimized by minimizing the dark periods. A CCD captured image
of a fluorescing 176Lu+ together with 138Ba+ after these optimizations is shown
in Figure 4.3.
Looking at the branching ratios of decays from the 3P1 and
1D2 states taken




3D3 state has a lifetime of about 10 s, this
will show up occasionally in the photon count graph as an extended dark period.
Further optimization of the 350 and 622 nm lasers requires more direct measure-
ment of optical pumping times out of the 1S0 and
3D2 states. This required one
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Figure 4.2: Lu+ fluorescence photon counts per ms with unoptimized repump
beams
more laser as described in the next section.















Figure 4.3: CCD captured image of 138Ba+ and 176Lu+. The ions are sepa-






3P1 transition at 598 nm has six allowed transitions that are sepa-
rated by about 10 GHz. When driving any one these transitions together with
excitation from the 646 nm laser, the ion is rapidly pumped out of the bright
state. Here the 646 nm laser provides mixing between the available 3D1 hyperfine
states.
Depumping with the 598 nm laser provides the ability to optically pump to
other levels. In addition, we can measure all seven frequencies of the 3D1 to
3P1
transition and, from these, infer an estimate of the hyperfine splitting of both
the 3D1 and
3P1 levels. From the
3D1 splitting, we can then improve the 646 nm
laser detunings that were set previously using less accurate information.
The measurement of the transition frequency was carried out with the 598 nm
laser locked to a wavemeter with 10 MHz resolution. More accurate measure-
ments could not be taken as the 598 nm laser could not be referenced to the
frequency comb. In an experiment, the ion was first prepared in the bright state
using the 350-, 622- and 646 nm lasers. The 598 nm and 646 nm lasers were
then pulsed for a set period of time. Detection with the 646 nm laser then de-
termined if the ion remained in the bright state. From repeated experiments we
can infer the probability of the ion being pumped out of the bright state and the
598 nm laser was adjusted to maximize the probability. Details of the detection
procedure are given in Section 3.4.
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Following the procedure outlined above, the 3D1 to
3P1 transition frequencies
were found to be
f8,8 = 500 898 135 (10) MHz
f8,7 = 500 872 342 (10) MHz
f7,8 = 500 887 646 (10) MHz
f7,7 = 500 861 849 (10) MHz
f7,6 = 500 834 772 (10) MHz
f6,7 = 500 850 565 (10) MHz
f6,6 = 500 823 489 (10) MHz
where the first and second numbers in the subscript refer to the 3D1 and
3P1
hyperfine levels respectively. The uncertainty of the measurements were limited
by the wavemeter accuracy. The averaged 3P1 and
3D1 hyperfine splittings are
then given by
f7 − f6 = 27 076 (7) MHz
f8 − f7 = 25 794 (7) MHz
for the 3P1 state and
f6 − f7 = 11 283 (7) MHz
f7 − f8 = 10 491 (7) MHz
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for the 3D1 state. These results are consistent with the more accurate measure-
ments described in the next two sections within the quoted uncertainties, aside
from an average discrepancy of −55 MHz which was caused by a systematic error
in the readings of a faulty wavemeter1. This measurement issue was resolved in
the subsequent experiments by referencing the laser to a frequency comb.
4.4 3P1 hyperfine structure
The 350 nm transition from 1S0 to
3P1 has three transitions into each of the three
3P1 hyperfine states. From the
3P1 level, there is a 30% branching ratio (Table
4.1) into the 3D1 level, which is detectable through the 646 nm fluorescence
laser. Efficient driving of the 350 nm transition thus provides a way of pumping
of the ion to the bright 3D1 level. By measuring the three allowed transition
frequencies, the hyperfine splitting of the 3P1 state can be determined. With
this result and the 3D2 hyperfine splittings from Section 4.6, the 622 nm laser
sidebands settings can be further optimized.
To conduct the measurement, the ion was first optically pumped into the 1S0
state using the 646-, 598- and 622 nm lasers. The 350 nm laser was pulsed for
40 µs, followed by the 646 nm laser to determine occupation of the 3D1 state.
Repeated measurements then gave the probability of the ion ending up in the
bright state. This probability measurement was repeated over a range of 350 nm
laser frequencies, shifted by changing the AOM driving frequency.
1The systematic error was characterised by referencing against a frequency comb and the
wavemeter was sent back to the manufacturer for recalibration.
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Excessively short pump times of less than 1 µs will saturate the transition and
reduce sensitivity of the transition probability to the laser frequency. To prevent
this, the 350 nm laser was attenuated to about 0.6 µW measured at the trap
optical port. The experiments were operated with a magnetic field of 4.8 G
providing the quantization axis.
The results of the measurements are shown in Figure 4.4. For the 3P1 F = 6
and F = 7 graphs, a least squares fit was done to a Lorentzian function with
two micromotion sidebands spaced away from the carrier by the trap driving
frequency of 16.8 MHz while the F = 8 graph was fitted to a Gaussian function.
Note that the AOM is set up in a double pass configuration for the 701 nm laser,
thus the 350 nm laser frequency changes by a factor of 4 times the change in
AOM drive frequency. This translates to micromotion sidebands at 4.2 MHz
from the carrier as seen in the figure.
The center frequency of the fits were determined by reference with a frequency
comb and the results for the transition to each 3P1 hyperfine level are
f6 = 854 473 362.8 (1.4) MHz
f7 = 854 500 432.9 (1.2) MHz
f8 = 854 526 226.8 (1.5) MHz
The AOM drivers controlling the 350 nm laser frequency had a frequency drift
that was determined by monitoring the comb beat signal over several hours. This
error was included in the uncertainty values given above. From the measured
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Figure 4.4: Bright state probability after driving the 1S0 to
3P1 transition.
AOM frequencies are offset from a fixed value and shifts the laser frequency by
a factor of 4.
transition frequencies, the hyperfine splittings were found to be
f7 − f6 = 27 070.1 (1.9) MHz
f8 − f7 = 25 793.9 (2.0) MHz
which differ from the values, given to ∼ 30 MHz precision, reported in [34] by
+118 and −18 MHz.
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4.5 3D1 hyperfine structure
The 848 nm 1S0 to
3D1 transition is the highly-forbidden primary clock transition
candidate. As the transition line width is narrower than the Zeeman splitting of
the 1S0 level, a direct excitation of the transition could not be done. Instead, a
detection scheme counting the number of quantum jumps into the bright state
was used as a proxy for the excitation probability. Measurement of the 1S0 to
3D1 transition frequencies will help narrow down the future search for the clock
transition. The more accurate determination of the hyperfine splittings will also
further improve the setting of the 646 nm laser detunings.
The experiment procedure is as follows: the ion was prepared in the 1S0 state
as in the previous experiment. The 848 nm and 646 nm lasers were then turned
on and the frequency of the 848 nm laser was swept back and forth at a rate of
50 kHz per 20 ms. Quantum jump events to the 3D1 occur at a slow rate due
to the extremely narrow transition line width. They were detected by checking
for abrupt increases in the average fluorescence count exceeding a threshold rate
close to the typical bright state value. The laser frequency at the quantum jump
event was then recorded and the scan continued after repumping the ion back to
the 1S0 state. Laser parameters used for the experiment are given in Table 3.1.
The 848 nm laser was stabilized by locking a wideband EOM-generated sideband
to a reference cavity. This allowed the frequency of the laser to be shifted easily
by changing the EOM driving frequency.
Histograms of the number of quantum jump events recorded are shown in Figure
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4.5. The presence of the 646 nm laser broadens the transition by several MHz.
As the ion was not prepared in a particular Zeeman state, there is an additional
broadening of about 1 MHz caused by the Zeeman effect under a magnetic field
of 2.05 G.
Figure 4.5: Histogram of quantum jump counts for the excitation to each
3D1 hyperfine level. The offset frequencies are the EOM driving frequencies
with the zero point set at the middle of each distribution
The zero point in the figures are set at the mean of the distribution which is
taken as an estimate of the 848 nm transition. The transition frequencies were




f6 = 353 649 817.8 (1.1) MHz
f7 = 353 638 527.7 (1.1) MHz
f8 = 353 628 036.7 (1.1) MHz
where an error of 1 MHz was added to the statistical error of the mean to account
for AC stark shifts due to the 646 nm laser. The drift of the reference cavity
during the experimental time period was determined to be less than 0.1 MHz
and was thus neglected. From the transition frequencies, we obtain the hyperfine
splittings
f6 − f7 = 11 290.1 (1.6) MHz
f7 − f8 = 10 491.0 (1.6) MHz
The results are consistent with the values reported in [34], with a difference of
+18 MHz and -32 MHz for the f6 − f7 and f7 − f8 splittings respectively, while
the difference from the results of [33] of +15 MHz and +7 MHz for the respective




4.6 3D2 hyperfine structure
This experiment involves the 804 nm 1S0 to
3D2 secondary clock transition, with
five transitions to the 3D2 hyperfine states separated by several GHz. Similar to
the previous experiment, a quantum jump detection method was used. However
the 804 nm transition does not end in a bright state and the additional 622
nm laser was used to drive the transition to the 3P1 state and provide a decay
pathway to the bright state.
Knowledge of the 804 nm transition frequency will narrow down the search space
for a future experiment to drive the clock transition directly. The measurement
of the 3D2 hyperfine splittings, together with the
3P1 splittings, also determines
the optimal 622 nm laser sideband frequencies.
As there are no known published measurement of the 3D2 hyperfine splittings for
176Lu+, an initial estimate was obtained using the hyperfine constant rescaling
described in Section 2.2. The ratio of the 176Lu+ and 175Lu+ A and B hyperfine


















where µ and Q are the nuclear dipole and quadrupole moments and I the nuclear
spin. Taking from [31] the nuclear magnetic dipole moment of 2.2325(8) µN and
3.1692(45) µN for
175Lu+ and 176Lu+ respectively and 3.49(2) b and 4.92(3) b
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for their quadrupole moment, we get the 176Lu+ 3D2 hyperfine constants
A176 ≈ 0.710×A175 = 1.373
B176 ≈ 1.41×B175 = 1.96
where the 175Lu+ hyperfine constants were inferred from the hyperfine splittings
in [35].
The linear polarization of the 804 nm laser was set parallel to the 2.05 G B-field
except for the transition to F = 5, where the polarization was set perpendicular
to drive the ∆m = ±2 transitions. As in the previous experiment, the ion was
first prepared in the 1S0 state. The 804-, 622- and 646 nm lasers were then turned
on while the frequency of the 804 nm laser was swept within a set frequency range
at a rate of 50 kHz per 20 ms. The frequencies at which quantum jump events
occurred were recorded and the resulting histograms plots are shown in Figure
4.6. The mean of the distribution is used for the zero point in the graphs and
are also the estimated transition frequency. The frequencies were measured by
beating with a frequency comb and found to be
f9 = 372 817 792.7 (1.3) MHz
f8 = 372 804 578.0 (1.5) MHz
f7 = 372 793 515.9 (1.3) MHz
f6 = 372 784 362.1 (1.2) MHz
f5 = 372 776 906.0 (1.5) MHz
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Figure 4.6: Histogram of quantum jump counts for the excitation to each
3D2 hyperfine level. The offset frequencies are the EOM driving frequencies
with the zero point set at the middle of each distribution
An error of 1 MHz is added to the statistical error of the mean to account
for stark shifts caused by the 622 nm laser. The reference cavity that the 804
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nm laser is locked to has a higher drift rate compared to the 848 nm reference
cavity. This was corrected for by periodical referencing against the frequency
comb during the experiment. From the transition frequencies, we obtain the
hyperfine splittings
f9 − f8 = 13 214.7 (2.0) MHz
f8 − f7 = 11 062.1 (2.0) MHz
f7 − f6 = 9 153.7 (1.8) MHz
f6 − f5 = 7 456.1 (2.0) MHz
As discussed in 2.2, considering only the dipole-dipole and dipole quadrupole
interactions for second order hyperfine shifts, the hyperfine constants cannot
be calculated from the hyperfine splittings due to the unknown η and ζ terms.
However, the D hyperfine constant (Equation 2.6) is independent of the second




(204f5 − 663f6 + 810f7 − 442f8 + 91f9)




In this work, we have demonstrated successful trapping and fluorescing of 176Lu+
in an ion trap. The isotope-selective ionization scheme was implemented and the
operating parameters for reliable loading of 176Lu+ was determined. Starting
with incomplete spectroscopic information about the ion, the search space for
the transitions needed for fluorescence was narrowed down by using a multi-mode
laser to drive the 622 nm transition and by estimating the relative frequencies
of the 175Lu+ and 176Lu+ transitions from their hyperfine constants.
The 1S0 to
3P1 transition was found by measuring the pumping efficiency of the
350 nm laser, while the 1S0 to
3D1 and
1S0 to
3D2 transitions were found by
measuring the frequency of quantum jump events. From the transition frequen-
cies, the hyperfine splittings of the 3P1,
3D1 and
3D2 states were determined
to within 2 MHz. These results significantly narrow the frequency range for a
future search for the clock transition. Also, the efficient driving of the 350 nm,
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622 nm, 598 nm and 646 nm transitions represent all the transitions required to
support clock operation in the future.
Much can be done to improve on the spectroscopy work in this project. The ap-
pearance of micromotion sidebands in the 3P1 measurements suggests that better
results could be obtained by improving the micromotion compensation. State
preparation could be improved by preparing into a particular Zeeman state. This
will not only eliminate the Zeeman broadening but also allow efficient driving of
the clock transitions which in turn will allow more accurate experiments to be
done. Laser cooling of lutetium could be implemented to remove the need for
sympathetic cooling with barium. This will improve the cooling efficiency while




For a resistively heated oven there are two considerations: heat generated in
the oven, and heat dissipated away by radiation and conduction. To this end
we consider a modified heat equation. Instead of modelling the 3-D oven with
complicated mixed boundary considerations, we treat the oven as a 1 dimension







(T 4 − T 4s ) +
I2ρe
A2
(1 + α(T − Ts)) = 0 (A.1)
where ρe is the resistivity, α is the temperature coefficient for the resistance, Ts
is the temperature of the surroundings, σ is the Stefan-Boltzmann constant, and
 is the emissivity of the material, which we assume to be ∼ 1. The second term
accounts for loss of energy via radiation and the third for a gain of energy due
to resistive heating. This equation is subject to boundary conditions. As it is a
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second order equation we need two conditions such as specifying the temperature
at two ends or specifying the temperature gradient and the value at one end. It












− (u4 − 1) + β(1 + α¯(u− 1)) = 0, (A.3)
where u = T/Ts, α¯ = αTs, and β = ρeI
2/(AσpT 4s ) is just the ratio of power
generated by the current flow to the power lost by radiative losses at the tem-
perature of the surroundings. If β << 1, power generated by resistive heating
is effectively carried away by thermal radiation, if not resistive heating will raise
temperature above that of the surroundings. If we take the case of a semi-infinite
rod held at a fixed temperature at one end, u(0) > 1, we can integrate the equa-
tion for a variable u′(0) at look for the value of u′(0) that has u(∞) = 1. Any
other value of u′(0) results in a divergence representing an unphysical solution.
For any given u(0) the solution rapidly decays to 1 for x¯ ∼ 1. Hence for a rod
of length L & 1, conduction losses play no significant role. If β, α¯ > 0 the same
conclusion applies except u decays to a value higher than 1. For a Lutetium foil
150 µ m thick and 2 mm wide we find L ≈ 2.8 cm which is about the dimensions
of the oven. For a Tantalum wire 1 mm in diameter, L ≈ 10 cm. Hence we
can expect the Lu foil to have a significant gradient, whereas the contact wires
delivering the current would be dominated by heat sinking considerations.
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Let us first start by solving for the case in which the rod is infinitely long and
held at some temperature T > Ts. The solutions for u(0) = 3.0 and u(0) = 5.0
are shown in Figure A.1. Note that in both cases u(1.0) is within 15–20% of
the surrounding temperature even though the difference in initial temperatures
is 2Ts.
Figure A.1: Thermally isolated rod with one end at a fixed temperature.
On the left are solutions for u(0) = 3.0 with u′(0) = −9.633275 and u′(0) =
−9.633276. This gives u(1) ≈ 1.13. On the right are solutions for u(0) = 5.0
with u′(0) = −35.236344 and u′(0) = −35.236345. This gives u(1) ≈ 1.17.
For the oven, we model a Lutetium foil 2.8 cm long and 2.0mm wide. Here we set
the centre position of the foil at a fixed temperature (1000K and 1300 K) and vary
the current until the boundaries reach a given temperature (300K and 600 K).
The solutions are given in Figure A.2. We note that the current needed and heat
flow at the boundary is fairly insensitive to the boundary temperature at least
for the ranges considered. The two initial temperatures have been chosen based
on the expectation that loading should commence at around 1000K and visible
deposition at 1300 K. The boundary temperatures have been chosen based on
having strong heat sinking at the boundary (300 K) or a connecting wire which
we can assume gets strongly heated. Heating from the connecting wires would
also need to be considered/accounted for in a heat sink design. Note that in
all cases, there is a strong temperature drop over a distance x¯ ∼ 0.2 which
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corresponds to a distance of about 0.5 mm. This is consistent with observations
that the foil glows everywhere except at the very end where the wire connection
is made.
Figure A.2: Thin foil Lutetium oven. On the left are solutions for u(0) = 3.3
with u(0.5) = 1.0 and 2.0. The currents required are 6.6988 A and 6.6397 A
respectively. Respective heat flows at the boundary are 0.82 W and 0.58 W.
On the right are solutions for u(0) = 4.3. The currents required are 9.92915 A
and 9.992244 A respectively. Respective heat flows at the boundary are 1.57
W and 1.32 W. Note heat flows at x¯ = 0.5 are the one sided heat flows and is
the power that would need to be sunk by the mounting and connecting wires
at each side.
In principle we could stick the two models together. A given current and initial
temperature in the foil would give a boundary temperature and heat flow for
a tantalum connecting wire. We can then vary the current to match a point
along the tantalum wire to match a heat sink for the wire. For the boundary
temperature of 300K this does not make sense. In this case the power dissipated
in the tantalum wire must be additionally absorbed by the mount. Simulations
show that adding a tantalum connecting wire does not achieve much. As the
wire becomes longer the temperature of the Ta/Lu boundary increases, the heat
flow at the Ta/heatsink boundary marginally decreases and the required current
changes very little. However the overall power supplied must increase as the
radiative loses from the oven and Ta wire increase. These radiative loses must
be accounted for - it goes somewhere. Hence it would be better to design a
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mount that simply clamps the foil to a heat sink on either side. Evidently a
low emissivity shell about the foil would also contain the heat and dramatically
lower the required current.
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