Recently the concept of transformative AI (TAI) has begun to receive attention in the AI policy space. TAI is often framed as an alternative formulation to notions of strong AI (e.g. artificial general intelligence or superintelligence) and reflects increasing consensus that advanced AI which does not fit these definitions may nonetheless have extreme and long-lasting impacts on society. However, the term TAI is poorly defined and often used ambiguously. Some use the notion of TAI to describe levels of societal transformation associated with previous 'general purpose technologies' (GPTs) such as electricity or the internal combustion engine. Others use the term to refer to more drastic levels of transformation comparable to the agricultural or industrial revolutions. The notion has also been used much more loosely, with some implying that current AI systems are already having a transformative impact on society.
Introduction
Artificial intelligence (AI) has seen dramatic progress in recent years, particularly in a new subfield of machine learning called deep learning. The power of deep learning began to be widely accepted beginning in late 2012, after its use in the ImageNet competition (Krizhevsky et al. 2012) . Its Copyright © 2019 Ross Gruetzemacher and Jess Whittlestone. power only became more obvious in the following years when it was used to achieve superhuman performance in a large number of Atari games, and then in the ancient board game of Go (Mnih et al. 2013; Silver et al. 2015) . More recently we've seen the power of deep learning being applied to natural language processing (NLP) for pretraining language models (Radford et al. 2018 ). This recent progress in AI has raised concerns about the potential applications of these advances and their impact on society. These concerns are shared by AI researchers, science and technology policy professionals, and the general public (Zhang and Dafoe 2019) .
While it is difficult to predict future innovative technological progress, it seems plausible that continued progress could lead to more advanced AI systems, precipitating dramatic societal changes. Several different terms have been used to refer to the possibility of AI systems more advanced than those we have today, with the potential to lead to such change. Attention has often focused on the notions of "human-level AI" (HLAI; McCarthy 1996) , "high-level machine intelligence" (HLMI; Grace et al. 2018) , or "artificial general intelligence" (AGI; Goertzel 2007) . These notions of strong AI 1 make broad assumptions about what advanced AI systems must look like in order to lead to dramatic societal change and imply that the only types of systems we should be concerned about are those which are human-level or sufficiently general in their capabilities. In recent years, the notion of transformative AI (TAI; Karnofsky 2016) has begun to receive traction in the AI policy space, to reflect the possibility that certain types of advanced AI systems could have truly transformative effects on society without necessarily having all the abilities humans have.
We believe that speaking about TAI is good practice for those working in AI policy, precisely because it captures the idea that a broad spectrum of potential advanced AI systems are worthy of concern and attention. However, the broad inclusivity of the term TAI is a limitation as well as a strength. The term TAI has been used increasingly in recent years (Gruetzemacher 2019; Gruetzemacher et al. 2019; Zhang and Dafoe 2019; Dafoe 2018; Grace et al. 2018 ), but authors are often ambiguous in what they consider transformative, or refer to different levels of societal transformation than others before them. This ambiguity limits our ability to understand, forecast, and communicate clearly about a range of possible future advanced AI scenarios.
Our aim in this paper is to unpack the notion of transformative AI, considering different levels of societal transformation that AI could plausibly lead to and how they relate to each other. We use historical analogies -such as the transformative impacts of electricity, nuclear power and the domestication of plants -to explore and distinguish ways that AI might be societally transformative. Though there are many different levels on which AI may be transformative, we propose an initial distinction between transformative AI (TAI) and radically transformative AI (RTAI). We hope this analysis and distinction will help clarify conversations around the future impact of AI and priorities in AI policy research, as well as improving attempts to anticipate different types of advanced AI.
Background
Here, we provide some background on both how the term TAI has been used by others, and on how the notion of transformative societal change has been discussed more broadly.
Existing Definitions of TAI
Those who have used the term TAI have often used broad definitions that would be insufficient for foresight and forecasting contexts (Tetlock and Gardner 2016) . Table 1 shows four different definitions of TAI. It is not immediately clear what would count as transformative under each of these definitions, or how exactly the different definitions relate to one another. What counts as radical changes to society, welfare, wealth, or power? (Dafoe 2018 ) Two other definitions (Karnofsky 2016; Zhang and Dafoe 2019) do avoid this circularity and are more specific in making a comparison to the agricultural and industrial revolutions. Gruetzemacher et al. (2019) defines what constitutes a significant change in terms of economically useful work, but this only offers a lower bound and it is unclear what exactly it means to create new economically useful work. Karnofsky (2016) , noting that his definition may diverge from common thinking on the topic, gives a few examples of advances in AI systems that might count as transformative, including AI systems that are broad enough in their abilities that they can outperform humans in a wide array of jobs, and AI systems which are capable of making major contributions to science and/or engineering, causing dramatic acceleration in the development of some other transformative technology. However, it is still far from obvious what it would mean for such advances to precipitate change "comparable to the industrial revolution", or how exactly AI development would lead to this. Karnofsky 2016 "potential future AI that precipitates a transition comparable to (or more significant than) the agricultural or industrial revolution"
Dafoe 2018 "advanced AI that could lead to radical changes in welfare, wealth or power" Zhang & Dafoe 2019 "advanced AI systems whose long-term impacts may be as profound as the industrial revolution"
Gruetzemacher 2019
"AI that significantly transforms society by replacing humans for a large portion (i.e. 50% or greater) of economically useful work"
Defining TAI is further complicated by the fact that others have used the notion of 'societal transformation' more informally to refer to impacts that AI is already beginning to have on society (West and Allen 2018) . Leading business consulting firms are widely discussing how AI is poised to transform business and society, and others have discussed (managing) the coming transformative effects that AI will have on organizations while comparing the transformative effects of AI to those of electricity (Ng 2018) . Moreover, whether advances in AI are societally 'transformative' depends also on how they interact with social and political factors. Widespread surveillance is technologically possible given sufficient funding -and has the potential to irreversibly change the ability of authoritarian governments to suppress dissent. (Agarwal 2019; Turchin 2018) , but whether this occurs depends more on political factors than technological ones.
Transformative Societal Change in History
Dramatic changes to social systems due to technological progress are not without precedent. Indeed, the notion of transformative AI is often defined by comparison to historical examples of transformative change, most notably the agricultural and industrial revolutions. However, there is a much richer literature on transformative societal change which we believe it would be valuable to engage with in order to think more clearly about what it might mean for AI to be transformative.
The invention of electricity led to dramatic changes in daily life and communication, enabling many products we take for granted today such as lightbulbs and telephones. Electricity is considered by economists to be an example of a general purpose technology (GPT; Bresnahan and Trajtenberg 1995) . Though the definition is somewhat broad, GPTs are characterized by being unusually pervasive in their application across society, spurring other technological progress and driving widespread productivity gains. Other examples often given of GPTs are the steam engine, electric motors, semiconductors and computers. While GPT is a term used primarily by economists, these technologies typically also have significant impacts on the military and political spheres. Leading economists are now suggesting that AI is the next major GPT (Bryjolfsson 2018 , Trajtenberg 2018 .
The societal effects of GPTs have historically been considered as part of broader periods of transformative societal change, sometimes referred to as "long waves" of economic activity: extended periods of rapid economic growth driven by "temporal clusters" of technological innovations (Schumpeter 1939 , Kondratiev 1926 , Ayres 1990a , 1990b . Ayres suggests that society has seen five major technological "transformations", with the earliest beginning in 1770 and the most recent beginning in 1980 2 . Ayres identifies the first two technological transformations as equivalent to the first 3 industrial revolution (marked by a change from water power to large-scale use of coal and the application of steam power to factories and railroads) and the third technological transformation as potentially equivalent to the second industrial revolution (marked by the application of electricity and the internal combustion engine to enable mechanized manufacturing, illumination, telephones and motors.) The key features of each of the Ayres' five technological transformations and associated GPTs from Lipsey et al (2005) are outlined in Table II . Each of these technological revolutions is defined by a profound impact on the economy and society. Existing definitions of TAI have made reference to the agricultural and industrial revolutions but have not considered this body of literature that concerns a more granular description of technological transformations. There is a case to be made that the agricultural and industrial revolutions constitute transformative change on a different level to that of other periods (Bocquet-Appel 2011; Drucker 1965; Muehlhauser 2017 ). Both of these revolutions arguably constituted fundamental and unprecedented changes to human life on earth: a transition from people living as hunter-gatherers to large, settled civilizations, and a transition to mechanized manufacturing and factories, leading to unprecedented population growth and rising quality of life (van Neuss 2015, North and Thomas 1977) . The unprecedented nature of the industrial revolution can be seen in the fact that it coincided with a dramatic trajectory change in metrics of human wellbeing including measures of physical health, economic wellbeing, energy capture, technological empowerment and political freedom (Muehlhauser 2015) . While technological advances such as electricity and the internet have had transformative impacts on many aspects of human life and wellbeing, they have not changed the nature of civilization in the same fundamental way the agricultural revolution did, and do not appear to have led to such an extreme change in the metrics of human wellbeing as did the industrial revolution.
Unpacking TAI Different Dimensions of "Transformative"
The term "transformative" has been used to refer to many different levels and types of change, both in the context of the impact of AI on society, and of transformative societal change more broadly. Several different elements commonly occur in accounts of what it means for a technology to be transformative, or what counts as transformative change. We separate these elements of transformative change into two categories: indicators and dimensions. Indicators of transformative change:
• Lock-in or irreversible change in certain trajectories of human life and progress. • Anomalous patterns in metrics used to measure human progress (including unusually sustained periods of economic growth as defines the impact of GPTs, and at the more extreme end, unprecedented discontinuities in metrics of human wellbeing such as seen around the period of the industrial revolution). Dimensions of transformative change:
• Generality: the degree to which changes impact many different aspects of life and society (core to the notion of GPTs).
widely recognized, we believe Ayres' notion of technological transformation to be a more relevant nomenclature (especially in this context). 3 Literature on different industrial revolutions is less relevant in the context.
• Fundamentality: the degree to which changes impact basic aspects of how people live, work and organize (the most fundamental change in history perhaps being the very introduction of human 'civilization' as a result of the agricultural revolution). • Extremity: the degree to which changes are very large in magnitude over a short period of time (the most extreme change likely being the dramatic and large shift in multiple measures of human well-being around the time of the industrial revolution).
We suggest that what should be considered core to the notion of a transformative technology is that it contributes to irreversible changes across some domain or aspect of society. Anomalous patterns in the metrics used to measure human progress are also an indicator of transformative technology, but only in cases of extreme societal transformation. Thus, they could be taken as indicators of high levels of generality, fundamentality and extremity.
Given the proposed indicators, transformative change can then be described as more or less general, depending on how many domains or how large a portion of society is impacted; more or less fundamental, depending on whether the transformation occurs at the most important, basic levels of how people live and work in those domains and aspects of society; and more or less extreme, depending on how large and discontinuous the change is. For example, the invention of nuclear weapons 4 and their use on Hiroshima and Nagasaki in 1945 irreversibly and fundamentally changed the calculus of great power conflicts in a relatively sudden and extreme manner, but the impact of nuclear weapons was clearly less generalized than that of electricity or steam power. The agricultural and industrial revolutions are arguably examples of the most severe or radical form of transformative change; scoring very highly on each of generality, fundamentality, and extremity. These examples also led to anomalies in the metrics used to measure human progress.
Closely related to the notion of irreversible change is the notion of lock-in of trajectories (either in the development of a technology or in its use/impact on society). By lock-in we refer to the strong path dependence which emerges when some technology becomes so widely used for a certain application in society that it becomes extremely difficult, perhaps impossible, to change paths (Shapiro et al. 1998) . We are only concerned with lock-in, or path dependence, in the simplest sense, and without implications on the quality of the paths taken (Liebowitz and Margolis 1995) . The example of the development and use of nuclear weapons is one example of technological lock-in: now that the world knows how to use this technology, warfare will never be the same. A more benign but perhaps still important example is the QWERTY keyboard, which was first patented in 1878 for use in typewriters and has been the most widely used 4 This was made possible from nuclear power, which we consider a GPT. keyboard for nearly 140 years (Noyes 1983) . Although this keyboard is now commonly thought to be a suboptimal arrangement of keys, a number of downstream consequences of this original design mean that it is essentially now "locked-in" and very unlikely to change (David 1985) .
We therefore broadly define TAI as any AI technology or application which leads to transformative societal change, that is, irreversible change to some important domain(s) or aspect(s) of society, potentially consisting of the lock-in of certain societal or technological trajectories. Within this, we can then distinguish many different levels of transformation, based on the factors outlined above. In practice different levels of societal transformation exist on a spectrum, and we suggest that it may improve communication about the societal impact of AI if people were more explicit about which of the proposed dimensions they are referring to when they talk about the possibility of AI (or some other technology) as being transformative.
Defining Levels of TAI
Beyond communicating more explicitly about what is meant by transformative, in the context of AI it may be particularly useful to distinguish between two broad cases: transformative AI (TAI) and radically transformative AI (RTAI):
• Transformative AI (TAI): AI capabilities or products which lead to societal change comparable to that precipitated by previous individual GPTs, such as nuclear power, the internal combustion engine and electricity. • Radically transformative AI (RTAI): AI capabilities or products which lead to societal change comparable to that precipitated by the agricultural or industrial revolutions. Based on the existing literature, examples of RTAI are high-level machine intelligence (Grace et al. 2018) , comprehensive AI services (Drexler 2019) or a broadly capable system 5 ). Karnofsky (2016) similarly touches on the notion of broadly capable systems as well as systems that are able to make major scientific contributions or able to change the civilizational power structure in such a way as to precipitate radical transformation of society.
Within TAI we could further subdivide different levels of transformation:
• AI capabilities which have a fundamental impact focused mostly on a single, but important sector or domain: such as the potential impact of drone swarms on the military domain. • AI capabilities which have a fundamental and generalized impact across the majority of society: such as the ubiquitous use of learning algorithms across a wide range of sectors, impacting both employment and decision-making in those sectors.
• Impacts may be more or less extreme: perhaps more extreme than the previous example would be increasingly practical and powerful deep reinforcement learning systems, which could lead to fast and widespread automation of an even larger number of jobs, as well as having fundamental impacts on both warfare and daily life. Figure 1 , at the bottom of the page, depicts the proposed levels of transformative technological change and the suggested analogous scenarios for AI.
One reason for distinguishing between TAI and RTAI is to avoid confusion in communication, and to encourage people to be more precise about what they mean when they say a given type of AI is or could be transformative. However, we also make this distinction to highlight that we believe that transformative impacts of AI which fall short of "radical transformation" -i.e. impacts comparable to that of individual GPTs or to Ayres' notion of "technological transformation" -are worthy of more attention in the AI policy community. In the next section, we discuss why attempts to mitigate risks from TAI may be incredibly important as well as focusing directly on RTAI.
Discussion
Drawing a distinction between TAI and RTAI raises the question of how closely the two are related. In both the case of the agricultural and industrial revolutions, there is a good case that radically transformative societal change was at least initially driven by advances in a merely transformative technology (a GPT) or a few such technologies (Ayres 1990a; 1990b) . In the case of the agricultural revolution, the obvious driving technology was the domestication of plants; for the industrial revolution, it was steam power. Transformative technologies do not always lead to radically transformative change, but, historically, radical transformation has always been preceded by the invention of transformative technologies. This suggests that a radically transformative scenario resulting from AI may be preceded by advances in AI technologies we would consider merely transformative.
Of course, it is possible that the pace of technological development could end up being relatively discontinuous: a single innovative idea from a stealth research program could be developed and deployed suddenly leading to RTAI, without any societal changes acting as warning signs. We call this scenario, in which RTAI emerges without being preceded by incrementally more transformative AI a radical shift 6 . Such a shift clearly has the potential to be very destabilizing, but we also believe that it is very unlikely. What we believe to be much more likely are cases of TAI preceding RTAI such as a rapid shift, an accelerated shift or an incremental shift.
Regardless of whether the development of RTAI is more likely to involve a radical, rapid, accelerated or incremental shift, we believe that all of these scenarios deserve attention and preparation. So far, many in the AI policy community have focused on preparation for the scenario in which RTAI is developed suddenly and with little warning. By contrast, relatively little attention has been paid to questions of what kinds of transformative societal impacts from AI might precede more radical transformative change, and how the approaches we take to manage risks from TAI might influence concern the speed at "which systems progress from human-level intelligence to superintelligence.". the risks from RTAI we face in future (Gruetzemacher 2018 ). Some researchers have explored possible links between work on "near-term" AI policy challenges and "longterm" risks (Baum 2017 ; Cave and O hEigeartaigh 2019), but do not look further ahead to what kinds of transformative scenarios might sit in between the two. One way to explore the relationship between TAI and RTAI scenarios in more depth would be to look at how transformative technologies have ended up precipitating radical societal change historically: can we understand why steam power ended up precipitating societal change on a different scale from electricity, for example? Is there anything we can learn from this about the scenarios in which advances in AI could end up being radically transformative rather than merely transformative?
It is also possible that more severe cases of TAI could lead to catastrophic or existential risks that permanently limit the long-term flourishing of humanity, especially if they interact with other risks (such as applications of AI exacerbating risks from biotechnology or nuclear weapons). In such cases, attempts at risk mitigation which focus just on radical shifts, such as work on the AI alignment problem, are not relevant, and efforts to solve strategic and coordination problems for a wider range of plausible TAI scenarios are much more important. In addition to exploring TAI scenarios which might lead to RTAI, we also suggest that the AI policy community should explore possible ways that AI systems which might typically be considered to fall in the transformative category might actually play an important role in radically transformative societal change, particularly by interacting with other risks or sociopolitical factors.
A large challenge in using notions of TAI and RTAI is that, since they are defined with reference not to specific technologies but to the level of societal transformation those technologies lead to, we cannot say for certain what kinds of AI systems constitute examples of each -we can only hypothesize about the kinds of advances that might plausibly lead to different levels of societal transformation. This is part of the reason we believe that it is important to consider multiple different levels of transformative in the context of AI, and how they relate to one another: since it is entirely possible that technologies we believe to be transformative on a lower level will end up being much more severely transformative, or vice versa. We believe that clearer communication and discussion about what kinds of AI systems might likely to lead to different degrees of societal transformation and why, rather than talking about a singular notion of transformative AI, would help the AI policy community better identify actions that can be taken today to mitigate long-term risks of advanced AI.
Conclusion
We suggest that focusing on the potential transformative impacts of advanced AI systems, rather than on specific features they may or may not possess (such as generality or human-level capability), is more likely to be productive in directing attention to the most important scenarios, risks, and areas to work on. However, current use of the term transformative AI is very broad, often referring to levels of societal change that range from AI-driven changes we are already seeing to the possibility of an unprecedented and fundamental change in human history. We suggest that notions of transformative change tend to incorporate several dimensions, and that irreversibility or lock-in is the feature that we consider to be most critical to the notion of transformative change: beyond this, the level of transformative change can be determined based on the three key dimensions of generality, fundamentality and extremity. Drawing analogies with historical cases of transformative societal change, we propose a distinction between transformative AI (TAI) and radically transformative AI (RTAI), the former being analogous to societal change associated with single GPTs and the latter being analogous to the level of fundamental and unprecedented societal change associated with the agricultural and industrial revolutions. While this may be a crude distinction, we believe that adopting it -alongside more nuanced discussion of different degrees of technological transformation -would improve the clarity of discourse in the AI policy community. We also believe that TAI scenarios are worthy of significant attention in the AI policy community, because there is a significant possibility that such scenarios would precede, and possibly complicate, any radically transformative scenarios.
