We prove lower bounds for the smallest singular value of rectangular, multivariate Vandermonde matrices with nodes on the complex unit circle. The nodes are "off the grid", groups of nodes cluster, and the studied minimal singular value is bounded below by the product of inverted distances of a node to all other nodes in the specific cluster. By providing also upper bounds for the smallest singular value, this completely settles the univariate case and pairs of nodes in the multivariate case, both including reasonable sharp constants. For larger clusters, we show that the smallest singular value depends also on the geometric configuration within a cluster.
Introduction
Vandermonde matrices appear e.g. in the stability analysis of super-resolution algorithms like Prony's method [6, 12] , the matrix pencil method [11, 19] , the ESPRIT algorithm [22, 21, 16] , and the MUSIC algorithm [23, 17] . We are interested in the case of nodes on the complex unit circle and a large polynomial degree, the matrices then generalize the classical discrete Fourier matrices to non-equispaced nodes and the involved polynomial degree is also called bandwidth. If all nodes are well-separated, bounds on the condition number are established for example in [5, 14, 19, 2, 8] for the univariate case and in [14, 12] at least partially for the multivariate case. For node sets with distances of which some are below the inverse bandwidth, the behavior of the smallest singular value is subject of current research. The seminal paper [9] coined the term (inverse) super-resolution factor for the product of the bandwidth and the minimal separation of the nodes. For M nodes on a grid, the results in [9, 7] imply that the smallest singular value is at most as small as the inverse super-resolution factor raised to the power of M − 1 if the super-resolution factor is greater than 1. More recently, the practically relevant situation of clustered nodes was studied in [20, 1, 15, 3, 13, 4, 8] . In the univariate case and for different setups, all of these refinements are able to replace the exponent M − 1 by the smaller number m − 1, where m denotes the number of nodes that are in the largest cluster of nodes.
Here, we refine the proof technique developed in the second version of [15] and extend it to arbitrary dimensions. In contrast to [15] , we only use the information on the biggest cluster size, minimal separation between clusters and a the worst case cluster complexity (or a minimal separation between nodes) instead of taking the structure of each cluster into account. In summary, our contributions are:
i) a refined analysis of the univariate case, cf. [15] , eliminating the dependence on the total number of nodes, weakening a technical condition on the cluster separation, and improving constants, mainly by a) a geometric packing argument and b) an improved estimate of Dirichlet kernels and Lagrange-like basis functions;
ii) a multidimensional generalization, including a) a quantitative estimate for the well-separated case, b) a sharp estimate for pair clusters in higher dimensions, and c) an example on the limitations for larger clusters in higher dimensions.
The outline of this paper is as follows: Section 2 fixes notation, states the problem and gives some definitions. Furthermore, we generalize the so-called robust duality lemma from the second version of [15] to the multivariate case. In Section 3, we introduce some auxiliary functions which are used to prove our main results in Section 4. Additionally, we give examples with specified parameters, present implications of our result for special node configurations like pair clusters and well separated nodes, and compare them with existing results. In Section 5, upper bounds on the smallest singular value for the univariate case and for pair clusters in higher dimensions are presented -these match the lower bounds from our main theorem. Furthermore, an example of a triple cluster in two dimensions is given which shows that geometric properties beyond pairwise distances are needed for understanding the multivariate case. Finally, in Section 6 numerical experiments are presented that support statements and comparisons from preceding sections.
Preliminaries
Definition 2.1 (Setting). We denote the component of a vector by bracketing and setting a subscript, unless its components are defined differently. Let d ∈ N be a given dimension and
The corresponding nodes are given by z j := e 2πit j ∈ T d , j = 1, . . . , M , where T := {z ∈ C : |z| = 1} denotes the complex unit circle. We identify the unit interval with the unit circle and therefore, we do not make a difference between the t j and z j and call them both nodes. Throughout the paper, · 2 denotes the euclidean norm for vectors and also its induced norm for matrices, and analogously · ∞ the max-norm. Let n ∈ N be a degree, set N := n+1 and assume M < N d . We are interested in the multivariate, rectangular Vandermonde matrix
1)
and its smallest singular value
The following lemma builds the core of the proof technique developed in the second version of [15] which we adapt here to the multivariate setting.
Lemma 2.2 (Robust duality, cf. [15, v2, Prop. 2] ). Let Ω and A be given as in Definition 2.1. If for any unit norm vector v = (v 1 , . . . , v M ) ∈ C M , and = ( 1 , . . . , M ) ∈ C M with 2 ≤ 1, there exists a trigonometric polynomial of max-degree at most n ∈ N, i.e.,
Proof. Define the discrete measure µ := M j=1 v j δ t j . Its Fourier coefficients are given bŷ
ii) The node set Ω is called a clustered node configuration with L clusters if it can be written as
where the Λ l are clusters and the (normalized) minimal cluster separation ρ fulfills
We order |Λ 1 | ≥ |Λ 2 | ≥ . . . ≥ |Λ L | and denote the cardinality of the biggest cluster by λ := |Λ 1 |. In passing, we note that the node set Ω is called well separated with normalized separation ρ if λ = 1. Moreover, we define the partitioning of T d into shells by
iii) The cluster complexity is defined by
and finally, we define the (normalized) minimal separation 
A higher order approximation is given in the second version of [15] , 
iii) The cluster complexity can be upper bounded by the normalized minimal separation as follows. For d ∈ N, we have C ≤ τ 1−λ and equality for λ = 1 and λ = 2. Refined for d = 1, it is easy to see that the cluster complexity is maximized by an equispaced cluster with λ nodes separated by τ /N and taking distances from the center node, see Figure  2 .1 (right). By logarithmic convexity, direct calculation, and Stirling's approximation, we thus have
and similarly
where the maximum is taken over all clustered node configurations with normalized minimal separation τ and the largest cluster containing λ nodes. 
Auxiliary functions
We define the powers of the multivariate modified Dirichlet kernel by
and the point-wise bound follows in the univariate case by
Second, in the multivariate case, setting t := |t| T d , and using i) and the univariate bound yield
L 2 (T) and therefore, the third assertion is proven for the univariate case as follows. For m ≥ β, Parseval's identity and direct calculation show 
and thus, for m ≥ β ≥ 4, the remaining estimate
In order to prove the fourth assertion, note |t| T ≤ |t − t | T + |t | T ≤ 2 max{|t − t | T , |t | T } and hence, i) and ii) yield
and with z = e 2πit and Parseval's identity also
Finally, let t be the coordinate with |t| T = |t| T d , then the Cauchy-Schwarz inequality, iii), and the above yield (noting that e −2πimt d 2 m (t ) ≥ 0 and omitting the second last line if β = 1)
Lemma 3.2 (Lagrange-like basis with decay, cf. [15, v2, Lem. 3] ). Let β, d, M, n ∈ N, β be even, Ω = {t 1 , . . . , t M } ⊂ [0, 1) d be a clustered node configuration and n ≥ 2β 2 λ. Then for each t j ∈ Ω with t j ∈ Λ l for some l = l(j), there exists an I j ∈ P(n), such that
Proof. We define the functions I j as product of a Lagrange polynomial G j within the cluster and a fast decaying function H j . Let j ∈ {1, . . . , M } be fixed and define the j-th Lagrange polynomial within its cluster Λ l , l = l(j), as follows. If |Λ l | = 1, we simply set G j ≡ 1. Otherwise, let
denote the 'blow-up-factor' and for t k ∈ Λ l \{t j } let (k) be the index of the vector component that realizes the distance
and thus
We proceed by setting
and
Finally, we define I j (t) := G j (t)H j (t). This yields I j ∈ P(n) since G j ∈ P(Q(λ − 1)), H j ∈ P(P β), and
Moreover, this function has the desired property I j (t k ) = δ jk for all t k ∈ Λ l and the two remaining inequalities follow by 
with C(n) → 1 for n → ∞ and where the first two bracketed terms are due to (2.3) and (3.1), respectively.
A lower bound on the smallest singular value
In this chapter we work out the multivariate extension of Theorem 1 in the second version of [15] . Additionally, we do an improvement on the cluster separation condition, especially make the cluster separation independent on the number of nodes M . Furthermore, we provide an improved estimate on the smallest singular value σ min (A) only depending on the biggest cluster size λ and not on the number of all nodes M .
node configuration and N > 2β 2 λ. Moreover, assume the cluster separation
Then the smallest singular value of the Vandermonde matrix A ∈ C M ×N d from Definition 2.1 is bounded by
Proof. We apply the robust duality from Lemma 2.2, with v ∈ C M , v 2 = 1, such that σ min (A) = A * v 2 , and
where the Lagrange-like basis functions I k are given by Lemma 3.2. The interpolation errors j = f (t j ) − v j fulfill = Kv, where K ∈ C M ×M has the entries
We proceed by
, where the second inequality follows from monotonicity of the norm [10, p. 520] (or [13, Lem. A.2]) and Lemma 3.2 i) and ii) with
SinceK ∈ R M ×M is symmetric, we bound the spectral norm by the maximum norm and apply the packing argument from Definition 2.3 ii) and Remark 2.4 ii) to get
Condition (4.1) and β ≥ 2 imply
. To bound the L 2 -norm of f , letK := | I k , I j | j,k=1,...,M ∈ R M ×M . The triangle inequality, symmetry ofK, Lemma 3.2 iii), and the packing argument from Definition 2.3 ii) and Remark 2.4 ii) yield
and Lemma 2.2 finally the result. 
implies our best estimate
ii) By choosing β = 2 
Note that Theorem 4.1 always assumes ρ ≥ β ≥ d + 1. This compares to [12] , where ρ ≥ 3 + 2 log d already suffices for σ min (A) > 0. Using Theorem 4.1 directly for d = 1 and β = 2, then ρ ≥ 4.4 implies
This compares to [2, 19] , which provide under the same condition on ρ, 
25(log(
where we set C 0 = 1 for the moment. This can be compared to [15, Thm. 1] , where after minor corrections N > 2λ 2 and ρ ≥ 10λ 5/2 (M C)
According to Remark 3.3, C 0 ∈ π −1 , 1 depending on λ and n. In total, we have a stronger condition on N but our condition on ρ is always weaker and our estimate on σ min (A) is sharper if M > 2. This comparison is also presented in Figure 6 .2. 
This compares to [3] , where the restriction of the nodes to an interval of length 1/(2M 2 ) and N ≥ 4M 3 imply
but, note that the definition of a clustered node configuration in [3] is in principle more flexible than ours.
Upper bounds and beyond distances
In this section, we show that the obtained lower bounds are sharp for d = 1 and for λ = 2, respectively. Moreover, we show for d > 1 and nodes in generic position (e.g. not all nodes on a line for d = 2), that the cluster complexity C is not the optimal quantity to understand the situation here. If we assume a normalized minimal separation τ between nodes, then the estimate in Theorem 4.1 is sub-optimal with respect to the order in τ we can derive from the cluster complexity. For this, we give an example with one cluster of three nodes in the bivariate case, d = 2.
Example 5.1 (Matching bounds for d = 1). In the second version of [15, Prop. 3] an upper bound on σ min (A) is given for a clustered node configuration that consists of at least one cluster of λ equispaced, τ separated nodes. After further simplifications, we can derive
Together with Remark 3.3 and Corollary 4.2 this assures that for sufficiently large N ∈ N, small τ and λ ≥ 2, there exist constants
where the minimum is taken over all clustered node configurations Ω with at least one cluster of λ nodes with normalized minimal separation τ . This was also expected in [3, Rem. 3.5] . In particular note that the lower bound in Remark 2.4 iii) implies that the term λ λ in Theorem 4.1 cannot be avoided. 
Together with Example 4.5, there exists constants
where the minimum is taken over all clustered node configurations Ω with at least one cluster of λ = 2 nodes with normalized minimal separation τ . 
and hence, the normalized minimal separation of Ω is ν/ √ 2 ≤ τ ≤ ν. Then the smallest singular value of the corresponding Vandermonde matrix A fulfills
and this can be seen as follows: Define the real matrix
, and use the explicit formula
(5.1)
The univariate Taylor expansion
and similar expressions for the other quantities. By direct computation, we see that the entries in the matrix on the right hand side of (5.1) are all O ν 2 and for example the diagonal entry u 2 − 1 is Θ(ν 2 ) independent of a and b. Hence, the norm of that matrix is Θ(ν 2 ). Similarly, the denominator of (5.1) can be computed to be
Finally, this yields
and together with Theorem 4.1 the assertion.
Numerics
In this section we do four different experiments. Two of them are to compare our results with recent results from the literature (d = 1) and two of them underline our results from section 5. All computations were carried out using MATLAB R2017b.
Pair clusters
In order to compare our results (see 
Bigger clusters
In this numerical example, we confirm our results in the univariate case, d = 1, for bigger clusters of size λ = 5 and compare them with the results from the second version of [15] . The polynomial degree is set to N = 2 15 . We build up clustered node configurations with L = 2 (M = 10) and L = 10 (M = 50) clusters placed equispaced at 
Pair clusters, bivariate
We present a numerical experiment in order to confirm our results for the higher dimensional 
One triple cluster, bivariate
Here we present a numerical experiment for Example 5.3. We set N = 100, d = 2 and build the triple cluster consisting of the nodes t 1 = (0, 0) T , t 2 = (− √ 1 − a 2 ν/N, aν/N ) T and t 3 = (ν/N, 0) T (see Figure 6 .4, left), where τ = ν √ 1 − a 2 ∈ [10 −6 , 1/2] is picked logarithmically uniformly at random. Then we compute the smallest singular value of the Vandermonde matrix σ min (A). This is repeated 100 times for a = 0.1 and a = 0 each. The results are presented in Figure 6 .4 (right). We see the asymptotic behavior with respect to τ calculated in Example 5.3. Furthermore, for nodes not being antipodal, we observe that the asymptotic starts when τ becomes smaller than the displacement parameter a. 
