Integrable many-body systems are characterized by a complete set of preserved actions. Close to an integrable limit, a nonintegrable perturbation creates a coupling network in action space which can be short-or long-ranged. We analyze the dynamics of observables which become the conserved actions in the integrable limit. We compute distributions of their finite time averages and obtain the ergodization time scale TE on which these distributions converge to δ-distributions. We relate TE to the statistics of fluctuation times of the observables, which acquire fat-tailed distributions with standard deviations σ We use a simple Klein-Gordon chain to emulate long-and short-range coupling networks by tuning its energy density. For long-range coupling networks TΛ ≈ σ + τ , which indicates that the Lyapunov time sets the ergodization time, with chaos quickly diffusing through the coupling network. For short-range coupling networks we observe a dynamical glass, where TE grows dramatically by many orders of magnitude and greatly exceeds the Lyapunov time, which satisfies TΛ µ + τ . This effect arises from the formation of highly fragmented inhomogeneous distributions of chaotic groups of actions, separated by growing volumes of non-chaotic regions. These structures persist up to the ergodization time TE.
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INTRODUCTION
Ergodicity demands that a typical solution of a dynamical system visits almost all states of the available phase space and that the infinite time average of any observable equals its phase space average [1] . The question whether ergodicity holds for a Hamiltonian system approaching an integrable limit has been a longstanding object of studies in mathematics and statistical physics. In 1954 Kolmogorov proved the existence of sets with nonzero measure of infinite time stable solutions of weakly perturbed integrable systems H = H 0 + H 1 with small enough perturbation strength 0 < ε < ε 0 , which are confined to N -dimensional manifolds of the phase space (later labeled KAM tori) [2] . His work was extended by Arnold [3] and Moser [4] to larger classes of Hamiltonian systems, leading to the celebrated KAM theorem and later was reformulated for finite yet exponentially large times by Nekhoroshev [5, 6] . These studies opened venues for the possibility of ergodicity breaking in weakly non-integrable many-body systems.
Indeed, almost concomitantly with the rise of the KAM theory, a numerical test on a small chain of harmonic oscillators in the presence of weak anharmonic coupling failed to show the expected equipartition of energy along the chain (original report [7] , reviews in [8] [9] [10] ). This computer experiment, performed by Fermi, Pasta, Ulam and Tsingou (FPUT), and the attempts to explain its striking outcomes, led to the discovery of solitons [11, 12] and to advances in the theory of Hamiltonian chaos [13, 14] . In particular, the first connection between the FPUT results and the KAM theory was established about a decade after the original FPUT work by Izrailev and Chirikov [15] . On the other hand, the applicability of the KAM theory to systems with a large number N of degrees of freedom has been questioned for a long time, and it has been conjectured that the KAM theorem ceases to apply in the macroscopic limit (in other words, ε 0 → 0 as N → ∞) [16] [17] [18] [19] . A similar conjecture was proposed for the Nekhoroshev theorem [20, 21] .
Furthermore, it was found that within the KAM regime the regions of instability complementary to the KAM tori form a topologically complicated connected network called the Arnold web, which might permit the existence of solutions that visit almost all the phase space (see [22] [23] [24] and citations therein). These (and other) issues have meant that the question whether for weakly non-integrable systems the ergodic hypothesis holds or not remains open.
Beyond the KAM regime, in a large number of nonintegrable systems, sets of time periodic and spatially localized solutions called breathers have been discovered [25] [26] [27] [28] [29] . Although forming a set of zero measure, due to their linear stability, these coherent solutions may impact the dynamical properties of a many degree-offreedom system [30] [31] [32] [33] [34] [35] [36] . For instance, in the FPUT chain, breathers lead to the confinement of a solution in their vicinity for divergently long intervals of time [37, 38] , in analogy with stickiness to regular islands of the phase space in low-dimensional systems [39] [40] [41] . Generally, it has been shown that in the equilibrium dynamics of weakly non-integrable systems, breather-like excitations [42] [43] [44] [45] , extreme events due to nonlinear localization of energy [46] , and anomalous large density dynamics [47] [48] [49] exist for divergently long time intervals. These events have also been experimentally studied in the context of semiconductor lasers [50] , superfluids [51] , microwave cavities [52] , optical fibers [53] and arrays of waveguides [54, 55] , among others. Therefore, a diverging ergodization time T E (ε → 0) → ∞ is needed for a trajectory to visit enough available phase space such that the finite time average of any observable converges to its statistical average (assuming ergodicity still holds).
This expectation, however, has never been properly assessed, since proving stickiness to regular islands (if any) or periodic orbits for many degree-of-freedom systems with corresponding high-dimensional phase spaces is much more complicated than proving similar results for low-dimensional ones. In several related studies, Bouchaud [56] , and Barkai [57] [58] [59] [60] [61] [62] explored the effects of consecutive metastable states with divergent average lifetimes on the ergodic dynamics of spin-glasses and timecontinuous random walks. Casetti et.al. developed a geometrical theory to study resonances and to analytically extract the typical mixing time of chaotic systems approaching integrability [63] [64] [65] [66] . However, only recently has an efficient numerical method to detect and estimate the distribution of breather-like excitations in weakly non-integrable Hamiltonian systems been proposed, by introducing generalized Poincaré equilibrium manifolds in phase space [67, 68] . These events have been labeled as excursions out of equilibrium and their durations have been called excursion times. As we will show below, the ergodization time T E of an observable follows from the statistical properties of these excursions out of equilibrium.
Consider a Hamiltonian system close to an integrable limit. The non-integrable perturbation defines a coupling network among the action variables, which network can be short-or long-ranged. We study the ergodic dynamics of these systems, using the actions as time-dependent observables. We evaluate the convergence of distributions of finite time averages of these observables to delta functions, which allows us to extract their ergodization time T E . We show that T E is controlled by the statistics of the excursion times of the observables above equilibrium, which exhibit fat-tailed distributions in the proximity of an integrable limit and have standard deviations σ + τ which grow beyond their means µ + τ . We find that T E scales proportionally to (σ
2 /µ τ . T E is then compared with the Lyapunov time T Λ , which is obtained as the inverse of the largest Lyapunov exponent Λ and which indicates the time scale for the system to enter a regime of chaotic dynamics. More precisely, the Lyapunov time defines the time needed to form chaotic dynamics in resonantly interacting groups of actions.
In this work, we study numerically these time-scales using the Klein-Gordon chain as a testbed. This model is particularly interesting because it possesses both longrange network limits (the low energy regime, or weak nonlinearity limit) and short-range network limits (the high energy regime and the weak-coupling limit). In all the limits we consider, both T E and T Λ diverge, with the Lyapunov time being a lower bound for the ergodization time T Λ ≤ T E . For long-range networks, the chaotic dynamics of resonant action groups easily spreads throughout the entire network. As a result, our numerical results show T E ∼ T 2 Λ . In contrast, for short-range networks the chaotic "spots" or "regions" of phase space are isolated, and their diffusion into the entire network is strongly suppressed. Consequently, T E diverges essentially independently of T Λ upon approaching the integrable limit. For example, for the variation of a control parameter that leads to a change of T Λ by a factor of 2, T E grows over eight decades. We will call a system that exhibits this dramatic growth in the ratio T E /T Λ a dynamical glass. As hinted in [68] for the Gross-Pitaevskii model, and obtained in [69] for classical chains of Josephson junctions, we conjecture the existence of a dynamical glass in any system whose integrable limit is characterized by a short-range network of actions. This follows since this type of network allows the fragmentation of the system into regular regions -the excursions out of equilibrium with anomalously large lifetimes -while the complementary chaotic parts roam slowly through the system. These regular regions typically persist up to the ergodization time, T E .
The paper is organized as follows. In the initial part of the first section, we introduce the basic concepts and definitions of integrable and non-integrable many-body systems. Then, in the second part we introduce our method of analysis, providing details about the detection scheme for the excursion times, the fluctuations of the finite time averages of an observable, and the Lyapunov time. In the second section we present our numerical studies of the Klein-Gordon chain in both its integrable limits, which correspond to a long-and a short-range network respectively: the high energy and the low energy limit. In the last section, we discuss our numerical results and our conjectures regarding the existence of a novel dynamical glass in all weakly non-integrable many-body systems characterized by short-range networks of actions.
EQUILIBRIUM DYNAMICS OF WEAKLY NON-INTEGRABLE MANY-BODY SYSTEMS
Consider a Hamiltonian H with N degrees of freedom
where q = (q 1 , . . . , q N ) are the position coordinates and p = (p 1 , . . . , p N ) are the conjugate momenta. These coordinates belong to the 2N dimensional phase space
The equations of motion arė
An integral of motion I (e.g. the energy density h = H/N ) is a quantity that is conserved along the solutions of Eq.(2). The existence of integrals of motions implies that a trajectory is confined to a co-dimension submanifold, called the available phase space. In the following subsection, we will briefly recall the concept of integrability and we will define the coupling network between the actions of the integrable limit induced by a non-integrable perturbation. In the ensuing subsection, we will describe our methods the analyze the equilibrium dynamics of these models.
Integrable limits and networks of actions
A Hamiltonian H is called integrable if there exists a canonical transformation (p, q) = φ(J, θ) that maps the conjugate coordinates (p, q) into action-angle coordinates (J, θ) such that
so that the Hamiltonian H 0 depends only on the actions
. The existence of such a canonical transformation φ is ensured by the Liouville-Arnold theorem, if a Hamiltonian possess N integrals of motions {I n } N n=1 in involution (i.e. {I n , I m } = 0 for every n, m, where {·, ·} are the Poisson brackets) [70] . Recall that the choice of the action coordinates is unique up to constant translations or unimodular transformations [71] . The equations of motion Eq.(2) of an integrable system expressed in action-angles coordinates reaḋ
Solutions of Eq.(4) yield constant actions J n (t) and timeperiodic angles θ n (t) that wind on N -dimensional tori T N .
for the frequencies ω n . Consequently, the phase space X is foliated by a set of invariant tori T N , where the solutions in Eq.(5) are confined for all times t ∈ R.
Let us consider a general Hamiltonian H, and we define the energy density h = H/N . If in regimes of small or large h some of its terms become negligible with respect to an otherwise integrable reminder H 0 , we say that H possesses an integrable limit. This can be realized by considering a Hamiltonian of the form
where H 0 is integrable, and H 1 is a non-integrable perturbation whose strength is controlled by a small parameter 0 < ε 1. Then Eq.(2) readṡ
where V n = ∂H 1 /∂J n and W n = ∂H 1 /∂θ n . We shall call the system in Eq.(6) weakly non-integrable. For ε = 0, the term W n links the time-dynamics of an action J n to all or a subset of actions and angles of the system. In a typical case, each action J k is connected to a number R n of groups of actions {G m } Rn m=1 , each one formed by L n,m actions G m = {J gn,m(l) } Ln,m l=1 . It then follows that a non-integrable perturbation defines a network between the actions {J n } N n=1 , where R n and L n,m depend on H 1 . We henceforth distinguish networks according to how the number of groups of actions linked by the perturbation H 1 depends on the number of degrees of freedom N . Let us define the coupling range R = max{R n |n ≤ N }. We can then distinguish the following two cases: Long Range Network (LRN): the coupling range R scales with the number N of degrees of freedom of the system R = g(N ) for a certain monotonic function g; Short Range Network (SRN): the coupling range R is finite and independent from the number N of degrees of freedom of the system. In the following, we will show that this distinction leads to different dynamical behavior of a weakly nonintegrable Hamiltonian system.
Probing the equilibrium dynamics
Let us consider an observable f defined over the phase space X of a Hamiltonian system H. We define its statistical (or ensemble) average f X computed according to the Gibbs distribution [72] 
where β denotes the inverse temperature. For any T < ∞, we define the finite time average of f
The assumption of ergodicity implies that the infinite time average f ∞ of any observable f equals its statis-
However, in general for the finite averaging time, the equality f T = f X does not hold. The distribution ρ(f ; T ) of the finite time averages f T is then characterized by its first moment µ f (T ) and a non-zero variance σ 2 f (T ). From Eq.(10) it follows that for an ergodic system ρ converges to a delta function in the infinite time limit ρ(f ; T → ∞) = δ(f − f X ). We study this convergence by computing the dimensionless fluctuation index q(T ) [73] [74] [75] 
The expected convergence to zero of q(T ) due to ergodicity is controlled by the ergodization time T E , which depends on how an observable f fluctuates in time.
In the ergodic dynamics of weakly non-integrable Hamiltonian systems, anomalous fluctuations in time of f may follow from long-lasting breather-like excitations and extreme events due to energy localization [42] [43] [44] [46] [47] [48] [49] . However, not every observable f of the phase space X is sensitive to these effects (see appendix A). Following [68] , to effectively detect these events, we employ the actions J n of the integrable limit as time-dependent observables. The statistical average J n X of each action J n yields a co-dimension 1 manifold of the phase space F n labeled a generalized Poincaré manifold, which is pierced infinitely many times by a typical trajectory as time goes to infinity [67, 68] . We mark the piercing times t i n at which J n (t) = J n X , and we define the excursion times
as the difference between two consecutive piercings, distinguishing in τ + n and τ − n if the difference J n − J n X is positive or negative, respectively. We compute numerically the distributions P ± n of the excursion times τ ± n , as well as their averages µ ± τ,n and their standard deviations σ ± τ,n (see appendix B for details). Generally at a given distance from an integrable limit, the distributions P + n and P − n are different, with the tail of P + n typically dominating over P − n [68, 69] . We shall focus here on the τ + n events only, since we found that both the averages µ We then compute the fluctuation index q(T ) for one action J n , considering an ensemble of M different initial conditions (see appendix D for details). In the case of weakly non-integrable systems, we will show that
where T E is our definition of the ergodization time. We will show that T E diverges as the system approaches an integrable limit. Assuming that the excursion times τ ± n are independent events, and approximating the dynamics of an action J n around J n X with telegraphic random signal [76] [77] [78] we obtained that T E is related to the timescales µ + τ,n and σ + τ,n as (see appendix E for details)
In the following, we will confirm Eq. (14) numerically (see appendix F for details). Finally, we relate the ergodization time T E to the Lyapunov time
defined as the inverse of the largest Lyapunov exponent Λ numerically obtained via tangent methods (see appendix G for details). As a system approaches an integrable limit, T Λ diverges to infinity since Λ → 0, and in general one has T Λ ≤ T E . We will show that T Λ follows different divergence trends depending on the network range: namely T Λ µ + τ,n in the SRN case, and T Λ ≈ σ + τ,n in the LRN case. This leads to different behavior of T E /T Λ in the two cases. Observation: the explicit expressions of the actions are not always known. Nonetheless, the same analysis discussed above can be successfully performed by, for instance, choosing as observablesJ n = ϕ k (J n ), where ϕ n are monotonic functions, local combinations of actions, e.g.J n = φ k (J n , J n±1 ), or even perturbed actions.
CLASSICAL ONE-DIMENSIONAL CHAINS
Consider the class of classical interacting many-body systems described by Hamiltonians of the form
where V is a local potential and W is an interaction potential, with
Here ε > 0 is a real parameter. For ε = 0 this Hamiltonian describes an integrable set of decoupled oscillators (also known as anti-continuum limit [25, 26] ). For 0 < ε 1, the interaction potential W acts as the perturbation H 1 in Eq. (6), and the Hamiltonian Eq.(16) is weakly non-integrable. Since W couples only nearest neighboring oscillators, this limit is trivially SRN with R = 2. The presence of further integrable limits depends on the terms V and W . In this paper we will apply our formalism to the Klein-Gordon (KG) chain, for which
The equations of motion Eq.(2) read
One reason for this choice is that the KG system possesses only one conserved quantity h, which implies no further constraints in the parameter space (e.g. [31] ). A second reason is that, as we shall show, the KG system possesses both LRN and SRN integrable limits. The large energy regime h → ∞ is another SRN integrable limit since the coupling potential W turns negligible with respect to the local V . The small energy regime h → 0 is a LRN integrable limit, since the quartic term in the local potential V becomes negligible with respect to the remaining quadratic ones. In this limit, the KG reduces to a chain of harmonic oscillators, but with the term q 4 n /4 (transformed to Fourier space) coupling all the normal modes to each other. We will integrate Eq.(18) using symplectic schemes (see appendix F).
Long range networks
Let us here focus on the small energy limit h → 0 of the KG chain, where the integrable Hamiltonian H 0 consists in a chain of harmonic oscillators
In this case, we choose fixed boundary conditions p 0 = p N +1 = q 0 = q N +1 = 0, in analogy with the small energy limit of the FPU chain [7] . To address the dynamics of the actions in this limit, we use the canonical transformation to normal mode momenta and coordinates
for k = 1, . . . , N . This transformation diagonalizes the
, where the normal mode energies E k are
for
In presence of the quartic term in the local potential V in Eq. (17), the motion equations becomë
A q,l1,l2,l3 Q l1 Q l2 Q l3 (22) where
represents the coupling between the Fourier coordinates Q k . Using the canonical transformation
Eq. (22) becomeṡ
where the coefficients A k,l1,l2,l3 depend on the angles
For each action J k , the sum in Eq. (25)) involves and this limit leads to a long range network of actions J k , similarly to the FPU case discussed in [79] .
In the following, we analyze the dynamics of the system using the normal mode energies E k as time dependent observables, fluctuating around h. Since E k are characterized by different frequencies Ω k they are statistically distinguishable. We can access their ergodization time T E by computing the fluctuation index q(T ) defined in Eq.(11). In ε = 1 for a system of N = 2 5 oscillators and averaging over M = 2 9 initial conditions, in order to keep the CPU run times of order of one week. In both cases, the asymptotic decay q(T ) ∼ T E /T anticipated in Eq.(13) -visible for the larger energy cases (from black to blue) -occurs after an unexpected plateau. Moreover, as h → 0 we observe that q(T ) ∼ q(0) for T T E , which from the choice of the initial conditions means q(0) ∼ 1. The unexpected intermediate plateau means that we cannot extract the ergodization time T E by estimating the prefactor of the 1/T decay. Therefore, we estimate T E by introducing the cut-off q = 0.1 (horizontal dashed lines in Fig. 1 -see appendix H for details). We choose q = 0.1 since in general for q ≤ 0.1 the distribution ρ begins to converge to a delta function, while as q(T ) ∼ q(0) the distribution ρ is broad and it does not change as T grows (see appendix I for examples). We plot the measured T E with orange squares in Fig. 3 for k = 10 [plot(a)] and
We then relate T E to the statistics of the excursions times τ + k of the observables E k above their equilibrium value h. In Fig. 2 we show P + 32 (red) and P 
A = 166 and T = 10 9 .
distributions as the system approaches the integrable limit by computing the averages µ (14) . In Fig. 3 we plot Aτ + q,k for a fitting parameter A = 166 [80] . The physical origin and meaning of this fitting parameter is yet not understood and is a topic of on-going studies. In Fig. 3 , we then compare these time scales, which control ergodization and fluctuations out of equilibrium of the observables, with the Lyapunov time T Λ (shown in black stars), which controls mixing and chaoticity. In both cases k = 10 and k = 32 it appears that T Λ ≈ σ + τ,k , which indicates that the typical duration of the longest excursions out of equilibrium τ + k is dictated by the Lyapunov time. In the insets of Fig. 3 
Short range networks
We consider the KG system defined with periodic boundary conditions p 1 = p N +1 , q 1 = q N +1 . This choice makes all sites equivalent, so the chain is (discrete) translation invariant, and it avoids edge effects [67] . As discussed in the introduction of this section, in the limit of small coupling 0 < ε 1 the KG converges to an integrable Hamiltonian H 0 of a chain of decoupled anharmonic oscillators
The interaction potential W couples only nearest neighboring oscillators, leading to a SRN of actions. This SRN integrable limit can be achieved in regimes of large h, since W becomes negligible with respect to the local potential V . We here consider numerically both limits h → ∞ and ε → 0. A canonical transformation φ which rotates H 0 as function of only the actions J n = φ −1 (p n , q n ) is not known to us. In the absence of an explicit form of the actions J n , we follow [42] and choose
as the time-dependent observables. Due to translation invariance, the observables J n are statistically equivalent, fluctuating around the energy density h. In this case, we account for the time dynamics of each J n in unique measurements for one given realization. We extract the ergodization time T E of the variables J n by computing the fluctuation index q(T ). In Fig. 4(a) , we show q(T ) for different energy densities h with given ε = 0.05, and find that q(T ) ∼ q(0) for T T E , and q(T ) ∼ T E /T for T T E as stated in Eq. (13) . We extract T E by rescaling and fitting the curves (see appendix H for details). The result is presented in Fig. 6 (a) using orange squares. We found that T E grows by several orders of magnitude within the energy range analyzed, with a divergence trend of T E close to a power-law T E ∼ h
2.3
as h increases. We obtained similar findings for the fluctuation index q(T ) and ergodization time T E in the anticontinuum case ε → 0 with fixed h = 5, as shown in Fig. 4(b) and Fig. 6(b) . In this case, T E grows closely to a power law T E ∼ ε −5 as ε decreases.
We then study the times of excursions out of equilib- rium τ + n of the observables J n . We compute their distribution P + which accounts for all the detected fluctuations in the chain (see appendix J for details). In Fig. 5 we show P + for different h with ε = 0.05 with N = 2 8 . We notice that the distributions acquire fatfails, with intermediate power-law trend τ −2 which extends as h grows. This is clarified in the inset, where the local derivative γ(τ ) ≡ d(log 10 P + )/d(log 10 τ ) is shown. In Fig. 5 we additionally show the distribution P + computed for a given h = 2.5 and ε = 0.05 and different system sizes N = 2 7 , 2 8 , 2 10 (orange, green, blue curves). We observe that the duration of the intermediate powerlaw trend does not change improving the event statistics. This fact is in agreement with [67, 68] , and we conclude that the statistical properties of the excursions out of equilibrium are intrinsic properties.
We further characterize P + by its average µ + τ and standard deviation σ + τ , which have been obtained accounting the excursions detected by all J n . These time scales are shown in Fig. 6(a) and (b) for the large energy limit with ε = 0.05 and the anti-continuum limit with h = 5, respectively, using red diamonds for the averages and blue diamonds for the deviations. In the first limit, the standard deviation σ + τ equals the average µ + τ at h ≈ 0.1, and σ + τ ∼ 10µ + τ at h ≈ 1, indicating a faster divergence with respect to the LRN case discussed before. We then relate these time scales and the ergodization time T E as in Eq. (14) . In Fig. 6(a) , we plot Aτ + q for A = 132 with green circles [80] , and it shows good agreement with T E in the limit of large h. In Fig. 6(b) we report similar conclusions for the weak coupling limit ε → 0. We compare T E , µ Fig. 6 (a) and versus ε in Fig. 6(b) . In both cases it appears that T Λ µ + τ , remarkably indicating that while T E ≈ 10 9 (at h = 10 for given ε = 0.05 in Fig. 6(a) , and at ε = 0.1 for h = 5 in plot(b)), T Λ ≈ 10. In Fig. 6(c) , we confirm the above statements by showing T E , µ 
DYNAMICAL GLASS
Our studies of the equilibrium dynamics of the KG model show that while approaching an integrable limit, the ergodization times T E of the observables {J n } increase but stay finite. This implies that the distributions of their finite time averages ρ(J n ; T → ∞) do converge to delta functions in the infinite time limit, although one requires divergently long integration times to exhibit 1/T convergence. The hypothesis of ergodicity is consequently not violated. We then looked at the fluctuations in time τ + n around the equilibrium values of {J n }. It appears that these events have distributions P + n with intermediate algebraic tails close to τ −2 which increase in length as the system approaches integrability. This result does not violate the Kac theorem [40] , nor does it show weak violation of ergodicity, as suggested in [56] [57] [58] [59] [60] [61] [62] .
We observe that an asymptotic dependence τ (14) we anticipated a relation between the timescales µ + τ,n and σ + τ,n and the ergodization times T E . Our numerical studies on all the integrable limits of the KG have confirmed this relation. A clear distinction between the LRN limit (the low energy one) and the SRN limits (large energy and weak coupling ones) appears once we relate T E with the Lyapunov time T Λ . Indeed, our empirical observations show that in the LRN limit T Λ ≈ σ τ,k (see Fig. 3 ), while in the SRN limits T Λ µ + τ (see Fig. 6 ). This is further clarified in Fig. 7 , where we show Aτ + q in units of T Λ , as function of T Λ . In the LRN limit, for both Aτ + q,10 (blue squares) and Aτ + q,32 (red diamonds) show an increase of about one order of magnitude over four orders of magnitude of T Λ . On the contrary, in the SRN anticontinuum limit Aτ + q /T Λ (black circles) grows by five orders of magnitudes over less than one order of magnitude of the T Λ . These observations lead to the conclusion that for the LRN cases, T Λ sets the ergodization time T E . In the SRN cases however T E grows dramatically over several orders of magnitude leaving behind the Lyapunov time. This behavior identifies a dynamical glass.
Given all this evidence, we conjecture the existence of a dynamical glass if an integrable limit of a non-integrable Hamiltonian is characterized by a short range network of actions. This includes among others the cases of the weak coupling limit ε → 0 of the Hamiltonian Eq. (16) defined with any potentials V, W (including non-nearest neighboring interaction terms W (q n , . . . , q n+S ) with finite S independent of N ), the high energy limits supposing that V /W 1, and higher dimensional networks. Indeed, we previously found hints of an SRN-induced dynamical glass phase in the large energy limit of the Gross-Pitaevskii model [68] , and recently we proved the existence of a dynamical glass phase in both the high energy and the weak coupling limits of Josephson junction chains [69] , all limits characterized by SRN of actions. In [69] , the spatiotemporal dynamics of nonlinear resonances were studied. It was found that while a growing number of long-lasting excursions out of equilibrium exist, and chaotic bubbles formed by resonantly coupled neighboring rotors between events survive, roaming throughout the system. We consequently speculate that the simultaneous fast divergence of T E and slow growth of T Λ which characterize the dynamical glass [69] , occur due to the weak interaction between complementary regular and chaotic regions, which is allowed only by a SRN of actions. Indeed, a SRN of actions allows the fragmentation of the system into weakly interacting regions. The chaotic puddles are detected by the largest Lyapunov exponent Λ, leading to the observed slow growth of T Λ . In time, these chaotic puddles slowly permeate the weak bonds and destroy the regular structure formed by longlasting fluctuations out of equilibrium. This mechanism leads to ergodization of the system. Approaching integrability, the interaction between chaotic puddles and regular islands becomes weaker. Hence, a longer time is required for chaos to leak into regular regions, leading to the observed rapid divergence of T E . Importantly similar mechanisms are absent in systems with LRN, since an action is linked to the whole reminder of the system. This prevents fragmentation, avoids the presence of chaotic patches, and leads to the fast divergence of T Λ . These results are in agreement with [65] , where different divergence trends of T Λ corresponding to different integrable limits have been also analytically proved in chains of coupled rotators. We further conjecture that the dynamical glass continues to exist in the macroscopic limit of a system. This claim follows from the fact that none of the quantities we have studied shows dependence on the number of degrees of freedom N (features also observed in [68, 69] ). Additionally, a short range network of action is unaffected by increasing N . Remarkably we observe that this second claim is in contrast to the conjecture that the KAM theorem fails as N → ∞. Nevertheless, these conjectures require further numerical and analytical studies of the Lyapunov spectrum, the Chirikov overlap criteria, and nonlinear resonances (as performed in [81] [82] [83] [84] [85] ), among others.
CONCLUSIONS
In this work, we have proposed an effective way to characterize the equilibrium dynamics of weakly nonintegrable systems by using the action-angle coordinates appropriate to integrable systems. This allows us to highlight a novel dynamical glass in the framework of the KG chain, and to conjecture its existence in the proximity of any SRN integrable limit. Our current efforts provide only a glimpse of a vast array of open problems. For instance, we anticipate pivotal roles being played by the breaking of translation invariance of the system (e.g. disorder, quasiperiodicity) which affects the network among the actions or by driving terms, which impact the action's frequencies, leading to alterations and possible control over non-linear resonance conditions. Indeed, recently glassy dynamics in disordered systems has been reported by Senanian et.al. [86] . An even more intriguing and long-term challenge is to extend the concept and the detection of the dynamical glass in quantized versions of the many-body systems considered here. Since the formal proof of the existence of many-body localization in quantum systems by Basko et.al. [87] , considerable interest has arisen in thermalization [88] [89] [90] , chaoticity [91, 92] , breaking of ergodicity [93] [94] [95] [96] , as well as analogs of the KAM theorem [97] and the non-Gibbs phase [98] .
Recently, a non-ergodic/bad metal phase has been reported in a quantum chain of Josephson junctions [99] , while a fast decay of thermal conductivity in the high temperature regime was observed in [100] . Furthermore, signatures of weak ergodicity breaking phenomena due to many-body scars have been reported in a variety of quantum systems [101] , and glassy dynamics have been reported in dissipative quantum systems [102] . These findings are based on the study on entanglement entropy, the multi-fractality properties of eigenstates, and the violation of the eigenstate thermalization hypothesis, among others. Our intention is to extend the concept of a dynamical glass in quantum systems and to relate it to the notion of many-body localization; this leads us towards the delicate and fascinating concepts of quantum integrability [103] [104] [105] , and quantum chaos [106] [107] [108] . In [67] , we successfully used two global observables (the rescaled entropy and the participation number) to detect breather-like excitations leading to excursion events in the equilibrium ergodic dynamics of the Fermi-PastaUlam and Klein-Gordon chains. We found that these two observables become insensitive to these events as the number of degrees of freedom N increases. As a detailed example of this insensitivity of global observables, we show here that the participation number does not detect localized breather-like excitations.
We define the inverse participation number P −1 for the normalized energies ν n (t) = J n (t)/ N n=1 J n (t)
In Fig. 8 we show an example of an excursion out of equilibrium, detected using the inverse participation number in a KG chain of N = 2 5 oscillators. In Fig. 8(a) , the par- ticipation number P fluctuates around its average P X (red horizontal dashed line). We estimate the width of the fluctuations with the standard deviation σ P −1 . In this appendix we show that as N increases, the sensitivity of P to the excursion out of equilibrium is lost. We will do that by showing that the average deviation ∆P (indicated by the vertical magenta arrow in Fig. 8(a) ) caused by an excursion decays faster with N than the standard deviation σ P −1 . In other words
Let us at first recall that in this case H = n J n . Then the Gibbs average Eq.(8) of J n for an exponent i is [72]
Hence, the Gibbs average of P −1 reads
The variance σ
From Eq.(A3), the following equality holds
This yields the equation
Finally, we have
from which Eq.(A2) follows.
Consider a state where an impurity of strength a shifts the energy of one action J n away from its Gibbs average, as in Fig. 8 (b)
The Gibbs average of the first normal mode J k0 then becomes
From this, the value P −1 1 X of the observable computed iin Eq.(A9) follows
Therefore, the gap ∆P
X between the Gibbs average P in Eq.(A2) follows.
Appendix B: Distribution P k of the excursion times
In the numerical calculations of the PDF P k of excursions out of equilibrium τ , we consider the interval I b = [10 2 , 10 b ] to which the excursion times belong, and we separate this into M bins of logarithmic width [109] . Hence, the bins B s are defined as
with κ = (b − 2)/M . From our plots, we exclude all the bins that count fewer than 100 events, as these should be considered as statistically not relevant.
Appendix C: Average and standard deviation of τ ± n
In Fig. 9 we show the averages and the standard deviations of both τ + k and τ − k . The four plots (a-d) corresponds to the four cases discussed numerically in the main text, namely: µ ± τ,k and σ ± τ,k for the low energy regime with k = 10 (a) and for k = 32 (b), corresponding to Fig. 3(a) and Fig. 3(b) respectively; µ ± τ and σ ± τ for the large energy limit (c) and anti-continuum limit (d) corresponding to Fig. 6(a) and Fig. 6(b) respectively. In all these cases, we observe that the average µ + τ of τ + (red diamonds) shows a divergence trend similar to µ − τ of τ − (green squares). Similarly, the standard deviation σ + τ of τ + (blue triangles) shows a divergence trend like that of σ − τ of τ − (orange circles). We then focus on the " + " events only τ + , which we recall are events during which J n > J n X .
Appendix D: Ensemble of initial conditions
Let us assume that there exists only one conserved quantity of the system (the total energy H). We define the initial condition at t = 0 as zeroing the position coordinates q n = 0 and distributing the half squares of kinetic energy p 2 n /2, according to the following distribution P 1 defined for a positive real number C > 0 From this, for a uniform distribution of random numbers w(r) distributed in the range [0, 1], one can get z = −log(w(r))/C. This leads to a set of initial momenta coordinates p (1) n at t = 0, where the sign is a discrete random variable, a n = ±1 with distribution P 2 (a n = ±1) = 0.5. Here
The total energy E T of the system is
We then set a chosen energy density h by the following rescaling
n .
The resulting momentum coordinates p (2) n with the position coordinates q n = 0 fixed at zero are evolved in time for T IC = 10 5 using the SABA 2 C integrator with timestep τ = 10 −2 , which keeps the relative energy error at ∆E ∼ 10 −9 . The result of this time evolution is then taken as an initial condition of our simulation. Then, M draws of the distributions P 1 and P 2 yield an ensemble of M initial conditions. Appendix E: Asymptotic behavior of the fluctuation index q
In Eq. (14) we indicated that the ergodization time T E of an observable J n is proportional to the ratio between the variance σ + τ,n 2 and the average µ + τ,n of its excursions out of equilibrium
We here derive this relation, which is based on the approximation of the time evolution of J n with telegraphic random signal [76] [77] [78] . Away from the integrable limit, an action J n becomes a time-dependent variable J n (t) = J n X + φ n (t) where φ n is a continuous function fluctuating around zero. At the piercing times t i n of the action J n , it follows that φ n (t i n ) = 0. Then, the time average of J n , here indicated as B n (T ) is
The interval [0, T ] consists in M + n events τ + n and M − n of τ − n , plus uncompleted initial and final events of duration I n and E n respectively [110] . Let us observe that both I n and E n are not distributed according to the distribution P ± n of excursion times τ 
The numbers M ± n of events τ 
where α n and β n are defined as
These coefficients α n and β n are distributed by the distributions ρ αn and ρ βn respectively. Let us here define their averages α and β. We then approximate Eq.(E4) by the telegraphic noise signal
(E6) Let us now consider the limit of q(T ) for T → ∞. Due to the continuity of φ n and the finiteness of all moments of the excursion times τ ± n , the term D n (T ) in Eq.(E2) converges to zero as T → ∞. Then, it follows that lim T →∞ µ 2 Jn (T ) = J n 2 X . Hence, supposing J n X = 0, the limit of the index q is
Recalling the following properties of the variance for a constant A
then from Eq.(E2) it follows that
We can restrict to the τ + n events only in Eq.(E6) by adding and subtracting βS + n . It follows that
By Eq.(E8), the variance of B n is
The excursion times τ + n are identically distributed variables. Assuming these to be independent events, the variance σ 2 of the head events multiplied by the number of events M
For T µ + τ,n , we expect that µ
In Fig. 10(a) we report the averages µ 
Ultimately, this results in the formula
In Fig. 10(b) we show the energy density h dependence of the ratio (α + β) 2 / J n 2 X introduced in Eq.(E14) computed for the short range case of the KG chain using the observables J n in Eq.(28) for ε = 0.05. Over three orders of magnitude, the ratio (α + β) 2 / J n 2 X fluctuates between 2 and 2.5. Hence this ratio in Eq.(E14) does not contribute to the asymptotic trend of the fluctuation parameter q(T ) as the system approaches an integrable limit. It therefore follows that the time-scale σ
is proportional to the ergodization time T E defined in Eq.(13), as stated in Eq. (14) .
Appendix F: Numerical Integration
Our simulations were performed on the IBS-PCS cluster, which uses Intel E5-2680v3 processors. The time integrations were performed using a second order symplectic integrator SABA 2 C (see [111] for a general discussion on symplectic methods; see [112] for the explicit application of the integrator SABA 2 C to the KG chain). The SABA 2 scheme consists in separating the Hamiltonian H = A + B, and approximate the resolvent e ∆tH according to
where
, and ∆t the time-step. We split the Hamiltonian H the KG system in Eq. (18) as
(F2) The resolvent operators e ∆tL A and e ∆tL B of the Hamiltonian A and B propagate the set of coordinates (q n , p n ) at the time t to the final values (q n , p n ) at the time t+∆t. These operators respectively read e ∆tL A :
Following [112] , we improve the accuracy of the SABA 2 scheme using a corrector C = {{A, B}, B}.
for g = (2 − √ 3)/24. For the KG chain, the corrector C is
The corrector operator C yields the following resolvent operator e ∆tL C :
Note that for both resolvents e ∆tL B and e ∆tL C in Eq.(F4) and Eq.(F7) the boundary conditions have to be applied: fixed boundary condition for the LRN cases, and periodic boundary conditions for the SRN cases. This scheme was implemented using a time-step ∆t = 0.1, keeping the relative energy error ∆E = |E(t) − E(0)|/E(0) of order 10 −6 .
Appendix G: Largest Lyapunov exponent Λ
We compute the largest Lyapunov exponent Λ by considering a small amplitude deviation vector w(t) = (δq(t), δp(t)) of a typical trajectory. We then numerically solve the the variational equationṡ
associated with a Hamiltonian H using the tangent method [113] [114] [115] . where D
2
H is the Hessian matrix and J 2N the symplectic matrix. Solving Eq.(G1) using the SABA 2 C integration scheme presented in Appendix F yield extended resolvent opertators e ∆tL A , e ∆tL B and e ∆tL C in Eq. (F3,F4,F7) , where (δq n , δp n ) at the time t are simultaneously integrated to (δq n , δp n ) at the time t + ∆t. The additional equations for e ∆tL A are e ∆tL AV : δq n = δq n + δp n ∆t δp n = δp n (G2)
while for e ∆tL B are e ∆tL BV :
For the correction term, we get
   δq n = δq n δp n = δp n + γ n δq n + γ n+1 δq n+1 γ n+2 δq n+2 +γ n−1 δq n−1 + γ n−2 δq n−2 ∆t (G4) where γ n = −2 1 + 3q 2 n + 2ε 2 + 6q n q n (1 + q 2 n ) + ε(2q n − q n+1 − q n−1 ) + 2ε 2 γ n+1 = 2ε 2 + 4ε + 3q 
where · is a norm of the vector w. An extended presentation of this method applied to the KG chain can be found in [116] .
Appendix H: Measurement of the coefficient TE In both Fig. 3 and Fig. 6 we have shown the behavior of the ergodization time T E as the system approaches the integrable limit.
In the cases shown in Fig. 6 , T E was determined by first extracting the prefactor of the power-law regression of the black curve of both plots (corresponding to h = 0.01 in Fig. 4(a) and to ε = 0.8 in Fig. 4(b) ). We fix these as the two basic cases. Then, for all the higher h or lower ε cases respectively we rescaled the integration time T → T /x of the curve q by a factor x, and select the properx for which the rescaled curve align with their corresponding basic cases. The ergodization time T E of each curve is finally obtained by multiplying its selected x with the ergodization time T E of the corresponding basic case. In Fig. 11 we present the time-evolution of the parameter q shown in Fig. 6 rescaled by the ergodization time T E , to show the alignment between the curves. In the cases shown in Fig. 3 , the intermediate plateau exhibited by the time evolution of the index q prevented us from obtaining a proper 1/T fitting and the rescaling of the integration time T using the techniques described above. Then, the ergodization time T E was determined by the introduction of a cut-off at q = 10 −1 (violet dashed horizontal line in Fig. 1 ). We then test the reliability of this cut-off procedure on two SRN cases. In Fig. 11 we show the ergodization time T E extracted by rescaling (orange squares) and by cut-off at q = 10 −1 (blue squares). The two sets of measurements show good agreement.
Appendix I: Distribution ρT of the finite time average
We here show the time-dependence of the distribution ρ, corresponding to two cases of the large energy limit h → ∞ of the KG chain shown in Fig. 4(b) . Fig. 12(a) is obtained for ε = 0.1. In this case, the decay of index q corresponds a convergence of the distribution ρ T towards a delta function. In particular, between ρ 10 6 (magenta) and ρ 10 8 (green), the index q crosses the threshold q = 10 −1 (indicated by the horizontal dashed violet line in Fig. 12(b) ) which marks the time scale T E ∼ 3.4 · 10 6 . Indeed, we notice that for T ≥ T E , the distribution ρ T of the finite time-averages J n T begins to converge towards a delta function Fig. 12(b) is instead obtained for the observable J 1 , J 16 , J 32 and the distribution P for all n combined for three different energies h = 1.01 (green), h = 2.88 (blue) and h = 12.9 (black). In the three cases, the distributions P n obtained with a single observable J n overlap with each other and with the distribution P obtain by combining the events detected by all J n . The curves cannot be distinguished. This suggests that, due to translation invariance, the excursions out of equilibrium of each action J n in Eq.(28) at a given distance from an integrable limit are governed by the same distribution. 
