We propose a fault detection procedure appropriate for use in a variety of industrial engineering contexts, which employs consensus among a group of agents about the state of a system.
three sequential steps (known as the fundamental tasks of fault diagnosis [2] ). The first, fault detection, is to decide whether the characteristics of the system in question are outside permissible limits. The second, fault identification, is to determine which subsystems contain a fault of a particular type and the time when it occurred. Finally, fault analysis provides insight into the time-varying characteristics of the fault and the scale of disturbance that occurred.
We focus here primarily on fault detection. In order to identify change, we need an adequate reference model for system features. This is the backbone of the model-based fault detection approach ( [3] , [4] , [5] , [2] , [6] ) adopted here. Three common methods used in feature generation within the context of model-based fault detection are parameter estimation ( [7] , [8] ), state estimation ( [3] , [9] ) and parity (consistency) checking [5] . Once estimated, the present state is compared with that of nominal (normal) system behaviour and a residual is generated that measures any change. In model-based fault detection the full set of residuals is used for decision making, and a change in their mean and/or covariance signals a fault [6] .
The choice of model depends on the problem at hand. However, it is often impractical to build a model for the entire system. This is particularly true for distributed systems, where there are many interrelated and interconnected parts. A natural approach is to simplify the task by first decomposing the system into a number of subsystems, which would usually be spatially separated and assumed to evolve independently. The decomposition may be deterministic [10] or probabilistic [11] . Attached to each subsystem is a set of independent local observations and a set of local parametric models that describe different working conditions. We will used the term "agent" as an abstraction that integrates these two components. A group decision is accomplished through interaction between neighbouring agents, and one of our goals is determine the conditions for logical (behavioural) consensus [12] among group members.
A state-space model is a common option for many practical problems in fault detection [9] , and a Kalman estimator [13] is frequently used to estimate the mean and covariance of the state. However, the latter approach suffers from a lack of robustness to noise and uncertainties [6] . Our approach is different. Instead of generating residuals, we estimate the probability distribution of the state from the given observations. This is compared with corresponding distribution in the normal mode. The "distance" between these distributions is measured in order to decide on the presence of a fault. We assume that under any given operating mode, be it normal or faulty, the state of any subsystem can be described faithfully by a discrete-state Markov chain [14] . Normal operating conditions are described by a single model and there are a number of models indicating a fault. We assume each agent can accurately detect faults in its own subsystem.
Achieving consensus by arriving at a common distribution representing belief among agents is an idea that goes back to the early sixties, when Stone [15] introduced pooling of opinions to determine a group decision. Stone assumed that each opinion was modelled by a continuous probability distribution, and the opinion pool as a mixture of distributions.
However, he considered only equal mixture weights. DeGroot [16] extended this idea in two ways: first, by introducing an iterative approach whereby each agent revises its own subjective probability distribution based on changes in other group members opinions, and, second, by allowing the possibility of distinct weights and specifying convergence conditions for the iteration. The convergence conditions were generalized further by Chatterjee and Seneta [17] . We follow DeGroot's approach, but extend this using Markov chains rather than continuous distributions. In our method, agents reach consensus about the transition matrices that govern changes in subsystem state within each operating mode. At each iteration agent i revises its own transition matrix by taking a weighted sum of the other agents' matrices and its own. The weights are selected optimally using an ExpectationMaximization (EM) framework. As we shall see, our method extends easily to the case of hidden Markov chains, thus allowing for states that may not be directly observable.
Once consensus is achieved, fault diagnosis can commence. To decide whether there is a fault, each agent compares its local distribution with a consensus distribution, being the stationary distributions of the local and the consensus transition matrices, respectively. If the "distance" between these distributions is greater than 0, a fault is recorded. Once it has been established that there are faulty subsystems, the next step is to determine which subsystems are faulty and what type of fault is present. There are two scenarios. In the first, a subsystem identifies its own fault and checks if there are group members affected by the same fault (the agent compares its own local model with other local models in the group by measuring the distance between corresponding stationary distributions). In the second, if the subsystem has no fault then the faulty subsystems can be detected in the same manner by again comparing stationary distributions. A range of different distance values indicates multiple faults.
We note that a consensus algorithm has been used in the work of Franco et al. [18] , Ferrari et al. [19] and Stanković et al. [20] . It differs from ours in that first and second order moments only were used, rather than the entire distribution. We note also that Petri Nets have been used extensively in fault detection in distributed systems [21] . Particularly interesting is the work of Benveniste et al. [22] , who introduced a probabilistic extension of Petri Nets for distributed and concurrent systems (components that evolve independently) and applied this to fault detection. However, they did not consider the problem of fault detection within a consensus framework. Our work is motivated by the need to detect faults in electrical power systems. Accordingly, we mention also the work of Kato et al. [23] and Garza et al. [24] . In [23] a multi-agent approach was suggested to locate and isolate fault zones. In [24] this problem was considered within a probabilistic framework using dynamic Bayesian networks, rather than the present consensus framework.
The rest of this chapter is organized as follows. The problem is formulated in Section II. This is followed in Section III with a derivation of the likelihood function for our mixture of Markov chains and the EM procedure for selecting optimal weights. Section IV contains an extension to the case of unobserved Markov chains. Finally, a fault diagnosis scheme and simulation results are presented in Sections V and VI, respectively.
II. Problem formulation
It is assumed that each agent has local observations of the state of its subsystem, and that the local model for changes in state is represented by a transition probability matrix.
Furthermore, it is assumed that agents can exchange information over a computer network; specifically, each agent can know other agents' transition matrices. The idea is to modify the transition matrices within a group of agents in such a way that, under certain conditions, those of all agents in the group converge to a common transition matrix.
The underlying distributed system is represented by undirected graph G = (V, E) whose vertices V = {1, . . . , n} represent agents (measurement and monitoring points) and whose edges E (E ⊆ V ×V ) represent communication links. It is assumed that G itself is connected and composed of one of more complete subgraphs (cliques), each corresponding to a group of agents trying to achieve consensus. We assume that the cliques are known in advance (we do not consider a problem of finding them [25] ). An example of one such graph is given in Fig. 1 , where a 2-vertex clique and a 4-vertex clique have been circled. The neighbourhood of an agent q is defined as the set of agents N q ⊆ V such that N q {p ∈ V |(q, p) ∈ E}. So a given agent can potentially belong to more than one group. This is illustrated in Fig. 1; notice that vertex q belongs to two cliques. We will assume that if an agent is a member of more than one group, it will engage independently in achieving consensus within those groups; it will not share information among the groups. Additionally, we will suppose that communication links between group members are completely reliable with no latency. 
where Ψ = [ψ ij ] is a K × K is ergodic stochastic matrix with strictly positive entries; ψ ij is a "consensus rating" assigned by agent i to agent j to rate the influence of agent j on agent i. The transition matrices P (0) j at iteration τ = 0 are the initially pooled transition matrices.
The updating procedure at iteration τ is represented for all agents by
. . . 
. . .
where I is the N × N identity matrix. Defining the group transition matrix at iteration τ to be the block matrix
⊤ , where ⊤ denotes transpose, equation (2) is expressed compactly as
, or equivalently
where ⊗ is the Kronecker product and
⊤ is the block matrix made up of the initial transition matrices participating in the algorithm. Convergence of (2) is assured under the condition that Ψ ⊗ I is a contraction, that is, ∥Ψ ⊗ I∥ ≤ 1. We exploit the following properties of the Kronecker product ( [26] , [27] ):
Lemma 2: If A and B are square matrices, then
Since ∥Ψ∥ ∞ = 1 and ∥I∥ ∞ = 1, applying Lemma 1 to Ψ ⊗ I shows that ∥Ψ ⊗ I∥ ≤ 1.
Furthermore, applying Lemma 2 to the group transition matrix P (τ ) , given by (3), we obtain
As τ goes to infinity P (τ ) approaches to the group consensus matrix P c given by
where
is the limiting distribution of the stochastic matrix Ψ. Notice that, for the iterative procedure (4) to converge, the weights must be chosen so that Ψ is ergodic [17] . It remains to specify how to estimate entries of Ψ in the first iteration of the algorithm. We note that since the right-hand side of (1) is a mixture of transition matrices ( [28] , [29] ), the weights ψ ij of agent i can be interpreted as the distribution of a latent variable.
In the next section we derive the likelihood function for our Markov chain mixture, which is used in the subsequent EM framework to estimate our consensus ratings. Once the optimal ratings are estimated and Ψ is formed, its stationary distribution (denoted by π Ψ ) can be evaluated [30] . From that and the initially pooled transition matrices P (0) , an estimated consensus transition matrix P c and corresponding stationary distribution π c can be determined.
III. Estimation of optimal consensus ratings
To estimate concensus we must first determine a likelihood function for the linear combination of transition matrices involved in the consensus scheme for the i th agent in (2) for
For simplicity let us write
The iteration indices have been omitted, and ψ ij has been replaced by ψ j . In a group of agents it is assumed that each has observed its own state sequence and corresponding transition matrix. When a particular agent i revises its own transition matrix, it invites the other agents to transmit theirs. Agent i then adapts its own transition matrix based on the information received. We will explain how the consensus weights depend on the state sequences and the corresponding transition probabilities of each of the agents in the group. We follow an approach of Anderson and Goodman [31] , but extended this to Markov chain mixtures.
It is assumed that the state sequence {X t , 0 ≤ t ≤ T } of agent i is governed by P i in (6).
Transitions in this sequence are obtained as a mixture of sequences X k t , k = 1, . . . , K, of all K agents in the group. Since each agent k is weighted by some value ψ j , the probability of a particular transition at time t, from state x i−1 to state x i , can be modelled as the product of two probabilities: the probability of a transition from one state to another and the probability that the transition itself is caused by agent k. Consequently, the probability of the state sequence x 0 , . . . , x T is
Expression (7) can be further extended by introducing a random process (Z t ) to model random selection of the source k of a particular transition from x i−1 to x i . Since this transition at time t can come from only one source, an indicator I {Zt=k} of this source is introduced. In that case, the weight ψ (x i−1 x i ) k can be interpreted as the probability that a particular transition probability p (x i−1 x i ) k comes from agent k, denoted as P (Z t = k). Thus, for each transition from x i−1 to x i , expression (7) is modified to obtain
The next step towards calculating (7) requires counting the number of transitions, from x i−1 to x i for agent k until time t on the entire sequence, as follows:
or, more compactly,
To simplify notation, P (Z t = k) will be denoted as ψ k , the transition probability P (X t = j|X t−1 = i, Z t = k) will be given in the shortened form P t (i, j) k and the number of transitions in a state sequence X k t by time t for a particular agent k by N t (i, j) k : (10) becomes
It is apparent from (11) that the random variable Z t is not directly observable. However, this incomplete-data problem can be converted to a complete-data problem; if the problem is extended to find the likelihood of the sequence {(X t , Z t ), 0 ≤ t ≤ T } instead, it opens up the possibility of using the EM framework [32] .
As previously discussed, expression (11) is a likelihood function of the complete-data vector whose logarithm is given by
The EM algorithm is a two-step iterative procedure. In the first step, called the E-step, the Q function is calculated, which is the mathematical expectation of (12) given observations
k is a set of parameter estimated in previous iteration ι. The Q function evaluation is reduced to computing the mathematical expectations of indicator functions, because the transition probabilities
k are known in advance. By Bayes' Theorem
Furthermore, assuming that X t depends only on X t−1 and I {Zt=k} , as well as presuming that I {Zt=k} and X t−1 are independent, the mathematical expectation of the indicator function is given as follows:
Finally an expression for the Q function is given by
In the second step of the EM algorithm, called the M-step, previously assumed parameters are optimized based on the expectation of the log likelihood: ψ
k ). Introducing a Lagrange multiplier µ into (15) for the constraint
. (16) After taking the derivative of Q with respect to ψ k we get
Rearranging (17) and using the constraint we obtain
Finally, the updated equation for ψ k is given by
By altering the E-step and M-step, in each iteration ι, the function Q(ψ k |ψ
k ) is calculated and the parameters are optimized. From an implementation point of view there are two ways to halt the procedure. The first is when the difference in the value of Q is below some threshold Θ assumed in advance, that is, Q(ψ k |ψ
The second is to specify in advance the total number of iterations Υ and stop when ι ≥ Υ.
Taking into consideration the E-step and M-step used to estimate optimal ratings of the stochastic matrix Ψ, it is apparent that there are two specific kinds of information each agent in the group requires. Firstly, by (14) it follows that each agent in the group has to know the other agents' transition probabilities. In other words, information on the models perceived by the group members are supposed to be shared among the group. Secondly, even more interesting conclusions can be drawn from (18) . In order to rate other group members, agent i relies on information regarding a number of transitions, N k t , k = 1, . . . , K, of pooled state sequences X k t . As we will see shortly, a major problem in applying our algorithm is related to the inability to observe these state sequences directly.
Before proceeding, recall briefly the notation introduced of this section. The index i, denoting the agent that revises its distribution, is omitted: X k t is shorthand for the state sequence X ik t that models the influence of agent k on agent i, and N k t is short for N ik t , the number of transitions. Which notation we will use depends on the context.
IV. Extension to unobservable case
It is clearly unrealistic to assume that each state transition is an observable discrete event, because of measurement noise or because the observed signal is generated by one of multiple sources randomly switched by an unobservable Markov chain, as depicted in Fig. 2 . It is therefore desirable to extend our algorithm to the case where the states are hidden.
In order to adapt our algorithm to the context of Hidden Markov Models (HMMs) ( [33] , [34] ), it will be necessary to establish a link with the solutions of the three essential problems 
The next element is an observation probability defined as a matrix B = [β j (y t )] N ×1 , where
is a probability of a particular observation. For discrete observations,
The final element is the initial state distribution Π = [π k ] N ×1 . We use the following compact notation:
where N and M are defined implicitly.
The three basic problems identified by Rabiner [33] are as follows.
Problem 1 : The efficient computation of the probability P (Y |λ) of the observed sequence 
Problem 3 : Estimation of the parameters of model λ that maximize P (Y |λ).
To solve Problem 1 the forward-backward procedure [33] is applied, which is a recursive method for efficient calculation of the probability of the observed sequence given the model λ.
To maximize the probability of a hidden state sequence for given observations, the Viterbi algorithm [35] is used to address Problem 2. Finally, Problem 3 is addressed applying the Baum-Welch algorithm [36] .
Fig. 2. Local Hidden Markov Model
The connection with our algorithm will now be explained. As given previously, each agent i 
. . , N } with a corresponding transition probability matrix A r . It is very important to note that that an unobservable Markov chain transition matrix A r will be used to form the initial pool of Markov chain transition matrices in (5) , that is, if agent i is in the working regime r then A r ≡ P (0) i . Note that the number of generators N defines the size of S and that number is a same for all working regimes. Consequently, all transition probability matrices are the same size.
In the context of the algorithm described in Sections II and III, it is necessary for each operating mode r to determine a transition probability matrix A r of an unobservable Markov To help explain an application of the algorithm to real-time systems, a sequence diagram is given in Fig. 3 , the steps summarized as follows: Step 0: At time t each agent i from the group of K agents has collected T observations Step 2: All agents in the group exchange, over a computer network, currently active models
Step 3: By the means of the Viterbi algorithm every agent i estimates the unobservable sequences X ik and corresponding transitions N 
Step 4: The group of agents exchange over the computer network rows of the stochastic matrix Ψ, row i {Ψ} ↔ row k̸ =i {Ψ}, allowing each agent to form the matrix Ψ;
Step 5: Once these transactions are complete, each agent computes a stationary distribution [30] π Ψ = (π ψ 1 , . . . , π ψ K ) required to estimate a consensus transition matrix P c , from which the stationary distribution π c is computed. After a stationary distribution π c is estimated, a fault detection scheme is applied, as explained in the next section.
V. Fault detection scheme
As explained in Section I, an important aspect of our fault detection scheme is a distance measurement between the stationary distribution π c of the consensus transition matrix and the stationary distribution π P (0) of the agent's initial transition matrix. To measure the distance between the two stationary distributions, π 1 and π 2 , we will use the L 2 -norm:
where N is a number of discrete states. Once evaluated, these distances are stored to form a fault table (or dictionary). Because the table is symmetric, the total number of different values, as a function of the number of operation modes n, is 1 2 n(n − 1). As noted earlier, 
every fault diagnosis scheme consists of a series of tasks, the first of which, fault detection, is implemented as Step 5 (above). Here we measure the distance between the stationary distribution of the consensus transition matrix and the stationary distribution of the agent's local transition matrix (model). This step allows us to identify deviations from normal operation.
Algorithm 1 Fault Diagnosis -agent i
Require:
for all j ∈ K\{i} do 3:
Search the fault table to identify the model r associated with agent j, F vec (j) ← r 5:
end if 6: end for 7: return Fault Vector -F vec
8: end if
Once a fault is detected, the second task, fault identification, begins. Multiple faults in monitored subsystems can be identified, because all agents have the fault table that summarizes information about different working regimes and each has information about the currently active modes of all other agents in the group. It has become apparent that a potential pitfall of this approach, which is particularly evident when the number of models is large, lies in the need to retrieve the fault table. Consideration of this issue will be part of future research.
A realization of the first and second tasks is summarized in Algorithm 1, which is executed for all agents i. In the third fundamental task, fault analysis, we analyse the timevarying characteristics of the fault(s), which are connected to model observations.
VI. Simulation results
We illustrate the method using a hypothetical system composed of three interconnected subsystems (K = 3). The corresponding agents are labelled 1, 2 and 3. We supposed that there are three possible subsystem working regimes, each modelled by a HMM with two states (N = 2), an unobservable Markov chain and a discrete observations set O = {1, 2, . . . , 7}
(M = 7).
The HMM labelled λ 1 models normal operation, while those labelled λ 2 and λ 3 represent faults. The parameters of these models are given in Table II, III this, these simplified models serve to illustrate collective decision-making in a group of agents. Fig. 4 depicts agents' local observations. Agents collect observations by means of a sliding window that contains, at time t, the last T samples of the monitored signal.
For each agent i in the group, a fault diagnosis scheme is applied to local observations
T }, i = 1, 2, 3 (in our case, the window length is T = 7). We analyse the test case depicted in Fig. 4 . The transition of agent 1 from mode λ(Θ 1 ) to λ(Θ 2 ) occurs at t = 101. At t = 201, agent 1 returns to mode λ(Θ 1 ), while agents 2 and 3 transition to modes λ(Θ 3 ) and λ(Θ 2 ), respectively. At t = 301, all agents are once again in mode λ(Θ 1 ).
In
Step 1 of the state transition diagram (Fig. 3) , the forward-backward recursive procedure applies for estimating a currently active model using the bank of models Λ and the Agents' decision delay ∆, as a function of a sliding window length, is given in Table V . Next, in Step 2, the agents mutually exchange information on current working regime models λ k = λ(Θ r ), meaning that agent k has identified a model r.
Step 3 the Viterbi algorithm is used to estimate the state sequences X influence of agent 1 working regime model on the group. These values form the first column of the stochastic matrix Ψ ≡ Ψ (0) . As we showed in Section II, the first column of Ψ (τ ) in the limit as τ → ∞ will be the stationary value π ψ 1 In Fig. 9 the logarithm of the distance measure of all agents the group is given, showing how it changes over time.
In view of Fig. 9 (Table VIII) and the consensus matrices π c at times t = 50, 150, 250, 350 (Table IX) . We see that that π A 3 and π t=250 c
have similar values. From (5) it follows that consensus transition matrix cannot be equal to any particular initially pooled transition matrix, except in the trivial case that all transition matrices are the same. However, in any non-trivial case, a problem of similarity between unobservable Markov chains arises, indicating the importance of measuring it in the training phase. As proposed by Rabiner [33] the concept of model distance can be used for this purpose. This problem will be the subject of future research. Fig. 10 illustrates how the group members perceive group behaviour and how they achieve behavioural consensus; exchanging model parameters among group members and by applying local observations to these models leads to a common perception of group behaviour. 
VII. Discussion
We have proposed a fault detection scheme for distributed systems in which subsystems are represented by agents. Operating modes of subsystems are modelled by Markov chains.
The agents form groups whose common (consensus) transition matrix is estimated. Change in consensus within the group is monitored and, once a change is detected, the distances between the stationary distributions of operating modes are estimated in order to identify the new condition of the system. Future work will include the practical implementation of our algorithm to fault diagnosis in power systems. To be fully applicable it will be necessary to extend our approach to accommodate continuous observation schemes. 
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