The dynamically defined measure (DDM) Φ arising from a finite measure φ0 on an initial σ-algebra on a set X and an invertible map acting on the latter is considered. Several lower bounds for it are obtained and sufficient conditions for its positivity are deduced under the general assumption that there exists an invariant measure Λ such that Λ ≪ φ0.
Introduction
This article is concerned with the development of general methods for computation of lower bounds for the dynamically defined measures [4] , [6] , [7] , [10] and thus obtaining conditions for their positivity. The latter became particularly required after the recently discovered error in [4] , see [5] .
Originally, the dynamically defined outer measure Φ arising from a finite measure φ 0 on an initial σ-algebra was proposed in [4] as a way to construct the coding map for a contractive Markov system (CMS) [3] almost everywhere with respect to an outer measure which is also obtained constructively (at least on compact sets; in general, it still requires the axiom of choice, but the obtained measure is unique). This outer measure arose in a natural way from the condition of the contraction on average.
Later, the author also could not avoid the routine to define the coding map almost everywhere with respect to a measure which is obtained in the canonical, non-constructive and less descriptive way (via the Krylov-Bogolyubov argument) [9] . However, before the dynamically defined outer measure became redundant, it was shown in [6] and [7] that the restriction of the outer measure on the Borel σ-algebra is a measure the normalization of which provides a construction for equilibrium states for CMSs (the local energy function of which is given by means of the coding map, which makes it highly irregular, so that no other method, to the author's knowledge, is capable to provide a construction).
The normalization is, of course, possible only if the measure is not zero. The discovered error in [4] puts it into serious doubts in a general case. In [5] , it was only shown that the measure is not zero if all the maps of the CMS are contractions (which does not go far beyond the case accessible by means of a Gibbs measure), with a little comfort that no openness of the Markov partition is required (which makes the local energy function still only measurable in general).
The method which is used in [5] is based on the proof that the logarithm of the supremum of the density function of an invariant measure with respect to the initial one along the trajectories is integrable, which seems to be a very strong condition.
Trying to weaken that led to the introduction of the relative entropy measure in this article (Subsection 4.1). The proof that it is a measure is based just on a few of its properties, which are weaker than that of an outer measure. It requires a notion of an outer measure approximation and a generalization of the Carathéodory theorem for it. The extension of the Measure Theory on such constructions in a general setting, based on sequences of measurement pairs, which can be called Dynamical Measure Theory, was developed in [10] . It enables us to compute and analyze all lower bounds for the DDMs in this paper.
All lower bounds for the DDMs in this article are obtained in the case when the measurement pairs are generated by an invertible map from an initial σ-algebra and a measure on it. Moreover, for the computations of the lower bounds, we will always assume that there exists an invariant measure Λ which is absolutely continuous with respect to the initial one, φ 0 .
It became clear after the development of the dynamical measure theory in [10] that it is logical, from the point of view of the structure of the theory in this article, and advantageous for the purpose of obtaining the best lower bounds to introduce first an intermediate family of DDMs arising from the Hellinger integral H α (Λ, φ 0 ), α ∈ [0, 1], with H 0 (Λ, φ 0 ) (Q) = Φ(Q) and H 1 (Λ, φ 0 ) (Q) = Λ(Q), which provide lower bounds for Φ through
for all measurable Q and α ∈ [0, 1], and then to obtain a lower bound for H α (Λ, φ 0 ) via the relative entropy measure (Theorem 1), the local finiteness of which guaranties the positivity of H α (Λ, φ 0 ).
Furthermore, this approach allowed us to obtain a practical sufficient condition for the positivity of [0, 1] ∋ α −→ H α (Λ, φ 0 ) (Q) via the limit α → 1 (Corollary 1 (ii)).
In Subsection 4.2, we also provide some natural upper bounds on the relative entropy measure. In particular, in the case of an ergodic Λ, we show that the finiteness of the relative entropy measure is equivalent to the essential boundedness of dΛ/dφ 0 with respect to Λ and to the absolute continuity of Λ with respect to H α (Λ, φ 0 ) for all α ∈ [0, 1) (Corollary 2).
Another advantage of this approach is the possibility for obtaining criteria for the positivity of Φ via the dependence of H α (Λ, φ 0 ) on α. This led to the study of other DDMs, in particular, another DDM arising from the Hellinger integral
Clearly, establishing that the functions
have different properties on [0, 1) would immediately imply the positivity of Φ. In the case of the first function, we were only able to show that it is positive all the way to the left if is positive at some point in (0, 1) and it is zero all the way to the right in the open interval if it is zero at such a point (Lemma 7 (iv)), but the second is always either zero everywhere on (0, 1) or strictly positive on [0, 1] (Lemma 11 (iv)). We were not able to establish the continuity of the first function on (0, 1) in general, but it holds true for the second (Lemma 11 (vii)). Also, we obtained a sufficient condition for the continuity at the point 1 for both functions (Proposition 1) (which is slightly stronger than the weakest obtained sufficient condition for the positivity
Due to the Lipschitz continuity of the function (0, 1) ∋ α −→ H α,0 (Λ, φ 0 ) (Q) on every closed subinterval, it is differentiable almost everywhere. This all encourages us to investigate other possible regularity (or irregularity) properties of it. To that end, we obtained some (singed) measures which naturally suggest themselves as candidates for the derivatives of it. We showed that the first one is in fact the right derivative, but we encountered curious difficulties with the differentiability from the left (Theorem 3). The latter certainly requires further research.
As indicated by the names of the introduced auxiliary measures, we will need some preliminaries from the information theory, which are collected in Subsection 3.2.
Concluding the introduction, a few words on the notation. All considerations in this article will take place on a set X. We will denote the collection of all subsets of X by P(X). As usual, N and Z will denote the set of all natural numbers (without zero) and the set of all integers respectively. We will use the notation 'f | A ' to denote the restriction of a function f on a set A , '≪' to denote the absolute continuity relation for set functions, f ∨ g (f ∧ g) to denote the maximum (minimum) of f and g and x → + y (x → − y) to abbreviate the convergence x → y and x > y (x < y).
2 The setup for the dynamically defined measure (DDM) Φ
In this section, we define the main object of the study in this article -a particular case of the dynamically defined measure as specified in Section 5 in [10] .
Let X be a set and S : X −→ X be an invertible map. Let A be a σ-algebra on X. Let A 0 be the σ-algebra generated by
It is not difficult to verify that
Then Φ(S i Q) ≤ Φ(S i−1 Q) for all i ≤ 0 (see Sections 4 and 5 in [10] ). Definē
Then, by Theorem 4 (i) in [10] ,Φ(Q) = Φ(Q) for all Q ∈ B and Φ is a (obviously S-invariant) measure on B, which we call the dynamically defined measure (DDM) associated with φ 0 .
Example 1 Let P := (p ij ) 1≤i,j≤N be a stochastic N × N -matrix. Let X := {1, ..., N } Z (be the set of all (..., σ −1 , σ 0 , σ 1 , ...), σ i ∈ {1, ..., N }) and S be the left shift map on X (i.e. (Sσ) i = σ i+1 for all i ∈ Z). Let 0 [a] denote a cylinder set at time 0 (i.e. the set of all (σ i ) i∈Z ∈ X such that σ 0 = a where a ∈ {1, ..., N }).
Let A be the σ-algebra generated by the partition ( 0 [a]) a∈{1,...,N } .
Let π be a probability measure on all subsets of {1, ..., N }. Let φ 0 be the probability measures on A 0 given by
for all 0 [i 1 , ..., i n ] ⊂ {1, ..., n} Z and n ≥ 0. One easily sees that Φ(X) > 0 if P is irreducible and π(i) > 0 for all i ∈ {1, ..., N } (see Example 2 in [10] ).
For an example in which the positivity of Φ is not that obvious, see [5] .
In this note, we will use the measure theory developed in [10] to obtain lower bounds for Φ in terms of various (signed) measure in the case when there exists
, which will allow us not only to obtain sufficient conditions for the positivity of Φ (which is another important role which is going to be salvaged from the erroneous Lemma 2 (ii) in [4] ), but also it will give several necessary and sufficient conditions for Φ ′ | B ≪ Φ| B in the case when φ ′ 0 is ergodic. By Proposition 1 in [10] ,
In the following, we will denote by Λ a positive and finite measure on A 0 such that Λ • S −1 = Λ and Λ ≪ φ 0 . Its unique extension on B, which is, for example, given by Proposition 1 in [10] , and the dynamically defined outer measure (in this case, the usual Lebesgue outer measure) will be also denoted by Λ, since it is always clear what is meant from the set to which it is applied.
Let Z be a measurable version of the Radon-Nikodym derivative dΛ/dφ 0 .
Preliminaries
As indicated in the introduction, we will need some preliminaries.
Preliminaries for the derivatives of an exponential function
In this article, we are going to study, in particular, some functions obtained as some infimums of [0, 1] ∋ α −→ m≤0 S m Am Z α dφ 0 . In this context, since dZ α /dα = Z α log Z, we will need the following simple lemmas. x| log x| n = n e n (it is attained at e −n ),
Proof. The proof is straightforward. ✷
(i) If n is even, then
This implies the first inequality in (i). Also,
This implies the second inequality in (i).
(ii) The inequality 0 ≤ D α,α0 n (Z) is obvious. Furthermore, observe that for 0 ≤ Z ≤ 1,
Hence, for every Z ≥ 0,
Then on one hand, by (i) and Lemma 1, for α 0 > 0,
and on the other hand, by (i) and Lemma 1, for α < 1,
Thus (2) and (3) imply the first inequality of the second part in (ii).
If Z ≥ C, then, as in (i),
Hence, it follows the second inequality of the first part in (ii).
Then, as above, by (i) and Lemma 1, on one hand, for α < 1,
and on the other hand, for α 0 > 0,
Thus (4) and (5) imply the second inequality in (ii). ✷
Information-theoretic preliminaries
In this article, we will also make use of some generalizations and derivations of some relations between measures which were developed in the information theory. We collect the required preliminary material in this subsection.
Let (X, A, Λ) be a finite measure space, i.e. A is a σ-algebra, and Λ is a positive and finite measure on it.
Let φ be another positive and finite measure on A such that Λ ≪ φ. Let f be a measurable version of the Radon-Nikodym derivative dΛ/dφ. (Note that Λ{f = 0} = 0.)
In the following, we will use the definition x log(x/y) := 0 for all y ≥ 0 and x = 0 and x log(x/y) := ∞ for all x > 0 and y = 0. (As a consequence, 0 0 = 1, since y x := e x log y .)
The latter is called the Kullback-Leibler divergence of Λ with respect to φ. For α ≥ 0, define
The latter is called the Hellinger integral.
In this article, we are going, in particular, to extend the following relation of the measures to that of the corresponding DDMs which allows to obtain lower bound for the DDM of the main concern.
Lemma 3 Let A ∈ A such that Λ(A) > 0. Then
Proof. First, observe that, by the convexity of x → e −x ,
for all 0 < α ≤ 1. This implies the first part of the assertion. Now, one easily checks that 1/α(x − x 1−α ) ↑ x log x as α → 0 for all x ≥ 0, and that the approximating functions are equibounded from below. Hence, by the Lebesgue Monotone Convergence Theorem,
> 0, and in the limit, as α → 0, holds true the equality.
and in the limit, as α → 0, holds true the equality.
Proof. (i) Clearly, we can assume that Λ(A) > 0. Let f A be a measurable version of the Radon-Nikodym derivative dΛ A /dφ A . A straightforward computation, using the uniqueness of the Radon-Nikodym derivative, shows that
Therefore,
The multiplication by Λ(A) implies (i).
(ii) The assertion follows immediately from (7) .
(iii) The assertion follows from (i) and Lemma 3.
(iv) Clearly, we only need to proof the case
e. Thus the assertion follows from (ii) and (iii) applied to φ ′ and Λ ′ . ✷ Remark 1 Obviously, by Lemma 4 (i) or (iii),
Furthermore, recall that the sum m Λ(A m ) log(Λ(A m )/φ(A m )) converges monotonously to log f dΛ with a converging refinement of the partitions (A m ) if Λ and φ are probability measures (e.g. see Theorem 4.1 in [2] ). Hence, in the stationary information theory, the second term in Lemma 4 (i) makes no contribution in the limit. The contribution of that term in the limit in the dynamical generalization of it, which we develop in this article, is unknown. However, despite the fact that, by Lemma 3, the term can be well approximated in terms of the density function (which makes it easier to estimate), the author was not able to make any use of it so far. a lower bound for Φ.
The following lemma lists a hierarchy of methods which can be used for a deduction of the positivity of Φ. Proof. (i) By the convexity of x → e −αx and the concavity of
This implies (i).
(ii) By the concavity of x → x 1−α or the Hölder inequality,
This implies (ii). (The last inequality of (ii) follows also from Lemma 4 (iv).) ✷ Guided by Lemma 4 and Lemma 5, we start with the following object for the computation of lower bounds for Φ, which leads to the best practical estimates which we could obtain so far. [10] . For general α, holds true the following, which provides an approach to computations of lower bounds for Φ on B.
Then, by Lemma 5 (i) and (ii),
Hence, by the S-invariance of Λ, Proposition 2 (i) in [10] implies the assertion.
(ii) It follows by (i) and Theorem 4 (ii) in [10] .
(iii) It follows by (i) for all α ∈ (0, 1], and the case α = 0 follows by Lemma 10 in [10] . ✷
It turns out that one can obtain greater DDMs arising from the Hellinger integral via the construction from Subsection 4.1 in [10] . They generalize H α (Λ, φ 0 ) and also provide lower bounds for Φ, but the main purpose for their introduction is their usefulness for obtaining criteria for the positivity of Φ via their dependence on the parameter.
Definition 4 Let α, γ ∈ [0, 1], Q ∈ P(X) and ǫ > 0. Define
. The latter has also the following properties, which, in particular, shed some light on the dependence of H α (Λ, φ 0 ) (Q) on α.
Proof. (i) The first equality follows immediately from the definition. The second follows by Proposition 2 (i) in [10] . And the third follows by Proposition 3 in [10] .
(ii) Clearly, we can assume that α 0 < α. Let ǫ > 0 and (A m ) m≤0 ∈ C α0,1 ǫ (Q). Then, by the convexity of
which implies (ii).
(iii) It follows immediately by (i), (ii) and Theorem 4 (ii) in [10] .
(iv) It follows immediately by (ii), the same way as in Lemma 6 (iii). 
Therefore, the sum in the following expression is well defined.
Definition 5 For 0 ≤ α < 1, Q ∈ P(X) and ǫ > 0, define
The same way as in the proof of Lemma 3 in [10] , on sees that K α,ǫ (Λ|φ 0 ) (Q) ≤ K α,ǫ (Λ|φ 0 ) (S −1 Q) for all Q ∈ P(X) and ǫ > 0.
Therefore, we can definē 
Definition 6 For every
and let K α,ǫ , K α andK α be defined the same way as K α,ǫ (Λ|φ 0 ), K α (Λ|φ 0 ) and K α (Λ|φ 0 ) with A Z log Zdφ 0 replaced by κ α (A).
The obtained set functions have the following properties.
Lemma 8 Let 0 ≤ α < 1. Then the following holds true.
(In particular, in this case, K α (Λ|φ 0 ) is a S-invariant signed measure on B.)
Proof. (i) Let Q ∈ P(X), ǫ > 0 and (A m ) m≤0 ∈ C α ǫ (Q). Then, by Lemma 2 (i),
Thus (i) follows.
(ii) It follows immediately by Lemma 6 (i) in [10] .
(iii) It follows immediately by (ii) and Lemma 6 (ii) in [10] .
(iv) By (ii),
Thus (iv) follows by Theorem 3 in [10] .
(v) The assertion follows immediately by (ii) and Theorem 4 in [10] . Thus the assertion follows by (iii). ✷ Remark 2 Note that K α (Λ|φ 0 )(Q) can be infinite. However, by Lemma 9 in [10] , for every ǫ > 0, K α,ǫ (Λ|φ 0 )(Q) is finite for a broad class of topological dynamical systems if K(Λ|φ 0 ) is finite and Q is compact.
The following theorem gives some lower bounds for H α (Λ, φ 0 ) by capturing some residual of the relation from Lemma 3.
Proof. (i) Let ǫ > 0. Clearly, we can assume that K α,ǫ (Λ|φ 0 )(Q) < ∞ and
Therefore, by Lemma 2 (i),
Hence,
This proves the assertion in the case K α,ǫ (Λ|φ 0 )(Q) = 0.
Then, as in (10), one sees that m≤0 Λ(A m ) < ∞. Therefore, by Lemma 5 (ii) and the convexity of x → e −x ,
.
That is
Observe that by the assumption on H α (Λ, φ 0 ) (Q), this implies that
Hence, since the principal branch of Lambert's W function is monotonously increasing, (11) implies (regardless of the sign of K α,ǫ (Λ|φ 0 )(Q) + ǫ) that
Hence, applying the inverse of W implies
Thus letting τ → 0 proves the first inequality of (i). The second follows immediately from the first by Lemma 6 (i), after letting ǫ → 0.
(ii) The condition on ǫ implies that
Hence, by Lemma 7 (ii), H α (Λ, φ 0 ) (Q) < Λ(Q)e − ǫ, and therefore, the first inequality of (ii) follows from that of (i).
The second inequality of (ii) follows from the first after letting ǫ → 0. ✷
The following corollary can be used to obtain criteria for the positivity of Φ.
Then H α (Λ, φ 0 ) (Q) > 0 for all α ∈ [0, γ].
(ii) Suppose there exists a function τ : (0, 1] −→ [0, ∞) which is continuous at 1 such that τ (1) = 0, τ (α) > 0 for all α ∈ (0, 1) and
Then
Proof. (i) By the hypothesis,
Thus the assertion follows by Theorem 1 (i) and Lemma 7 (iv).
(ii) For all α ∈ (0, 1) large enough,
Therefore, by Theorem 1 (ii), lim sup α→ − 1 H α (Λ, φ 0 ) (Q) > 0. Hence, by Lemma 7 (iv), H α (Λ, φ 0 ) (Q) > 0 for all α ∈ [0, 1). ✷
Upper bounds for the relative entropy measure
Clearly, choosing a good and easy computable upper bound for K α (Λ|φ 0 )(Q) most likely depends on the particular application. However, there are some natural general upper bounds, which might suggest a direction in a particular case via some weakening or generalization.
Restriction of the set of covers via the invariant measure
A natural way to obtain an upper bound on K α (Λ|φ 0 )(Q) is of course by a further restriction of the set of covers of Q over which the infimum is taken.
Since the main approach of this paper is a reduction of the proof of the positivity of Φ to the fact of the existence of Λ, via an estimation of an integral expression of Z, it suggest itself a further restriction of the set of covers via additional conditions in terms of Λ.
Recall, that, by Lemma 7 (i),
for all Q ∈ B and α ∈ [0, 1], which suggests the following definition, via the inductive construction from Subsection 4.1.2 in [10] .
Definition 7 Let α ∈ [0, 1], Q ∈ P(X) and ǫ > 0. Define
and for α ∈ [0, 1),
Then, since, by (12), C α,1 ǫ (Q) ⊂ C α ǫ (Q),
for all Q ∈ B and ǫ > 0.
However, it is known from Proposition 3 in [10] , that such an additional condition on the covers does not changeK α if it is finite. The next lemma deduces that for K α (Λ, φ 0 ).
Lemma 9
Let α ∈ [0, 1) and Q ∈ B.
(i)
Thus taking the infimum and letting ǫ → 0 implies (i).
(ii) The proof of (ii) is the same as that of Lemma 8 (iv).
(iii) By Lemma 8 (ii), the assumption implies thatK α (X) = K α (X) < ∞. Hence, by Proposition 3 in [10] and Theorem 4 (ii) in [10] , K α,Λ (Q) = K α (Q). Thus (iii) follows by (i) and Lemma 8 (ii). ✷
The additional condition on the covers allows us to obtain a slightly more elegant version of Theorem 1, which is also much easier to prove. (By Lemma 9 in [10] , for every ǫ > 0, K α,Λ,ǫ (Λ|φ 0 )(Q) is also finite for a broad class of topological dynamical systems if K(Λ|φ 0 ) is finite and Q is compact.) (ii) If K α (Λ|φ 0 )(X) < ∞ and B is generated by a sequence of finite partitions, then Φ(X) ≥ e K(Λ|Φ)−Kα(Λ|φ0)(X) whereΦ := Φ Φ(X)
Proof. (i) Let ǫ > 0. Clearly, we can assume that K α,Λ,ǫ (Λ|φ 0 )(Q) < ∞. Let τ > 0 such that K α,Λ,ǫ (Λ|φ 0 )(Q) + τ has the same sign as K α,Λ,ǫ (Λ|φ 0 )(Q) (we assign to zero '+'). Let (A m ) m≤0 ∈ C α,1 ǫ (Q) such that
Then, as in the proof of Theorem 1 (i), by (12),
Thus letting τ → 0 implies the first inequality of (i).
The second inequality of (i) follows from the first by Lemma 6 (i) after letting ǫ → 0.
(ii) By second inequality of (i), Lemma 9 (iii) and Lemma 8 (v),
for every B-measurable partition (Q k ) 1≤k≤n of X. Using the well-know fact that the sum in the inequality converges to K(Λ|Φ) if one has a sequence of partitions which is increasing with respect to the refinement and generates the σ-algebra (e.g. Theorem 4.1 in [2] ), it follows that
which proves (ii). ✷
Taking supremum along trajectories
Note that the finiteness of K(Λ|φ 0 ) implies only that Λ{Z > n} → 0 as n → ∞. The next corollary shows that the latter does not imply in general that Λ ≪ Φ.
Therefore, by Theorem 2, K(Λ|φ 0 ) is not an upper bound for K α (Λ|φ 0 )(X) in general.
A straightforward way to obtain an upper bound on K α (Λ|φ 0 )(X), which appears also to be quite practical (see [5] , where it was introduced and used), is the following. Since
Proof. Let 0 ≤ α < 1 and ǫ > 0. Let (B m ) m≤0 ∈Ċ α ǫ (X). Then, by Lemma 6 (ii) in [10] ,
Thus the assertion follows. ✷ Though, K * (Λ|φ 0 ) appears to be a very rough upper bound for K α (Λ|φ 0 )(X), the next corollary shows that it is quite adequate in some important cases.
Corollary 2 Suppose Λ is an ergodic probability measure. Let 0 ≤ α < 1. Then the following are equivalent.
(ii) Z is essentially bounded with respect to Λ.
(iii) K * (Λ|φ 0 ) < ∞. 
Set A n 0 := B n 0 and A n m := B n m \(B n m+1 ∪...∪B n 0 ) for all m ≤ −1 and n ∈ N. Then, for each n ∈ N, A n m 's are pairwise disjoint, each A n m ∈ A m and m≤0 A n m = m≤0 B n m . Therefore,
for all n ∈ N. Hence H α (Λ, φ 0 ) (B) = 0, which together with (13) contradicts to (i).
(ii) ⇒ (iii) is obvious.
(iii) ⇒ (iv) by Lemma 10.
(iv) ⇒ (i) follows by Theorem 2 (i), Lemma 8 (ii) and the fact thatK α is a measure on B. ✷
The following corollary covers, in particular, Example 1.
Corollary 3 Suppose X is a compact metric space and S is continuous such that B is the Borel σ-algebra. Suppose Λ is an ergodic Borel probability measure such that φ 0 ≪ Λ (in addition to Λ ≪ φ 0 ). Then the following are equivalent.
(i) There exists 0 ≤ α < 1 such that K α (Λ|φ 0 )(X) < ∞.
Hence, by Theorem 2 (i) and Lemma 8 (ii), H γ (Λ, φ 0 ) (X) > 0. By Lemma 10 in [10] , This requires another DDM arising from the Hellinger integral via the inductive construction from Subsection 4.1.2 in [10] , which also generalizes H α (Λ, φ 0 ) and provides lower bounds for Φ.
By Lemma 7, we can make the following definitions.
Definition 9 Let α, γ ∈ [0, 1], Q ∈ P(X) and ǫ > 0. Define The obtained set functions allow us to formulate the following properties of H α,0 (Λ, φ 0 )(Q).
Proof. We will prove the statements involvingH for H α (Λ, φ 0 ) and H β,α (Λ, φ 0 ), the proofs of those with H α,0 (Λ, φ 0 ) and H β,α,0 (Λ, φ 0 ) are analogous.
(i) Let us abbreviate
Obviously, 0 ≤ τ < 1. Let ǫ > 0 and (A m ) m≤0 ∈ C β ǫ (Q). Then, by the concavity
Thus replacing β → α 0 , α 0 → α and α → γ gives the second inequality of (i).
The inequality (15) can also be obtained by taking (A m ) m≤0 ∈ C α ǫ (Q) and the concavity of [0, ∞) ∋ x −→ x 1−τ , which gives
Let (A m ) m≤0 ∈ C α0 ǫ (Q). Then, by the convexity of x → Z x for x > 0,
Hence, taking the infimum and letting ǫ → 0 implies the second part of the second inequality of (vi).
The proof of the third is analogous.
(vii) The assertion follows from (vi) and (ii), by setting β = 0 and γ = 1. ✷ Remark 3 Lemma 11 would also imply some continuity and differentiability 
However, this problem does not arise in the case of α −→ H α,0 (Λ, φ 0 ) (compare also Lemma 7 (iv) and Lemma 11) (in particular, Lemma 11 (vii) shows that the function (0, 1) ∋ α −→ H α,0 (Λ, φ 0 ) (Q) is continuous for all Q ∈ B). This suggests that the functions are different in general. In such a case, it follows immediately that H 0,α (Λ, φ 0 ) (Q) > 0 for all α ∈ [0, 1].
The continuity of
Obviously, the continuity of the function [0, 1] ∋ α −→ H α (Λ, φ 0 ) (Q) at 1 implies, by Lemma 7 (iv), that it is strictly positive if Λ(Q) > 0. The same argument can be also applied to the function [0, 1] ∋ α −→ H α,0 (Λ, φ 0 ), by Lemma 11 (iv). Now, we give a sufficient condition for the continuity at 1 for the functions which follows from Lemma 11 (vii) and Theorem 1. In particular, it immediately clarifies the behavior of the functions at the point 1 in an essentially bounded case, as e.g. Example 1.
is finite for all τ > 0 small enough and there exists a function τ : (0, 1] −→ [0, ∞) which is continuous at 1 such that τ (1) = 0, τ (α) > 0 and
Then the functions
are continuous at 1.
Proof. By Lemma 11 (vii),
If Λ(Q) = 0, then the continuity holds true by Lemma 7 (iv). Otherwise, for all α ∈ (0, 1) large enough,
Then, by Theorem 1 (ii) and the inequality e x ≥ x + 1,
for all such α ∈ [0, 1). Thus the assertion follows. ✷ 5.3 Candidates for the derivatives of (0, 1) ∋ α −→ H α,0 (Λ, φ 0 ) By Lemma 11 (ii) and (vii) the function (0, 1) ∋ α −→ H α,0 (Λ, φ 0 ) appears to have better continuity properties. We are going now to investigate its differentiability properties. (Clearly, the function cannot be zero everywhere if it has some irregularity at some α ∈ (0, 1).)
We will use the inductive construction from Subsection 4.1.2 in [10] , to obtain some measures on B as natural candidates for the derivatives of the function.
Definition 10 Let 0 ≤ α ≤ 1, Q ∈ P(X), ǫ > 0. Define C α 0,ǫ (Q) := C 0 ǫ (Q) and Ψ α 0 (Q) := H α,0 (Λ, φ 0 ) (Q). For n ∈ N and 0 < α ≤ 1, define recursively (with (−∞) 0 := 1) (it will be shown in the next lemma that each of the following set functions is finite) (ii) If n is even, then 0 ≤ Ψ α,α0 n (Q) ≤ Γ α,α n (Q). for all n. Thus applying Lemma 6 (i) in [10] to the families ψ α0,0 ,...,ψ α0,n ,ψ α,n+1 and c α0,0 ,...,c α0,n ,c α,n+1 implies, by Corollary 1 (ii) in [10] , thatΨ α,α0 n+1 is a (signed) S-invariant measure on B. Since, by (i) or (ii) it is finite, it follows by Theorem 4 (ii) in [10] , that it is equal to Ψ α,α0 n+1 on B. 
Proof. Let α 0 < α and ǫ > 0. Hence, by Proposition 2 in [10] , it follows the second inequality of (17).
(ii) Obviously, by Lemma 2 (ii), 0 ≤ Ψ α,γ n,ǫ (Q) − Ψ α0,γ n,ǫ (Q).
Let (B m ) m≤0 ∈Ċ γ n+1,ǫ (Q). Then, by Lemma 2 (ii) and Lemma 1, Hence,Ψ
