Abstract. With the notion of weighted sharing we study the uniqueness property of meromorphic functions having common poles when certain non-inear differential polynomials share a non zero polynomial function. Our theorems in the paper will improve, extend and supplement a number of recent results in a more compact and convenient way.
Introduction, definitions and results
In this paper by meromorphic functions we will always mean meromorphic functions in the complex plane.
Let f and g be two non-constant meromorphic functions and let a be a finite complex number. We say that f and g share a CM, provided that f − a and g − a have the same zeros with the same multiplicities. Similarly, we say that f and g share a IM, provided that f − a and g − a have the same zeros ignoring multiplicities. In addition we say that f and g share ∞ CM, if 1/ f and 1/g share 0 CM, and we say that f and g share ∞ IM, if 1/ f and 1/g share 0 IM.
We adopt the standard notations of value distribution theory (see [6] ). We denote by T (r) the maximum of T (r, f ) and T (r, g). The notation S(r) denotes any quantity satisfying S(r) = o(T (r)) as r −→ ∞, outside of a possible exceptional set of finite linear measure.
A finite value z 0 is said to be a fixed point of f (z) if f (z 0 ) = z 0 . For a positive integer m and a number μ , let m * = χ μ m, where χ μ = 0 if μ = 0 and χ μ = 1 if μ = 0 . Throughout this paper, we need the following definition.
where a is a value in the extended complex plane. We start with the following famous theorem of W.K. Hayman (see [5] , Corollary of Theorem 9) obtained in 1959.
THEOREM A. Let f be a transcendental meromorphic function and n( 3) is an integer. Then f n f = 1 has infinitely many solutions. For the past few years researchers have become more interested in the value sharing of nonlinear differential polynomials which are the k -th derivative of some linear expression of f and g .
In 2010, J.F. Xu, F. Lu and H.X. Yi proved the following results.
THEOREM D. [15] Let f and g be two non-constant meromorphic functions, and let n , k be two positive integers with n > 3k + 10. If ( f n ) (k) and (g n ) (k) share z CM, f and g share ∞ IM, then either f (z) = c 1 e cz 2 , g(z) = c 2 e −cz 2 , where c 1 , c 2 and c are three constants satisfying 4n 2 (c 1 c 2 ) n c 2 = −1 or f ≡ tg for a constant t such that t n = 1 . THEOREM E. [15] Let f and g be two non-constant meromorphic functions satisfying Θ(∞, f ) > 2 n , and let n , k be two positive integers with n 3k + 12. If ( f n ( f − 1)) (k) and (g n (g − 1)) (k) share z CM, f and g share ∞ IM, then f ≡ g.
In the mean time in 2008 Zhang and Lin [21, 22] obtained a more generalised result for entire function as follows. THEOREM F. [21, 22] Let f and g be two non-constant entire functions, and n , m, k be three positive integers with n > 2k + m * + 4. Suppose ( f n (μ f m + λ )) (k) , (g n (μg m + λ )) (k) share 1 CM, where λ , μ are constants such that |λ | + |μ| = 0 . If (i) λ μ = 0 , and gcd (n, 
In 2001 an idea of gradation of sharing of values was introduced in { [8] , [9] } which measures how close a shared value is to being share CM or to being shared IM. This notion is known as weighted sharing and is defined as follows. DEFINITION 1. [8, 9] Let k be a nonnegative integer or infinity. For a ∈ C ∪{∞} we denote by E k (a; f ) the set of all a -points of f , where an a -point of multiplicity m is counted m times if m k and k + 1 times if m > k . If E k (a; f ) = E k (a; g), we say that f , g share the value a with weight k .
The definition implies that if f , g share a value a with weight k then z 0 is an apoint of f with multiplicity m ( k) if and only if it is an a -point of g with multiplicity m ( k) and z 0 is an a -point of f with multiplicity m (> k) if and only if it is an apoint of g with multiplicity n (> k), where m is not necessarily equal to n .
We write f , g share (a, k) to mean that f , g share the value a with weight k . Clearly if f , g share (a, k), then f , g share (a, p) for any integer p , 0 p < k . Also we note that f , g share a value a IM or CM if and only if f , g share (a, 0) or (a, ∞) respectively. If a is a small function we define that f and g share (a, l) which means f and g share a with weight l if f − a and g − a share (0, l).
With the notion of weighted sharing in 2011, X. Q. Lin [12] improved Theorem F as follows. THEOREM G. [12] Let f and g be two non-constant entire functions, and let n , m, and k be three positive integers. Suppose ( f n (μ f m + λ )) (k) , (g n (μg m + λ )) (k) share (1, l) , where λ , μ are constants such that |λ | + |μ| = 0 and one of the following conditions holds.:
(ii) l = 1 and n > 5k+3m * +9 2
;
(iii) l = 0 and n > 5k + 4m * + 7 .
then conclusion of Theorem F holds.
In 2012 Wang and Luo [13] investigated Theorem F for meromorphic functions and replaced value sharing by fixed point sharing.
THEOREM H. [13] Let f and g be two transcendental meromorphic functions and n , m, k be three positive integers with n > 3k + m 
(ii) μ = 0 and m 2 and gcd (n, m)
where h is a non-constant meromorphic function.
Also J. Wang, W. Lu and Y. Chen [14] investigated the IM value sharing counterpart of Theorem H as follows. THEOREM I. [14] Let f and g be two non-constant meromorphic functions, and n , k , m be three positive integers with n > 9k + 6m * + 13. 0) , where λ , μ are constants such that |λ | + |μ| = 0 , and f , g share (∞, 0). 
The purpose of the paper is to unify all the above mentioned theorems into a single result under relaxed sharing hypothesis, which will improve, extend and generalize all the results discussed above in a large extent. We present the main result as follows. (ii)if λ μ = 0 , then either f = tg , where t is a constant satisfying t n+m We now explain following definitions and notations which are used in the paper. DEFINITION 2. [7] Let p be a positive integer and a ∈ C ∪ {∞} . 
THEOREM 1. Let f and g be two transcendental meromorphic functions sharing
) the reduced counting function of those a -points of f with multiplicities p , which are the b -points (not the b -points) of g . DEFINITION 5. {cf. [1] , 2} Let f and g be two non-constant meromorphic functions such that f and g share the value 1 IM. Let z 0 be a 1 -point of f with multiplicity p , a 1 -point of g with multiplicity q . We denote by N L (r, 1; f ) the counting function of those 1 -points of f and g where p > q , by N
1)
E (r, 1; f ) the counting function of those 1 -points of f and g where p = q = 1 and by N (2 E (r, 1; f ) the counting function of those 1 -points of f and g where p = q 2 , each point in these counting functions is counted only once. In the same way we can define N L (r, 1; g), N 1) [1] , 2} Let k be a positive integer. Let f and g be two nonconstant meromorphic functions such that f and g share the value 1 IM. Let z 0 be a 1 -point of f with multiplicity p , a 1 -point of g with multiplicity q . We denote by N f >k (r, 1; g) the reduced counting function of those 1 -points of f and g such that p > q = k . N g>k (r, 1; f ) is defined analogously. DEFINITION 7. [8, 9] Let f , g share a value a IM. We denote by N * (r, a; f , g) the reduced counting function of those a -points of f whose multiplicities differ from the multiplicities of the corresponding a -points of g .
Clearly
.. ,b q ) the counting function of those a -points of f , counted according to multiplicity, which are not the b i -points of g for i = 1, 2,...,q .
Lemmas
Let F and G be two non-constant meromorphic functions defined in C. We denote by H the function as follows:
and
Let f be a non-constant meromorphic function and let a n (z)( ≡ 0), a n−1 (z), ..., a 0 (z) be meromorphic functions such that T (r, a i (z)) = S(r, f ) for i = 0, 1, 2,...,n. Then T (r, a n f n + a n−1 f n−1 + ... 
LEMMA 2. [20] Let f be a non-constant meromorphic function, and p , k be positive integers. Then
N p r, 0; f (k) T r, f (k) − T (r, f ) + N p+k (r, 0; f ) + S(r, f ), (2.3) N p r, 0; f (k) kN(r, ∞; f ) + N p+k (r, 0; f ) + S(r, f ). (2.4) LEMMA 3. [10] If N(r, 0; f (k) | f = 0)N(r, 0; f (k) | f = 0) kN(r, ∞; f ) + N(r, 0; f |< k) + kN(r, 0; f | k) + S(r, f ).
LEMMA 4. Suppose that f and g be two non-constant meromorphic functions
Proof. Suppose V ≡ 0 . Then by integration we obtain
If z 0 is a pole of f then it is a pole of g . Hence from the definition of F and G we have 
is not identically zero for arbitrary integers s and t(|s|
where N 0 (r, 1; f 1 , f 2 ) denotes the reduced counting function related to the common 1 -points of f 1 and f 2 and T (r) = T (r, f 1 ) + T (r, f 2 ), S(r; f 1 , f 2 ) = o(T (r)) as r −→ ∞ possibly outside a set of finite linear measure.
then f = e az+b , where a = 0 , b are constants.
LEMMA 7. Let f and g be two non-constant meromorphic functions and k , m, n
If possible suppose c k−1 = 0. Now in view of Lemma 2 for p = 1 and using the second fundamental theorem we get
Similarly we get
Combining these we get
which is a contradiction since n > 3k + m * .
If k = 1 , clearly integrating once we obtain the above. If possible suppose c 0 = 0. Now using the second fundamental theorem we get
which is a contradiction since n > 3 + m * . Therefore c 0 = 0 and so
This completes the Lemma.
LEMMA 8. Suppose that f and g be two non-constant meromorphic functions. F , G be defined as in Lemma 4 and H
Similar result holds for g also.
Proof. Suppose ∞ is an e.v.P. of f and g then the lemma follows immediately. Next suppose ∞ is not an e.v.P of f and g . Since H ≡ 0 from Lemma 4 we have V ≡ 0 . We suppose that z 0 is a pole of f with multiplicity q and a pole of g with multiplicity r . Clearly z 0 is a pole of F with multiplicity (n + m)q + k and a pole of G with multiplicity (n + m)r + k . Noting that f , g share (∞, 0) from the definition of V it is clear that z 0 is a zero of V with multiplicity at least n + m + k − 1. Now using the Milloux theorem [6] , p. 55, and Lemma 1, we obtain from the definition of V that m(r,V ) = S(r, f ) + S(r, g).
Thus using
Lemma 1 and (2.4) we getn + m * + k − 1 N(r, ∞; f ) N(r, 0;V ) T (r,V ) + O(1) N(r, ∞;V ) + m(r,V ) + O(1) N(r, 0; F) + N(r, 0; G) + N * (r, 1; F, G) +S(r, f ) + S(r, g) N k+1 (r, 0; f n (μ f m + λ )) + N k+1 (r, 0; g n (μg m + λ )) + kN(r, ∞; f ) +kN(r, ∞; g) + N * (r, 1; F, G) + S(r, f ) + S(r, g) N k+1 (r, 0; f n ) + N k+1 (r, 0; (μ f m + λ )) + N k+1 (r, 0; g n ) +N k+1 (r, 0; (μg m + λ )) + 2kN(r, ∞; f ) + N * (r, 1; F, G) +S(r, f ) + S(r, g) (k + 1)N(r, 0; f ) + N(r, 0; (μ f m + λ )) + (k + 1)N(r, 0; g) +N(r, 0; (μg m + λ )) + 2kN(r, ∞; f ) + N * (r, 1; F, G)
+S(r, f ) + S(r, g).
This gives
This completes the proof of the lemma.
LEMMA 9. Let f , g be two transcendental meromorphic functions and F
, where p(z) is a non zero polynomial with
Proof. Since H ≡ 0 , on integration we get
where a , b are constants and a = 0. From (2.5) it is clear that F and G share (1, ∞). We now consider the following cases. 
So in view of
Without loss of generality, we suppose that there exists a set I with infinite measure such that T (r, f ) T (r, g) for r ∈ I . So for r ∈ I , S(r, f ) can be replaced by S(r, g). So for r ∈ I , we get a contradiction from above since n > 3k + m * + 3.
If b = −1 , from (2.5) we obtain that
Using Lemma 2 and the same argument as used in the case when b = −1 we can get a contradiction. 
So in view of Lemma 2 and the second fundamental theorem we get
) T (r, f ) + S(r, f ) + S(r, g).
So for r ∈ I we have
which is a contradiction since n > 3k + m * + 3. Case 3. Let b = 0. From (2.5) we obtain
If a = 1 then from (2.6) we obtain
N(r, 1 − a; G) = N(r, 0; F).
We can similarly deduce a contradiction as in Case 2. Therefore a = 1 and from (2.6) we obtain
Then by the Lemma 7 we have
LEMMA 10. Let f , g be two transcendental meromorphic functions and p(z) be a non-constant polynomial, where n and k 2 be two positive integers. If f = e α and g = e β , where α , β are non-constant entire functions such that
From (2.7) we have
We note that T (r, F 1 ) n(k + 1)T (r, f ) + S(r, f ) and so T (r, 
one can obtain T (r, f ) = O(T (r, F 1 )). Hence S(r, F 1 ) = S(r, f ). Similarly we get S(r, G 1 ) = S(r, g). From (2.7) we get
F 1 G 1 ≡ 1. (2.9) It is clearl that T (r, F 1 ) = T (r, G 1 )+O(1). So S(r, F 1 ) = S(r, G 1 ). If F 1 ≡ cG 1 ,
) + S(r, g) S(r, G 1 ).
Also we see that
Clearly f 1 is non-constant. If f 2 is a nonzero constant then F 1 and G 1 share ∞ CM and so from (2.9) we conclude that F 1 and G 1 have no poles. Next we suppose that f 2 is non-constant. We see that
These give S(r, F 1 ) = S(r; f 1 , f 2 ). Also we note that
We note that N(r, −1; F 1 ) = S(r, F 1 ), since otherwise by the second fundamental theorem F 1 will be a constant.
Thus we have
Then by Lemma 5 there exist two mutually prime integers s and t(|s| + |t| > 0) such that
If either s or t is zero then we arrive at a contradiction and so st = 0. We now consider following cases: Case (i): Suppose s > 0 and t = −t 1 , where t 1 > 0. Then we have
Let z 1 be a pole of F 1 of multiplicity p . Then from (2.11) we see that z 1 must be a zero of G 1 of multiplicity p . Now from (2.11) we get 2s = t 1 , which is impossible. Hence F 1 has no pole. Similarly we can prove that G 1 also has no poles.
Case (ii):
Suppose either s > 0 and t > 0 or s < 0 and t < 0 . Then from (2.11) one can easily prove that F 1 and G 1 have no poles.
Consequently from (2.9) we see that F 1 and G 1 have no zeros. Since F 1 and G 1 have no zeros and poles, we have
where γ 1 is a non-constant entire function. First suppose that α and β both are both transcendental entire functions. Moreover from (2.7) we see that we see that
and we see that
From this we get
(2.14)
Then from (2.13), (2.14) and Lemma 6 we must have
where a = 0, b , c = 0 and d are constants. But these types of f and g do not agree with the relation (2.7). Next suppose α , β both are polynomials. Since f = e α and g = e β , it follows that
where A, B are non-zero constants, P k−1 (α ), P k−1 (β ) are differential polynomials in α and β of degree at most k − 1 respectively. From (2.7) we see that 
which is impossible as k 2. Proof. Since H ≡ 0 . It follows from Lemma 11 that
LEMMA 12. Let f and g be two transcendental meromorphic functions, let p(z) be a nonzero polynomial with deg(p) = r ; n , k and m be three positive integers with
First suppose that λ μ = 0 Note that f and g share (∞, 0), we have f = ∞, g = ∞ Suppose that z 0 is a zero of f of order p , then z 0 will be a zero of [( f n (μ f m + λ )] (k) of order np − k . Since n > k + 2r , we can deduce that z 0 must be a zero of p 2 (z) with order at least 2r + 1 . This is impossible. Thus f has no zero. Similarly g has no zero. So f = e α(z) , g = e β (z) , where α(z) and β (z) are two non constant entire functions. Then we get 18) where t i (α , α , ..., α (k) ) (i = 1, 2) are differential polynomials in α , α , . . . , α (k) . Obviously 
Since α is an entire function, we obtain T (r,
which is a contradiction. Hence we have λ μ = 0. Here also f = e α and g = e β , where α and β are two non constant entire function. Then from (2.16) we have
Then from Lemma 10 we get a contradiction.
Next suppose k = 1 . Suppose that α and β are transcendental. Then from (2.20)
where AB = (n + m * ) 2 a 2 m * . Let α + β = γ . From (2.21) we know that γ is not a constant since in that case we get a contradiction. Now from (2.21) we get
e nγ ) = S(r, e nγ ). Thus from (2.22) we get
which implies that T (r, e nγ ) = O(T (r, α )) and so S(r, e nγ ) can be replaced by S(r, α ). Thus we get T (r, γ ) = S(r, α ) and so γ is a small with respect to α . In view of (2.22) and by the second fundamental theorem for small functions we get
which shows that α is a polynomial and so α is a polynomial. Similarly we can prove that β is also a polynomial. This contradicts the fact that α and β are transcendental. Next suppose without loss of generality that α is a polynomial and β is a transcendental entire function. Then γ is transcendental. So in view of (2.22) we can obtain
which leads to a contradiction. Thus α and β both are polynomials. Also from (2.21) we can conclude that γ(z) = α(z)+β (z) ≡ C for a constant C and so α (z)+β (z) ≡ 0. Again from (2.21) we get a 2 m * (n + m * ) 2 e sγ α β ≡ p 2 (z). By computation we get
where Q(z) = z 0 p(z)dz and l 1 , l 2 are constants. Finally we take f and g as
where c 1 , c 2 and c are constants such that a 2
Let p(z) be a nonzero constant b . Obviously we get f = e α and g = e β , where α and β are two non-constant entire functions. Proceeding in the same as above we get in view of (2.20), α = cz + l 3 , β = −cz + l 4 . We can rewrite f and g as
where c 3 , c 4 and c are nonzero constants such that
This completes the proof of the lemma. 
LEMMA 13. Let f and g be two non-constant meromorphic (entire) functions and n( 2), m be two distinct integers satisfying n
..,d − 1 from both sides we are left with When f and g are entire functions, proceeding in the same way we can obtain (2.26) where h is non-constant. Since g has no pole and h can omit at most 2 values, we must have n + m d + 2 , which is a contradiction.
Next suppose λ μ = 0 . Then from the give condition either λ or μ will be zero. So we get f = tg, where t is a constant satisfying t n+m * = 1 . This proves the lemma. 1; g) N(r, 1; g) − N(r, 1; g) .
LEMMA 14. [3] Let f and g be two non-constant meromorphic functions sharing
where N 0 (r, 0; f ) is the counting function of those zeros of f which are not the zeros of f ( f − 1).
LEMMA 16. [2] Let f and g be two non-constant meromorphic functions shar-
ing (1, 0). Then N L (r, 1; f ) + 2N L (r, 1; g) + N (2 E (r, 1; f ) − N f >1 (r, 1; g) − N g>1 (r, 1; f ) N(r, 1; g) − N(r, 1; g). LEMMA 17. [2] Let f , g share (1, 0). Then N L (r, 1; f ) N(r, 0; f ) + N(r, ∞; f ) + S(r, f ) LEMMA 18. [2] Let f , g share (1, 0). Then (i) N f >1 (r, 1; g) N(r, 0; f ) + N(r, ∞; f ) − N 0 (r, 0; f ) + S(r, f ) (ii) N g>1 (r, 1; f ) N(r, 0; g) + N(r, ∞; g) − N 0 (r, 0; g ) + S(r, g).
Proofs of the theorems
Proof of Theorem 1. Since H has only simple poles we get
where N 0 (r, 0; F ) is the reduced counting function of those zeros of F which are not the zeros of F(F − 1) and N 0 (r, 0; G ) is similarly defined. Let z 0 be a simple zero of F − 1 but a(z 0 ) = 0, ∞. Then z 0 is a simple zero of G − 1 and a zero of H . So   N(r, 1; F| = 1) N(r, 0; H) N(r, ∞; H) + S(r, f ) + S(r, g) .
While l 3, using (3.1) and (3.2) we get
Now in view of Lemmas 14 and 3 we get
Hence using (3.3), (3.4), Lemmas 2 and 8 we get from the second fundamental theorem that
In a similar way we can obtain
Adding (3.5) and (3.6) we get
)} S(r, f ) + S(r, g).
Since the quantity in the third bracket can be written as
by a simple computation one can easily verify that when
i.e., when n > 3k + m * + 6 we get a contradiction from (3.7). While l 2 , like (3.3), (3.4) and not using Lemma 8 in (3.5) we can deduce a contradiction when n > 3k + m * + 7 . So we omit the detail.
While l = 1, using Lemmas 3, 14, 15, (3.1) and (3. In a similar way we can obtain (n + m * ) T (r, g) 4k + 9 + 5m * 2 T (r) + S(r). Since n > 4k + 9 + 
