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Abstract 
Stochastic programming (SP) problems with separable cost functions are considered, special attention being paid to 
simple and linear-quadratic recourse. Using barycentric approximation schemes and their features, we derive convergent 
(sub)sequences of approximate solutions and of associated error bounds for the given problem, based on structural 
properties that until now have not been exploited. A further contribution of the present paper is seen in the convergence 
statements yielding argmin-convergence. Assuming the sets of global minimizers of the approximate functions are 
nonempty, argmin-convergence is obtained by restricting the conditions of epi-convergence to the sets of minimizers that 
correspond to the approximate functions. 
Keywords: Barycentric approximation; Bounding the expectation; Convergence; Separable stochastic programming 
1. Introduction 
In mathematical programming, decisions must be chosen optimally with respect to present cost 
and constraints. In this context and with a problem statement within the area of production 
planning, some of the constraints might arise through technological restrictions and others 
through the intention of the decision maker to meet demand for the produced goods. Whereas 
technological restrictions may likely be of a deterministic nature, demand is usually unknown and 
hence uncertain, at the stage when decisions have to be chosen. So, having decided upon an input 
plan, say x, at a first stage, that yields goods T(x) by means of some technological process, at a later 
(second) stage the decision maker is likely to be faced with the fact that the produced goods T(x) 
and the finally demanded goods, say h, differ. This requires further actions that allow for 
compensation of the discrepancy “h - T(x)” as soon as demand is known. Such compensation 
entails additional costs which are again likely to be uncertain as they refer to actions to be 
implemented in the second stage. The aim of the decision maker is to find a decision x that is 
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optimal with respect to his expectation concerning demand h and concerning the compensation 
actions with their additional costs. Such a problem statement is preferably modelled as a stochastic 
program with recourse, also called stochastic two-stage program, a well-appreciated model type in 
the field of stochastic programming. 
Stochastic programming theory and methods can be found in recent works of Dempster [S], 
Ermoliev and Wets [S], Wets [25] and Birge and Wets [4]. Much of the work on computa- 
tional methods for stochastic programs has been focused on two-stage models and on their 
generalizations, the multistage models. The latter foresee a sequential decision process with 
respect to given stages in the future and have been introduced for paying attention also to 
the dynamic features inherent in many real-life problem statements. The difficulties for solving 
these problems rest with two challenging tasks, optimization and multidimensional integra- 
tion, which have to be performed alternately in a sophisticated way to obtain a solution, or 
at least some approximate of it. Apart from special cases, these problems cannot be solved 
at once, but rather through a sequence of approximate problems that are solvable by conventional 
optimization methods. Such approximations have to fulfill certain criteria so that convergence 
to the given problem is ensured; at least as regards the optimal solutions and their objective 
values. Epi-convergence (see, e.g., Cl]), originally introduced in the late 1960s as a tool for 
approximating infinite-dimensional problems in various fields of mathematics, has served 
as the main concept on which methodologists have relied. Based on this concept, the methods 
have to be designed in such a way that the epi-graphs of the approximate cost functions converge 
to the epi-graph of the cost function. In this sense the given cost function is approximated 
on the entire decision space in a sufficiently accurate manner and hence also with respect to 
those decisions x which are not even close to an optimal decision. The question that comes up is 
whether there is a way that allows relaxation of epi-convergence, in the sense that an approxima- 
tion scheme may focus exclusively on approaching the cost functions with respect to a neighbour- 
hood of at least some optimal decisions and still produce approximate solutions which accumulate 
to an optimal decision. 
As a tool, we use the barycentric approximation scheme recently developed by the author for 
stochastic two-stage programs in [9]. The second-stage cost function is given implicitly through the 
value function of an inner stochastic optimization problem depending on decision x and has been 
minorized (majorized) optimally by piecewise bilinear supporting functions. Due to their nature, 
these supporting functions are easily integrable and the corresponding approximate problems may 
be written as a block-structured optimization problem, solvable with conventional optimization 
methods. 
In this case of simple recourse, the second-stage costs are given explicitly with piecewise bilinear 
terms depending on the decision x. This fact enables the computation of the expected second-stage 
cost with respect to a fixed decision x. We shall concentrate on the obtained approximate solutions, 
and on the computation of the associated expected second-stage cost, and shall illustrate how to 
generate a sequence of approximate problems whose optimal solutions and their values accumulate 
to an optimal solution of the original problem, without enforcing epi-convergence: we relax the 
conditions which define epi-convergence, assume reasonably that the approximate problems are 
solvable, and establish a new type of convergence, based exclusively on the argmin-solutions of the 
approximate problems. In view of this characteristic, we have called this type of convergence 
argmin-convergence. 
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To start with, let LL) be a random vector with values in Q, a compact subset of RM equipped with 
the Bore1 field. The induced probability measure is P. Let (0, ,#, P) denote the underlying 
probability space, where &I M is the set of Bore1 sets on Q. We consider 
inf .f(x) + r ~(0, x) dP(u), (1.1) 
XE x JS2 
where X c R” represents the set of feasible decisions and is supposed to be a compact set, f: R” --f R! 
is a real-valued, continuous function. The function p : 0 x R”’ + R! represents the (second-stage) cost 
that arises after compensation actions have become necessary to correct the previously mentioned 
discrepancy “/Z(U) - T(x)” between produced and demanded goods. Note that by writing II(CO) we 
assume that the demand is a measurable function (and hence a random variable) h: 52 + R”, 
contrary to the technology process given as a continuous vector-valued function T: R” --t 58”. To 
ensure that the integral in (1.1) is well-defined, let p( . , .) be continuous. It is a well-known fact that 
for discrete probability measures with finitely many atoms, problem (1.1) may be treated as 
a deterministic optimization problem, as the deterministic equivalent problem of (1.1): 
inf f(x) + : P((o’, x).P,. (1.2) 
xtx s=l 
Above, oY, s = 1, . . . , N represent the support of P and p’, s = 1, . . . , N denote the associated 
probabilities. If N is not too large, say within the thousands, then (1.2) may be solved by 
conventional optimization methods. The case we are thinking of, where N is rather in the billions 
or where P is an absolute continuous probability measure with respect to the Lebesgue measure, 
requires sophisticated techniques for solving (1.1). As mentioned above, we concentrate on 
explicitly given and separable second-stage cost functions ~(CII, x). 
As a first step we may think of 
P(W, X) := f pj(W, Tj(X)), 
j= 1 
where the second-stage cost depends additively 
the random outcome co. Hence, (1.1) becomes 
inf f(x) + f 
s 
Pj(o, T,(x)) dP(m). 
.YtX j=l Q 
on the produced goods Tj(x),j 
(1.3) 
1 , . . . ,m,andon 
(1.4) 
As a second step, we decompose o into m (random) subvectors [tij, with corresponding probability 
measures Pj (j = 1, . . . , m), yielding 
inf .f (x) + 5 
I 
Pj(uj, Tj(x)) dPj(mj); (1.5) 
xtX j=l Q 
Wj(j = 1, . . . , m) are supposed to be low-dimensional; more precisely we are thinking of Oj being at 
most three-dimensional. Later, in Section 3, we shall start our discussions rather from (1.4) than 
from (1.5). The reason is that for getting (1.5) we are faced with transformations which offer besides 
low-dimensional integrands also structural properties of these integrands which are essential for 
our investigations. 
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This paper has been inspired by the works of Huang et al. [12], Kall and Stoyan [14], Nazareth 
and Wets [ 161 and Rockafellar and Wets [23]. In these works, the particular methods have been 
developed for stochastic programs with simple or linear-quadratic recourse, providing error 
bounds or solutions for the given problem. 
After briefly outlining the main features of the barycentric approximation (Section 2) we 
concentrate on stochastic problems of type (1.5) by distinguishing simple and linear-quadratic 
recourse and stating structural properties up to now not exploited (Section 3) that motivate the 
application of the barycentric approximation (Section 4). Embedding the barycentric approxima- 
tion within an iterative completion, we introduce argmin-convergence and discuss its relation to 
epi-convergence (Section 5). In the final part (Section 6), we roughly summarize the outlined results 
and state relations to recent publications. 
2. Barycentric approximation 
In this section, we briefly review those features of the barycentric approximation scheme (due to 
[9]) that are of importance for the present considerations. 
In (1.1) we have with p(cu, x) a second-stage cost function, usually representing a value function 
of an inner stochastic optimization problem. If this inner optimization problem is convex and the 
stochastic parameters o appear on the right-hand side and in the objective, then under suitable, 
easily implementable, measurable transformations, it turns out that the second-stage function 
acquires a saddle property with respect to the associated transformed stochastic parameters (see 
paragraph 6, 7 in [9]). This saddle property has been the main motivation for developing an 
approximation scheme that allows the minorization and majorization of the expected second-stage 
cost. 
For convenience we decompose the random vector o as (q, S)E [WK+L and suppose that the 
saddle property is inherent in (I?, c) -+ p(q, 5, x); i.e., p(y, 5, x is concave in y and convex in 5 for ) 
any x in X. The effective domain 0 x E c [WKfL of the saddle function p(. , . , x) is assumed to be 
a compact, specially shaped polytope, independent of x, and is supposed to cover the support of the 
random vector (q, 4) with respect to the probability measure P on (0 x Z, 8K+L). In particular, we 
assume that 0 x E is a Cartesian product of simplices, which is called a regular x -simplex in 
accordance with [9], if in addition 0 x 3 is (K + L)-dimensional. Note that 0 and 3 need not be 
simplices, but may also be Cartesian products of simplices. In particular, a multidimensional 
rectangle may be seen as a special type of x -simplex, as this represents a Cartesian product of 
intervals (i.e., one-dimensional simplices). For the sake of simplicity, we shall concentrate on the 
case where 0 and E are simplices. 
Our intention is to restate formulas for minorizing and majorizing the expectation functional: 
(EP)(x) := 1 P(Y> t, 4 dP(vl, 5). (2.1) 
@xH 
Barycentric approximation offers both primal and dual interpretations. Primally, one derives 
bilinear lower and upper supporting approximates for the saddle function (q, 5) + p(q, 5, x) which 
represent the solutions of certain semi-infinite programs. Dually, one derives discrete probability 
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measures which are extremal (optimal) with respect to generalized moment problems, being the 
associated duals of the previously mentioned semi-infinite programs. The characteristic feature of 
the resulting approximation is that supporting points of the bilinear minorants (majorants) and the 
support of the extremal probability measures coincide and are represented by generalized barycen- 
ters of the x -simplex 0 x E. For our purpose here, it is the dual viewpoint that matters and on 
which we concentrate. 
With 0, E being regular simplices in RK, RL we denote their vertices with a, = (ai, “, . . . , aK, ,), 
b, = h,,, . . . , bL,w), where v = 0, . . . , K, p = 0, . . . , L. The (classical) barycentric weights of q, 5 
with respect to 0, E are denoted J.(q) := (/2,(q), . . . , l,(v)), z(5) := (zo(t), . . . , zL(t)), and are given 
by the (unique) solutions of 
S.A(q) = 
1 
0 Y 
VVEO, T.z(r/) = 
1 
0 5 
@EZ-, (2.2) 
where S, T denote the regular matrices of sizes (K + 1) x (K + l), (L + 1) x (L + 1) induced by the 
vertices of 0, E through: 
1 1 ... 1 
s:= 
a0 a, ... UK )’ T := (b’, b; ::: ;j’ 
(2.3) 
Solving (2.2), we obtain explicit representations of the barycentric weights: 
A(?/) = s-i 
1 
0 r ’ 
A(r) = (W’lv,., (4 VI), v = 0, . . . , K (2.4a) 
z(5) = T-' 
1 
0 5' 
z,(S)=(CT~‘l,,.,(1,5)), P=O, . . ..L. (2.4b) 
Using (2.4), we may introduce generalized barycentric weights for (q, 5) with respect to the 
x -simplex 0 x E according to 
Y(V, 8 = (Y~,&L 5); v = 0, . . . > K P = 0, . . . , L), 
where 
(2.5a) 
Y”,P(% 5) = M+,(S). (2.5b) 
Remark 2.1. (2.5) can be easily extended to the case where 0 and E 
if@= XiOi,~= xi~"',whereO'and~"'(i=l,..., 
are themselves x -simplices, i.e., 
I) are Ki -dimensional and Li -dimensional 
simplices. In this case we obtain generalized barycentric weights q = (ql, . . . , ql), 5 = (11, . . . ,t’) 
with respect to 0 x E: 
The essential 
distinguished 
v =(v1, . . . > vr), P = (Pl> ... 9 Pr), 
Vi = 0, ... ) Kiy pi = 0, ... ,Li (i = 1, ... ) Z)}. (2.6) 
idea in [9] for minorizing or majorizing the saddle function p(. , . , x) is to weight 
affine minorants, majorants, respectively, with the generalized barycentric weights. 
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This yields bilinear supporting approximates due to the bilinearity of the weights in (2.5) whose 
integration reduces therefore to the integration of 
J YY, ,(Y, 5) dP(v, 5) = J W+,(t) dP(v> 5) 0x5 0x.E 
= s C~~~-‘1~,.,~~~~~~~~C~-~1~;,~~,~~>1~~~~,5~, oxz 
which itself reduces to the evaluation of the cross moments 
(2.7) 
mk,l = 
1 
qk 51 @Cc 0, (2.8a) 
oxz 
mk,O = 
s 
qk dP(v> 8, (2.8b) 
0x8 
ma.1 = 
s 
6 Wvl, t) (2%) 
oxz 
fork = 1, . . . ,Kandl=l, . . . , L. These cross moments exist by boundedness of 0 x E. Recalling 
Lemmas 14.4, 14.4’ of [9], we state without proof the following proposition. 
Proposition 2.2. The cross moments of (2.8) satisfy (i)-(iii) for v = 0, . . . , K and (i’)-(iii’) for 
/l = 0, . . . , L: 
(9 PQ(4 =: s ox5 A(vl)dJ’(ul, 4) = ; [S-‘lv,k’mk,O >0 v’v, k=O 
CPo(4 = 1, 
(2.9a) 
(ii) 
(iii) 
(i’) 
(ii’) 
(iii’) 
(2.9b) 
k=O 
PCS,,(V) > 0*5, = (ty,l, . . . , ~,,L)E% where 
5 [S-‘lv,k’mk,l 
k=O 1 
(2.9~) +?@(v)]-' for I =1, . . . ,L, 
r L 
CPB(P) = 1, 
p?(p) =O* 2 [T-‘],,I-mk,l = 0 for k = 1, . . . ,K, 
I=0 
PAN > 0 - vP = 01~. 1, . . . , rr, K) E 0, +vhere 
i [T-‘l,,l.mk,l 1 .[pz(~)]-’ for k = 1, . . . , K. I=0 
(2.9d) 
(2.9e) 
(2.9f) 
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We stress that yp and 5, in (2.9f) and (2.9~) represent distinguished points in 0 and E with 
assigned probabilities p?(p) and p@(v) according to (2.9d) and (2.9a). Denoting with “1,~ the closure 
with respect to the convex argument, and with cl,p the closure with respect to the concave 
argument of the saddle function p( . , . , x), we restate the desired inequalities for the expectation 
functional in (2.1) again without proof. 
Proposition 2.3 (Theorems 14.3, 14.3’ of [9]). For <, = (t,, 1, . . . , [y,L) given accordiny to 
cl arbitrarily with < EE if P@(V) = 0, 
c ~~-‘lY,k~~k.l~CPO~~~l~l ifPo(4>0, 
and analogously for ye,, = (q,, 1, . . . , ylw,K) yiven according to 
qk arbitrarily with YE @ 
Y]p,k:= :; i CT-I,,,, 
if PM = 0, 
‘mk, 1 ’ h(dI ~ ’ if p&) > 0, 
, l=O 
then for any x in X we have 
xclrP(a,, 4,, 4.~0 (v) G 1 P(V, s’, x) dP 
V 8xE 
G Ccl,p(~,, b,, x).P~(P), 
where the equality holds in (2.11) if p(y, ;“, x) is bilinear in (q, <). 
(2.1 Oa) 
(2.10b) 
(2.11) 
Now, together with Proposition 2.2, it is apparent that (2.11) may be written as 
s 
cl&, 5, x) dQ/ d 
s 
P(Y, 5, x) dP 
Ox? 0x5 
< 1 ~,P(Y, i”, x) dQ". (2.12) 
Q’, Q” are discrete distributions with supports {(a,, 5,)1 v = 0, . . . , K}, {(y,, b,) 1,~ = 0, . . . , L) 
and assigned probabilities { p@(v)1 v = 0, . . . , K}, {p?(p) 1 p = 0, . . . , L). The advantage from 
a computational viewpoint is that both discrete probability measures are completely determined by 
the cross moments in (2.8). Hence, the multidimensional integral in (2.1) is approximated by a sum 
of at most two-dimensional integrals whose integrands are linear or bilinear, and therefore claimed 
to be easily computable. 
In the case that the function (q, 5) -+ p(q, 5, ) x is nonconvex, we may also apply barycentric 
approximation. However, due to nonconvexity, we are then faced with relations of the form 
J cl, P(Y, t, x) dQ’ z p(tl, ir, x) dP 0x3 OxE 
cl, P(V, 5, x) dQ”. (2.13) 
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We shall denote (0 x 8, gK+L, Q’), (0 x E, BAK+L, Q”) as barycentric approximations of 
(0 x Z, .PiL, P). This is due to the fact that {c,I v = 0, . . . , K} and {yP 1~ = 0, . . . , L} may be 
interpreted as generalized barycenters of the x -simplices 0 and 2 (see Section 16 in [9]). Further, 
as in [9], we shall apply the barycentric approximation to x -simplicial partitions YJ of 0 x Z, 
which are defined as a collection of regular x -simplices, where each pair is disjoint and the union 
taken with respect to this collection yields the entire 0 x 3. As each pair of x -simplices has to be 
disjoint, we formally had to consider open, closed and “half-open” x -simplices introduced in [9]. 
We refrain from distinguishing open, closed and half-open x -simplices herein. Using the notion of 
a x -simplex, it suffices to have in mind that a x -simplex is rather a specially shaped subset of the 
Euclidean space (that might be either open, closed or none of these) than a closed polytope. In the 
case that a particular x -simplicial partition YJ is at hand, we shall denote (0 x Z, BKfL, Q’* J), 
(0 x E) gK+L, Q”, “) as barycentric approximations of (0 x ,5, &?K+L, P) with respect to YJ. 
3. Separable SP models 
Let us consider two special cases within stochastic two-stage programming that amounts to 
separability of the second-stage cost function: simple and linear-quadratic recourse. Whereas simple 
recourse has received attention from the very beginning within stochastic programming, linear- 
quadratic penalization was introduced by Rockafellar and Wets [22, 231, and in a more general 
setting has lead to problems of “extended linear-quadratic programming” (see [2&22]) covering 
not only classical linear and quadratic programming but also alternative problem formulations 
where the constraints may be enforced by piecewise linear-quadratic penalty expressions. 
We consider 
inf f(x) + 1 
s 
Pj(O, Tj(x)) dP(o), (3.1) 
XE x j 0 
assuming measurability and integrability of the integrands and transformations involved. 
3.1. Simple recourse 
Simple recourse foresees linear penalization for a surplus, as well as for a shortage of the 
produced goods 
pj(C!l, Tj(X)) I= inf 4f (C0)yf + 4,: (cO)Y,: 
s.t. yj’ - YJ’ = hj(0.l) - Tj(X), 
Yj+, yj- 2 0. 
(3.2) 
SO that pj( *, 7’,(X)) (j = 1, . . . , m) is finite-valued, we additionally have to assume that 
qJ (w) + q,:, (co) is nonnegative for any o E 0, which is practically no restriction due to the nature of 
the problem. In (3.2) the optimal solutions are yf”‘pt = max[O, h,(o) - Tj(x)], yf’op’ = 
max[O, T’,(X) - hj(m)], allowing the second-stage cost function to be written explicitly 
PjCco, Tj(X)) = 
i 
4f tw)’ Chj(au) - Tj(x)l, Tj(x) < hi(w), 
47 Cc01 ’ CTj(X) - hj(a)], h,(m) B T,(X). 
(3.3) 
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Having in mind the integration (or at least an approximation) of pj(O, Tj(x)), we are still not very 
satisfied with the formulas in (3.3) as these leave the integrals in (3.1) m-dimensional. Setting 
tj= hj(“),Vj=( j > 1 q+ ~7), qf = qf (co), ylj = qJ (CO) and xj = 7’j(x), we may write the second-stage 
cost function as 
Pj(qj, [j, Xj) I= inf q; JJT + ylj YJ’ 
s.t. yi’ -YJ’ =tj-Xj, 
y; , y3 3 0. 
Hence 
(3.4) 
(3.5) 
offers not only three-dimensional integrands pJ ( * , . , xj) but also advantageous structural properties 
implied by well-known duality statements of convex programming. 
Proposition 3.1. ps(rlj, tj, xj) is a saddlefunction (concave in qj and conzlex in ([j, xj)) on R2 x 8’8 x R. 
In particular, (vi, cj) -+ p:(qj, <j, x) is piecewise bilinear, more precisely, bilinear on R2 x E,f (xi) and 
on R2 x E,r (xi), where zj’(Xj) := (5jlXj < tj}, Ed’ := {tjl tj < Xj}. 
Proof. The first assertion follows immediately from duality theory in convex programming [lS], 
and the second is obvious from the representation in (3.5). 0 
In order to acquire low-dimensional integrals and the saddle property, we have to determine the 
probability measures Py(qj, tj) induced by Tj(O) = (qj, [j) for j = 1, . . . , m. We denote with Oj 
a two-dimensional simplex supposed to cover the support of (~7, qj) and with Ej an interval 
supposed to cover the support of 4j. Based on the transformation theorem of measure theory (see, 
e.g., [lo]), problem (3.1) becomes 
inf f(x) + C 
s 
PS(Vj, 5j, xj) dP,“(Vj, tj) 
.i @, X Bj 
(3.6) 
s.t. x = T(x), XEX. 
Remark 3.2. In the present case we recommend working with Oj = Of x Oi, where Of, 0,: are 
intervals intended to cover the support of the random variables qj’, ylj exploiting the separability 
of the cost function in (qf , q,r ). 
Remark 3.3. We have adopted the transformation x = T(x) from Nazareth and Wets [16]. The 
new variables x, termed tenders, have been introduced to reduce the number of variables occurring 
nonlinearly in (3.1), in the case that f(x), T(x) are linear and X is a convex polyhedral set. For 
a more detailed discussion of the use of tenders in algorithms, we refer to Nazareth and Wets [ 161, 
and to Nazareth [15]. The counterpart of the measurable transformations Tj(O) = (rj, [j) 
(j = 1, . . . , m) for two-stage programs has been introduced in [9]. 
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3.2. Linear-quadratic recourse 
In Rockafellar and Wets [23], the deviations y = h(m) - T(x) are penalized componentwise 
with linear-quadratic terms depending on nonnegative parameters qj, Yj (i.e., (qj, rj) E iw+ x 58.) 
according to 
0, Yj < 09 
P(4j, rj3 Yj) = Yf Prj, 0 < _Yj < rj ' qj, (3.7) 
1 2 
4j’Yj -7’rj’Clj > rj'qj < _Vj. 
(3.7) represents a weakened incorporation of the constraints hj(o) < Tj(x) into the problem; as 
long as these constraints are satisfied, they vanish but charge a positive cost if they are violated. The 
cost passes smoothly through a quadratic phase and then grows linearly. Equality constraints of 
the form h,(o) = 7’j(x) may be weakened with penalizing surplus and shortage in a similar way, 
and all that follows can be applied in a slightly modified form. For ease of exposition, we 
concentrate on (3.7). 
Proposition 3.4. The penalty function p (. , . , yj) : R+ x R + + R defined according to (3.7) is a saddle 
function (concave in qj, convex in rj) for any real-valued yj. Forjixed parameters (qj, rj), the function 
p(qj, rj, ,)I R + R is convex. 
Proof. The assertions follow easily from monotonously decreasing subgradients, increasing sub- 
gradients, respectively, taken with respect to the arguments. 0 
Allowing the penalty terms to be stochastic, amounts to considering the parameters as random 
variables, yielding 
0, Yj < O, 
P(4jCaL rj(oh Yj) = Y.?/2rj(m), 0 d Yj < rj(~).qj(~), (3.8) 
qj(O)'yj - +'rj(o)'qj(o)", rj(O).qj(O) < _Vj. 
Similarly to the case of simple recourse we aim at the saddle property of p(. , . , yj) and set 
cj I= hj(o), cj = rj(a), qj = qj(w), xj = Tj(X), yj = lj - xj, yielding 
: 
0, tj < Xj, 
P”(Vj, 4j9 ij, Xj) = (5j - Xj)2/21j, ilj d tj < ij*Yj + 11j9 (3.9) 
Yj’(i”j - Xj) -3eij’llf, ij’ylj + Xj d 5j. 
The stochastic program then becomes 
inff(x) + C 
j s 
ps(Vj, 4j, ij, xj) dP;(qj, 5j, ij) o,xl 
-, -J 
(3.10) 
s.t. x = T(x), XEX. 
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In Rockafellar and Wets [23], the deterministic equivalent program to (3.10) has been investigated 
for discrete Pj”, convex quadratic and separable f(x), bounded x and for convex polyhedral X. 
Based on the theoretical ground work in Rockafellar and Wets [22], the authors have presented 
a particular case of the finite generation method (due to [22]) for solving (3.10) under the stated 
assumptions, exploiting duality within the scope of extended linear-quadratic programming. We 
shall concentrate on approximation, mentioning three cases useful for distinction: (i) Yj = rj(~) 
deterministic, qj(o), h,(o) stochastic, (ii) hj = h,(o) deterministic, qj(w), rj(w) stochastic, and (iii) 
rj(O), qj(w) stochastic. Apparently, case (i) and (ii) involve the desired saddle property for the 
integrand in (3.10) where case (iii) involves a nonconvex integrand. We shall restrict ourselves to 
case (i) in Section 4; case (ii) may be treated similarly, whereas for case (iii) we think of approxima- 
tions of the form (2.13) and postpone further research activities to a future work. 
4. Application of barycentric approximation 
In this section we employ the barycentric approximation scheme, outline the corresponding 
minorization and majorization features with their induced error bounds, and discuss in how far the 
integrals may be evaluated, at least with respect to fixed first-stage decisions. 
4. I. Simple recourse 
We write 
inff(x) + C 
s 
PJ(Yj, tj, xj) dP,“(Vj, 5j) 
.i 0, X5-j 
s.t. x = T(x), x E x. 
(4.1) 
Oj x ~j is supported to cover the support of (Yj, tj) and ps to be given according to (3.5). Let the 
vertices of Oj and ~j be denoted with aj, y (v = 0, 1, 2) and bj,p (p = 0, 1). Evaluating the cross 
moments and applying Propositions 2.1 and 2.2 to (Oj x Ej, g2 x ST, Pj”), we obtain distinguished 
points qj,r (p = 0, 1) and <j, y (v = 0, 1,2) with associated probabilities pj,, (,u = 0, 1) and ps, y 
(v = 0, 1,2). Let the corresponding extremal probability measures on (Oj x Ej:“i, g2 x 99) be denoted 
with QY, ’ and Q(* ’ ; QY’ ’ assigns to (y J,p, bj,p) probability pj, p (p = 0, l), and Qfq ’ assigns to 
(aj, “, {j, y) probability ps, y (v = 0, 1,2). According to the relations in (2.12) and with pj(. , . , .) being 
continuous in (3.5), we obtain 
inf +‘(x) := inf f(x) + C 
s 
ps(Vj, 5j, Xj) dQf3 ’ 
j 0, x sj 
s.t. x = T(x), x E x 
(4.2) 
= inff(x) + 11 PJt"j,v> 5j,v9 Xj)‘Ps,v 
.i v 
s.t. x = T(x), XGX 
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< inf $(x) := inf f(x) + 1 
s 
ps(r/j, <j, Xj) dpi” 
j BjXSj 
s.t. x = T(x), XEX 
d infe”(x):= inff(x) + CC pj"(rj,p,bj,p,Xj).PjS,~ 
j I( 
s.t. x = T(x), XEX 
= inf f(x) + C 
f 
pj(qj, Cj, Xj) dQY_ 1 
j 8jxEj 
(4.3) 
(4.4) 
s.t. x = T(x), x EX. 
So far, we have assumed the saddle property for the integrands involved and that the support of the 
random vector is compact and covered by Oj x Ej (j = 1, . . . , m). Structural properties on f(x), 
T(x) and X, except continuity and compactness, have not been required. In fact, it is not relevant 
for our considerations whether there is linearity, smoothness or convexity inherent in the determin- 
istic elements of the problem. We are rather restricting ourselves generally to those types of 
problems (convex or nonconvex, smooth or nonsmooth) that are solvable by existing and imple- 
mented optimization methods. In particular, since we may interpret the problems in (4.2) and (4.4) 
as deterministic ones, we assume that we have algorithms available that solve those substitutes for 
(4.3). 
Having solved the approximate problems (4.2) and (4.4), we have available the optimal solutions 
(xl, xl; j = 1, . . . ) m), (x”&; j = 1, . . . , m). Due to the fact that the barycentric approximation 
provides the exact expectation for bilinear integrands, we may state the following proposition. 
Proposition 4.1. Let (x6, xl; j = 1, . . . , m) denote an optimal solution of (4.2). If Xf$intEj 
(j = 1, . . . ,m), then(xr,Xjd;j= 1, . . . , m) is an optimal solution of(4.1). 
Proof. If If xj”+ int Ej (j = 1, . . . , m), then trivially either Ej = dE"j+ (xi) or Bj = clE"j (xj) holds, 
implying bilinearity of p5(yj, lj, xj) on Oj x Sj (j = 1, . . . , m), and hence for j = 1, . . . , m: 
S p!(qj, Cj, xi> dQjr ’ = [ /-$(Vj, 5j, Xj”) df’j”, (4.5) 
0, x sj 19jXSJ 
yielding $ G (X “) = $ (X “) and together with inf e”(x) = $ (x “) < inf $ (x) immediately the asser- 
tion. 0 
Remark 4.2. We stress that an analogous statement for (x”, xj’ ; j = 1, . . . , m) does not hold. This is 
due to the fact that inf $“(x) = $“(x”) = $(x”) may be strictly greater than inf $(x), of course. 
If x$ $ int EjfOrj = 1, . . . , m, we then know a posteriori that the problem is solved. In this case, 
we may conclude that the random variables have outcomes which allow the problem to be treated 
rather deterministically than stochastically, at least under a suitable approximation. If some of 
xj” are inside Ej, then we have with inf tj”(x) = cc/“(x”) an upper bound for the optimal value of the 
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given problem (4.3), and with $“(x”) - $‘(x”) an error bound. An alternative error bound also 
available is $“(x’) > $“(x”) = inf $“(x), this bound is on the one hand less tight, but on the other 
hand available with less effort: $“( x”) requires to solve the approximate problem (4.4), while $” (x ‘) 
requires simple evaluations of pj(qj, tj, xl) at the support {(Y]j,p, bj,,), ,U = 0, l> for j = 1, . . . , m. 
In consideration of the piecewise bilinearity of p;(. , . , xl) on Oj x ET (xf) and on Oj x El: (2;) 
yielding 
s p:(rj, 5j, ~$1 dpj” 0, x 9j 
= s VJ . (x; - cj) dPj” + s rj’ . (5j - x$) dP_f 2 @,xZ~ (xf, @jXS; (X{) 
we consider partitions Yj(x$) of Oj x Zj (j = 1, . . , m) being defined according to 
(4.6) 
9(x;):= {@jXET(X$), OjX~_i(XS)) forj: x$EiFltBj, (4.7a) 
9(X$) := (Oj X Ej} for j: xS$int Ej. (4.7b) 
Applying the barycentric approximation with respect to the partitions S“j(X$) in (4.7) of Oj x Ej 
(j= 1, . . . , m), we obtain discrete probability measures denoted Qj’q ‘, QT. 2 (obviously, Qf, 2, Q_/’ 2 
coincide with Qi* i, QY’ 1 for j: xl $ int ~j). This allows the evaluation of the exact expectation via 
s Ps(Vj, 5j, xf> dpj” = Oj X Ej s o 
-J 
x_,~j(~j, 5j, ~l)dQ[~~ =
IJ 
s o,x__ PS(Vj, 5j, ~$1 dQYv2, 
-‘J =J 
and in the sequel the exact objective value of $ ( .) at (xc, x’ = T(x’)) according to 
(4.8) 
$(x’) =f(X’) + ES Pj”(Vlj, <j, Xj'>dQjgi 
j Oj X 8j 
=f(x’) + IS, x_ pj”(Vj, 5j, xS)~QY,~, 
.i -, =, 
(4.9) 
yielding an error bound I/(X’) - $‘(x’) available as soon as either Qf* 2 or QY*” is determined. 
Next, we point out the essential feature of the barycentric approximation scheme for the present 
case of simple recourse: 
Let (x’,~, J = 1,2, . . . } be a sequence of approximates with their associated tenders (x’*~ = 
T(x’J), J = 1,2, . . . >, representing solutions of the approximate problems in (4.2) with respect to 
{Qs,” (j = 1, . . . , m); J = 1, 2, . . . }. Qs*” represents the barycentric approximation for Pj”, with 
respect to the partition Y;.(xj’* ‘, xj’, 2, . . . , xj’~“~ ‘) of Oj x Ej (j = 1, . . . , m). 5“j(x19 ‘, xi3 2, . . . , 
Xl’“- ‘1 results from cYj(X~“, xl’“, . . . , xjeqJp2 ) through refinement according to the rules in (4.7), 
applied correspondingly to the x -simplices in Yj(xj* ‘, xl* 2, . . . , xl3 J-2). As pointed out in [9], 
refinement and extremality of the probability measures are responsible for the monotonicity of the 
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approximate functions. In particular, with 
CEP)W = zjo xc_ PT(vlj, 5.i, Xj) pj”(vlj, t.ih 
j -, -, 
(4.10a) 
WJPk) = zj pj(Vj, 4j, xj) dQj/qJ(Vj, Crjh (4.1 Ob) 
.i ojxzj 
we obtain 
(E ““-‘p)(x) d (E’,Jp)(~) < (Ep)(x) for J = 2, 3, . . . . (4.11) 
Due to the construction of Y”(xl’ ‘, . . . , x/. J- ‘) we have bilinearity of the saddle function 
(~j, 4j) + ps(vlj, i”j, xj) on the cells of Yj(xfg ‘, . . . , ~f,~-‘) for xj = xi%’ (r = 1, . . . , J - l), where 
j=l , . . . , m, and hence 
(E’.Jp)(~‘g’) = (EP)(x”“) for r = 1, . . . , J - 1. (4.12) 
We may therefore state the following proposition. 
Proposition 4.3. Let {(x’. J, ~‘3 J), J = 1, 2, . . . >, { Qf, J ( j = 1, . . . , m); J = 1,2, . . . }, {Yj( xfg ‘, xl9 2, 
.._ ,xf*J-‘)(j = 1, . . . , m), J = 2,3, . . . } be de$ned due to the above. Then, with setting $‘,J(x) := 
.f(x) + (E’, J~)(x), we have for J = 2, 3, . . . : 
ti ‘,J-l(x) < l/‘7J(x) <l/b(x), (4.13a) 
$Y’,~(x’,‘) = $(x’.~) for r = 1, . . . , J - 1. (4.13b) 
Proof. (4.13a) is Theorem 16.2 in [9]. (4.13b) follows from (4.12). 0 
We may conclude that applying the barycentric approximation successively with respect to the 
refinement scheme based on the rules in (4.7), yields piecewise linear approximate functions 
(E’sJp)(x) for (Ep)(x). Additionally, (EfsJp)(x) supports (Ep)(x) at those approximates x”~ that 
have been determined up to iteration J - 1. The accumulation of the approximate solution to an 
optimal solution of (4.1) will be proved in Section 5. 
4.2. Linear-quadratic recourse 
As mentioned in the last section we shall concentrate on case (i) by allowing qj(o), h,(o) to be 
stochastic, but keeping rj = rj(u) deterministic. This amounts to the stochastic program 
inf f(x) + C 
s 
pj(rlj, 4j, rj, Xi) dP! 
j OjXEj 
(4.14) 
s.t. x = T(x), x E X. 
NOW Oj is an interval and p”(rj, 5j, rj, xj) is supposed to be given according to (3.9). Oj x Ej is 
supposed to cover the support of (yj, cj) with vertices aj,” (v = 0, 1) and bj,p (p = 0, 1). Evaluating 
the cross moments and applying Propositions 2.2 and 2.3 to (Oj x Ej, a x &?, Pj”), we obtain atoms 
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~j,~ (cl = 0, 1) and srj, y (v = 0, l), with associated probabilities pj”,, (p = 0, 1) and pj”. V (v = 0, l), 
defining together with the vertices the corresponding extremal probability measures QT. ’ and 
Q;’ 1 on (Oj X Ej, &’ x ai), serving as barycentric approximation. Again with pj (.) being continuous 
in (3.9) we get 
inf Ii/‘(x) := inff(x) + 
s 
pj(Vj, 5j, rj, l(j) dQJ. ’ 
OjXE, 
s.t. x = T(x), XEX 
s.t. x = T(x), x E x 
< inf $(x) := inff(x) + C 
1 
pj(qj, tj, rj, xj) dPS 
j 0, x tj 
s.t. J( = T(x), XEX 
<inf$“(x):=inff(x)+ CCpT(qj.p, bj,p, rj, Xj)'Pf.p 
j P 
s.t. x = T(x), XEX 
(4.15) 
(4.16) 
(4.17) 
= inff(x) + Ps(Vj, 5j, rj, Xj) dQ_? ’ 
0, x z, 
s.t. x = T(x), XEX. 
Let (x’, xf; j = 1, . . . , m), (x”, xy; j = 1, . . . , m) denote the optimal solutions for the approximate 
problems (4.2) and (4.4). These solutions define error bounds $“(x”) - $‘(x’) or $“(x’) - $‘(x’), 
providing information on how valuable the current approximation is. As quadratic terms are 
involved, we cannot expect to obtain an exact expectation value for (Ep)(x’) with respect to finitely 
many refinements of Oj X Ej (j = 1, . . . , m). Instead, we have to be satisfied with monotonous 
improvements of the approximation, achieved with refinement strategies that exploit duality 
relations (as suggested in [9] for stochastic two-stage programs). Thus, at this stage we end solely 
with relations of type (4.13a). Convergence of the approximate solutions is achieved if the diameters 
of the x -simplices become arbitrarily small due to Theorem 18.1 in [9]. 
The difficulty lies in finding a sequence of computable approximate functions for which (4.12) 
holds. This amounts to a generalization of the barycentric approximation technique, in the sense 
that one should consider not only bilinear terms but also polynomials of a higher order. Investiga- 
tions in these directions are planned to be carried out in future projects. 
5. Convergence 
Having in mind the case of simple recourse and a sequence of approximate functions {$“(x), 
J = 1,2, . . . > satisfying (14.13a) and (14.13b), we aim to relax epi-convergence while still guaranteeing 
that the infima and the approximate solutions converge. The idea is to provide an alternative 
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concept to ensure that the approximate solutions of Proposition 4.3 converge to a minimizer of 
$(x), without the cells in the partitions having to become arbitrarily small, entailing a considerable 
reduction in the computational activities. (If the cells become arbitrarily small, we obtain weak 
convergence of the discrete probability measures Q$g J to Pj” for J + cc, and subsequently epi- 
convergence of the associated approximate expectation functionals, due to Theorem 18.1 in [9].) 
We start with a rough discussion on epi-convergence on the basis of the works of Attouch [l], 
Attouch and Wets [2], Birge and Wets [3] and Wets [25]. Relations of epi-convergence to the 
classical theory of convergence of functions have been worked out in Kall [13]. 
Definition 5.1. Let {$, $“; J = 1,2, . . . } be a collection of extended real-valued functions defined 
on [w”. The sequence {$J; J = 1,2, . . . } is said to epi-converge to I,!J iff for all x E [w” we have 
v (xJ; J = 1, . . . > converging to x: lim infj-, $“(xJ) 2 It/(x), (5la) 
3 {xJ; J = 1, . . . > converging to x: lim SUpj*, $“(x”) < $(x). (5.lb) 
The epi-limit $ is necessarily lower semicontinuous; the name epi-convergence stems from the fact 
that a collection of functions being epi-convergent to the epi-limit is equivalent to the convergence 
of the corresponding epi-graphs. 
Epi-convergence implies that all accumulation values of {inf $J; J = 1,2, . . . } are less than or 
equal to inf $, that all accumulation points of the set YJ of minimizers of $” are minimizers of rc/, 
and that the limes of a corresponding subsequence {inf $Jk, k = 1,2, . . . > exists and is equal to 
inf $. If lim SUpj+ m Y J = 8 (i.e., no accumulation point exists), it is also well known that even with 
convexity, monotonicity and piecewise linearity of the functions {$J; J = 1,2, . . . }, and with Y, 
YJ # 0 (J = 1,2, . . . ), it may occur that limJ+, [inf$J] < inf$. This unpleasant relation is 
prohibited, for example, if one has a bounded set D with DAY J # (!I for almost all J, as in this case 
any subsequence has an accumulation point. 
Next, we introduce argmin-convergence, focusing on the sets of minimizers. 
Definition 5.2. Let $, {$“; J = 1, 2, . . . } be a collection of extended real-valued functions defined 
on [w”, with II/ being lower semi-continuous. 
{$J; J= 1,2, . ..} argmin-converges to $ iff VxJ E Y J := argmin rl/’ # 8: 
lim $“(x”) = inf $, (52a) 
J-tCC 
lim $“(x”) > lim szp $(x”). 
J-*(X 
(5.2b) 
Remark 5.3. The obvious fact that (5.2a), (5.2b) are equivalent to 
VxJE argmin $J: lim inf tiJ(xJ) 3 inf $, 
J-CC 
3xJ E argmin $“: liy zp $“(xJ) < inf $, 
(5.2a’) 
(5.2a”) 
Vx J E argmin $ J: lim “f $“(xJ) > lim stp $(xJ), (5.2b’) 
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illustrates that (5.2a) results from restricting conditions (5la) and (5lb) of epi-convergence to the 
set YJ := argmin $” and relaxing simultaneously the necessity for sequence {x”} to converge. 
Instead, we require (5.2b), (5.2b) to hold, entailing that also the minimizers of tj are approximated. 
Further, due to (5.2a), (5.2a”), respectively, we explicitly request that the infima of the approximate 
functions are attained. 
Theorem 5.4. Let { $ ‘; J = 1,2, . . . ) be argmin-convergent o a lower semi-continuous $. Then 
lim sup YJ c Y, (5.3) 
J-00 
i.e., any accumulation point of the sequence {xJ; J = 1,2, . . . } of minimizers solves inf $. 
Proof. If lim sup,+ m YJ # 8, then (5.3) is trivial. If an accumulation point x’ exists corresponding 
to the subsequence {xJk ; k = 1,2, . . . } of minimizers of tiJk, we obtain the following relations: 
$(x’) d lim inf $(xJk) < liy zp tj(xJk) 
k+m 
d lim sup +(xJ) < lim $“(x”) = inf $. (5.4) 
J-CC 
The first inequality is due to lower semicontinuity of ti; the second and third is obvious; the fourth 
is due to (5.2b); equality holds according to (5.2a). 0 
Corollary 5.5. Under the assumptions of Theorem 5.4, for any sequence {x” E Y J, J = 1, 2, . . . }, we 
have 
lim $(x”) = inf+. (5.5) 
J+CC 
Proof. Observe that due to (5.4) we obtain lim supJ+m $(xJ) d inf $; together with the trivial 
relation inf rl/ < lim infJ+, $(xJ), this yields (5.5). 0 
Minimizers of $ are not necessarily accumulation points of minimizers of an epi-convergent or 
argmin-convergent sequence of functions {$“; J = 1,2, . . . }; argmin-convergence ensures that also 
subsequences of minimizers with no accumulation point solve the original problem s-optimally due 
to the following corollary. 
Corollary 5.6. Under the assumption of Theorem 5.4, for any E > 0, there exists an N(E)E N with 
xJ~ YJ and $(x”) d inf $ + a for all J > N(E). 
Proof. According to Corollary 5.5, it is a fact that the limes in (5.5) exists. 0 
We subsequently state a sufficient condition for argmin-convergence. 
Theorem 5.7. Let rc/ be lower semi-continuous and tj” d rl/ (J = 1,2, . . . ) with Y J # 0 and 
lim supJ+, [$(xJ) - t,bJ(xJ)] = 0 for {X~E YJ, J = 1,2, . . . }. Then ($“; J = 1,2, . . . } 
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argmin-converges to e. Furthermore, 
x E Y * lim inf I+V(X) = inf $. 
J-CC 
Proof. With $J(x) < $(x) and any sequence {x=‘E YJ, J = 1,2, . . . }, 
0 = lim zp [$(x”) - $“(x”)] 
3 lim inf [$(xJ) - $“(x”)] > 0 
J-cc 
and, hence, 
lim [$(x”) - tjJ(xJ)] = 0, 
J-CC 
implying 
lim zp $J(xJ) = lim zp $(xJ), 
1iJm ‘,“f $J(xJ) = lim inf tj(x”). 
J-+02 
With $“(x) d $( ) x an xJ being a minimizer, we further obtain d 
1iJm “f $“(x”) d lim sup $“(x”) < inf rl/ < 1iJm ‘,“f $(x”) < lim up $(x”). 
J+CC 
(5.6) 
(5.7) 
(54 
(5.9a) 
(5.9b) 
(5.10) 
(5.9) and (5.10) yield 
lim “f $“(x”) = lim sup $“(x”) = lim tjJ(xJ) = inf $, (5.11) 
J-CO J-+X 
and thus condition (5.2a). Condition (5.2b) of argmin-convergence follows immediately from (5.9b) 
and (5.11). 
Assertion (5.6) becomes evident from the “lim sup” assumption and from $ “(x”) d $ J(x) < 
$(x) d $(x”) for any XE Y, xJ~ YJ (J = 1,2, . . . ) completing the proof. 0 
Next, we apply the above results to the outlined approximation scheme for stochastic programs 
with simple recourse (4.1). 
Proposition 5.8. In (4. l), let X c R” be compact and nonempty,f(x), T(X) be continuous, pj(rj, tj, xj) 
be given with (3.5), (Oj x 5j, $9’ x 69, Pj”) be the underlying probability spaces, with respect to which 
barycentric approximation is applied for j = 1, . , . , m. Further, let I,!I ‘3 J J = 1,2, . . . represent the 
associated approximatefunctions used in Proposition 4.3, and {Y ‘2 J; J = 1,2, . . . } the corresponding 
sequence of sets of minimizers. Then {$‘* J; J = 1,2, . . . } argmin-converges to $. 
Proof. Compactness of X and of (Oj x Ej) (j = 1, . . . , m) implies uniform continuity of 
xj + ps(yj, 5j, xj) and hence - due to Proposition 2.3 in Wets [25] - continuity on X of the 
expectation functionals (Ep)(x), (E’qJp)(x), J = 1,2, . . . defined according to (4.10). This entails 
continuity of \I/’ and of $‘, J on X and further ensures that the set Y ‘. J c X of minimizers of $ ‘, J is 
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nonempty for J = 1,2, . . . and any subsequence of minimizers has accumulation points. By 
construction, {$‘sJ; J = 1,2, . . } are lower approximates for ti. 
It remains to show that lim SUP~+~ [$(x’%~) - tj’*J(x’*“)] = 0 for any sequence {x”~E Y’*J; 
J= 1,2, . . . }: let $(x’,~~) - $‘gJk(x’gJk); k = 1,2, . . . > be an arbitrary subsequence converging to 
6, i.e., we have 
lim [$(x /.Jk) _ rl/LJ”(x/Jk)] = 6. (5.12) 
k-m 
It is sufficient to prove 6 = 0. We know that (5.12) holds if and only if any subsequence of 
L$jxl’,;) - I+V~(X”~~); k = 1,2, . . . } converges to 6. As X is compact, the sequence (~‘9~“; 
k= 112’ “. 
} accumulates. Focusing on an arbitrary converging subsequence of (~‘3~~; 
, . . . > with limit point x’(6), (5.12) still holds for that subsequence. So, without loss of 
generality, we may start with a subsequence {$(x’*~~) - $“J*(~“Jk); k = 1, 2, . . . } for which (5.12) 
holds and (~‘3”~; k = 1, 2, . . . } is converging to x’(6); i.e., we additionally have 
lim x I,Jk = x’(6). (5.13) 
k+m 
Using (4.13b) and continuity of $(x) we get 
lim [rl/(~~*~k) _ $/,Jk(x/*Jk)] = iit [$j(~/*~k) _ $/*Jk(x/9Jkm1) + $/~Jk(x/~Jk~l) _ $/,Jk(x/9Jk)] 
k-n: 
= ii; [$(~/,~k) _ $(x/aJk-l) + $f~,J*(xJ3Jk-L) _ $/3Jk(~/vJk)] 
= lim [$/,Jk(x/*Jk-1) _ $/.Jk(x/rJk)]. (5.14) 
k+cc 
From the construction of $“Jr, continuity off(x), T(x), and with x = T(x), we may write 
= Li: [f(x’*-‘k-1) -f(~/-~k) + (~‘sJkp)(x/-Jk-l) _ (~‘3Jkp)(X/‘Jk)] 
= ii; [(E’~Jkp)(~ /,Jk-I) _ (EL JkP)(xL Jk)] 
= lim C 
s 
[pj(rlj, 5j, XfrJkm' ) - p;(vlj, tj, x;Jk)] dQigJ” = 0, (5.15) 
k-t= j 0~ X hj 
as {xfgJk, k = 1, 2, . . . > converges to x’(S) = T(x’(6)) and xj + pj”(qj, rj, xi) is uniformly continu- 
ous. From (5.14) and (5.15), we may conclude that any subsequence {tj(x’, Jk) - $‘9 Jk(x’, Jk), 
k = 1,2, . . . } has 6 = 0 as limit, yielding lim supk+a [$(x’, J, - $‘, J(x’s ‘)I = 0. 
Therefore, the conditions of Theorem 5.7 are satisfied, allowing it to be concluded that the 
sequence ($‘vJ; J = 1,2, . . . > argmin-converges to II/. 0 
Proposition 5.9. Under the assumptions of Proposition 5.8, it holds that inf + is attained at any 
accumulation point of { ylr*Jk; J = 1, 2, . . . }. 
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Proof. The assertion follows from argmin-convergence of { II/‘gJ; J = 1,2, . . . > to $ due to Proposi- 
tion 5.8 and Theorem 5.4. 0 
Remark 5.10. Argmin-convergence is certainly not competitive with epi-convergence with respect 
to generality; it is rather competitive with respect to the effort necessary for approximating 
optimization problems with sufficient accuracy. 
To sum up, we should like to stress that for solving stochastic programs with simple recourse by 
means of barycentric approximation there is no need to refine the y-space. Even in the t-space, we 
may restrict ourselves to those subintervals that turn out to cover the optimal tender. This feature 
certainly amounts to a considerable reduction in numerical evaluations during the solution 
process. 
As mentioned already, so far, for programs with linear-quadratic recourse we have to make sure 
that the x -simplices have to become arbitrarily small (with respect to their diameter) so that the 
approximate solutions accumulate to an optimal one. 
6. Conclusions 
In considering stochastic programs with separable recourse, we have assumed continuity and 
compactness off(x), T(x) and X, mainly to ensure that optimal solutions exist with respect to the 
underlying objective as well as with respect to the corresponding approximates. The stochastic 
element is a separable sublinear or a linear-quadratic cost function which depends on the decision 
and on uncertain prices and demand. It has turned out very natural via duality theory that the 
value function acquires the saddle property for fixed decisions. 
Supposing that the support of the random data is covered by a specially shaped bounded 
polytope, the objective function has been minorized and majorized through barycentric approxi- 
mation. Extensions of this approach with respect to bounded and unbounded support have been 
developed by Edirisinghe and Ziemba [6,7] and are applied to stochastic two-stage problems with 
complete recourse. 
The main feature of the barycentric approximation scheme under the stated conditions is that for 
simple recourse problems convergence is already ensured by focusing exclusively on the minimizers 
of the approximate problems. This has been the motivation to relax the conditions that character- 
ize epi-convergence (under the assumption that approximate problems attain their infima), and has 
led to a concept denoted argmin-convergence. The relaxation of epi-convergence has already been 
considered in Wets [25] and in Higle and Sen [ll]. In Wets [25], epi-convergence has been 
localized with respect to an open neighbourhood. Higle and Sen [ 1 l] have developed an approach 
that looks more like the one presented here, which in fact has been designed independently of [ 111. 
In [ 111, the authors focus on converging subsequences of minimizers whose associated sequence of 
approximate functions are supposed to approach the given function as epi-graphical nesting. The 
verification of epi-graphical nesting is attained via lower approximates and the associated subdif- 
ferentials. 
For the case of linear-quadratic recourse, we rely on epi-convergence. Forf(x) convex quadratic, 
T(x) linear and X convex polyhedral, the associated approximate problems (4.15) and (4.17) belong 
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to the class of extended linear-quadratic programs for which envelope methods have been 
developed. For details on algorithmic aspects, we refer to Rockafellar [19, 211. 
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