Parallel prefix computation with few processors  by Eǧecioǧlu, Ömer & Koç, Çetin Kaya
Computers Malh. Appli¢. Vol. 24, No. 4, pp. 77--84, 1992 0097-4943/92 $5.00 "t- 0.00 
Printed in Great Britain. All rights reserved Copyright~)1992 Pergamon Press Ltd 
PARALLEL  PREF IX  COMPUTATION WITH FEW PROCESSORS*  
OMER EGECIOdLU 
Department of Computer Science, University of California 
Santa Barbara, CA 93106, U.S.A. 
~ETIN KAYA KOQ 
Department of Electrical Engineering, University of Houston 
Houston, TX 77204, U.S.A. 
(Received August 1991) 
Abst rac t  - -  We present a parallel prefix algorithm which uses (2(p + 1)/p (p + 1) + 2) n - 1 arith- 
metic and (p (p - 1)/p (p + 1) + 2) n + (1/2) p (p - 1) routing steps to compute the prefixes of n 
elemealta on a distributed-memary multiprocessor with p < n nodes. The algorithm is compared 
with the distributed-memory implementation f the parallel prefix algorithm proposed by Kruskal, 
Rudolph, and Snir. We show that there is a trade-off between the two algorithms in terms of the 
number of processors, and the parameter ~ = ~'ft/'rA, which is the ratio of the time required to 
transfer an operand to the time required to perform the operation of the prefix problem. The new 
algorithm is shown to be more efficient when n is large and p2(p _ 1) ( 4/¢. 
1. INTRODUCTION 
Given an ordered n-tuple (xt, z2, . . . ,  zn) of elements of a set closed under an associative binary 
operation., the prefix problem is the computation of the partial products Yi = z l  * z2 * . . .  * z i  
for 1 < i < n. The prefix problem arises in various settings including circuit design problems 
where • is a simple Boolean operation, and numerical problems where • can be as complicated as 
floating-point matrix multiplication. For example, parallel algorithms for computing the Newton 
and Hermite interpolating polynomials make use of parallel prefix algorithms where the zi's are 
floating-point numbers and • is a floating-point addition or multiplication [1]. Solution of k th 
order linear recurrences can be obtained by a parallel prefix algorithm where • is h x k matrix 
multiplication [2-4]. Tridiagonal systems can be solved with Stone's recursive doubling algorithm 
by computing the prefixes of 2 x 2 matrices whose entries are floating-point numbers [5]. More 
generally, the recursive doubling algorithm can be used to solve a banded linear system with 
bandwidth W - 2k + 1 by computing the prefix product of k x k matrices. 
Parallel prefix circuits have applications in the design of optimal-area dders [6] and the 
simulation of sequential circuits by combinational circuits [7]. The reader may refer to Fich's 
paper [8] for a review of the literature on parallel prefix circuits and further applications. In 
a parallel prefix circuit, the concern is to reduce the depth (D) and the size (S) of the circuit. 
Upper and lower bounds on the size for a restricted family of circuits with minimum or near 
minimum depth appears in [8]. Snir proved the interesting lower bound that S + D _> 2n - 2 [9]. 
Prefixes of n elements can be computed trivially in n - 1 steps sequentially where at each step 
a single • operation is performed. There are several parallel prefix algorithms [6-11], given either 
in the arithmetic ircuit or PRAM model of parallel computation. Asynchronous algorithms [12] 
and implementation  various ensemble architectures [13-16] have also been considered. 
In this paper, we focus on the performance ofparallel prefix algorithms on distributed-memory 
multiprocessors. We assume that we are given p < n processors with a routing mechanism to 
send an operand from one processor to any other processor. An ar i thmet ic  step 0"A) is defined 
• This work is supported in part by the U.S. Army Research Office Grant No. DAAL03-91-G-0106. 
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as the time required to perform a • operation by a single processor, and a routing step (7"R) 
as the time required to transfer an operand from one processor to another. It is also assumed 
that the processors are identical and the architecture is completely connected, i.e., I"A and ra are 
constants. 
First in Section 2 we describe the distributed-memory multiprocessor implementation of a 
parallel prefix algorithm given in [10]. We then present a new suboptimal parallel prefix algorithm 
which achieves higher efficiency for small values of p, and when l"a < vS. The efficiency of these 
two algorithms as a function of the number of processors and the parameter  = ~'a/rA is 
analyzed in Section 4 together with a comparison of their arithmetic omplexities to the lower 
bound obtained by Snir in [9]. 
2. THE KRS PARALLEL PREFIX  ALGORITHM 
First we consider the distributed-memory implementation of the parallel prefix algorithm 
(henceforth named the KItS algorithm) given by Kruskal, Rudolph, and Snir. This algorithm is 
designed using the EREW PRAM computation model in [10]. When p = n, the KRS algorithm 
reduces to Stone's recursive doubling algorithm. It follows that, on a distributed memory multi- 
processor with n processors, prefixes of n elements can be computed in log n arithmetic and log n 
routing steps. 
When p < n processors P1, P~,.. . ,  Pp are available, we first partition the list (xl, zz, . . . ,  zn) 
into p sublists, each of which contains m = nip contiguous dements. The sequential prefix 
algorithm is then applied within each sublist. Thus, processor P/ computes the prefixes of 
(x(j-1)m+l, zO-1)m+~,..., zO-1)m+m) for j = 1, 2,... ,p sequentially using the locally available 
data. This step takes m - 1 arithmetic steps. Let 
Yjm ~ X(j - - l )m-t-1 * Z(j-1)m-{,-2 * " ' "  * X( j - -1)m-l -m, 
for j -- 1,2,.. .  ,p. We apply the recursive doubling algorithm to compute the prefixes of the list 
(Y,n,/am,..., Ymn) using all p processors. This step of the KItS algorithm takes log p arithmetic 
and logp routing steps. 
Now we have the term 
Ym */am * ""*Yjra 
at processor/~ for j -- 1,2,... ,p. This quantity, replacing yjra at Pj, is sent from processor Pj 
to processor Pj+i for j - 1, 2,... ,p -  1 in a single parallel routing operation. The received item 
is then multiplied with every prefix term in processor/~+1 except he last one. This step also 
requires m - 1 parallel arithmetic steps. Summing the contribution of arithmetic and routing 
steps, we have: 
THEOItEM 1. The KRS algorithm computes the prefixes of n elements on a distributed-memory 
multiprocessor with p <_ n nodes using A t, (n) = 2nip + log p -2  arithmetic and Rp (n) = log p + 1 
routing steps. 
The details for the distributed-memory implementation f the KRS algorithm and its imple- 
mentation on the hypercube multiprocessor can be found in [15]. The KItS algorithm achieves 
linear speedup for p < n. Furthermore, the number of routing operations required is very small; 
P~(n) = logp -I- 1, which is not a function of the input size. However, for small values of p the 
KRS algorithm is not efficient in terms of its arithmetic omplexity. For example, when p = 2 
we have n 
A2(n) = 2~ +log2-  2 = n -  1, 
which is the number of operations required to perform this computation sequentially. Thus, in 
this ease, having 2 processors instead of 1 provides no reduction in the execution time. 
The optimal value of Al,(n ) for 2 processors i A~Pt(n) = (2n 2)/3 as given by Snir [9]. 
Furthermore, Snir has provided parallel prefix circuits with depth D = 2n/(w + 1) where w is 
the width of the circuit, i.e., the number of processors required to execute the algorithm in D 
parallel arithmetic steps [9]. Here the PRAM computation model is used where interprocessor 
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communication is not an issue. Thus Snir's parallel prefix algorithm is optimal (up to an additive 
constant) ff one considers only the number of arithmetic steps. 
In the next section we present a new parallel prefix algorithm which is suboptimal in terms of 
the number of arithmetic steps, but more efficient han the distributed-memory implementation 
of the KRS algorithm for small values of p and r. 
3. A NEW PARALLEL PREFIX ALGORITHM 
We propose the following two-phase algorithm for computing the prefixes of (xl, x2, • • •, xn) on 
a distributed-memory multiprocessor with p < n processors. Let ap be a rational number with 0 < 
~p < 1, to be determined later. As a function of c~p, the first phase of the algorithm is to partition 
(Xl,X2,.. . ,Xn) into two sublists L1 : (Xl ,X2,. . . ,X,pn) and L2 = (xapn+l,x,p,+2,-..  ,x,)  of 
lengths ap n and (1 -  ap)n, respectively. Then we assign p -1  processors P1, P2, . . . ,  Pp-1 for the 
computation of the prefixes of L1, and a single processor Pp to the computation of the prefixes 
of L2. In the second phase, all of the prefixes of the given list are computed by combining the 
partial products available. The further partitioning of the data in L1 is done recursively by 
assigning the first ap-1 ap n elements of L1 to the first p -  2 processors P1, P2,... ,Pp-2 and the 
remaining (1-  ap_ 1) ap n elements to processor Pp_ 1, and so on. Our rule in picking the numbers 
ap in this partitioning scheme is as follows: 
Choose ap in such a way that the number of parallel arithmetic steps performed by 
P1,. . . ,Pp-I  to compute the prefixes of the list L1 is the same as the number of 
arithmetic steps performed by processor Pp to sequentially compute the prefixes of L2. 
Therefore in the first phase of the algorithm, the prefixes of the ap n terms in L1 are computed 
by p - 1 processors while the last processor computes the prefixes of the (1 - ap)n elements 
in L2. In the second phase of the algorithm, we essentially perform a scatter operation to equally 
distribute all the computed terms among p processors to finish the remaining work. 
Note that during the computation of the prefixes of L1 there is some time spent for routing 
operations among P1, P2, • • •, Pp- 1. By our choice of ap, the idle time experienced by processor Pp 
is exactly equal to the time spent by P1, P2,.. . ,  Pp-1 for these routing operations. 
In the following analysis we will ignore the time spent for the initial loading of the data and 
the final unloading of the prefix terms computed. The prefix terms may have been scattered 
among the processors, i.e., since we do not require the prefixes of the terms in list Lj to be 
computed by processor Pj, these quantities may not be found in processor L 1 after the execution 
of the algorithm by all processors. However, it turns out that the longest prefix term of list L 1 
will always be computed by and thus found in processor Pj. 
In order to determine the fractions ap explicitly for p = 2, 3,..., we will first take a closer 
look at the boundary cases p = 2 and p = 3. 
CASE p = 2: Here we assign the first a2 n elements (L1) to processor P1 and the remaining 
(1 -a2)  n elements (L2) to processor P2. The processors independently perform sequential prefix 
computation with their local data. According to the stated rule, we determine a2 so that P1 
and P2 perform an equal number of arithmetic operations. Since r - 1 operations are required 
to compute the prefixes of r elements sequentially, this trivially implies that 
a2n-  1 = (1 -a2)n -  1. 
Thus we pick a2 = 1/2. After the sequential prefix is performed, we have the prefixes of the 
elements of L1 in processor P1 and the prefixes of the elements of L2 in processor P~. We then 
transfer the term xl * xz * .- • * xa2 n from processor P1 to processor P2. After this step, the first 
half of the prefix terms computed in P2, i.e., 
Ya~n+l ,  Ya2 n+2, • • • ,Y (a~+(1-a2) /2 )n ,  
are forwarded to processor PI. Now each processor works on its own data and the data just 
received to compute the remaining prefixes by combining cross products. Notice that at the end 
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of the execution the longest prefix product terms of lists L1 and L2 will be in processors P1 
and P2, respectively. The total number of parallel arithmetic steps required for the algorithm is 
found to be 
As(n)=asn- l+  (1 -as )n  3 
2 -4  n - l "  
The number of routing steps required is 
R2(n) - (i - a2) n 1 2 + l=~n+l .  
CASE p -- 3: Here we assign the initial as n elements of the input list to the first two processors 
P1 and P2, and the remaining (1 - as) n to Ps. PI and P2 execute the parallel prefix algorithm 
with as n elements using the algorithm for p = 2 above, while processor Ps performs a sequential 
prefix algorithm on (1 - as) n elements. Thus, by our selection of as, we must have 
Thus, 
As (as n) = (1 - as) n - 1. 
3 
(asn)-  1 = (1- as) n -  I, 
which implies that we should pick a3 = 4/7. In the second phase, as before, all three processors 
equally share the work to compute the remaining prefixes. The total number of parallel arithmetic 
steps required for the algorithm is easily computed to be 
3 (1 - as) n 4 
A3(n)=~asn- l+  3 =7 n- l "  
To determine the number of routing steps, we note that in addition to the number of routing 
steps performed by the first two processors internally, we need to equally distribute (1 - as)n  
elements among three processors, and also to send the last term (the longest prefix product 
of list L2) computed by processor P2 to processors P1 and Ps. The first task is achieved by 
sending (1 -  as)n/3  terms from processor P3 to processor P1, and an equal number of terms 
from processor P3 to processor/:'2. This requires 2(1 - as) n/3 communication steps. Thus, the 
the total number of routing steps is found to be 
Rz(n) = R2(ot3 n) -4- 2(1 -3a3) n 4-2=~1 ~n+l+4 72 n + 2 = ~ n + 3 .3  
Note that As(n) + R2(n) = n and As(n) + Rs(n) "- n + 2. In general, one can show that 
ap Ap(n) + R~(n) - n + ~ (p - 1) - 1. More precisely, we have 
THEOREM 2. The above Mgorithm computes the prefixes of n elements on a distributed- 
memory multiprocessor with p < n nodes using Ap(n) = 2(p+ 1)/(p(p+ l) + 2)n - 1 parM- 
lel arithmetic and R~(n) = p(p -1) (p (p+ 1)+2)n  + (1 /2 )p(p -  1) muting steps with ap = 
(p (p - 1) + 2)/(p (p + 1) + 2). 
PROOF. The partitioning for the algorithm is depicted in Figure 1. According to our rule the 
number of parallel arithmetic steps performed by processors P1, P2, • • •, Pp-1 must be equal to the 
number of arithmetic steps performed by the last processor Pp. Thus, to find the total number 
of arithmetic steps required, we add the number of arithmetic operations performed by processor 
Pp (phase one) to the number of arithmetic steps required by all p processors to compute the 
prefixes of the elements indexed from ap n + 1 to n (phase two). This gives 
Ap(n)=(1-ap)n - l+  (1 -~p)  n =P+l (1 -ap)n -1 .  
P P 
Let Ap(n) = Vp n -  1, i.e., 
Vp = p + 1 (1 - ap), (1) 
P 
T 
Vz,_l%,n - 1 
1 
~n- -  1 
Parallel prefix computation 
apn (1 - ap)n 
elements elements 
p-1  
processors 
I 
processor 
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Figure I. The new parallel prefix algorithm. 
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then we have ~- t  ap n - 1 = (1 - ~p) n - 1, as can be seen from Figure 1. Thus, 
1 
ap - 1+ ~- I"  (2) 
It also follows from Equation (1) that 
 _p+l 
p I+~-1"  (3) 
A recursion for Rp(n) can be given as 
Rp(n) = Rp-I (ap n) + P - 1 (1 - ap) n + p - 1, (4) 
P 
where the first term comes from the routing operations performed by p - 1 processors and the 
second term is the number of routing operations required to send (1 - ap)n  terms from the 
last processor to all the others. Finally p -  1 routing operations axe required to send the last 
prefix value from processor Pp_ I to all the other processors. These operations are illustrated in 
Figure 2. 
I 
p 
I 
r 
O-~r)" 
p 
0-~,,)" 
p 
i p- i  
0-=P)" p 
Figure 2. The required routing operations. 
Since V2 = 3/4, a2 = 1/2, and R2(n) = (1/4) n + 1, using these initial values and induction 
on p in (3), (2), and (4), we obtain 
2 (p+ I) p (p -  i) +2  p(p -  1) n + 1p(p_  1), 
Vp--p(p+l)+2, ap-p(p+l)+2, and P,~(n)=p(p+l)+2 
as claimed. Since Ap(n) = ~ n - 1, we also have 
2(p+ 1) n -1 .  | Ap - p(p+ 1)+2 
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Figure 3. Compar ing the number  of ar i thmetic  operations required by the algorlthms. 
4. EFF IC IENCY ANALYSIS 
In Figure 3, Ap(n) for the KRS algorithm and the new algorithm is shown for n = 1024 and 
opt 2 ~ p _< 10, together with the optimal number of arithmetic operations A s (n) = 2n - 2/(p + 1). 
We see that when p is small; the new algorithm is quite efficient in terms of arithmetic omplexity 
but inefficient as far as the total number of routing operations i concerned. However there is a 
trade-off between the new algorithm and the KRS algorithm as a function of r. As we mentioned 
in the introduction, the operation • can be as simple as a Boolean function, or as complex as 
multiplication of two k x k matrices with floating-point entries. The total execution time can be 
expressed as a function of the time required to perform a • operation (rA) and the time required 
to perform a routing operation (rR). For the KRS algorithm, we obtain 
TKRs= 2~+logp- -2  rA+[ Iogp+l ] rR .  
For the new algorithm the total execution time is given as 
-- Lp(p.i. 1 )÷2n-1  rA-t- p (~ l )~2nt~P(P -1)  yR. 
(5) 
(6) 
The efficiency of these parallel algorithms with respect o the optimal sequential algorithm is 
computed as 
(n - 1)TA n -  1 
E- - -  
p [Ap(n) + Rp(.)  = v + 
which is a function of the ratio v - rR/rA. Figure 4 illustrates the efficiency of these two 
algorithms as r ranges from 0 to 2 for p = 2 and n = 1024. Also in Figure 5, the efficiency is 
shown as a function o fp  for r - 0.01 and n - 1024. As it can be seen from Figure 4, for p -" 2 
the new algorithm is more efficient if v < 1, otherwise the KILS algorithm is preferred. Similarly, 
we observe from Figure 5 that if v - 0.01 then for p > 8 we have EKRs > Enew and for p < 8 
we have EKRs < Enew. 
From (5) and (6), we derive that for n large, 
1 
lim E K RS -- 
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wh ich  is independent  of  r ,  and  
p2+p+2 
Thus ,  Enew >_ EKRS whenever  
p~ +p + 2 1 
r f+(2 -~) f  +2p >- ~" 
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Figure 4. Efficiency as a function of I" for p = 2 and n = 1024. 
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Figure 5. Efficiency aJ a function of p for r = 0.01 and n ---- 1024. 
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Thus, the new algorithm is more efficient han the KRS algorithm for 
p2(p_ 1) ~ 4. 
7" 
Finally we note that most distr ibuted-memory parallel computers available on the market 
are capable of overlapping communication with computation. Thus, a more careful analysis of 
the algorithm can also he made by overlapping some of the communication with computat ion 
performed by processors. Such analysis implies that the ratio TR/~'A is effectively smaller than 
for the nonoverlapping case, which in turn means the new parallel prefix algorithm will obtain 
higher speedup. 
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