Recently, a general expression for Eckart-frame Hamilton operators has been obtained by the gateway Hamiltonian method (J. Chem. Phys. 142, 174107 (2015); ibid. 143, 
I. INTRODUCTION
The importance of Eckart conditions and Eckart ro-vibrational Hamiltonians cannot be overestimated. Their importance is described succinctly by Sutcliffe Eckart's rotating axes in this general KEO has turned out to be difficult and has remained the subject of ongoing research [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Research on how to employ the general ro-vibrational KEO possibly by accounting for the Eckart conditions has gained practical motivation with the advance of experimental spectroscopic studies of highly excited vibrational sates and large-amplitude internal motions of molecules 22, 23, 25, 26 .
If it is so difficult to use, one may wonder, why to use Eckart conditions at all. One reason is that they minimize Coriolis coupling, thereby they give justification of thinking about the nuclear motions of a molecule as rotational and vibrational motions. With the Coriolis terms minimized one might also expect that fewer basis functions may suffice to obtain converged ro-vibrational energy levels in a variational calculation 17, 20 . The use of Eckart frame may be the best choice in evaluating dipole-moment matrix elements 27 . Furthermore, applications of the Eckart frame are not restricted to small and medium size molecules, but it has been employed in describing nuclear motion dynamics of biomolecules, e.g. proteins 28 .
Eckart advantage while at the same time using curvilinear coordinates that enable one to cope with large amplitude motion. When normal coordinates are used it is straightforward to use an Eckart frame, however, the Eckart KEO in internal coordinates is very complicated. Such KEOs have been derived for triatomic molecules, but never employed to compute spectra. This conundrum is resolved by computing G-matrix elements numerically."
Although there have been interesting theoretical developments, such as the application of geometric algebra to derive Eckart KEOs 13 , and a method of analytical differentiation of the rotation matrix transforming into the Eckart frame has been introduced [29] [30] [31] , practical application of the Eckart frame has remained brute force numerical work considerably complicated by employing an energy operator with little resemblance of the Eckart-Watson
Hamiltonian. All approaches to incorporate the Eckart conditions into the nuclear motion Hamiltonian have assumed explicitly [17] [18] [19] [20] [21] or implicitly 13 a rotation matrix determined such that the Eckart-axis conditions [32] [33] [34] [35] [36] [37] [38] [39] [40] , which should not be mistaken for the (rotational)
Eckart conditions, be satisfied. However, studies on the gateway Hamiltonian method [41] [42] [43] have shown another solution to this question: Projection.
The purpose of the present work is to simplify and advance the use of Eckart conditions in variational calculations of ro-vibrational energy levels by employing the gateway Hamiltonian method.
The KEO in the general Eckart Hamilton operator as obtained by the gateway method is of an expression nearly identical with that of the Eckart-Watson operator even when curvilinear vibrational coordinates are employed. Its use, as will be numerically demonstrated,
• obviates the need for differentiation of the matrix rotating into the Eckart frame,
• allows construction of an Eckart ro-vibrational KEO without rotation,
• and leads to defining optimal Eckart displacements.
The outline of the paper is as follows. In Section II the basic ideas and formulas of the gateway Hamiltonian method are reviewed. A method of solving the vibrational Schrödinger equation corresponding to the general Eckart Hamilton operator is described in Section III.
Numerical examples are given in Section IV to demonstrate that: a) There is no need for differentiating the matrix rotating into the Eckart frame. b) The rotation and projection methods of calculating Eckart displacements lead to different Hamiltonians. c) Although they are different, these Hamilton operators have the same spectrum. By considering the geometry associated with the Eckart conditions it is explained why there are infinitely many different Eckart displacements (and Eckart Hamiltonians) and how optimal Eckart displacements may be defined (Section V). Numerical examples of calculating optimal Eckart displacements are also given. Section VI summarizes the results. Two important questions, but mainly mathematical in character, are detailed in Appendices. In Appendix A analytical solution of the Eckart conditions is presented, while Appendix B describes the method employed to calculate optimal Eckart displacements.
II. THE GENERAL-FORM ECKART RO-VIBRATIONAL HAMILTON OPERATOR
The derivation of the nuclear motion Hamilton operator of a molecule of N atoms starts by relating the Cartesian laboratory system (LS) coordinates, u αn (α = X, Y, Z; n = 1, 2, . . . , N), of the atoms of the molecule to the translational, R α , rotational, θ, φ, χ, and vibrational, s r , r = 1, 2, . . . , 3N − 6, coordinates of the molecule (assumed to be non-linear) by the equation
where β = x, y, z label the axes of a molecule fixed Cartesian system (MS), S (θ, φ, χ) is a real rotation matrix parametrized by Euler angles,
and the displacements d βn ({s r }) are as yet unknown functions of the coordinates s r . Summation over repeated Greek indices is assumed here and throughout the paper. a 0 βn are the coordinates of the atoms of a reference configuration. m n denotes the mass of the nth atom of the molecule. The origin of the MS is fixed to the center of mass of the reference configuration and its axes can be oriented and fixed in any convenient way to the reference configuration. Thus the MS has been completely determined and the atom coordinates, a βn ({s r }), of any distorted configuration must be given with respect to this MS.
We aim at determining the 3N unknown functions d βn ({s r }) ( or a βn ({s r }) ).
This goal will be achieved in two steps: 1) A general form of displacements obeying the Eckart conditions will be established. 2) Then it is shown how dependence of these displacements on vibrational coordinates can be introduced.
A. The Eckart conditions
Together with the coordinates of overall translation and rotation there are 3N + 6 unknowns, but there are only 3N equations in Eq. (1). Since one must be able to calculate the coordinates of nuclear motion from given LS coordinates and vica versa, we must com- 
These equation are called translational Eckart conditions. Three conditions are still missing.
They determine the functions a βn ({s r }) (and d βn ({s r }) ), that is the coordinates of distorted configurations in the MS.
The simplest conditions are geometrical and somewhat ad hoc. For instance, having fixed a right-handed MS to the reference configuration such that the x axis is parallel to the bond connecting the atoms A and B and the y axis lies in the plane containing the atoms A, B,
and C and points to the half-plane containing C, we may require these conditions to hold even for distorted configurations.
To obtain the missing equations in more reasonable way let us consider the expression of the classical kinetic energy 41 :
where ω is an angular velocity vector whose components are defined as elements of the skew symmetric matrix S
with superscript T denoting transposition. Its dependence on the vibrational coordinates is, for simplicity, not indicated explicitly. Finally, a 
the expression of kinetic energy simplifies to
That is the translational motion becomes completely separated from rotation and vibrations, whereas the rotational and vibrational motions are decoupled at the reference configuration (at zero displacements). Eqs. (7) m n a n = 0,
will be called Eckart coordinates and denoted as a E n . Clearly, to derive an Eckart KEO one must calculate Eckart displacements (or Eckart coordinates).
B. Eckart displacements and Eckart coordinates
It should be clear from Subsection II A that it is the Eckart conditions and not some of their derivatives, the Eckart-axis conditions for example, which enter directly into the derivation of the nuclear motion energy operator. Therefore, we must look for solutions of the Eckart conditions. By definition d E n are such solutions. In other words, they solve the system of equations, a homogeneous system of six linear equations with 3N unknowns, provided by the Eckart conditions:
where
and matrix E can be read out from the Eckart conditions.
The general solution of such a system of equations 44 is
Though it is less general than the method described in Appendix A, it is interesting to 
The vectors h E,j span a subspace of the configuration space. It is called vibrational space.
The vectors h E,j are, in general, not orthogonal. To simplify calculations we shall use in place of h E,j a set of vectors d E,j obeying the normalization condition
and write the general solution of the Eckart conditions as
with c j denoting free parameters.
Mathematically the c j are just free parameters. Physically, they are vibrational coordinates. The relations of the LS coordinates and nuclear motion coordinates assuming the Eckart conditions read as
and now, one can derive the nuclear motion Hamiltonian corresponding to the Eckart condi- 
Yet, in other words, they are the coordinates of the projection of a mass-weighted displacement vector onto the vibrational space. The projection matrix is
Therefore, the c j can be expressed in terms of geometrically defined coordinates.
In fact, c j can be expressed in terms of any sets of internal coordinates, {s r }, as follows:
• Express the atom coordinates, bα n , whereα = X,Y,Z label coordinates in an initial
Cartesian system of axes, as functions of the chosen set of internal coordinates, i.e.
bα n = bα n ({s r }). How this may be done has been studied in a number of papers [46] [47] [48] [49] [50] .
Then translate to the center of mass to obtain the coordinates a ({s r }).
• Form the displacement vector d ({s r }) = a ({s r }) − a 0 .
• Project it to obtain the Eckart displacement vector m 1/2 d E ({s r }):
• Then it follows, that
where Tables I, II , III, and IV. 
By examining the expressions one can see that no derivatives have to be calculated to obtain the rotational matrix µ, but one has to calculate the derivatives of the coordinates s with respect to the coordinates c to evaluate the vibrational matrix G. One must also note that the vibrational matrix has contribution from the rotational matrix µ and the matrix C appearing in the terms coupling rotational and vibrational momenta. Therefore, to check 
the validity and demonstrate the usefulness of the gateway method it suffices to consider the vibrational part of the general-form Eckart Hamiltonian.
In passing, it should be noted that the termṼ was left out from the expression of the pseudo-potential in Ref. 42 . It was assumed that the pseudo-potential transformed as an ordinary scalar function under change of coordinates. But this is not a valid assumption 51 .
V was also omitted in Ref. 43 , since it was assumed that Eq. (71) • Direct product sinc discrete variable representation (DVR) [52] [53] [54] [55] , a special case of discretized continuous contracted Hermite distributed approximating functions 53 , is employed.
• Approximate eigenvalues are obtained by Lanczos iteration 56,57 .
• The calculation of a Hamiltonian matrix vector product is carried out by partial summation 58 . It scales as n 3N −5 where n is the number of basis functions applied to a single vibrational mode. (The Hamiltonian matrix is never calculated.)
The calculations consist of two main steps:
• The elements of the kinetic energy matrix and the potential energy are calculated on a grid.
• The Lanczos algorithm is employed to obtain approximate energy levels.
The first step is split. At first quantities independent of the grid points shown in Figure 1 are calculated. Then the calculation continues by calculating the vibrational kinetic matrix Even these can be done quite simply. Note that: • When Eckart displacements are obtained by rotation,
where s r (a E ) is the Wilson s-vector corresponding to the rth vibrational coordinate calculated at the a E configuration. Note that the calculation of ∂sr ∂a is analytical, and clearly, there is no need for differentiating the matrix rotating into the Eckart frame.
• When Eckart displacements are obtained by projection the derivatives ∂c j ∂sr can be obtained analytically
Then, the desired derivatives are obtained by inverting a matrix D whose elements
One might be interested in calculating the derivatives of Eckart coordinates. Numerical
Eckart codes 16, 17, 19, 20 do, in fact, calculate such derivatives. Since
it follows that
Therefore, when projection is employed to calculate Eckart displacements the calculation of the derivatives of Eckart coordinates with respect to the vibrational coordinates is trivial.
When one employs rotation to generate Eckart displacements one can calculate the derivatives ∂sr ∂c j simply by the method described above. Then, the derivatives 
where h is small distortion along a vibrational coordinate, and U rotates the coordinates of a given distorted configuration into Eckart coordinates.
The higher order derivatives required to evaluating the pseudo-potential can be obtained similarly, without resorting to numerical differentiation.
IV. NUMERICAL EXAMPLES
All results of numerical calculations to be presented refer to the H 2 O molecule. The equilibrium geometry and the potential energy surface obtained by Jensen by fitting to experimental data 59 are used in the calculations. Valence internal coordinates, the two bond lengths, r 1 and r 2 , and the bond angle φ are used as vibrational coordinates.
The origin of the MS (Eckart-frame) is fixed to center of mass of the reference configuration and its axes are parallel to the axes of the coordinate system, the initial axis-system, shown in Figure 3 .
a (r 1 , r 2 , φ) are the coordinates of the atoms of distorted configurations whose center of mass coincides with the origin of the MS. They can be obtained from the atom coordinates summarized in Table V To calculate the pseudo-potential we use the expression
A. Differentiation of Eckart coordinates
given in Ref. 60 when Eckart displacements are obtained by the rotation method. When using projection to obtain Eckart displacements, the pseudo-potential is calculated by employing the formulas given in Table IV . Even this complicated expression of the pseudo-potential can be calculated without resorting to numerical differentiation. Tables VIII, IX calculated by the projection method.
By examining Figures 4, 5, 6 , 7, and 8 one might wonder how it is that different curves correspond to the same coordinates. Recall that these coordinates are those of the configuration a but the function values correspond to those taken at Eckart configurations a E .
The Eckart coordinates are obtained by rotation, a E = Ua, and projection, a E = P a, respectively. U is a 3N × 3N block diagonal matrix whose diagonal blocks are identical 3 × 3 rotational matrices U (s) determined by the method of Ref. 40 . Rotation does not change bond angles and bond lengths whereas projection does. Therefore, the values of internal coordinates corresponding to the different configurations are related as
Thus, for instance, one has the relationships
Clearly, the Eckart Hamilton operators obtained by projection and rotation are different.
Nevertheless, they must have the same spectrum, as, in fact, suggested by the results of numerical calculations.
To show that analytically, we start by noting that with P a(s) 
and
where Q is the projection matrix onto the translational-rotational subspace of the configuration space (i.e. I = P + Q with I denoting a 3N by 3N identity matrix). These equations show that changing the values of the internal coordinates from s to s ′ causes displacements having no components in the vibrational space. But this cannot happen since s are genuine internal coordinates whose change should lead to non-zero displacement in the vibrational space as well. That is, s ′ must be equal to s. Therefore, the map s = ϕ(s) is one to one and onto, which means that it is invertible 62 .
In a variational calculation any Hamiltonian,Ĥ orĤ E , with exact KEO can be used. 
V. GEOMETRY OF ECKART CONDITIONS: OPTIMAL ECKART DISPLACEMENTS
Pictures are often helpful in explaining and learning ideas. Figure 9 gives a simplified pictorial representation of the geometry of Eckart conditions. One can see immediately that to obtain Eckart coordinates (and displacements) one must find a map M mapping previous Sections. Note that P solves the optimization problem min Projection and rotation may be combined to generate Eckart coordinates as depicted in Figure 11 . Observe that the points red⊗ = P Um 1/2 a correspond to Eckart configurations for any choice of U.
Therefore one can ask for an U leading to an Eckart configuration which is the closest to the reference configuration among all Eckart configurations which one can derive from a single distorted configuration by rotation. Translated into mathematical form it means minimization (with respect to U) of the quantity
Since, as explained in Ref. 41 , the projection matrix onto the vibrational space can be also expressed as
Combination of projection and rotation maps.
with M denoting the mass of the molecule, and
where ε δβγ is the Levi-Civita tensor and I 0 stands for the rotational tensor of inertia of the reference configuration, one can obtain that
In deriving Eq. (38) use has been made of the fact the a 0 n and a n obey the Eckart conditions and the translational Eckart conditions, respectively.
If U is chosen such that U a n are Eckart coordinates, then Eq. (38) shows that
Results of numerical calculations shown in Figures 12 and 13 give numerical evidence. Some details of solving the optimization problem min U blueMWSD are described in Appendix B.
One can see in Figure 12 that the optimization occasionally bogs down at local minima. At these points the optimization must be restarted by new initial parameters and the global minimum can be found. Nevertheless, the numerical results presented do confirm the inequality Eq. (39).
VI. SUMMARY
The Eckart conditions treated as what they are, a homogeneous system of linear equations, has led to the gateway Hamiltonian method 42, 43 . In this approach the conditions define the space of vibrations and one uses them to determine the molecule fixed system coordinates of the atoms as functions of vibrational coordinates, and, eventually, to derive The results described may give food for thoughts:
• Construction and application of a Hamilton operator with optimal Eckart displacements.
• The geometrical interpretation of the Eckart conditions may elucidate and can help deriving the relationships of Eckart coordinates corresponding either to different electronic states 64 or isotopic species 65 of a molecule. • Conditions other than the Eckart, e.g. those for using the instantaneous principal axis system, might be treated similarly by replacing linear algebra with the appropriate mathematical technique(s).
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Appendix A: Analytical solution of the Eckart conditions
Let t α and r α denote the row vectors of elements
By employing this notation the Eckart conditions,
can be written as a system of linear equations
Since Eq. (A4) is a homogeneous system, its general solution, d E , can be written as
where K = 3N − rank(E), b j are free variables, and h E,j are particular solutions (that is they obey the Eckart conditions). We shall determine h E,j . Then, h E,j are employed to calculating a basis orthonormal with mass weighting and spanning the vibrational space.
Gaussian elimination 44 applied to Eq. (A4) gives
with
By introducing
that is
one can write C as 
Thus, we have the system of equations
Then,
given in Eq. (A14) into columns one obtains the vectors
respectively, given in Tables XII and XIII 
One may have noticed that some terms can become singular. The singularities can be avoided simply by reorienting the coordinate system.
The vectors h E,j may not be orthonormal with mass weighting, i.e. h E,i T mh E,j = δ ij .
One may use the Gram-Schmidt procedure to orthogonalize the vectors m 1/2 h E,j to obtain a set of orthonormal vectors e j :
. . .
, and I is the 3N by 3N unit matrix. Then, basis vectors, d E,j , spanning the vibrational space and orthonormal with respect to mass weighting can be calculated by the equations 
For minimizing MWSD of Eq. (38) a neater expression than Eq. (38) arises by considering that
Since a dot product u · v can be written as
one obtains
where use has been made of the equality
To carry on recall that a rotation matrix U may be parametrized in terms of the scalar, q 0 , and vector, q = (q 1 , q 2 , q 3 ), components of a quaternion Q = [q 0 , q] of unit norm, and a rotated vector U a n can be calculated as products of quaternions, since
where [0, U a n ] is the pure quaternion corresponding to the vector U a n , and A n = [0, a n ] denotes the pure quaternion corresponding to the vector a n .
Therefore we can rewrite Eq. (B3) as XIII. Table XII continued 
where D E,j n is the pure quaternion corresponding to the vector d E,j n , and the second equality follows from the fact that the norm of the product of quaternions is equal to the product of their norm. By expressing the quaternions in Eq. (B6) in terms of their components one can see that c j is a quadratic form c j = 3 r,t=0 C j rt q r q t = q T C j q,
with q T = (q 0 , q 1 , q 2 , q 3 ) denoting a row vector containing the components of the quaternion Q.
Therefore,
and it has to be minimized with respect to q under the normalization condition q = 1.
The optimal q may be determined iteratively. 
Minimization of this function of φ gives the optimal φ. Then, update φ and iterate the procedure until convergence.
The 1D optimizations required are reduced to finding zeros of functions of single variable.
To carry out calculations a MAPLE 66 code has been written.
