Search for supersymmetry in opposite sign dilepton final states with the CMS experiment by Mohr, Niklas
Search for Supersymmetry in Opposite-sign
Dilepton Final States
with the CMS Experiment
Von der Fakulta¨t fu¨r Mathematik, Informatik und Naturwissenschaften
der RWTH Aachen University zur Erlangung des akademischen
Grades eines Doktors der Naturwissenschaften
genehmigte Dissertation
vorgelegt von
Diplom-Physiker Niklas Mohr
aus Pohlheim
Berichter: Prof. Dr. Lutz Feld,
Prof. Dr. Michael Kra¨mer
Tag der mu¨ndlichen Pru¨fung: 11.10.2011
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek online verfu¨gbar.

Contents
1 Introduction 1
2 Theoretical Foundations 3
Natural Units and Conventions . . . . . . . . . . . . . . . . . 3
2.1 The Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Motivation for Physics Beyond the Standard Model . . . . . . . . . . 5
Unification of Couplings . . . . . . . . . . . . . . . . . . . . . 5
Astrophysics and Cosmology . . . . . . . . . . . . . . . . . . . 5
Hierarchy Problem . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.1 Higgs Sector and Gaugino Mixing . . . . . . . . . . . . . . . . 10
2.3.2 Soft Supersymmetry Breaking in the MSSM . . . . . . . . . . 11
2.3.3 Constrained MSSM . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Benchmark Points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.1 Mass Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.2 Sparticle Production . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.3 Sparticle Decays . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Mass Edge Signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.6 Different Flavour Subtraction . . . . . . . . . . . . . . . . . . . . . . 20
2.7 Important Experimental Quantities . . . . . . . . . . . . . . . . . . . 22
ii Contents
3 Case Study of a Mass Edge Measurement 23
3.1 Event Selection for a Mass Edge Measurement . . . . . . . . . . . . . 23
3.2 Fit Function to Determine the Mass Edge . . . . . . . . . . . . . . . 24
3.2.1 Invariant Mass Resolution Measurement . . . . . . . . . . . . 25
3.3 Fit of a Mass Edge for 200 pb−1 at LM0 . . . . . . . . . . . . . . . . 25
3.3.1 Systematic Uncertainty on the Endpoint Determination . . . . 26
3.3.2 Higher Integrated Luminosity . . . . . . . . . . . . . . . . . . 27
4 Experimental Environment 31
4.1 Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.1 Operation till End of 2010 . . . . . . . . . . . . . . . . . . . . 32
4.2 Compact Muon Solenoid . . . . . . . . . . . . . . . . . . . . . . . . . 32
CMS Units and Conventions . . . . . . . . . . . . . . . . . . . 32
4.2.1 Inner Tracking Detectors . . . . . . . . . . . . . . . . . . . . . 33
Pixel Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Silicon Strip Detector . . . . . . . . . . . . . . . . . . . . . . . 33
Tracker Performance . . . . . . . . . . . . . . . . . . . . . . . 34
4.2.2 Electromagnetic Calorimeter . . . . . . . . . . . . . . . . . . . 35
ECAL Performance . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.3 Hadronic Calorimeter . . . . . . . . . . . . . . . . . . . . . . . 36
HCAL Performance . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2.4 Muon System . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Muon Performance . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2.5 Data Acquisition and Trigger System . . . . . . . . . . . . . . 38
Level 1 Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . 39
High Level Trigger . . . . . . . . . . . . . . . . . . . . . . . . 39
Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Contents iii
5 Data, Monte Carlo Simulation and Reconstruction 41
5.1 Recorded Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2 Monte Carlo Simulation . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.2.1 Hard Scattering Process . . . . . . . . . . . . . . . . . . . . . 42
5.2.2 Matrixelement vs. Parton Shower . . . . . . . . . . . . . . . . 43
5.2.3 Hadronisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.3 Detector Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.3.1 Pileup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.3.2 Trigger Simulation . . . . . . . . . . . . . . . . . . . . . . . . 45
5.3.3 Fast Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.4 Particle Flow Event Reconstruction . . . . . . . . . . . . . . . . . . . 45
5.4.1 Electron Reconstruction . . . . . . . . . . . . . . . . . . . . . 46
5.4.2 Muon Reconstruction . . . . . . . . . . . . . . . . . . . . . . . 46
5.4.3 Jet Finding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.4.4 Missing Transverse Energy . . . . . . . . . . . . . . . . . . . . 48
5.5 MC Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.5.1 Signal Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.5.2 Background Datasets . . . . . . . . . . . . . . . . . . . . . . . 49
5.5.3 Weights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.6 Software Versions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6 Object Selection 53
6.1 Event Preselection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.2 MC Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3 Isolation against Particles . . . . . . . . . . . . . . . . . . . . . . . . 55
6.4 Tag and Probe Technique . . . . . . . . . . . . . . . . . . . . . . . . 56
6.5 sPlot Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.6 Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.6.1 Trigger Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.6.2 Identification Efficiency . . . . . . . . . . . . . . . . . . . . . . 62
6.6.3 Isolation Efficiency . . . . . . . . . . . . . . . . . . . . . . . . 63
iv Contents
6.7 Muons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.7.1 Trigger Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.7.2 Identification Efficiency . . . . . . . . . . . . . . . . . . . . . . 67
6.7.3 Isolation Efficiency . . . . . . . . . . . . . . . . . . . . . . . . 68
6.8 Inclusive Lepton Efficiency Measurements . . . . . . . . . . . . . . . 68
6.9 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.9.1 Jet Identification . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.9.2 Jet Energy Scale Correction and its Uncertainty . . . . . . . . 76
6.9.3 Jet Tagging . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.10 Missing Transverse Energy . . . . . . . . . . . . . . . . . . . . . . . . 79
7 Event Selection and Background Determination 81
7.1 Search Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.2 HT Trigger Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.3 Non-Prompt Lepton Backgrounds . . . . . . . . . . . . . . . . . . . . 85
7.3.1 Systematic Uncertainty of the Prediction . . . . . . . . . . . . 88
7.4 Characterisation of the Main Backgrounds . . . . . . . . . . . . . . . 89
7.4.1 Z Boson Production . . . . . . . . . . . . . . . . . . . . . . . 89
7.4.2 Top Pair Production . . . . . . . . . . . . . . . . . . . . . . . 94
7.5 Prediction Based on Simulation . . . . . . . . . . . . . . . . . . . . . 98
7.6 Uncorrelated Flavour Background Prediction Method . . . . . . . . . 99
7.6.1 Performance in a Control Region . . . . . . . . . . . . . . . . 100
7.7 Results in the Search Region . . . . . . . . . . . . . . . . . . . . . . . 102
8 Interpretation of the Result 107
8.1 Statistical Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
8.2 Model Independent Limit . . . . . . . . . . . . . . . . . . . . . . . . 109
8.2.1 Information for Model Builders . . . . . . . . . . . . . . . . . 109
8.3 Interpretation within the cMSSM . . . . . . . . . . . . . . . . . . . . 112
8.3.1 Cross-section and Acceptance . . . . . . . . . . . . . . . . . . 112
8.3.2 Acceptance Uncertainties . . . . . . . . . . . . . . . . . . . . . 114
8.3.3 Excluded Regions . . . . . . . . . . . . . . . . . . . . . . . . . 116
Contents v
9 Summary 121
A Simulated Datasets 123
B PAT and SuSyAachen Tags 125
C Trigger Paths 127
D Isolation Fits 129
E Event Display 131
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

1 Introduction
Since centuries mankind tries to identify the basic constituents of matter and de-
scribe their interaction. Although the understanding of the fundamental forces and
particles is not yet complete, great progress has been made from the ancient Greek
definition of the atomou to the discovery of the Standard Model (SM) of particle
physics.
The Standard Model is an extremely successful theory describing the quantum world
down to an unprecedented precision. Since decades it has withstood all new mea-
surements. Predicting the existence of new particles, like the W and Z boson as
well as the top quark, that have been discovered (the Higgs boson being the very
important exception). From this fact one might conclude that high energy particle
physics has almost reached a dead end. Actually quite the contrary is the case with
a situation comparable to the early 20th century, when essentially the whole physics
landscape seemed to be set, but then underwent a revolution with the introduction
of quantum theory.
Taking a closer look at the SM some problems become visible. Because of the struc-
ture of its quantum field theory approach, the theory has to break down at very
high energies. One key component, namely the Higgs boson, has not been discov-
ered yet. Cosmological observations show that the SM can only describe about 4%
of the energy in the universe, while the sources for the other 20% of dark matter and
76% of dark energy remain unknown. A very precise fine-tuning of its parameters is
necessary to avoid divergences and achieve the functionality of the SM, a fact known
as the hierarchy problem. Additionally the inclusion of gravity within the SM is not
possible.
However, there are other theories which try to address the shortcomings of the SM.
One theory that can cure some of its problems is Supersymmetry (SUSY), which
is considered to be a prime candidate for an extension of the SM. It is theoreti-
cally elegant by unifying the known symmetries with spacetime and necessary in
many string theoretical approaches to combine all forces in a theory of everything.
However, since its invention in the early 70’s no direct hint for the existence of su-
persymmetric particles has been found.
The Large Hadron Collider (LHC) has been built by thousands of physicists and tech-
nicians at the European Organization for Nuclear Research (CERN) near Geneva to
reveal the nature of the electroweak symmetry breaking mechanism, i.e. to discover
the Higgs boson and to search for new physics beyond the SM. With its ultimate
proton-proton center of mass energy of 14 TeV and an instantaneous luminosity of
1034 s−1 cm−2 it advances into a new energy regime, never probed in the laboratory
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before. The conditions created are those existing 10−12 s after the Big Bang allowing
to probe physics up to the TeV scale.
The Compact Muon Solenoid (CMS) experiment has been built during a period of
about 20 years, as a general purpose detector for the LHC. In addition to looking
for the Higgs particle, it is searching for any physics beyond the SM. In this thesis a
search for supersymmetric signatures is presented, building on the work of thousands
of people that designed, built, commissioned and operate the CMS experiment.
The search focuses on the signature of opposite sign dileptons accompanied by large
hadronic activity and missing transverse energy, which is a key signature of Super-
symmetry. In a dataset of 36 pb−1 recorded by the CMS experiment during 2010,
deviations from the SM are searched for within a signal region defined prior to data-
taking. The analysis tries to measure the main backgrounds directly from the data.
The presentation of the analysis in this thesis is structured as follows:
First the Standard Model is briefly presented and the theory of Supersymmetry is
introduced. The constrained Minimal Supersymmetric Standard model (cMSSM)
and some supersymmetric benchmark points are discussed in Chap. 2.
In Chap. 3 a case-study based on simulated events is presented, designed to deter-
mine some of the SUSY parameters from the dilepton invariant mass spectrum at
three benchmark points within a cMSSM scenario.
The CMS experiment and the LHC accelerator setup are described in Chap. 4, in-
cluding their current performance as well as future expectations.
The technical workflow regarding the data-taking, simulation and reconstruction of
high energy events is described in Chap. 5, where all datasets utilised in the analysis
are given.
Chapter 6 discusses in detail the selection of physics objects, that has been devel-
oped from the data as well as from simulation. A comparison of the performance in
data and simulation is presented as well.
In Chap. 7 a signal region for the SUSY search is defined, including a discussion of
the main SM backgrounds. The main SM backgrounds are studied in control sam-
ples in the data and a detailed comparison to simulation is performed. Finally the
event yield in 36 pb−1of data is compared to a SUSY scenario with the prediction
for the SM background derived from the data.
In Chap. 8 the experimental result, which is found to be consistent with the SM, is
interpreted within the cMSSM leading to a more stringent exclusion bound compared
to other experiments as of 2010. Additional information to allow further interpreta-
tion of the results is given in this chapter.
Finally a short summary and conclusions are given in Chap. 9.
2 Theoretical Foundations
In this chapter, after a brief discussion of the unit system, the theoretical foundations
for the thesis are laid. The standard model is introduced and its shortcomings are
discussed, followed by the introduction of supersymmetry to circumvent some of the
SM problems.
Natural Units and Conventions
Natural units are used throughout this work with the velocity of light (c) and the
reduced Planck constant (~) both set equal to unity
c = ~ = 1.
This implies that momentum, energy and length are always given in units of energy
(GeV). SI-units can be regained by dimensional analysis, multiplying with powers
of ~ and c. Cross sections are expressed in barn (1 b = 10−24 cm2). Throughout the
thesis, particles and anti-particles are described by the name of the corresponding
particle and indices specifying the charge of the particle are often omitted. Hence,
the reaction Z0 → l+l− is denoted by Z → ll.
2.1 The Standard Model
The elementary particles and their interactions are described by Standard Model
of particle physics (SM) [1, 2, 3, 4]. In this thesis its presentation is structured
following Ref [5, 6, 7]. The SM is a renormalizable quantum field theory with
each quantum field describing an elementary particle. All particles can be classified
in two categories, fermions (half integer spin) and bosons (integer spin). To date
twelve elementary fermions are known and can be divided into two species, leptons
and quarks, which are classified in three families (Tab. 2.1). The first lepton family
includes the electron along with the electron neutrino. The second and third families
consist of the muon and the tau along with their neutrinos.
Each of the three families of the other fermion species, the quarks, consists of one
+2
3
e and one −1
3
e charged quark, where e is the elementary charge. The first family
includes the up (u) and down (d) quark. In the second family the strange (s) and
charm quark (c) are contained, while the third family incorporates the bottom (b)
and top quark (t).
All known matter surrounding us in our galaxy is matter constituting of baryons.
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Table 2.1: Family structure of the SM fermions.
lepton charge [e] quark charge [e]
1st family
e −1 up +2
3
νe 0 down −13
2nd family
µ −1 charm +2
3
νµ 0 strange −13
3rd family
τ −1 top +2
3
ντ 0 bottom −13
The atomic nuclei is composed of protons and neutrons, which are bound states of
uud and udd quarks, respectively. All such observed bound states (baryons as well
as mesons) and can be accommodated within the underlying quark model.
Three fundamental interactions are described by the Standard Model, while the
fourth interaction (gravity1) is not integrated (s. Tab. 2.2). Each interaction is me-
diated by spin-1 gauge particles that couple to a “charge”.
The electromagnetic charge is the “charge” of the electromagnetic force and its me-
diator is the photon. The weak force, that is the driving force in nuclear decays,
couples to the weak charge and its exchange particles are massive gauge particles,
W±- and Z-bosons. The strong force, which binds the protons and neutrons in the
atomic nucleus, couples to color and is mediated by 8 colored gauge bosons, called
gluons. The full gauge group of the SM reads SU(3)C×SU(2)L×U(1)Y (C color, L
weak isospin, Y weak hypercharge), where SU(2)L×U(1)Y describes the unification
of the electromagnetic and weak force in the electroweak interaction.
The source of the particle masses remains still uncertain. It is proposed that all
particles obtain their masses via the Higgs mechanism, where at least one additional
1The associated graviton has not been discovered up to now.
Table 2.2: The fundamental interactions and their properties.
Symmetry Interaction gauge boson mass [GeV] range [m]
SU(2)L × U(1)Y
electromagnetic photon 0 ∞
weak
W± 80.4 ≈ 10−18
Z0 91.2
SU(3)C strong eight gluons 0 ≈ 10−15
? gravity graviton? 0 ∞
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particle (the Higgs boson) needs to be introduced. The Higgs boson has not yet
been discovered.
Besides this undiscovered particle the Standard Model is extremely successful and
in agreement with almost all experimental precision measurements [8]. The theory
was introduced in the early 1960’s predicting the massive gauge bosons W and Z,
which were discovered in the 1980’s. The top quark was predicted as well and was
discovered at the Tevatron in 1995.
2.2 Motivation for Physics Beyond the Standard
Model
Despite the great success of the SM, there are motivations for physics beyond it.
Firstly the SM can maximally be valid up to the Planck scale (1019 GeV), because
at such energies gravity is comparable in strength to the other interactions and has
to be included in a theory of everything. Theoretically a unification with gravity
is very desirable, but it is not possible within the SM. Such a unification would be
possible within string theoretical models that necessarily include a supersymmetric
extension.
However, already at lower energies there are questions that the SM does not answer:
What is the origin of CP-violation and of the matter-antimatter asymmetry? Why
do all anomalies cancel in the SM? Why are there only three families? What is the
origin of neutrinos masses?
These questions will not be addressed here, but some additional SM problems are
introduced and discussed below.
Unification of Couplings
Theoretically desired would be the unification of all three SM gauge couplings, which
requires them to meet at a high energy scale. Since these couplings have been
measured precisely at present energies and can be evolved via the renormalisation
group (RG) equations, it can be shown that within the SM their unification is not
possible. As shown in Fig. 2.1 in the Minimal Supersymmetric Standard Model
(MSSM) such a unification is possible.
Astrophysics and Cosmology
From precision measurements of the cosmic microwave background by the WMAP
satellite [9] it is known that baryonic matter accounts for only 4% of the matter in
the universe. All remaining is called dark matter (20%) and dark energy (76%). In
the SM there are no good candidates that could explain the observed 20% of dark
(not baryonic) matter.
Observation of the rotation curves of galaxies provide direct evidence for the exis-
tence of dark matter, since the curves are different than expected for visible matter
only.
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Figure 5.8: RG evolution of the
inverse gauge couplings α−1a (Q)
in the Standard Model (dashed
lines) and the MSSM (solid lines).
In the MSSM case, the sparti-
cle mass thresholds are varied be-
tween 250 GeV and 1 TeV, and
α3(mZ) between 0.113 and 0.123.
Two-loop effects are included.
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MSSM particles in loops. The normalization for g1 here is chosen to agree with the canonical covariant
derivative for grand unification of the gauge group SU(3)C × SU(2)L × U(1)Y into SU(5) or SO(10).
Thus in terms of the conventional electroweak gauge couplings g and g′ with e = g sin θW = g′ cos θW ,
one has g2 = g and g1 =
√
5/3g′. The quantities αa = g2a/4pi have the nice property that their
reciprocals run linearly with RG scale at one-loop order:
d
dt
α−1a = −
ba
2pi
(a = 1, 2, 3) (5.22)
Figure 5.8 compares the RG evolution of the α−1a , including two-loop effects, in the Standard Model
(dashed lines) and the MSSM (solid lines). Unlike the Standard Model, the MSSM includes just the
right particle content to ensure that the gauge couplings can unify, at a scale MU ∼ 2 × 1016 GeV.
While the apparent unification of gauge couplings at MU might be just an accident, it may also be
taken as a strong hint in favor of a grand unified theory (GUT) or superstring models, both of which
can naturally accommodate gauge coupling unification below MP. Furthermore, if this hint is taken
seriously, then we can reasonably expect to be able to apply a similar RG analysis to the other MSSM
couplings and soft masses as well. The next section discusses the form of the necessary RG equations.
5.5 Renormalization Group equations for the MSSM
In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not suffer from very large logarithms.
As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 − 2$. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom off-shell. This mismatch is only 2$, but can be multiplied by factors
up to 1/$n in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
41
Figure 2.1: Evolution of the gauge couplings in the SM (dashed lines) and the MSSM
(solid lines) via the renormalisation group equations (loop effects are included). The
uncertainties introduced by the lack of knowledge of the sparticle masses in the
MSSM are represented by the width of the lines. [6].
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There are basically two possibilities for dark matter: hot dark matter (e.g. relativis-
tic neutrinos) or cold dark matter consisting of weakly interacting massive particles
(WIMPs). Relativistic neutrinos lead to problems in the structure formation of the
universe and can be excluded.
There are further candidates for dark matter, such as Axions or gravitinos, but are
not discussed in the following.
Supersymmetric models provide a possible cold dark matter candidate in addition to
introducing a mechanism to solve the so-called hierarchy problem discussed below.
Hierarchy Problem
H
f
(a)
S
H
(b)
Figure 1.1: One-loop quantum corrections to the Higgs squared mass parameter m2H , due to (a) a Dirac
fermion f , and (b) a scalar S.
The Standard Model requires a non-vanishing vacuum expectation value (VEV) for H at the minimum
of the potential. This will occur if λ > 0 and m2H < 0, resulting in 〈H〉 =
√
−m2H/2λ. Since we
know experimentally that 〈H〉 is approximately 174 GeV, from measurements of the properties of the
weak interactions, it must be that m2H is very roughly of order −(100 GeV)2. The problem is that m2H
receives enormous quantum corrections from the virtual effects of every particle that couples, directly
or indirectly, to the Higgs field.
For example, in Figure 1.1a we have a correction to m2H from a loop containing a Dirac fermion
f with mass mf . If the Higgs field couples to f with a term in the Lagrangian −λfHff , then the
Feynman diagram in Figure 1.1a yields a correction
∆m2H = −
|λf |2
8pi2
Λ2UV + . . . . (1.2)
Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop integral; it should be interpreted
as at least the energy scale at which new physics enters to alter the high-energy behavior of the theory.
The ellipses represent terms proportional to m2f , which grow at most logarithmically with ΛUV (and
actually differ for the real and imaginary parts of H). Each of the leptons and quarks of the Standard
Model can play the role of f ; for quarks, eq. (1.2) should be multiplied by 3 to account for color. The
largest correction comes when f is the top quark with λf ≈ 1. The problem is that if ΛUV is of order
MP, say, then this quantum correction to m2H is some 30 orders of magnitude larger than the required
value of m2H ∼ −(100 GeV)2. This is only directly a problem for corrections to the Higgs scalar boson
squared mass, because quantum corrections to fermion and gauge boson masses do not have the direct
quadratic sensitivity to ΛUV found in eq. (1.2). However, the quarks and leptons and the electroweak
gauge bosons Z0, W± of the Standard Model all obtain masses from 〈H〉, so that the entire mass
spectrum of the Standard Model is directly or indirectly sensitive to the cutoff ΛUV.
One could imagine that the solution is to simply pick a ΛUV that is not too large. But then one
still must concoct some new physics at the scale ΛUV that not only alters the propagators in the loop,
but actually cuts off the loop integral. This is not easy to do in a theory whose Lagrangian does not
contain more than two derivatives, and higher-derivative theories generally suffer from a failure of either
unitarity or causality [2]. In string theories, loop integrals are nevertheless cut off at high Euclidean
momentum p by factors e−p2/Λ2UV . However, then ΛUV is a string scale that is usually† thought to be
not very far below MP. Furthermore, there are contributions similar to eq. (1.2) from the virtual effects
of any arbitrarily heavy particles that might exist, and these involve the masses of the heavy particles,
not just the cutoff.
For example, suppose there exists a heavy complex scalar particle S with mass mS that couples to
the Higgs with a Lagrangian term −λS |H|2|S|2. Then the Feynman diagram in Figure 1.1b gives a
correction
∆m2H =
λS
16pi2
[
Λ2UV − 2m2S ln(ΛUV/mS) + . . .
]
. (1.3)
†Some recent attacks on the hierarchy problem, not reviewed here, are based on the proposition that the ultimate
cutoff scale is actually close to the electroweak scale, rather than the apparent Planck scale.
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Figure 1.1: One-loop quantum corrections to the Higgs squared mass parameter m2H , due to (a) a Dirac
fermion f , and (b) a scalar S.
The Standard Model requires a non-vanishing vacuum expectation value (VEV) for H at the minimum
of the potential. This will occur if λ > 0 and m2H < 0, resulting in 〈H〉 =
√
−m2H/2λ. Since we
know experimentally that 〈H〉 is approximately 174 GeV, from measurements of the properties of the
weak interactions, it must be that m2H is very roughly of order −(100 GeV)2. The problem is that m2H
receives enormous quantum corrections from the virtual effects of every particle that couples, directly
or indirectly, to the Higgs field.
For example, in Figure 1.1a we have a correction to m2H from a loop containing a Dirac fermion
f with mass mf . If the Higgs field couples to f with a term in the Lagrangian −λfHff , then the
Feynman diagram in Figure 1.1a yields a correction
∆m2H = −
|λf |2
8pi2
Λ2UV + . . . . (1.2)
Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop integral; it should be interpreted
as at least the energy scale at which new physics enters to alter the high-energy behavior of the theory.
The ellipses represent terms proportional to m2f , which grow at most logarithmically with ΛUV (and
actually differ for the real and imaginary parts of H). Each of the leptons and quarks of the Standard
Model can play the role of f ; for quarks, eq. (1.2) should be multiplied by 3 to account for color. The
largest correction comes when f is the top quark with λf ≈ 1. The problem is that if ΛUV is of order
MP, say, then this quantum correction to m2H is some 30 orders of magnitude larger than the required
value of m2H ∼ −(100 GeV)2. This is only directly a problem for corrections to the Higgs scalar boson
squared mass, because quantum corrections to fermion and gauge boson masses do not have the direct
quadratic sensitivity to ΛUV found in eq. (1.2). However, the quarks and leptons and the electroweak
gauge bosons Z0, W± of the Standard Model all obtain masses from 〈H〉, so that the entire mass
spectrum of the Standard Model is directly or indirectly sensitive to the cutoff ΛUV.
One could imagine that the solution is to simply pick a ΛUV that is not too large. But then one
still must concoct some new physics at the scale ΛUV that not only alters the propagators in the loop,
but actually cuts off the loop integral. This is not easy to do in a theory whose Lagrangian does not
contain more than two derivatives, and higher-derivative theories generally suffer from a failure of either
unitarity or causality [2]. In string theories, loop integrals are nevertheless cut off at high Euclidean
momentum p by factors e−p2/Λ2UV . However, then ΛUV is a string scale that is usually† thought to be
not very far below MP. Furthermore, there are contributions similar to eq. (1.2) from the virtual effects
of any arbitrarily heavy particles that might exist, and these involve the masses of the heavy particles,
not just the cutoff.
For example, suppose there exists a heavy complex scalar particle S with mass mS that couples to
the Higgs with a Lagrangian term −λS |H|2|S|2. Then the Feynman diagram in Figure 1.1b gives a
correction
∆m2H =
λS
16pi2
[
Λ2UV − 2m2S ln(ΛUV/mS) + . . .
]
. (1.3)
†Some recent attacks on the hierarchy problem, not reviewed here, are based on the proposition that the ultimate
cutoff scale is actually close to the electroweak scale, rather than the apparent Planck scale.
3
(b)
Figure 2.2: One-loop quantum corrections to the Higgs-boson propagator due to (a)
fermion and (b) boson loops [6].
The squared Higgs-boson mass term (m2H) receives large quantum corrections from
all particles that couple to the Higgs field. At the one-loop level the correction is
displayed in Fig. 2.2. If the Higgs couples to the fermions via a Yukawa coupling
−λfHff¯ , the correction of Fig. 2.2(a) to the Higgs mass yields
∆m2H = −
|λf |2
8pi2
Λ2UV + . . .
where Λ2UV is an ultraviolet momentum cutoff t regularise the loop integral. It
represents the lowest e ergy scale at which new physics has to enter the theory.
If ΛUV is of the order of MP = 10
19 GeV, the quantum corrections are 34 orders
of magnitude larger than the current best fit value m2H of (100 GeV)
2. Although
the corrections influence only the Higgs boson mass, the wh le m ss spectrum of
the SM is affected (indirectly), because all particles receive their mass via the Higgs
mechanism.
Corrections from boson loops in Fig. 2.2(b) are calculated to be
∆m2H =
λs
16pi2
(
Λ2UV − 2m2s ln (ΛUV /ms)
)
+ . . .
and have the opposite sign so that the corrections partially cancel. (λs is again the
Yukawa coupling of boson s with mass ms to the higgs field). Since in the SM the
number of f rmions and b sons i very different the overall c rrection can still be
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large.
If a theory features two bosonic particles for each fermion and vice versa, this problem
can be cured, provided that the couplings λs and |λf |2 are equal. In such a theory
all quadratic corrections would cancel with only a logarithmic correction remaining.
Even in case of a broken symmetry, i.e. with partner particles having different
masses, the dependence on the momentum cutoff ΛUV would only be logarithmic.
A theory that presents such a concept and tries to adress many other issues of the
SM as well is introduced in the following.
2.3 Supersymmetry
Supersymmetry (SUSY) is a symmetry between fermions and bosons [6, 10, 11, 12,
13, 14, 15]. An operator Q generates the supersymmetric transformation by turning
a bosonic into a fermionic state, and vice versa
Q |boson〉 = |fermion〉 Q |fermion〉 = |boson〉 . (2.1)
Given this transformation SM particles can be converted into their superpartners,
which differ in spin by 1/2. Up to now no such superpartners have been observed.
The Minimal Supersymmetric Standard Model (MSSM) contains the minimal num-
ber of new particles necessary to realise a SUSY. An extented Higgs sector with two
complex Higgs doublets, discussed in detail in Sec. 2.3.1, is necessary to ensure the
compensation of gauge anomalies that occur in supersymmetric models. The full
MSSM particle content is listed in Tab. 2.3. Commonly the MSSM particles are
called sparticles (supersymmetric particles). Partners of the fermions (sfermions)
obtain a prefix s- (scalar particles, e.g. sleptons, squarks . . . ), whereas the super-
partners of the bosons (gauginos) get the suffix -ino (e.g. bino, higgsino . . . ).
Table 2.3: SM particles and their MSSM partners.
SM particle spin MSSM partner spin
quark q 1
2
squark q˜ 0
lepton l 1
2
slepton l˜ 0
gluon g 1 gluino g˜ 1
2
W bosons W±, W 0 1 winos W˜±, W˜ 0 1
2
B boson B0 1 bino B˜0 1
2
Higgs boson H 0 higgsinos H˜ 1
2
graviton G 2 gravitino G˜ 3
2
Table 2.3 lists the gauge eigenstates of the MSSM, although only mass eigenstates
are experimentally accessible. These are formed by mixing of the gauge eigenstates.
Mixing of the neutral gauge particles (wino, bino, neutral higgsinos) results in four
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neutral gauginos, called neutralinos (χ˜01, χ˜
0
2, χ˜
0
3, χ˜
0
4). The index indicates the ordering
in mass with the mass increasing with increasing index.
Four charged gauginos, called charginos (χ˜±1 , χ˜
±
2 ), are obtained through mixing of the
charged gauginos (charged winos, charged higgsinos). All MSSM superpartners are
displayed in Tab. 2.4 including the relation between gauge and mass eigenstates. A
Table 2.4: MSSM particles (without SM particles) and the relation between mass
and gauge eigenstates.
Particle spin PR gauge eigenstates mass eigenstates
Higgs bosons 0 +1 H01 , H
0
2 , H
+
1 , H
−
2 h
0, A0, H0, H±
squarks 0 −1 q˜ q˜
sleptons 0 −1 l˜ l˜
neutralinos 1
2
−1 B˜0, W˜ 0, H˜01 , H˜02 χ˜01, χ˜02, χ˜03, χ˜04
charginos 1
2
−1 W˜±, H˜−1 , H˜+2 χ˜±1 , χ˜±2
gluino 1
2
−1 g˜ g˜
gravitino 3
2
−1 G˜ G˜
new multiplicative quantum number, that allows to distinguish between SM particles
and their superpartners is often introduced. The quantum number is called R-parity
(or matter parity) and defined as
PR = (−1)3(B−L)+2s,
where B is the baryon number, L the lepton number and s the spin of the particle.
All SM particles have R = +1, while their supersymmetric partners are characterised
by R = −1. If R-parity is exactly conserved no mixing between both types can occur,
which has three important consequences for the phenomenology of the theory:
• Since the lightest supersymmetric particle (LSP) has R = −1, it cannot decay
into SM particles; thus it is stable.
• In collider experiments sparticles can only be produced in pairs, since the initial
state is made of ordinary matter.
• Sparticles other than the LSP must decay in states which contain an odd
number of LSPs (usually one).
The introduction of R-parity conservation, which need not be a necessary feature of
the theory, helps explain the non-observation of proton decay and provides a dark
matter candidate. Since the proton lifetime is larger than 1032 years, there are strict
bounds on R-parity violating SUSY. R-parity conservation, which implies the typical
SUSY decay chains given in Sec. 2.4.3, is assumed hereafter.
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In general extending the SM gauge couplings to the MSSM case can be complicated.
However, in R-parity conserving SUSY, interaction vertices can be obtained by re-
placing two particles in an allowed SM vertex by their superpartners.
Supersymmetry must be a broken symmetry, since otherwise all masses of SM parti-
cles and their superpartners would be the same and no supersymmetric partner has
been observed as yet [16]. Different supersymmetry-breaking mechanisms have been
discussed, but all approaches try to conserve the good properties of the theory, like
the solution to the hierarchy problem and the unification of couplings.
Because of the hierarchy problem (Sec. 2.2) the masses of the superpartners cannot
be too heavy, since then fine-tuning would become necessary to cancel the large
corrections to the Higgs mass. On the other hand the particles cannot be lighter
than their SM partners, since none of them has been discovered up to now.
The next section deals with gaugino mixing and the MSSM Higgs sector. In the fol-
lowing soft supersymmetry breaking terms are discussed (Sec. 2.3.2). Section 2.3.3
introduces a constrained model with a reduced number of parameters with a distinct
mechanism to obtain SUSY breaking.
2.3.1 Higgs Sector and Gaugino Mixing
Two complex Higgs doublets are necessary to ensure the compensation of gauge
anomalies that occur in supersymmetric models
H1 =
(
H01
H−1
)
H2 =
(
H+2
H02
)
. (2.2)
H1 gives mass to the down-type quarks and charged leptons and H2 gives mass to
the up-type quarks2 as seen in Eq. (2.5).
Three of the eight fields in the two Higgs doublets of Eq. 2.2 are used to give mass to
the W± and Z bosons. The additional five degrees of freedom result in an extended
Higgs sector consisting of a light neutral scalar h0, a heavy neutral scalar H0, two
charged scalars H± and a pseudo-scalar A0 is formed.
An additional parameter tan β is usually defined, given by the ratio of the vacuum
expectation values (VEVs) of the Higgs fields
tan β ≡ v2
v1
, (2.3)
with vi = 〈H0i 〉.
The four higgsinos (H˜01 , H˜
−
1 , H˜
+
2 , H˜
0
2 ) are the superpartners of the Higgs fields
in Eq. (2.2). The neutralinos are mixing states of the neutral higgsinos (H˜0i ), the
neutral wino (W˜ 0) and the bino (B˜0). Their mass term in the Lagrangian reads
Lχ˜0 =
(
B˜0 W˜ 0 H˜01 H˜
0
2
)
Mχ˜0

B˜0
W˜ 0
H˜01
H˜02
+ h.c.,
2Often they are quoted as H1 ≡ Hd and H2 ≡ Hu.
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with a neutralino mass matrix given by
Mχ˜0 =

M1 0 MZ cos β sin θW −MZ cos β sin θW
0 M2 −MZ cos β sin θW MZ cos β sin θW
MZ cos β sin θW −MZ cos β sin θW 0 −µ
−MZ cos β sin θW MZ cos β sin θW −µ 0
 .
MZ is the Z boson mass, µ a higgsino mass parameter, M1 and M2 are gaugino mass
parameters, and sin θW is the electroweak mixing angle.
The mass of the Z boson mass can be written in terms of tan β and the mass
parameters m2i = m
2
Hi
+ |µ|2:
1
2
M2Z =
m21 −m22 tan2 β
tan2 β − 1 . (2.4)
Charginos are mass eigenstates of the charged winos and higgsinos. Their contribu-
tion to the Lagrangian can be expressed as
Lχ˜± =
(
W˜− H˜−1
)
Mχ˜±
(
W˜+
H˜+2
)
+ h.c.
The mass matrix of the charginos is then given by
Mχ˜± =
 M2 −MW√2 sin β
−MW
√
2 cos β µ
 ,
with MW the mass of the W boson.
The couplings of the neutralinos and charginos are determined by their mixing
scheme, which can therefore modify the observable final states.
2.3.2 Soft Supersymmetry Breaking in the MSSM
The soft supersymmetry breaking terms can be expressed in terms of the chiral
supermultiplets listed in Tab. 2.5. These multiplets are classified in SU(2)L doublets
and right handed singlets [6].
The soft supersymmetry breaking can be written as
LSoft = −1
2
(
M3g˜g˜ +M2W˜W˜ +M1B˜B˜ + h.c.
)
−Q˜†m2QQ˜− L˜†m2LL˜− ˜¯um2u¯ ˜¯u† − ˜¯dm2d¯ ˜¯d† − ˜¯em2e¯ ˜¯e†
−m2H1H∗1H1 −m2H2H∗2H2 − (bH1H2 + h.c.)
−
(
˜¯uauQ˜H2 − ˜¯dadQ˜H1 − ˜¯eaeL˜H1 + h.c.
)
, (2.5)
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Table 2.5: Supermultiplets in the MSSM.
Names spin 0 spin 1/2
squarks, quarks Q
(
u˜L d˜L
)
(uL dL)
× 3 families u¯ u˜∗R u†R
d¯ d˜∗R d
†
R
sleptons, leptons L (ν˜ e˜L) (νL eL)
× 3 families e¯ e˜∗R e†R
Higgs, higgsinos H1
(
H01 H
−
1
) (
H˜01 H˜
−
1
)
H2
(
H+2 H
0
2
) (
H˜+2 H˜
0
2
)
where M3, M2 and M1 are the gluino, wino and bino mass terms
3. The second row
in Eq. (2.5) includes the squark and slepton mass terms with each of the m2i being
a 3×3 matrix in family space. The third line in Eq. (2.5) is the supersymmetry-
breaking contribution to the Higgs-potential consisting of three mass terms (see
Sec. 2.3.1). The final row in Eq. (2.5) contains the scalar couplings of the Higgs
bosons with each of the ai being a complex 3×3 matrix in family space.
Contrary to the supersymmetry conserving part of the Lagrangian, these soft su-
persymmetry breaking terms introduce many new parameters (phases etc.), that
are not present in the SM. The total number of 105 parameters in the MSSM can
be reduced by imposing assumptions on the origin of the supersymmetry breaking
mechanism. In the following section a symmetry-breaking mechanism through the
gravitational interaction is introduced.
2.3.3 Constrained MSSM
A constrained version of the MSSM, the so-called constrained MSSM (cMSSM)4,
allows a significant reduction of the number of free parameters [17]. In the cMSSM
Hidden sector
non-supersymmetric ground state
Visible sector
MSSM
Gravity
Figure 2.3: Sketch of the supersymmetry breaking mechanism in the mSUGRA
model.
3In this representation all gauge and family indices are omitted.
4Often also called minimal supergravity (mSUGRA)
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there exists a hidden sector, carrying no SM quantum numbers and thus having
no direct relation to the MSSM. The symmetry is explicitly broken in this new
sector and the symmetry breaking is mediated to the observable MSSM sector by a
mediator, in this case gravity. Other often discussed scenarios are gauge mediated
or anomaly-mediated supersymmetry breaking. The mechanism for the cMSSM is
schematically drawn in Fig. 2.3. All remaining parameters of the theory are unified
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Figure 7.4: RG evolution of scalar and gaugino mass parameters in the MSSM with typical minimal
supergravity-inspired boundary conditions imposed at Q0 = 2.5× 1016 GeV. The parameter µ2 +m2Hu
runs negative, provoking electroweak symmetry breaking.
Figure 7.4 shows the RG running of scalar and gaugino masses in a typical model based on the
minimal supergravity boundary conditions imposed at Q0 = 2.5 × 1016 GeV. [The parameter values
used for this illustration were m0 = 80 GeV, m1/2 = 250 GeV, A0 = −500 GeV, tan β = 10, and
sign(µ)= +.] The running gaugino masses are solid lines labeled by M1, M2, and M3. The dot-dashed
lines labeled Hu and Hd are the running values of the quantities (µ2 + m2Hu)
1/2 and (µ2 + m2Hd)
1/2,
which appear in the Higgs potential. The other lines are the running squark and slepton masses,
with dashed lines for the square roots of the third family parameters m2
d3
, m2Q3, m
2
u3 , m
2
L3 , and m
2
e3
(from top to bottom), and solid lines for the first and second family sfermions. Note that µ2 + m2Hu
runs negative because of the effects of the large top Yukawa coupling as discussed above, providing for
electroweak symmetry breaking. At the electroweak scale, the values of the Lagrangian soft parameters
can be used to extract the physical masses, cross-sections, and decay widths of the particles, and other
observables such as dark matter abundances and rare process rates. There are a variety of publicly
available programs that do these tasks, including radiative corrections; see for example [186]-[195],[177].
Figure 7.5 shows deliberately qualitative sketches of sample MSSM mass spectrum obtained from
three different types of models assumptions. The first is the output from a minimal supergravity-
inspired model with relatively low m20 compared to m
2
1/2 (in fact the same model parameters as used
for fig. 7.4). This model features a near-decoupling limit for the Higgs sector, and a bino-like N˜1
LSP, nearly degenerate wino-like N˜2, C˜1, and higgsino-like N˜3, N˜4, C˜2. The gluino is the heaviest
superpartner. The squarks are all much heavier than the sleptons, and the lightest sfermion is a stau.
Variations in the model parameters have important and predictable effects. For example, taking larger
m20 in minimal supergravity models will tend to squeeze together the spectrum of squarks and sleptons
and move them all higher compared to the neutralinos, charginos and gluino. Taking larger values of
tan β with other model parameters held fixed will usually tend to lower b˜1 and τ˜1 masses compared to
those of the other sparticles.
The second sample sketch in fig. 7.5 is obtained from a typical minimal GMSB model, with boundary
79
H1
H2
Figure 2.4: RG evolution of scalar and gaugino mass parameters in a cMSSM model
with boundary conditions at Q ≈ 1016 GeV [6].
at a high mass scale (in this case the GUT scale ≈ 1016 GeV).
In the cMSSM model the following assumptions are made at the GUT scale for the
mass terms and couplings of Eq. (2.5)
M3 = M2 = M1 = m1/2,
m2Q = m
2
u¯ = m
2
d¯ = m
2
L = m
2
e¯ = m
2
01,
m2H1 = m
2
H2
= m20,
au = A0yu, ad = A0yd, ae = A0ye,
where 1 is the 3 × 3 identity matrix and the Yukawa 3 × 3 matrices yi describe
the masses and the mixing of the sparticles and are related to the ai via a trilinear
coupling parameter A0.
After imposing thes assu pti ns, there are only five free parameters lef in the
cMSSM
m0 : Common scalar mass parameter at the GUT scale.
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m1/2 : Common gaugino mass parameter at the GUT scale.
A0 : Trilinear coupling at the GUT scale.
tan β : Ratio of the Higgs VEVs at the electroweak scale.
sign µ : Sign of the higgsino mass parameter at the GUT scale.
The masses of all particles at a lower scale can be obtained by evolution using the
renormalisation group (RG) equations, as shown in Fig. 2.4. Experimentally the
particles are to be produced and measured at a collider operating at a much lower
scale (GeV to TeV) than the GUT scale of 1016 GeV. Although the cMSSM with its
rigorous assumptions significantly reduces the parameter space, many phenomeno-
logical consequences, e.g. sparticle decay chains are also valid in more general MSSM
models. Nevertheless, in a general model the mass ordering of the sparticles can be
quite different than in the cMSSM.
It has to be noted that the parameter µ2 + m2H2 in Fig. 2.4 runs negative, thus
providing a natural way of generating the potential necessary for electroweak sym-
metry breaking (EWSB). Since such symmetry breaking is generated dynamically,
it cannot be generated in all regions of parameter space.
2.4 Benchmark Points
Several benchmark points covering the different regions of parameter space have
been chosen in order to define a search strategy and allow comparison of different
analyses. In total 15 benchmark points have been defined, 11 being low mass (LM)
and 4 high mass (HM) points. The LM points are suitable for an early discovery,
while the HM points are discoverable after some years of LHC running. Figure 2.5
summarizes the location of these points in the m0-m1/2 plane. In this work three
benchmark points are used: LM0, LM1 and LM9. Their cMSSM parameters are
listed in Tab. 2.6.
Table 2.6: cMSSM benchmark points LM0, LM1 and LM9.
m0 [GeV] m1/2 [GeV] A0 [GeV] tan β sign µ mll,max [GeV]
LM0 200 160 -400 10 +1 52.7
LM1 60 250 0 10 +1 78.1
LM9 1450 175 0 50 +1 62.9
It has to be noted that LM0 and LM1 has been already excluded by the direct LEP
limit for the Higgs mass, while LM9 is not excluded by the LEP Higgs searches or
for neutralino/chargino production. At all points the χ˜01 is the LSP and thus a good
candidate for dark matter, compatible with the WMAP measurement of the cosmic
microwave background [9].
2.4. Benchmark Points 15
0
200
400
600
800
1000
1200
1400
0 200 400 600 800 1000 1200 1400 1600 1800 2000
0
200
400
600
800
1000
1200
1400
0 200 400 600 800 1000 1200 1400 1600 1800 2000
m0 (GeV)
m
1/
2 
(G
eV
)
MSUGRA, tanβ = 10, A0 = 0, µ > 0
τ
 ~
1 LSP
NO EWSB
m
(e ~ L
)<m
(χ 2
0 )
m
(u~ L
) > 
m
(g~ )
m(t
~
1) <
 
m(g
~ )
Teva
tron
mh = 114 GeV
mh = 120 GeV
mh = 122
 GeV
mχ = 103 GeV
l~
Br( χ~20→h0χ
~
1
0) > 0.5
Br( χ~20→Z0χ
~
1
0) > 0.5
Br
( χ~
20 →
l ~  l
) >
 
0.
15
LM1
LM2
LM3
LM4
LM5
LM6
LM7
LM8
LM9
LM10
HM1
HM2 HM3
HM4
4 5
6
7
8
9
0
200
400
600
800
1000
1200
1400
0 200 400 600 800 1000 1200 1400 1600 1800 2000
0
200
400
600
800
1000
1200
1400
0 200 400 600 800 1000 1200 1400 1600 1800 2000
m0 (GeV)
m
1/
2 
(G
eV
)
MSUGRA, tanβ = 10, A0 = 0, µ > 0
τ
 ~
1 LSP
NO EWSB
m
(e ~ L
)<m
(χ 2
0 )
m
(u~ L
) >
 
m
(g~ )
m(t
~
1) <
 
m(g
~ )
Teva
tron
mh = 114 GeV
mh = 120 GeV
mh = 122
 GeV
mχ = 103 GeV
l~
Br( χ~20→h0χ
~
1
0) > 0.5
Br( χ~20→Z0χ
~
1
0) > 0.5
Br
( χ~
20 →
l ~  l
) >
 
0.
15
LM1
LM2
LM3
LM4
LM5
LM6
LM7
LM8
LM9
LM10
HM1
HM2 HM3
HM4
4 5
6
7
8
9
LM0
Figure 2.5: cMSSM benchmark points in the m0-m1/2 plane for most of the points
tan β = 10, A0 = 0 and sign µ = +1, although some points have different values for
tan β, A0 and sign µ. The light pink line displays the reach of the Tevatron, and
the different dotted lines represent the exclusion regions derived from direct Higgs
searches [18, 19]. In the right upper region (turquoise) the τ˜ would be LSP and
in the right lower corner there is no dynamically generated EWSB (yellow region).
Green lines indicate changes in mass relations and the different decay properties of
the neutralinos.
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2.4.1 Mass Spectra
At a given benchmark point particle masses are calculated with the softsusy
code [20]. The resulting mass spectra are shown in Fig. 2.6(a) for LM0, Fig. 2.6(b)
for LM1 and Fig. 2.6(c) for LM9.
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Figure 2.6: Mass spectra of the benchmark points (a) LM0, (b) LM1 and (c) LM9.
For LM0 a very light mass spectrum is found with roughly equal gluino and squark
masses. The sleptons are heavier than the neutralinos, but not extremely heavy
(approximately 200 GeV).
For LM1 the gluino is the heaviest particle, thus squark pair production dominates.
The sleptons masses fall inside the mass range for the two lightest neutralinos, thus
leading to characteristic two body decays (cf. Sec. 2.5).
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In contrast to LM0 and LM1, for LM9 the squarks and sleptons are rather heavy
(1 - 1.5 TeV), while the gluino is relatively light with 500 GeV. Thus gluino pair
production is the dominant mode.
2.4.2 Sparticle Production
Since in R-parity conserving models sparticles can only be produced in pairs, two
main production modes are possible at a collider: strong and electroweak production.
At hadron colliders charginos or neutralinos can directly be produced at electroweak
strength only. Squarks and gluinos on the other hand can be produced through
QCD interaction, resulting in a much larger cross section.
All cross-section values have been calculated at NLO (next-to-leading order) with
the Prospino 2 program [21, 22], yielding total production cross sections of σLM0 =
54.9 pb (LM0), σLM1 = 6.55 pb (LM1) and σLM9 = 6.57 pb (LM9) at LHC with a
center of mass energy of 7 TeV.
2.4.3 Sparticle Decays
After pair production, SUSY particles decay through chains resulting in final states
involving SM particles and the LSPs. Since the particles are predominantly produced
strongly, at least two jets have to be present in addition to missing transverse energy
from the escaping LSPs. All branching ratios (BR) are calculated with the SUSYHIT
code [23].
In this work the main interest lies in the dilepton channel, where the leptonic decays
of the χ˜02 into χ˜
0
1 provide a characteristic signature (signal decay). Possible Feynman
diagrams for this decay are shown in Fig. 2.7. The dominant process, i.e. slepton or
Z exchange, depends on the masses of the sleptons and neutralinos.
Leptonic decays have much smaller branching fractions compared to hadronic decays,
but provide a handle to reduce the multi-jet background via lepton identification.
Additionally, they offer the possibility to measure properties of the underlying theory
as discussed in the following section. Only decays into electrons and muons are
considered in the following because τs are harder to identify in the detector and
their decay contains neutrinos, that cannot be detected.
The most important decay chain for the determination of the neutralino mass dif-
ference mχ˜02 − mχ˜01 is the decay of a squark/gluino into the χ˜02 and a gluon or a
quark/antiquark pair, followed by the χ˜02 decaying into χ˜
0
1 plus two leptons
g˜/q˜ → qq¯/g + χ˜02 → qq¯/g + χ˜01 + l+l− BR ≈ 1− 2%
where the branching ratio for the whole chain is given (l stands for e and µ only)5.
Other SUSY decays can produce backgrounds with leptons originating from chargino
or W± decays in the chain. As discussed later, these can be removed through
statistical subtraction using the eµ pairs as a control sample.
5The branching fraction of the order of few percent is typical for cMSSM scenarios
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Figure 2.7: Possible Feynman diagrams for the decay of the χ˜02 for (a) Z boson
exchange and (b) and (c) the slepton exchange contributions.
2.5 Mass Edge Signal
The leptonic decay of the next-to-lightest neutralino provides a characteristic signa-
ture in the dilepton invariant mass. Even within the cMSSM this decay can proceed
in different ways.
If the mass difference of the neutralinos is smaller than the Z boson mass or any
slepton mass all exchange particles in Fig. 2.7 are virtual and the decay proceeds
via a three body mode. In this case the endpoint of the dilepton invariant mass
distribution gives directly the mass difference of the two lightest neutralinos
mll,max = mχ˜02 −mχ˜01 . (2.6)
However, the shape of the distribution depends strongly on the cMSSM parame-
ters [24]. For heavy sleptons, e.g. at LM9, the decay via virtual Z boson exchange is
dominant and the endpoint of the invariant mass is peaked towards the Z boson mass
(Fig. 2.8(a)). In case of light sleptons the shape of the distribution can drastically
change due to a destructive interference close to the endpoint. An example is shown
in Fig. 2.8(b) where the distribution for the LM0 benchmark point is displayed. The
interpretation of such an endpoint can therefore be challenging.
If the slepton mass is intermediate between the two neutralino masses, a two-body
decay involving a real slepton occurs (Fig. 2.7). In this case the endpoint is simply
(mmaxll )
2 =
(
m2
l˜
−m2
χ˜02
)(
m2
l˜
−m2
χ˜01
)
m2
l˜
, (2.7)
where ml˜ is the mass of the intermediate slepton. The shape of the invariant mass
distribution is determined only from kinematics and is triangular. At LM1 the two-
body decay channel is open and the resulting distribution is shown in Fig 2.8(c).
The extraction of the endpoint mmaxll of the invariant mass distribution for all decay
modes is discussed in Chap. 3.
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Figure 2.8: Invariant mass distributions of lepton pairs originating from signal decays
χ˜02 → χ˜01 + l+l− in case of the 3-body decay (a) at LM9 and (b) at LM0. For lepton
pairs emerging from a 2-body decay at LM1 the distribution is shown in (c) [25].
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2.6 Different Flavour Subtraction
The signal decays in an inclusive SUSY sample contain a same flavour opposite sign
lepton pair, i.e. ee or µµ (τ ’s are not considered). For a mass edge measurement
it is necessary to reduce irreducible SUSY background originating from leptons out
of other decay chains. For this the method of different flavour subtraction is used
[7, 26].
The method relies on the fact that additional leptons are being produced uncorre-
lated (differently to leptons originating from a signal decay), whereby electrons and
muons of both charge signs are produced in the same amount. Using the different
flavour opposite sign (i.e. eµ) lepton pairs as a control sample, one can remove any
flavour uncorrelated background (includes SUSY) on a statistical basis.
The working principle of the method is shown in Fig. 2.9. Figure 2.9(a) shows the
invariant mass distribution of ee and µµ lepton pairs and it is seen that the mass edge
is on top of a background distribution. Figure 2.9(b) displays the invariant mass of
all eµ lepton pairs. The difference of both histograms is shown in Fig. 2.9(c) and it
can be seen that one remains with an invariant mass distribution as in Fig. 2.8(a),
with only the flavour correlated contribution remaining.
Thus using the eµ control sample it is possible to estimate background from all
decays where leptons are produced uncorrelated, which allows to estimate some of
the SM backgrounds (e.g. top-pairs events, Z → τ+τ− → l+l−, WW -production),
too.
Under the assumption of lepton universality, the following two formula hold for any
background where dileptons of uncorrelated flavour are produced
nee =
1
2
neµ
rµe
, (2.8)
and
nµµ =
1
2
neµrµe, (2.9)
where neµ is the number of eµ events and nee, nµµ is the number of ee and µµ
events, respectively. The ratio rµe is a factor allowing to model the different lepton
reconstruction efficiencies for electrons and muons that can occur on detector level.
For a pure counting experiment it is possible to predict the number of ee and µµ
events from the eµ events.
By using the full shape of the eµ invariant mass distribution it is possible to extract
a signal on top of the flavour symmetric background.
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Figure 2.9: Invariant mass distributions (only leptons with pT above 10 GeV and
|η| < 2.0 are considered) for an inclusive SUSY LM9 sample at generator level [7].
(a) shows all same flavour lepton pairs, while (b) displays opposite flavour lepton
pairs. (c) is the difference of the two distributions, (a)-(b).
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2.7 Important Experimental Quantities
It is helpful to introduce variables commonly used in describing the production
of particles in high energy events. Within a right-handed coordinate system, the
azimutal angle φ and the polar angle θ are defined. The former is determined in the
x-y-plane, counted from the x-axis (φ = 0) and assumes values in the range
−pi < φ ≤ pi.
The angle θ is defined with respect to the positive z-axis, its range being
0 ≤ θ ≤ pi.
The pseudo-rapidity η is defined as
η = − ln
(
tan
θ
2
)
,
thus being positive at the plus z side. Accordingly the transverse energy and mo-
mentum components are defined as
ET = E sin θ
pT = p sin θ.
A distance in the 2-dimensional η-φ-plane is given by
∆R =
√
(∆η)2 + (∆φ)2.
The quantity HT is defined as the scalar sum of all jet pT ’s
HT =
∑
i
pT,i,
and is typically computed using only jets within the acceptance. The Missing trans-
verse energy (MET or 6ET ) is defined by
6ET =
√√√√(∑
i
Ei,x
)2
+
(∑
i
Ei,y
)2
,
i.e. as the transverse energy projection of all visible stable particles in the detector.
3 Case Study of a Mass Edge
Measurement
A case study of a potential dileptonic mass edge measurement has been conducted
in [25], where all details can be found. The study, based on simulation, is performed
for a center of mass energy of 10 TeV, however the same precision can be reached
at
√
s = 7 TeV for a higher (approximately a factor of two) integrated luminosity.
A summary of the results, starting with a short description of the selection, is given
here.
3.1 Event Selection for a Mass Edge Measure-
ment
Two well identified and isolated leptons (electrons or muons) with pT > 10 GeV and
|η| < 2 are required as baseline selection. A transverse momentum of pT > 16 GeV
is requested for the first lepton to stay above the trigger threshold. In addition a
typical SUSY selection based on jets and missing transverse energy is necessary to
extract the signal. Three jets with pj1T > 100 GeV, p
j2
T > 50 GeV, and p
j3
T > 50 GeV
and a missing transverse energy of at least 100 GeV are required.
Table 3.1: Number of selected events using the described event selection for an
integrated luminosity of 200 pb−1. The row LM0 signal refers to events where a
signal decay (χ˜02 → χ˜01 + l+l−) is present.
σLO [pb] k-factor ≥ 2 leptons ≥ 3 jets MET
LM0 signal 1.0 1.38 226 129 87
LM0 inclusive 110.0 1.38 1007 543 362
tt+jets 319.0 1.3 2411 238 80
Z+jets 3700.0 1.14 199773 510 1
W+jets 40000.0 1.14 298 5 2
Diboson 51.9 1.0 885 2 0
Di-jets 2003572.9 1.0 560 4 0
The event yields for all cuts are listed in Tab. 3.1. After the requirement of two
isolated leptons the sample is absolutely dominated by events with a Z boson, while
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W+jets and di-jet events are already heavily suppressed. The SUSY LM0 signal
becomes visible after requiring three hard jets. Including the requirement on missing
transverse energy the dominant background from the SM consists of tt¯ -events. Using
this selection an efficiency of 25% for events with a signal decay can be achieved.
With this selection it is possible to measure the endpoint in the invariant mass
distribution as discussed in the following.
3.2 Fit Function to Determine the Mass Edge
As discussed in Sec. 2.5 the shape of the dileptonic mass edge is sensitive to the
underlying SUSY model. Thus to extract the underlying SUSY parameters it is
necessary to model the mass edge correctly.
The theoretical model [24, 27], based on the matrix element, convoluted numerically
with a gaussian is used to model the mass edge for a 3-body decay
S(mll) =
1√
2piσ
mcut∫
0
dy · y
√
y4 − y2 (m2 +M2) + (mM)2
(y2 −m2Z)2
(3.1)
× (−2y4 − y2 (m2 + 2M2)+ (mM)2) e−(mll−y)22σ2 .
Here m = mχ˜02 − mχ˜01 is the mass difference, M = mχ˜02 + mχ˜01 the sum of the two
lightest neutralino masses. MZ is the Z boson mass, that is provided externally to
the fit. In the calculation of the matrix element the leptons are considered to be
massless and the only contribution to the decay width originates from a virtual Z
boson exchange. This model is a good approximation for LM0 (very heavy sleptons),
although it is only approximate for this particular benchmark point, since at LM0
the slepton exchange does contribute to the decay width as well.
The signal model for a two-body decay comprises a triangular shape convoluted with
a gaussian
T (mll) =
1√
2piσ
mcut∫
0
dy · ye
−(mll−y)2
2σ2 . (3.2)
Which of the two models is chosen to fit the invariant mass distribution can be based
on a ”goodness of fit” (e.g. χ2) test.
The opposite sign different flavour invariant mass distribution is fitted by a curve
parametrized as
B(mll) = m
a
ll · e−b ·mll . (3.3)
Finally the Z line-shape is modelled as a Breit-Wigner convoluted with a gaussian.
Thus the likelihood describing the di-lepton invariant mass distribution for both
electrons and muons reads
L =
(NSig +NBkg +NZ)
Ne−(NSig+NBkg+NZ)
(NSig +NBkg +NZ)!
×
∏
i
[NSigPS (mll,i) +NBkgPB (mll,i) +NZPZ (mll,i)].
(3.4)
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It includes a signal probability density function PS = S (PS = T ) (the 3-body model
(triangle) convoluted with a gaussian), a background model PB and the Z line-shape
PZ .
The fit is performed within the RooFit package [28] as an unbinned, extended maxi-
mum likelihood fit simultaneously to the ee, µµ (signal plus background model) and
eµ (background model only) invariant mass distributions. It yields the number of
signal events NSig, background NBkg and Z events NZ in each category in addition
to the position of the endpoint.
3.2.1 Invariant Mass Resolution Measurement
The fit function in Eqs. 3.1 and 3.2 includes a gaussian smearing to model detector
resolution effects. Two separate resolutions for ee and µµ events are expected and
extracted from events with a leptonically decaying Z boson.
For this purpose two isolated and identified leptons (electrons and muons) without
further event selection cuts are selected yielding a very pure Z sample.
The dilepton invariant mass distribution is fitted with a bifurcated Gaussian (to
model the radiative correction), which has a different width on each side of the
mean
GBF (mll) =

1√
2piσL
e
−(mll−m)2
2σ2
L mll ≤ m
1√
2piσR
e
−(mll−m)2
2σ2
R mll > m.
(3.5)
Averaging the two widths a detector resolution can be obtained by subtracting the
natural decay width of the Z boson. Thus for the convolution with the gaussians in
the fit in Sec. 3.3 the resolution parameter is fixed to the values listed in Tab. 3.2.
Table 3.2: Resolution extracted from events with a Z boson.
σµµ σee
Resolution [GeV] 1.32± 0.07 2.02± 0.10
3.3 Fit of a Mass Edge for 200 pb−1 at LM0
Since LM0 would lead to a huge cross-section an early measurement of SUSY pa-
rameters would be possible1.
The simultaneous fit to all opposite sign di-lepton pairs (ee, µµ and eµ) at LM0 for
a pseudo-dataset corresponding to an integrated luminosity of 200 pb−1 is displayed
in Fig. 3.1(a) for ee, µµ . To derive the central value of the endpoint (for LM0 this
gives directly the mass difference) the full statistic (2 fb−1) of the simulated sample
1Meanwhile the LM0 benchmark point has been excluded as shown later in this thesis.
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Figure 3.1: (a) displays the combined fit (blue) to the opposite sign dilepton invariant
mass distribution at LM0 for 200 pb−1. The SUSY signal model (in this case for a
3-body decay) is shown as the dark green edge, the background model is represented
by the red curve and the Z line-shape has zero contribution in this fit. Black points
represent MC simulation. (b) shows the eµ invariant mass distribution with the
background model only (red line).
is used. However, the derived error represents the statistical precision that can be
achieved for an integrated luminosity of 200 pb−1. A value of
mll,max = (51.3± 1.5) GeV (3.6)
is obtained, using a fit with the 3-body model (χ2/ndf = 0.74). If the wrong model
of the two-body decay is chosen (χ2/ndf = 0.79), a value of
mll,max = (50.0± 1.8) GeV, (3.7)
is extracted. Thus care has to be taken in case of an early discovery of such a
mass edge because one might not be able to distinguish between the two- and the
three-body decay based on the ”goodness of fit” with limited integrated luminosity.
It should be noted that an extraction of the signal yield is also possible with an
uncertainty of 20-30%. Together with the edge position, this provides further input
towards constraining the underlying SUSY model [29].
3.3.1 Systematic Uncertainty on the Endpoint Determina-
tion
An uncertainty of 5% on the jet energy scale is assumed. However, it has little effect
on the edge position. The electron energy scale has a direct impact on the edge
position and an uncertainty of 0.3% is adopted.
Since the resolution is derived from Z boson events, which do not necessarily com-
prise the same underlying lepton momentum as a potential SUSY signal, the resolu-
tion for the gaussian smearing was varied by 30%. Since the lepton efficiencies will
not be precisely known, they are scaled for both electrons and muons depending on
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their pT from ±20% at 10 GeV to ±5% at 100 GeV. Because of the arbitrariness of
the background description a different model (Landau function) is used to fit the eµ
invariant mass and the impact is included in the systematic uncertainty.
A summary of all variations is given in Tab. 3.3. For the total systematic uncertainty
all individual uncertainties are added in quadrature. To remove a potential statistical
bias the full statistic of all simulated samples is utilised.
Table 3.3: Systematic uncertainties on the determination of the dilepton endpoint
mll,max.
Variation Nominal + Var. -Var.
Jet energy scale 51.3± 1.5 50.9± 1.4 51.3± 1.5
Electron energy scale 51.3± 1.5 51.0± 1.7 51.3± 1.3
Resolution model 51.3± 1.5 51.1± 2.1 51.0± 1.4
Muon Efficiency 51.3± 1.5 51.3± 1.4 51.0± 1.8
Electron Efficiency 51.3± 1.5 51.2± 1.2 51.6± 1.1
Background model 51.3± 1.5 50.7± 1.8 -
Lepton acceptance 51.3± 1.5 51.2± 1.2 -
In total a systematic uncertainty of 0.8 GeV can be calculated, thus one obtains a
value of
mll,max = (51.3± 1.5stat. ± 0.8syst.) GeV (3.8)
for the endpoint.
3.3.2 Higher Integrated Luminosity
For the benchmark points LM1 and LM9 more data is needed to perform a mea-
surement of the endpoint in the invariant mass. Thus 1 fb−1 of data is used for the
case-study.
Figure 3.2(a) displays the fit to the opposite sign same flavour dilepton invariant
mass at LM9 for an integrated luminosity of 1 fb−1. Utilising the full simulated
dataset (10 fb−1) a value of
mll,max = (62.8± 1.4stat. ± 0.8syst.) GeV, (3.9)
can be extracted (here as well as in the following the statistical error represents the
precision obtained with 1 fb−1). The theoretical value for the endpoint of mll,max =
62.9 GeV is reproduced within the systematic error.
Figure 3.2(b) shows the fit at LM1 utilising a triangular shaped signal model as the
dominant two-body decay suggests. Using the full statistic of the simulated dataset
(10 fb−1) a value of
mll,max = (77.3± 0.9stat. ± 0.9syst.) GeV (3.10)
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Figure 3.2: Fits to the opposite sign same flavour invariant mass distribution (a)
at LM9 with the 3-body model for the signal, (b) at LM1 with a triangle as signal
model and (c) at LM0, for 1 fb−1.
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is determined. The true value of the endpoint mll,max = 78.1 GeV is in agreement
within the systematic error. The evaluation of the total systematic uncertainty is
the same as in Sec. 3.3.1.
For LM0 the fit is repeated for a higher integrated luminosity (1 fb−1) and displayed
in Fig. 3.2(c). One obtains a value of
mll,max = (51.3± 0.7stat. ± 0.9syst.) GeV. (3.11)
This is slightly lower than the theoretical value of mll,max = 52.7 GeV, suggesting
that neglecting the contribution of the sfermion exchange is no longer valid.
It is promising that the endpoint of a dilepton invariant mass edge can be determined
soon after the discovery of such an edge with a precision below 3%.
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4 Experimental Environment
4.1 Large Hadron Collider
The Large Hadron Collider (LHC) [30] is a two-ring proton-proton (heavy-ion) ac-
celerator and collider. It was constructed close to Geneva at the European Orga-
nization for Nuclear Research (CERN) under the Franco-Swiss border. The tunnel
ring (cf. Fig 4.1) with a circumference of 26.7 km is located between 45 and 170
meters underground and was previously occupied by the Large Electron Positron
collider (LEP) [31]. To provide the target center of mass energy of 14 TeV 1232
superconducting dipole magnets, operated at a temperature of 1.9 K, and capable of
providing a peak dipole field of 8.33 T are utilised. A total electromagnetic energy
of 11 GJ is stored in the ring.
Figure 4.1: Schematic overview of the experiments situated in the LHC tunnel
ring [32].
Four experiments are situated in caverns within the tunnel ring: two general pur-
pose detectors, ATLAS (A Toroidal LHC ApparatuS) [33] and CMS (Compact Muon
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Solenoid), one b-physics experiment, LHCb (The Large Hadron Collider beauty ex-
periment) [34] and one heavy-ion experiment, ALICE (A Large Ion Collider Exper-
iment) [35].
For the two general purpose experiments proton1 bunches with an ultimate proton
beam energy of 7 TeV and a bunch spacing of 25 ns are brought to collision. Starting
in the Linac 2, the Proton Synchrotron Booster and the Proton Synchrotron (PS),
bunches with an energy of 27 GeV are formed, transferred to the Super Proton Syn-
chrotron (SPS), where they are subsequently accelerated to 450 GeV, and finally
injected into the LHC, where the final center of mass energy is reached. Up to 2808
bunches per beam containing 1011 protons can be stored in the LHC machine, which
translates into a stored energy of approximately 362 MJ. Thus at nominal operation
a design luminosity of L = 1034 s−1cm−2 can be reached.
4.1.1 Operation till End of 2010
Machine operation started in 20092 with a pilot run at the injection beam energy
of 450 GeV. In 2010 the center of mass energy was increased from 900 GeV to
2.36 TeV and then to half the design value 7 TeV. During this period a steep rise of
the instantaneous luminosity starting from L = 1026 s−1cm−2 to a peak luminosity
of approximately L = 2 · 1032 s−1cm−2 at the end of 2010 could be achieved. Thus
the total integrated luminosity delivered to CMS in 2010 was L = 47 pb−1out of
which L = 43 pb−1could be recorded.
The amount of data collected at a center of mass energy
√
s = 7 TeV till the end of
2012 is expected to be between 2 fb−1 and 10 fb−1.
4.2 Compact Muon Solenoid
The CMS experiment is described in detail elsewhere [37, 38]. The main features
relevant to the analysis are summarised here. It is a multi purpose detector (Fig. 4.2)
designed to search for unknown physics beyond the SM, while delivering an excellent
performance for SM processes as well [39].
At the heart of the CMS detector is a 4 Tesla superconducting solenoid, which has
a length of 12.5 m and a diameter of 6 m. The magnet provides a large bending
power in the inner detector (12 Tm) and the return field in the muon system is large
enough to saturate 1.5 m of iron. The whole detector has a length of 21.6 m, a
diameter of 14.6 m and weighs 12500 tons.
CMS Units and Conventions
To allow comparability of results, conventions about coordinates and units are set
within CMS. All energies are measured in GeV, while lengths are metered in cm.
A right-handed coordinate system, with the x-axis oriented horizontally and pointing
to the LHC centre, is introduced. The y-axis is vertical and points upwards, thus
the z-axis is directed along the anticlockwise beam direction.
1The setup for LHCb and ALICE as well as for heavy-ion running is omitted here.
2Originally foreseen for 2008, but disrupted by a large incident [36].
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Figure 3.2: Cross-sectional and longitudinal view of the CMS detector.
Important quantities derived from these definitions are the pseudorapidity
η = − ln ( tan θ
2
)
,
the transverse components of momentum and energy respectively.
pT = p · sin θ,
ET = E · sin θ,
and the distance of two points in the η-φ plane
∆R =
√
(φ1 − φ2)2 + (η1 − η2)2.
3.2.2 Tracking Detectors
The all silicon tracker [18, 19, 20] is the innermost component of CMS. A pixel detector
surrounds the interaction point while the outer and major part is realized as a silicon
strip device.
Pixel Detector
The pixel detector is divided into three layers of sensor modules, arranged in a barrel
geometry with a length of 53 cm and radii of 4.4, 7.3 and 10.2 cm, and two layers of endcap
modules which are mounted on turbine-like wheels at |z| = 34.5 cm and |z| = 46.5 cm
extending to r = 15 cm (cf. Fig. 3.3(a)).
In total 66 × 106 pixels of 100µm (rφ) × 150µm (z), distributed over 1440 modules,
provide a hit resolution of 10µm(r − φ) × 20µm(z).
23
x
y
z
Figure 4.2: Transverse and longitudinal view of the CMS experiment with its differ-
ent components [40].
4.2.1 Inner Tracking Detectors
Surrounding the beam pipe and the interaction region tracking detectors [41, 42, 43]
are located at the center of CMS. They consist of a pixel detector and a silicon
strip tracker with a total length of 5.8 m and a diameter of 2.5 m. A homogeneous
magnetic field of 3.8 T over the whole volume of the tracker is provided by the CMS
solenoid.
Pixel Detector
A pixel detector consisting of an active area of 1 m2 encloses the interaction point. It
has 1440 modules distributed over three barrel layers at radii of 4.4, 7.3 and 10.3 cm
(BPix) and two endcap disks on each side, located at |z| = 34.5 and |z| = 46.5 cm
(FPix). With a total of 66 million pixels, each having a cell size of 100 × 150 µm2
in order to achieve equal resolution in rφ and z, it provides 3D tracking points with
high efficiency. Thus the pixel detector delivers the necessary small impact parameter
resolution important for the reconstruction of secondary vertices. 48 million pixels
covering an area of 0.78 m2 constitute the barrel part which is combined with 18
million pixels (0.28 m2 area) in the endcap disks. The whole pixel detector covers
the η-range up to ±2.5 and provides 3 tracking points over almost the full coverage
(Fig. 4.3).
Silicon Strip Detector
The silicon strip detector situated in the radial region between 20 cm and 116 cm is
composed of 15148 detector modules covering an active area of around 200 m2. The
detector is subdivided into three larger subsystems, namely Tracker Inner Barrel
and Disks (TIB/TID), Tracker Outer Barrel (TOB) and Tracker End Cap (TEC)
(cf. Fig. 4.3).
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The read-out chips employed in the CMS tracker are fabricated in standard 0.25 µm CMOS technology which
is inherently radiation hard due to the thin gate oxide (and special design rules). The lifetime of the silicon strip
tracker is therefore limited by the radiation damage to the silicon sensors. For efficient charge collection they
always need to be over-depleted, requiring bias voltages up to 500V after 10 years of LHC operation. This reaches
the limit of the typical high voltage stability of current sensor layouts. Furthermore, the increased leakage currents
of the sensors will at some point lead to thermal runaway. All tests have shown that the silicon strip tracker will
remain fully operational for 10 years of LHC running. For the pixel detector on the other hand, which has to survive
even higher radiation doses, under-depleted operation is possible due to a different sensor layout. Its lifetime is set
by the radiation hardness of the read-out chip and reaches from 1-2 years for the innermost layer to more than 10
years for the third layer.
The ultimate position resolution of the pixel and strip sensors is degraded by multiple scattering in the material that
is necessary to precisely hold the sensors, to supply the electrical power (in total about 60kW for the CMS tracker)
and to cool the electronics and the silicon sensors. Nuclear interactions of pions and other hadrons in this material
reduce significantly the tracking efficiency for these particles. In addition, this material leads to photon conversion
and bremsstrahlung which adversely affect the measurement accuracy of the electromagnetic calorimeter. It was
therefore a requirement to keep the amount of this material to a minimum.
5.1.2 Overview of the Tracker Layout
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Figure 34: Schematic cross section through the CMS tracker. Each line represents a detector module. Double lines
indicate back-to-back modules which deliver stereo hits.
A schematic drawing of the CMS tracker is shown in Fig. 34. At radii of 4.4, 7.3 and 10.2 cm, three cylindrical
layers of hybrid pixel detector modules surround the interaction point. They are complemented by two disks of
pixel modules on each side. The pixel detector therefore delivers two to three high precision space points on each
charged particle trajectory. It is described in detail in section 5.2. In total the pixel detector covers an area of about
1m2 and has 66 million pixels.
The radial region between 20 cm and 116 cm is occupied by the silicon strip tracker, which is described in detail
in section 5.3. It is composed of three different subsystems. The Tracker Inner Barrel and Disks (TIB/TID) extend
in radius towards 55 cm and are composed of 4 barrel layers, supplemented by three disks at each end. TIB/TID
delivers up to 4 rφ measurements on a trajectory using 320µm thick silicon micro-strip sensors with their strips
parallel to the beam axis in the barrel and radial on the disks. The strip pitch is 80µm on layers 1 and 2 and 120µm
on layers 3 and 4 in the TIB, leading to a single point resolution of 23µm and 35µm, respectively. In the TID the
mean pitch varies between 100µm and 141µm. The TIB/TID is surrounded by the Tracker Outer Barrel (TOB). It
has an outer radius of 116 cm and consists of 6 barrel layers of 500µm thick micro-strip sensors with strip pitches
of 183µm on the first 4 layers and 122µm on layers 5 and 6. It provides another 6 rφ measurements with single
point resolution of 53µm and 35µm, respectively. The TOB extends in z between ±118 cm. Beyond this z range
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Figure 4.3: Schematic overview of the CMS tracking detectors in the r-z-plane. Each
line depicts a detector module and double lines represent back-to-back modules [37].
The TIB/TID extending radially to 55 cm has 4 barrel layers (4 r-φ measurements)
and 3 disks comp ising modules h vi g a sensor thickness of 320 µm. Further ut-
side, 6 barrel layers in TOB with modules having 500 µm thick sensors, provide 6
additional r-φ measure ents. On both z sides a TEC composed of 9 disks with sen-
sors of 320 µm (inner four ring layers) and 500 µm (outer five ring layers) provides
up to 9 φ measurement per trajectory. The in rease in sensor thickness at larger
radial distances compensates for a longer strip length and ensures a signal-to-noise
ratio above 10 over the whole tracker.
The first two layers of TIB and TOB as well as rings 1,2 f TID and 1,2,5 of TEC
carry a second module mounted back-to-back at a stereo-angle of 100 rad. (stereo-
modules are depicted by double lines in Fig. 4.3). Hence in the barrel an additional
stereo measurement of z is provided. In the endcap a stereo measurement of the
radial coordinate r is obtained.
To decrease the radiation damage from the high particle fluxes (roughly 1014 /cm2
in ten years of operation) the whole tracking system will be operated slightly below
-10◦C.
Tracker Performance
A small fraction of modules, 1.0% in the barrel and 3.1% in the endcaps are defective,
resulting in a net operational fraction of 98.4% for the whole tracking detector [44].
A full rapidity coverage up to |η| < 2.4 can be achieved. The material budget in
the tracker corresponds to 0.4 radiation lengths (X0) at η = 0, but increases to
X/X0 = 1.8 at η = 1.4 [37].
During data-taking with cosmic ray muons the silicon strip tracker has been aligned
almost to the nominal precision [45]. For high transverse momentum tracks (100 GeV)
the momentum resolution is
δpT
pt
≈ 2%|η| < 1.6
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while the resolution degrades to δpT
pt
≈ 7% at |eta| = 2.5 because of the decreased
lever arm. At a transverse momentum of 100 GeV the multiple scattering accounts
for 20-30% of the momentum resolution, while the multiple scattering dominates the
resolution at low pT .
Early measurements [46] indicate that the expected resolution has been achieved.
The tracking efficiency [44] is measured to be 98.8% for muons from J/Ψ decays.
Additionally the efficiency for non-isolated muons from heavy flavour decays as well
as for pions is found to be consistent with expectations.
4.2.2 Electromagnetic Calorimeter
The electromagnetic calorimeter (ECAL) [47] is a hermetic homogeneous calorime-
ter with of 61200 lead tungstate (PbWO4) crystals in the central barrel part and
terminated by two endcaps each having 7324 crystals (cf. Fig 4.4). Lead tungstate
crystals have a high density (8.28 g/cm3), short radiation length (X0 = 0.89 cm) and
a small Molie`re radius (2.2 cm), thus resulting in a compact calorimeter. Their fast
scintillation mechanism and radiation hardness are necessary for operation at LHC.
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Figure 5.1: Longitudinal view of the CMS detector showing the locations of the hadron barrel
(HB), endcap (HE), outer (HO) and forward (HF) calorimeters.
Table 5.1: Physical properties of the HB brass absorber, known as C26000/cartridge brass.
chemical composition 70% Cu, 30% Zn
density 8.53 g/cm3
radiation length 1.49 cm
interaction length 16.42 cm
(∆η ,∆φ) = (0.087,0.087). The wedges are themselves bolted together, in such a fashion as to
minimize the crack between the wedges to less than 2 mm.
The absorber (table 5.2) consists of a 40-mm-thick front steel plate, followed by eight 50.5-
mm-thick brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The
total absorber thickness at 90◦ is 5.82 interaction lengths (λI). The HB effective thickness increases
with polar angle (θ ) as 1/sinθ , resulting in 10.6 λI at |η | = 1.3. The electromagnetic crystal
calorimeter [69] in front of HB adds about 1.1 λI of material.
Scintillator
The active medium uses the well known tile and wavelength shifting fibre concept to bring out the
light. The CMS hadron calorimeter consists of about 70 000 tiles. In order to limit the number of
individual elements to be handled, the tiles of a given φ layer are grouped into a single mechanical
scintillator tray unit. Figure 5.5 shows a typical tray. The tray geometry has allowed for construc-
tion and testing of the scintillators remote from the experimental installation area. Furthermore,
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Figure 4.4: Transverse view of the of the CMS calorimeter system [37].
The ECAL barrel part (EB) covers a pseudo-rapidity range up to |η| < 1.479. A
(2× 85)-fold granularity in η and 360-fold granularity in φ is realised in this region.
To match the trajectories of particles from the interaction point a quasi-projective
geometry using crystals of tapered shape is employed. Each crystal has an inner
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cross section (toward the interaction point) of 22×22 mm2, an outer cross section of
26× 26 mm2, and a length of 230 mm corresponding to 25.8 radiation length. The
resulting overall volume of EB is 8.14 m3 and its weight is 67.4 tons. Scintillation
light emitted by the crystals is collected with avalanche photodiodes.
The pseudo-rapidity range of 1.479 < |η| < 3.0 is covered by two ECAL endcaps
(EE). Here identically shaped crystals grouped into superclusters of 5 × 5 crystals
are utilised. Each crystal has a length of 220 mm (24.7 X0), a cross section of 28.6 x
28.6 mm2 towards the interaction point and a rear face cross-section of 30 x 30 mm2.
Thus a volume of 2.9 m3 is covered by the endcaps at a weight of 24 tons. Emitted
scintillation light is collected with vacuum photo-triodes.
A 20 cm thick preshower detector covering 1.653 < |η| < 2.6 is situated between
the inner tracking system and the EE. It consists of two lead radiators interleaved
with two silicon strip detectors. The first lead plane represents 2 X0, while the
second adds an additional 1 X0 before the second sensor plane is reached. The setup
allows to discriminate between photons and pions because 95% of the photons start
showering before the second silicon plane is reached, thus providing discrimination
against neutral pions.
ECAL Performance
Out of the total number of channels 99.30% (EB) and 98.94% (EE) are found to be
working, and are used in ECAL reconstruction [48].
The energy resolution of the ECAL can be parametrised as
(σE
E
)2
=
(
S√
E/GeV
)2
+
(
N
E
)2
+ C2, (4.1)
where E is the energy, S is the stochastic term, N the noise contribution and C
a constant term. In the barrel region values of S = 2.8%, N = 125 MeV and
C = 0.3% [37] are measured using test beams. These values degrade to S = 5%,
N = 500 MeV and C = 0.3% in the endcap region.
Measurements from first collision data [48] suggest that the expected performance
can be reproduced, actually yielding a lower constant term of 0.18 in the barrel part.
4.2.3 Hadronic Calorimeter
The hadronic calorimeter (HCAL) [49] is built of two parts, the barrel and two end-
caps (cf. Fig. 4.4). In both parts a sandwich of brass plates and plastic scintillator
is utilised.
The barrel part (HB) covers a pseudo-rapidity range up to |η| < 1.3 and is located
between the outer boundary of the ECAL at R = 1.77 m and the inner contour of
the solenoid coil at R = 2.95 m. The absorber starts with a 40 mm thick inner steel
plate, followed by 8 brass plates of 50.5 mm thickness, an additional 6 brass plates
56.5 mm thick and is terminated by a 75 mm thick steel back plate. Brass layers are
interleaved with 3.7 mm plastic scintillator layers. An innermost scintillator layer
with a thickness of 9 mm is located before the front steel plate to sample showers
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starting in the ECAL. To sample showers leaking out of the HCAL the last scintilla-
tor layer outside the steel enclosure is 9 mm thick as well. Scintillation light is guided
using optical fibres and collected by hybrid photodiodes. The active material in the
HCAL barrel is segmented into 16 η and 72 φ sections, which leads to calorimeter
towers with a granularity of 0.087 x 0.087 in η and φ. In the innermost η region
the material amounts to 5.39 absorption lengths, which is not adequate to sample
the full hadronic shower. To obtain a sufficient sampling in this region (|η| < 1.26)
the HCAL is extended outside the solenoid by two layers of scintillators, so-called
tail-catcher or Outer Hadron calorimeter (HO).
The HCAL endcaps (HE) covering a pseudo-rapidity range of 1.3 < |η| < 3.0 are
designed with layers of 79 mm brass plates interleaved with 9 mm scintillator layers.
The scintillators are segmented in η and φ leading to a granularity of ∆η x ∆φ =
0.087 x 0.087 for |η| < 1.6 and ∆η x ∆φ = 0.17 x 0.17 for |η| ≥ 1.6. A total of 10
hadronic absorption lengths is reached in this region.
In the very forward region up to η = 5 the Hadron Forward (HF) is placed 11.15 me-
tres away from the interaction point. In this region the charged hadron rates are
extremely high, thus the HF deign is very robust with steel absorber plates and
quartz fibres of different length as active material. The Cˇerenkov light of the fibres
is amplified by photo-multiplier tubes.
HCAL Performance
Out of the total number of channels, 99.3% in HB, HE and HF, and 95.5% of HO
are found to be operational [50]
Combined with the ECAL the energy resolution of the HCAL can be parametrised
as [50] (σE
E
)2
=
(
85%√
E/GeV
)2
+ (7.4%)2 (4.2)
for energies E between 30 GeV and 1 TeV.
Measurements with cosmic muons and early collision data suggest that the HCAL
operates at the designed performance.
4.2.4 Muon System
Three types of gaseous particle detectors build the CMS muon system [51] allowing
the identification of muons up to |η| < 2.4. Since the muon system is the outermost
part it covers a detection area of about 25000 m2 subdivided in a barrel region and
two endcap parts.
The barrel region up to |η| < 1.2 comprises four layers of drift tubes (DT), which
are embedded in 4 gaps (stations) in the flux return yoke of the five CMS wheels (cf.
Fig. 4.5). In the first three stations 12 chambers are integrated, 8 measuring the r-φ
coordinate and 4 determining the z direction. The last station does not provide a z
measurement.
In the endcap region of the muon system 0.9 < |η| < 2.4 cathode strip chambers
(CSC) mounted perpendicular to the beam line are arranged in four stations. In
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Figure 1: Layout of the CMS muon system.
2.1 Drift Tube chamber
The basic component of a Drift Tube chamber is the drift cell, shown in Fig. 2. The cell dimensions are 42 ×
13 mm2, and the length varies from chamber to chamber (from ∼ 2 to ∼ 3 m). The design of the cell has been
optimized in order to have excellent linearity in the time-to-distance relationship, needed for the trigger. The gas
mixture is Ar/CO2 (85/15%); for nominal high voltage setting, the maximum drift time is ∼ 380 ns and the
resolution is ∼ 180 µm.
Figure 2: Schematic view of a drift cell with electric field lines.
Figure 3: Time resolution of BTI.
The drift cells are assembled in layers. Four layers are glued together to form a superlayer (SL), with consecutive
layers staggered by half a cell. Each chamber is made of three SLs, two measuring the bending coordinate (Rφ),
and one for the coordinate along the beam (Rz). The first Rφ SL is followed by an honeycomb spacer, then by
the Rz SL and finally by the second Rφ SL. The spacer, ∼ 13 cm thick, increases the lever arm between the two
Rφ SLs and ensures the needed mechanical rigidity with low Z material. In the outermost station, the Rz SL is
missing.
The important features of these chambers are the self-triggering and the bunch crossing identification capabili-
ties. Both are achieved by a staggering of the layers in a superlayer. The Bunch and Trigger Identification (BTI)
electronics combines the drift time measured in three consecutive layers, applying a mean timer technique. The ex-
3
Figure 4.5: Schematic view o the CMS muon syste .
each of th CSCs, 6 layers of cathode strips run radially outwards, thus providing a
precision measurement in the r-φ plane. The anode is read out as well, giving a η
determination of the muon trajectory.
A complementary trigger system, resistive plate chambers (RPC), are added in both
barrel and endcap providing a fast and highly-segmented trigger for the CSCs and
the DTs.
Muon Performance
Out of the total number of channels 98.4% (96%) are functional in the DTs (CSCs) [52,
53].
A combined determination of the muon momentum in the tracker and the muon
system leads to the b st momentum resolution. For η < 0.8 and pT = 10 GeV a
resolution ∆pT
pT
= 0.5% limited by multiple scattering in the tracker is reached, while
for pT = 1 TeV a resolution of 4% is obtained [37]. For 1.2 < η < 2.4 the values
degrade to 2% and 10% respectively.
First measurements from cosmic muon and collision data suggest an operation at
the nominal resolution of the CMS muon system [54].
4.2.5 Data Acquisition and Trigger System
Given the LHC design parameters (40 MHz crossing frequency, resulting in approxi-
mately 20 simultaneous pp collisions at design luminosity ) roughly 109 proton-proton
interactions/sec are anticipated, while only 100 events/sec can be stored (written to
disk). Thus the trigger system has to provide a rate reduction of at least a factor
106. The reduction is realised by the CMS trigger [55] system consisting of two main
components, namely a hardware trigger system Level 1 Trigger (L1), and a software
4.2. Compact Muon Solenoid 39
based High Level Trigger (HLT). A Data Acquisition (DAQ) system is necessary to
collect, analyse and transfer the data (cf. Fig. 4.6).
2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4
Chapter 9
Data Acquisition
The architecture of the CMS Data Acquisition (DAQ) system is shown schematically in figure 9.1.
The CMS Trigger and DAQ system is designed to collect and analyse the detector information at
the LHC bunch crossing frequency of 40 MHz. The rate of events to be recorded for offline pro-
cessing and analysis is on the order of a few 102 Hz. At the design luminosity of 1034 cm−2s−1,
the LHC rate of proton collisions will be around 20 per bunch crossing, producing approximately
1 MByte of zero-suppressed data in the CMS read-out systems. The first level trigger is designed
to reduce the incoming average data rate to a maximum of 100 kHz, by processing fast trigger
information coming from the calorimeters and the muon chambers, and selecting events with in-
teresting signatures. Therefore, the DAQ system must sustain a maximum input rate of 100 kHz,
for a data flow of ≈ 100 GByte/s coming from approximately 650 data sources, and must provide
enough computing power for a software filter system, the High Level Trigger (HLT), to reduce the
rate of stored events by a factor of 1000. In CMS all events that pass the Level-1 (L1) trigger are
sent to a computer farm (Event Filter) that performs physics selections, using faster versions of the
offline reconstruction software, to filter events and achieve the required output rate. The design
of the CMS Data Acquisition System and of the High Level Trigger is described in detail in the
respective Technical Design Report [188].
The read-out parameters of all sub-detectors are summarized in table 9.1. Each data source
to the DAQ system is expected to deliver an average event fragment size of ≈2 kByte (for pp
Detector Front-Ends
Computing Services
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and 
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Figure 9.1: Architecture of the CMS DAQ system.
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Figure 4.6: Architecture of the CMS Trigger and DAQ system [37]. The HLT part
is indicated by filter systems.
Level 1 Trigger
The L1 trigger has to analyze every bunch crossing and the maximally allowed
latency is 3.2 µs. Within this time the data is pipelined until the trigger decision
is returned to the front-end electronics. Custom electronics partly placed on the
detector and in the underground cavern 90 m away from the detector allows to
provide a L1 trigger decision in time. So-called trigger primitives (e.g. muon or
calorimeter entries above threshold) have to be present to obtain a positive trigger
decision. The L1 trigger incorporates only information for the calorimeters and the
muon system read out with reduced granularity. Regional triggers (at subdetector
level) combine the information by determining energy momentum and basic quality
criteria (e.g. an ECAL entry above 5 GeV split over more than one ECAL clusters).
The L1 output rate is limited to 30 kHz leaving a factor of 3 safety margin to the
design value of 100 kHz. The HLT, which is the next step in the chain is capable of
reading events at this frequency.
High Level Trigger
After a positive L1 decision the data stored in pipelines is transferred to the front-
end readout buffers. The full event information is built by an event builder network
capable of a data flow of 100 GB/sec coming from 650 sources (cf. Fig. 4.6).
The HLT trigger system [56] runs on a filter farm and is based on software only
Each CPU in the filter farm processes the data from a single event. On average a
HLT decision takes 40 ms and information of all detector subsystems, i.e. tracker,
calorimeters and muon system are utilised to perform a decision. The high level
trigger allows to reduce the output rate to 100 Hz, which is written to tape or
promptly reconstructed. During 2010 the HLT was constantly updated to cope with
the steeply rising instantaneous luminosity of the LHC. During this time a maximum
output rate of 800 Hz could be stored on disk for a limited amount of time.
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Computing
During CMS operation the output of the HLT is reconstructed promptly at the
Tier 0 (CERN). Because of the enormous amount of data produced by the CMS
experiment (up to 1 Petabyte of real data per year) real data as well as simulated
events are distributed to various Tier 1 and Tier 2 computing centers all over the
world. All computing centers are interconnected and form a so-called computing
Grid, which allows the integration of heterogeneous hardware at different sites. Data
and simulated samples can be accessed at the various sites from any grid enabled
machine using the CRAB tool [57].
5 Data, Monte Carlo Simulation
and Reconstruction
This chapter deals with recorded datasets, Monte Carlo (MC) event generation and
reconstruction. The software workflow of the analysis is described and all utilised
datasets are given. All steps of event generation, detector simulation, reconstruction
and analysis are performed within the CMS software framework CMSSW [58].
5.1 Recorded Datasets
The dataset utilised in this analysis has been recorded by the CMS experiment be-
tween March and November 2010. Data-taking was split in two running periods
Run2010A and Run2010B. In the first period the instantaneous luminosity was low
(L = 1029 cm−2 s−1), hence the trigger was relaxed. During Run2010B the instan-
taneous luminosity reached L = 1032 cm−2 s−1, thus a large fraction of the data
was taken during this period from August to November.
Data are recorded in so-called runs, which typically last 12-24 hours. Each run is
split into several luminosity blocks (or luminosity sections), which is the smallest
piece into which data can be split.
Out of the total recorded dataset only certified luminosity sections with all sub-
detector and trigger conditions marked as good are analysed. The certification is
performed centrally in CMS and in this analysis 75% of the total integrated lumi-
nosity could be used. The selection is based on the good run list1 and the total
integrated luminosity, which is measured externally [59], amounts to
Lint = (36.1± 1.4) pb−1. (5.1)
The luminosity measurement has an uncertainty of 4%.
According to the type of trigger decision events selected by the high-level trigger are
split into several different data-streams. For this analysis six different data-streams
are utilised. They are listed in Tab. 5.1, including the adresses of all datasets, that
are stored centrally in the CMS data bookkeeping system DBS2 [60].
All jet triggers (including the HT -trigger used to collect the signal sample) are
located in four data-streams: JetMETTau, JetMET, Jet, MultiJet.
1Cert 136033-149442 7TeV Nov4ReReco Collisions10 JSON
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Table 5.1: Recorded datasets used in the analysis.
DBS datasetpath Run range Luminosity [pb−1]
/JetMETTau/Run2010A-† 135821-141887 0.28
/JetMET/Run2010A-† 141950-144114 2.90
/Jet/Run2010B-† 146428-147116 5.05
/MultiJet/Run2010B-† 147196-149711 27.91
/Mu/Run2010A-† 135821-144114 3.18
/Mu/Run2010B-† 146240-149711 32.96
/EG/Run2010A-† 135821-144114 3.18
/Electron/Run2010B-† 146240-149711 32.96
†Nov4ReReco v1/AOD
Single and di-electron triggers used to measure the efficiency and to collect elec-
troweak control samples are included in the EG and Electron stream.
Single muon triggers providing electroweak control samples to measure the muon
efficiencies are contained in the Mu stream.
To compare the data to a theoretical prediction a suitable simulation of collision
events is needed and is discussed in the following sections.
5.2 Monte Carlo Simulation
Monte Carlo event generation is commonly used in high energy physics and event
generators (like Pythia [61] or Madgraph [62]) simulate the physics process and
calculate all particles in the final state. The simulation of an event at a hadron
collider takes several steps, which are described below.
5.2.1 Hard Scattering Process
In a first step the cross section of the process is computed, which is more complicated
for hadron collisions compared to electron collisions, because the protons are not
point-like objects. A proton consists of three valence quarks, sea-quarks and gluons,
which can be described by parton density functions (PDFs). Using the factorisation
theorem, the scattering process can be described by a hard matrix element (can be
calculated in perturbation theory) convoluted with the PDFs (fPi ) of the protons:
σ(pp→ C) =
∑
ij
∫
fPi (x1, Q
2)fPj (x2, Q
2) σˆ(ij → C) dx1dx2.
x1 and x2 are the momentum fractions of the two interacting partons i and j at a
scale Q2 and σˆ is the matrix element describing their interaction.
Since this factorisation has been proven to hold in different production environments
such as ep, pp¯ and pp collisions, these parton density functions can be obtained
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from measurements at other colliders such as HERA and the Tevatron with their
experiments.
Figure 5.1(a) shows the kinematic plane x−Q2 covered by existing measurements and
an extrapolation governed by the DGLAP (Dokshitzer, Gribov, Lipatov, Altarelli,
Parisi) [63, 64, 65] evolution in Q2, necessary to cover the full kinematic regime of
the LHC.
Parton distribution functions as measured by the HERA experiments are shown in
Fig. 5.1(b) for x · fx,Q2=10 GeV for u, d (valence), S (sea) quark and the g (gluon)
contribution. The parton distribution function are fitted by various groups such
as HERAPDF [66], CTEQ [67] or MSTW [68]. In the CMS MC production the
CTEQ6.1 [69] tune has been used.
The hard partonic process is then calculated by an event generator or matrix element
calculator.
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Fig. 2: Left plot: The LHC kinematic plane (thanks to James Stirling). Right plot: PDF distributions at Q2 =
10, 000 GeV2.
Table 1: LHCW/Z cross-sections for decay via the lepton mode, for various PDFs
PDF Set σ(W+).B(W+ → l+νl) σ(W−).B(W− → l−ν¯l) σ(Z).B(Z → l+l−)
ZEUS-S no HERA 10.63± 1.73 nb 7.80± 1.18 nb 1.69± 0.23 nb
ZEUS-S 12.07± 0.41 nb 8.76± 0.30 nb 1.89± 0.06 nb
CTEQ6.1 11.66± 0.56 nb 8.58± 0.43 nb 1.92± 0.08 nb
MRST01 11.72± 0.23 nb 8.72± 0.16 nb 1.96± 0.03 nb
in Fig. 4, where the sea and gluon distributions for the pre- and post-HERA fits are shown for several
different Q2 bins, together with their uncertainty bands. It is the dramatically increased precision in the
low-x gluon PDF, feeding into increased precision in the low-x sea quarks, which has led to the increased
precision on the predictions forW/Z production at the LHC.
Further evidence for the conclusion that the uncertainties on the gluon PDF at the input scale
(Q20 = 7 GeV
2, for ZEUS-S) are the major contributors to the uncertainty on theW/Z cross-sections at
Q2 = MW (MZ), comes from decomposing the predictions down into their contributing eigenvectors.
Fig 5 shows the dominant contributions to the total uncertainty from eigenvectors 3, 7, and 11 which are
eigenvectors which are dominated by the parameters which control the low-x, mid-x and high-x, gluon
respectively.
The post-HERA level of precision illustrated in Fig. 3 is taken for granted in modern analyses, such
that W/Z production have been suggested as ‘standard-candle’ processes for luminosity measurement.
However, when considering the PDF uncertainties on the Standard Model (SM) predictions it is necessary
not only to consider the uncertainties of a particular PDF analysis, but also to compare PDF analyses.
Fig. 6 compares the predictions forW+ production for the ZEUS-S PDFs with those of the CTEQ6.1 [13]
PDFs and the MRST01 [14] PDFs6. The corresponding W+ cross-sections, for decay to leptonic mode
6MRST01 PDFs are used because the full error analysis is available only for this PDF set.
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Figure 5.1: (a) shows values of x versus Q2 probed in the production of an object
of mass M and rapidity y at the LHC (
√
s = 14 TeV) [70] and the part covered by
current pdf constraints. (b) displays the glu n and parton distribution functions as
measured by HERA and the HERAPDF fit [66] with their associated uncertainty.
5.2.2 Matrixelement vs. Parton Shower
The non-perturbative regime following the hard partonic process is theoretically
hard to describe. Different approaches can be followed to deal with this problem.
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In Pythia often only the hard process with two outgoing particles is simulated, and
additional radiated gluons are treated as soft partons modelled in the so-called soft
parton shower ansatz. The comparison of events simulated with this technique to
data accumulated by the Tevatron shows an incorrect description of subleading jets,
which are not hard enough when using the Pythia description.
Other generators (like Madgraph) utilise a so-called matrix element method for
up to N hard partons. Using this approach a cross section for a given final state
leading to N jets can be calculated with the LO matrix elements for N hard partons.
Subsequent to this procedure a full parton shower MC (e.g. Pythia) is used to model
the fragmentation. It is necessary to avoid potential double counting (a jet from a
parton shower can lead to the same configuration as the 2→ 3 matrix element) and
for this purpose a matching algorithm is used. For Madgraph followed by the Pythia
parton shower MC the MLM-algorithm [71] performs this task.
5.2.3 Hadronisation
Hadrons rather than the scattered partons are the particles observable in the final
state. The formation of hadrons out of partons is called fragmentation or hadroni-
sation. During fragmentation QCD is in a non-perturbative regime, which can only
be described by phenomenological models. Two approaches to the fragmentation
process are commonly used and can describe the data after tuning of parameters.
One model is the so-called string fragmentation, where color strings between the
outgoing partons are formed. The strings break into pieces, which can form the
outgoing colorless hadrons.
In a second model, the so-called cluster fragmentation, several quarks and gluons
form clusters of colorless hadrons.
In Pythia, used to model the parton shower during MC production, the string frag-
mentation model is employed.
5.3 Detector Simulation
After producing all outgoing particles the full detector simulation is performed in
two steps. First the interactions of all visible, stable particles with the detector
are simulated. A detailed model of the CMS detector geometry is implemented in
Geant4 [72], which takes into account different interactions (bremsstrahlung, multi-
ple scattering etc.) of all particles with various materials in the detector. After this
step simulated hits in the detector are obtained.
The second step simulates the response of the readout electronics to these hits (so-
called digitisation). Afterwards the full detector response, as in real operation, is
available and the event can be reconstructed.
5.3.1 Pileup
During LHC operation at high luminosity the interaction rate is so high that the
detector measures minimum bias events (events where no hard scattering process
occurs) from proton bunch crossings that take place during (in-time pileup) or before
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(out-of-time pileup) the hard collision of interest.
Pileup is not generated by the matrix element generator, but additional particles
from minimum bias events can be added during the digitisation step of the detector
response.
It is not taken into account in the MC generation for this work, because at 2010
luminosities only moderate pileup is observed and it is not considered to be an
important effect. Pileup will become important in future LHC operation.
5.3.2 Trigger Simulation
The response of the L1 trigger system is simulated in CMSSW via an L1 emulator,
which mimics the event selection decisions of the L1 hardware trigger.
As described in Sec. 4.2.5 the high level trigger in CMS is fully embedded and
integrated into CMSSW. Thus the same trigger modules that run online are used
to process the output of full simulation and the full trigger decision is available in
simulation as well.
5.3.3 Fast Simulation
To generate large statistic samples, e.g. to generate SUSY scans, the CMS fast sim-
ulation [73] is used. The fast simulation contains a simplified detector description
and uses parametrisations for the various detector components (e.g. the tracker or
muon system).
Tracking in the inner part of the detector is performed using a simplified tracker
geometry with multiple scattering and ionisation taken into account. With a given
probability, taken from the full simulation, each simulated hit is turned into a re-
constructed hit.
In the calorimeters the effect of gaps between modules, electronic noise and shower
enlargement due to the magnetic field is simulated as well as leakage in the HCAL.
For hadrons the energy response of the calorimeters is obtained from the full simu-
lation. The parameterized shower profiles of the calorimeter cells are calculated for
pions in different pT and η bins and then smeared according to the resolution.
Muons are reconstructed using a parametrised response of the muon system tuned to
the full simulation and employing simplified geometry. Single muons with different
pT are used to derive probabilities to turn simulated hits into reconstructed hits and
it is possible to reproduce the efficiency and resolution of the full simulation.
All reconstructed physics objects are identical to those used in the CMS full sim-
ulation. Their modelling is quite comparable to the full simulation, but it is much
faster.
A typical SUSY event takes several minutes of CPU time for full simulation and
reconstruction in contrast to the fast simulation, which takes roughly one second
per event for the full chain.
5.4 Particle Flow Event Reconstruction
The particle flow event reconstruction [74] aims at identification of all stable particles
produced in the event, i.e. electrons, muons, photons, charged and neutral hadrons.
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This can be achieved by combining the capabilities of each subdetector to obtain a
most precise measurement of the energy and direction for each particle. Therefore
a high efficiency and low fake rate is essential. An iterative tracking [75] approach
is used, which starts with tight track seeding criteria and subsequently removes hits
and loosens the seeding criteria in each step to gain efficiency. With the full five-
step iterative approach charged particles with as few as three hits up to 50 cm away
from the beam pipe and momenta down to 150 MeV can be reconstructed. In the
calorimeters topological clusters are formed by a combination of geometrically adja-
cent calorimeter cells, starting from seeds above the noise threshold. All individual
measurements are combined by a geometrical linking algorithm, e.g. extrapolating
a charged-particle track into the ECAL and HCAL, taking into account the typical
shower shapes in all subdetectors. A link to any given cluster is established if the
extrapolated position is within cluster boundaries.
5.4.1 Electron Reconstruction
Within particle flow electron reconstruction is performed by combining tracking
and electromagnetic calorimetry [76]. Seeds are formed from ECAL clusters as
well as from tracks. For high electron momentum the seeding from the ECAL is
very efficient, while for low pT electrons the seeding from tracks is more efficient.
It improves the reconstruction of low transverse momentum electrons that can be
present in SUSY decays because of the long decay chains.
A Gaussian Sum Filter (GSF) is used for trajectory building to account for the
energy loss of electrons due to bremsstrahlung. In the algorithm the GSF-tracks are
extrapolated to the ECAL surface to find the electron energy deposit. At each tracker
layer a trajectory tangent is propagated to the ECAL surface to collect possible
bremsstrahlung photons, taking into account potential photon conversions. In case
of electrons within a jet the energy is collected by summation of the ECAL deposits
of geometrically adjacent clusters. For isolated electrons the energy is measured
in superclusters (clusters of clusters) in the ECAL, which collect bremsstrahlung
photons that are emitted along the electron track in the tracker volume.
5.4.2 Muon Reconstruction
The muon identification algorithm in particle flow [74] is based on the well known
reconstruction [77], which accepts tracks reconstructed in the muon system and
attempts to associate these with tracks in the inner tracking detector. The algorithm
results in global (outside-in) muons, which provide high reconstruction efficiency at
a moderate probability of misidentification. A second way to reconstruct muons
starts from a muon compatible track in the inner tracker and seeks for hits in the
muon system (inside-out).
In the outside-in approach a track reconstructed in the muon system is extrapolated
to the outermost tracker layer, where a region of interest (compatible with the muon
trajectory) is defined. If a matching track is found in the inner tracker a refit of
the whole muon track using the Kalman filter technique is carried out. If there are
ambiguities the global muon track is selected according to the χ2 value of the track
fit.
5.4. Particle Flow Event Reconstruction 47
For the inside-out approach a track in the inner tracker is extrapolated into the muon
system taking into account the energy loss in the material and effects of multiple
scattering in the calorimeters and the solenoid coil. At least one hit needs to be found
in the muon system to reconstruct the muon as a tracker-muon. This procedure is
slightly more efficient for a muon track momentum below 5 GeV.
Within the particle flow algorithm no further requirements are imposed on isolated
muons, while for non-isolated muons slightly tighter criteria on the track-quality are
applied to remove imbalances in the jet response, which can occur if neutral energy
is wrongly associated to a muon (i.e. lost in the jets energy).
5.4.3 Jet Finding
As the observables in hadronic final states are not the partons themselves, one needs
to identify all hadrons originating from one parton (so-called jets). This is done by
a jet finding algorithm.
The jet-algorithm of choice is the anti-kt 0.5 particle flow jet finder [78] which is a
fast implementation [79] of the anti-kt jet algorithm [80]. The anti-kt-algorithm with
its slightly modified clustering definition leads to more spherical jets compared to the
kt-algorithm. During jet-clustering, which takes as input all particle flow particles,
a list of pseudojets is defined, which are subsequently combined to the final jets.
Firstly for each input particle, in this case from particle flow event reconstruction,
the quantity
di = p
−2
T,i
is calculated and for each pair of input particle the quantity
dij = min(p
−2
T,i, p
−2
T,j)
[
(ηi − ηj)2 + (φi − φj)2
]
R2
is computed, where R is a distance parameter of the algorithm (can be considered
as the cone radius of the jet). It is set to R = 0.5 in the analysis.
In a second step the minimum of all di and dij is searched and labelled dmin. If dmin
is a dij, the two pseudojets i and j are merged into a new pseudojet (k) with:
pT,k = pT,i + pT,j
and
ηk =
pT,iηi + pT,jηj
pT,k
φk =
pT,iφi + pT,jφj
pT,k
.
If dmin is a di, object i cannot be merged and is stored in the collection of final jets.
The procedure is iteratively repeated until no pseudojets are left.
Since these jets are clusters of particle flow candidates, whose formation requires ex-
ceeding certain measurement thresholds, the jets underestimate the total contained
energy. However the underestimation is much lower compared to traditional jets
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clustered from calorimeter energy deposits, since for each particle an individual sin-
gle particle response correction is applied. In this work a MC based correction with
an additional correction based on data is used. Details of the correction and the
resulting performance are given in Sec. 6.9.2.
5.4.4 Missing Transverse Energy
Missing transverse energy (MET or 6ET ) is very important in this analysis because
of the escaping LSP, leading to large missing transverse energy in the detector and
providing a characteristic signature for the SUSY searches. All mismeasurements
(e.g. from dead and hot cells in the calorimeters) can potentially enter the 6ET -
distribution leading to a faulty determination of its size and direction and making
it an experimentally challenging quantity.
Within the particle flow algorithm [74, 81] the missing transverse momentum is
defined as the negative momentum sum of all particles reconstructed in the detector
~6ET = −
∑
i
~pi. (5.2)
Thus the missing transverse energy can be defined as
6ET =
√√√√(∑
i
Ei,x
)2
+
(∑
i
Ei,y
)2
,
where Ei,x = Ei cosφi sin θi and Ei,y = Ei sinφi sin θi are energies obtained from all
particles reconstructed with the particle flow algorithm. Since the detector response
has been already corrected for, no further corrections are applied to 6ET .
5.5 MC Datasets
In this work several MC datasets are used and listed in App. A including the adresses
of all datasets.
5.5.1 Signal Datasets
For the signal, MC datasets from both full and fast simulation have been used (cf.
Tab. 5.2). For the full MC simulation release CMSSW 3 8 4 patch3 was used for
the two steps of event generation/simulation and digitisation as well as for event
reconstruction.
To interpret the results three cMSSM scans with different values of tan β are used,
all employing the fast simulation. For each of the grid points in m0,m1/2 10000
events are simulated with A0 = 0, sign µ = +1 are fixed. For tan β = 3 a grid in
m0 = 10− 500 GeV and m1/2 = 100− 350 GeV with a bin size of 10 GeV for each
variable is utilised. The grid for tan β = 10 is larger covering m0 = 10− 1000 GeV
and m1/2 = 100− 450 GeV having an identical bin size of 10 GeV for both m0 and
m1/2. The tan β = 50 scan covers m0 = 200− 600 GeV and m1/2 = 140− 400 GeV
again with a bin size of 10 GeV for each variable. All scans are generated using
the fast simulation in CMSSW 3 8 5. Different m0/m1/2 regions for different tan β
values are chosen because for each value different regions are already excluded.
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Table 5.2: Signal datasets.
Dataset Description No. of events
LMX Fall10
Softsusy → SUSYHIT→ Pythia
200000CMSSW 3 8 4 patch3
(GEN-SIM-RAW/DIGI-RECO)
tan β = 3, 10, 50
Softsusy → SUSYHIT→ Pythia
11 - 36 million
CMSSW 3 8 5 (FASTSIM)
5.5.2 Background Datasets
All datasets considered to be an important background to the analysis are listed in
Tab. 5.3. These datasets were simulated for the Moriond paper effort during autumn
2010.
Both simulation and reconstruction are performed using the same software version
as for the signal samples. To obtain a more realistic background description the
Madgraph generator is used for the most important backgrounds (cf. Chap. 7).
The matrix element calculation results in up to three extra jets for the tt¯ +jets
sample and matching is done in the MLM-scheme. The sample is fully inclusive in
decays of the top quarks and the cross section is scaled to the NLO value.
In the matrix element calculation of the Z+jets sample Madgraph with up to four
extra hard jets is used. The sample is not fully inclusive, but only leptonic decays
of the Z boson are simulated and the cross section scaling is performed at NLO.
The di-boson samples are simulated using Pythia. WW and WZ involve only lep-
tonic decays of W and Z, while the ZZ sample is fully inclusive. W+jets is simulated
with Pythia and only leptonic W decays are considered.
For simulation of the QCD background Madgraph di-jet events are used with up to
four extra jets, thus six jets in total. The sample is subdivided in four generator
HT -bins: 100 ≤ HT < 250 GeV, 250 ≤ HT < 500 GeV, 500 ≤ HT < 1000 GeV
and HT > 1000 GeV.
The cross-sections for each individual sample are listed in Tab. A.1.
5.5.3 Weights
In order to account for different integrated luminosities of the various datasets the
histograms obtained from simulation in Chap. 7 are scaled to the integrated lumi-
nosity corresponding to the experimental data.
The integrated luminosity of each dataset is calculated∫
Ld = Nd
σd
, (5.3)
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Table 5.3: Background datasets.
Dataset Description No. of events
tt¯+jets Madgraph up to 3 jets 1476440
Z+jets
Madgraph up to 4 jets
2604559
Only leptonic decays
WW , WZ and
ZZ
Pythia
2333368
Only leptonic decays for WW and WZ
W+jets
Pythia
15609304
Only leptonic decays
QCD
Madgraph up to 6 jets
17922187
4 HT bins
where Nd is the number of events and σd is the cross section. The scaling factors fˆsc
are then calculated for each dataset
fˆsc =
∫ L∫ Ld
=
σd
Nd
·
∫
L
where
∫ L is the integrated luminosity of the data. Especially for datasets with a
low integrated luminosity (e.g. QCD, low HT bins) this method can lead to very
large scaling factors fˆsc  1 and can give a large weight to single events.
5.6 Software Versions
The analysis is conducted utilising various programs and versions as listed in Tab. 5.4.
A calculation of the cMSSM mass spectra is carried out using Softsusy. Its output
is transferred via SUSY les Houches Accord (SLHA) [82] to SUSYHIT (contains
SDECAY 1.2 and HDECAY 3.302), where the branching fractions are calculated.
The SLHA is read by Pythia which performs a simulation of the SUSY processes
including fragmentation.
The official production of the Madgraph background samples is realised with Mad-
graph 4.4.32 and Pythia 6.422, while some samples are simulated with Pythia only,
using the same version.
For simulation and reconstruction CMSSW versions from 3 8 4 patch3 up to 3 8 5
have been used.
The reconstructed output is processed using the Physics Analysis Toolkit (PAT) [83]
to obtain the input for the physics analysis, performed with the SuSyAachen toolkit.
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A full set of tags necessary for PAT and the SuSyAachen package can be found in
App. B. All steps of event selection performed using SuSyAachen (e.g. lepton selec-
tion, isolation etc.) are described in detail in the next chapter. The histogramming,
re-weighting and fitting is done utilising the ROOT framework [84] (5.27) including
the RooFit package in v3.12 [28].
Table 5.4: Software versions.
Code Version Task
Softsusy 2.0.17 Calculation of the mass spectrum
SUSYHIT 1.2 Computation of the SUSY branching fractions
Madgraph 4.4.32 Matrix element
Pythia 6.422 Matrix element, parton shower and hadronisation
CMSSW 3 8 X Detector simulation
CMSSW 3 8 X Digitisation and reconstruction
CMSSW 3 8 X L1 and HLT
CMSSW 3 8 6 patch1 PAT
SuSyAachen 0 4 48 Final user analysis
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6 Object Selection
This chapter deals with the selection of events and reconstructed objects. The re-
sulting performance is studied using control samples from data. The main focus
is laid on the selection of leptons and on the study of the resulting performance
using prompt leptons originating from Z bosons. The general selection of well re-
constructed collision events is described first.
6.1 Event Preselection
To remove potential beam background or events where no hard collision took place,
some general cuts to select good collision events are needed.
Events that contain a high number of poorly reconstructed tracks are likely to be
introduced by beam induced hits in the pixel detector [85]. To remove this back-
ground each event containing more than 10 tracks is required to have at least 25%
of high purity tracks (a tighter set of track quality criteria needs to be fulfilled). All
events with less than 10 tracks are accepted. This criterion is referred to as beam
background removal.
To select good collision events each event is required to contain at least one well
reconstructed primary vertex. In events with more than four tracks having trans-
verse momenta above 0.5 GeV the efficiency of the primary vertex finding is al-
most 100% [85]. The vertex is required to have at least four degrees of freedom,
nDof = 2
∑nTracks
i wi−3, where wi is the weight of each track, close to one for tracks
compatible with the common vertex. The vertex exhibiting the highest quadratical
track momentum sum is chosen to be primary. Additionally z-position and the radial
distance of the primary vertex from the interaction point have to satisfy |z| < 24 cm
and ρ < 2 cm respectively.
These requirements are very efficient as seen in Fig. 6.1(a) and Fig. 6.1(b), where
the position of the primary vertex is displayed for all events which pass the hadronic
trigger discussed in Sec. 7.2. The cuts remove events in the very tail of the dis-
tributions and introduce no additional uncertainty, since the distributions are well
simulated [85] and the cuts are applied on the simulated samples as well. Finally
the impact of pile-up can be studied using the vertex multiplicity distribution. Fig-
ure 6.1(c) shows the distribution for events provided by the hadronic trigger. The
mean of the distribution is at 2.7, hence only moderate pile-up is observed (approx-
imately 3 pile-up events per bunch crossing). One can already conclude that a loss
in efficiency due to pile-up is small in the given dataset.
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Figure 6.1: Position and multiplicity of primary vertices in events selected by
hadronic triggers after removal of the beam induced background events. (a) shows
the distribution of z-position of the primary vertex and (b) its radial distance ρ. (c)
shows the multiplicity distribution of all vertices passing the vertex selection criteria
in events triggered by a hadronic trigger
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In all following event selections in this thesis at least one primary vertex and the
pixel noise removal is required.
6.2 MC Matching
To develop a sensible object and event selection, the CMS simulation is used to
define all cuts on reconstructed quantities in a controlled way.
To determine efficiencies or distributions for particular types of reconstructed objects
a MC matching technique is utilised. A generated electron is matched using a cone
of ∆R < 0.2 onto exactly one reconstructed electron. For muons the same matching
technique with the same cone size is used.
By analyzing the decay history of the matched generator particle the reconstructed
object is classified as follows
Prompt A reconstructed lepton that can be matched onto a generator level lepton
originating from a decay of a W , Z, τ or a SUSY particle (e.g. chargino or
neutralino).
Heavy flavour Reconstructed lepton that can be matched to a real generator level
lepton originating from a decay in a jet, e.g. a b-quark producing a soft lepton.
Fake Any lepton that cannot be matched onto a generator level lepton, i.e. a
hadron punch-through for muons or a pion misidentified as an electron. For
electrons photon conversions are classified in this category as well. Doubly
reconstructed muons, occurring very rarely after all selection cuts, are also
added to this category.
For jets a matching to generator level jets is performed as well. To this purpose
all stable, visible generator level particles (i.e. excluding neutrinos and LSPs) are
clustered using the jet algorithm described in Sec. 5.4.3. The resulting generator
level jets are matched to the reconstructed detector level jets using ∆R < 0.25.
In analogy to Sec. 5.4.4 the missing transverse energy vector on the generator level
is defined by the negative vector sum of all stable, visible particles produced by the
MC generator.
6.3 Isolation against Particles
A combined relative isolation is used to discriminate against leptons produced within
jets. The isolation uses information from both calorimeters and the silicon tracker.
Its value is given by the ratio of the pT sum of all objects within a cone of ∆R < 0.4
around the lepton and the lepton pT . It is calculated using
Iso =
[ ∑
photons
pT +
∑
neutral hadrons
pT +
∑
charged hadrons
pT
]
∆R<0.4
pT
(6.1)
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where the first sum runs over the transverse momenta of all particle flow photons
and the second and third sums over the transverse momenta of all neutral hadrons
and charged hadrons within the cone respectively. The lepton itself is excluded from
the summation. In particle flow event reconstruction any double-counting of energy
is avoided by association of the deposited energy to the object itself. Hence the same
isolation definition can be used for electrons and muons.
6.4 Tag and Probe Technique
Lepton efficiencies can be measured using the tag and probe technique by considering
leptons from Z boson decays.
An event is tagged as a Z boson decay candidate by a well identified lepton with
a pT larger than 20 GeV, that passes the full selection criteria defined in Sec. 6.6
and Sec. 6.7. The tag has to satisfy a single lepton trigger, thus a potential trigger
bias is removed. In the same event a probe, e.g. a track, ECAL entry or a loosely
selected lepton is searched, to test the efficiency in question. The definition of the
probe depends on the efficiency to be measured. If both tag and probe pass the tag
criteria they are used twice.
The tag and probe invariant mass is calculated and it is tested whether the probe
can be matched to a lepton within ∆R < 0.1 passing the selection in question. If the
matching is successful, the probe is classified as passing; if not, as a failing probe.
These two categories are then used to estimate the efficiency.
For this a extended maximum likelihood fit using RooFit is performed for both probe
categories with the likelihood defined as
L =
(NZ +NBkg)
Ne−(NZ+NBkg)
(NZ +NBkg)!
∏
i
[NZPZ (mll,i) +NBkgPB (mll,i)]. (6.2)
Here PZ is the probability density function modelling the Z line-shape and PB is
the background model. For both passing and failing probe categories the functional
form of the signal and background model can be different.
The yields N failZ , N
pass
Z in both categories are connected via the efficiency  to the
total yield
Nfail = (1− )NTotal (6.3)
Npass = NTotal. (6.4)
Thus the efficiency can be determined directly from the fit.
The function to model the Z line-shape is given by a Breit-Wigner shape
BW (x;m,Γ) =
1
(x−m)2 + Γ2 , (6.5)
where m is the peak position and Γ the width (all probability density functions
are normalised to unit area, but the normalisation constants are omitted here). It
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is convoluted with a Gaussian G motivated by the experimental resolution of the
lepton reconstruction resulting in a so-called Voigtian (V G)
V G (x;m,Γ, σG) =
∞∫
−∞
dy ·BW (y;m,Γ)×G(y − x; 0., σG). (6.6)
In addition a crystal-ball (CB) shape
CB (x;α, σCB, n) =
 e
−(x−m)2
2σ2 x > m− ασ
(n/α)ne−
α2
2
[(x−m)/σ+n/α−α]n x ≤ m− ασ
(6.7)
is added to model the asymmetric tails. It has the same peak position m. Thus the
full signal probability density reads (with a variable fraction f of V G and CB)
PS (mll) = VS (mll) + f ·CB (mll) (6.8)
and has seven free parameters in total. The background is described by an expo-
nential
PB = e
−cmll , (6.9)
which has two free parameters. Its shape is constrained using all same sign tag and
probe pairings when applicable, leaving the normalisation of the background free.
6.5 sPlot Technique
To extract the underlying properties (e.g. isolation shapes or track quality dis-
tributions) of leptons originating from a Z boson the sPlot technique [86] is used,
performing an event by event re-weighting according to probability density functions
for signal and background. For this opposite sign di-lepton pairs (pT > 20 (10) GeV
for the first (second) lepton without further selection are utilised. The first lepton
has to satisfy a single lepton trigger.
For each lepton pair (event) a discriminating variable (in this case the invariant mass)
differentiating between Z boson signal and the continuum background is calculated.
It is fitted using an unbinned maximum likelihood fit with a combined signal and
background model. For each event a weight, calculated based on the likelihood fit and
the invariant mass, is used to construct a control distribution for the second lepton
(e.g. isolation shapes or track quality distributions). A summation over all weights
reproduces on average the true distribution of the control variable. It is necessary
to obtain a good description of both signal and background in the likelihood fit.
The signal probability density function PS consists of a Breit-Wigner convoluted
with a Gaussian combined with a crystal-ball shape to model the asymmetric tails
as in Sec. 6.4. To model the background shape PB an exponential is used, constrain-
ing the shape of the background distribution from all same sign di-lepton pairings.
The resulting distributions and fits are shown in Figure 6.2(a) for electrons and
Figure 6.2(b) for muons. Black points represent the data, the blue curve is the fit
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Figure 6.2: sPlot fit to unfold the underlying distributions of leptons emerging from
a Z boson decay. The signal plus background fit to the opposite sign data (black
points) is shown in blue, while the dashed black line displays the background shape
compared to the same sign data (red points.) Fig. (a) shows the fit to the electron
candidate pairs. Fig. (b) shows the same fit for muon pairs, which already provide
a much cleaner Z-boson sample.
of the signal plus background model, the dashed black curve shows the background
part only and the red points are the data for the same sign pairs. In both cases
a good description of the data by the fit is found. Based on the likelihood it is
possible to unfold the underlying distributions of signal candidates, which are used
in the following sections to verify the lepton selection. It has to be noted that the
unfolding works perfectly only if the underlying properties are fully uncorrelated to
the invariant mass.
6.6 Electrons
Each electron candidate has to be reconstructed with the particle flow electron algo-
rithm as described in Sec. 5.4.1. The acceptance of electrons is restricted to |η| < 2.4
in order to be in the full acceptance of the tracker. To achieve a good momentum
resolution pT > 10 GeV is required, which also suppresses backgrounds that oc-
cur predominantly at low pT . Using the default reconstruction it is not possible
to suppress all misidentified electrons, because tracks pointing to clusters in the
electromagnetic calorimeter can fake the signature of an identified electron.
A multivariate classifier (mva) [76] based on a boosted decision tree [87] formed from
several tracker and ECAL variables, e.g. the χ2 of the track fit and the η-distance
between track and calorimeter supercluster, is used to identify electrons. The mva
output for electron candidates originating from a Z boson extracted with the sPlot
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technique (Sec. 6.5) is shown in Figure 6.3(a). This classifier is also used internally in
the reconstruction algorithm, where a pre-selection requiring mva > −0.1 is applied.
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Figure 6.3: Comparison of the data (black points) to simulation, which is split in
prompt leptons emerging from a Z boson (blue), heavy flavour decays (green) and
fakes (red) from a tt¯ simulation. The data is re-weighted via the sPlot technique as
described in Sec. 6.5. All simulated distributions are scaled to the data yield.
The blue histogram shows the distribution for electrons emerging from Z boson
decays in simulation and very good agreement is observed with signal candidates in
the data (black points). The green distribution, which describes electrons originating
from heavy flavour decays, is less peaked, although still a high efficiency can be
retained. Misidentified electrons resulting from pion decays or jets faking the electron
signature are shown as the red distribution and have a clearly different shape so that
they can be easily separated. All simulated distributions are normalised to the yield
in data. Each electron has to fulfil mva > 0.4.
To reject remaining electrons, where the signature might be faked by a photon
converting into an electron-positron pair, a cut on the number of missing hits in the
inner tracker is introduced. Each electron track is allowed to have maximally one
missing hit in the inner tracker, which helps to reduce conversions because photons
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usually decay after a certain flight distance in the tracker leading to missing hits in
the inner layers (Fig. 6.3(b)). This cut is extremely efficient for prompt electrons,
while suppressing a good fraction of misidentified electrons.
To select electrons originating from the hard scattering process the impact parameter
of the electron track with respect to the position of the primary vertex is required
to be below 400 µm in the transverse plane and less than 1 cm along the beam
line. Electrons produced in jets (e.g. from heavy flavour decays) tend to have a
larger value for the impact parameter. A difference between data and simulation is
observed in the impact parameter distribution, the data distribution being narrower
in the transverse plane (Fig. 6.3(c)), while it is broader for the impact parameter
along the beam line (Fig. 6.3(d)). However, the cuts are sufficiently loose so that no
inefficiency is introduced.
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Figure 6.4: Isolation distribution of prompt electrons (a) unfolded by the sPlot
technique in Sec. 6.5. Black points represent the re-weighted data, the blue his-
togram shows prompt electrons from a Z boson simulation, the green distribution
marks heavy flavour electrons and fakes are shown as the red distribution from a
tt¯ simulation. (b) displays the performance of the chosen cut value, by comparing
the efficiency S for prompt electrons versus the efficiency rejecting heavy flavour
electrons 1− B.
The isolation distribution for electrons using the definition of Sec. 6.3 is displayed
in Figure 6.4(a) and the cut is placed at Iso < 0.2. It is clearly seen that this
requirement provides a very good separation between heavy flavour and prompt
electrons.
The performance of the isolation cut is studied using a Z and QCD simulation.
The signal efficiency (S) is plotted versus the efficiency for rejecting heavy flavour
electrons (1 − B). The performance is shown in Fig.6.4(b), where the black lines
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mark the chosen working point. For a high isolation efficiency a good rejection of
electrons from heavy flavour decays is obtained.
All cuts are summarised in Table 6.1 and a combination of acceptance, identification
and isolation cuts defines a well identified electron.
Table 6.1: Overview of the electron selection.
Type Name Cut value
Acceptance
pT ≥ 10 GeV
|η| ≤ 2.4
Identification
mva ≥ 0.4
Missing hits ≤ 1
Impact parameter x-y ≤ 0.04 cm
Impact parameter z ≤ 1 cm
Isolation combined ≤ 0.2
6.6.1 Trigger Efficiency
Since the electron trigger is used to collect events in control regions (e.g. for the Z
and tt¯ background in Chap.7) it is important to evaluate its performance for the given
electron selection. As an unbiased control sample, a sample of electron candidates
collected by single muon triggers is used. The turn-on curve for an electron trigger
with a pT threshold of 15 GeV and loose identification criteria is shown in Fig. 6.5
as a function of electron pT .
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Figure 6.5: Turn-on for an electron trigger with respect to the offline selection mea-
sured on a control sample provided by single muon triggers. The trigger reaches the
plateau of 95% efficiency for a pT above 17 GeV.
62 6. Object Selection
The curve is fitted using an error function
f(pT ) = a+

2
(1− a)
[
erf
(
pT − x0
σ
)
+ 1
]
, (6.10)
where x0 is the turn-on point, σ is a measure for the resolution and  the efficiency in
the plateau region. The trigger reaches an efficiency plateau value of (95.1± 0.4)%,
which is only slightly lower than expected from simulation. An efficiency higher than
99% can be reached by using this trigger to select a di-electron sample. All single
and di-electron triggers used to collect data throughout 2010 are listed in Tab. C.1.
6.6.2 Identification Efficiency
The electron identification efficiency is measured by the tag and probe technique
explained in Sec. 6.4. Since the isolation efficiency is measured separately (see be-
low), probes are electron candidates with pT > 10 GeV that fulfill only the isolation
requirement.
Due to limited statistics the fit described in Sec. 6.4 is performed leaving only the
width and position of the Z line-shape as free parameters with the remaining pa-
rameters fixed using simulated events.
The result is shown as a function of pT by the red points in Fig. 6.6(a). Comparison
to the efficiency derived from the MC truth in a sample of simulated Z bosons (blue
curve) shows good agreement. Similarly, the MC efficiency for leptonic top decays
is shown in green and does not show a significant deviation. The higher efficiency
at low pT can be understood by looking at the electron efficiency as a function of
η (Fig. 6.6(b)), which shows a higher efficiency for centrally produced electrons, as
in the case of top decays. Thus in the projection on pT a higher efficiency for top
decays can be observed.
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Figure 6.6: Identification efficiencies measured on the Z resonance for electrons
versus pT (a) and η (b). The red points show the measured efficiency, while the
blue points display the comparison to Z boson simulation.
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6.6.3 Isolation Efficiency
The tag and probe method is also used to determine the isolation efficiency. Probes
are all objects with pT > 10 GeV satisfying the electron identification requirements.
The extracted efficiency as a function of pT is shown in Fig. 6.7(a) (red) and is in
good agreement with the expectation from simulation (blue). In events where top
pairs are being produced, the efficiency (green) is lower due to the hadronic activity
top decays.
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Figure 6.7: Isolation efficiencies as measured in Z boson events for electrons versus
pT (a) and η (b). The red points show the measured efficiency, while the blue points
display the comparison to Z boson simulation. Green point show the efficiency in
top simulation, which is expected to be lower because of the higher hadronic activity
in top events.
6.7 Muons
All muon candidates have to pass the default sequence of the particle flow muon
reconstruction described in Sec. 5.4.2. The muon acceptance is restricted to pT >
10 GeV, to achieve a good momentum resolution, and to |η| < 2.4, because tracker
coverage extends only up to this η value. With these selection criteria, the muon
efficiency is quite high and the fake rate is relatively low. Nevertheless additional
selection criteria are necessary to remove remaining misidentified muons.
Each muon has to be identified as a global muon (muon reconstructed in the muon
system matched to a track in the inner tracker) as well as a tracker muon (muon
reconstructed in the inner tracker compatible to hits in the muon system).
The track of the muon in the inner tracker has to have at least 11 hits with a
χ2/ndf < 10 for the global muon track. The distribution of the number of tracker
hits is shown in Fig. 6.8(a) for data unfolded using the sPlot technique (black points),
muons matched to generator level muons originating from a Z boson decay (blue),
real muons coming from a heavy flavour decays (green) and fake muons (red), e.g.
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Figure 6.8: Comparison of data (black points) to simulation, which is split in prompt
muons from Z boson decays (blue), heavy flavour decays (green) and fakes (red) in
tt¯ simulation. The data is unfolded via the sPlot technique as described in Sec.6.5.
All simulated distributions are scaled to the data yield.
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from punch-through of hadrons in the muon system. All simulated distributions are
normalised to the yield in the data. The prompt muon distribution describes the
data well in the region of the cut, hence a good rejection of misidentified muons
can be achieved. In addition, each muon is required to have at least one hit in
the pixel detector (Fig. 6.8(b)). The data distribution is well described by the
prompt simulation and the cut does not introduce any significant inefficiency, while
suppressing muons from hadron decays outside the pixel acceptance.
Another variable to discriminate against hadron punch-through is the number of
stations in the muon system (Fig. 6.8(c)) and at least two matching stations are
required for each muon. The impact parameter of the muon track with respect to
the position of the primary vertex is required to be below 200 µm in x-y (Fig. 6.8(d))
and within 1 cm in z (Fig. 6.8(e)). The x-y distribution is well described in the
simulation and the cut suppresses muons from heavy flavour and from decays in
flight, produced at a certain distance from the primary interaction. Figure 6.8(e)
shows that the distribution of the z impact parameter has larger tails in the data as
compared to simulation. As for electrons, this does not affect the efficiency of the
muon selection because the cut has been chosen sufficiently loose.
All the above cuts are classified as identification cuts.
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Figure 6.9: Isolation distribution of prompt muons (a) unfolded according to the
sPlot technique in Sec. 6.5. Black points represent the re-weighted data, the blue
histogram shows prompt muons from a Z boson simulation, the green distribution
marks heavy flavour muons and fakes are shown as the red distribution, obtained
from a tt¯ simulation. (b) displays the performance of the chosen cut value plotting
the rejection efficiency for heavy flavour leptons (1 − B) versus the prompt lepton
efficiency S.
Another powerful variable to discriminate between prompt and heavy flavour muons
is the isolation, again utilising the definition in Sec. 6.3. The distribution of the
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isolation value for muons is displayed in Figure 6.9(a) and the cut is placed at
Iso < 0.2 to obtain a similar rejection and efficiency for electrons and muons. It is
clear that this cut provides very good rejection of leptons from heavy flavour decays
while maintaining high signal efficiency. It has to be noted that the distribution of
fakes is basically flat in the isolation variable. However it is expected to represent
only a small fraction of the total heavy flavour lepton background.
As in the electron case, the performance of the isolation cut is studied using a
Z and QCD simulation. The signal efficiency S is plotted versus the rejection
efficiency for the heavy flavour background 1 − B. The resulting performance is
shown in Fig.6.9(b), with the black lines marking the chosen working point. For a
high isolation efficiency a good rejection of muons from heavy flavour decays can be
achieved.
All muon selection cuts are summarised in Table 6.2. In the following a muon has
to fulfil all identification and isolation criteria as well as the acceptance cuts.
Table 6.2: Overview of the muon selection.
Type Name Cut value
Acceptance
pT ≥ 10 GeV
|η| ≤ 2.4
Identification
Number of tracker hits ≥ 11
Number of pixel hits ≥ 1
Number of matches ≥ 2
Impact parameter x-y ≤ 0.02 cm
Impact parameter z ≤ 1 cm
Isolation combined ≤ 0.2
6.7.1 Trigger Efficiency
An additional ingredient to the search is the measurement of the trigger efficiency
for a muon passing the above selection criteria. For this purpose an unbiased control
sample is needed, hence events with muons are selected triggered by the hadronic
activity in the event. In order to enhance the yield selected muons are required to
pass all identification criteria except isolation (no isolation requirements are used in
the trigger). For each event containing a muon it is tested whether a single muon
trigger has been fired and the resulting trigger efficiency is shown in Fig. 6.10(a) as
a function of pT for an online threshold of muon pT > 9 GeV.
The turn-on is fitted using the same function as for electrons in Sec. 6.6.1. A very
sharp turn-on at the trigger threshold is observed, suggesting a similar pT -resolution
at the trigger level as for the muon sample selected offline. However the efficiency
plateau does not reach 95% as expected from simulation but only (90.9 ± 0.1)%.
In addition, the efficiency decreases slightly with increasing momentum. This is
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Figure 6.10: Trigger efficiency for muons selected offline measured in a control sample
provided by hadronic triggers. The efficiency plateau is reached at an efficiency of
90% for a muon trigger with a 9 GeV threshold (a) and 88% for a trigger with a pT
threshold of 15 GeV (b).
probably due to a misconfiguration in the muon trigger in Run2010A and needs to
be taken into account in the calculation of the Z boson production cross-section in
Sec. 7.4.1. During the subsequent run period Run2010B such a pT dependence is
not observed and the plateau is flat as seen in Fig. 6.10(b) for a muon trigger with a
pT -threshold of 15 GeV. This has been the main un-prescaled muon trigger during
the largest fraction of the run. It has an efficiency plateau at 88.6± 0.2%. All single
and di-muon triggers used to collect data throughout 2010 are listed in Tab. C.2.
6.7.2 Identification Efficiency
The muon identification efficiency as a function of pT and η is measured using the
tag and probe method in a manner completely analogous to that used for electrons.
Global muons fulfilling the isolation requirement are used as probes
In each η and pT bin the fit described in Sec. 6.4 is performed. Since the statistic in
each bin is low the shape parameters are fixed again using simulated events, leaving
only the position and width of the Z line-shape free. The measured identification
efficiency is shown as a function of pT in Fig. 6.11(a) (red points).
The measurement compares well to the blue points obtained from MC truth infor-
mation using muons from simulated Z boson decays. The efficiency in simulated top
quark decays is given by the green points and it is similar to that for muons coming
from a Z boson. Figure 6.11(b) displays the identification efficiency as a function of
η, also showing good agreement with simulation.
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Figure 6.11: Identification efficiencies measured in Z boson events for muons versus
pT (a) and η (b). Red points show the measured efficiency, blue points display the
comparison to MC truth in Z boson decays and the green points show efficiency in
leptonic top decays. The center of each bin is corrected to match the pT and η of
the probes.
6.7.3 Isolation Efficiency
The muon isolation efficiency is measured using the same tag and probe method.
Muons with pT > 10 GeV and fulfilling all identification requirements are used as
probes.
Figure 6.12(a) displays the isolation efficiency as a function of pT and the mea-
surement (red) shows good agreement in shape and magnitude with the efficiency
obtained from Z boson simulation (blue). The efficiency in leptonic top events is
lower (green), which can be understood by the high hadronic activity in such events
compared to Z boson production. The efficiency as a function of η is shown in
Fig. 6.12(b) and good agreement is found. The structure in the efficiency for top
events can be explained by the fact that the top pairs are produced centrally in
rapidity leading to a higher jet activity in the center of the detector and thus to a
lower isolation efficiency in that region.
6.8 Inclusive Lepton Efficiency Measurements
In Chap. 7 efficiencies averaged over pT and η are used to predict the main back-
grounds to the SUSY search. The basis for the calculation is a precise knowledge of
the lepton identification efficiency. So far, the dependence of the efficiencies (iden-
tification and isolation) as a function of pT and η has been shown to be in good
agreement to simulation. Now it is proceeded to measure the inclusive lepton effi-
ciencies compare them to simulation.
The fit for the inclusive electron identification efficiency, using the same set of tags
and probes as in Sec. 6.6.2, is shown in Fig. 6.13(a) for all failing probes and in
Fig. 6.13(b) for the probes that can be matched to an identified electron. Since the
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Figure 6.12: Isolation efficiencies measured on the Z resonance for muons versus pT
(a) and η (b). The red points show the measured efficiency, while the blue points
display the comparison to MC truth. Green points show the efficiency for tt¯ events,
where a lower efficiency is expected due to the higher hadronic activity.
yield is high all parameters of the fit are left free. The blue curve shows the fit to the
data points, while the red curve shows the fit of the background component. The
shapes for passing and failing probes do vary between the two samples, but a good
fit in both categories can be achieved.
The shape of the background is constrained using the same sign electron pairs, which
are shown as red data points. It is seen that the electron candidates suffer from a
charge misidentification probability of approximately 0.1%, hence a small Z peak is
also visible in the same sign electron candidates. This is included in the systematic
uncertainty.
A fit of the inclusive electron isolation efficiency is shown in Fig. 6.13(c) for failing
probes and in Fig. 6.13(d) for probes that can be matched to an isolated electron.
The same selection for tag and probe as in Sec. 6.6.3 is utilised.
As expected from the isolation definition in Sec. 6.3 it is found that predominantly
electrons that radiate hard photons become non-isolated. Although the shape in the
two categories are again different, a good fit can be achieved, thus providing a good
measure of the isolation efficiency.
To determine the inclusive efficiency superclusters with a pT > 10 GeV in the elec-
tromagnetic calorimeter have been used as probes. The fit is shown in Fig. 6.13(e)
for failing probes and Fig. 6.13(f) displays the passing probes. Naturally this cat-
egory has the largest backgrounds because no isolation or identification is applied
to the superclusters. The fitted efficiency needs to be corrected for the geometric
acceptance of the ECAL to obtain a meaningful comparison to MC truth, for the
geometric acceptance a value of 97.5% is found. Here as well as for the identification
and isolation efficiencies above a good agreement with simulation is observed.
The fit to determine the inclusive muon identification efficiency is displayed in
Fig. 6.14(a) for probes that fail to be matched and in Fig. 6.14(b) for the probes that
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Figure 6.13: Fit to determine the efficiency for electrons. The signal plus background
fit to the opposite sign pairs (black points) is shown in blue, while the red dashed line
displays the background shape constrained from the same sign pairs (red points).
(a) and (b) show failing and passing probes to determine the electron identification
efficiency using isolated electrons as probes. (c) and (d) display the fit to measure
the isolation efficiency utilising identified electrons as probes. (e) and (f) show the
fit of the inclusive efficiency using ECAL superclusters as probes.
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can be matched to an identified muon. The definition of tag and probe is identical
to that in Sec. 6.7.2.
The shapes in both categories do not vary much and a good fit can be obtained.
The efficiency of the selection is very high for muons coming from a Z boson.
The fit to determine the inclusive muon isolation efficiency is displayed in Fig. 6.14(c)
for unmatched probes and in Fig. 6.14(d) for the probes that can be matched to an
isolated muon. The selection of tags and probes is the same as in Sec. 6.7.3.
As for electrons, predominantly muons which radiate fail the isolation criterion.
Hence the shape for the two categories varies, but a good fit can be achieved.
To determine the inclusive muon efficiency tracks with a pT > 10 GeV are utilised as
probes. The fit is shown in Fig. 6.14(e) for failing probes and Fig. 6.14(f) displays the
passing probes. Naturally this category comprises the largest backgrounds because
no isolation or identification requirements have been applied. To compare with MC
truth the efficiency needs to be corrected for the tracking efficiency. It is found to
be consistent with the MC expectation of 99.4% [44].
The systematic uncertainty on the efficiency is estimated by comparing the efficiency
using different signal (bifurcated gaussian) and background models (quadratic term).
The systematic uncertainty due to the modelling is found to be smaller than 1%.
Additionally the impact of the determination of the background shape using same
sign lepton pairs is tested by removing any requirement on the charge. For this a
combined set of events (without any charge requirement) is fitted and the background
shape parameters are determined by the fit. The resulting uncertainty is below 1%.
A third contribution to the systematic uncertainty is the choice of probes, i.e. the
uncertainty associated with the tracking efficiency and the ECAL superclustering
efficiency including the geometrical acceptance of the electromagnetic calorimeter.
In total an uncertainty of 1% is assigned to the lepton efficiency measurement for
leptons coming from a Z boson.
The inclusive electron efficiencies in the relevant kinematic region (20-100 GeV)
used in predicting the background to the SUSY signal are listed in Tab. 6.3. The
efficiencies derived from simulation correspond to absolute efficiencies for prompt
electrons from Z decays and do not result from the tag and probe technique. The
reconstruction efficiency has been measured in [88] and is in good agreement with
simulation. Here it is calculated as a cross-check only.
The inclusive muon efficiencies in the relevant kinematic region (20-100 GeV) utilized
to predict the background are listed in Tab. 6.4. Within the systematic uncertainty
a good agreement with simulation is found. The values derived from MC truth are
absolute efficiencies. The muon reconstruction efficiency has been measured in [54]
and its calculation here serves only as a cross-check.
The background prediction of the different lepton flavours introduced in Sec. 2.6
relies on the knowledge of the muon to electron efficiency ratio to correct for dif-
ferences in the electron and muon efficiencies. To predict the number of di-electron
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Figure 6.14: Fits to determine the efficiency for muons. The signal plus background
fit to the opposite sign pairs (black points) is shown in blue, while the red dashed line
displays the background shape constrained from the same sign pairs (red points).
(a) and (b) show failing and passing probes to determine the muon identification
efficiency using isolated muons as probes. (c) and (d) display the fit to measure the
isolation efficiency utilising identified muons as probes. (e) and (f) show the fit of
the inclusive efficiency with tracks used as probes.
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Table 6.3: Overview of the electron efficiency measurement.
electron efficiencies Data Monte Carlo
geometrical acceptance - 0.975± 0.001
reconstruction 0.985± 0.002(stat) 0.985± 0.002(stat)
identification 0.931± 0.001(stat) 0.923± 0.002(stat)
isolation 0.961± 0.001(stat) 0.959± 0.001(stat)
inclusive 0.860± 0.002(stat)± 0.01(syst) 0.857± 0.002(stat)
Table 6.4: Overview of the muon efficiency measurement.
Muon efficiencies Data Monte Carlo
reconstruction 0.991± 0.001(stat) 0.993± 0.002(stat)
identification 0.973± 0.001(stat) 0.974± 0.001(stat)
isolation 0.966± 0.001(stat) 0.965± 0.001(stat)
inclusive 0.932± 0.001(stat)± 0.01(syst) 0.933± 0.002(stat)
and di-muon events from the number of eµ-events (details can be found in Sec. 7.6)
the ratio of muon to electron efficiency is needed and it is measured to be
rµe = 1.08± 0.06. (6.11)
Since this ratio is measured for a Z boson sample, that has different jet multiplic-
ity compared to typical tt¯ or SUSY events, a systematic uncertainty needs to be
assigned. For this purpose the efficiency ratio is compared for simulated tt¯ and Z
boson samples. While the absolute efficiency drops in top events, the ratio of the
muon to electron efficiency yields the same value to within 5%, meaning that the
loss in efficiency is the same for both lepton flavours. Hence a 5% systematic uncer-
tainty in addition to the 1% from the lepton efficiency measurement is taken as the
systematic uncertainty on the ratio.
6.9 Jets
Jets are formed by clustering all reconstructed particle flow objects using the anti-kt
jet algorithm with a cone size of ∆R = 0.5 as described in Sec. 5.4.3. The acceptance
of corrected (to hadron level) jets is restricted to pT > 30 GeV and their jet axis
has to be within |η| < 3. This relatively tight η cut is used to be able to include
tracker information in jet identification over a large part of the η acceptance in order
not to rely solely on calorimetry. Thus, one is able to fully profit from the particle
flow algorithm. Jets that are within ∆R < 0.4 from a lepton passing the full lepton
selection criteria are vetoed. This is necessary since in the particle flow concept all
particles are clustered in jets. Thus jets that are fully cleaned from selected leptons
are obtained.
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6.9.1 Jet Identification
Each jet has to pass the FIRSTDATA LOOSE particle flow jet identification criteria,
which are designed to suppress fake, noise, and badly reconstructed jets, while still
retaining more than 99% efficiency for real jets [78].
In jet identification the redundancy added by multiple measurements in different
subdetectors is utilised. The tracker is included within its acceptance of |η| < 2.4,
while for higher |η| values only the calorimeters can be used.
The impact of the jet identification procedure on the variables used has been studied.
Inside the tracker coverage the charged hadron energy fraction (CHF), i.e. the energy
fraction of the total jet energy carried by charged hadrons, is used to remove jets
with no associated charged hadron (Fig. 6.15(a)). The fractions introduced in the
following are defined accordingly. In addition, the charged electromagnetic fraction
(CEF) is considered and all jets are required to have a value below one (Fig. 6.15(b)).
Each jet with its axis in the tracker coverage has to contain at least one charged
hadron candidate (Fig. 6.15(c)).
To eliminate spurious noise in the calorimeters, the neutral hadron energy fraction
(NHF) is required to be NHF< 0.99 over the whole η acceptance (Fig. 6.15(d)).
Out of acceptance of the tracker the total energy is measured by the calorimeters
only, thus the charged components are set to zero and only electromagnetic and
hadronic components remain. Furthermore, to remove noise in the ECAL only,
each jet is required to have a neutral electromagnetic energy fraction (NEF) below
one (Fig. 6.15(e)). Moreover a jet has to consist of more than one particle flow
constituent (Fig. 6.15(f)).
All jet identification requirements are summarised in Tab. 6.5.
Table 6.5: Overview of jet identification criteria.
Name Range |η| ≤ 2.4 Range 2.4 < |η| < 3.
charged hadron fraction (CHF) > 0 -
charged electromagnetic fraction (CEF) < 0.99 -
charged multiplicity (NCH) > 0 -
neutral hadron fraction (NHF) < 0.99 < 0.99
neutral electromagnetic fraction (NEF) < 0.99 < 0.99
number of constituents (NConst) > 1 > 1
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Figure 6.15: Distribution of quantities utilised in jet identification for all jets in the
sample collected by a hadronic trigger before (red) and after (green) applying the
identification. Jets measured in the calorimeters only are included in plots with
charged component and this part is set to zero in this case.
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6.9.2 Jet Energy Scale Correction and its Uncertainty
Jets are corrected to the hadron level using MC jet energy corrections [89] from the
Spring10 MC production. The correction factor is derived from a combination of
simulation and real data. The uncorrected (raw) four-momentum vector Pµ of each
jet is rescaled using
PCorµ = C (pT , η)× Pµ (6.12)
where
C (pT , η) = Crel (pT , η)× CAbs (pT × CRel (pT , η)) (6.13)
is a pT and η dependent correction factor consisting of a relative CRel (to the barrel,
i.e. |η| < 0.6) and absolute correction factor CAbs (for the barrel). The relative
factor is used to compensate for the non-uniformity of the CMS calorimeter with
η and corrects the energy to the barrel. An absolute factor for jets in the barrel
brings the absolute jet energy scale to unity. The lines in Figure 6.16(a) show the
correction factor for different values of raw pT as a function of η.
The correction factor is close to unity in the barrel region and can be as large as
1.25 at |η| = 3. In addition to this correction derived from simulation another η-
dependent correction factor, the so-called residual jet energy correction, is applied
to data only. The residual correction is derived from di-jet balancing studies [90] on
data and the correction factor is smaller than 5% over the whole η range. The total
correction on data reads
C (pT , η) = Crel (η, pT )× CAbs (pT × CRel (η, pT ))× CRes (η) . (6.14)
One method to derive the correction and its uncertainty is the missing transverse
energy projection fraction (MPF) method [90]. Events with an isolated photon plus
jets (γ+jets) are used to derive the jet response using the fact that the events do
not exhibit real missing transverse energy and that the photon is well measured.
Due to the correction process and the uncertainty in correcting to the particle level
an absolute uncertainty on the jet energy scale has to be taken into account. Fig-
ure 6.16(b) shows the different contributions to the absolute uncertainty. The red
curve is due to statistics in extrapolating to high energies, while the blue contribu-
tion originates from the uncertainty due to soft interactions and calorimeter noise.
There is a constant uncertainty in the correction process due to the uncertainty in
the photon energy scale. Another part of the absolute scale correction is due to
uncertainties in the modelling of hadronisation and fragmentation (grey part). The
total uncertainty is below 5% and this is taken as the systematic uncertainty in the
following.
The quantity HT is defined as the scalar sum of all jet pT ’s
HT =
∑
i
pT,i,
within the acceptance (pt>30 GeV and |η| < 3). To quantify the response of a
potential signal to the jet selection used in Chap. 7 the quantity
HT
Response =
HT
Reco
HT True
(6.15)
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Figure 6.16: (a) shows the jet energy correction factors derived from simulation [89]
for different values of the raw pT . (b) displays the overall absolute scale uncertainty
as a function of jet pT [90]. (c) displays the resulting HT response as a function
of generated HT in a LM0 simulation. The error bars represent the RMS of the
response.
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is evaluated. Figure 6.16(c) displays the response of HT as a function of generator
level HT ; the response is close to unity with an RMS of 10%-20% depending on its
magnitude.
6.9.3 Jet Tagging
B-tagging is used to identify the underlying quark flavour of the jet. B hadrons
have a non negligible lifetime leading to a decay length cτ ≈ 480 µm. This fact
is used to identify b-quarks by using the performant CMS tracking system. For
each track associated to a jet, the impact parameter (IP), that is the distance to
the beam line at closest approach is measured. All tracks for which the significance
(distance divided by the error on the distance) of the IP exceeds a value S are
counted and ordered by their IP significance. The impact parameter significance of
the Nth track is used to discriminate b-jets from light-quark jets, where N = 2 gives
high efficiency, while N = 3 delivers higher purity. In Sec. 7.4.2 the track-counting
high efficiency (TCHE) tagger is used, where at least two tracks (N = 2) with high
impact parameter significance are required for each jet. The resulting discriminator
distribution is shown in Fig. 6.17(a) displaying the impact parameter significance of
the second track in the list of tracks whose IP significance exceeds S.
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Figure 6.17: (a) shows the distribution of the TCHE efficiency tagger [91]. (b)
displays the performance of all b-tagging algorithms provided in CMS [91] and the
chosen TCHE working point has a mistag rate of about 2% yielding an efficiency of
65% for jets with pT > 30 GeV in simulated events.
The performance of all b-tagging algorithms in simulation is displayed in Fig. 6.17(b).
The chosen TCHE working point is quite loose having a b-tagging efficiency of 65%
at a mistag rate (light flavour efficiency) of 2% for jets with pT > 30 GeV in simulated
events [91]. A measurement using real data [91] shows an efficiency of 56% (64%
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in simulation) at a light flavour efficiency of 6.2% (6.8% in simulation) for jets
pT > 20 GeV
1.
6.10 Missing Transverse Energy
Missing transverse energy is based on the sum of all particle momenta reconstructed
using the particle flow event reconstruction (Sec. 5.4.4). Figure 6.18(a) shows the
resolution of 6ET as a function of
∑
ET in the event for several 6ET reconstruction
algorithms [81]. The resolution σ is determined by a Gaussian fit to the 6ET x,y
components in di-jet events incorporating no real missing transverse energy. The
resolution in the data is slightly worse compared to simulation.
The missing transverse energy computed by particle flow is chosen because it has
the best resolution, thus providing the best separation power.
20 6 Missing transverse energy scale and resolution
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Figure 19: Calibrated E/T resolution versus calibrated pf∑ ET for the type-II corrected caloE/T,
tcE/T, and pfE/T in data and Monte Carlo samples.
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Figure 20: PF E/T distributions in 2-, 3- and 4-jet events, in selected Calo ∑ ET bins.
6.7 Effect of multiple interactions525
Pile-up, namely multiple interactions of protons in the same bunch crossing, is expected be-526
cause of high LHC bunch currents and can play an important role in E/T performance.527
The effect of N additional pile-up scatterings on the resolution should be equivalent to adding528
the resolution from individual minimum bias events in quadrature N times with the resolution529
measured in the one primary vertex sample. Also, we naively expect the resolution to depend530
Calo ∑ ET, but, for a given Calo ∑ ET, to have only a weak dependence on the number of jets531
in the events. We investigate the effect of pileup using multi-jet samples, γ and Z data.532
6.7.1 Studies of pile-up effects using Photon and Z Events533
Pile-up should not have much affect the scale of the component of the measured E/T projected534
along the true E/T direction but should have a considerable affect the resolution.535
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Figure 6.18: 6ET resolution (a) as a function of the
∑
ET in the event for three
algorithms of 6ET reconstruction in CMS [81]. The particle flow 6ET has the best
resolution. (b) shows the 6ET response as a function of generated 6ET for a LM0
simulation.
To determine the performance of the particle flow algorithm in the determination of
6ET a simulated LM0 sample is used. However no large dependence on the particular
sample composition is expected. The missing transverse energy at the generator
level is calculated and compared to the reconstructed 6ET . Figure 6.18(b) shows the
mean 6ET response defined as
6ET Response = 6ET
Reco
6ET True
(6.16)
as a funct of 6ET t th generator level, where the error bars represent the RMS
of the resulting distribution. The response has a value of about 95% with an RMS
of 20%− 30%.
1 The mistag rate has a strong dependence on the jets transverse momentum being higher at
low jet pT .
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Having introduced all requirements on particle flow objects and discussed their per-
formance, we now proceed to apply them to several physics processes starting with
a discussion of the main backgrounds to the SUSY search.
7 Event Selection and Background
Determination
It is challenging to detect a potential SUSY signal in presence of the huge SM
background, which has a total cross-section of roughly 92 mb [92]. Fortunately many
events do not involve a hard interaction and can easily be suppressed. However, some
of the SM processes can lead to signatures similar to those of a generic SUSY model.
The backgrounds considered important for the SUSY search are listed below.
Top pairs Events with a top quark pair in the final state (NLO cross-section σ =
157.5 pb) are the dominant SM background. The top quark decays almost
always into a b-quark and a W boson, which can then decay leptonically
into a lepton and neutrino (branching-fraction of 6%). The events contain a
real opposite sign lepton pair, missing transverse energy and non negligible
jet activity. However, the flavour (electron or muon) of the two leptons is
uncorrelated, while in SUSY lepton pairs of the same flavour can be produced.
This background can therefore be estimated by considering the event sample
with different flavour lepton pairs (Sec. 7.6).
Z+jets Events with a Z boson decaying leptonically (NLO cross-section σ = 972 pb)
contain two opposite sign leptons and can also have high jet activity. How-
ever, there is no missing transverse energy (except for instrumental effects)
and therefore this background can be eliminated almost completely. Since it
is found to be very small in the signal region, it can be estimated from sim-
ulation (Sec. 7.5). In case of the decay Z → τ+τ− → l+l− + 4ν real 6ET is
involved. However, the two leptons are again uncorrelated in flavour, so that
this background can be handled like the top pairs above.
Diboson Events with two gauge bosons do contribute to the background. Due to
the low cross-section of the process their contribution is found to be negligible.
Thus this background is estimated from MC (Sec. 7.5).
W+jets Events with a W boson decaying leptonically contain real 6ET and can
contain a high jet activity, but only contain one real prompt lepton. Hence
this background can be measured by determining the fake and heavy flavour
lepton component. It is estimated by the isolation template method (Sec. 7.3).
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QCD Although the di-jet cross-section is huge, this background is found to be
negligible in MC, since the selection requirements discriminate heavily against
QCD events, which have no isolated leptons, no missing transverse energy and
a steeply falling HT distribution. The QCD background is also estimated by
the isolation template method and is found to be extremely small in the signal
region.
7.1 Search Region
The definition of the signal region is based on generic assumptions about supersym-
metry.
• In order to obtain a detectable signal cross-section, supersymmetric particles
are assumed to be produced strongly, and therefore a high hadronic activity is
expected. To be model independent a cut on the sum of the jet pT (HT ) is
used, requiring at least two jets.
• Supersymmetric particles eventually decay into the LSP, which has a mass of
the order of hundred GeV, as suggested by cosmological observations. Thus a
substantial 6ET is expected and a cut on this quantity is imposed.
Two opposite sign same flavour leptons (e and µ) with pT > 10 GeV are required,
treating the different flavour channel as a background control sample. The event
selection is inclusive in the number of leptons, but, if there is at least one same
flavour pair, the event is classified as a signal event, while only events with exactly
one different flavour pair are considered as background. In data there are no events
including three leptons in the signal and control region. In simulated top events three
or more leptons occur in 0.16% of the events, thus these events do not introduce a
significant bias towards same flavour lepton pairs. Electrons, muons and leptonically
decaying taus are considered, but hadronically decaying taus are not accounted for
in the analysis.
An overview over the event selection and the expected yield is listed in Tab. 7.1.
It has to be noted that the eµ control sample is included in the yield. A detailed
breakdown versus all lepton flavour combinations in the signal region will be given
later. It is seen that events with top pairs dominate the final selection.
The distribution ofHT after selection of at least two opposite sign leptons is displayed
in Fig. 7.1(a) for the SM simulation with the results for the benchmark points LM0
and LM1 overlaid. One can see that for high HT the signal becomes visible. To
stay above the trigger threshold (Sec. 7.2) HT > 350 GeV is required, where HT is
calculated by summation of all jet pT ’s above 30 GeV within |η| < 3.
Additionally 6ET > 150 GeV is required, which practically eliminates all backgrounds
except top-pair production. The 6ET distribution after selection of two leptons and
HT > 350 GeV is shown in Fig. 7.1(b). The search using this selection presented in
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Table 7.1: Overview over the event selection based on simulation for an integrated
luminosity of 36 pb−1. The column “Two leptons“ includes ee, µµ and eµ final states
passing the full lepton selection. From left to right successively the cut indicated is
added. The errors represent statistical uncertainties only
Dataset Two leptons (10 GeV) HT > 350 GeV 6ET > 150 GeV
tt¯+jets 193.01± 0.98 12.83± 0.25 1.81± 0.09
Z+jets 29958.42± 88.82 30.81± 2.83 0.21± 0.24
WW, WZ, ZZ 71.54± 0.37 0.22± 0.02 0.04± 0.01
W+jets 90.04± 7.58 0.0± 0.68 0.0± 0.68
LM0 56.43± 0.7 28.33± 0.5 11.56± 0.32
LM1 11.08± 0.11 5.85± 0.08 4.4± 0.07
this and the following Chapter has been published in Ref. [93] using a slightly lower
integrated luminosity of 34 pb−1.
To be fully open for any kind of new physics an inclusive look at the data is first
performed, starting with a discussion of the trigger efficiency in the signal region.
7.2 HT Trigger Efficiency
Since leptons originating from signal decays can have a very soft pT spectrum, a
hadronic trigger selection avoids the potential inefficiency that would result from
the high pT thresholds used in single lepton triggers.
Thus, to collect the events and to achieve a uniform selection for all different lep-
ton final states a hadronic HT trigger path is used. HT is calculated online from
calorimeter jets within |η| < 5, whose uncorrected energy exceeds 20 GeV. During
Run2010A and Run2010B three different HT thresholds of 100 GeV, 140 GeV and
150 GeV were introduced to cope with the steeply increasing luminosity during LHC
running.
In the offline analysis, particle flow jets need to exceed a threshold of pT ≥ 30 GeV
to be included in the HT calculation. Therefore one needs to measure the trigger
efficiency for this definition.
The efficiency is measured using an independent event sample collected by muon
triggers. Figure 7.2 shows the turn-on of the HT -Trigger for the offline HT definition
for all three trigger thresholds. The relatively slow turn-on is due to the much
better resolution of particle flow jets compared to the uncorrected calorimeter jets
used online. However the trigger is found to be more than 99.7% efficient for the
offline selection requirement HT > 350 GeV.
The efficiencies measured for events satisfying HT > 350 GeV are listed in Table 7.2.
For the highest threshold an efficiency of (99.7± 0.1)% is found. The efficiency in a
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Figure 7.1: The definition of the signal region has been based on simulation. (a)
shows the HT distribution after requiring at least two opposite sign leptons. (b)
displays the 6ET distribution. Both plots are normalised to 36 pb−1.
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Figure 7.2: HT -trigger turn-on for the offline definition of HT as measured on a
control sample provided by muon triggers. The three different curves mark the
thresholds on an uncorrected HT of 100 GeV (red), 140 GeV (green), and 150 GeV
(blue) used throughout 2010. All triggers are fully efficient for HT > 350 GeV.
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simulated LM0 sample is calculated to be (99.6± 0.1)%. A conservative systematic
uncertainty of 1% is assigned to the trigger efficiency and is taken into account in
the interpretation of the results.
Table 7.2: HT trigger efficiencies as measured using a control sample collected by
muon triggers. The efficiency  is the trigger efficiency with respect to the final
HT selection of 350 GeV.
HLT path Thresh. [GeV] Pathname 
HT 100 HLT HT100U 99.8± 0.1%
HT 140 HLT HT140U 99.7± 0.1%
HT 150 HLT HT150U 99.7± 0.1%
7.3 Non-Prompt Lepton Backgrounds
One less important, but potentially not well modelled, background originates from
misidentified and heavy flavour leptons, e.g. in events with W+jets. This back-
ground is estimated using templates to describe an extrapolation of the isolation
distribution [94]. The basic idea is to relax the isolation cuts in the signal region
and fit the isolation distribution using templates for signal and background.
The signal template is extracted from a Z boson simulation. It is verified that the
isolation for prompt leptons is well described in the simulation for both electrons
(Fig. 6.4(a)) and muons (Fig. 6.9(a)). Using the template from simulation also
provides control over the shape of the isolation distribution for varying hadronic
activity (used to study the systematic uncertainty associated to the signal template).
Using only prompt leptons in the Z+jets sample, the isolation template is created
by a fit of a Breit-Wigner shape (only one sided)
BW (x;m,Γ) =
Γ2
(x−m)2 + Γ2 (7.1)
convoluted with a Gaussian. In this fit the mean is fixed to zero so that the function
can model the steeply falling isolation distribution. Figure 7.3(a) and Fig. 7.3(c)
display the fit obtained for electrons and muons, respectively. In both cases a good
description is achieved.
The background component of the lepton isolation distribution consisting of fake
leptons and leptons from decays of heavy quarks (completely dominant) is fitted
using a Landau function. Figure 7.3(b) (electrons) and Figure 7.3(d) (muons) display
the lepton isolation distribution for a di-jet selection on data with HT > 200 GeV
and 6ET < 20 GeV in events with exactly one reconstructed lepton (to suppress
contribution from events with a Z boson). The Landau function describes the shape
well in the case of electrons and reasonably for muons.
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Figure 7.3: Fit of the isolation distribution of prompt leptons derived from a Z sim-
ulation to create an isolation template for electrons 7.3(a) and muons (c). The back-
ground lepton contribution (di-jet selection on data based on HT > 200 GeV and
6ET < 20) can be described by a Landau function for electrons (b) and muons (d).
The uncertainty on the shape is shown in green and reflects only the statistical
uncertainty.
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In simulation the selection above is expected to be dominated by QCD multi-jet
events, thus providing a sample to measure the background shape. However there is
still some remaining signal contamination for low isolation values, originating both
from Z (where one lepton is out of acceptance) and W boson events passing the
6ET < 20 GeV requirement.
The observed signal contamination leads to a slight overestimation of the fake com-
ponent. When the region of low isolation (below 0.2) is excluded from the fit a shift
of 10% in the background prediction is found. As discussed later, this shift is covered
by the estimated systematic uncertainty.
In the signal region a combined fit using the two templates to the lepton isolation
distribution is performed. Two contributions to the fake component need to be
considered: events where one lepton is real and prompt (e.g. W+Jets, Single Top)
and events where both leptons are fake or heavy flavour leptons (QCD multi-jet
production).
The first part can be extracted directly from the fit, applying the whole event se-
lection (including the requirements on HT and 6ET ) plus isolation on the highest
pT lepton in the event. No isolation cut is applied on the second (lower pT ) lep-
ton. By performing the fit to the isolation distribution of the second lepton the
background with a single misidentified lepton nF can be predicted directly by sum-
mation of all four categories (nµµF , nµeF , neµF and neeF , where F marks the object
that has been misidentified).
The second part, with both leptons being non-prompt nFF , is extracted by mea-
suring their impurity I = nBkg/(nBkg + nPrompt) after application of all selection
requirements (including those on HT and 6ET ) except the isolation on both leptons.
For each lepton combination this component can then be written as
nFF,ee = I
2
e × nee
nFF,µµ = I
2
µ × nµµ
nFF,eµ = IeIµ × neµ,
where nee (nµµ, neµ) is the number of di-electron (µµ, eµ) events respectively. This
component is found to be very small for all studied event selections (typically 10−3-
10−4).
The prediction for the total background is then simply the sum nFake = nF + nFF
of both contributions.
As a cross-check the single fake component can also be calculated from the double
fake part
nF,ee = 2× Ie × nee
nF,µµ = 2× Iµ × nµµ
nF,eµ = Ie × neµ + Iµ × neµ
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yielding a slightly conservative value since the background composition changes
(hence the impurity) after requiring one isolated lepton. However within system-
atic uncertainties the results of both methods agree in all cases. In the following the
direct fit method is used to estimate the background.
All isolation fits to determine the impurity are shown in Appendix D. In a top domi-
nated region, defined by HT > 100 GeV and 6ET > 80 GeV, the impurity is measured
to be 0.024±0.005 for electrons and 0.013±0.002 for muons, which is similar to the
expectation from simulation. As an example Fig. D.1(c) and Fig. D.1(d) show the
combined fit for electrons and muons respectively. The measured impurity in the
final selection sample and in the control region is found to be smaller than 5%.
To validate the method in simulation, the fake yield in a region defined by HT >
100 GeV and 6ET > 50 GeV is compared to MC truth for events arising from heavy
flavour decays or containing fake leptons (for 36 pb−1). For electrons (muons) a
prediction of 5.1 ± 2.5 (4.8 ± 2.4) compares well to the MC truth of 4 (3) fake
events. A test of the validity of the method using W boson events in the data itself
is performed in [94].
7.3.1 Systematic Uncertainty of the Prediction
The isolation shape is sensitive to the underlying lepton pT distribution, which can
differ for the di-jet selection, used to derive the template, and the final signal selec-
tion, where the isolation fit is applied. To assign a systematic uncertainty a validation
of the fit is performed in a background dominated region with 6ET < 20 GeV and
exactly one non-isolated lepton passing all identification cuts. It is assumed that
everything in this region is background, thus the prediction (fit result) can directly
be compared to the observed number of events. In order not to bias the result the
method is applied on different parts of the full dataset (the dataset from which the
background template is derived is always much larger).
Table 7.3 shows the observed and predicted number of fakes when the pT range of
the leptons is varied. A variation of up to 40% is observed, responsible for the largest
part of the systematic uncertainty of the method.
Table 7.3: Prediction versus observation of non-prompt lepton candidates with dif-
ferent pT ’s in a background dominated region with 6ET < 20 GeV, HT > 200 GeV
and exactly one lepton.
pT [GeV] 10-15 15-20 20-25 25-60
Electron pred./obs. 55/68 45/32 34/24 93/80
Relative change -20% +40% +41% +16%
Muon pred./obs. 26/31 12/19 12/14 34/26
Relative change -17% -37% +15% +36%
Table 7.4 shows the change in the number of fakes when the HT cut of the selection
is varied. The variation with HT is not as strong as for the lepton pT and a variation
of up to 30% is found.
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In total a systematic uncertainty of 50% is assigned on the determination of the
non-prompt lepton background.
Table 7.4: Prediction versus observation of non-prompt lepton candidates in events
with different HT ranges in a background dominated region with 6ET < 20 and
exactly one lepton.
HT [GeV] 100-120 140-160 200-300 > 300
Electron 338/391 300/267 221/178 46/52
Relative change -14% +12% +24% -12%
Muon 116/116 80/83 150/135 26/20
Relative change 0% -4% +12% +30%
7.4 Characterisation of the Main Backgrounds
Since the main SM backgrounds do contain real isolated leptons it is important to
characterise the yield and validate that shapes of basic distributions are reproduced
by the simulation. Therefore Z boson production and di-leptonic top pair production
are investigated further.
7.4.1 Z Boson Production
In the electron channel events are selected using a single electron or photon trigger
(during Run2010A), which is found to be more than 99% efficient for the di-electron
selection (Sec. 6.6). Since the single electron trigger thresholds increased drastically
during 2010, the set of single and di-electron triggers listed in Appendix C was used
to collect the full data sample. The efficiency is measured elsewhere [93] and is found
to be very high for the di-lepton selection in this analysis.
Table 7.5: Event yields in data and simulation for the di-electron selection domi-
nated by events with a Z boson. The yields in simulation include only statistical
uncertainty.
Dataset ee Selection
W+jets 4.7± 1.7
Z+jets 11296.0± 54.9
tt¯+jets 15.0± 0.3
WW, WZ, ZZ 13.6± 0.1
Data 10936
To select a clean sample of Z events two isolated opposite-sign electrons with a
pT > 20 GeV are required. The invariant mass of the di-electron pair is required
90 7. Event Selection and Background Determination
 [GeV]eem
60 70 80 90 100 110 120
En
tri
es
 / 
1.
0
-110
1
10
210
310
En
tri
es
 / 
1.
0 Data
Z+jets
WW, WZ, ZZ
+jetstt
W+jets
CMS preliminary
-1
 = 7 TeV, 36 pbs
(a)
φ ∆
-3 -2 -1 0 1 2 3
En
tri
es
 / 
0.
14
0
500
1000
1500
2000
2500
En
tri
es
 / 
0.
14
Data
Z+jets
WW, WZ, ZZ
+jetstt
W+jets
CMS preliminary
-1
 = 7 TeV, 36 pbs
(b)
 [GeV]
T
Z-Boson p
0 20 40 60 80 100 120 140
En
tri
es
 / 
2.
0
-110
1
10
210
310
En
tri
es
 / 
2.
0 Data
Z+jets
WW, WZ, ZZ
+jetstt
W+jets
CMS preliminary
-1
 = 7 TeV, 36 pbs
(c)
Z-Boson Rapidity
-3 -2 -1 0 1 2 3
En
tri
es
 / 
0.
1
0
100
200
300
400
500
600
En
tri
es
 / 
0.
1 Data
Z+jets
WW, WZ, ZZ
+jetstt
W+jets
CMS preliminary
-1
 = 7 TeV, 36 pbs
(d)
 [GeV]TE
0 10 20 30 40 50 60 70 80 90 100
En
tri
es
 / 
2.
0
-110
1
10
210
310
410
En
tri
es
 / 
2.
0 Data
Z+jets
WW, WZ, ZZ
+jetstt
W+jets
CMS preliminary
-1
 = 7 TeV, 36 pbs
(e)
 [GeV]TH
100 150 200 250 300 350 400 450
En
tri
es
 / 
10
.0
-110
1
10
210
En
tri
es
 / 
10
.0 DataZ+jets
WW, WZ, ZZ
+jetstt
W+jets
CMS preliminary
-1
 = 7 TeV, 36 pbs
(f)
Figure 7.4: Comparison of data (black points) with simulation in a Z boson dom-
inated control region in the di-electron channel. The simulated samples (stacked)
are normalised to an integrated luminosity of 36 pb−1(see text).
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to be between 60 < mee < 120 GeV. A comparison of the event yield in data and
simulation is shown in Tab. 7.5.
Figure. 7.4(a) displays the invariant mass distribution revealing a very clean sam-
ple of Z boson events. The shift in the mass distribution originates from a time-
dependent shift in the electron energy scale due to loss of transparency of crystals
in the ECAL1. The small shift of approximately 3% of the electron energy scale has
a small effect on the uncertainty associated to the electron pT cut. Further charac-
teristics of the dominating Z boson production are examined by considering events
with a tighter Z-mass window of |mee −mZ | < 20 GeV.
The angular distance in φ between the two electrons is shown in Fig. 7.4(b) and
good agreement to simulation is found. Figures 7.4(c) and 7.4(d) display the Z bo-
son pT and rapidity distribution, respectively. Again an excellent agreement with
simulation is found. Figures 7.4(e) and 7.4(f) show the 6ET and HT distribution,
respectively in these events. While the HT -distribution shows good agreement to
simulation, the 6ET shape is broader in data. Two effects contribute to this dis-
agreement. Firstly, as discussed in Sec. 6.10 the 6ET resolution in the data is larger
compared with simulation [81, 95], leading to a broader distribution for events with-
out real missing transverse energy, such as Z boson events. Secondly, pileup is not
simulated, but additional interactions contribute to 6ET by shifting the distribution
to higher values [81, 95]. Both effects contribute mainly in a region of intermediate
6ET [95], thus do not largely affect the SUSY search in the region 6ET > 150 GeV.
In the region of high HT > 350 GeV used for the SUSY search a better description
is found as discussed later.
In di-muon channel the events are collected using a set of single muon triggers, which
are 90% percent efficient for the muon selection described in Sec. 6.7. However since
there are two muons in the event the inefficiency introduced by the trigger is only
1%. As for electrons, two isolated opposite-sign muons within |η| < 2.4 having a
pT > 20 GeV and satisfying 60 < mµµ < 120 GeV are required to select Z boson
events. Yields in data and simulation for this selection are listed in Tab. 7.6.
Figure 7.5(a) shows the invariant mass distribution for a clean sample of Z boson
events. Data and simulation are in good agreement indicating that the muon mo-
mentum scale is well understood. The same quantities as in the di-electron case are
examined for events within a tighter invariant mass window of |mµµ−mZ | < 20 GeV.
The angular distance in φ between the two muons (Fig. 7.5(b)), the Z boson pT dis-
tribution (Fig, 7.5(c)) as well as the Z boson rapidity distribution (Fig. 7.5(d)) are
all seen to be in agreement with simulation. The HT distribution (Fig. 7.5(f)) also
agrees with simulation, while the 6ET distribution (Fig. 7.5(e)) again is broader for
data. As in the electron case, this is due to resolution and pileup.
To finally validate the object and event selection a quantitative measurement of the Z
boson production cross-section is performed using 3 pb−1of data. A lower integrated
luminosity (compared to the available integrated luminosity) is used because of a
1The software correction for the loss in transparency was not enabled in the dataset used for
this analysis.
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Figure 7.5: Comparison of data (black points) with simulation in a Z boson domi-
nated control region in the di-muon channel. The simulated samples (stacked) are
normalised to an integrated luminosity of 36 pb−1(see text).
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Table 7.6: Event yields in data and simulation for the di-muon selection in
36 pb−1dominated by events with a Z boson. The uncertainty on the simulation
is only statistical.
Dataset Selection
W+jets 0.1± 0.3
Z+jets 14377.5± 61.9
tt¯+jets 17.9± 0.3
WW, WZ, ZZ 17.0± 0.1
Data 13842
uniform and well understood trigger selection for this running period (Run2010A).
Additionally the measurement is already systematically limited at this integrated
luminosity. It is meant as a check and not intended to provide a precise cross-section
determination. The cross-section was determined using the formula
σ =
NSignal −NBkg
AL , (7.2)
where A is the acceptance,  the experimental selection efficiency and L the inte-
grated luminosity.
For the di-electron sample the efficiency can be rewritten as
 = 2electron
[
1− (1− Trigger)2
]
, (7.3)
with the electron reconstruction and selection efficiency electron and the single elec-
tron trigger efficiency Trigger.
The acceptance has been calculated using the Madgraph Z boson sample by selecting
two opposite sign electrons with pT > 20 GeV and |η| < 2.4 at the generator level,
satisfying 60 < mee < 120 GeV. It is found to be 0.459±0.08, where the uncertainty
originates from PDF uncertainties as well as from initial and final state radiation [88].
The electron reconstruction and selection efficiency has been measured and validated
in Sec. 6.8 and introduces an uncertainty of 2%. An additional uncertainty arises
from the measurement of the integrated luminosity which has an uncertainty of 4%.
The backgrounds from di-leptonic tt¯-events and Diboson events have been estimated
from simulation and the fake component is neglected.
Using the 996 events in the di-electron channel one calculates a cross-section of
σZ→ee =
(
972± 31(stat) ± 31(syst) ± 39(lumi)
)
pb, (7.4)
which is in excellent agreement with the CMS [88] and Atlas [96] published results
and the NNLO theoretical prediction [97] of
σZ→l+l− = (972± 4) pb. (7.5)
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The determination of the cross-section in the muon channel is done in complete
analogy to the electron case. The data is provided by a single muon trigger, which
has an efficiency of (90.9 ± 0.1)% for individual muons fulfilling the final selection
criteria.
The acceptance was calculated using the Madgraph Z simulation and was found
to be 0.453 ± 0.08, consistent with the electron channel. As in the electron case
the uncertainty originates from PDF uncertainties as well as initial and final state
radiation [88].
The muon efficiency uncertainty (Sec. 6.8) is of the same magnitude as for electrons.
Out of 1086 signal events within the selection one calculates a cross-section in the
muon channel of
σZ→µµ =
(
937± 28(stat) ± 30(syst) ± 37(lumi)
)
pb (7.6)
again in good agreement with the CMS [88] and Atlas [96] results and the NNLO
theoretical prediction.
In conclusion the leptonic event selection is validated and the SM Z boson production
is well understood.
7.4.2 Top Pair Production
The most important background in the opposite-sign dilepton channel is di-leptonic
tt¯ production. To validate its production mechanism and properties, a typical top
sample has been selected following Ref. [98, 99].
The sample is selected based on the set of single and di-lepton triggers given in
Appendix C. Additionally two isolated opposite-sign leptons with a pT > 20 GeV
within |η| < 2.4 are required with the invariant mass of the di-lepton pair satisfying
mll > 10 GeV. The observed jet multiplicity and 6ET distribution in these events is
shown in Fig. 7.6(a) and Fig. 7.6(b) respectively.
As expected the sample is dominated by events with a Z boson in the ee and µµ-
channels. To suppress this background events with 6ET > 40 GeV having at least
two jets with pT > 30 GeV are selected. Figure 7.6(c) shows the b-jet multiplicity
distribution after these cuts and already at this stage a quite pure top sample is
obtained.
The invariant mass distributions are shown in Fig. 7.6(d) for the eµ, in Fig. 7.6(e)
for the ee and in Fig. 7.6(f) for the µµ final state. In the di-muon channel a higher
Z yield can be observed, which could be attributed to the soft 6ET cut and the bad
description in this region. However, in the di-electron channel good agreement with
simulation is found indicating a downward fluctuation in the electron channel and
an upward fluctuation in the muon channel. To enrich the purity and to determine
the Z background from data directly a cut in the invariant mass of the di-electron
and di-muon pairs is introduced. All events with |mll −mZ | < 15 GeV are vetoed.
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Figure 7.6: Comparison of data (black points) with simulation (MC is stacked and
scaled to the integrated luminosity of the data) in a control region dominated by
tt¯ production. In (a) and (b) two opposite sign leptons are demanded, while in (c)
to (f) at least two jets and 6ET > 40 GeV is required yielding a relatively pure top
sample.
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Table 7.7: Event yield in the top control region compared to simulation for the full
data sample of 36 pb−1. The prediction from simulation includes statical errors only.
Dataset ee µµ eµ
tt¯+jets 15.37± 0.28 18.64± 0.31 48.1± 0.49
Z+jets 2.13± 0.75 4.3± 1.05 2.04± 0.73
WW, WZ, ZZ 0.19± 0.01 0.23± 0.01 0.44± 0.02
W+jets 0.15± 0.3 0.0± 0.37 0.71± 0.5
Total simulation 17.83± 0.85 23.17± 1.16 51.29± 1.02
Data 21 26 50
Depending on the channel, the tt¯ purity of the events following this selection is 80-
90%. A comparison to simulation is shown in Tab. 7.7, where reasonable agreement
is found.
The events in the electron veto region nee,in = 15 are used to estimate the number
of Z events outside this region using the ratio Ree,out/in = 0.28 ± 0.08 of events in
the two regions derived from simulation
nZ→ee,out = Ree,out/in
(
nee,in − neµ,in
2rµe
)
, (7.7)
where rµe is the ratio of muon to electron selection efficiency introduced in Sec. 6.8
and neµ,in = 10 the number of eµ-events in the veto region. The subtraction is
introduced to remove the top signal contamination in the veto region. The method
relies on the fact that the top background is flavour symmetric.
Analogue to the di-electron channel the number of events in the veto region of the
di-muon channel nµµ,in = 33 are used to estimate
nZ→µµ,out = Rµµ,out/in
(
nµµ,in − neµ
2
rµe
)
, (7.8)
with Rµµ,out/in = 0.39 ± 0.05 derived from a Z → µµ simulation. The systematic
uncertainty assigned to this prediction is as large as 50% (in total for muons), since
a large variation of the ratios Rµµ,out/in and Ree,out/in is observed when varying the
number of jet and 6ET cut [98, 99]. The enhancement corresponds to events with
mismeasured lepton momenta (mostly for muons) which lead to increased 6ET and
change the ratio of events within and outside the Z region. In the electron channel
an uncertainty from the electron energy scale is included and the total uncertainty
is smaller (20%) than for muons. Additionally the ratio has a statistical uncertainty
of (15-30)% depending on the channel.
The background from Z → τ+τ−, where the taus decay leptonically, is estimated
from simulation and the uncertainty is dominated by the jet energy scale (5%), which
results in a 25% variation.
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Table 7.8: Summary of the background predictions in the top selection.
Estimate
Z → ll (l = e, µ) 13.7± 5.9
Z → ττ 4.1± 1.0
WW, WZ, ZZ 0.86± 0.34
Non-prompt leptons 2.2± 1.1
Total background 20.9± 6.1
Backgrounds with one lepton originating from a heavy flavour decay and a misiden-
tified lepton are estimated using the isolation template method described in Sec. 7.3.
The di-boson production which is the smallest part of the background is estimated
using simulation only and does not introduce a large systematic uncertainty.
The results of the backgrounds estimated based on data control samples and on
simulation as outlined above are shown in Tab. 7.8.
As a validity check of the selection in a hadronic environment, a quantitative mea-
surement of the tt¯ cross-section is performed (not to deliver a precise measurement).
The cross-section can be determined using Eq. 7.2, which can be rewritten in the
following form
σtt¯ = σtt¯,theory
(
Nobs −Nbkg
ξNtt,MC
)
, (7.9)
where Nobs is the number of observed events, Nbkg the number of background events,
Ntt¯,mc the number of events expected in simulation from the analysed luminosity and
σtt¯,theory the theoretical cross-section. ξ is a scale factor to model potential differences
between simulation and data (e.g. differences in the lepton, trigger efficiencies). It is
found to be compatible to one for the lepton selection efficiencies (see Sec. 6.8) as well
as for the hadronic energy scale. A global scale factor of ξGen = 0.944 is introduced
to account for the difference in the branching fraction W → lν, which is set to 1/9
in the Madgraph generator, but has a current world average of 0.1080±0.00096 [16].
The individual scale factors are ξee = 0.99, ξeµ = 0.98 and ξµµ = 0.97 for ee, eµ and
µµ respectively (mainly due to differences in the trigger efficiency).
Systematic uncertainties on the determination of the cross-section arise from lumi-
nosity (4%), lepton efficiency (2% per lepton) and the various background determi-
nation methods. Another source of uncertainty is the hadronic energy scale, which
has an uncertainty of 5%. The impact of the uncertainty is tested in simulation by
varying the HT and 6ET cuts by 5%, which affects the top selection efficiency by 6%.
The theoretical uncertainty due to top mass, PDF uncertainty, initial and final state
radiation is found to be 9% [98]. Another large part of the uncertainty is introduced
by the background prediction method and amounts to 8%. Thus a total systematic
uncertainty of 15% needs to be taken into account.
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With these ingredients and the number of observed events (Tab. 7.7) a cross-section
of
σtt¯ =
(
158.0± 20.5(stat) ± 23.7(syst) ± 6.3(lumi)
)
pb, (7.10)
can be calculated. It is in good agreement with the CMS [98, 99] and Atlas [100]
published cross-section measurements and the NLO theory prediction of 157.5 ±
20 pb for a top mass of mTop = 172.5 GeV [101].
Top quark production is found to be well in agreement with simulation, thus we
focus on the SUSY search, starting with a discussion of the background prediction
methods.
7.5 Prediction Based on Simulation
Since one observes agreement for many distributions, it is reasonable to use a pre-
diction of the number of events based on simulation only. The simulation is used to
estimate the contribution in the signal region of small backgrounds such as Z → ll
(ee and µµ), WZ and ZZ without introducing a large systematic uncertainty For
the dominant tt¯ background it is used as cross-check.
A systematic uncertainty needs to be assessed for the estimates. An uncertainty
of 4% comes from the absolute luminosity normalisation. For the cross-section of
inclusive Z boson production an uncertainty of 3% has been assumed (Sec. 7.4.1
and [88]). The cross-section for WW production has been measured recently [102]
and is found to be in agreement with the NLO prediction. An uncertainty of 40%
is assigned to the WW cross-section, as well as to that for WZ and ZZ production
where the central value is obtained from the Monte Carlo for FeMtobarn processes
(MCFM) [101]. The top-quark production cross-section is known with an uncertainty
of 14% [99].
Since the prediction for the backgrounds refers to an extreme kinematic regime,
additional sources of systematic uncertainties are introduced by the applied cuts.
Given the agreement between data and simulation in Sec. 6.8, an uncertainty on
the lepton selection efficiency of 5% per lepton is assumed to cover the difference in
the hadronic activity between the Z boson sample used to tune the lepton selection
requirements and the search sample on which these were applied.
Another source of uncertainty is the jet energy scale uncertainty, which is taken to be
5%. This is translated into an event selection uncertainty by a correlated variation
of the HT and 6ET cuts by 5%, which then translates in an uncertainty on the event
selection.
All individual contributions are assumed to be uncorrelated and thus added in
quadrature. The total uncertainty is dependent on the hadronic event selection
and the 6ET and HT shape of the background. Although it can be as large as 50%
in the search region, it is acceptable for small background contributions and still
permits a meaningful check of the tt¯ background.
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7.6 Uncorrelated Flavour Background Prediction
Method
Since the search region is expected to be dominated by di-leptonic tt¯-production, for
which the flavour of the two leptons is uncorrelated, the sample of different flavour
lepton combinations (eµ) is used to predict the number of same flavour combinations
(ee and µµ) as introduced in Sec. 2.6.
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Figure 7.7: Test of the prediction of the di-leptonic tt¯ background from the number of
different flavour dileptons in simulation for the top selection described in Sec. 7.4.2.
The invariant mass of different flavour lepton pairs (black) is compared and agrees
well with the invariant mass of the sum of all same flavour dileptons (solid green).
The prediction relies only on the knowledge of the ratio of muon to electron recon-
struction efficiency
rµe = 1.08± 0.06. (7.11)
which is determined in Sec. 6.8. The uncertainty of 6% is dominated by the extrap-
olation of the measured lepton selection efficiency (using a Z boson sample) to a top
sample with higher hadronic activity.
Under the assumption of lepton universality, the following two formula hold for any
background where dileptons of uncorrelated flavour are produced (e.g. top-pairs
events, Z → ττ → ll, WW -production)
nee =
1
2
neµ
rµe
, (7.12)
and
nµµ =
1
2
neµrµe, (7.13)
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thus providing a precise measure of any such background based on data only. With
high statistics it is even possible to use the full shape information as shown in Fig. 7.7,
where the invariant mass of all different flavour pairs (black) is compared with the
invariant mass of the sum of all same flavour pairs (solid green) in a top simula-
tion. Good agreement in shape and yield is found for the top selection described in
Sec. 7.4.2.
For the same selection a quantitative test of the method based on pure event counting
has been performed and good agreement between prediction and the MC truth has
been found:
nee = 19.5± 3.0 (stat)± 1.2 (syst) (18.7 MC) (7.14)
nµµ = 22.3± 3.5(stat.)± 1.3 (syst) (22.8 MC). (7.15)
Prediction and MC truth agree within the systematic uncertainty alone, resulting
from using the muon/electron efficiency ratio as derived from Z boson simulation.
Here the same 6% uncertainty in the extrapolation of lepton selection efficiencies in
simulation are assumed. The statistical uncertainty represents the error expected in
simulation for an integrated luminosity of 36 pb−1.
7.6.1 Performance in a Control Region
To gain confidence in the performance of this technique it is necessary to test it
on a high statistics sample, dominated by tt¯ production. To collect the sample one
needs to lower the HT requirement of the hadronic trigger, and hence it is necessary
to use the full set of leptonic triggers (Appendix C), including lepton pT thresholds
of 20 GeV for the first and 10 GeV for the second lepton. It is validated through
simulation that the HT and trigger selections do not introduce a bias.
Using this sample the control region is defined by 100 < HT < 350 GeV and 6ET >
80 GeV. It is dominated by tt¯ with almost no residual contribution from events
with a Z boson. The control region is defined to be disjoint with the signal region.
However it also suffers from potential signal contamination, in case of a very soft
HT and 6ET spectrum of new physics. The invariant mass distribution of the events
split by lepton flavour combinations is shown for ee (Fig. 7.8(a)), µµ (Fig. 7.8(b)),
same flavour ll (Fig. 7.8(c)) and different flavour eµ (Fig. 7.8(d)). Agreement in
shape with simulation is observed in all categories, with the yield in the data being
higher.
Table 7.9 lists the number of expected SM background events in the control region
(100 < HT < 350 GeV and 6ET > 80 GeV), as well as the prediction from the
background estimation techniques for an integrated luminosity of 36 pb−1.
In this region 26 different flavour opposite sign lepton pairs are observed. Subtracting
0.9±0.5 predicted non-prompt eµ events, one obtains 25.1±0.5 tt¯ candidate events,
which are used to predict the same flavour combinations using Eq. 7.12 and 7.13.
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Figure 7.8: Invariant mass distributions in the control region (100 < HT < 350 GeV
and 6ET > 80 GeV) for (a) ee, (b) µµ, same flavour (c) ll and (d) eµ lepton
combinations.
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The contribution of Z → ll (l = e, µ) as well as WZ and ZZ is based on simulation
and found to be 0.48 ± 0.13 events, where the systematic uncertainty derived as
discussed in Sec. 7.5.
The prediction of non-prompt background using template fits yields a prediction
of 0.5 ± 0.3 (0.2 ± 0.1) in ee (µµ) channels, respectively. Additionally, 0.9 ± 0.5
non-prompt background events are determined in the eµ channel.
The total prediction (sum of all contributions) of 26.3± 3.7 events agrees well with
the observation of 26 same flavour opposite sign events, giving confidence in the
method.
Table 7.9: Number of predicted and observed ee and µµ events in the control region,
defined by 100 < HT < 350GeV and 6ET > 80GeV. “SM MC” indicates the sum of
all MC samples including two real prompt leptons (tt¯, Z0/γ∗ + jets, W + jets and
WW/WZ/ZZ) and includes statistical uncertainties only.
Control Region
Process ee µµ
Prediction from eµ 11.6± 2.4 13.6± 2.8
Z → ll (not τ) + WZ, ZZ (MC) 0.12± 0.04 0.36± 0.12
Non prompt backgrounds 0.5± 0.3 0.2± 0.1
Total predicted 12.2± 2.4 14.1± 2.8
Total observed 10 16
Sum SM MC 9.8± 0.5 11.7± 0.6
The sum of the SM simulation (just given for completeness) is slightly lower com-
pared to the data, but compatible within the systematic uncertainty, which is found
to be 25% in this region.
Having shown that the background can be reliably predicted in the control region
we now proceed to the search region where the largest contribution from a potential
SUSY signal is expected.
7.7 Results in the Search Region
In the search region, defined by HT > 350 GeV and 6ET > 150 GeV and requiring
two opposite sign leptons (electrons or muons) with pT > 10 GeV in |η| < 2.4, one
event with an eµ combination is observed. The event has three jets above threshold,
two of them are b-tagged, a HT = 1028 GeV and 6ET = 304 GeV. An event display
can be found in App. E. Both the di-electron and the di-muon channel do not contain
any events.
To check that the standard model contribution is seen after imposing the HT >
350 GeV requirement, the 6ET cut is removed. Figure 7.9(a) displays the distribution
of missing transverse energy and one does observe good agreement between data and
the standard model (stacked histogram). To show the sensitivity to the presence of
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Figure 7.9: (a) 6ET and invariant mass distributions for the (b) ee, (c) µµ (d) eµ
combinations after di-lepton selection for HT >350 GeV, but without a 6ET cut.
Simulated samples are scaled to the integrated luminosity of the data.
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signal in the search region the 6ET distribution for the benchmark points LM0 and
LM1 is overlaid. The signal is clearly visible for 6ET > 150 GeV for LM0.
The other important quantity is the flavour composition in the selected di-lepton
events. Figure 7.9(b) and Fig. 7.9(c) show the di-electron and di-muon invariant
mass distribution, respectively, while Fig. 7.9(d) displays the invariant mass of the
different flavour pairs (eµ). In all cases good agreement between data and simulation
is seen, justifying the reliance on simulation for the prediction of small backgrounds
as Z → ll (l = eµ) or WW,WZ,ZZ.
Table 7.10 lists the number of events expected from SM backgrounds in the signal
region, as well as expectations for signal events for the LM0 and LM1 benchmark
points, for an integrated luminosity of 36 pb−1(the error on the yield in simulation
includes statistical uncertainty only). The simulation for Z0/γ∗+jets includes decays
into electrons, muons and taus.
Table 7.10: Summary of number of events expected from Monte Carlo simulations in
the signal region of HT > 350 GeV and 6ET > 150 GeV. Z0/γ∗ + jets includes both
decays into light leptons (e, µ) and τs. The errors reflect the Monte Carlo statistics
only.
Process ee µµ eµ total
tt¯ 0.42± 0.05 0.54± 0.05 0.85± 0.07 1.81± 0.09
Z0/γ∗ + jets 0.0± 0.18 0.08± 0.15 0.13± 0.18 0.21± 0.30
Di-boson 0.01± 0.0 0.01± 0.0 0.02± 0.01 0.04± 0.01
W + jets 0.0± 0.37 0.0± 0.37 0.0± 0.37 0.0± 0.68
Total background 0.43± 0.42 0.64± 0.40 0.99± 0.42 2.06± 0.74
Data 0 0 1 1
LM0 3.55± 0.18 4.09± 0.19 3.92± 0.2 11.56± 0.32
LM1 1.74± 0.04 2.12± 0.05 0.54± 0.02 4.40± 0.07
The predictions based on the data for the event yields in the ee and µµ channels are
summarised in Tab. 7.11 and the procedure for the prediction is in complete analogy
to the control region.
The contribution of Z → ll (l = e, µ) as well as WZ and ZZ is based on simulation
and found to be very small, 0.06 ± 0.03 events. Any contribution from Z → ττ →
ll + 4ν, is not included here, since this contribution is predicted by the method of
different flavour subtraction.
The prediction of non-prompt background using template fits yields a prediction
of zero events in both ee and µµ channels. Additionally, 0.1 ± 0.1 non-prompt
background events are determined in the eµ channel.
From the observation of one eµ event, subtracting 0.1± 0.1 non-prompt background
events, a prediction based on the eµ sample of nee = 0.4
+1.0
−0.4 and nµµ = 0.5
+1.2
−0.4 for
di-electron and di-muon channels is derived.
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Table 7.11: Number of predicted and observed events in the signal region, defined by
HT > 350GeV and 6ET > 150GeV. “SM MC” indicates the sum of all MC samples
(tt¯, Z0/γ∗+ jets, W + jets and WW/WZ/ZZ) and includes statistical uncertainties
only.
Signal region
Process ee µµ
Prediction from eµ 0.4+1.0−0.4 0.5
+1.2
−0.4
Z → ll (not τ), WZ, ZZ (MC) 0.01±0.005 0.05± 0.03
Non prompt leptons 0 0
Total predicted 0.4+1.0−0.4 0.6
+1.2
−0.4
Total observed 0 0
Sum SM MC 0.43± 0.42 0.64± 0.40
LM0 3.55± 0.18 4.09± 0.2
LM1 1.74± 0.04 2.1± 0.1
The total prediction is the sum of all contributions and a total of 1.0+2.2−0.8 same-
flavour events using Poisson statistical uncertainties is obtained. The prediction
separated by flavour yields nee = 0.4
+1.0
−0.4 and nµµ = 0.6
+1.2
−0.4 for di-electron and di-
muon channels, respectively.
It is seen that the prediction based on the data agrees also with the estimate from
simulation only 1.1± 0.6 events (nee = 0.4± 0.4, nµµ = 0.6± 0.4).
The observation of no events with same flavour lepton pairs, which is consistent with
the background prediction, has to be confronted with the total yield of 7.6±1.5 events
and 3.9± 0.5 events for LM0 and LM1 respectively. The systematic uncertainty on
the signal yield is derived from the jet energy scale (5-12%), the luminosity (4%),
and the lepton/trigger efficiency (10%).
Since no sign of physics beyond the standard model is found neither in the control
nor in the signal region, a limit is set and an interpretation of the result is discussed
in the next chapter.
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8 Interpretation of the Result
As discussed in Section 7.7 no event is found in the signal region, defined by HT >
350 GeV and 6ET > 150 GeV and requiring two same flavor opposite sign leptons
(electrons or muons) with pT > 10 GeV in |η| < 2.4.
The background prediction from the SM simulation is 1.1 ± 0.6 events, where the
uncertainty is derived from the jet energy scale (40%), the luminosity (4%), and the
lepton/trigger efficiency (10%) (see Section 7.5). The prediction based on the eµ
data sample is 1.0+2.2−0.8 in good agreement with simulation and with the observation
of no events. Therefore a limit on the contribution of new physics is set.
8.1 Statistical Procedure
The statistical procedure to set a limit using a Bayesian method follows Ref. [103].
Since the results are interpreted purely as a counting experiment with an observation
of n events, the likelihood function for the data is defined as a Poisson distribution
with expectation value µ
P (n|µ) = e
−µµn
n!
. (8.1)
The expectation value has contributions from the SM and from new physics
µ = b+ s = b+ L σ, (8.2)
where b is the number of expected background events, s is the number of signal
events, parametrised via the integrated luminosity (L ), the selection efficiency 
and the signal cross-section σ.
For Bayesian statistics a prior distribution needs to be assigned to each of the in-
put values. For the luminosity a gaussian prior is assumed. For the number of
background events the prediction from the number of observed different flavour (eµ)
events is used including its uncertainty, thus a Poisson distribution is used. For the
signal efficiency a log-normal distribution
LN (φ; η) =
1
φ
e
− ln(φ)2
2η2 (8.3)
is used, as commonly used in case of multiplicative errors from multiple sources [104].
Here η represents the relative uncertainty on the quantity φ (e.g. the efficiency its
relative uncertainty).
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The signal cross-section is represented by a flat prior with maximal cross-section
σmax, chosen sufficiently large to be of interest.
To obtain a posterior probability Bayes’ Theorem is used. In its general form it can
be written as
P (A|B) = P (B|A)P (A)
P (B)
, (8.4)
with two different components:
A stands for a number of signal events between s and s + δs and a background
count between b and b+ δb.
B comprehends the observation in the data, i.e. the observation of n events and
all prior knowledge on the signal efficiency, luminosity and background. All
assumptions that went into the definition of the priors are denoted as model
M .
Hence for the concrete problem Bayes’ Theorem becomes
P (σ,L , , b|n,M) ∝ e
−µµn
n!
P (σ|M)P (L , , b|M) , (8.5)
where the normalisation (ρ = 1
N
P ) can be determined by integration over all degrees
of freedom. Here a factorisation of the prior for the signal cross-section P (σ|M) and
the nuisance parameter modelling P (L , , b|M) is assumed.
The only parameter of interest is the number of signal events or the signal cross-
section, thus L ,  and b are treated as nuisance parameters, that can be integrated
over
ρ (σ|n,M) =
∫
ddL db ρ (σ,L , , b|n,M) . (8.6)
To test the impact of the prior in the nuisance parameter modelling a Γ-distribution
Γ (φ; η) = φ1/η
2
e
− φ
η2 (8.7)
instead of a log-normal distribution (with the same convention as above) is used for
nuisance parameter integration and the difference on the final limit is found to be
smaller than 5%.
To translate the probability distribution to an upper limit on the signal cross-section
(or number of events) an integration is performed up to the desired confidence level
β
β = 0.95 =
∫ σUL
0
dσρ (σ|n,M) . (8.8)
For the exclusion a 95% CL upper limit is used. A model is excluded if the signal
cross-section (or number of events) exceeds the calculated bound σUL.
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8.2 Model Independent Limit
To derive a model independent limit the Bayesian 95% CL upper limit on the number
of non-SM events nS in the signal region is calculated to be
nS ≤ 3.0, (8.9)
with an expected limit of 4.3 events. The expected limit is calculated using an
observation at the mean value of the eµ background prediction, i.e. 1 event. An
expected upper limit calculated purely from simulation, i.e. with an expectation of
1.1 events yields 4.4 events, thus is very close to the expected limit based on the
prediction from the eµ control sample. In the following the median upper limit refers
to the expected limit calculated based on the data-driven background prediction.
If a signal would only manifest itself in the eµ-channel only the limit derived from
the data (eµ control sample) would be too tight. However, given the agreement
between data-driven prediction and simulation no large signal contamination is ob-
served. Since the limit for the Bayesian method with an observation of zero events
is independent of the background prediction no signal contamination from the eµ
channel has been taken into account in the following.
The limit translates into an upper limit on cross-section times signal efficiency of
σS ×  ≤ 0.0817 pb. (8.10)
The uncertainty on the signal efficiency is set to zero, because no particular model
of new physics is assumed. This limit is valid within the signal region defined above.
To test whether a given model is excluded by this limit additional input on detector
response and resolution for the various reconstructed objects is necessary and is
given in the following.
8.2.1 Information for Model Builders
There are many models for new physics, which can produce a signal in the opposite
sign di-lepton channel accompanied by large hadronic activity and missing transverse
energy, e.g. the model of universal extra dimensions (UED) [105] can lead to a
similar signature [106]. To allow a larger community to test various models against
the model independent limit derived above it is helpful to provide the selection
efficiencies as a function of generator level observables.
Figure 8.1(a) shows the selection efficiency as a function of the generated HT in a
simulated LM0 sample, but no large variation for a varying sample composition is
expected.
The turn-on point is well centered around HT = 350 GeV and can be parametrised
by an error function
f(x) = a+

2
(1− a)
[
Erf
(
x− x0
σ
)
+ 1
]
. (8.11)
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Figure 8.1: Selection efficiency as a function of generated HT (a) and gener-
ated 6ET (b) in a LM0 simulation, including a parameterisation. To derive the
HT efficiency no 6ET cut is applied and no HT cut is required for the 6ET efficiency.
The parameters are x0 = 349.6 GeV, σ = 44.4 GeV,  = 0.994, a = 0 and the error
function is defined as
Erf(x) =
2√
pi
∫ x
0
e−t
2
dt. (8.12)
Figure 8.1(b) displays the efficiency of the 6ET selection as a function of the generated
missing transverse energy for the LM0 simulation. Again no large dependence on
the sample composition is expected.
The 50% efficiency point is shifted slightly towards higher values (around 160 GeV)
and the resolution is broader compared to the HT efficiency. However the error func-
tion yields a good fit and the curve can be parametrised in the same way (Eq. 8.11).
The fitted values are x0 = 158.8 GeV, σ = 31.3 GeV,  = 0.973, a = 0.02.
Both 6ET and HT selection efficiency are assumed to be uncorrelated (i.e. factorised),
which is approximately true for events with real missing transverse energy as for the
LM0 signal.
The third ingredient to the emulation of the search cuts is the most difficult: the
treatment of the lepton selection efficiency.
Figure 8.2(a) displays the identification (green) and identification plus isolation effi-
ciency (red) for electrons in the LM0 sample as a function of electron pT . A possible
parameterisation (green curve) for the identification efficiency
f(x) = a+

2
(1− a)
[
Erf
(x
σ
)
+ 1
]
, (8.13)
yields the parameters a = 0.37, σ = 21.5 and  = 0.83.
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In Fig. 8.2(b) the same efficiencies are shown as a function of η for an average
pT = 36 GeV. An approximate parameterisation of the identification efficiency
f(x) = a+ bx2 + cx4, (8.14)
can be fitted (a = 0.88, b = 0.00233, c = −0.00128).
Figure 8.2(c) presents the efficiencies for muons as a function of pT . Again the
same parameterisation as for the pT dependence of the electrons yields parameters
of a = 0.80, σ = 25.2 and  = 0.81 (for identification).
Figure 8.2(d) displays the efficiency as function of η parametrised as a constant
c = 0.95 (for identification efficiency at an average pT = 36 GeV).
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Figure 8.2: Lepton selection efficiencies derived from a LM0 simulation. In green
the identification efficiency is shown, while the red points give the isolation plus
identification efficiency. (a) shows the pT dependence for electrons and (b) the η-
dependence. (c) muon efficiency as function of pT and as a function of η (d).
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The identification efficiency is expected to vary only by a small amount depending on
the sample and can be used directly to compare generated leptons with the detector
response. However, as discussed earlier, the isolation efficiency does depend strongly
on the event kinematics and can be very low for new physics models where leptons
and jets are produced from extremely boosted objects or in an environment of high
jet activity.
To be able to mimic this part of the selection it is necessary to collect on the generator
level all stable visible particles with pT > 1 GeV in a cone of ∆R < 0.4 around the
lepton (excluding the lepton itself in the summation). The relative isolation (divided
by the pT,lepton of the lepton) value can then be constructed by
Iso =
[ ∑
stable visible particles
pT,i
]
∆R<0.4
pT,lepton
(8.15)
and a cut of smaller than 0.2 must be applied to this quantity.
In this approximate way it is possible to test the model with an uncertainty of
20-30% on the signal efficiency.
8.3 Interpretation within the cMSSM
To allow comparison to other experiments a more detailed interpretation of the limit
in the framework of a popular SUSY model, the cMSSM, is given in this section.
It demonstrates the sensitivity of the approach and sets the tightest limits in the
opposite sign di-lepton channel as of 2010.
To interpret the results within the cMSSM three scans in the m0-m1/2-plane with
different values of tan β = 3, tan β = 10 and tan β = 50 are simulated (see Sec. 5.5.1)
using the fast simulation. To avoid statistical fluctuations in the signal yield the
histograms are smoothed using a kernel algorithm [84]. The yield at the reference
point LM1 is used to match to the full simulation.
8.3.1 Cross-section and Acceptance
To translate the limit on the number of observed events into an exclusion curve, a
correction for the signal cross-section is used, because the leading order cross-section
is calculated using Pythia only. Since there are NLO calculations available for the
production cross-sections of SUSY particles, these are used to derive a NLO event
yield, using an event by event k-factor to correct the LO cross-section.
The Prospino2 program [21, 22] is used to calculate the k-factor for each produc-
tion mode: neutralino/chargino+gluino, neutralino/chargino + squark, neutralino-
chargino, slepton-slepton, squark-antisquark, squark-squark, stop-antistop sbottom-
antisbottom, gluino-gluino and squark-gluino. From all events selected in the signal
region (by using the production mode from the generator level) an average k-factor
is derived, which is then used to scale the leading order Pythia cross-section. The
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Figure 8.3: Next-to-leading order cross section (NLO) approximated by Pythia in
LO multiplied by k-factors derived from Prospino for (a) tan β = 3, (b) tan β = 10
and (c) tan β = 50.
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k-factor also includes a correction for the different PDF sets used in generating the
samples, which is of the order of 10%. For tan β = 3 the k-factors are relatively
moderate with values around 1.3 in the low m0 region, while they can be higher for
large values of m0. For tan β = 50 they are larger and have a value of approximately
2 over the whole scan.
Figure 8.3(a) shows the next-to-leading order cross-section calculated in this way
for each of the simulated points in the tan β = 3 scan. There are some points
missing at the low m1/2 boundary, but these regions have been excluded by previous
experiments and are therefore not considered here. Figure 8.3(b) and Fig. 8.3(c)
display the NLO cross-section for tan β = 10 and tan β = 50.
The signal efficiency is important in the limit setting, therefore it is studied in more
detail.
For tan β = 3 (Fig. 8.4(a)) the highest selection efficiency (based on Pythia simu-
lation) is observed in a region where the slepton is lighter than the second lightest
neutralino, leading to the signature of opposite sign same flavour leptons. In the
strip around m1/2 ≈ 270 GeV the decay of χ˜2 → Zχ˜2 leads to an increased selec-
tion efficiency. In the low m1/2 region (already excluded) the efficiency drops quite
significantly because of the soft 6ET and HT spectrum.
For higher values of tan β = 10 (Fig. 8.4(b)) a similar overall structure can be
observed. The loss of acceptance in the region where the mass order of the neutralino
and slepton is reversed (diagonal at m0 = 100 GeV, m1/2 = 200 GeV) is visibly
larger. This loss is partly recovered by taus decaying into leptons, which are collected
by the low lepton momentum thresholds. In the strip of 270 < m1/2 < 330 GeV
the decay of the second lightest neutralino via real Z boson leads to an increase in
signal efficiency. For high m0 values the efficiency drops because of the relatively
tight 6ET cut.
A calculation of the selection efficiency for tan β = 50 (Fig. 8.4(c)) leads to a stronger
enhancement of the selection efficiency at high m0 in the region (270 < m1/2 <
330 GeV) with substantial Z contribution from χ˜2 → Zχ˜2. The selection efficiency
at the border of the region where the stau becomes the LSP (left upper corner) is
found to be relatively low.
8.3.2 Acceptance Uncertainties
The experimental uncertainties affecting the acceptance include the uncertainty on
the efficiency of the hadronic trigger (1%), an uncertainty of 5% per lepton, fully
correlated for the two leptons (i.e. 10% in total), and an uncertainty due to the 5%
hadronic energy scale. Their the impact is evaluated by simultaneous variations of
the HT and 6ET cuts. This results in an uncertainty of 12% at LM0 and 4% at LM1,
due to the harder HT and 6ET spectrum.
For the NLO limit additional theoretical uncertainties have been included. The un-
certainty from the CTEQ6.6 PDF set [107] is evaluated using its 68% error contour.
For each eigenvector of the PDF set, an up and down variation is calculated and
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Figure 8.4: Signal selection efficiency at each of the simulated points for (a) tan β =
3, (b) tan β = 10 and (c) tan β = 50.
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all variations are added in quadrature. The uncertainty due to the choice of renor-
malisation and factorisation scale is evaluated by using a variation to twice and half
the nominal scale (calculated using the softsusy code based on the SUSY masses,
thus different for each point). All uncertainty components are considered to be un-
correlated and are added in quadrature to obtain the overall value used in the limit
calculation.
The total selection uncertainty is shown in Fig. 8.5 and has a typical magnitude of
20-30%, although it can be higher for large values of m0 or m1/2. No large variation
for different values of tan β = 3 (Fig. 8.5(a)), tan β = 10 (Fig. 8.5(b)) and tan β = 50
(Fig. 8.5(c)) is observed.
8.3.3 Excluded Regions
The uncertainties discussed in the previous section, together with the luminosity
uncertainty of 4% and the uncertainty on the background prediction are used to
calculate an upper limit on the signal cross-section for each point (because of the
varying signal efficiency uncertainty) in the m0-m1/2-plane. A point is excluded if
the NLO cross-section at that particular point exceeds the calculated limit.
As discussed earlier no signal contamination from the eµ channel has been taken
into account, because the limit with an observation of zero events is independent of
the background prediction.
The exclusion contour for tan β = 3 is shown in Fig. 8.6. It includes also limits from
previous experiments: the red band shows the exclusion from searches for squark and
gluino production by CDF performed for tan β = 5 [108]. The magenta shaded region
is excluded by D∅ in searches for squark and gluino production for tan β = 3 [109].
The light green band is excluded by LEP searches for direct neutralino production
and the yellow region is excluded by searches for direct slepton production [110]. The
dark green region is excluded by the D∅ search for direct neutralino production [111].
This limit has only been produced for this particular choice of tan β = 3 and does
depend stronger on its value, thus it is only shown for this value of tan β. The grey
area is theoretically excluded because in that region the stau would be LSP.
The red line shows the region excluded by the present search at NLO (everything
below the line is excluded), while the dashed blue line shows the median expected
limit. The median expected limit is calculated based on the observation of the
expected event yield from the eµ control region, i.e. one event.
The excluded region significantly extends results of previous experiments. It should
be noted that for tan β = 3 the region is largely excluded by the LEP Higgs limit as
well as limits from other indirect constraints (dark matter, b → sγ etc.) that have
been omitted from the plot. The exclusion curve serves mainly as a comparison to
other direct collider searches by other experiments.
The derived limit can be compared to a recently published limit by the Atlas exper-
iment [112] shown in Figure 8.7. The CMS limit in Fig. 8.6 is more stringent, which
has two main reasons: the Atlas limit is derived without a jet selection requirement
and with higher lepton momentum thresholds, both leading to a reduced sensitivity.
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Figure 8.5: Uncertainty on the signal efficiency for (a) tan β = 3, (b) tan β = 10 and
(c) tan β = 50.
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Fig. 2. Exclusion in the mSUGRA/CMSSM [27,28]
(m0,m1/2) plane for tanβ = 3, A0 = 0 and µ > 0, together
with existing limits [29,30,31,32]. The expected (dashed line)
and observed (full line) 95% C.L. exclusion limits are shown for
the opposite sign (black line) and same-sign (blue line) analy-
ses. The illustrated D0 limit assumes µ < 0.
and EmissT of 0.07 pb (SS channels), 0.09 pb (e
+e− chan-
nel), 0.21 pb (µ+µ− channel) and 0.22 pb (e±µ∓ channel).
For the SS analysis the limits are calculated using the sum
of the three different channels ee, µµ and eµ. For the OS
analysis limits are calculated for the three channels sepa-
rately, and then combined statistically, as in SUSY models
the signal resulting in OS same-flavour pairs may be dif-
ferent from the one generating different-flavour pairs.
Within the mSUGRA/CMSSM framework [27,28], these
results are interpreted as limits in the (m0,m1/2) plane,
for the tanβ = 3, A0 = 0, µ > 0 slice of the model. Model
grids in a more general MSSM 24-parameter framework
as defined in Ref. [33] are also studied. For these models
(referred to as “MSSM PhenoGrid2” hereafter) the fol-
lowing parameters are fixed: mA = 1000 GeV, µ = 1.5 ×
min(mg˜,mq˜), tanβ = 4, At=µ/ tanβ, Ab = µ tanβ, and
Al = µ tanβ. The masses of third generation sfermions are
set to 2 TeV, and common squark and slepton mass pa-
rameters are assumed for the first two generations. The re-
maining free parameters are the three gaugino masses and
the squark and slepton masses. Two grids in the (mg˜,mq˜)
plane are generated: one yielding soft final state kinemat-
ics, defined by mχ˜02 = M − 50 GeV, mχ˜01 = M − 150
GeV and ml˜L = M − 100 GeV, where M is the mini-
mum of the gluino and squark mass (“compressed spec-
trum” models); and one with a very light LSP, yield-
ing a harder spectrum of leptons, jets and EmissT , with
mχ˜02 = M − 100 GeV, mχ˜01 = 100 GeV and ml˜L = M/2
GeV (“light neutralino” models). SUSY signal events are
generated with HERWIG++ [34] for the mSUGRA/CMSSM
models and with HERWIG for the MSSM models. Cross sec-
tions are calculated at NLO with PROSPINO [35]. Theoret-
ical and experimental uncertainties on the signal rate are
calculated for each model. Theoretical uncertainties are
evaluated by varying the factorisation and renormalisa-
tion scales and by varying the CTEQ6.6 PDF sets [36] used
for the cross section calculation. Experimental uncertain-
ties include those due to the lepton and jet energy scale
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Fig. 3. Expected and observed 95% C.L. exclusion limits in
the (mg˜,mq˜) plane for the specific MSSM models described
in the text. The upper panel is for the SS analysis, the lower
panel for the OS analysis.
and resolution and an 11% uncertainty on the luminosity
measurement. The total uncertainty varies between 20%
and 30% for most of the signal models considered in this
analysis.
The expected and observed limits in the (m0,m1/2)
mSUGRA/CMSSM plane are shown in Figure 2 for both
the OS and SS analyses. The excluded region of parameter
space is similar to that excluded by the Tevatron exper-
iments based on the study of trilepton final states [31],
and exceeds the Tevatron squark and gluino mass lim-
its from signatures including jets and EmissT [29,30]. For
the MSSM grids the results are shown in the (mg˜,mq˜)
plane in Figure 3 for the SS analysis (upper panel) and
OS analysis (lower panel). For the considered models and
mg˜ = mq˜ + 10 GeV, the lower limits on the squark mass
for the “compressed spectrum” (“light neutralino”) sce-
narios are 450 (550) GeV and 590 (690) GeV for the OS
and SS analysis respectively. The achieved limits extend
the region of squark and gluino mass explored with direct
searches based on jets and EmissT by previous experiments.
In conclusion, a search for the production of SUSY
particles giving rise to final state with a pair of leptons
and large EmissT has been carried out using 35 pb
−1 of
data collected by the ATLAS experiment at the LHC in
Figure 8.7: Excluded regions by the Atlas experiment in the opposite-sign (OS) and
same-sign (SS) channels [112].
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Figure 8.8: Excluded regions within the cMSSM for tan β = 10. The red line shows
the observed limit using the NLO cross-section, the dashed blue line displays the
median expected limit.
Figure 8.8 shows the excluded region for a value of tan β = 10, which is not fully
excluded by the LEP direct higgs search. As a reference, the benchmark point LM1
is also shown and is seen to be excluded at NLO. It is clear that the limit is more
stringent compared to previous experiments. The dip around m0 = 100 GeV and
m1/2 = 200 GeV can be explained by the very small mass difference between slepton
and χ˜2, leading to very soft leptons in the final state. The selection is therefore
inefficient in that particular region. For larger values of tan β the difference between
expected and observed limit slightly increases.
Figure 8.9 shows the excluded region for a high value of tan β = 50. In this region
of phase space the k-factors are large. The drop in the signal cross-section is not as
steep as for lower tan β, therefore the yield drops slower with increasing m1/2. While
the expected limit is almost covered by the LEP exclusion, the NLO limit extends
beyond the reach of former experiments.
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9 Summary
A search for opposite sign same flavour di-lepton events accompanied by large
hadronic activity and missing transverse energy has been conducted using the full
2010 dataset (36 pb−1) of LHC collisions recorded by the CMS experiment. Un-
fortunately no excess was found, so that the most restrictive limits to date in this
particular channel could be set.
In preparation for a possible discovery a case-study of the determination of an end-
point in the di-lepton invariant mass distribution was performed. It was shown that
at all studied benchmark points the endpoint can be determined with a precision of
3% soon after the discovery of a signal.
Using the particle flow event reconstruction a robust and powerful selection of elec-
trons and muons has been commissioned. Using Z boson production as a standard
candle lepton efficiencies and shapes of observables could be extracted in order to
validate the CMS simulation.
The particle flow event reconstruction has been shown to work well in the environ-
ment of a hadron collider, providing good background discrimination for selections
including requirements on the total jet energy HT and the missing transverse energy
6ET resulting in relatively low systematic uncertainties.
Backgrounds due to misidentified leptons or leptons from heavy flavour decays have
been estimated through a data based extrapolation using isolation templates for sig-
nal and background. This allows to reduce the uncertainties inherent in multi-jet
simulation.
Control distributions for the main Standard Model backgrounds were selected by
using well understood physics objects in the data (electrons, muons, jets) and were
submitted to a detailed comparison with simulation. Z boson production was found
to be well in agreement with simulation in both the di-electron and di-muon chan-
nels. Di-leptonic tt¯ decays, which are the major background in the signal region,
were also found to follow the Standard Model expectations.
The main background has been estimated from the data using the different flavour
subtraction, i.e. utilising the observed eµ events to predict the number of ee and
µµ combinations. To test the method a control region was defined for which good
agreement between observation and prediction was found.
Given the level of agreement in the control region the attention is turned to the
final search region, defined by requiring HT > 350 GeV, 6ET > 150 GeV and two
same flavor, opposite sign leptons (electrons or muons) with pT > 10 GeV within
|η| < 2.4. The selection requirements were established through simulation studies
prior to data-taking and provide high sensitivity for the common SUSY benchmark
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points while suppressing the SM background. The data were recorded by a robust
set of hadronic triggers shown to be fully efficient.
In the signal region the background prediction from eµ is
1.0+2.2−0.8 events
and shows agreement with an estimation based on simulation only (1.1±0.5 events),
giving further confidence in the method.
No event was found in the signal region, so that a Bayesian 95% confidence level
limit of
nS < 3.0 events
could be set for the contribution of new physics.
To allow testing of various models for new physics resulting in a similar experimental
signature, the detector response to the various observables (e.g. HT and 6ET ) has
been studied and also parameterised.
The limits obtained when interpreting the result within the cMSSM are the most
stringent to date (in this channel) and two of the studied benchmark points (LM0
and LM1) could be excluded by the search.
The methods developed here can in the future be applied to a larger dataset. The
different flavour subtraction method can be extended beyond being a pure counting
technique by using the full shape information of the di-lepton samples. Furthermore,
more than one signal region could be examined, while the inclusion of final states
with τ ’s can help to enhance the sensitivity of the search!
A Simulated Datasets
Table A.1: Simulated datasets including leading order cross-section and k-factor.
DBS2 dataset No. events σLO [pb] k-factor
/LM0 SUSY sftsht 7TeV-pythia6/† 219595 38.93 1.38
/LM1 SUSY sftsht 7TeV-pythia6/† 219190 4.88 1.34
/TTJets TuneZ2 7TeV-madgraph-tauola/† 1136119 90 1.67
/DYJetsToLL TuneZ2 M-50 7TeV-madgraph-tauola/† 2604559 2350 1.19
/DYJetsToLL TuneD6T M-10To50 7TeV-madgraph-tauola/† 174907 310 1.
/WWTo2L2Nu TuneZ2 7TeV-pythia6/† 110000 4.51 1.0
/WZTo3LNu TuneZ2 7TeV-pythia6/† 110000 0.61 1.0
/ZZtoAnything TuneZ2 7TeV-pythia6-tauola/† 2113368 7.4 1.0
/WToENu TuneZ2 7TeV-pythia6/† 5104514 8057 1.29
/WToMuNu TuneZ2 7TeV-pythia6/† 5323040 8057 1.29
/WToTauNu TuneZ2 7TeV-pythia6/† 5181750 8057 1.29
/QCD TuneD6T HT-100To250 7TeV-madgraph/† 6119117 7000000 1.0
/QCD TuneD6T HT-250To500 7TeV-madgraph/† 4570620 171000 1.0
/QCD TuneD6T HT-500To1000 7TeV-madgraph/† 5526722 520 1.0
/QCD TuneD6T HT-1000ToInf 7TeV-madgraph/† 1705728 83 1.0
†Fall10-START38 V12-v*/AODSIM
124 A. Simulated Datasets
B PAT and SuSyAachen Tags
scramv1 p CMSSW CMSSW_3_8_6_patch1
cd CMSSW_3_8_6_patch1/src
eval ‘scramv1 ru -sh‘
addpkg DataFormats/PatCandidates V06-01-06
addpkg PhysicsTools/PatAlgos edelhoff_15Nov2010_V08-00-46
addpkg PhysicsTools/PatExamples V00-04-23
addpkg PhysicsTools/SelectorUtils V00-02-27
addpkg PhysicsTools/UtilAlgos V08-02-01
addpkg PhysicsTools/PFCandProducer V04-07-00
addpkg MuonAnalysis/MuonAssociators V01-10-01
#not used but faulty
rm MuonAnalysis/MuonAssociators/python/patMuonsWithTrigger_8E29_cff.py
rm MuonAnalysis/MuonAssociators/python/patMuonsWithTrigger_cff.py
#For eleID from VBTF
addpkg RecoEgamma/ElectronIdentification V00-03-14-02
addpkg ElectroWeakAnalysis/WENu V00-02-01
#TypeI for pfMET
addpkg JetMETCorrections/Type1MET V04-03-10
addpkg PhysicsTools/Configuration V00-08-08
addpkg HLTrigger/HLTcore V02-14-05
addpkg HLTrigger/HLTfilters V01-08-01
cvs co -rV00-04-48 -dSuSyAachen UserCode/SuSyAachen
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C Trigger Paths
Table C.1: Electron trigger utilised from the EG and Electron stream.
Trigger path Threshold [GeV] Description
HLT Ele10 SW EleId L1R
10 single electronHLT Ele10 LW EleId L1R
HLT Ele10 LW L1R HLT Ele10 SW L1R
HLT Ele15 SW CaloEleId L1R
15 single electron
HLT Ele15 SW EleId L1R
HLT Ele15 SW L1R
HLT Ele15 LW L1R
HLT Ele17 SW CaloEleId L1R
17 single electron
HLT Ele17 SW EleId L1R
HLT Ele17 SW LooseEleId L1R
HLT Ele17 SW TightEleId L1R
HLT Ele17 SW TighterEleId L1R v1
HLT Ele17 SW TighterEleIdIsol L1R v2
HLT Ele20 SW L1R 20 single electron
HLT Ele22 SW TighterCaloIdIsol L1R v2
22 single electron
HLT Ele22 SW TighterEleId L1R v3
HLT Ele22 SW TighterCaloIdIsol L1R v2
HLT Ele22 SW TighterEleId L1R v2
HLT Ele27 SW TightCaloEleIdTrack L1R v1 27 single electron
HLT Ele32 SW TightCaloEleIdTrack L1R v1
32 single electron
HLT Ele32 SW TighterEleId L1R v2
HLT DoubleEle5 SW L1R (5,5) double electron
HLT DoubleEle10 SW L1R (10,10) double electron
HLT DoubleEle15 SW L1R v1 (15,15) double electron
HLT DoubleEle17 SW L1R v1
(17,17) double electronHLT Ele17 SW TightCaloEleId Ele8HE L1R v1
HLT Ele17 SW TightCaloEleId SC8HE L1R v1
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Table C.2: Muon trigger used from the Mu stream.
Trigger path Threshold [GeV] Description
HLT Mu9 OR HLT Mu9 v1 9 single muon
HLT Mu11 OR HLT Mu11 v1 11 single muon
HLT Mu15 OR HLT Mu15 v1 15 single muon
HLT Mu17 v1 17 single muon
HLT Mu19 v1 19 single muon
HLT DoubleMu3 OR HLT DoubleMu3 v2 (3,3) double muon
HLT DoubleMu5 v1 (5,5) double muon
HLT Mu5 Ele5 v1 (5,5) muon, electron
HLT Mu5 Ele9 v1 (5,9) muon, electron
HLT Mu5 Ele13 v2 (5,13) muon, electron
HLT Mu5 Ele17 v1 (5,17) muon, electron
HLT Mu8 Ele8 v1 (5,8) muon, electron
HLT Mu11 Ele8 v1 (1,8) muon, electron
Table C.3: HT trigger included in the JetMETTau, JetMET, Jet and MultiJet
stream.
Trigger path Threshold [GeV] Description
HLT HT100U 100 uncorrected HT
HLT HT120U 140 uncorrected HT
HLT HT140U OR HLT HT140U Eta3 v* 140 uncorrected HT
HLT HT150U OR HLT HT150U Eta3 v* 150 uncorrected HT
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Figure D.1: A combined fit of the templates in the top region (Sec. 7.4.2) is shown
in (a) for electrons and (b) muons. The fit of the impurity used in the control region
in Sec. 7.6 is shown in (c) for electrons and (d) for muons. A fit in the search region
(Sec. 7.7) is displayed in (e) for electrons and (f) muons. It is clearly statistically
limited.
E Event Display
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Figure E.1: Event display of one eµ event in the signal region. (a) displays the
r-phi-plane, (b) shows the r-z-plane, (c) represents a 3-dimensional view and (d) is
a lego plot of the calorimeter.
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