Single image superresolution has been a popular research topic in the last two decades and has recently received a new wave of interest due to deep neural networks. In this paper, we approach this problem from a different perspective. With respect to a downsampled low resolution image, we model a high resolution image as a combination of two components, a deterministic component and a stochastic component. The deterministic component can be recovered from the low-frequency signals in the downsampled image. The stochastic component, on the other hand, contains the signals that have little correlation with the low resolution image. We adopt two complementary methods for generating these two components. While generative adversarial networks are used for the stochastic component, deterministic component reconstruction is formulated as a regression problem solved using deep neural networks. Since the deterministic component exhibits clearer local orientations, we design novel loss functions tailored for such properties for training the deep regression network. These two methods are first applied to the entire input image to produce two distinct high-resolution images. Afterwards, these two images are fused together using another deep neural network that also performs local statistical rectification, which tries to make the local statistics of the fused image match the same local statistics of the groundtruth image. Quantitative results and a user study indicate that the proposed method outperforms existing state-of-the-art algorithms with a clear margin.
Single image superresolution has been a popular research topic in the last two decades and has recently received a new wave of interest due to deep neural networks. In this paper, we approach this problem from a different perspective. With respect to a downsampled low resolution image, we model a high resolution image as a combination of two components, a deterministic component and a stochastic component. The deterministic component can be recovered from the low-frequency signals in the downsampled image. The stochastic component, on the other hand, contains the signals that have little correlation with the low resolution image. We adopt two complementary methods for generating these two components. While generative adversarial networks are used for the stochastic component, deterministic component reconstruction is formulated as a regression problem solved using deep neural networks. Since the deterministic component exhibits clearer local orientations, we design novel loss functions tailored for such properties for training the deep regression network. These two methods are first applied to the entire input image to produce two distinct high-resolution images. Afterwards, these two images are fused together using another deep neural network that also performs local statistical rectification, which tries to make the local statistics of the fused image match the same local statistics of the groundtruth image. Quantitative results and a user study indicate that the proposed method outperforms existing state-of-the-art algorithms with a clear margin.
INTRODUCTION
Single image super-resolution (SISR) aims to estimate high resolution images from low resolution inputs. It has been a popular research topic in the last two decades and has recently received a new wave of interest due to deep neural networks. Image superresolution has been used for many different applications, including facial image improvement [Baker and Kanade 2000; Hu et al. 2010] , compressed image/video enhancement [Gunturk et al. 2004; Segall et al. 2003 ], high dynamic range imaging [Bengtsson et al. 2012] , image mosaicing [Capel and Zisserman 1998 ] as well as satellite and aerial imaging [Yldrm and Gungor 2012] .
It is well known that single image super-resolution is ill-posed because certain high frequency signals in the high resolution image is irrecoverably lost in the corresponding low resolution image due to downsampling. Thus SISR does not have a unique solution, and [Ledig et al. 2017] . SRGAN may destroy structures while producing too many stochastic details in certain areas.
many slightly different high resolution images could become the same low resolution image after downsampling. Therefore, a high resolution image can be decomposed into two components, a deterministic component and a stochastic component. The deterministic component contains all the low-frequency signals as well as part of the high-frequency signals highly correlated to the low-frequency signals, which implies that the high-frequency signals in the deterministic component could still be recovered from the low-frequency signals in a downsampled image. The stochastic component, on the other hand, contains the rest of the signals that have little correlation with the low-frequency signals. It is the stochastic component that makes image super-resolution ill-posed.
According to the above analysis, the biggest challenges in natural image super-resolution is two-fold: first, how to reconstruct the deterministic components in the high resolution image from the low resolution image? second, how to hallucinate plausible stochastic components for the high resolution image which is compatible with the low resolution image?
To tackle these challenges, it is necessary to distinguish salient curvilinear structures, such as edges and contours, from the remaining pixels. Curvilinear structures exhibit clear and spatially coherent orientations while the orientation at other pixels, including those in texture regions, is more ambiguous or spatially incoherent. This distinction implies that the deterministic component plays a much more dominant role than the stochastic component around curvilinear structures while the stochastic component becomes more important at other pixels. We call pixels on curvilinear structures structural pixels, and the rest of the pixels non-structural pixels.
In this paper, we approach single image super-resolution from a different perspective and propose novel solutions to the aforementioned challenges. Our solution contains three cascaded stages. In the first stage, we perform deterministic component reconstruction and stochastic component hallucination independently. Deterministic component reconstruction is formulated as a regression problem solved using deep neural networks because high-frequency signals in the deterministic component are strongly correlated to signals in the low-resolution image. We design novel loss functions for training the deep regression network. Specifically, in addition to the mean absolute error (MAE) typically used for regression networks, we introduce a generalized gradient loss for better preserving local variations as well as an orientation loss that reconstructs local orientations. The orientation loss is particularly useful for structural pixels because the deterministic component at such pixels exhibits clear local orientations. For stochastic component hallucination, generative adversarial networks (GANs [Goodfellow et al. 2014] ) are adopted to generate natural high frequency signals. Because GANs [Ledig et al. 2017] usually introduce artifacts that destroy image structures, they are better suited for non-structural pixels.
Although the above two methods are complementary and better suited for different subsets of pixels, both of them are applied to the entire input image to produce a pair of deterministic and stochastic components for every pixel. In the second stage, these two high resolution components are fused together to produce a single image, which should mostly preserve the deterministic component only at structural pixels and combine the two components at non-structural pixels. Since structural pixels are unknown at test time, we train another deep neural network to implicitly label structural pixels and complete the fusion. The input to this network consists of the original low-resolution input image and the aforementioned two high resolution images generated from the two complementary methods, respectively.
Although GANs can be used for generating natural stochastic components, the synthesis process is a global operation and is incapable of generating stochastic components with spatially varying statistical properties that accurately match the local deterministic component. Therefore, in the last stage, we rectify deviations introduced into the stochastic component in earlier stages by matching local statistics of the fused image with the same local statistics of the groundtruth high resolution image. Even though matching local statistics does not enforce uniqueness at the pixel level, it serves as an as-strong-as-possible constraint due to the ill-posedness of the problem. Inspired by deep learning based style transfer [Gatys et al. 2016] and texture synthesis [Sendik and Cohen-Or 2017] , local Gram matrices and local correlation matrices are adopted as local statistics.
We have evaluated our method on a few popular benchmark datasets. Quantitative experimental results demonstrate that our deterministic component reconstruction algorithm achieves state-ofthe-art PSNR and SSIM on Set5 [Bevilacqua et al. 2012 ], Set14 [Zeyde et al. 2010] , B100 [Martin et al. 2001 ], Urban100 [Huang et al. 2015] and DIV2K validation set [Timofte et al. 2017] . On the other hand, the synthesized stochastic component may be either perceptually or statistically similar to the stochastic details in the ground truth, but does not have strict pixelwise correspondences with the latter. Therefore, subjective evaluation based on user studies is better suited than quantitative measures based on pixel-level registration for evaluating image superresolution results with stochastic components. To this end, a user study with 42 participants concludes that in comparison to existing state-of-the-art superresolution algorithms, our proposed method is capable of generating high resolution images with significantly better visual quality.
Image Super-Resolution via In summary, this paper has the following contributions:
• A novel pipeline for single image super-resolution is introduced by decomposing SISR into three consecutive stages, deterministic component reconstruction and stochastic component hallucination, deterministic and stochastic component fusion, and local statistical rectification.
• A deep learning algorithm is designed for deterministic component reconstruction. Novel loss functions, including a generalized gradient loss and an orientation loss, are proposed to enforce properties of the deterministic component.
• A deep learning algorithm is designed for image fusion as well as local statistical rectification. Novel loss functions based on local Gramm matrices and local correlation matrices are proposed to make local statistics of the generated high resolution image match the same local statistics of the groundtruth high resolution image.
RELATED WORK
Exemplar or Dictionary Based Super-Resolution. Exemplarbased methods require a database of external images, and synthesize a high-resolution version of the input image by searching for exemplars in the image database and transferring relevant patches from the retrieved exemplars [Chang et al. 2004; Freeman et al. 2002] . To synthesize high-quality results, the image database needs to be fairly large, increasing the computational cost for exemplar and patch-level retrieval. Dictionary-based methods aim to mitigate this problem by learning a compact dictionary in a feature space [Timofte et al. 2013 [Timofte et al. , 2014 . Alternatively, over-complete dictionaries are learned in methods based on the sparse signal reconstruction theory [Jianchao et al. 2008; Zeyde et al. 2010] . Such methods build overcomplete dictionaries for both low-resolution and high-resolution images, and make certain assumptions about the sparse coefficients for the dictionaries in both domains. Because there could be multiple high resolution images corresponding to a given low resolution image, dictionary-based methods in essence average multiple possible solutions and usually generate blurry results.
Almost all exemplar-based super-resolution algorithms need a high-resolution initial image upsampling the low-resolution input image. Edge-based methods [Fattal 2007; Zhou et al. 2011] can be used to produce better initial images. Tai et al. [2010] further combined edge-based methods with exemplar-based synthesis. There exist major differences between our proposed method and the algorithm in [Tai et al. 2010] . First, the deterministic component in our model exists everywhere, including texture regions, and not just at edge pixels. Second, while Tai et al. [2010] treat all edge pixels equally, edge pixels in texture regions are not structural pixels in our method because they do not exhibit spatial coherence to form lines or curves. In addition to such conceptual differences, at the algorithmic level, our method is based on deep neural networks and learning while Tai et al. [2010] rely on exemplar-based synthesis. Deep Learning Based Super-Resolution. Given pairs of lowresolution and high-resolution images, super-resolution can be naturally cast as a regression problem that maps low-resolution images to their corresponding high-resolution images. On the other hand, deep neural networks are well known for their strong regression capability. Therefore, in recent years, many researchers have approached image super-resolution using deep learning. SRCNN [Dong et al. 2014 ] is a deep network with three convolutional layers designed for super-resolution regression. Other researchers have focused on designing better network architectures and more powerful loss functions. Unlike SRCNN, VDSR [Kim et al. 2016 ] learns the difference between the high-resolution image and the low-resolution image with a much deeper convolutional network. SRResNet [Ledig et al. 2017] shows that multiple concatenated residual blocks can further improve the regression performance. EDSR uses very deep and wide residual networks and the mean absolute error for both the original images and the image gradients. Lap-SRN [Lai et al. 2017a ] uses both residual networks and the Laplacian pyramid to perform regression at multiple intermediate resolutions.
Although using the mean absolute error or the mean squared error as the training loss favors numerical measures, such as peak signal-to-noise ratio (PSNR), such loss functions do not emphasize the visual quality of the results.
As discussed earlier, SISR is ill-posed and only the high-resolution deterministic component can be uniquely reconstructed from the low-resolution image. Although the resulting images have highresolution structures, they lack interesting high-frequency details from the stochastic component. Therefore, regression alone is unable to produce results that closely resemble natural images. To this end, generative adversarial networks (GANs) can help to a certain extent. SRGAN [Ledig et al. 2017 ] incorporates a perception-friendly discriminator that is trained to tell what kind of high-frequency details look natural. High-resolution images generated from SRGAN do have higher visual quality than those from regression only networks. Nevertheless, GANs do not completely solve the problem. They can only broadly tell whether certain high-frequency details look natural, but cannot tell whether such details are consistent with the given low-resolution input, or more specifically, consistent with every local region in the low-resolution input. This is the reason why SRGAN often generates high-resolution images where certain high-frequency details do not appear to be in the right place. In addition, GAN sometimes generates naturally looking high-frequency details at the cost of destroying existing image structures in the low-resolution input.
In contrast, the method proposed in this paper handles structural pixels and non-structural pixels in a more balanced way. To preserve image structures, high-resolution structural pixels are still reconstructed using regression but with additional novel loss functions. The synthesized stochastic component not only looks natural, but also is consistent with local contents in the low-resolution input. Texture Enhancement Based Super Resolution. Previous work exists on generating high-resolution textures for SISR. Huang et al. [2015] exploit self-similarity of an image at different scales and adopt a patch-based transformation model to handle geometric transformations. Ahn et al. [2016] first generate a high-resolution texture and then use this texture image to produce another highresolution style image with scaling and tiling. Finally they apply a style transfer algorithm to transfer the high-resolution style to the target image. Sun et al. [2017] complete main image structures with user interactions and then generate textures via structure propagation. They treat SISR as a constrained texture transfer problem, and need an example texture/style image when hallucinating highfrequency image details.
High-frequency details in natural images are usually complex and spatially varying. Therefore, existing SISR methods based on texture enhancement are not well suited for the intended task because they either use homogeneous textures or fail to specify the spatial correspondences between the texture style image and the estimated high-resolution image. In our proposed method, we aim to synthesize high-resolution stochastic details that satisfy spatially varying statistical properties defined by local Gram matrices and local correlation matrices. Style Transfer and Texture Synthesis. Gatys et al. [2016] use global Gram matrices computed for a subset of feature maps in a convolutional neural network to represent the style of an image. They transfer the style from a style image to a target image by minimizing a content loss and a style loss. There has been much work that adopts the same style representation while improving various other aspects, such as efficiency. Sendik et al. [2017] use a global correlation matrix computed for the top convolutional layer in a deep neural network to perform texture synthesis and achieve stateof-the-art results. In contrast, to be able to rectify high-frequency details with spatially varying statistics, we generalize the global Gram matrix and global correlation matrix used in such work to densely computed local Gram matrices and local correlation matrices during local statistical rectification of high-resolution stochastic components.
OVERVIEW
Given a low-resolution image as input, SISR aims to estimate a highresolution counterpart that meets the following two requirements: 1) it looks like a natural image, and 2) its downsampled version is the same as the low-resolution input. For SISR based on supervised learning, one training image pair contains a high-resolution image I hr and its downsampled low-resolution version (usually bicubic interpolation) I l r . In our approach, SISR is decomposed into three sequential stages: the first stage performs high-resolution reconstruction of the deterministic component I hr,d and high-resolution hallucination of the stochastic component I hr,t independently; the second stage fuses the high-resolution deterministic and stochastic components generated in the previous stage; in the final stage, spatially varying local statistics are introduced to rectify the the stochastic component in the fused image, and produces the final high-resolution image.
HIGH-RESOLUTION DETERMINISTIC COMPONENT RECONSTRUCTION 4.1 Network Architecture
As shown in Fig. 3 , we adopt an existing deep network, called residual dense network (RDN [Zhang et al. 2018] ) for deterministic component reconstruction. This network is composed of 4 convolutional layers, 1 upscaling module, and 16 residual dense blocks (RDBs). The detailed structure inside each module is also shown in Fig. 3 . Each residual dense block has local dense connections among all of its convolutional layers. It takes the features from the preceding RDB as the input, and feed these features to all of its own convolutional layers. Each convolutional layer in a residual dense block also receives features from all the preceding convolutional layers in the same RDB. In addition, RDBs adopt the global residual learning mechanism in SRResNet [Ledig et al. 2017 ] to combine shallow features near the input and deep features near the output together, resulting in better regression ability.
Training Loss
In addition to the conventional color loss, we design novel loss functions for training the above deep network. Specifically, we introduce a generalized gradient loss for better preserving local variations and an orientation loss that reconstructs local orientations. The generalized gradient loss suppresses noise while preserving gradients. The orientation loss preserves curvilinear structures, including lines and curves.
Color Loss. To make the reconstructed image match the pixel colors of the groundtruth high-resolution image I hr , we use their mean absolute difference (L 1 norm) as the color loss, which is defined as follows.
where
m,n is the color value vector at (m, n) in I hr,d , I hr m,n is the color value vector at (m, n) in I hr , Z c = 3MN , M and N are the numbers of rows and columns of I hr , and 3 is the number of color channels.
Generalized Gradient Loss. To emphasize edges and local structures during image reconstruction, we design a generalized gradient loss. Inspired by handcrafted features, such as local binary patterns (LBP), which compare pairs of nearby pixels, a generalized gradient vector at pixel (m, n) is defined as a feature vector holding pairwise differences between I(m, n) and all other pixels in its r × r neighborhood. This feature is called generalized gradient because a conventional gradient for a discrete image is defined as a vector with two pairwise differences. The generalized gradient includes more structural information because it can use a larger neighborhood and a much larger number of pixel pairs. To improve the quality of deterministic component reconstruction, we wish the generalized gradients in I hr,d to be as close to the corresponding generalized gradients in I hr as possible.
Thus, the generalized gradient loss L ддr ad is defined as follows.
where Z д = 3MN r 2 − 1 , and R mn is a neighborhood of the pixel at (m, n). Neighborhood size is set to 15 × 15 (r = 15).
Orientation Loss. Gabor filters are widely used in image processing because of its strong ability in texture analysis. In the spatial domain, a 2D Gabor filter is essentially a Gaussian kernel modulated by a sinusoidal plane wave. By modifying the standard deviation of the Gaussian kernels in the two principal directions or changing the frequency and phase of the sinusoidal plane wave, we can obtain a set of 2D Gabor filters. Here we follow the parameter setting used in [Ahn and Nam 2016]. Our Gabor filters have 4 scales and a dense set of 18 orientations. We set up a filter every 10 degrees to accurately characterize curvilinear structures with different orientations. In addition, we adopt three different ratios between the standard deviations in the two principal directions-1 : 1, 1 : 2, and 2 : 1. When both real and imaginary parts are used, in total, there are 432 Gabor kernels. Supplementary materials show a subset of these filters. The orientation loss L Gabor measures the mean difference between corresponding Gabor filter responses once they have been applied to both I hr,d and I hr , and can be written as follows.
where C G = 432 is the number of Gabor filters, Z G = 3C G MN , and G(·) represents the concatenation of Gabor filter response maps of 3 image channels. In our experiments, the spatial support of a Gabor filter is a local image patch with 51x51 pixels.
Final Training Loss. The final training loss for deterministic component reconstruction is a weighted sum of all three previously defined losses.
where α 1 = 1 and α 2 = 1 in all our experiments. These parameters are set to make the gradients of the three losses have similar magnitude.
HIGH-RESOLUTION STOCHASTIC COMPONENT HALLUCINATION
Generative adversarial networks [Goodfellow et al. 2014] have been successfully incorporated into recent image superresolution algorithms [Ledig et al. 2017] , which are capable of generating natural high-resolution details by exploiting a combination of color loss, perceptual loss and adversarial loss in the training process. However, we have observed that the adversarial loss cannot well preserve curvilinear structures with spatially coherent orientations, as shown in Fig 2. This is due to the fact that the architecture of GANs is not tailored for modeling spatially varying long-range correlations. Because of this, we limit the application of GANs to high resolution stochastic component hallucination only. In practice, we use the SR-GAN algorithm in [Ledig et al. 2017] . Note that in the loss functions for SRGAN, the color loss is for reconstructing the deterministic component, and the perceptual loss and adversarial loss are used for generating the stochastic component. As a result, results from SR-GAN have both deterministic and stochastic components. To extract the stochastic component, we obtain the deterministic component from a second network trained with the color loss only, and subtract the deterministic component from the final image generated from SRGAN. The second network shares the same architecture as the generator network in SRGAN.
DETERMINISTIC AND STOCHASTIC COMPONENT FUSION
We need to fuse the two complementary components generated in the previous stage to generate a single high-resolution image. In general, every pixel in the fused image should be a weighted sum of these two components. Since the deterministic component can be used for all pixels while the stochastic component from SRGAN is suited for non-structural pixels only, the fused image should take the deterministic component only at structural pixels and combine the two components at non-structural pixels. Since groundtruth structural pixels are unknown at test time, we cannot directly generate the fused image by following this observation. Fortunately, structural pixels can be explicitly detected in groundtruth high resolution images. A mask of structural pixels for every groundtruth image can be incorporated into the training data for a deep neural network, which implicitly labels structural pixels and completes the fusion at test time.
Network Architecture
As shown in Figure 5 , our deep network for deterministic and stochastic component fusion, ϕ s (·, θ s ), is composed of convolution layers, residual blocks and upscaling layers. Each residual block has two convolutional layers. There are 16 residual blocks in total and the nonlinear activation function is PReLU [He et al. 2015] . The input to this deep network consists of three parts: the original lowresolution input image I l r and two high resolution images. The first high resolution image, I hr,d , is generated from the deterministic component reconstruction network, and the other high resolution image, I hr,t + I hr,d , is the stochastic component generated using SRGAN [Ledig et al. 2017 ].
Network Training
To make the above deep network produce correct image fusion results, we need to prepare a training set. Each training sample in the training set includes the aforementioned three input images and a corresponding binary mask separating structural pixels from nonstructural ones. This binary mask is only used in the loss function for training the network. The loss function evaluates the quality of the fused image produced by the network. Pixel colors at structural pixels of the fused image should match those from the first high resolution image fed to the network (the deterministic component) while pixel colors at non-structural pixels of the fused image should be the sum of those from the two high resolution images (deterministic + stochastic components). The binary mask includes all pixels in the 5 × 5 neighborhood of any image structures detected in the next section. Given such a training set, the guided regression loss, L дr eд , for training the fusion network can be defined as follows. 
where I hr,s represents the fused image, M is the binary mask (M(x, y) = 0 means the pixel at (x, y) is a structural pixel), m c denotes the number of color channels, m 0 is the total number of structural pixels, and m 1 is the total number of non-structural pixels.
Image Structure Detection
Image structure detection aims to identify important curvilinear structures that define the content and layout of an image. Most of these structures lie along object boundaries. However, traditional edge detection produces too many unimportant intensity/color changes, especially in the presence of high frequency textures. Deep learning based methods, such as HED [Xie and Tu 2015] and COB [Maninis et al. 2018] , actually perform edge detection according to changes in local semantic meaning. They cannot accurately locate edges and contours, thus cannot be used in image structure detection. ELSD [Pătrăucean et al. 2012 ] detects and vectorizes curvilinear image structures, including line segments, circular arcs and elliptic arcs, by fitting relevant conic sections to detected edges. In this paper, we identify structural pixels through the primitives vectorized by ELSD.
Since the deterministic component is reconstructed from a low resolution image, not all curvilinear structures in the groundtruth high resolution image belong to the deterministic component. Structural pixels are defined as pixels on the groundtruth curvilinear structures that can be reconstructed from the low resolution image. This definition implies a structural pixel should lie on vectorized curves in two high resolution images, the groundtruth high resolution image and the high resolution image generated from the deterministic component reconstruction network. Thus, structural pixel labeling can be achieved as follows. First, use ELSD to detect and vectorize curves in both aforementioned high resolution images. Second, identify pixels lying on both sets of vectorized curves as structural pixels.
be the set of vectorized curves in the high resolution image, I hr,d , from the deterministic component reconstruction network. For a curve s i in S, its analytic expression can be written as follows. 
where x 1 ≤ x ≤ x 2 , y 1 ≤ y ≤ y 2 . (x 1 , y 1 ) is the starting point, and (x 2 , y 2 ) is the end point. w i is the 3 × 3 parameter matrix defining the i-th curve s i in S.
i be the set of vectorized curves in the groundtruth high resolution image. Since curves in S may not necessarily appear in T , to obtain the subset of image structures that can be reconstructed from low resolution images, we identify the subset of curves in S that lie closely to curves in T . The closeness score σ i of a curve s i in S, when it is compared with curves in T , is calculated as follows.
is the homogeneous coordinate vector of the k-th point on s i , z ∈ t m implies the following constraint z T w t m z = 0 (x 1 < x < x 2 , y 1 < y < y 2 ), (x 1 , y 1 ) and (x 2 , y 2 ) are the starting and end points of t m , and w t m is the parameter matrix of the mth curve t m in T . χ (x) represents a step function. When x > 0 , χ (x) = 1; otherwise, χ (x) = 0. K i denotes the total number of points on s i , and δ a (= 4) is a distance threshold. If σ i > δ b (= 0.8), the curve s i is added into the vectorized structure set E = {e i } N E i=1 . Finally, pixels on or near the curves in E are labeled as structural pixels, and a binary mask can be generated for them.
LOCAL STATISTICAL RECTIFICATION
As shown in Figure 8 , although the fusion step in the previous section produces results with clear structures and natural stochastic details, it can still be further enhanced. For example, a minor stochastic component could be added onto the structural pixels in the fused image. In addition, since GANs are unsupervised, they cannot make a synthesized stochastic component have prescribed local statistical properties. To make the synthesized results more natural looking and eliminate deviations introduced into the stochastic component in earlier stages, we propose a local statistical rectification step, which matches the local statistics of the synthesized image with the same local statistics of the groundtruth high resolution image. We discover that the combination of a local Gram matrix loss and a local correlation matrix loss can achieve this goal.
Local Gram Matrix
The feature map, F , generated by a convolutional layer can be computed once we run a convolutional neural network over an image I. For the location (m, n) in the feature map, in its r × r neighborhood, we calculate a local Gram matrix G l (m, n) ∈ R C l ×C l in a similar manner as in [Gatys et al. 2015] except that the Gram matrix is computed for a square window centered at the location instead of over the entire feature map. Here C l is the number of channels in the feature map generated by the l-th convolutional layer. The element G l i j (m, n) in the local Gram matrix represents the correlation between the i-th channel and the j-th channel of the l-th layer in the r × r neighborhood of the location.
where R mn is the r × r neighborhood centered at (m, n), and F l ik is the value of the i-th channel of the feature map generated by the l-th convolutional layer at location k ∈ R mn . Let I and I be the groundtruth image and the synthesized image, and G l and G l be their respective collections of local Gram matrices computed for the l-th layer. Then the local Gram matrix loss (L2 norm) for the l-th layer is calculated as follows,
Local Correlation Matrix
The Gram matrix describes the degree of correlation between different feature channels. Here we also incorporate spatial correlation matrixes to describe the stochastic component over local regions. For the location (m, n) in the l-th convolutional layer, the local correlation matrix R l,c ∈ R M ×N for a neighborhood of (m, n) and the c-th feature channel is defined as follows,
where f l,c p,q is the value of the c-th feature channel of the l-th convolutional layer at location (p, q), i ∈ − r 2 , r 2 and j ∈ − r 2 , r 2 , and (p − i, q − j) ∈ R mn . R l,k i j (m, n) represents shifting the local feature patch f l,k m,n by i locations vertically and j locations horizontally and then performing a point-wise multiplication between the original and shifted patches. w mn i j is the inverse of the area of the overlapping region between these two patches, and is written as
Then the local correlation matrix loss for the l-th layer can be written as follows.
Combined Loss
We use the same network architecture for both image fusion and local statistical rectification. We find out that the loss for image fusion still needs to be incorporated when local statistical rectification is performed. Thus, the loss for local statistical rectification is a combination of the loss for image fusion, the local Gram matrix loss and the local correlation matrix loss. The combined loss L t is defined as follows.
where (β l 0 , β l 1 ) are weights for the local Gram matrix loss and local correlation matrix loss respectively.
We use the VGG-16 network [?] pre-trained on ImageNet ILSVRC 2012 training set [?] to compute the feature maps used in the local Gram matrix loss and local correlation matrix loss. Denote layers "Pool1", "Pool2", "Pool3" and "Conv4_3+ReLU" as the 1-st, 2-nd, 3-rd and 4-th layer, respectively. As shown in Figure 5 , the local correlation matrix loss is only defined over the feature map generated by the layer "Pool2", and the local Gram matrix loss is defined over the feature maps generated by layers "Pool3" and "Conv4_3+ReLU", respectively. β 2 1 is set to 1e-11, both β 3 0 and β 4 0 are set to 1e-10. The weights of individual losses are set to keep their gradients at the same order of magnitude. Neighborhood size is set to 7 × 7, 5 × 5 and 3 × 3 for L 2 cor r , L 3 Gr am and L 4 Gr am , respectively.
EXPERIMENTAL RESULTS
Both the high-resolution deterministic component reconstruction and image fusion networks are implemented using Caffe [Jia et al. 2014] . GAN-based high resolution stochastic component synthesis is implemented using Tensorflow on the basis of the code from TensorLayer 1 . All experiments run on NVIDIA TITAN X (Maxwell) GPUs with 12GB memory. Network training for deterministic component reconstruction takes 1 week using 4 GPUs in parallel while training for image fusion and local statistical rectification takes two days on 1 GPU. During testing, it takes around 135 seconds to generate the final result when the input is 270 x 480, and the output is 1080 x 1920. Generating the deterministic component only takes 60 seconds.
High-Resolution Deterministic Component Reconstruction
8.1.1 Network Settings and Parameters. In the network for deterministic component reconstruction, ϕ s (·, θ s ), the kernel size of all the convolutional layers except the 1 × 1 convolutional layer after the concatenation layer ("Concat" in Figure 3 ) is 3 × 3. In Figure 3(b) , the number of channels in Conv1 through Conv4 is 64. There are 8 [Bevilacqua et al. 2012 ], Set14 [Zeyde et al. 2010 ], B100 [Martin et al. 2001 ], Urban100 [Huang et al. 2015] and the DIV2K validation set [Timofte et al. 2017] . Average PSNR/SSIM values for scaling factors × 2, × 3 and × 4 are reported. The best results are shown in red, and the second best are shown in blue except for the ablation study results. Fig. 7 . Effects of individual losses on deterministic component reconstruction for the ×4 scale. L col or represents the results from RDN [Zhang et al. 2018] .
convolutional layers in a residual dense block, and a total of 16 residual dense blocks in ϕ s (·, θ s ). In the pixel shuffle module, the number of channels in Conv1 is 256, 576 and 256 for "2×", "3×" and "4×" superresolution, respectively. For "4×" superresolution, the Conv2 layer has 256 channels. The final output layer Conv5 has 3 channels.
The stride for all the convolutional layers is 1. We use ReLU as the nonlinear activation function following all convolutional layers.
Datasets and Performance Evaluation.
In the NTIRE 2017 Challenge on Single Image Super Resolution, Timofte et al. [Timofte et al. 2017 ] released a high-quality (2K resolution) dataset, called DIV2K, which consists of 800 training images, 100 validation images, and 100 test images. It has become a standard benchmark for single image super resolution. In our experiments, we train our deep network on the training set of DIV2K, and test it on five standard benchmark datasets including Set5 [Bevilacqua et al. 2012 ], Set14 [Zeyde et al. 2010] , B100 [Martin et al. 2001 ], Urban100 [Huang et al. 2015] and DIV2K validation set [Timofte et al. 2017] . Note that the ground truth of the DIV2K test set is not publicly available. Therefore, we use the DIV2K validation set during testing. Images in this validation set were never used for training or parameter tuning. PSNR and SSIM [Wang et al. 2004 ] of the Y channel (i.e., luminance) of the transformed YCbCr space are used to quantitatively evaluate the performance of different SR algorithms in addition to user studies.
8.1.3 Training Details. During network training, each mini-batch contains 5 training samples. The low-resolution input in each training sample is a 36 × 36 RGB patch. Following the data augmentation setting in ], every patch is filpped horizontally or vertically and then rotated by 90 • randomly. We train the network with the Adam optimizer. The initial learning rate is set to 0.0001, and the weight decay is set to 0.0005. Due to large on-board memory consumption, each experiment is run in parallel on 4 TITAN X (Maxwell) GPUs. Training converges after 350000 iterations. The learning rate is decreased by half every 70000 iterations.
Comparisons.
We have compared our high-resolution deterministic component reconstruction algorithm with six existing state-of-the-art superresolution algorithms, including SRCNN [Dong et al. 2016] , LapSRN [Lai et al. 2017b] , DRRN [Tai et al. 2017a ], MemNet [Tai et al. 2017b] , EDSR , and RDN [Zhang et al. 2018] . Table 1 compares PSNR/SSIM results for three scales (× 2, × 3, and × 4) on five different benchmarks, including Set5 [Bevilacqua et al. 2012 ], Set14 [Zeyde et al. 2010] , B100 [Martin et al. 2001 ], Urban100 [Huang et al. 2015] and DIV2K validation set [Timofte et al. 2017] . All the six existing SISR algorithms participating in this comparison are deep learning based methods. They treat the SISR problem as a regression problem. The loss used their network training is the mean color loss with the L 1 norm (mean absolute error, MAE) or L 2 norm (mean squared error, MSE). From SRCNN to RDN, the performance (PSNR/SSIM) of the regression results improves due to better network architectures and training strategies. In addition to such advances, we introduce two new loss functions, the generalized gradient loss and the orientation loss, to better preserve curvilinear structures. Experiments show that our algorithm achieves the best performance on all the benchmarks for all the scales except the "2×" scale on Set5. When compared with state-of-the-art algorithms, the degree of improvement ( 0.1dB) on a saturated benchmark such as DIV2K is actually substantial. In comparison to RDN [Zhang et al. 2018] , which is the previous best-performing algorithm, the proposed loss functions further improve PSNR and SSIM. In particular, on the popular DIV2K validation set [Timofte et al. 2017] , our combined loss function outperforms the mean color loss alone by 0.09 db, 0.10 db and 0.12 db on the "2×", "3×" and "4×" scales, respectively. Figure 6 compares visual results from different state-of-the-art algorithms. Our proposed algorithm exhibits a stronger ability than EDSR and RDN in preserving structural lines and curves. 8.1.5 Ablation Study. To verify the effectiveness of the generalized gradient loss and the orientation loss, we remove one of them from the combined loss every time, and use the rest of the terms in the loss to train the network while keeping all other settings exactly the same as before. The results for the "2×", "3×" and "4×" scales are also reported in Table 1 . When we remove the orientation loss, the performance drop ranges from 0.01 db to 0.05 db on the five benchmarks. When we remove the generalized gradient loss, the performance also drops similarly. This indicates that both the generalized gradient loss and the orientation loss can improve the regression accuracy. When they are combined, a larger performance gain can be achieved.
High-Resolution Stochastic Component Hallucination
8.2.1 Network Settings and Parameters. We use the same network settings as in the original paper [Ledig et al. 2017 ] in our implementation. There are 16 residual blocks in the generator network. The kernel size of all the convolutional layers except the input and output layers is 3 × 3. The number of channels in all the convolutional layers except the output layer is 64. The kernel size of the input and output layers is 9 × 9 and the number of channels in the output layer is 3. The discriminator network is a VGG-type network that has 8 convolutional layers including the input layer. The kernel size of all the convolutional layers is 3 × 3. The number of channels increases by a factor of 2 every time we move from one layer to the next. Like in the VGG network, the number of channels in a convolutional layer increases from 64 to 512. "Dense 1" has 1024 outputs and "Dense 2" has 1 output.
Training Details.
We train the network on 115 thousand images from the ImageNet dataset and the RAISE dataset. Each minibatch has 8 training samples, and the low-resolution input in each sample is a 48 × 48 RGB patch. We train the network with the Adam optimizer (β = 0.9). The initial learning rate is set to 0.0001. Experiments related to this network run on a single TITAN X (Maxwell) GPU. Training converges after 1000000 iterations. The learning rate is decreased by a factor of ten every 400000 iterations. We first train the generator alone until convergence, and then alternate the training of the generator and discriminator.
Image Fusion and Local Statistical Rectification
8.3.1 Network Settings and Parameters. There are three inputs to the image fusion and local statistics rectification network shown in Figure 5 . All convolutional layers except those in the upscaling module, the residual blocks and the final output layer, use 3 × 3 kernels and have 64 channels. The upscaling module is the same as that in ϕ s (·, θ s ). In a residual block, the Conv1 layer has 64 channels and uses 1 × 1 kernels; the Conv2 layer has 64 channels and uses 3 × 3 kernels. The output layer Conv12 has 3 channels. The stride is set to 1 for all convolutional layers. PReLU is used as the activation function following all convolutional layers.
Datasets and Training Details.
We train the image fusion and local statistics rectification network on the DIV2K training set and test its performance on the DIV2K validation set as well as other benchmarks. We train the image fusion network ϕ t (·, θ t ) using the guided regression loss L дr eд at first. The initial learning rate is set to 0.0001, and the weight decay is set to 0.0005. The network is trained using a single TITAN X (Maxwell) GPU. Training stops after 90000 iterations. The learning rate is decreased by half every 30000 iterations. Then we continue to train the local statistics rectification network using the combined loss function L t . The learning rate is kept at 0.00001 at the beginning, and is decreased by half every 10000 iterations. The training stops after 30000 iterations. The Adam optimizer is used as in the previous stages.
8.3.3 Results. Figure 8 shows a visual comparison of intermediate results in our complete image superresolution pipeline for the "4×" scale. Figure 8(a) shows the high resolution deterministic component reconstruction result. Some non-structural pixels are blurred, but high-resolution edges are well reconstructed. Figure 8(b) shows GAN-based stochastic component synthesis result. GAN clearly adds more realistic stochastic details, but gives rise to edge aliasing at the same time. Figure 8 (c) shows detected image structures. Figure 8(d) indicates that reconstructed deterministic components and synthesized stochastic components can be effectively fused together using the guided regression loss. After comparing the images in Figure 8 (d) and (e), we can find that local statistics rectification effectively enforces local statistical properties by refining previously synthesized stochastic components to make the fused results have more natural and realistic details. Compared with the ground truth in Figure 8 In Figure 9 , we compare our final superresolution results (DTSN) with those generated from state-of-the-art SISR algorithms (RDN [Zhang et al. 2018] and SRGAN [Ledig et al. 2017] ). Each odd numbered row shows the raw results from different algorithms. Magnified local image patches from such results are shown in the row immediately below. These results show that RDN can produce highquality edges and curves, but fail to generate fine stochastic details for non-structural pixels. SRGAN can generate natural stochastic details for all pixels without maintaining a proper balance between the stochastic and deterministic components. The results from the proposed superresolution algorithm show abundant stochastic details, which look more natural and pleasing than SRGAN, while exhibiting high-quality curvilinear structures, such as curves and lines. Figure 9 demonstrates that the proposed DTSN produces more natural and accurate high-resolution images than both EDSR and SRGAN, and these images are appealing even when compared with the ground truth.
User Study
As discussed earlier, with respect to a downsampled low resolution image, a high resolution image can be decomposed into two components, a deterministic component and a stochastic component. The deterministic component can be recovered from the low-frequency signals in the downsampled image by exploiting the correlation between the two. The stochastic component, on the other hand, contains the rest of the signals in the high resolution image that have little correlation with the low resolution image. By using the low resolution image as an anchor, the reconstructed high resolution deterministic component is fully registered with the groundtruth high resolution image. Therefore, any quality measures that rely on pixelwise correspondences, such as PSNR, could be used to evaluate the reconstructed results.
On the other hand, the high resolution stochastic component cannot be uniquely recovered from the low resolution image. We can only "hallucinate" this stochastic component through various image synthesis techniques, including GANs and statistical property matching. The synthesized stochastic component may be either statistically or perceptually similar to the stochastic details in the ground truth, but does not have strict pixelwise correspondences with the latter. Therefore, quality measures based on pixel-level registration is not well suited for evaluating image superresolution results with stochastic components. Instead, subjective evaluation based on user studies is a much more appropriate means to evaluate our final superresolution results.
To test the perceptual quality of different methods, we developed an online user study, which asks participants to mark superresolution images generated by SRGAN, RDN, EDSR and our method. We cropped 25 images from the DIV2K validation set in order to make sure that the group of output images from all methods can be displayed on the same screen and they contain recognizable foreground objects. All generated images are 4x larger than the input and divided into 25 groups. Each group has 4 images from different methods using the same input. Thus there are a total of 25 × 4 images.
Every participant is asked to assign integral marks to all images within 10 randomly chosen groups. The minimum score is 1, which corresponds to very poor perceptual quality. And the maximum score is 10, which corresponds to very high perceptual quality. The display order of 4 images within the same group is randomized for every group and participant. There were 42 worldwide participants and 6 of them claimed they were photographers. A brief tutorial was given by the online study before they started the test. We encouraged participants to spend at least 3 minutes on each group.
At the end, for each method, we collected 420 scores. The mean score of our method (µ b = 7.59) is the highest among all 4 methods. To verify if our mean score is significantly higher than other methods'(µ a ), a paired T-test was performed between our method and every other method with the following hypotheses:
Hypothesis H 1 represents the mean score of our method is higher than the compared method. We test those hypotheses against SR-GAN, RDN and EDSR. The results are shown in Table 2 .
Note that all P values are less than 0.05 and all T values are negative, which means we can reject H 0 and accept H 1 with statistical significance. This gives rise to the conclusion that our method is capable of generating images that is significantly perceptually better.
Limitations
Our proposed method has the following limitations. First, its performance heavily relies on the accuracy of the structure detection algorithm. ELSD can only detect line segments, circular and elliptical arcs. When there exist more complex curves, their detected location may drift around the true location. Second, We have found that the local Gram matrix loss may cause halos/ringing around certain strong edges. When the local Gram matrix loss is only added to deeper layers which are farther from the input layer, the halo/ringing effect is likely to be reduced. Third, the hallucinated details during local statistical rectification are too strong in certain images. We have experimentally found that decreasing the weight of the local Gram matrix loss and the local correlation matrix loss can potentially make the hallucinated details less noticeable.
CONCLUSIONS
In this paper, we have presented a new pipeline for single image superresolution. Different from previous algorithms, we model a single pixel using two complementary components -a deterministic component and a stochastic component. The SISR problem is decomposed into independent problems generating these components. Then we fuse the two components using a deep neural network that also performs local statistical rectification, which tries to make the local statistics of the fused image match the same local statistics of the groundtruth image. Quantitative results and a user study indicate that the proposed method outperforms existing state-of-the-art algorithms with a clear margin. 
