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The purpose of the first study was to compute empirical estimates of the standard errors of the parameters.
In addition, the parameter estimates were evaluated for bias and the effects of using different starting values and anchor items.
The second study was included to compare the performance of NOHARM with the findings of an earlier simulation study which evaluated other MIRT estimation programs.
Results were generally good, with fairly small standard errors for most parameter estimates and little indication of bias. Although the estimation procedure appeared to be robust under different starting values, the specific choice of items used to anchor the solution appears to have important effects on the magnitude of the estimated standard errors. 
Introduction
The practical utility of multidimensional item response theory (MIRT) depends upon the ability to obtain reasonably accurate parameter estimates. Several estimation programs are currently available, including MIRTE (Carlson, 1987) and MULTIDIM (McKinley, 1987) which were developed specifically as MIRT programs, TESTFACT (Wilson, Wood and Gibbons, 1984) which is a full information item factor analysis program that can be used to obtain MIRT parameter estimates, and NOHARM (Fraser, 1986 ) a general program fer fitting anidimensional and multidimensional normal ogive models by a least squares procedure. An earlier simulation study (Ackerman, 1988) compared MIRTE, MULTIDIM and TESTFACr along several criteria and found MULTTDIM and TESTFACT to be far superior to MIRTE, with TESTFACT performing thc best overall under the conditions of that study.
In this study, NOHARIvi is evaluated for its accuracy and usefulness as a MIRT program. The main question is whether the estimates provided by NOHARM are sufficiently accurate for practical applications. Since NOHARM employs a least squares procedure, standard errors are not directly availab' , and must be established empirically.
The purpose of this study is to estimate, through approximation of the sampling distribution by repeated sampling, the standard errors of the parameter estimates provided by NOHARM.
In addition to estimating standard errors, this research will evaluate the estimates for bias and the effects of using different starting values and different anchor items to fix the solution. Finally, the performance of NOHARM is compared with the other programs mentioned above. The assessments of standard errors, bias, and robustness will involve analyses of real datasets. The comparison with other programs will be accomplished through a simulation identical to that used by Ackerman (1988) .
The NOHARM Model and Procedures NOHARM (Normal Ogive Harmonic Analysis Robust Method) is a program for fitting unidimensional and multidimensional normal ogive item response models. The generalized multidimensional normal ogive model is given as P(yti=110)=ci+0-00[d1+ap1], (1) where P(xii=liai, di, Ci) is the probability in an rn-dimensional space of a correct response to item i by person j, ai is an m-dimensional vector of item discrimination parameters, di is a scalar parameter related to item difficulty, Eti is an m-dimensional vector of latent abilities, ci is a pseudo-guessing parameter, and # is the normal distribution function.
The model is fit by an ordinary least squares procedure which seeks to minimize the squared differences between the sample and estimated bivariate proportions correct.
A four term polynomial series is used to approximate the model given by equation (1), and the estimated bivariate proportions correct are derived from this approximation, allowing the minimization with respect to the model parameters d, a, and Ee. The vector c is not estimated but is treated as fixed. The function to be minhnized is a least squares function and is minimized using a conjugate gradients minimization algorithm.
To run the program, the vector c must be supplied by the user. This can be a null vector, in which case a multidimensional extension of the two-parameter model is invoked, a vector of a priori values supplied by the user, or a vector of estimates obtained from some other program such as BILOG (1989) . The user may specify either an exploratory or confirmatory analysis. In either case, starting values for the parameters to be estimated may be supplied by NOHARM or the user. The default starting values are .5 for the a-parameters and .1 for any off-diagonal elements of the ; correlation matrix that may be estimated in a confirmatory analysis. In general, the solution is anchored by fixing items to load only on certain dimensions. If the analysis is two dimensional, a single item will be fixed to load only on the first dimension. For a three dimensional analysis, a second item is fixed to load only on the first two dimensions, and so on. If the analysis is exploratory the pattern matrix is set such that the first 171-1 items 2 are fixed in this manner. In a confirmatory analysis the user may specify which items are used to anchor the solution. Also, in a confirmatory analysis, the user may allow for correlated thetas while in the exploratory mode the analysis is orthogonal. For further details on running NOHARM the reader is referred to Fraser (1986) .
The program estimates the d-parameters and a-parameters, and, when appropriate, the off-diagonal elements of ;. Other output includes the residual covariances of the items and the root mea-square of these values. The program also provides the common factor model parameterization of th e. normal ogive model parameters, and, when the analyses are exploratory, provides Varimax and Promax rotations of the pattern matrix.
In addition to the parameters of the multidimensional normal ogive, this study will compute and evaluate indices proposed by Reckase (1985 Reckase ( , 1986 To summarize, the parameters of interest in this study were: Data. The data used in this study were obtained from a 1987 national administration of a form of the P-ACT+ mathematics test. This test is given primarily to high school sophomores and consists of 40 multiple-choice items measuring achievement in the content areas of pre-algebra, algebra, plane geometry and coordinate geometry. A "population" sample of 30,000 cases was selected at random from a total administration sample of approximately 140,000 examinees. Ten replication samples of n=2000 each were then selected at random and with replacement from the population sample.
Analyses. Earlier factor analyses of several PACT datasets had suggested three factors, interpreted as a geometry factor, an algebraic symbol manipulation factor, and a word problems factor. A preliminary NOHARM analysis of the 30000 case sample was carried out in three dimensions to confirm this structure and to assess how well this model would fit the "population" data, an important pre-requisite for the subsequent analyses. Results indicated a very good fit, with a root mean squared residual (RMSR) product moment of .003. Therefore, product moment matrices for each of the 10 samples were also fit by a three-dimensional model. Estimates of the ci-parameters were obtained from a unidimensional qnalysis using BILOG (1989) and were input as fixed values for the NOHARM analyses. Initially, default settings were employed, so that the first two items were used to anchor the solution (see earlier discussion), starting values were .5 for the a estimates, and the solutions were orthogonal. Additional analyses were carried out to assess the effects of using different starting values and different anchor items. For questions ieiated to starting values, three additional analyses were carried out on the population sample using starting values of .3, .8 and 1.5. To :mess the effects of using different anchor items, the ten replication samples were re-run using two different sets of two anchor items.
As stated earlier, the main interest in this study was in obtaining empirical estimates of the standard errors of the parameters. This was accomplished by computing the standard deviations of the parameter estimates for the 10 replications. This was done for both the NOHARM model parameter estimates as well as the MIRT statistics.
In addition, an estimate of bias was computed for each parameter as the average of the difference between each of the ten estimates of that parameter and the "population" value. For the follow-up studies pertaining to starting values, the d and a estimates were averaged over items and these averages were compared across the different analyses.
Also, correlations were obtained for each set of 40 parameter estimates across the different starting value conditions. For the analyses involving different anchor items, the main concern was whether the arbitrary use of the first m-1 items as anchors would lead to unnecessarily high standard errors. Therefore, for these analyses the standard errors were re-computed for the different configurations and compared with those obtained under the default conditions.
Analysis of Simulated Data
Data. Data for the simulation were generated from a multidimensional twoparameter logistic (M2PL) model using bivariate normal theta distributions and item parameters from an earlier study (Ackerman, 1988) . These parameters, given in Table 1, were selected to provide uniform information over the ability continuum. Fifty items and two dimensions were used in the simulation. Two data sets of n=2000 were generated, one with 1'0102=0.0 and the other with rem =0.5.
Insert Table 1 about here   110 Analyses. The purpose of the simulation study was to investigate how well input data could be reproduced using NOHARM estimated item parameters. NOHA:M was used lo obtain two dimensional solutions for each of the datasets. Default settings were employed for both amlyses, with the c-parameters fixed to zero to create a multidimensional extension of the 2-parameter model. i order to compare the results of this study wall those of the earlier study, estimates of ability were needed. Since NOHARM does not provide such estimates, a program was written to compute expected a posterior (EAP) means for each examinee. Thc, choice to use EAP scores was made to provide the most direct comparison with TESTFACT.
For each person and item, a standardized residual was computed as
where yu is a 0/1 score on item i for person j, and pu is the expected probability of a correct response on item i for person j computed from equation 1. The focus of the evaluation was on the moments of the distribution of the residuals for each item and on the average of the means and standard deviations of these values over items. The mean residuals (both for individual items and overall) will serve primarily to provide a check 1 2 on the accuracy of the estimation procedure and should be very near zero if the program is functioning properly and providing unbiased estimates. However, assessment of bias alone is not sufficient to address the practical utility of the procedure, since a procedure may be unbiased but have such high variance that it is practically useless. A better indication of the overall quality of the procedure will be provided by the standard deviations of the fitted residuals. Tables 2 and 3 the distance component of MDIFF seems to have been generally well estimated. For the a,k, there appears to be a tendency for the estimation to become less stable in the second and third dimensions. For the alk this occurred only for the third dimension.
Results

Real Data Analyses
Overall, there seems to be little important bias occurring. As with the standard errors, some exceptions can be found at the individual item level. Note in particular that d, al and MDISC for Item 1 were apparently quite far off the value obtained in the analysis of the large sample, again suggesting a possible problem in using this item to anchor the solutions.
1,13
Insert Tables 2 & 3 There were two reasons for the concern over the choice of anchor items. First, in many tests, including the PACT+, the items are ordered by difficulty so that the first items are easier aod generally less discriminating. The question was whether the use of items with relatively low discriminations as anchor items would lead to less stable solutions and poorer estimates overall than might be obtained by using items with better discrimination. The second concern stemmed from the fact that in solutions involving m > 2 dimensions, the first m-1 items are chosen arbitrarily by NOHARM as the anchor items. Alternatively, it would seem advantageous to use items to anchor different dimensions that were somehow known to measuce different dimensions.
To address these questions the analyses were re-run on the ten replication samples using two different sets of anchor items. The first set was chosen on purely statistical grounds: two items (items 18 and 24) were chosen that were found to have average values of difficulty (d) and multidimensional discrimination (MDISC) in the default analyses. The other set of items was chosen on substantive grounds: the results of a previous factor analysis were used to identify two items (items 3 and 32) that loaded on fairly distinct dimensions. As in the previous study, empirical standard errors were computed as the standard deviations of the parameter estimates over the ten replications.
Tables 4 and 5 contain the average of the empirical standard errors over items for the original analyses using NOHARM defaults and the two additional sets of analyses.
Contrary to expectations, the use of different anchor items not only failed to improve the standard errors but actually caused them to increase, in some cases substantially. is not so much which items are fixed but rather the method itself which leads to larger standard errors for the fixed items. Nevertheless, it is not altogether clear why selecting items on substantive grounds led to increased standard errors overall. Further research is needed to clarify these findings.
Insert Tables 4 & 5 about here
The results of the analyses run under different starting values are summarized in Tables 6 and 7 . Recall that three additional analyses were carried out on the porlation sample of n=30000 using starting values of .3, .8 and 1.5. Table 6 gives the means and standard deviations of the NOHARM parameter estimates for these analyses along with those from the default analyses. The correlations between the estimates for each of the starting value conditions are given in Table 7 .
The results given in Table 6 indicate that varying the starting values had some impact, although the effects are not large and are somewhat inconsistent. Increasing the starting values led to a decrease in the levels of parameter estimates, with the exception of al under starting values of 1.5. There was also a tendency for the variability of the estimates to decrease with larger starting values, although again the trends were not consistent. Moreover, since the standard deviations reported in Table 6 are not estimates of standard errors, it is difficult to make valuative judgements regarding increased or decreased variability.
The correlations reported in Table 7 The overall mean residual was .001 for DaLaset 1 and .000 for Dataset 2. While it is apparent that some extreme values occurred, the magnitudes of the standard deviations of the residuals suggest that the estimated probabilities of correct response were reasonably well behaved. For comparative purposes, Table 10 presents the overall mean and standard deviation of the residuals obtained form the NOHARM analyses along with those obtained for the other estimation programs evaluated in the Ackerman (1988) study. It is apparent that NOHARM and TESTFACT were equally effective in reproducing the data as reflected by the lack of average bias in the residuals. Both programs also appear to be roughly equivalent in terms of the variance of the residuals.
Insert Tables 8, 9 & 10 about here
Summary and Conclusions
The parameter estimates provided by NOHARM, along with MIRT item statistics computed from those estimates, were evaluated in terms of their estimated standard errors, bias relative to population values, and robustness under different starting configurations. In addition, a simulation was carried out to permit comparisons with an 10 16 earlier study that evaluated and compared several other estimation programs.
For most of the items the estimated standard errors of the parameter estimates seemed to be reasonably small, and there was little indication of important bias in the estimation. Overall, D, the distance component of MDIFF was the most stable parameter, while the a3 and a3 estimates were the least stable. Also, the estimation procedure used by NOHARM seems fairly robust to different starting values. Somewhat surprisingly, attempts to improve the standard errors by using different anchor items were unsuccessful. It is not clear why the arbitrary use of the first rn-1 items as anchors of an rn-dimensional solution led to lower standard errors than did the use of items selected on statistical or substantive grounds. It does, however, appear that regardless of which items are chosen as anchors, the parameters for at least one of them will be poorly estimated. Further research is needed to clarify these findings.
Although it was necessary in the simulation study to employ an external program to obtain the needed ability estimates from the NOHARM analysis, the results nevertheless indicated that both the marginal maximum likelihood algorithm used by TESTFACT and the least squares algorithm used by NOHARM were equally effective at reproducing data under well-fitting model conditions. Together the findings of this study support the use of NOHARM in practical M1RT applications. Table 6 Means and SD's of NOHARM Paramete Estimates :33
