In this paper we prove the existence of a natural mapping from the surgery exact sequence for topological manifolds to the analytic surgery exact sequence of N. Higson and J. Roe. This generalizes the fundamental result of Higson and Roe, but in the treatment given by Piazza and Schick, from smooth manifolds to topological manifolds. Crucial to our treatment is the Lipschitz signature operator of Teleman.
Introduction
Let M be a n-dimensional topological manifold, with Γ = π 1 (M ) and let M → M be its universal covering. We assume n greater than 5 and, initially, odd.
In [20] Sullivan proves that there always exists a Lipschitz manifold structure on M and that it is unique up to bi-Lipschitz homeomorphism isotopic to the identity. In [21, 22] Teleman studies index theory in the Lipschitz context and in [7] Hilsum develops it in the framework of unbounded Kasparov theory. In particular there is a signature operator arising from the Lipschitz structure and this operator determines a well defined class in the K-homology of M .
Thanks to these results it is possible to extend the work by Piazza and Schick [14] (that follows the one by Higson and Roe [4, 5, 6] ) from the smooth to the topological category. Let us recall that in [14] Piazza and Schick built a natural transformation
from the surgery exact sequence for smooth manifolds to the analytic exact sequence of Higson and Roe, using tools and methods in coarse index theory.
In this paper we verify that this mapping also exists for the surgery sequence for topological manifolds. To this aim we will use as key tool the Lipschitz structure given by Sullivan theorem [20] . In particular we prove that the key results by Wahl, Piazza and Schick, have a true abstract and K-theoretical meaning, that does not depend on the smooth structure and the pseudodifferential calculus.
One significant difference between the smooth SES and the topological SES is that the second one is an exact sequence of groups, whereas the first one is not. In this paper we deal with the mapping at the set level: to prove that diagram is commutative as a diagram of groups, the main difficulty is that the group structure of the topological structure set is rather hard to handle. The following question is wide open:
• is the map :
homomorphism of groups?
A positive answer to this question would have direct consequences to Conjecture 3.8 in [28] , using the methods in [29] .
In the second part of the paper we generalize to the equivariant setting a product formula proved by Siegel in his Ph.D. thesis [18] . This product allows us to give stability results for -invariants and to prove the delocalized APS index theorem of Piazza and Schick ( [15] ) in the odd dimensional case. This last result leads to define a natural mapping from the SES to the analytic SES of Higson and Roe when dim(M ) = n is even, in both the smooth and the topological setting.
The same method apply to extend the construction in [15] , about the Stolz exact sequence, to the case of even dimensional manifolds, but this was already proven in [30] .
We refer the reader to [14] for a more detailed overview of the problem in the smooth setting.
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Signature operator on Lipschitz manifolds
We start recalling fundamental results on Lipschitz manifolds. For further details we refer to [21, 22, 7, 20, 25] . Definition 2.1. A Lipschitz atlas on a topological manifold M is an atlas such that the map ϕ • ψ −1 is a Lipschitz homeomorphism for any two charts ϕ : U → R n and ψ : V → R n . By definition a Lipschitz manifold structure on M is a maximal Lipschitz atlas.
Theorem 2.1 ( [20] ). Any topological manifold of dimension n = 4 has a Lipschitz atlas of coordinates. For any two such structures L 1 and L 2 , there exists a Lipschitz homeomorphism h : L 1 → L 2 isotopic to the identity. Theorem 2.2 ( [21, 7] ). Let M be a closed oriented Lipschitz manifold of even dimension. Then from the complex of L 2 -differential forms on M (with respect to some choice of a Lipschitz Riemannian metric g) one obtains a signature operator D g which is closed and self-adjoint. Therefore D g determines a class [D] in K 0 (M ) KK(C(M ), C) which is independent of the choice of the metric g. The image of [D] in K 0 (pt) KK(C, C) (i.e., the index of D g ) is the usual signature of the manifold.
In [8] Hilsum proves that the signature operator gives a KK-class as above in the case of non compact manifolds too, provided the manifold M is endowed with a metric g such that it is metrically complete with respect to the induced structure of metric space. Moreover he showed a result on the finite propagation speed for solutions of the wave equation. Theorem 2.3 (Hilsum). Let M be an oriented Lipschitz manifold with a Riemannian structure, such that the manifold is complete as metric space. Let d be the associated distance function and let D be the associated signature operator. For all t ∈ R, we have that:
, with a > 0, we have that:
This theorem will be key in the coarse geometrical setting.
classes
We refer the reader to [6, sect.1] and [15, sect.1] for notations about coarse geometry and coarse algebras. Let N be an oriented topological manifold of dimension n ≥ 5; an element of the topological topological structure set N is given by an orientation preserving homotopy equivalence f : M → N . Two different homotopy equivalences f : M → N and f : M → N , are equivalent if there is a h-cobordism W between them and a homotopy equivalence F : W → N × [0, 1], such that F |M = f and F |M = f . Definition 3.1. We define the topological structure set S T OP (N ) of N as the set of the h-cobordism classes of oriented homotopy equivalences.
Given a class [f : M → N ], we set Z = M ∪−N . Let Γ be the fundamental group of N . The universal covering N → N is induced by a map u : N → BΓ: N = u * (EΓ), where BΓ is the classifying space of Γ and EΓ its universal covering. Let M be the Γ-Galois covering induced by
Now, starting from a Lipschitz structure on Z given by Theorem 2.1, consider the L 2 -forms complex L 2 (Z, Λ C (Z)), see [7, Section 2] . We get a differential d Z and an involution τ Z ; τ Z is the operator ω → i p(p−1)+ n 2 * ω on forms of degree p. Like in the classical Hodge theory we can define the Lipschitz signature operator (with coefficients) as
if n is even and
if n is odd. Like in [7] , we have that
, where µ is the representation that associates the multiplication operator µ f to a function f .
Perturbed signature operator
We want to associate a class in the K-group K * (D * (M ) Γ ) to a homotopy equivalence f : M → N and show that this mapping is well defined on the h-cobordism classes.
The key result for what follows is the homotopy invariance of the index class of the signature operator for compact oriented smooth manifolds, proved by M. Hilsum and G. Skandalis in [10] . Remember that, in the equivariant setting, this class is given by
where [F] is the class of Mishchenko bundle in KK(C, C(X) ⊗ C * r (Γ)).
Theorem 3.1 (Hilsum-Skandalis). Let f : M → N be a homotopy equivalence. Then the class
In remark [10, p.95 ] the authors observe that all arguments can be applied to the Lipschitz case: we can easily check that the smoothness of the objects is not necessary.
Remark 3.1. Of particular interest to us is a byproduct of the proof of Theorem 3.1, namely the construction of a homotopy D α between the signature operator D Z = D 0 and an invertible operator D 1 . This is the reason for the vanishing of the index class Ind Γ (D Z ). Here D Z is the signature operator twisted by the Mishchenko bundle. Moreover we point out that the perturbation creates a gap in its spectrum near 0.
both in the smooth and in the Lipschitz case.
Proof.
The proof of [10, Theorem 3.3] is based on the construction of an operator T p,v , that plays the role of the pull-back of forms.
Let us take the following data:
• a smooth k-form v with compact support on B k , such that
is a bounded operator and T p,v is defined as the operator ξ → q * (ω ∧ p * (ξ)). Consider the following commutative diagram
Notice that (p M ) * is nothing else than the integration over N . Assume tht k and p are chosen so that t is a submersion. If we denote the form t * ω on M × N with k(y, x), it turns out that T p,v (ξ) = N k(x, y)ξ(x) is an integral operator with smooth kernel and consequently a smoothing operator.
The operator Y in [10, Lemma 2.1(c)], such that 1 
,
One can easily see that
, where f (x) = √ 1 + x − 1 is holomorphic on the spectrum of R t (-1 is a branch point for f ). Since f (0) = 0, we have that f (z) = az + zh(z)z, where h is a holomorphic function.
Let us point out that if S 0 and S 1 are smoothing operators and T is a bounded operator, then S 0 • T • S 1 is smoothing. Then we immediately get that
With the same argument one can prove that U t = 1 + H t with H t smoothing. By [13, Lemma A.12] , |τ Z • L t | −1 = 1 + F t and U t = 1 + H t with F t and H t smoothing. Then one obtains that, S t = τ Z + G t and d t = d Z + E t , where G t and E t are smoothing operators.
Consequently one has that
is equal to D + C f with C f a compact operator.
Now we have to prove that the Lipschitz Hilsum-Skandalis perturbation is bounded. In the smooth case we tackled the problem geometrically, here we try with a more analytical approach. An operator of order −n is a bounded operator between H s (Z, E) and H s+n (Z, E), the Sobolev sections of E of order s and s + n, for any s. An operator is regularizing if it is of order −∞. Equivalently one can say that an operator T is regularizing (of order
By [7, Proposition 5.6] we know that the signature operator has compact resolvent, therefore his spectrum is a countable and discrete subset {λ n } n∈N of R such that lim n−→∞ λ 
This operator verifies the hypothesis of [10, Lemma 2.1]. Indeed, because of our choice of ψ, we have that 1 − ψ(x) = x · ϕ(x), where ϕ is a rapidly decreasing odd function. Moreover
Then we get the following formula
It is easy to verify that the operator T f is a regularizing operator (and hence a compact operator), therefore the image of T f is in the domain of the Lipschitz signature operator.
Then the boundedness of the Lipschitz Hilsum-Skandalis perturbation follows as in the smooth case.
The only thing we have to care about is the dependence of this construction on the choice of the metric on N . In particular we have to check that
is Hilbert-Schmidt no matter which metric we use to take the adjoint.
If we have two different metrics g 0 and g 1 on N , then by [7, Lemma 5 .1] we can complete the Lip(N )-module Lip(N, Λ C (N ) ⊗ F N ) with respect the two metrics and we obtain two isomorphic C(N )-Hilbert modules with compatible metrics:
Then by the Minmax Theorem |λ
So it is easy to check that if ψ is a rapidly decreasing function on the spectrum of d + d * 0 , it is rapidly decreasing on the spectrum of
is Hilbert-Schmidt independently of the metric we choice. We recall from [14] that there is an isomorphism of C*-algebras
By [12, Proposition 2.1], the above isomorphism gives an isomorphism at level of multiplier algebras
This isomorphism is given by the map L π defined in [14, Section 2.2.1]. Hence we can go from the Mishchenko bundle setting to the covering one. From now on C f will be the element
Moreover D Z will indicate the operator on the covering induced by the signature without coefficients in the Mishchenko bundle. 
Proof. Moving to the Mishchenko bundle setting through (3.1), we should prove that the difference ψ(
, a] belongs to the algebra of compact C*-module operators. So if we consider the matrices
, that is known to be bounded. Then, after applying the functional calculus through ψ 1 , we deduce that the matrix components in the bracket
are compact. Now notice that two different chopping functions differ by a function in C 0 (R). Taking into account the correspondence stated in (3.1), we have that the resolvent of D Z , given by (i + D Z ) −1 , is compact (see [7, Proposition 5.6] ) and since φ(t) = (i + t) −1 generates C 0 (R), the functional calculus of D Z through a function in C 0 (R) gives a compact operator. Then if ψ is any chopping function, it turns out that
and the right-hand side term is compact.
Thanks to Corollary 3.1 we can define a class by setting
Now consider the map ϕ : Z → M such that ϕ |N = f and ϕ |−M = −Id M ; we can clearly see that ϕ is covered by a Γ-equivariant map ϕ : Z → M .
Definition 3.3. Let f : M → N be a homotopy equivalence between two compact oriented Lipschitz manifolds. Consider Z = M ∪ −N and its covering Z associated, as above, to a classifying map u : Z → BΓ. Let D Z be the Lipschitz signature operator and let C f be the trivializing perturbation associated to f . We define
The -class does not depend on the choice of the Lipschitz structure.
Proof. The second part of Theorem 2.1 can be formulated as follows: let L 1 and L 2 be two different Lipschitz structures on Z, then there exists a bi-Lipschitz homeomorphism φ : Z → Z, isotopic to the identity through a path φ t and such that φ
is the induced *-homomorphism. Because of the functoriality of the Teleman's construction we know that φ * ( 1 ) = 2 , where 1 and 2 are the invariants associated to two different Lipschitz structures. The isotopy φ t induces a paths of *-isomorphisms φ
gives a homotopy between 2 and 1 .
Perturbed signature operator on manifolds with cylindrical ends
In this section we verify that the construction we made of and Γ are well defined on the structure set S T OP (N ). For this purpose we will use results in [27, 15, 14] , where the authors have developed the theory in the smooth setting. Their methods are rather abstract and they also hold in the Lipschitz context. In order to develop the theory for manifolds with cylindrical ends, we are going to use the same notations as [14, 2.19] .
The geometrical setting is the following: let f : M → N and f : M → N be two topological structures for N ; let W be a cobordism between ∂ 0 W = M and ∂ 1 W = M and let W ∞ be the manifold with the infinite semi-cylinder ∂W × R ≤0 attached to the boundary; let V = N ×[0, 1] and V ∞ be the complete cylinders with base ∂V = N ; there is a homotopy equivalence F : W ∞ → V ∞ which has the product form F ∂ × id R ≤0 on the cylindrical ends, where F ∂0 = f : M → N and F ∂1 = f : M → N , both of them being homotopy equivalences.
Thanks to the results in [8] we have a well defined Lipschitz signature complex on X =
First of all we need a generalization of Theorem 3.1 for manifolds with cylindrical ends. This result is given by [27, Proposition 8.1] , where a perturbation is associated of the signature operator to the homotopy equivalence F . Such a perturbation makes the operator invertible, like in the usual case. The goal of this section is to verify that the -class is well defined on the h-cobordism classes: as pointed out in [14, Proposition 4.7] , this is obtained from the combination of [27, Theorem 8.4] and [14, Corollary 3.3] .
In [27, Theorem 8.4 ] all constructions work in the Lipschitz framework, where we do not consider the parameter ε. Wahl builds a perturbation of the signature operator C cyl F , supported on the cylindrical ends, from the perturbations on Z and Z ; hence she constructs a homotopy of operators between D X + C cyl F and an other operator that, thanks to the Bunke's relative index theorem, has vanishing index.
For the proof of the equality we just mentioned, the only point that is not obvious in the Lipschitz case is the one concerning the use of the relative index theorem proved in [2] , since what remains of the proof uses abstract theory of unbounded operators and spectral flow methods.
It is worth formulating Bunke's Theorem in the Lipschitz case and giving a sketch of its proof.
Bunke's relative index theorem for Lipschitz manifolds
The idea of the theorem is the following: let X be a manifold, let E → X be a bundle and D a Fredholm operator on the sections of this bundle; if there exists a hypersurface Y in X such that the operator is invertible near Y , we can cut the manifold (and the bundle) along Y and we can paste a semicylinder to the boundary of both parts obtained after cutting, extending the bundle and the operator along the semicylinder. Then we obtain an operator whose index equals the index of the original operator.
More precisely we are considering the following data: the Lipschitz manifold X we have defined in the previous subsection, the Hilbert module L 2 (X, Λ C (X) ⊗ F) of L 2 -forms on X twisted by the Mishchenko bundle, that we are going to denote by H 0 ; a regular operator G that is the twisted Lipschitz signature operator, possibly perturbed by a bounded operator; we suppose that there is a Lipschitz function with compact support f ≥ 0 and (
is the maximal domain of the square of the signature operator).
Definition 3.4. Let Lip K (X) be the set of bounded Lipschitz functions h such that for all ε > 0 there exists a compact C ⊂ X, with ||dh |X\C || L ∞ < ε. Let us call C K (X) the closure of Lip K (X) in the sup-norm.
For the comfort of the reader, we recall the theorem stated in the Lipschitz setting. Let E i → X i , i = 1, 2, be the two C * (Γ)-C* bundles Λ C (X i ) ⊗ F i , with operator G i , associated to them as above. Let W i ∪ Yi V i be partitions of X i where Y i are compact hypersurfaces. Assume that there is a commutative diagram of isomorphisms of all structures Ψ :
where the U (Y i ) are tubular neighbourhoods of Y i , i = 1, 2. We cut X i at Y i , glue the pieces together interchanging the boundary components and obtain
Moreover, we glue the bundles using Ψ, which yields A-C* bundles E 3 → X 3 and E 4 → X 4 and we assume that G i , i = 3, 4 are again invertible at infinity. We define
. The algebra C K (X) is unital. Hence, there is an embedding i : C → C K (X) and an induced map
Here are two facts:
• thanks to [21, Theorem 7.1] we have the following Rellich-type result: the inclusion H 2 → H 0 is compact;
• for any f Lipschitz function compactly supported on X, the multiplication operator f : H 2 → H 0 is compact. And this also holds for the Clifford multiplication by grad(f ), the gradient of f .
Let R(λ) be the bounded operator (
, for λ ≥ 0; because of the Rellich-type result, we know that R(λ) defines a compact operator in B(H 0 ) and that there is a positive constant C such that ||R(λ)|| ≤ (C + λ) −1 .
Lemma 3.1. The integral
is convergent and defines an operator in B(H 0 ). Moreover such an operator is compact.
Proof. See [2, Lemma 1.7 and Lemma 1.8].
Proof. We have
wher in the third step we have used Lemma 3.2. Here ∼ means "equal modulo compacts". Hence
Proof. Since we chose as G as a perturbation of the signature operator D and since the perturbation becomes compact under bounded transform, we have that
The term in the last line is compact as in the proof of [2, Lemma 1.12].
Lemma 3.5. Let f, f 1 be two positive and compactly supported Lipschitz functions such that After checking this technical part, the proof of Theorem 3.2 is completely abstract and it follows in the Lipschitz case as in the smooth one. Now we treat another fundamental result proved by Piazza ans Schick: the delocalized Atiyah-Patodi-Singer index theorem. As noticed in [14, Section 5.2], the proof of the delocalized APS index theorem is based on abstract functional analysis for unbounded operators on Hilbert spaces. The reader can verify that it works almost completely in the same way in the Lipschitz context and we will not give all details again.
The only proof to be modified is [ Let f : R → R be a C ∞ function such that
• f = 1 on a neighbourhood of 0,
• f has compact support.
Finite propagation: since f t n e −|t| 2 has compact support, G n has finite propagation speed. Pseudolocality: thanks to the above formula, (
2 e −itD dt.
is C ∞ and moreover it is a rapidly decreasing function on the spectrum of D. By [16, Prop 5.31], (1 + D 2 ) −1 − G n is a bounded operator from H m to H k for any m, k ∈ N, hence G n is pseudolocal because so is (1 + D 2 ) −1 . Indeed, using Jacobi identities for commutators and the fact that [ 
has a bounded supremum norm (less than being rapidly decreasing). In fact, under these hypotheses and by the properties of the Fourier transform, we get that
is equal to
that clearly goes to zero as n goes to infinity. This also holds in the Lipschitz case.
Now we can state the delocalized Atiyah-Patodi-Singer index theorem, that holds in the Lipschitz context too.
Theorem 3.3 ([14]). If
Γ is the map induced by the inclusion j : ∂ X → X, we have
Using the functoriality of the classifying map u • F ∪ u : X → EΓ and the map Φ :
Observe that Γ is additive on disjoint unions like ∂X = Z ∪ −Z and in particular that
Combining this with [27, Theorem 8.4], we finally have that
and similarly for Γ , hence they are well defined on S T OP (N ).
Mapping surgery to analysis: the odd dimensional case
Here we refer the reader to [14, Section 4] for definitions. We state the main theorem.
Theorem 4.1. Let N be an n-dimensional closed oriented topological manifold with fundamental group Γ. Assume that n ≥ 5 is odd. Then there is a commutative diagram with exact rows
and through the classifying map u : N → BΓ of the universal cover N of N , we have the analogous commutative diagram that involves the universal Higson-Roe exact sequence
Remark 4.1. Let us recall the fact that, despite S T OP (N ) has a group structure, we do not deal with it and the top row is considered just as a sequence of sets, as in the smooth case. The same method in Proposition3.3 applies to the class of the signature and its index class, then all vertical arrows do not depend on the chosen Lipschitz structure.
One has to check the commutativity of the three squares.
• The third square is obviously commutative: let (f : M → N ) be a normal map in N T OP (N ), it is sent horizontally to the same map forgetting the fact that it is normal and then through Ind Γ to the difference Ind
, that gives, through the analytic assembly map, the index class just founded.
• Let us study the second square: let (f : M → N ) be a structure in S T OP (N ), it goes to the same map forgetting the fact that f is a homotopy equivalence; the -class (f ), as in Definition 3.3, is the push-forward throughφ of the class
Γ that represents, by Pashcke duality, the K-homology class of the signature operator of Z; then by functoriality ofφ * and the fact that β(f :
, we obtain the commutativity of the second square.
• For the first square commutativity we refer the reader to [14, 4.10] . Let a ∈ L n+1 (ZΓ) and let (f : M → N ) be a structure in S T OP (N ). The commutativity of the first square means that the following equation holds:
this is proved identifying the right hand side with the class predicted by the APS delocalized index theorem, that, as we know, holds in the Lipschitz case too. The proof is based on an addition formula, as in [27, 7.1] , and algebraic identifications of -classes, that the reader can verify still holding, word-for-word, in the Lipschitz case.
Products
Let M and N be two Cartesian products with a common factor, namely M = M 1 × M 2 and N = N 1 ×M 2 , and let f 1 : M 1 → N 1 be a homotopy equivalence. Therefore f = f 1 ×id : M → N is a homotopy equivalence.
Observe that the signature operator on Z = M ∪ (−N ) has this form: D Z = D 1⊗ 1 + 1⊗D 2 , i.e. the graded tensor product of the signature operator D 1 on M 1 ∪ (−N 1 ) and the signature operator D 2 on M 2 .
As before we construct from f a bounded operator C f that produces an invertible perturbation D Z + C f . Notice that, from the construction in [10] and as it has been pointed out in [27, (6.1) ], the operator C f has the form C f1⊗ 1, where all grading operators are understood in the graded tensor product. We have
so we can associate an invertible perturbation of D Z to an invertible perturbation of D 1 .
We would like to state a product formula involving the -class invariant of the first factor and the K-homology class of the second one. For this purpose we recall some abstract results.
The analytic structure set and Siegel's product
We are going to extend Siegel's construction of Section 6.2.2 [18] to the Γ-equivariant case. Another approach to product formulas has been worked out recently in [31] and it has been applied to the study of secondary invariants associated to metrics with positive scalar curvature.
In general, if we have an exact sequence of C*-algebras
we can define a natural isomorphism between K * (A) and the K-group of the mapping cone K * (C τ ), where, if M (J) is the multiplier algebra of J, τ : A/J → M (J)/J is the Busby invariant of the extension. More explicitly, since J is an ideal of A, we have the following commutative diagram
where σ is natural map that identifies an element of A with a bounded operator on J, seen as Hilbert module over J. In the even case, if p is an element of A, we set q = σ(p) ∈ M (J); the K-theory of any multiplier algebra vanishes, hence there is a path q t in M (J) such that q 0 = q and q 1 = 1 ⊕ 0. Finally we define a map between A and C τ that associates the element (β(p), π(q t )) ∈ C τ to p. In the odd case we construct this map similarly, using unitary elements instead of projections.
Proposition 5.1 ( Prop 6.2.7 [18] ). The map defined above induces a natural isomorphism between K * (A) and K * (C τ ).
In particular we take A = D * ( X) Γ and J = C * ( X) Γ and, considering elements of
. We prefer to have a realization of this class as in Kasparov's theory. That is why we would like to give an explicit construction of the cycles of K * (D * (X) Γ ) through Kasparov bimodules. Let H be the Hilbert space used to define the algebra D * (X) Γ and denote by ξ → ξ γ the action of Γ on H, where ξ ∈ H and γ ∈ Γ. Definition 5.1. Define H as the C * r (Γ)-module obtained by completing C c (X)H with respect to the norm induced by the CΓ-valued inner product
where (ξ, η) is the usual scalar product of H.
The C * r (Γ)-module is isomorphic to the one associated to the Mishchenko-Fomenko bundle. Let us recall that
Γ and thanks to the previous isomorphisms,
Γ is the closure of the Γ-invariant pseudolocal operators of finite propagation. Such an operator F defines a Γ-invariant operator on C c (X)H, hence it extends by continuity to an operatorF in B( H). So D( H) is the closure of the set of these operators.
Definition 5.2. Let X be as above. A j-multigraded Γ-equivariant analytic structure cycle on X consists of the following data:
• a norm continuous path of operatorsF (t) in B( H) such thatF (0) =F ,F (1) 2 ≥ ε > 0. Here the Kasparov C − C * r (Γ)-module (H,F ) is constructed as above.
, i = 0, 1, be two j-multigraded Γ-equivariant analytic structure cycles. We will say that they are homotopic if there exists a path (H s , φ s , F s , F s (t)) of Γ-equivariant analytic structure cycles that joins them. Then we denote by S Γ j (X) the Grothendieck group generated by all homotopy classes of j-multigraded Γ-equivariant analytic structure cycles on X.
Γ through the isomorphism in (5.1). This application establishes a natural isomorphism.
Proof. The proof is analogous to the non equivariant case, proved in [18, Proposition 6.2.10].
The only remark to be made is that, by Paschke duality, we have that
Remark 5.1. From the above discussion, we get the following commutative diagram 
where f S sends the class [H, ϕ, F,
Proof. We can assume that
and that representation of C 0 (Y ) and C 0 (X) are given by the function multiplication. Let p ∈ D * (Y ) Γ be a projection. Then we get two element of S Γ j−1 (X):
• the second one is
where F p and F p (t) are defined as above and f * : C 0 (X) → C 0 (Y ) is the pull-back.
We have to prove that these two classes are the same. Consider the projection Q = V V * , then we can decompose Φ([Ad V (p)]) in two direct summand:
where
and F 1 (t) and F 2 (t) are defined similarly. The second summand is clearly degenerate; the first one, thanks to the following commutative diagram
Lemma 5.2. Let Y, X, Z be to manifolds and assume that a group Γ 1 acts on Y and X and Γ 2 acts on Z, freely and isometrically. Let f : Y → X be a Γ-equivariant continuous coarse map. Then the following diagram
where the vertical arrows are given by 5.4, is commutative.
Proof. This is straightforward since (
Stability of classes

The signature operator
Let f : M → N be a structure in S T OP (N ) and (f ) be the associated -class in K * (D * ( Z) Γ ). Let us see the different realisations of this class with respect to the different models of the analytical structure set.
•
we have the element
• In K 0 (C τ ) the -class is represented by a pair [π(p), π(p(t))]. Let p be the image of
where ψ is any chopping function; let p(t) be a path
, where D α is the HilsumSkandalis homotopy, and p(t) = • In S We get that
and the same holds for Γ .
Proof. Remember the geometrical context described at the beginning of the section. We obtain
, where D 1 is the signature operator on Z 1 , F 1 (t) as at the begin of the section and
Consequently we obtain the following cycles
where G(t) is the path given by ψ(D 1,2t⊗ 1+1⊗D 2 ) for t ∈ [0,
, 1], with ψ t as at the begin of the section. Doing the product between the first two classes, using F like in Definition 5.4, we obtain the class
Now we would like a homotopy between the class represented by the path F (t) and the one represented by the path G(t).
Let h be the map such that (s, t) → 1 − s(1 − t) for t > 1 − Because of the diagram in [1,
, namely there is an operatorial homotopy connecting them. This is true also for F (h(t, 1)) and G(t) continuously in t, for any t.
Hence we have proved the equality. By functoriality this is true not only on Z 1 and M 2 ×Z 1 but even on M 1 and M 2 × M 1 . Trivially this holds for Γ too.
We would like that, after fixing a class [D 2 ] = 0, the product we have described behaves injectively with -classes. We can achieve this under certain hypotheses on Γ 2 : we require the group to have a γ element. This means that there exists a C*-algebra A on which Γ acts properly and elements η ∈ KK Γ2 (C, A) and d ∈ KK Γ2 (A, C),
, where EΓ 2 is the classifying space for proper actions of Γ 2 and p : EΓ 2 Γ 2 → Γ 2 is the homomorphism defined by p(z, g) = g. We refer the reader to [23, 24] .
The existence of the γ element implies that the Baum-Connes assembly map (with coefficients) is split injective: this gives the existence of a non trivial element ζ ∈ KK(C * r (Γ 2 ), C).
as in Definition 5.4. Let i * ∈ KK(C, C(M 2 )) be the class induced by the inclusion i : C → C(M 2 ) and let ζ ∈ KK(C * r (Γ 2 ), C) be non trivial (it exists by hypotheses). It turns out that
is equal to the class [H 1 , φ Then
Proof. We can use the arguments we used for Lemma 5.3 to obtain immediately the result.
The delocalized APS index Theorem in the odd-dimensional case
Another application of the product formula is the proof of the delocalized APS index theorem for odd dimensional cobordisms. We will do it for the perturbed signature operator, the theorem for the Dirac operator on a spin manifold with positive scalar curvature is completely analogous.
Because of motivations well explained in [14, Remark 4.6], we will do prove the theorem at the cost of inverting 2. We recall that here and in [14] the signature operator on an odd dimensional manifold is not the odd signature operator of Atiyah, Patodi and Singer, but the direct sum of two (unitarily equivalent) versions of this operator.
Since in the statement of the delocalized APS index theorem in the odd dimensional case we will compare the invariant of the boundary with the index of the APS odd signature operator on the cobordism, it is worth to specify the notation we shall follow: on an odd dimensional manifold we denote by D APS the odd signature operator of Atiyah, Patodi and Singer and we denote by D the odd signature operator that we used so far.
The strategy of the proof is to reduce the odd dimensional case to the even dimensional one through the product by the K-homology class of the signature operator on the circle. Then it is useful to review the behaving of the signature operator with respect to cartesian products of manifolds. For a detailed treatment we refer the reader to sections 5 and 6 of [26] .
Let W be an n-dimensional manifold with boundary ∂W endowed with a cocompact free Γ-action. We assume that n odd and that the boundary of W is composed by a pairs of homotopy equivalent manifolds. Let j : ∂W → W and j : ∂W × R → W × R be the obvious inclusions. Let us recall some useful facts:
• the even signature operator D W ×S 1 is equivalent to the direct sum of two copies of the exterior product D holds. But, since W × S 1 is even dimensional, the equality on the right-hand side holds by 3.3 and the Theorem is proved.
If W is a Spin Riemannian manifold with boundary, such that the metric on the boundary has positive scalar curvature, then we can state the analogous theorem for the invariants associated to Dirac operators. 
Notice that in this case it is not necessary to invert 2. Moreover the proof of the theorem is very similar to the case of the signature operator, but easier because we have not to perturb the Dirac operator to obtain an invertible operator.
