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Bosonic rotation codes, introduced here, are a broad class of bosonic error-correcting codes based
on phase-space rotation symmetry. We present a universal quantum computing scheme applicable
to a subset of this class—number-phase codes—which includes the well-known cat and binomial
codes, among many others. The entangling gate in our scheme is code-agnostic and can be used
to interface different rotation-symmetric encodings. In addition to a universal set of operations, we
propose a teleportation-based error correction scheme that allows recoveries to be tracked entirely
in software. Focusing on cat and binomial codes as examples, we compute average gate fidelities
for error correction under simultaneous loss and dephasing noise and show numerically that the
error-correction scheme is close to optimal for error-free ancillae and ideal measurements. Finally,
we present a scheme for fault-tolerant, universal quantum computing based on concatenation of
number-phase codes and Bacon-Shor subsystem codes.
I. INTRODUCTION
Encoding quantum information into bosonic systems
[1–3] is an alternative to conventional error-correcting
codes based on discrete two- (or few-) state systems.
The infinite Hilbert space of a single bosonic mode pro-
vides a playground for redundant digital encodings that
can be tailored to a specific task [4–10]. A natural ap-
plication is to use a bosonic code at the ground level
in a concatenated error-correction scheme to suppress
errors below the fault-tolerance threshold of a conven-
tional qubit-based code [3, 11], potentially reducing the
total overhead. Decoders that exploit the continuous-
variable nature of bosonic codes can improve the fault-
tolerance threshold [12–14] and reduce the number of
physical qubits required [15]. From a hardware per-
spective, well controlled, low loss bosonic modes occur
in many quantum technology platforms, such as elec-
tromagnetic modes in optical cavities [16, 17] and free
space [18], superconducting circuits and microwave cavi-
ties [19–23], and motional modes in ion traps [24–26].
Gottesman, Kitaev, and Preskill (GKP) introduced
a seminal scheme for quantum computing with bosonic
codes, based on states with discrete translation symmetry
in phase space [3]. While GKP codewords were recently
prepared and manipulated in the laboratory [26], experi-
mental progress with other bosonic codes—especially the
cat [2, 5, 27, 28] and binomial code families [6]—is more
advanced. In a breakthrough experiment, Ofek et al. [29]
demonstrated enhancement in the lifetime of a cat-code
qubit compared to an unencoded qubit using the same
hardware—the so-called break-even point for error cor-
rection. This was the first error-correction scheme to
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achieve this milestone in an experiment. A similar ex-
periment using binomial codes also came very close to
break even [30]. Initial steps towards fault-tolerant error
correction with these codes have been made recently [31].
In this work we show how cat and binomial codes be-
long to a larger family of bosonic codes characterized
by discrete rotation symmetry in phase space, in anal-
ogy to the discrete translation symmetry of GKP codes.
Specifically, we consider codes where a single qubit is
encoded into a subspace in which the discrete rotation
operator ZˆN = exp
(
i piN nˆ
)
acts as logical Z¯, where nˆ is
the Fock-space number operator. We refer to these codes
as bosonic rotation codes. The parameter N here quanti-
fies the degree of discrete rotation symmetry for the code:
It immediately follows that the operator RˆN = Zˆ
2
N acts
as the identity on the codespace, i.e., any state in the
codespace is N -fold rotation symmetric in the sense that
it is invariant under a rotation by 2pi/N .
A consequence of N -fold rotation symmetry is that
an encoded state |ψN 〉 has support only on every Nth
Fock state, |ψN 〉 =
∑∞
k=0 ckN |kN〉. The degree of rota-
tion symmetry N thus quantifies the magnitude of a de-
tectable shift in number and sets a code distance in Fock
space. A complementary notion of distance for phase-
space rotations, pi/N , quantifies detectable rotation er-
rors and reveals a trade-off between detectable number-
shift and rotation errors.
A special subset of the bosonic rotation codes we in-
troduce are number-phase codes, which are rotated super-
positions of states with small phase uncertainty [32]. We
show that vanishing phase uncertainty is related to (ap-
proximate) number-translation symmetry. In the limit of
vanishing phase uncertainty, the number-phase codes are
analogous to ideal GKP codes, with number and phase
playing dual roles in place of position and momentum.
Interestingly, we show that cat codes, binomial codes,
and the shift-resistant qudit codes introduced in Ref. [3]
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2each approach this ideal limit of vanishing phase uncer-
tainty as their average excitation number increases.
We present a scheme for universal quantum compu-
tation for number-phase codes, where the workhorse is
an entangling controlled-rotation (crot) gate based on a
cross-Kerr interaction (∼ nˆ⊗ nˆ). A properly tuned crot
serves as a logical controlled-Z, CˆZ = diag(1, 1, 1,−1),
between two number-phase codes. Notably, codes with
different degree of rotation symmetry and of different
type (e.g. cat and binomial) can be fully entangled
by the crot gate. Similarly, a self-Kerr interaction
(∼ nˆ2) can be used to enact the single-qubit phase gate
Sˆ = diag(1, i). Augmented with preparation of dual-
basis codewords |+N 〉 and destructive measurements in
the dual basis, all Clifford gates can be executed. Univer-
sality is achieved using injected magic states. The gates
we introduce have favorable properties in terms of fault
tolerance: Errors are amplified and spread in a very lim-
ited way, such that the “size” of an error after a gate is
proportional to the “size” prior to the gate.
We also introduce a new error-correction scheme for
the number-phase codes discussed above. The error cor-
rection is based on teleporting the encoded information
into a new, fresh ancilla [33]. A remarkable feature of
this approach is that recovery operations can be tracked
entirely in software. In essence, the need for potentially
difficult and highly nonlinear operations to restore the
codespace has been replaced by preparation of ancillae
in logical basis states.
We perform a numerical study of error-correction per-
formance in the presence of simultaneous loss and de-
phasing noise on encoded qubits, while assuming noise-
less ancillae. A critical question for a bosonic error-
correcting code is whether it performs better than the
“trivial encoding”—a qubit encoded in Fock states |0〉
and |1〉—under the same noise model. The point where
the error-corrected qubit performs as well as the triv-
ial encoding is referred to as the break-even point for
error correction. For the studied noise model, we find
that both cat and binomial codes go beyond break even
by several orders of magnitude for degrees of rotation
symmetry in the range N = 2–4, and dimensionless
noise strength for simultaneous loss and dephasing in the
range κt = 10−3–10−2. Remarkably, we also find that
the teleportation-based error correction scheme we in-
troduce performs nearly as well as the optimal recovery
map found numerically, for noise-free ancillae and ideal-
ized measurements.
Finally, we outline a fault-tolerant and universal
scheme based on concatenating number-phase codes with
Bacon-Shor subsystem codes [34–37]. The concatenation
serves three purposes: To deal with errors in state prepa-
ration which are hard to check for, to suppress errors
in noisy measurements by exploiting correlations across
multiple measurement outcomes, and to further suppress
the logical error rate by dealing with errors that are too
large for the bosonic code to handle. Our specific ex-
ample using a Bacon-Shor code illustrates the broader
point that a fault-tolerant scheme should be tailored
to strengths and weaknesses of the bosonic code at the
ground level.
This paper is laid out as follows. In Sec. II we detail
the structure of bosonic rotation codes and describe how
to distinguish the codewords in the computational and
dual bases using number and phase measurements, re-
spectively. We introduce a measure of modular phase un-
certainty that quantifies embedded phase-measurement
error in a given bosonic rotation code. In Sec. III we
define number-phase codes, a family of bosonic rotation
codes with small modular phase uncertainty, and we give
examples of number-phase codes, including cat and bi-
nomial codes. In Sec. IV we present a universal scheme
for quantum computing with number-phase codes. In
Sec. V we give a method to perform a modular excita-
tion number measurement, nˆ mod N , which can be used
to detect number errors and to prepare bosonic rotation
codewords. In Sec. VI we study in detail error propaga-
tion and show that the gates in our set map small errors
to small errors and are in that sense fault tolerant. In
Sec. VII we lay out a scheme for teleportation-based error
correction that can be used for any number-phase code,
and we numerically test the performance of our error-
correction procedure for cat and binomial codes under
simultaneous loss and dephasing. In Sec. VIII we outline
a fault-tolerant scheme for quantum computing based
on concatenation of number-phase codes and Bacon-Shor
subsystem codes. Finally, in Sec. IX, we summarize our
results and highlight open problems.
II. BOSONIC ROTATION CODES
Single-mode bosonic codes utilize the large Hilbert
space of a bosonic mode to protect logical quantum in-
formation. There are countless ways to embed a qubit,
with each encoding comprising a two-dimensional sub-
space spanned by states serving as the logical codewords,
and the remaining Hilbert space providing the freedom
to detect and correct errors. In many physical implemen-
tations, the dominant sources of noise are loss, gain, and
dephasing. Various bosonic qubit encodings have been
designed specifically to counteract these noise processes,
notably cat [2, 5, 27, 28] and binomial codes [6], which
share the key property that the codewords exhibit dis-
crete rotational symmetry.
We use discrete rotation symmetry to define a class of
single-mode codes called bosonic rotation codes. First,
we say that a code has discrete N -fold rotation symmetry
if any state |ψ〉 in the code subspace (codespace) is a +1
eigenstate of the discrete rotation operator1
RˆN = e
i 2piN nˆ, (1)
1 Whenever we talk about a code with N -fold rotation symmetry
we will always implicitly assume that the code does not have any
degree of rotation symmetry higher than N .
3FIG. 1. Graphical summary of several N = 4 rotation codes: cat and squeezed cat (Appendix B 1), binomial (Appendix B 2),
and Pegg-Barnett (Appendix B 3). Logical codewords are +1 eigenstates of the discrete rotation operator, Eq. (1), and exhibit
N -fold rotation symmetry. Top row: ball-and-stick diagrams illustrating |+N 〉 (orange) and |−N 〉 (blue). Indicated on each is
the primitive |Θ〉 for the code. Bottom row: Wigner functions for the |+N 〉 state, W|+N 〉(α). Red/blue are positive/negative,
the color scale on each plot is different, and Q = 1
2
(α+ α∗) and I = 1
2i
(α− α∗) are the real and imaginary parts of α.
where nˆ = aˆ†aˆ is the Fock-space number operator
([aˆ, aˆ†] = 1). It follows that the square root of RˆN pre-
serves the rotation symmetry and acts as a Hermitian
operator that squares to the identity on the codespace.
We define an order-N bosonic rotation code, or rotation
code for short, to be a code where the operator
ZˆN := Rˆ2N = e
i piN nˆ, (2)
acts as logical Z¯. The choice of Z¯ over X¯ is just a con-
vention, but we emphasize that a code where ZˆN acts
as a non-Pauli operator is not a rotation code according
to our definition. An example of the latter is a square-
lattice GKP code where Z¯2 acts as a logical Hadamard.
This distinction is important when discussing “easy” and
“hard” gates for different codes. We briefly comment on
the rotation symmetry of GKP codes in Appendix C.
The logical codewords for any order-N rotation code
can be constructed from discrete rotated superpositions
of a normalized primitive state |Θ〉. In fact, we have
that two states |0N,Θ〉 and |1N,Θ〉 satisfy ZˆN |jN,Θ〉 =
(−1)j |jN,Θ〉 if and only if the two states can be written
in the following form:
|0N,Θ〉 = 1√N0
2N−1∑
m=0
ei
mpi
N nˆ|Θ〉, (3a)
|1N,Θ〉 = 1√N1
2N−1∑
m=0
(−1)meimpiN nˆ|Θ〉, (3b)
where Ni are normalization constants. There is a tech-
nical constraint on |Θ〉 for the codewords to be non-
zero, which we specify precisely in Sec. II A. When the
rotated primitives appearing in Eq. (3) are orthogonal,
〈Θ|(ZˆN )m|Θ〉 = 0 for 0 < m < 2N , then N0 = N1 = 2N .
Generally, however, they are not orthogonal, and the
normalization constants are different, N0 6= N1. Re-
gardless, the codewords themselves are exactly orthog-
onal for any valid |Θ〉, and any state in the codespace,
|ψN 〉 = a|0N 〉 + b|1N 〉, has N -fold rotation symmetry,
RˆN |ψN 〉 = |ψN 〉. Here and henceforth we suppress the
Θ-subscript when referring to a generic rotation code of
order N unless it is required for clarity.
From the above, we recognize that there are many dif-
ferent rotation codes with the same degree of rotation
symmetry N . While a given primitive |Θ〉 uniquely de-
fines an order-N rotation code, there are many possible
primitives that give rise to the same code. Several ex-
amples of rotation codes are shown in Fig. 1. The best
known example are cat codes, where the primitive is a co-
herent state |Θcat〉 = |α〉 [5].2 Another simple example
are the “0N codes” |00N〉 = |0〉, |10N〉 = |N〉 [38, 39], which
can be constructed, e.g., from |Θ0N〉 = (|0〉+ |N〉)/
√
2.
The form of Eq. (3) is reminiscent of GKP codes whose
codewords are superpositions of translated squeezed
states [3]. However, due the natural 2pi periodicity of
rotations, only a finite number of superpositions are re-
quired, and the resulting codeword always remains phys-
ical. This is because the rotation operator in Eq. (2)
conserves excitation number, unlike the displacement op-
erator used to define the GKP codewords. In Sec. III, We
2 It is also common to define nonorthogonal codewords for cat
codes, as in, e.g., Ref. [4], but we here follow the more recent
convention from, e.g., Ref. [5].
4make a tighter analogy between GKP codes and a sub-
class of rotation codes called number-phase codes.
A. Fock-space structure
Discrete rotational symmetry enforces a spacing of the
codewords in Fock space, which underpins the codes’
robustness to loss and gain errors. This can be seen
by acting the operator ZˆN on an arbitrary state |ψ〉 =∑
n an|n〉: ZˆN |ψ〉 =
∑
n e
ipin/Nan|n〉. Clearly |ψ〉 is a +1
eigenstate of ZˆN if and only if an = 0 for all n 6= 2kN for
integer k. Similarly, |ψ〉 is a −1 eigenstate if and only if
an = 0 for all n 6= (2k+ 1)N . This leads to the following
general form for any ±1 eigenstates of ZˆN :
|0N 〉 =
∞∑
k=0
f2kN |2kN〉, (4a)
|1N 〉 =
∞∑
k=0
f(2k+1)N |(2k + 1)N〉. (4b)
The coefficients fkN in Eq. (4) are related to the
Fock-state coefficients of the primitive |Θ〉 = ∑n cn|n〉
in Eq. (3) as follows: f2kN = c2kN/
√N ∗0 and f(2k+1)N =
c(2k+1)N/
√N ∗1 , where N ∗0 = ∑k |c2kN |2 and N ∗1 =∑
k |c(2k+1)N |2. The normalization factors introduced
here are related to the normalization constants in Eq. (3)
as N ∗i = Ni/(2N)2. There are no further restrictions on
the coefficients fkN apart from normalization.
To explicitly connect the two representations of
rotation-symmetric codewords, Eq. (3) and Eq. (4), we
use the relation for a Kroenecker comb,
1
M
M−1∑
m=0
ei
2pimn
M =
∞∑
k=0
δn,kM for n = 0, 1, 2, . . . , (5)
to construct a projector onto the set of Fock states
|2kN + `〉 for k = 0, 1, 2 . . . :3
Πˆ`2N :=
∞∑
k=0
|2kN + `〉〈2kN + `|
=
1
2N
2N−1∑
m=0
(
e−i
pi`
N ZˆN
)m
.
(6)
The factors eipi`/N with ` ∈ {0, 1, . . . , 2N − 1} are the
complex 2Nth roots of unity. Acting the projector on
a primitive |Θ〉 = ∑n cn|n〉 with at least one non-zero
c2kN+`,
Πˆ`2N |Θ〉 =
∞∑
k=0
c2kN+`|2kN + `〉, (7)
3 Note that the parity operator is Πˆ02 − Πˆ12.
produces an (unnormalized) eigenstate of the operator
ZˆN with eigenvalue e
ipi`/N .4
It is now straightforward to see that Eq. (3) and Eq. (4)
are equivalent, since we can write
|0N 〉 = Πˆ
0
2N |Θ〉√N ∗0 , (8a)
|1N 〉 = Πˆ
N
2N |Θ〉√N ∗1 , (8b)
with N ∗0 = 〈Θ|Πˆ02N |Θ〉 and N ∗1 = 〈Θ|ΠˆN2N |Θ〉. With the
help of Eq. (6) we recognize these as Eqs. (3a) and (3b).
For the codewords to be well-defined it is now clear that
the primitive must have support on at least one of the
|2kN〉 Fock states and one of the |(2k + 1)N〉 Fock states.
This is the only constraint on |Θ〉, and the orthogonality
of the codewords is then easily seen from the fact that
they have support on strictly different Fock states.
The dual-basis codewords, |±N 〉, are constructed as
usual via superpositions of the computational basis code-
words, |±N 〉 = (|0N 〉 ± |1N 〉)/
√
2 leading to Fock space
representations
|+N 〉 = 1√
2
∞∑
k=0
fkN |kN〉, (9a)
|−N 〉 = 1√
2
∞∑
k=0
(−1)kfkN |kN〉. (9b)
Both |±N 〉 have support on the full set of |kN〉 Fock
states. From Eqs. (4a) and (9a) it is clear that any logical
|0N 〉 state is also a logical |+2N 〉 for a code with twice
the rotation symmetry, which is not necessarily the same
code. In other words, for a given codeword |0N,Θ〉 defined
by a primitive |Θ〉, we have that
|0N,Θ〉 = |+2N,Θ′〉, (10)
for some primitive |Θ′〉. Whenever the codeword normal-
ization constant in Eq. (3) satisfy N0 = N1, the above
holds with |Θ〉 = |Θ′〉. See Appendix A for further de-
tails.
While it is evident that ZˆN |jN 〉 = (−1)j |jN 〉 for
j = 0, 1, it is not generally possible to find a similarly sim-
ple operator that acts as a logical X¯ within the codespace.
In Sec. III we present a set of rotation codes whose logical
X¯ is approximately given by a number-translation oper-
ator. The absence of a simple logical X¯ does fundamen-
tally pose a problem for quantum computing, since uni-
versality can be achieved without this operator as shown
in Sec. IV.
A useful quantity for comparing codes is the average
excitation number of the code,
n¯code :=
1
2 tr
[
Πˆcodenˆ
]
, (11)
4 This can be checked using Eq. (6) and the fact that (ZˆN )
2N =
(ZˆN )
0 = Iˆ, (eipi`/N )2N = (eipi`/N )0 = 1.
5where Πˆcode := |0N 〉〈0N |+ |1N 〉〈1N | is a two-dimensional
projector onto the codespace [40].5 By construction the
average excitation number is the same for each of the
dual-basis codewords, and n¯code = 〈±N |nˆ|±N 〉. Since
the rotation operator commutes with the number opera-
tor, [RˆN , nˆ] = 0, rotations doe not increase the excitation
number. The computational-basis codewords have differ-
ent average excitation number due to different phases in
the superpositions in Eq. (3), but it remains bounded.
This is in contrast to translation-based GKP codes that
suffer from the following: either the code states are un-
physical as they have infinite excitations, or the discrete
translational symmetry is spoiled by energy constraints.
The 0N codes introduced previously are the order-N
rotation codes with the lowest possible mean excitation
number, n¯0N =
N
2 . It is worth noting that the trivial
encoding where a qubit is encoded in the two lowest Fock
states,
|0triv〉 = |0〉, |1triv〉 = |1〉 , (12)
is a rotation code with N = 1. The trivial encoding
serves as a useful benchmark against which other codes
can be compared [29, 30, 40].
1. The phase and Fock grids
With a given primitive |Θ〉, the order of rotation sym-
metry N parameterizes a code both in phase space and in
Fock space, via Eqs. (3) and (4). From these two forms of
the codewords, it is natural to define a number distance
and rotational distance of a code as6
dn := N, dθ := pi/N. (13)
respectively. Number and phase-space rotation play dual
roles: codes of increasing N are further separated in Fock
space but more closely separated in terms of rotations.
For an order-N rotation code, we refer to the set of angles
{mdθ} for m = 0, 1, . . . 2N − 1 as the phase grid and the
set of Fock states {|kN〉} for k = 0, 1, . . . as the Fock grid.
These are in analogy to the position- and momentum-
space grids (or more general quadrature-grids) on which
GKP codes are defined. They broadly characterize the
types of error to which the code is naturally resilient.
A number-shift error smaller than dn (e.g. ∼ aˆk or ∼
(aˆ†)k with k < N) is detectable. For rotation errors the
boundary between detectable and undetectable errors is
not as sharp in general, but a good code should be able
to detect a rotation which is small compared to dθ (e.g.
5 Encoded logical gates are denoted by an overbar, e.g. Z¯, while
operators projected onto the codespace are denoted, following
Ref. [40], by the subscript “code”.
6 In Ref. [40] and related works, cat and binomial codes are de-
scribed by a spacing parameter S, which is related to code dis-
tance by S = dn − 1. S is the largest detectable number error.
loss
dephasing
FIG. 2. Graphical summary of the Fock-space and phase-
space structure of codewords for an N = 2 rotation code.
(a) The computational-basis codewords |0N 〉 and |1N 〉 have
support on every 2kN and (2k + 1)N Fock states for k =
0, 1, 2 . . . , respectively. Up to N − 1 loss or gain errors can
in principle be detected. (b) The dual codewords |±N 〉 are
related by a rotation in phase space by pi/2. Rotation er-
rors small compared to dθ = pi/2 are detectable with a code-
dependent uncertainty.
eiθnˆ with θ < dθ). This basic idea is illustrated in Fig. 2.
We return to a more detailed discussion of “small” vs.
“large” errors in Sec. VI.
B. Distinguishing the codewords
The structure of rotation codes in Fock space, Eq. (4),
and in terms of rotations, Eq. (3), suggests a natural
way to distinguish codewords in the computational and
dual bases using number and phase measurements, re-
spectively. Phase measurements play a crucial role in
the quantum computing scheme introduced in Sec. IV.
1. Number measurement
The computational-basis codewords |0N 〉 and |1N 〉 can
be distinguished (destructively) by measuring excitation
number as seen clearly in Eq. (4). For an order N code, a
number measurement returns an outcome kN for integer
k, where even k corresponds to |0N 〉 and odd k to |1N 〉.
In the presence of errors such a measurement can still cor-
rectly identify the damaged codewords. For example, if
we assume that upwards and downwards shifts in number
(e.g. loss and gain) are equally likely, a simple decoder to
identify the codeword from a number measurement out-
come n is to round to the nearest kN and declare the
outcome “0” if k is even and “1” if k is odd. In practice
the noise model motivates the decoding scheme. Under
6pure loss, for example, the decoder should always round
up to the nearest kN .
2. Phase measurement
An approach to distinguishing |±N,Θ〉 with a natural
robustness to rotation errors relies on phase estimation.
In the absence of errors, the task can be formulated as fol-
lows: Given the codeword |+N,Θ〉 for a rotation code, we
wish to determine θ in eiθnˆ|+N,Θ〉. If θ (mod 2pi/N) = 0
the state is |+N,Θ〉 while if θ (mod 2pi/N) = pi/N , the
state is |−N,Θ〉. In the presence of rotation errors, the
phase estimation problem is generalized to estimating a
continuous variable θ ∈ [0, 2pi). A decoding procedure
rounds θ to the nearest mpi/N . Then, if m is even declare
the outcome “+,” and if m is odd declare the outcome
“−.” This is exactly analogous to the excitation number
decoding scheme described above. Again, the decoding
scheme should in general be adapted to the system’s noise
model.
Holevo [32] and Helstrom [41] introduced an optimal
measurement to distinguish states in the one-parameter
family eiθnˆ|ψ0〉 for the situation where no prior informa-
tion about θ is assumed (and for a specific class of “devia-
tion functions” quantifying the deviation of the estimated
value from the true value). The POVM elements of this
measurement depend on a fiducial state |ψ0〉 =
∑
n cn|n〉
that defines the phase estimation problem. They can be
written in the Fock basis (Theorem 4.4.1 in Ref. [32]),
Mˆ can(θ) =
1
2pi
∞∑
m,n=0
γmγ
∗
ne
i(m−n)θ|m〉〈n|, (14)
with completeness relation
∫ 2pi
0
dθ Mˆ can(θ) = Iˆ, and γn =
cn/|cn| for cn 6= 0 and otherwise an arbitrary complex
number with |γn| = 1. In the present context |ψ0〉 =
|+N,Θ〉 = 1√2
∑
k fkN |kN〉. We refer to the set of POVMs
in Eq. (14) as the canonical phase measurement.
For an order-N rotation code, the relation
RˆN |+N,Θ〉 = |+N,Θ〉 implies that phase measure-
ments only acquire information about the phase θ
modulo 2pi/N . To quantify the uncertainty in a phase
estimation measurement where we only care about the
modular phase, we slightly modify a phase-uncertainty
measure introduced by Holevo [32]. We adopt a measure
of modular phase uncertainty by considering the 2pi/N
periodic random variable eiNθ under the probability
distribution µ(θ) = tr
[
Mˆ can(θ)|+N,Θ〉〈+N,Θ|
]
for θ. We
can then define an uncertainty measure
∆N (θ) :=
〈∆eiNθ〉
|〈eiNθ〉|2 =
1
|〈eiNθ〉|2 − 1, (15)
where 〈eiNθ〉 := ∫ 2pi
0
eiNθµ(θ)dθ is the mean modular
phase, and 〈∆eiNθ〉 := ∫ 2pi
0
|eiNθ − 〈eiNθ〉|2µ(θ)dθ.
Even in the absence of loss of phase information due
to external noise, the underlying primitive endows a code
with some level of modular phase uncertainty. This can
be found from Eq. (15) using the following form for the
mean modular phase,
〈eiNθ〉 =
∫ 2pi
0
eiNθµ(θ)dθ =
1
2
∞∑
k=0
|fkNf(k+1)N |, (16)
where fkN are the Fock-grid coefficents of the code,
Eq. (4), as before. Henceforth, we use ∆N (θ) to quantify
the embedded phase uncertainty in the codewords. This
embedded uncertainty is in analogy to the embedded po-
sition/momentum errors in finitely squeezed GKP code-
words [3, 42]. Note that, in general, the embedded phase
uncertainty depends on the order of rotation symmetry.
In Sec. III we show that certain families of rotation codes
have meaningful limits where ∆N (θ) → 0, which is akin
to the limit of infinite squeezing for ideal GKP codes.
Note that because the canonical measurement Eq. (14)
assumes no prior knowledge about θ, it might be sub-
optimal if such knowledge exists. If rotation errors are
small, we expect that θ is close to one of the values
mpi/N , and it might be possible to exploit this knowledge
in a phase-estimation measurement. Moreover, since the
measurement is defined with respect to the ideal, un-
damaged codeword |+N,Θ〉, it might perform less than
ideal in the presence of general noise that includes errors
beyond pure rotation errors. For the numerical simula-
tions of error correction circuits in Sec. VII B, we compare
the canonical phase measurement to Pretty Good Mea-
surements, as introduced in Ref. [43–45] (see also Ap-
pendix D), which explicitly takes information about the
noise model into account.
When all γn are real in Eq. (14), the measurement
can be approximated using adaptive homodyne measure-
ments [46] and has been the subject of much theoretical
and experimental study [47–53]. One can similarly de-
fine phase-uncertainty measures analogous to Eq. (15)
for other phase-estimation schemes. As an example, het-
erodyne measurement also measures the phase, but at the
cost of larger uncertainty. An ideal heterodyne measure-
ment is described by measurement operators |α〉〈α|, |α〉 a
coherent state, with completeness relation
∫
d2α
pi |α〉〈α| =
Iˆ. The estimated phase for an outcome α is simply
θ = arg(α). We can define a phase uncertainty ∆hetN (θ)
for heterodyne measurement analogously to the canonical
phase uncertainty defined above. A heterodyne measure-
ment gives larger uncertainty in the estimated phase than
the canonical phase measurement; however, heterodyne
measurement is nevertheless a likely practical candidate
for distinguishing the logical codewords of the number-
phase codes introduced in the next section.
In general, the phase uncertainty in a measurement
is a function of both the codewords and the choice of
measurement scheme. As long as the phase fluctuations
in the measurement results are small compared to the
rotational distance dθ = pi/N , the two codewords |±N,Θ〉
can be distinguished faithfully. This idea is illustrated
in Fig. 3.
7FIG. 3. Distinguishing the |±N 〉 codewords. By design
|−N 〉 = ei piN nˆ|+N 〉, such that distinguishing the codewords
can be viewed as a phase estimation problem. The phase pre-
cision, ∆N (θ), depends on the measurement scheme, with a
canonical scheme given by the POVM in Eq. (14). (a) Mea-
suring θ to distinguish the codewords for an N = 2 code
(dθ = pi/2). If the measurement result falls in a white wedge,
we declare “+” and in a gray wedge, we declare “−”. (b) The
same procedure for a codeword that has undergone a rotation
error, eiθnˆ|+N 〉. For large rotations, θ ∼ dθ/2, the logical
state will be misidentified. If the noise model is biased in such
a way that clockwise rotations are more likely than counter
clockwise (or vice versa), the decoder should be biased ac-
cordingly by rotating the white and gray wedges.
III. NUMBER-PHASE CODES
The embedded phase uncertainty in Eq. (15), ∆N (θ),
is minimized when the distribution of Fock-grid coeffi-
cients is completely flat, i.e., |fkN | = |f(k+1)N | for all
k, such that |〈eiNφ〉| = 1 and ∆N (θ) = 0, c.f. Eqs. (15)
and (16). However, such a state is not normalizable, ren-
dering this limit unphysical. Formally, we can consider
families of physical codes that in some appropriate limit
satisfy ∆N (θ) → 0. As we will show, this is satisfied for
a class of rotation codes very much analogous to GKP
codes, with number and phase playing roles akin to po-
sition and momentum. Perhaps somewhat surprisingly,
the previously studied cat and binomial codes both be-
long to this class.7
7 We note that GKP codes defined for a quantum rotor, i.e.,
a particle moving on a circle described by angular position ϕˆ
and angular momentum Nˆ , have been studied previously [3, 54].
However, the strictly non-negative spectrum of the number op-
erator, nˆ, implies that no unitary operator eiφˆ exists such that
[nˆ, eiφˆ] = eiφˆ [55]. In this sense number and phase do not con-
stitute a proper conjugate variable pair. See, e.g., Ref. [56] for a
discussion on angle and phase operators in quantum mechanics,
and Refs. [55, 57] for a proposal to define unitary and hermitian
phase operators as a limit of a sequence of regularized operators.
A. Ideal number-phase codes
In analogy with ideal GKP codes defined in terms of
superpositions of position (or momentum) eigenstates,
we define a family of order-N rotation codes as:
∣∣0N, phase〉 = 2N−1∑
m=0
∣∣∣φ = mpi
N
〉
, (17a)
∣∣1N, phase〉 = 2N−1∑
m=0
(−1)m
∣∣∣φ = mpi
N
〉
, (17b)
where |φ〉 := 1√
2pi
∑∞
n=0 e
inφ|n〉 are known as phase states
and are not normalizable [58, 59]. In the Fock basis,
the codewords are simply |0N 〉 ∝
∑
k |2kN〉 and |1N 〉 ∝∑
k |(2k + 1)N〉. Note that we can write the POVM for
the canonical phase measurement in Eq. (14) (for real
coefficients γn = 1) as Mˆ
can(φ) = |φ〉〈φ|. Eq. (17) follows
from Eq. (3) by replacing |Θ〉 ∝ |φ = 0〉.
Any state in the codespace spanned by Eq. (17) is, of
course, a +1 eigenstate of RˆN . The codewords are also
+1 eigenstates of a number-translation operator
ΣˆN :=
∞∑
n=0
|n〉〈n+ 2N |. (18)
We have that RˆN ΣˆN = ΣˆN RˆN , and the operator
XˆN := ΣˆN/2 =
∞∑
n=0
|n〉〈n+N | (19)
satisfies XˆN ZˆN = −ZˆN XˆN , while both ZˆN and XˆN com-
mute with RˆN and ΣˆN . Finally, for the code Eq. (17),
we have that XˆN |±N 〉 = ±|±N 〉, and this operator thus
acts as logical X¯.
B. Approximate number-phase codes
Ideal number-phase codes as defined in Eq. (17) are
unphysical as they require infinite excitation number and
are not normalizable. Nevertheless, certain families of
rotation code approach ideal number-phase codes, in a
sense to be defined below, in limits of large excitation
number.
We first recognize that for any rotation code with pos-
itive, real Fock-grid coefficients {fkN} [ Eq. (4)], we have
〈±N,Θ|XˆN |±N,θ〉 = ±〈eiNθ〉. As a consequence,
〈±N,Θ|XˆN |±N,θ〉 → ±1 (20)
if and only if ∆N (θ) → 0, where ∆N (θ) and 〈eiNθ〉 are
defined in Eqs. (15) and (16), respectively. It follows
that the condition of vanishing phase uncertainty defines
a family of codes that, in this limit, are stabilized by ΣˆN
[Eq. (18)] and for which XˆN [Eq. (19)] acts as logical X¯.
8code |Θ〉 fkN 0N code limit limiting fkN limiting mean modular phase 〈eiθN 〉
cat |α〉
√
2
N∗i
e−|α|
2/2αkN√
(kN)!
α→ 0 α→∞ ( 2N2
piα2
) 1
4 exp
[
−(kN−α2)2
4α2
]
e
− N2
8α2 ϑ3
[
Npi
2
(1− 2α2
N
), e
−2pi2 α2
N2
]
binomial
∣∣ΘN,Kbin 〉 √ 12K−1 (Kk ) K = 1 K →∞ ( 8piK ) 14 exp [−(k−K/2)2K ] e− 12K ϑ3[pi2 (1−K), e−Kpi22 ]
Pegg-Barnett |φ = 0, s〉 √2/ds/Ne s = N + 1 s→∞ √2/ds/Ne 1− 1/ds/Ne
TABLE I. Three codes—cat, binomial and Pegg-Barnett—whose phase uncertainty vanishes in an appropriate limit (see
Appendix B for definitions and details of each code). The second and third columns give a primitive and the Fock-grid
coefficients [Eq. (4)] (for cat codes N ∗i is the normalization factor N ∗0 for even k and N ∗1 for odd k). The fourth column shows
the limit where each code becomes the 0N encoding (which is the trivial encoding, Eq. (12), for N = 1), and the fifth gives
the limit where ∆N (θ) → 0. The sixth column gives an asymptotic form of the Fock-grid coefficients, and the last column
gives an asymptotic form for the mean modular phase. For each code the mean modular phase uncertainty approaches zero,
∆N (θ)→ 0. The function ϑ3(r, τ) is the Jacobi elliptic theta function of the third kind.
An interesting property of number-phase codes arises
from the fact that in the limit of Eq. (20), the two
codewords normalization constants are equal, N0 = N1,
in Eq. (3). It follows that the dual-basis codewords
also become equal-weight superpositions of the primitive
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FIG. 4. (a) Magnitude of the Fock-state amplitudes for a
|+N 〉 state for N = 3 cat, binomial, and Pegg-Barnett codes
with parameters that give n¯code = 19.5 for each. The ampli-
tudes are nonzero only on Fock states |3k〉 for k = 0, 1, 2, . . . .
(b) The embedded phase uncertainty, Eq. (15), for each fam-
ily of N = 3 codes as n¯code increases. For each code a proper
asymptotic limit, given in Table I, yields no embedded phase
uncertainty, ∆N (θ) → 0. In the opposite regime, n¯code → 32 ,
all three codes limit to the 03 encoding. Note that N = 3
codes with n¯code <
3
2
do not exist and that binomial and Pegg-
Barnett codes are defined only at discrete excitation numbers;
connecting lines are guides for the eye.
[see Eq. (A4)],
|+N,Θ〉 → 1√
N
N−1∑
m=0
ei
2mpi
N nˆ|Θ〉, (21a)
|−N,Θ〉 → 1√
N
N−1∑
m=0
ei
(2m+1)pi
N nˆ|Θ〉. (21b)
A stronger number-phase duality is apparent for number-
phase codes than for generic rotation codes: the dual-
basis codewords, |±N 〉, are separated from each other
by exactly dθ = pi/N in terms of phase-space rotations
but have support on the same Fock states, c.f. Eq. (9).
Conversely, the computational-basis codewords, |0N/1N 〉
are separated from each other by dn = N in Fock space
but supported on the same set of phases {mpi/N}.
There are many examples of rotation codes that limit
to ideal number-phase codes in the sense of Eq. (20).
A straightforward example are codes constructed
from normalized Pegg-Barnett phase states, |φ, s〉 :=
1√
s
∑s−1
n=0 e
inφ|n〉 [55, 57, 60], as the primitive |Θ〉. As
the parameter that sets their truncation in Fock space
becomes large, s → ∞, Pegg-Barnett codes approach
ideal number-phase codes (up to normalization). With
the constraint s = p × 2N for integer p ≥ 1, the Pegg-
Barnett codes are identical to the shift-resistant qudit
codes introduced in Ref. [3], embedded in the infinite
Hilbert space of a bosonic mode.8 Further details about
Pegg-Barnett codes can be found in Appendix B 3.
Perhaps more surprisingly, cat codes (Appendix B 1)
and binomial codes (Appendix B 2) also satisfy Eq. (20)
in the limit of large α and large truncation K, respec-
tively. Table I summarizes the three examples of number-
phase codes we discuss here. For these codes, the embed-
ded phase uncertainty approaches zero when the relevant
code parameter is large enough, as shown in Fig. 4 for
N = 3 codes.
8 Using the notation of Ref. [3], Pegg-Barnett codes as defined here
with s = p×2N map onto shift-resistant qudit codes with d = s,
n = 2, r1 = N , and r2 = p.
9Colloquially, we refer to any family of rotation codes
that satisfies ∆N (θ) → 0 in an appropriate limit as a
number-phase code. In practice, the specific form of
the Fock-grid coefficients {fkN}, can make a significant
difference in the embedded phase uncertainty for small
to moderate excitation numbers. Phase measurements
play a critical role in the quantum computing scheme of
Sec. IV and the error-correction procedures of Sec. VII.
As a consequence, although different number-phase codes
behave identically for large excitation numbers, they can
have different performance at experimentally relevant ex-
citation numbers [40]. This is apparent in Sec. VII B,
where we compare the error-correction performance of
cat and binomial codes.
IV. SYMMETRY AS A RESOURCE: QUANTUM
COMPUTING WITH NUMBER-PHASE CODES
We introduce a quantum computing scheme based on
three basic ingredients: Preparation of codewords in the
state |+N 〉, a small number of unitary gates, and (de-
structive) measurement in the logical X¯ basis. Our fo-
cus is on operations that are, in a certain sense, fault-
tolerant. For the unitary gates this means that the gates
should not amplify errors too badly, a notion that is
made precise later in Sec. VI, while for the measure-
ment it means that the codewords |±N 〉 should be dis-
tinguishable in the presence of small errors. As already
discussed in Sec. II B 2, the latter can be achieved with
phase measurements, given that the codes have small in-
herent phase uncertainty. Vanishing phase uncertainty
is equivalent to (approximate) translation symmetry in
Fock space, as we showed in Sec. III, such that the ex-
istence of a robust X¯-basis measurement can be said to
be a consequence of this number-translation symmetry.
On the other hand, it turns out that the unitary gates we
introduce only rely on rotation symmetry. We show that,
given a supply of encoded basis states |+N 〉, these two
symmetries imply the ability to enact any gate in the logi-
cal Clifford group, using physically reasonable operations
that are fault-tolerant in the above sense. The situation
can be compared to GKP codes, where (approximate)
discrete quadrature translation symmetry leads to any
logical Clifford being (approximately) implementable by
a Gaussian operation [3].
As for the state preparation step, which is in general
code dependent, flexible techniques have already been
developed in various physical platforms, in particular in
circuit QED [29, 30] and ion-traps [61], that can be ap-
plied to prepare codewords for a wide range of codes. It
is beyond the scope of the present work to discuss state
preparation in detail, but we briefly comment on a few
approaches in Sec. IV B. All of the known approaches are
limited by noise in the preparation procedure, and one
can not rule out codewords with large errors. The issue
of faulty state preparation is postponed until Sec. VIII,
and for the time being we simply assume that |+N 〉 states
can be prepared.
Due to the existence of a robust X¯-basis measurement,
our main focus will be on approximate number-phase
codes from here on. That said, the unitary gates in-
troduced below apply to any rotation code, such that
the scheme can be extended to any such code where a
practical X¯-basis measurement can be found.
A. Universal operations for number-phase codes
The quantum computing scheme introduced in the fol-
lowing is based on the universal set{
S¯, C¯Z
} ∪ {P|+N 〉,P|TN 〉,MX} , (22)
where S¯ is an encoded version of the phase gate Sˆ =
diag(1, i), C¯Z an encoded CˆZ = diag(1, 1, 1,−1), P|ψN 〉
stands for preparation of an encoded state |ψN 〉, and
MX stands for measurement in the logical |±N 〉 ba-
sis. The state |TN 〉 ∝ |0N 〉 + eipi/4|1N 〉 is used for gate-
teleportation of the non-Clifford Tˆ = diag(1, eipi/4) gate.
A remarkable feature of the following scheme is that
the required unitary gates are agnostic to the specific
details of the rotation code in question. The encoded
{S¯, C¯Z}-gates depend only on the degree of rotation sym-
metry and consequently apply equally to all rotation
codes. In particular, this allows entangling operations
between different rotation codes, e.g., cat and binomial,
and teleportation from one code to another.
1. Unitary gates
We have already shown that logical Z¯ for an order-
N rotation code can be implemented through a simple
rotation ZˆN = e
ipinˆ/N . The next gate in our set is the
following two-mode gate that implements a controlled ro-
tation between an order-N and an order-M rotation code
[2, 62]:
crotNM := e
i piNM nˆ⊗nˆ, (23)
where nˆ are number operators for the two respective
modes. To understand its action on the codespace, we
recognize that crotNM |kN〉 ⊗ |lM〉 = eipikl|kN〉 ⊗ |lM〉
for Fock states |kN〉 and |lM〉. Since kl is even unless
both k and l are odd, it follows from Eq. (4) that the
action on an encoded state |iN 〉 ⊗ |jM 〉 is
crotNM |iN 〉 ⊗ |jM 〉 = (−1)ij |iN 〉 ⊗ |jM 〉 (24)
for i, j = 0, 1. Thus, the crot gate acts as a C¯Z gate on
the codespace of any two rotation codes.
A logical Sˆ = diag(1, i) can similarly be enacted by a
quartic (in aˆ, aˆ†) single-mode Hamiltonian,
S¯ = SˆN := e
i pi
2N2
nˆ2 . (25)
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The action of SˆN on the codespace can be seen by
acting on the Fock states in Eq. (4): SˆN |2kN〉 =
e
ipi
2 4k
2 |2kN〉 = |2kN〉, since 2k2 is even. On the other
hand, SˆN |(2k + 1)N〉 = e ipi2 (4k2+4k+1)|(2k + 1)N〉 =
i|(2k + 1)N〉.
In principle, Hamiltonians of even higher order in nˆ
can be used to generate diagonal non-Clifford gates. In
particular, a logical T¯ gate could be enacted by
TˆN := e
i pi
4N4
nˆ4 , (26)
as is easily checked by acting on the codewords |0N 〉, |1N 〉
in Eq. (4). However, in addition to the experimental
challenge of engineering an octic Hamiltonian, the TˆN
gate can amplify errors in damaging ways as we show
in Sec. VI. It is therefore unlikely to be of practical use
and we propose a scheme based on gate teleportation
instead.
2. Teleported gates
The crot gate and logical MX measurements, to-
gether with appropriately prepared ancillae, allow us
to complete a universal set of operation with a gate-
teleported logical Hadamard H¯ and T¯ -gate.
An ancilla prepared in |+M 〉 allows execution of the
Hadamard gate, using the following teleportation cir-
cuit [36, 63, 64]:
|ψN 〉 cr
o
t
MX ±
|+M 〉 X¯iH¯|ψM 〉,
(27)
where |ψN 〉 = a|0N 〉+ b|1N 〉 and |ψM 〉 = a|0M 〉+ b|1M 〉
represents the same encoded qubit state (but not nec-
essarily in the same code). The measurement is in the
|±N 〉 basis, and we use i = 0 for the outcome “+” and
i = 1 for the outcome “−.” The notation X¯iH¯ thus
means that depending on the outcome, an H¯ (“+”) or
X¯H¯ (“−”) is applied to the data. Since our scheme for
quantum computation is based only on Clifford gates and
magic-state injection, rather than correcting the condi-
tional Pauli X¯, the simplest solution is to keep track of it
in a Pauli frame [33, 65]. Alternatively, the process can
be repeated until the desired outcome is achieved [63].
The set {C¯Z , H¯, S¯} generates the Clifford group.
To achieve universality, we teleport the gate Tˆ =
diag(1, eipi/4) by consuming an ancilla prepared in
|TM 〉 = (|0M 〉+ eipi/4|1M 〉)/
√
2:9
|ψN 〉 H¯ cr
o
t
MX ±
|TM 〉 T¯ (X¯)i|ψM 〉.
(28)
In order to teleport the T¯ gate, we need an encoded |TM 〉
state. Arbitrary encoded states can be injected assum-
ing we have universal control over two-level ancillae in the
trivial encoding |0triv〉 = |0〉, |1triv〉 = |1〉: The circuit
in Eq. (27) can be used to teleport an arbitrary ancilla
state into a rotation code, where the top rail represents
the two-level ancilla with N = 1. The procedure is not
fault-tolerant, because an error on the ancilla propagates
into the rotation code. Preparation of |T 〉 states can be
made fault-tolerant using magic-state distillation, assum-
ing high-quality Clifford operations are available [67].10
As we discuss in Sec. VIII, this can be achieved by con-
catenation with a second code and performing state dis-
tillation at the level of the top code.
If needed, we can also execute an Sˆ = diag(1, i) gate
in a similar fashion by consuming an ancilla prepared in
|+iM 〉 = (|0M 〉+ i|1M 〉)/
√
2:
|ψN 〉 H¯ cr
o
t
MX ±
|+iM 〉 S¯X¯i|ψM 〉.
.
(29)
Again, the outcome dependent factor X¯i can be kept
track of using a Pauli frame. This can be an alterna-
tive to using the gate Eq. (25) directly, which might
be more practical experimentally than controlling a self-
Kerr Hamiltonian ∼ nˆ2.
B. State preparation
State preparation is a crucial ingredient for quantum
computing with bosonic codes and can also be the most
difficult part. Here, the logical |+N 〉 state plays a key
role in both the gate teleportation and state injection
needed for teleported T¯ gates. A large literature exists
on state preparation of GKP codewords [42, 68–71], while
relatively less theoretical work has been done for rotation
9 Note that in this case, because T¯ is not a Clifford gate, the
correction for the “−” outcome (i = 1) is non-Pauli. The correc-
tion can be done by applying X¯S¯ for this outcome (using that
X¯S¯T¯ X¯ = −e−ipi/4T¯ , where the overall phase factor is unimpor-
tant). In fact, since X¯S¯ is equivalent to S¯ up to a change of
Pauli frame, we can simply apply S¯ [66]. Alternatively we can
repeat the protocol until the desired outcome is achieved.
10 An unfortunate clash in nomenclature has led to the state |T 〉
that teleports the gate Tˆ being called an H-type (not T -type)
magic state, because it is equivalent to a Hadamard eigenstate
up to Clifford gates. Further, in its original setting in Ref. [67],
Tˆ was used to denote a different gate: that whose eigenstates are
T -type magic states.
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codes, and the optimal way to prepare codewords will in
general depend on the code in question. This is therefore
a broad topic, and we do not address it in detail in this
work.
One experimental approach to preparing logical basis
states involves a strong dispersive interaction between the
mode and an ancilla qubit (in circuit QED these could
be a cavity mode and a transmon qubit). Combined with
displacement operations, such an interaction is in princi-
ple universal [72, 73], in the sense that any state of the
mode can be prepared in the absence of errors. Optimal
control can be used to generate a sequence of control
operations that maximizes the fidelity of a target state
in the presence of errors, which has been performed in
the circuit QED setting [29, 30]. An alternate approach
could be to prepare a primitive |Θ〉, and then measure
excitation number mod N , using the measurement intro-
duced below in Sec. V. For either of these approaches
the fidelity of the state preparation is limited by noise
in the preparation procedure, and one can not rule out
corrupted codewords with large errors. We postpone a
discussion of how to deal with faulty state preparation
until Sec. VIII.
1. Breeding rotation symmetry
We here present a method to “breed” logical states
for an order-N rotation code from code states with lower
order rotation symmetry. In analogy to a scheme for pro-
ducing GKP states from Ref. [68], each stage of the breed-
ing consists of coupling the bosonic mode to an ancilla
mode followed by measurement of the ancilla. When suc-
cessful, a |02N,Θ〉 state is produced from a |0N,Θ〉 state,
and the whole process can be repeated as required.
We begin with a codeword |0N,Θ〉 and an ancilla qubit
prepared in a state |+M 〉 coupled via crot interaction
crot2N,M = e
i pi2NM nˆ⊗nˆ. (30)
Critically, we note that the ancilla could be a two-level
system in the state |+triv〉 = (|0〉+ |1〉)/
√
2 (M = 1) or
encoded in a rotation code of any order M . The ancilla
is then measured in the |±M 〉-basis. When the “+” out-
come is obtained, the state becomes superposed with a
rotated version to create a codeword of higher rotation
symmetry,
1
2
(
Iˆ + Zˆ2N
)|0N,Θ〉 = √P+|02N,Θ〉, (31)
with outcome probability P+ = 12
(
1+ 〈0N,Θ|Zˆ2N |0N,Θ〉
)
.
Beginning from a primitive |Θ〉, n successful rounds of
breeding produce a logical state with 2n-fold rotation
symmetry, |02n,Θ〉. Just as in Ref. [68], the success prob-
ability falls off exponentially in n, but this could be im-
proved by making use of higher-dimensional ancillae such
as in Ref. [42]. The relation, Eq. (31), can likewise be
used on a low-order |+N,Θ〉 (or a dual primitive, see Ap-
pendix A) to breed a higher order |+2N,Θ〉 state.
It is also worth noting here that for number-phase
codes discussed in Sec. III, which are our main focus,
we have the approximate relation (see also Appendix A)
|0N,Θ〉 ' |+2N,Θ〉. (32)
Thus, preparation of |0N,Θ〉 states is equivalent to prepa-
ration of approximate |+2N,Θ〉 states for these codes.
V. MODULAR NUMBER MEASUREMENT
The crot gate is a fundamental building block for
the universal gate set, state breeding, and the error-
correction scheme we introduce in Sec. VII. Here, we
show that the crot gate can also be used to perform
a non-destructive modular measurement of excitation
number nˆ. In addition to being a novel measurement
for a bosonic mode, the modular number measurement
can be used both to detect number-shift errors on an en-
coded state and to conditionally prepare N -fold rotation-
symmetric codewords from a primitive |Θ〉. The mea-
surement we present here is a natural generalization of
previous schemes where a two-level ancilla (transmon
qubit) was used to detect number mod 2 for cat and
binomial codes [29, 30].
A non-destructive measurement of nˆ mod N can be
performed with the following circuit:
RˆN
|+M 〉 • MX ,
(33)
where the controlled-RˆN gate is defined as
CˆRN := crotNM/2 = e
i 2piNM nˆ⊗nˆ, (34)
and the measurement is to be understood as a phase mea-
surement as described in Sec. II B 2. To see how this cir-
cuit works, consider the action of the CˆRN gate on a Fock
state, |n〉, for the data rail and |+M 〉 for the ancilla:
CˆRN |n〉 ⊗ |+M 〉 = |n〉 ⊗ ei
`
N
2pi
M nˆ|+M 〉, (35)
where ` := n mod N , and we used that ei
2pip
M nˆ|+M 〉 =
(RˆM )
p|+M 〉 = |+M 〉 for any integer p. The net re-
sult is a rotation of the ancilla state |+M 〉 by an an-
gle θanc = 2pi`/(NM), which takes the ancilla out of its
codespace. This rotation can be detected using a destruc-
tive phase measurement of the ancilla with a resolution
set by the ancilla’s embedded phase uncertainty ∆M (θ)
relative to 2pi/(NM). For illustration, Fig. 5 shows a
nˆ mod 4 measurement using two different ancillae: (a) a
coherent state and (b) a two-lobe cat state. These can
be interpreted (for large enough α) as a |+M 〉 codeword
for M = 1 and M = 2, respectively. The motivation for
using ancillae with higher M is the fact that errors may
occur during the CˆRN gate, as discussed below.
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FIG. 5. Measurement of nˆ mod 4 using an ancilla prepared
in (a) a coherent state and (b) a two-lobe cat-state. Shown
are the initial ancilla states (solid), and each circle is a po-
tential rotation of the ancilla that depends on the data-rail
state being measured. They are labeled by outcomes ` for
a measurement of nˆ mod 4. In both (a) and (b) the specific
ancilla rotation shown, θanc, corresponds to an ` = 1 outcome
indicating that the data rail is off the order-N Fock grid.
After the measurement, the value of ` is known, and
the data rail is (in the ideal case) projected into an N -
fold rotation-symmetric subspace: ρˆ → Πˆ`N ρˆΠˆ`N , where
the projector Πˆ`N is given in Eq. (6). Thus, a nˆ mod N
measurement can be used to prepare codewords for an N -
fold rotation code in the following way: First, prepare the
primitive associated with the code, |Θ〉, and then mea-
sure excitation number mod 2N . Conditional on ancilla
phase being undisturbed (` = 0), the primitive under-
goes the transformation Πˆ02N |Θ〉 = |0N,Θ〉. Similarly, an
ancilla outcome corresponding to ` = N conditionally
prepares ΠˆN2N |Θ〉 = |1N,Θ〉.
1. Error propagation in modular number measurement
Errors on the ancilla can propagate to the data rail
during the nˆ mod N measurement. Rotation errors on
the ancilla do not propagate to the data rail (because
they commute with the crot gate) and are not problem-
atic beyond reducing the measurement fidelity. However,
any ancilla error that does not commute with nˆ, such as
loss or gain, can induce a rotation error on the data rail
(see Sec. VI for a detailed discussion of error propaga-
tion). For example, a loss error at a random time during
the measurement leads to a rotation error of the data rail
by an angle θdata ∈
[
0, 2piNM
)
. Thus, using an ancilla with
small M brings along the danger of propagating a large
rotation error back to the data qubit. In particular, for
M = 1 ancilla, such as the coherent state in Fig. 5(a),
a loss error at an unknown time during the CRN -gate
completely randomizes the data rail’s phase. The maxi-
mum magnitude of the rotation error induced by a single
ancilla loss/gain event scales as 1/M , and thus can be
reduced by using large-M ancillae. The drawback of us-
ing higher-M ancilla is larger measurement uncertainty
in the phase measurement in Eq. (33). This can be seen
in Fig. 5(b) for the two-lobe cat state ancilla.
We note that an improved number-parity syndrome
for N = 2 rotation codes was recently demonstrated ex-
perimentally, where the ancilla was encoded in a simple
rotation code using three levels of a transmon qubit [31].
In place of a crot gate the entangling interaction,
eipinˆ⊗(|1〉〈1|+|2〉〈2|) was used, by engineering the level-
dependent cross-Kerr interactions using sideband drives.
The interaction exactly commutes with the dominant an-
cilla error |1〉〈2|, such that there is no back-action from
the ancilla onto the data at all for this error. This syn-
drome detection scheme can be said to be fault-tolerant
to a single loss event on the ancilla [31]. Further sup-
pression of state preparation errors can be achieved us-
ing a concatenated error-correction scheme, as discussed
in Sec. VIII.
VI. ERRORS AND ERROR PROPAGATION
As was emphasized in the original description of GKP
codes in Ref. [3], the discussion of fault tolerance is some-
what different for bosonic codes than for conventional
qubit stabilizer codes. For bosonic codes, it is entirely
acceptable for every mode involved in the quantum com-
putation to have small errors. In fact, this is unavoid-
able in practice. In the context of number-phase codes,
“smallness” of errors is relative to a code’s number and
rotational distance, c.f. Eq. (13), as we explain in more
detail below. Therefore, propagation of small errors is
not a major issue. What is catastrophic, however, is
when initially small and approximately correctable er-
rors are amplified to the point where the probability of
logical errors become likely. Gates that turn small errors
into large errors should therefore be avoided.
As we show in the following, the gates introduced in the
previous section behave nicely in terms of error amplifi-
cation. They do not amplify the magnitude of a number-
shift error of the form ∼ aˆk (∼ aˆ†k), although they might
map a number-shift error onto a number-shift error plus
a rotation error, eiθnˆ. The upshot is that the new rota-
tion error is proportional to the size of the number-shift
error relative to the Fock-space distance, i.e., θ ∼ k/dN .
In this sense, the new error is proportional in size to the
initial error, and importantly, small errors remain small.
Restricting to gates with such well-behaved error propa-
gation properties is likely to be a pre-requisite for bosonic
codes to have an advantage over unencoded qubits. We
return to this point in Sec. VIII where we discuss a fault-
tolerant concatenated quantum computing scheme.
A. Error bases and large vs. small errors
There are two single-mode operator bases that are par-
ticularly useful in the context of rotation codes. The first
is the set [74] {
nˆ`aˆk, (aˆ†)knˆ`
}
, (36)
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where k, ` ≥ 0 run over all non-negative integers. A
straightforward way to show that this is an operator basis
is to first expand the displacement operator in a normal
ordered form,
Dˆ(α) = eαaˆ
†−α∗aˆ = eαaˆ
†
e−α
∗aˆe−
1
2 |α|2
= e−
1
2 |α|2
∞∑
m,n=0
αm (α∗)n
m!n!
(aˆ†)maˆn.
(37)
Since we can write
(
aˆ†
)k
aˆk =
∑k
`=0 ck`nˆ
` by reordering
operators, it follows that Dˆ(α) can be expanded in terms
of the set Eq. (36).11 And, since the displacements form
an operator basis, so does the set in Eq. (36), and the
Kraus operators of any single-mode channel can therefore
be expanded in terms of such operators.
A second useful operator basis is{
eiθnˆaˆk,
(
aˆ†
)k
e−iθnˆ
}
, (38)
where k ≥ 0 is an integer and θ ∈ [0, 2pi). That this is
a basis follows from Eq. (36) since nˆ` =
∫ 2pi
0
dθ
2pi c`(θ)e
iθnˆ
where c`(θ) =
∑∞
m=0m
`e−imθ.12 We will make use of
this basis heavily in the following, and it is therefore con-
venient to introduce a short-hand notation:
Eˆk(θ) :=
{
eiθnˆaˆ|k| for k < 0(
aˆ†
)|k|eiθnˆ for k ≥ 0 . (39)
A negative k thus denotes a downwards shift in number
and a positive k an upwards shift.
An error Eˆk(θ) with 0 < |k| < N is detectable for any
rotation code. This follows from the Fock-space sepa-
ration of N between |0N 〉 and |1N 〉. In general, we can
not make a similarly sharp distinction between detectable
and un-detectable rotations, but for the ideal number-
phase codes introduced in Sec. III, a pure rotation error
E0(θ) with 0 < θ < pi/N is formally detectable.
Intuitively, an error with a small |k| compared to
dn/2 = N/2 and small |θ| compared to dθ/2 = pi/(2N)
is a “small” error and should be correctable to a good
approximation for a number-phase code with N -fold ro-
tation symmetry. Typically, the codes discussed in this
paper are only approximate error-correcting codes for
physically relevant noise channels [75].
B. Error propagation
To show that our gates do not amplify errors too badly
and to introduce the error-correction schemes in the next
11 Explicitly, ck` = (−1)k−`s(k, `) where s(k, `) is a Stirling number
of the first kind [74].
12 We can recognize that c`(θ) = L(−θ/2pi, 0,−`) with L(λ, α, s)
the Lerch zeta function.
section, we need to understand how the errors propagate
through the gates introduced in Sec. IV. Here we describe
errors using Eˆk(θ) given in Eq. (39). The {SˆN , crotNM}
gates are generated by quadratic powers of the number
operator, and although they are non-Gaussian, we show
that they do not amplify errors too badly. In contrast,
the gate TˆN = exp(ipinˆ
4/4N4) is highly nonlinear, and
as we show below this gate amplifies errors in a more
damaging way, which is why we do not rely on using this
gate in the scheme introduced in Sec. IV.
All of the unitary gates in our scheme commute with
pure rotation errors, eiθnˆ. For number-shift errors we
can use that the commutation relation of an operator
ecnˆ
`
with a power of aˆ is given by the general formula
ecnˆ
`
aˆk = eckf`−1(nˆ)aˆkecnˆ
`
, (40)
where f`(n) = n
`+1− (n+ 1)`+1 is a polynomial of order
`.13 A similar commutation relation for (aˆ†)k follows
straightforwardly by Hermitian conjugation.
Applying this to ZˆN (` = 1), we have f0(nˆ) = −1, and
the prefactor in Eq. (40) is a global phase. Explicitly,
ZˆN Eˆk(θ) = e
ipikN Eˆk(θ) ZˆN , (41)
for a general error Eˆk(θ). Recall that we are labeling
the errors with an index k < 0 for an error ∼ aˆ|k| and
k > 0 for an error ∼ (aˆ†)|k|. We see that propagating an
Eˆk(θ)-error through the Gaussian ZˆN -gate only leads to
a phase factor and the error is not amplified at all.
Gates with ` = 2, such as SˆN in Eq. (25), on the other
hand, introduce new rotation errors:
SˆN Eˆk(θ) = e
i kpi
N2 Eˆk
(
θ +
pik
N2
)
SˆN . (42)
The initial rotation error θ is amplified by an amount
proportional to the initial number-shift error k. Recall
that the angular distance of the code is dθ = pi/N and
the number distance is dn = N . If |k| < dn/2 is a small,
approximately correctable number-shift error, then the
additional rotation error pi|k|/N2 < dθ/2 is small as well.
Thus if k and θ are sufficiently small and approximately
correctable, we expect the error after the gate to be ap-
proximately correctable as well. This is akin to a gate
implemented by a constant depth circuit on a qubit sta-
bilizer code, where an initial error can spread at most
within a constant-size light cone [76, 77].14
13 Since [nˆ`, aˆ] = f`−1(nˆ)aˆ, we have ecnˆ
`
aˆe−cnˆ
`
= ecf`−1(nˆ)aˆ.
14 Of course, one also has to take into account that the type of error
introduced by the gate is different from the initial error, and it
is not clearcut whether a rotation error of magnitude pik/N2 is
better or worse than a number-shift error of magnitude aˆk or
(aˆ†)k, even though they are both in some sense small when k is
small compared to N/2. In general this will depend on the code’s
ability to deal with phase and number-shift errors.
14
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FIG. 6. Propagation of errors through gates. An error Eˆk(θ)
at the input of a gate (left column) is propagated to new
errors at the output (right column). The circuit identities
hold up to an overall phase factor (see the text for the exact
relations). The new error Eˆ0(θk) for SˆN and crot is a pure
rotation error with θk =
pik
NM
, with N = M for SˆN .
Commuting an error through the crot gate spreads
errors between the two modes involved in the gate. La-
bel the two modes a and b, where a is encoded in an
order-N rotation code and b in an order-M rotation code.
Commuting crot through an error on mode a gives
crotNM Eˆ
a
k(θ) = Eˆ
a
k(θ) Eˆ
b
0
(
pik
NM
)
crotNM , (43)
where the superscript a/b indicates the mode that an
operator acts on. Here, the initial number-shift error
on mode a spreads to a rotation error on the mode b.
Again, if |k| < N/2 is small with respect to the num-
ber distance of mode a, mode b is rotated by an angle
pi|k|/(NM) < pi/(2M) which is small compared to its
angular distance. In other words, even though the error
has spread to a new rotation error on mode b, the error
remains small relative to the rotational distance of this
mode. In the context of [[n, 1]] qubit codes with a single
logical qubit encoded in n physical qubits [78], the crot
gate is analogous to a logical C¯Z gate enacted transver-
sally between two code blocks. How errors propagate
through the gate set {ZˆN , SˆN ,crotNM} is summarized
in Fig. 6.
Finally, we show that gates generated by nˆ` for ` > 2,
such as the TˆN gate in Eq. (44), are unlikely to be use-
ful for fault-tolerant quantum computing, because errors
are amplified and spread in a potentially damaging way.
Propagating an error through TˆN produces additional lin-
ear and nonlinear rotation errors,
TˆNEk(θ) =
{
ei
kpi
4N4 Fˆ kN Eˆk
(
θ + kpi2N4
)
TˆN k < 0
ei
kpi
4N4 Eˆk
(
θ + kpi2N4
)
Fˆ kN TˆN k ≥ 0
, (44)
where Fˆ kN = e
i kpi
4N4
(4nˆ3+6nˆ2) is a nonlinear rotation error.
The precise consequences of such nonlinear errors on rel-
evant codes requires further study; however, we expect it
to be rather damaging, see, e.g., Ref. [79]. As already dis-
cussed in Sec. IV we avoid using this gate in our scheme,
instead relying on gate teleportation for a logical T¯ .
VII. ERROR CORRECTION
Number-phase codes, introduced in Sec. III, are nat-
urally robust to shifts in number with higher-N codes
tolerating larger shifts. On the other hand, their robust-
ness to phase errors is directly related to the rotational
distance dθ = pi/N , and rotations reasonably small com-
pared to dθ/2 can be corrected. Here, we introduce a
constructive and practical error correction scheme for
number-phase codes and study its performance numer-
ically.
In a well designed error-correction scheme one needs
to (i) use gates that do not amplify errors such that they
become uncorrectable, (ii) use measurements that are ro-
bust to noise, and (iii) carefully construct ancilla interac-
tions such that errors do not spread from ancilla qubits
to data qubits in a catastrophic way. In the context of
[[n, k]] qubit stabilizer codes, where k logical qubits are
encoded in n physical qubits, two common approaches
to fault-tolerant error correction are Steane (Steane-EC)
and Knill (Knill-EC) error correction [78].
In an adaptation of these schemes to single-mode codes
(i.e., codes with each logical qubit encoded in a sin-
gle bosonic mode), [[n, 1]] code blocks are replaced by
bosonic modes, and gates and measurement are replaced
by fault-tolerant bosonic counterparts. For example, in
Ref. [3], Steane-EC was adapted to GKP codes by replac-
ing transversal cnots by the fault-tolerant (linear) sum
gate and logical X¯ and Z¯ measurements by quadrature
measurements.
Rotation codes, on the other hand, do not in general
have a fault-tolerant cnot (or Hadamard), due to the
highly non-linear nature of the X¯-operator. Steane-EC
can therefore not be used directly. We get around this
issue by adapting a version of Knill-EC to number-phase
codes. This approach turns out to have many salient
features. As an alternative, we also present a hybrid
Steane-Knill scheme in Appendix E.
A. Error correction by teleportation
We present a bosonic version of Knill-EC [33, 80, 81] for
number-phase codes. Its implementation requires crot
gates, phase measurements, and preparation of |+N 〉
states, as illustrated in Fig. 7(a). The measurements
attempt to distinguish between damaged logical code-
words in the dual basis.15 Similar schemes have been con-
sidered previously in the context of measurement-based
quantum computing [81], where it is occasionally referred
to as telecorrection due to the teleportation-based error-
correction circuit: the circuit in Fig. 7(a) can be recog-
nized as two consecutive one-bit teleportations.
15 For rotation codes that are not number-phase codes, i.e. codes
with poor phase resolution ∆N (θ), it is possible that other mea-
surements might be devised.
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]. The Pretty Good
measurement perfectly distinguishes orthogonal states,
and is designed to also distinguish fairly well between the
states with small non-zero overlaps. The measurement is
(C1)
The first step of the circuit in Fig. 6(b), involving only
the top ancilla,
|0M cr
o
t
MX
,
c
r
o
t
c
r
o
t|+L
N (ρˆN )
EKnill ◦ N (ρˆN )
FIG. 7. (a) Schematic illustration of telecorrection us-
ing number-phase codes, whereMX are phase measurements
with outcomes xi. The scheme is based on how errors spread
through the crot gate. An arbitrary error Eˆk(θa) on the or-
der N data rail (b) induces a rotation of the order M upper
ancilla rail by θb =
pik
NM
(c). Phase measurements on the data
rail and the upper ancilla rail extract information about θa
and θb ∼ k. By the end of the circuit the logical informa-
tion has been teleported to the bottom order-L ancilla rail
(typically L = N).
A particular feature of the teleportation-based error-
correction scheme makes it desirable for number-phase
codes. Natural errors for bosonic modes include loss and
gain errors that shift the codewords off the Fock grid
|kN〉. Actively correcting such errors generally requires
difficult, non-linear shift operations up or down the Fock
ladder, see e.g. Ref. [82]. In contrast, for the circuit
in Fig. 7(a), the damaged state is teleported into a fresh
ancilla, thus restoring the codespace, with only a logical
error channel remaining (assuming, of course, error-free
ancillae). Whether one can correct this remaining logical
error depends on the magnitude of the initial error and
the error-correcting properties of the code.
The ability to correct errors using teleportation is
based on the following circuit identity (c.f., Fig. 6)
N Eˆ cr
o
t
M cr
o
t
L
c
r
o
t
Eˆ
= cr
o
t
Rˆ
(45)
where the labels N , M , and L indicate the order of ro-
tation symmetry for each encoded rail, Eˆ = Eˆk(θ) is an
arbitrary error as defined in Eq. (39), and Rˆ = Eˆ0
(
pik
NM
)
is a pure rotation error. Crucially, although the initial
error Eˆ on the top rail spreads to a rotation error Rˆ on
the second rail, this does not spread to an error on the
third rail because Rˆ commutes with crot. By measur-
ing the first and the second rail, we can teleport the state
from the first to the third rail [c.f. Eq. (27)] and remove
the error in the process. The teleportation is successful
as long as one is able to correctly distinguish between
codewords in the dual basis in the presence of the errors.
We consider the action of the error-correction circuit in
more detail for error-free ancillae. Consider an encoded
logical state ρˆN =
∑1
i,j=0 ρij |iN 〉〈jN | that is sent through
an arbitrary single-mode noise channel N (ρˆN ) followed
by the error correction circuit in Fig. 7(a). One can show
that the corresponding quantum channel can be written
EKnill ◦ N (ρˆN ) = 1
4
3∑
i,j=0
∑
~x
cij(~x)P¯iρˆLP¯
†
j , (46)
where ρˆL =
∑1
i,j=0 ρij |iL〉〈jL| on the right-hand side rep-
resents the same logical state as ρˆN on the left hand side,
but now encoded in the order-L number-phase code of
the bottom ancilla rail (in general this can be a differ-
ent code). The operators P¯i ∈ {I¯ , Z¯, X¯, X¯Z¯} are logical
Paulis acting on the encoded order-L output state.
The weights cij(~x) := tr[Mˆx1 ⊗ Mˆx2 σˆij ] in Eq. (46) are
set by the measuremnt scheme and the noise channel:
Here Mˆxi are POVM elements for the two measurements
in Fig. 7(a), and the sum over outcomes, ~x = (x1, x2),
should be understood as an integral for continuous mea-
surement outcomes. We have also introduced σˆij :=
Ucrot ◦N ◦ U†crot
(|i〉〈j|) with |i〉 = H¯|aN 〉 ⊗ H¯|bM 〉 with
ab being the binary representation of i (i.e. |i〉 runs over
|kN 〉⊗ |`M 〉 with k, ` = ±). Here Ucrot• = crot•crot†
and U†crot• = crot† •crot. The operators σˆij thus rep-
resents a damaged two-mode logical dual basis, where the
noise channel N has been commuted through the crot
gate.
Crucially, Eq. (46) shows that after error correction
the remaining error channel acts entirely in the logical
subspace of the output mode, for any noise channel N
acting on the input mode. In principle, a measurement-
dependent Pauli recovery P¯x could be applied, but the
simplest solution is to track the most likely Pauli cor-
rection P¯i∗ in a Pauli frame. The right Pauli correction
can be guessed using, for example, a maximum likelihood
decoder
i∗(~x) = argmaxitr[Mˆx1 ⊗ Mˆx2 σˆii]. (47)
B. Numerical results for loss and dephasing with
error-free ancillae
In a recent work, Albert et al. [40] investigated the
error-correction performance of several bosonic codes in-
cluding cat and binomial under pure loss. In that work,
a recovery map was found by numerical optimization,
and it was shown that bosonic codes can heavily sup-
press loss errors, in principle. While it sets a useful
bound, numerical optimization does not provide any in-
formation about how to implement the recovery map in
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FIG. 8. Average gate infidelity as a function of average excitation number in the code, n¯code [Eq. (11)], for an N = 3 cat code
(top row) and binomial code (bottom row). We compare the theoretically optimal error-correction scheme found numerically
(optimal) to our telecorrection scheme using Pretty Good Measurements (pretty good) and canonical phase measurements
(phase). The encoded data rail is subject to noise through evolution under the master equation in Eq. (49) with equal loss
and dephasing strength, κφt = κt. Each column shows results for a different amount of total noise κt before error correction
is performed. A code performs better than break even (the uncorrected trivial encoding) whenever the gate infidelity is below
dashed line (falls outside the shaded region).
practice. An important step forward is therefore to com-
pare an explicit error-correction scheme to the numer-
ically optimal recovery map for relevant noise channels.
To make this comparison we focus in this section on a set-
ting with noise-free ancillae and idealized measurements.
Dealing with faulty ancillae and measurement noise is
a non-trivial problem which we return to in a qualita-
tive discussion in Sec. VIII. One of our main results is
that the teleportation-based error correction scheme pre-
sented above is close to optimal in the relevant region of
small noise, with a gap from the optimal scheme arising
primarily from inherent noise in the phase measurements.
In this section we numerically compute the average
gate fidelity [83] for a channel composed of an ideal en-
coding of a qubit into a number-phase code, followed by
a single-mode noise channel, and finally error correction
using noise-free ancillae and ideal gates.16 We have con-
firmed that the Knill-EC scheme from the previous sec-
tion and the hybrid Steane-Knill scheme presented in Ap-
pendix E perform identically for the codes and parameter
ranges we investigated.
In the idealized situation where the ancillae are noise
free, one can use, e.g., a simple M = 1 cat code with
|0cat〉 ∝ |α〉 + |−α〉, |1cat〉 ∝ |α〉 − |−α〉 for the middle
ancilla rail in Fig. 7(a). For large enough α, rotations
of the state |+cat〉 can be detected arbitrarily well with
phase measurements, giving essentially perfect syndrome
measurements for this rail. Moreover, we set L = 1 for
16 The average gate fidelity F for a d level system is related to the
entanglement fidelity Fent as F = (dFent + 1)/(d+ 1) [83].
the bottom (output) rail and use the trivial encoding,
|0triv〉 = |0〉 and |1triv〉 = |1〉, for this mode. The error-
correction circuit therefore also decodes the encoded in-
formation.
The total quantum channel we consider is
EKnill ◦ N ◦ S, (48)
where S• = Sˆ • Sˆ†, with Sˆ = |0N 〉〈0| + |1N 〉〈1|, is the
ideal encoding map for a given code, N is a noise map,
and EKnill is the error-correction circuit. This is a logical
channel with qubit input and qubit output, due to the
use of a trivial encoding for the final output mode of
the error-correction circuit. Note that EKnill ◦N is given
by Eq. (46) in the case when recoveries are tracked in
software rather than applied explicitly. To compute the
average gate fidelity, we explicitly apply a correction P¯ †i∗
to undo the most likely Pauli error using the decoder
in Eq. (47).
The noise channel we consider consists of simultaneous
loss and dephasing. Specifically, N (ρˆ) is the solution to
the master equation
˙ˆρ = κD[aˆ]ρˆ+ κφD[nˆ]ρˆ, (49)
integrated up to some unitless time κt, with D[Lˆ]ρˆ =
LˆρˆLˆ†− 12 Lˆ†Lˆρˆ− 12 ρˆLˆ†Lˆ. A Kraus-operator decomposition
of N is given in Appendix F.
We wish to quantify the performance of the telecor-
rection scheme from Sec. VII A. To this end, we com-
pare the average gate fidelity for the channel in Eq. (48)
with a channel where the error-correction map is re-
placed by the completely positive trace-preserving map
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Eopt that maximizes the fidelity. The latter can be found
by solving a semi-definite program [40], and we refer
to this recovery as optimal. The discrepancy between
the teleportation-based scheme and the optimal is due
in large part to the inherent uncertainty of the phase
measurements, c.f. Sec. II B 2, and is especially promi-
nent for small average excitation numbers. We obtain
further insight into the origin of this gap by compar-
ing canonical phase measurements to Pretty Good Mea-
surements (see Appendix D) for the data rail in the cir-
cuit Fig. 7(a). The measurement on the middle ancilla
rail is in both cases a canonical phase measurement as de-
fined in Eq. (14).17 We refer to these two error-correction
schemes as phase and pretty good, respectively, de-
pending on which measurement is performed on the data
rail. We emphasize that the pretty good scheme is
used in our numerics purely to gain insight into the ori-
gin of the gap between phase and optimal.
We focus here on cat and binomial codes as examples
of number-phase codes. As expected, these codes have
similar performance for large average excitation number,
n¯code [Eq. (11)], but can show significant differences for
smaller n¯code [84]. Remarkably, we find that the phase
error-correction scheme approaches optimal for large
n¯code and small noise strength, and that the pretty
good scheme is near optimal for almost all n¯code and
small noise strengths.
In Fig. 8 we show examples of the average gate infi-
delity 1 − F [83, 85] for an N = 3 cat code (top row)
and N = 3 binomial code (bottom row) as a function
n¯code. We fix the dephasing rate to be equal to the loss
rate κφ = κ and compare three different noise strengths
parameterized by κt. The dephasing rate κφ models
both natural dephasing and additional uncertainty in the
phase measurements, which motivates choosing a fairly
large κφ. The dashed line in the figures shows the aver-
age gate infidelity using the trivial encoding |0triv〉 = |0〉
and |1triv〉 = |1〉 on the data rail with no error correc-
tion. This marks the break-even point above which, in
the pink region, encoding and error correction perform
worse and provide no advantage.
There are several takeaway messages from the results
in Fig. 8. First, as advertised, both the pretty good
and phase error-correction schemes are near optimal for
large n¯code. While for phase there is a significant gap at
small to moderate n¯code, the pretty good scheme per-
forms very close to optimal except for very small n¯code
and/or large noise strengths. Second, for all schemes
the codes exhibit an optimal n¯code where the infidelity
reaches a minimum. Under small loss rates the optimal
n¯code for phase is much larger than for pretty good
17 Numerically we implement phase measurements by discretizing
the phase θj = θ0 + j2pi/J , j = 1, . . . , J , and define POVMs
Mˆj =
∫ θj+1
θj
dφ|φ, s〉〈φ, s| where |φ, s〉 = 1√
s
∑s−1
n=0 e
inφ|n〉 is a
truncated Pegg-Barnett phase state.
and optimal, due to the poor ability of phase measure-
ments to distinguish states with small n¯code. Third, we
see that the binomial code generally outperforms cat for
small n¯code and low noise strength, while the performance
is identical for large n¯code. We note that for smaller de-
phasing rates, binomial codes would have increasing ad-
vantage over cat codes since a more loss-dominated noise
channel generically favors smaller n¯code [40].
Fig. 8 also shows that there is a significant potential
for going beyond break-even, at least within the ideal-
ized error model considered here. To investigate this fur-
ther we compare cat and binomial codes with different
N in Fig. 9. For each N and each code, we choose the
optimal n¯code. We then plot the logical infidelity 1−F as
a function of noise strength for the three different error-
correction schemes optimal, pretty good and phase.
There are two main observations from Fig. 9. First,
both cat and binomial codes break even by orders of mag-
nitude for all error-correction schemes under the simpli-
fied noise model considered here. We can identify break-
even pseudo-thresholds, defined as the noise strength
(κt)be, where the infidelity is equal to that of the trivial
encoding with no error correction (i.e., where the lines
in Fig. 9 cross the pink/white boundary). The break-even
thresholds are fairly high, falling in the 1–10% range, for
the range of N considered, but they decrease with larger
N . The second observation is that the logical infidelity
1−F falls off more rapidly with higher N , over a range of
κt. However, the gain in performance is diminishing with
increasing N . We do not expect the infidelity to become
arbitrarily small with increasing N , since the protection
against phase noise decreases. The relatively large reduc-
tions in infidelity with increasing N seen in Fig. 9 suggest
that the performance is not limited by dephasing for the
noise parameters and codes considered here.
The results presented in this section have consequences
for the prospects of using number-phase codes for fault-
tolerant quantum computing. On one hand, the large
break-even potential motivates further study of these
codes under realistic noise models including noisy ancil-
lae, noisy encoding, more realistic measurement models,
and noise during gates. A pertinent question is how sen-
sitive the performance is to nonlinear unitary errors such
as those from unwanted self-Kerr interactions. On the
other hand, the expectation that arbitrarily low infideli-
ties cannot be reached means that cat and binomial codes
must ultimately be concatenated with a second code to
suppress errors further.
VIII. ROADMAP TO FAULT TOLERANCE
In this section we outline a scheme that achieves a
long-standing goal for number-phase codes such as cat
and binomial: A fault-tolerant universal set of opera-
tions. First, let us summarize the challenges that need to
be overcome for fault-tolerance with number-phase codes
(and rotation codes more generally):
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FIG. 9. Average gate infidelity as a function of noise strength κt for cat codes (top row) and binomial codes (bottom row).
For each N and each κφt = κt, the optimal average excitation number n¯code is used for each code. A code performs better
than break-even whenever the gate infidelity is below the dashed line (outside the shaded region). We only show results for
1−F ≥ 2.5×10−8, κt ≥ 0.5×10−3 and N ≤ 4 due to prohibitively large Fock-space truncation needed for numerical simulations
and numerical accuracy issues for very small infidelity.
• We touched upon some of the challenges with state
preparation in Sec. IV B. A modular excitation-
number measurement (Sec. V) can be performed to
check a state for loss and gain errors, but not with-
out risk of introducing new rotation errors. Unfor-
tunately, we have not been able to find a practical,
nondestructive measurement to check for rotation
errors. If only number-shift errors are checked for,
state-preparation noise will be biased towards ro-
tation errors.18
• Realistic syndrome measurements are going to be
rather noisy. A standard approach, especially in
topological stabilizer codes, is to repeat the syn-
drome measurements multiple times and decode
based on a record of measurement outcomes [66].
However, due to the destructive nature of the mea-
surements in Fig. 7, they cannot straightforwardly
be repeated.
• We expect that logical error rates can only be sup-
pressed up to a point for realistic error channels.
In particular, there is a tradeoff between resilience
to number-shift and rotation errors, c.f. Eq. (13).19
One way to overcome these issues is to concatenate
the bosonic code with a conventional qubit code so that
18 This is a noticeable difference with GKP codes, where the two
respective syndrome measurements for quadrature shifts are
equally easy [3]. Fundamentally the issue stems from the highly
non-linear number-translation “stabilizer” ΣˆN , c.f. Eq. (18)
and Fig. 12.
19 GKP codes suffer a similar tradeoff between resilience to position
and momentum shifts [3].
the qubit code can deal with errors not handled by the
bosonic code. This is broadly the approach taken re-
cently for GKP codes, e.g., in Refs. [11, 13, 14]. Tailor-
ing fault-tolerant gadgets to the respective strengths and
weaknesses of the bosonic code is, however, not a trivial
task. If this is not done carefully, the advantage of us-
ing a bosonic code at the ground level is diminished, and
any performance benefits over using bare qubits might
be lost. Simply, we want to optimize the concatenated
scheme to maximally exploit the error-correction proper-
ties and noise resilience of the ground-level bosonic code.
In the following we outline how this goal can be
achieved using concatenation with a Bacon-Shor subsys-
tem code [34, 35, 86]. This specific choice serves to illus-
trate the broader point of how a fault-tolerant concate-
nated scheme can be tailored to exploit the strengths of
the underlying bosonic code.
A single Bacon-Shor code can have a high fault-
tolerant pseudo-threshold at intermediate code size, even
though the threshold vanishes in the limit of infinitely
large system size [37, 87, 88]. Bacon-Shor codes are at-
tractive candidates for near- and intermediate term log-
ical qubits due to their geometrically local layout in two
dimensions and weight-two gauge operator checks [37,
86, 89]. Specifically, we will make use of a teleportation-
based scheme developed by Aliferis and Preskill for rep-
etition codes in Ref. [36] and generalized to Bacon-Shor
codes by Brooks and Preskill in Ref. [37]. We refer
to these two works collectively as the Aliferis-Brooks-
Preskill (ABP) scheme.
The key to our fault-tolerant gadgets is to use only
bosonic operations that do not amplify errors within a
mode and do not spread small errors to larger errors at
the bosonic level. This allows the error correction proper-
ties of the bosonic code to be exploited fully. The bosonic
19
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FIG. 10. Building blocks of the error-correction scheme from
Ref. [36]. (a) The rails represent number-phase codes and
the CˆZ gates are crot gates. A Cˆ
⊗n
Z gate enacted between
a repetition code block and a single ancilla acts as a logical
CˆZ . (b) The same circuit as in (a) where the thick lines rep-
resent length n repetition code blocks. (c, d) By repeating a
nondestructive measurement of ZˆL ⊗ ZˆL r times, we get a
robust MZLZL gadget. (e) The error-correction gadget from
Ref. [36]. Here, |+L〉 = |+N 〉⊗n, and the XˆL-measurement is
independent, destructive phase measurement of each mode in
the repetition code block.
code operations we make use of are
Gbosonic = {P|+N 〉,MX ,crot}. (50)
We also assume universal control over two-level ancillae,
or equivalently, bosonic modes in the trivial encoding
|0triv〉 = |0〉, |1triv〉 = |1〉, and crotN1 gates between
the two-level ancillae and order N rotation codes. Us-
ing the ABP scheme, this suffices for universal quantum
computing. Remarkably, the bosonic error correction is
seamlessly integrated into the Bacon-Shor error correc-
tion with our approach, such that minimal overhead is
incurred. The bosonic error correction is in this sense
highly efficient.
A. Parallel teleportation
Let us start with the issue of measurement errors in
the error-correction scheme in Fig. 7, as this gives an
entry point into the ABP scheme. As already stated,
because the syndrome information is extracted using de-
structive measurements, the measurements can not sim-
ply be repeated. However, since the measurements and
state preparation in Fig. 7 are all in the X¯-basis, a simple
remedy is to concatenate with a length n repetition code
(for n odd) in the dual basis,
|±L〉 = |±N 〉⊗n. (51)
Logical XˆL measurements and state preparation for the
repetition code are then simply independent phase mea-
surements and independent preparation of the n bosonic
modes using a number-phase encoding. Measurement er-
rors are suppressed by performing a majority vote on
the n outcomes.20 This means that, if we can general-
ize the teleportation circuit in Fig. 7 to teleportations
of repetition code blocks, we can use the simple encod-
ing in Eq. (51) to suppress measurement errors. This is
essentially a classical encoding, and the repetition code
plays a role analogous to repeated measurements in topo-
logical codes [66].
A useful observation is that a CˆZ-gate enacted between
each qubit in a repetition code block and a single an-
cilla qubit acts as a logical CˆZ between the repetition
code block and the one ancilla. So, for example, the
red crot gates between the upper block and the an-
cilla in Fig. 10(a) gives a logical CˆZ between this block
and the ancilla, leading to the identity with Fig. 10(b)
where the thick lines represent repetition code blocks of
length n. The circuit in Fig. 10(a, b) represents a nonde-
structive measurement of ZˆL⊗ ZˆL, where ZˆL is a logical
Pauli-Zˆ for the repetition code block. To increase ro-
bustness to ancilla measurement errors, we can repeat
this circuit r times, as illustrated in Fig. 10(c, d) to get
a robust MZLZL gadget. Error correction is performed,
following Ref. [36], by the logical one-bit teleportation
circuit in Fig. 10(e). Note that with n = r = 1, the
error-correction gadget in Fig. 10(e) is identical to that
in Fig. 7(a). This is thus a direct generalization of the
scheme we introduced above in Sec. VII, and the error
correction circuit performs both bosonic code and repeti-
tion code error correction in one step.
Let us pause at this point to clarify what is achieved
by concatenating with a repetition code. First of all, the
repetition code is used to suppress measurement errors,
but it also protects against rotation errors more gener-
ally. This is especially useful if state-preparation noise is
biased towards rotations, as will be the case if number-
syndrome checks are used in this step.
To further understand the concatenated bosonic-
repetition code’s robustness to number-shift errors, con-
sider for the sake of concreteness an N = 2 number-phase
code and a noise channel biased towards loss with neg-
ligible gain. An N = 2 number-phase code can on its
own be robust against a single loss error when gain is
negligible. Say, for example, a single loss error occurs on
one of the ancilla rails in the MZLZL gadget in Fig. 10.
It will spread to a clockwise rotation error of magnitude
pi/4 on all of the upper and lower data rails. This is
acceptable, because the number-phase code with angular
20 Digitizing each bosonic mode measurement result as in Fig. 3
and performing a majority vote is unlikely to be the optimal
scheme. Recent work on GKP codes has shown that decoders
that explicitly take advantage of continuous variable measure-
ments have better performance [12, 13, 15].
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distance dθ = pi/2 can deal with rotation errors of this
magnitude (note that under the assumption of no gain,
one should bias the decoding procedure in Fig. 3 towards
clockwise rotations). Confidence in detecting this loss
error is increased by the fact it is present in all n phase
measurements on the upper data rails.
Despite using only a repetition code, the scheme is
thus robust to both rotation and loss errors, because the
bosonic code at the ground level can handle both. This is
what we mean when we say that the bosonic-code error
correction is integrated in the qubit-code error correction.
On the other hand if, say, two of the r ancillae in the
MZLZL have a single loss error, this will propagate to a
rotation error of magnitude pi/2, which is too large for
an N = 2 number-phase code to handle. Consequently,
this leads to a logical error at the repetition-code level
with high likelihood. The number of ancillae r and the
repetition-code length n thus have to be chosen depen-
dent on the order of rotation symmetry of the number-
phase code, N , as well as the physical loss rate.
We note that concatenation with a repetition code has
recently been proposed in the context of N = 1 cat
codes [90, 91]. An N = 1 cat code does not provide
any protection against loss or gain errors, but gives rise
to a highly biased effective noise model because transi-
tions |α〉 → |−α〉 are exponentially suppressed in |α|2. In
this situation, no active error correction is performed at
the bosonic-code level, and the purpose of the repetition
code is to protect against loss and gain errors, which is
orthogonal to what we propose here.
B. Cats of cats and repetitions of repetitions
The above concatenated error-correction scheme can
be improved following Ref. [37]. The techniques pre-
sented there can be adopted straightforwardly to the
present context, so we only briefly comment on the main
ideas here.
Despite the scheme already described above being ro-
bust to both loss and rotation errors, it may be imprac-
tical to prepare number-phase codes with very large N .
This limits the number of ancilla measurements, as ex-
plained above, because a single ancilla loss or gain er-
ror spreads to all of the data rails, and vice versa. This
problem can be overcome by replacing each of the r |+N 〉
middle-rail ancillae in Fig. 10 by logical |+′L〉 for a repe-
tition code which is dual to Eq. (51):
|±′L〉 = 1√2
(|0N 〉⊗n ± |1N 〉⊗n). (52)
The logical Pauli-X for this code is Xˆ⊗n. However, since
we only require destructive measurements of the ancil-
lae, one can perform destructive phase measurement to
measure each of the n ancilla modes in the |±N 〉 basis, as
in Fig. 3, and take the parity of the digitized outcomes.
The purpose of using the dual repetition code Eq. (52)
for the middle-rail ancillae is that a fully transversal Cˆ⊗nZ
X
FIG. 11. An extension of the error correction scheme from
Ref. [36] where each ancilla is encoded in the state |+′L〉,
Eq. (52). On the left, the rails represent number-phase codes,
the CˆZ gates are crot gates, and the measurement is inde-
pendent destructive phase measurement of each mode in a
block. The parity of the n digitized measurement outcomes
is computed to perform a measurement in the |±′L〉 basis.
On the right, the thick lines represent reptition code blocks
and the gates are logical CˆZ between the code blocks. Er-
ror correction is otherwise performed exactly as in Fig. 10:
The circuit is repeated r times and finally the upper data
block is measured M⊗nX , with the lower data block prepared
in |+N 〉⊗n.
gate enacted between the two codes, Eqs. (51) and (52),
performs a logical CˆZ gate between the two code blocks.
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The basic building block of the error correction gadget
then simply becomes an encoded version of the scheme
from Fig. 7(a), as illustrated in Fig. 11. The error correc-
tion scheme is otherwise identical to that in Fig. 10. The
crucial difference is that since the CˆZ gates are now fully
transversal, an error on any mode in the circuit spreads
to at most two other modes.
The state 1√
2
|0〉⊗n + 1√
2
|1〉⊗n is sometimes referred to
as a “cat state.” Since any bosonic rotation code is also
a generalized cat code, according to Eq. (3), we can refer
to the state |+′L〉 as a “cat-of-cats.” Of course, preparing
these cat states also incurs overhead. As explained in
Ref. [37], this can be done fault-tolerantly using only the
basic operations Gbosonic (with about 2n crot gates and
n extra ancillae for a length n cat-of-cats.).
The last extension from Ref. [37] is to replace the
repetition code with a Bacon-Shor subsystem code. A
Bacon-Shor code can be thought of as a concatenation
of a length n repetition code with a second, length m,
repetition code. While the code in Eq. (51) only gives
protection against rotation errors (beyond the protection
provided by the bosonic code), a Bacon-Shor code with
m > 1 will provide additional protection against loss and
gain errors. In general, one can optimize the ratio m/n
to the noise model and the capabilities of the bosonic
code at the ground level. Error correction is still per-
formed with a gadget as in Fig. 10(e) using a relatively
straightforward generalization of the MZLZL measure-
ment, and where logical |+L〉 for the bosonic-Bacon-Shor
21 As explained in Ref. [37], one can also use dual repetition code-
words
∣∣+′L〉 of any length 1 ≤ p ≤ n. For p < n, some ancilla
modes interact with multiple data modes. The two extremes
p = 1 and p = n are shown in Figs. 10 and 11, respectively.
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code is now a product of cat-of-cats states [37]. Cru-
cially, the only operations ever needed are crot gates
between pairs of modes, preparation of |+N 〉 states, and
destructive phase measurements to measure each mode
independently in the |±N 〉 basis.
C. Universality
In the ABP scheme, a logical cnot gate is built out of
the fundamental operations in Eq. (50) [36, 37]. Univer-
sality is furthermore achieved by injecting noisy states
|+i〉 = (|0〉 + i|1〉)/√2 and |T 〉 = (|0〉 + eipi/4|1〉)/√2
directly into the Bacon-Shor (or repetition) code block.
In the present context, state injection can be performed
by preparing the two lowest levels of an ancilla, e.g. a
transmon, in the desired state |ψ〉, and using a cross-Kerr
interaction between the ancilla and a bosonic mode to
perform a crotN1 gate. The one-bit teleportation gad-
get in Fig. 10(e) is then used to teleport the ancilla state
into a code block. In this case, the upper rail in Fig. 10(e)
is the unencoded two-level ancilla in the state |ψ〉, and
the lower rail is the Bacon-Shor code block. This cir-
cuit prepares the code block in an encoded state |ψL〉 up
to a known measurement-dependent logical Pauli. Sev-
eral noisy |+iL〉 or |TL〉 states can be distilled to higher
fidelity using standard state distillation protocols, as an-
alyzed in Ref. [37].
As a final remark, we emphasize that although the full-
blown scheme using Bacon-Shor codes and cat-of-cats an-
cillae is quite complex, the simplest repetition code with
single-mode ancillae should already be able to demon-
strate all the key ingredients of a fault-tolerant scheme.
It is therefore a promising candidate to realize small-scale
logical qubits in near-to-medium term experiments [89].
IX. CONCLUSIONS AND DISCUSSION
We have presented a broad class of bosonic error-
correcting codes characterized by discrete rotation sym-
metry, which we call bosonic rotation codes, or simply
rotation codes for short. Several well known codes, in-
cluding cat, binomial and 0N-codes, are rotation codes.
Cat and binomial codes moreover belong to a subset of
rotation codes, the number-phase codes, which are char-
acterized by vanishing phase uncertainty for large excita-
tion numbers. Another member of this subset are Pegg-
Barnett codes, which can be interpreted as the shift-
resistant qudit codes introduced in Ref. [3] embedded in
the infinite-dimensional Hilbert space of a bosonic mode.
The theoretical framework we present here for number-
phase codes allows a natural comparison with GKP
codes, summarized in Fig. 12. First, number-phase codes
are analogous to approximate GKP codes, with number
and phase playing dual roles in place of position and mo-
mentum.22 Second, the fact that the GKP stabilizers
are generated by Hamiltonians linear in annihilation and
creation operators leads to Gaussian Clifford gates. In
contrast, number-phase codes have one symmetry gen-
erated by a quadratic Hamiltonian (RˆN ) and one non-
Gaussian symmetry (ΣˆN ). As a consequence, a subset of
the Clifford group—the diagonal Cliffords—can be gen-
erated by Hamiltonians that are quartic in annihilation
and creation operators, while the full Clifford group con-
tains highly non-linear gates. The smaller set of natu-
ral unitary gates and the higher degree of non-linearity
is a disadvantage compared to GKP codes. However,
the issue of non-linearity is not entirely clear cut. Self-
and cross-Kerr interactions are very natural in some plat-
forms [19, 93], and some of the GKP Cliffords will require
underlying physical nonlinearities as well—for example,
to realize the shear gate, S¯, and the two-mode gate C¯Z .
A feature of number-phase codes is that phase mea-
surement is a natural candidate for a robust logical mea-
surement in the dual basis. In practice, phase measure-
ments are realized by heterodyne and homodyne mea-
surements as well as adaptive homodyne schemes [58, 94].
The existence of a robust dual-basis measurement is cru-
cial for the quantum computing and error correction
schemes presented in Secs. IV and VII.
The entangling gate (crot) in our scheme is a
controlled-rotation gate based on a cross-Kerr interac-
tion between two modes. The crot-gate plays a central
role in many pieces of our quantum computing scheme
including gate teleportation, modular number measure-
ment, and error correction. An attractive feature of the
crot gate is that it can be used to interface any two
rotation codes. In fact, the crot gate can even be used
as an entangling gate between any bosonic rotation code
and a square- or hexagonal-lattice GKP code, due to the
underlying rotation symmetry of the GKP code lattices,
see Appendix C. This could be used in hybrid schemes
employing multiple encodings and for switching between
codes using teleportation. The generality of the crot
gate is similar in spirit to that of the exponential-SWAP
(eSWAP) gate [95, 96], which is agnostic to code type
but makes no guarantees about error propagation. In
contrast, the Kerr-based interactions that underlie crot
gates amplify errors only in a very limited way, and
are thus attractive candidates for use in a fault-tolerant
scheme.
There are two particularly salient features of the
teleportation-based error-correction scheme we intro-
duced in Sec. VII. The first is that for large average exci-
tation number in the code, the performance (as measured
22 Recently it was shown that GKP codes can be decomposed into
two subsystems—a logical qubit and gauge mode—according to
their discrete translation symmetry [92], and a similar decom-
position for rotation codes based on discrete rotation symmetry
is likely. Note that the translation symmetry of any GKP code
also implies two-fold rotation symmetry (see Appendix C).
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FIG. 12. Comparison between the number-phase codes in-
troduced in this work and GKP codes [3]. For simplicity we
consider the square-lattice GKP code. The cartoon shows
codewords for an N = 4 number-phase code, with dn = 4,
dθ = pi/4, and a GKP code with dq = dp =
√
pi. For each code
type there are unitary gates that are “natural” in the sense
that they are generated by physically natural Hamiltonians
and that they map small errors to small errors. To achieve
universality, the unitary gates are supplemented with state
preparation and Pauli measurements for both code types.
Note that it was recently shown that the GKP magic state
|Tgkp〉 can be distilled using only Gaussian operations [97].
The number-phase-code analog to the envelopes in the ap-
proximate GKP codewords are number-amplitude envelopes
such as those in Fig. 4.
by average gate fidelity) is near that of the optimal recov-
ery map allowed by the laws of quantum mechanics. For
small average excitation number, the gap from optimal
stems mainly from the inability of phase measurements to
accurately distinguish the logical codewords in this limit.
The second is that teleportation-based error correction
does away with the need for explicit recovery operations
to restore the codespace, and logical recoveries can be
tracked entirely in software. Since explicit recovery op-
erations would require highly nonlinear implementations,
this is a major simplification.
Finally, we outlined an approach to universal fault-
tolerant quantum computing with number-phase codes
in Sec. VIII. Given the highly non-linear nature of
the number-translation symmetry ΣˆN , Eq. (18), one
can wonder if fault-tolerant error correction is possible.
We showed that fault-tolerance can indeed be achieved,
through concatenation with a Bacon-Shor code and ex-
ploiting schemes that were originally developed to deal
with highly asymmetric noise [36, 37, 88]. This illustrates
the broader point of how a concatenated scheme can be
tailored to the strengths and weaknesses of the under-
lying bosonic code. We showed how bosonic-code error
correction can be seamlessly integrated with the qubit-
code error correction and further how fault-tolerant gad-
gets can be constructed using bosonic operations with
minimal error spread or amplification. In this way, one
can hope to maximize the advantage of using bosonically
encoded qubits over bare qubits at the ground level.
It is worth reiterating that no additional syndrome
measurements are required to perform error correction
at the bosonic level beyond those needed for the qubit
subsystem code itself. In other words, error correction
at both levels is performed in one step, such that no ad-
ditional resources are used compared to if bare qubits
were used at the ground level. This is an interesting
contrast to other recent work on concatenation of GKP
codes with topological qubit codes [13, 14]. In these lat-
ter works, dedicated ancillae and syndrome-measurement
circuits are introduced to perform bosonic-code error cor-
rection, thus incurring more overhead.
It is still largely an open problem to quantify the per-
formance of bosonic codes for fault-tolerant error cor-
rection and computing, and thus their potential to give
an improvement over bare qubits. An important part of
future research on bosonic codes is therefore to quanti-
tatively study different schemes in a fault-tolerant set-
ting. Our scheme based on concatenation with Bacon-
Shor codes is the first example of a fault-tolerant scheme
for bosonic rotation codes, and an interesting direction
for future research is to explore this path further with
other concatenated codes and to optimize fault-tolerant
protocols. In particular, decoders tailored to bosonic
codes at the ground level have already shown promise
in theoretical work on GKP codes [12, 13, 15].
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Appendix A: Dual-basis primitives
The dual-basis codewords |±N 〉 can themselves be de-
scribed by a set of rotated dual primitives eiθnˆ|Θ′〉 pa-
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rameterized by N equally spaced angles θ = 2mpi/N for
m = 0, . . . , N − 1:
|+N,Θ〉 = 1√N+
N−1∑
m=0
ei
2mpi
N nˆ|Θ′〉, (A1a)
|−N,Θ〉 = 1√N−
N−1∑
m=0
ei
(2m+1)pi
N nˆ|Θ′〉. (A1b)
The dual primitive |Θ′〉 is a weighted superposition of the
original primitive |Θ〉 with itself rotated by pi/N ,
|Θ′〉 = 1√NΘ′
(
c+ + c−ei
pi
N nˆ
) |Θ〉, (A2)
where c± :=
√N1 ±
√N0, and the normalization is
NΘ′ = 2(N0 +N1) + 2(N1−N0)〈Θ| cos
(
2pi
N nˆ
) |Θ〉. (A3)
Note that for a fixed primitive |Θ〉, the dual primitive
|Θ′〉 is in general different for each N .
When the normalization constants satisfy N0 = N1,
the computational- and dual-basis primitives coincide.
This holds for the number-phase codes in Table I in the
large average excitation-number limit. An example are
cat codes in the limit α → ∞. In this case, the code
states in Eq. (A1) can be expressed simply as
|+N 〉 → 1√
N
N−1∑
m=0
ei
2mpi
N nˆ|Θ〉, (A4a)
|−N 〉 → 1√
N
N−1∑
m=0
ei
(2m+1)pi
N nˆ|Θ〉, (A4b)
with a set of angles, m 2piN , that are twice the size of those
in the computation-basis codewords. Moreover, we have
that codes of different order are related via
|0N,Θ〉 = |+2N,Θ〉 (N0 = N1). (A5)
Appendix B: Examples of rotation codes
The angular and Fock-space structures that character-
ize rotation codes leave freedom to define different codes
through the coefficients {fkN}, Eq. (4), that arise from a
choice of primitive |Θ〉. Several rotation codes have been
presented in the literature, such as cat codes [5] and bino-
mial codes [6] and modified versions of these codes that
improve their error-correcting capability by changing the
relative phases of their Fock-grid coefficients [10]. Their
structure, properties, and error-resilience have been stud-
ied recently in Ref. [40]. We summarize cat and bino-
mial codes here and introduce two other examples. The
first is a generalization of cat codes to include squeez-
ing. The second is a new class of code based on the
phase states introduced by Pegg and Barnett [60]. For
each we give a primitive |Θ〉 and the Fock-grid coeffi-
cients, {fkN}, associated with an order-N code. For bi-
nomial codes the primitive itself depends on N , while
the other code families use the same primitive for all N .
Note that in the main text we are primarily interested
in the subset of rotation codes that have approximate
number-translation symmetry—the number-phase codes
introduced in Sec. III. Each of the codes introduced here
can serve as a number-phase code in an appropriate limit.
1. Squeezed cat codes
Cat codes consist of coherent states superposed in
phase space. This can be generalized in a straightforward
to include squeezing. A displaced, squeezed vacuum state
is given by
|α, r, φ〉 := Dˆ(α)Sˆ(ζ)|0〉, (B1)
where Dˆ(α) = eαa
†−α∗a is the displacement operator and
Sˆ(ζ) = e
1
2 (ζa
†2−ζ∗a2) is the squeeze operator with squeez-
ing parameter ζ = re−2iφ, where r is the squeezing am-
plitude and φ the squeezing angle. The Fock-space rep-
resentation for a single displaced squeezed vacuum state,
|α, r, φ〉 = ∑∞n=0 c˜n|n〉 is given by the coefficients
c˜n =
∞∑
`=0
Dn,`(α)S`,0(r, φ). (B2)
where the squeezed vacuum coefficients are S`,0(r, φ) = 0
for ` odd and
S`,0(r, φ) =
√
sech r
(
−1
2
e2iφ tanh r
) `
2
√
`!
(`/2)!
, (B3)
for ` even. In the limit of no squeezing, S`,0(r → 0, φ) =
δ`,0. The coefficients for a displaced number state are
Dn,`(α) = e
− 12 |α|2
(
`!
n!
) 1
2
αn−`Ln−`` (|α|2), (B4)
with associated Laguerre polynomials Lk` (x).
The |0N 〉 and |1N 〉 codewords are constructed using
a displaced squeezed state as the primitive |Θscat〉 =
|α, r, φ = 0〉 with α real and positive. From Eq. (3a) the
computational basis states are given by23
|0N,scat〉 = 1√N0
2N−1∑
m=0
∣∣αeim piN , r,m piN 〉, (B5a)
|1N,scat〉 = 1√N1
2N−1∑
m=0
(−1)m∣∣αeim piN , r,m piN 〉. (B5b)
23 In Ref. [98] and related works, the coherent-state phases are
given by ωk = eikpi/d. In our notation d = N is the Fock-space
code distance.
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The Fock-grid coefficients can be found readily from the
c˜n in Eq. (B2), see Sec. II A for details.
Two code subclasses can be identified by specific pa-
rameters: Cat codes emerge in the limit that squeezing
vanishes, r = 0, and squeezed vacuum codes arise when
the displacement vanishes, α = 0.24 For the smallest cat
code (α → 0, r = 0), the trivial encoding in Eq. (12) is
realized. The Fock-grid coefficients for cat codes are
fkN =
√
2
N ∗i
e−
1
2 |α|2 α
kN√
(kN)!
, (B6)
where N ∗i indicates the Fock-space normalization factor
N ∗0 (N ∗1 ) (see Sec. II A) for k even (odd).
Note that the cat codes we consider in this work are
distinct from the two-mode cat codes in Ref. [84] and the
single-mode cat codes in Refs. [4, 99], where the code-
words are manifestly nonorthogonal while still exhibiting
discrete rotational symmetry.
2. Binomial codes
Binomial codes were introduced in Ref. [6] as a class of
codes that can exactly correct loss, gain, and dephasing
errors up to a certain order. The codewords are most
straightforwardly defined in the conjugate basis25 :
|+N,bin〉 = 1√
2
K∑
k=0
√
1
2K−1
(
K
k
)
|kN〉, (B7a)
|−N,bin〉 = 1√
2
K∑
k=0
(−1)k
√
1
2K−1
(
K
k
)
|kN〉. (B7b)
The Fock-grid coefficients {fkN} can be read off directly,
c.f. Eq. (9). There are many binomial codes with N -fold
rotation symmetry, one for each value of K = 1, 2 . . . ,
which sets the truncation level in Fock space. The mean
excitation number is n¯bin =
1
2NK [40], and the mean
modular phase can be simplified to
〈eiθN 〉 = 1
2K
K−1∑
k=0
√
K − k
k + 1
(
K
k
)
. (B8)
Binomial codes are defined explicitly at the codeword
level, leaving freedom to describe associated primitives.
However, each binomial code, specified by its rotational
order N and truncation parameter K, has a different set
of primitives. An example primitive can be defined as
∣∣ΘN,Kbin 〉 = 1√Nbin
KN∑
n=0
√
1
2K−1
(
K
bn/Nc
)
, (B9)
24 Note that α and r cannot both vanish, in which case the state is
simply vacuum and two codewords cannot be defined.
25 We use a different notation than previous references. Specifically,
N was denoted S+ 1 and K was denoted N + 1, where S and N
are referred to as “spacing” and the “order” in Ref. [40].
with Nbin a normalization constant, and bxc is the floor
function that gives the largest integer less than or equal
to the real number x. The smallest binomial codes (K =
1) yield the 0N code, |+N 〉 = 1√2 (|0〉+ |N〉) , which is the
trivial encoding, Eq. (12), for N = 1.
3. Pegg-Barnett codes
A Pegg-Barnett phase state is given by [60]
|φ, s〉 := 1√
s
s−1∑
n=0
einφ|n〉, (B10)
where the parameter s sets the truncation level. The
set of states {|φm = 2pim/s, s〉} with m = 0, . . . , s − 1
forms an orthonormal basis for the s-dimensional trun-
cated Fock space.
We use a specific phase state as a primitive, |Θpb〉 =
|φ = 0, s〉, to define Pegg-Barnett codes. To ensure ade-
quate Fock space for the codewords, the truncation s− 1
is required to be at least N . Given that eiθnˆ|φ, s〉 =
|φ+ θ, s〉, the codewords can be expressed simply as
∣∣0N,pb〉 = 1√N0
2N−1∑
m=0
∣∣φ = m piN , s〉, (B11a)
∣∣1N,pb〉 = 1√N1
2N−1∑
m=0
(−1)m∣∣φ = m piN , s〉. (B11b)
Note that if the truncation of the Pegg-Barnett phase
state used as a primitive is commensurate with the
order of the code, s = p × 2N for p = 1, 2, 3 . . . ,
then the rotated primitives are automatically orthogo-
nal, 〈φ = m piN , s|φ = m′ piN , s〉 = δm,m′ . In this case the
conjugate-basis codewords and the dual-basis codewords
are simple superpositions of the primitive, c.f., Eq. (A4).
For s = p×2N we also have that the Pegg-Barnett codes
can be recognized as the shift-resitant qudit codes from
Ref. [3], with d = s, n = 2, r1 = N and r2 = p, using the
notation from Ref. [3].
The Fock-grid coefficients in general are fkN =√
2/ds/Ne, where dxe is the ceiling function that gives
the least integer greater than or equal to the real number
x. The mean excitation number is n¯pb =
N
2
(ds/Ne − 1),
and the mean modular phase is
〈eiNθ〉 = 1− 1ds/Ne . (B12)
The Pegg-Barnett code [N ; s = N + 1] is the 0N code
and the smallest Pegg-Barnett code [N = 1; s = 2] is the
trivial encoding, Eq. (12).
Appendix C: Rotation symmetry for
Gottesman-Kitaev-Preskill codes
Logical Pauli gates for GKP codes are realized by dis-
crete translations in phase space. As a consequence of
25
translation symmetry, all GKP codes also exhibit N = 2
discrete rotation symmetry, as we show below. How-
ever, GKP codes are not rotation codes as we define them
in Sec. II, because the operator Zˆ2 does not act as a Pauli
operator. Depending on the underlying lattice defining
the GKP codewords, ZˆN may nevertheless act as a logi-
cal Clifford operator for some values of N . Two notable
GKP codes where this is the case are the square- and
hexagonal-lattice GKP codes, which means that these
codes exhibit some properties of rotation codes. We
briefly elucidate this point.
The codespace of a single-mode ideal GKP qubit is
defined to be the +1 eigenspace of the stabilizers
SˆXgkp = Dˆ(2α), Sˆ
Z
gkp = Dˆ(2β), (C1)
where Dˆ(ζ) = eζaˆ
†−ζ∗aˆ is the displacement operator,26
and α and β are complex numbers satisfying
α∗β − αβ∗ = ipi. (C2)
The stabilizer group consists of all powers
(SˆXgkp)
n1(SˆZgkp)
n2 for n1, n2 ∈ Z. The shift opera-
tors that act as logical Paulis for the GKP qubit are
Xˆgkp = Dˆ(α), (C3a)
Zˆgkp = Dˆ(β), (C3b)
Yˆgkp = iZˆgkpXˆgkp = Dˆ(α+ β), (C3c)
where the form of Yˆgkp follows from the general iden-
tity Dˆ(α)Dˆ(β) = e
1
2 (αβ
∗−α∗β)Dˆ(α + β). The con-
straint Eq. (C2) ensures that the stabilizers in Eq. (C1)
commute, and that Xˆgkp and Zˆgkp commute with the sta-
bilizers and anti-commute with each other.
From the identity e−iθnˆDˆ(ζ)eiθnˆ = Dˆ(e−iθζ) we see
that the discrete rotation operator RˆN for N = 2 has the
following action on the Pauli shift operators:
Rˆ†2XˆgkpRˆ2 = Dˆ(−α) = Xˆ†gkp, (C4a)
Rˆ†2ZˆgkpRˆ2 = Dˆ(−β) = Zˆ†gkp. (C4b)
Since Xˆ†gkp = Xˆgkp(SˆXgkp)
−1 and Zˆ†gkp = Zˆgkp(SˆZgkp)
−1,
they are equivalent up to stabilizers and have the same
action on the codespace. Thus, Rˆ2 acts as the identity
operator on the codespace of an ideal GKP code. In
other words, all GKP codes have 2-fold discrete rotation
symmetry.
The computational-basis codewords can be written as
a superposition of coherent states:∣∣jgkp〉 = ∑
n1,n2∈Z
Dˆ[(2n1 + j)α]Dˆ(n2β)|0〉
=
∑
n1,n2∈Z
e−ipi(n1n2+jn2/2)|(2n1 + j)α+ n2β〉,
(C5)
26 Note that Dˆ(ζ) generates shifts in qp-phase space of magnitude√
2|ζ|. For example, Dˆ(√pi/2) = e−i√pipˆ, which acts as a logical
X¯ for square-lattice GKP.
FIG. 13. Code lattices L0 (filled circles) and L1 (open cir-
cles) in the complex plane for (a) square-lattice GKP and (b)
hexagonal-lattice GKP. The area of the lattice-parallelogram
is pi/2. The codespace lattice L is also apparent in the Wigner
function Wgkp(α) of the completely mixed state
1
2
Πˆgkp. Using
quadrature axes, Q and I, as defined in Fig. 1, Wgkp(α) is
identical to the above plots with positive δ-functions at each
point in L. For the Wigner functions, arrows indicate direc-
tion of displacement for Xˆgkp and Zˆgkp.
with j = 0, 1. It is natural to define state lattices in the
complex plane for the computational-basis codewords,
Lj = {(2n1 + j)α+ n2β | n1, n2 ∈ Z} , (C6)
as well as the codespace lattice, L = L0∪L1, consisting of
all points n1α+n2β. As described in Ref. [40], the code-
word lattices are basis-dependent, while the codespace
lattice L is not. Note that Eq. (C2) means that the unit
cell, or fundamental parallelogram, of L has area pi/2.27
We consider two canonical examples of ideal GKP
codes defined on square (gkps) and hexagonal (gkph)
lattices. The codes can be defined in terms of their re-
spective lattice-basis translations α and β:
gkps: α =
√
pi
2
, β = i
√
pi
2
, (C7a)
gkph: α =
√
pi√
3
, β = ei
2pi
3
√
pi√
3
. (C7b)
Codespace lattices for gkps and gkph are shown in
Fig. 13.
Depending on the lattice, specific discrete rotations can
act as non-trivial logical Clifford gates. In particular,
for square-lattice GKP, N = 4 rotations transform the
Paulis:
Rˆ†4XˆgkpsRˆ4 = Zˆ
†
gkps, (C8a)
Rˆ†4ZˆgkpsRˆ4 = Xˆgkps. (C8b)
Thus, Rˆ4 = Zˆ2 = e
ipi2 nˆ (the Fourier transform operator)
acts as a logical Hadamard H¯ for gkps. It follows that
27 Using standard quadrature operators qˆ and pˆ satisfying [qˆ, pˆ] = i,
the lattice distances are expanded to
√
2α and
√
2β, and the area
of the parellelogram in qp-phase space is pi.
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the eigenstates of H¯ for this code can be written in the
form Eq. (4), a fact that was recognized in Ref. [3]. It was
also suggested there that measurement of number mod 4
to can be used to prepare Hadamard eigenstates, which
are equivalent to the magic state
∣∣Tgkps〉 up to Cliffords.
Since mapping logical H¯ to Z¯ is a non-Clifford operation,
this is not a trivial change of basis for a GKP code, and
we therefore do not classify the square-lattice GKP code
as a rotation code.
For hexagonal-lattice GKP, N = 6 rotations perform
logical pi/3-rotations around the XY Z-axis:
Rˆ†6XˆgkphRˆ6 = Zˆ
†
gkph, (C9a)
Rˆ†6ZˆgkphRˆ6 = Yˆgkph, (C9b)
giving a cyclic permutation of the logical Pauli operators.
Thus Rˆ6 = Zˆ3 acts as the logical Clifford gate H¯S¯
†.28 An
N = 3 rotation, given by Rˆ3 = Rˆ
2
6, acts as the logical gate
(H¯S¯†)2 = e−i
pi
4 S¯H¯, which performs a cyclic permutation
of the Paulis in the opposite order.
The fact that the square- and hexagonal-lattice GKP
codes have non-trivial Cliffords implementable as discrete
rotations also implies that the crot gate can be used be-
tween a bosonic rotation code and these two GKP codes.
In particular crotN4 (crotN6) implements a controlled-
H¯ (controlled-H¯S¯†) between an order-N rotation code
and a square (hexagonal) GKP code, with the rotation
code as control and the GKP code as target.
In contrast to square- and hexagonal-, the rectangular-
lattice GKP code does not benefit from additional Clif-
ford gates performed via discrete rotations. Lastly, we
note that the crystallographic restriction theorem implies
that no lattice can have higher than 6-fold rotation sym-
metry, and Rˆ6 is thus the highest degree rotation opera-
tor that can preserve the codespace of a GKP code.
Appendix D: Pretty Good Measurements
As we alluded to in Sec. II B 2, the canonical phase
measurement might not be the optimal measurement to
distinguish the codewords |±N 〉. Even in the absence of
noise, two orthogonal codewords cannot in general be
perfectly distinguished by a canonical phase measure-
ment due to embedded phase uncertainty ∆N (θ). More-
over, in a realistic scenario where the codewords may be
damaged, defining a phase estimation problem with re-
spect to the ideal codewords is sub-optimal. We do not
attempt to find an optimal scheme in general, as this
must likely be done on a case-by-case basis for different
codes and noise models. Instead, we introduce a measure-
ment that perform well for all the codes and noise models
28 Interestingly, H¯S¯† = (S¯H¯)†, and S¯H¯ has T -type magic states as
its eigenstates, where we use the original terminology from [67].
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FIG. 14. A hybrid Steane-Knill error correction scheme for
rotation codes.
we study in this paper. This is the Pretty Good Measure-
ment introduced in Refs. [43–45]. The Pretty Good Mea-
surement perfectly distinguishes orthogonal states and is
designed to also distinguish fairly well states with small
non-zero overlaps. The measurement is defined through
the POVM elements
MˆPretty Goodi = σˆ
−1/2N (|i〉〈i|) σˆ−1/2, (D1)
where |i〉 runs over the states to be distinguished, and
N represents an arbitrary noise channel. The opera-
tor σˆ = N (Pˆ ) with Pˆ = ∑i |i〉〈i| represents the pro-
jector onto the subspace in question sent through the
noise channel. The POVM elements satisfy
∑
i Mˆi = Pˆσ,
where Pˆσ is a projector onto the support of σˆ. To have a
complete measurement, one can add a POVM element
Iˆ − Pˆσ projecting onto the complement of Pˆσ. Note
that in contrast to the canonical phase measurement, the
Pretty Good Measurement explicitly exploits knowledge
about the noise N .
Appendix E: Hybrid Steane/Knill error correction
Here we introduce an error-correction circuit, depicted
in Fig. 14, as an alternative to the circuit in Fig. 7. We
call this error-correction method “hybrid” (hybrid-EC),
because the first crot gate and the measurement of the
top ancilla rail can be recognized as identical to one of the
two steps of Steane-EC, while the second crot and the
measurement on the data rail is a one-bit teleportation,
identical to one of the steps in Knill-EC. Essentially, this
circuit uses Steane-EC for one of the syndromes (number-
shift errors) and Knill-EC for the other (dephasing er-
rors).
This error-correction scheme is based on the circuit
identity
M cr
o
t
N Eˆ cr
o
t
L
c
r
o
t
Rˆ
= c
r
o
t
Eˆ
Rˆ′
(E1)
where Eˆ = Eˆk(θ) is again an arbitrary initial error
and the two rotation errors, Rˆ = Eˆ0
(
pik
NM
)
and Rˆ′ =
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Eˆ0
(
pik
NL
)
, are both proportional to k. A phase measure-
ment on the top rail thus estimates k, and a recovery
operation can be applied to the bottom rail to undo the
leftover error Rˆ′.
The first step of the circuit in Fig. 7(b), involving only
the top ancilla,
|0M 〉 cr
o
t
MX
,
(E2)
performs a nondestructive measurement of the excitation
number mod N on the data rail, as explained in Sec. V.
The second step of the circuit,
c
r
o
t
MX
|+L〉 ,
(E3)
teleports the data to a fresh new ancilla, thus restor-
ing the codespace up to a known rotation error as
per Eq. (E1).
More explicitly, we consider an encoded state ρˆN in an
order N rotation code sent through a noise noise channel
N• = ∑n Aˆn • Aˆ†n, followed by the error-correction cir-
cuit in Fig. 14. In this case, it is convenient to expand the
noise Kraus operators as Aˆn =
∑
k
∫
dθcnk(θ)Eˆk(θ) =∑
k Eˆnk where we define Eˆnk =
∫
dθcnk(θ)Eˆk(θ). The
state after the error-correction circuit can be written
Ehybrid ◦ N (ρˆN ) = 1
2
∑
a,b=±
∑
~x
∑
n,k,k′
× tr
[
Mˆx1 σˆ
nkk′
ab
]
tr
[
Mˆx2 τˆ
kk′
]
× Eˆ0
(
pik
NL
)
C¯a ρˆL C¯
†
b Eˆ
†
0
(
pik′
NL
)
,
(E4)
where
σˆnkk
′
ab := Eˆnk|aN 〉〈bN |Eˆ†nk′ , (E5)
τˆkk
′
:= Eˆ0
(
pik
NM
) |0M 〉〈0M |Eˆ†0( pik′NM ), (E6)
represent damaged codewords for the data and ancilla,
respectively, and C¯+ = H¯, C¯− = X¯H¯ are logical Clif-
fords. We again use a notation where ρˆL on the right-
hand side represents the same logical state as ρˆN on
the left-hand side, but where the latter is encoded in
the order-L number-phase code of the bottom ancilla
in Fig. 14.
The most likely rotation error on the output, Eˆ0
(
pik∗
NL
)
,
as well as the most likely logical Clifford error C¯a∗ can
be deduced using, e.g., a maximum likelihood decoder.
The rotation error is straightforward to correct, or alter-
natively can be tracked by updating later phase mea-
surements. The error C¯a∗ is not a Pauli error; how-
ever, by performing the error-correction circuit twice,
the most likely error will be a Pauli from the set P¯i ∈
{I¯ , Z¯, X¯, X¯Z¯} which can be tracked in a Pauli frame.
We have verified in numerical simulations that the
hybrid-EC scheme performs identically to the Knill-
EC scheme presented in Sec. VII A, i.e., the results
in Sec. VII B are identical for both schemes. In fact, there
is arguably a slight advantage of the hybrid-EC scheme
in the case of noiseless ancillae, because we can use an
unencoded state |α〉 for the upper ancilla rail in Fig. 14.
This state give slightly better phase resolution compared
to an M = 1 cat code, as used in Sec. VII B, at the same
value of α.
a. Relation to recent experiments
The hybrid-EC scheme generalizes the experimental
protocol used in the two experiments in Refs. [29, 30],
where error correction for N = 2 cat and binomial
codes was implemented, respectively. The scheme em-
ployed the error-syndrome circuit Eq. (E2) with the
ancilla replaced by an unencoded qubit in the state
|+〉 = (|0〉+ |1〉)/√2 and the crot gate in their case was
crot = crotN1/2 = e
i 2piN nˆ⊗nˆ. An error Ek(θ) on the
data qubit was thus imprinted as a phase on the ancilla,
i.e., |+〉 → |0〉+ei 2pikN |1〉, and the syndrome measurement
attempted to estimate this phase. Note that with N = 2,
an initial error prior to the gate with |k| mod 2 = 1
on the data qubit flips the ancilla to |−〉, while an er-
ror with |k| mod 2 = 0 leaves the ancilla in the state
|+〉. This syndrome does not detect dephasing errors,
nor does it restore the state back to the Fock grid |kN〉.
For cat codes, loss events can be tracked in software so
that recoveries for this particular error are not necessary
(this does not include the no-jump part of the bosonic
loss channel, however) [29]. For binomial codes, optimal
control was employed in Ref. [30] to find a unitary that
approximately restores the codespace. In the hybrid-EC
scheme we propose, both detection of dephasing errors
and restoration of the codespace is performed by the sec-
ond step of the error correction circuit, Eq. (E3). The
difficulty of restoring the codespace has thus been re-
placed by the ability to prepare copies of encoded |+N 〉
states.
Appendix F: Loss and dephasing channel
We seek a convenient representation of the channel
that describes simultaneous loss and dephasing:
N = et(Lκ+Lκφ ), (F1)
where Lκ = κD[aˆ] and Lκφ = κφD[nˆ], c.f. Eq. (49). First,
we note that the pure dephasing channel can be written
etLκφ ρˆ =
∫ ∞
−∞
dθ pκφt(θ)e
iθnˆρˆe−iθnˆ, (F2)
where pκφt = (2piκφt)
−1/2e−θ
2/(2κφt) is a Gaussian with
zero mean and variance κφt. This can be shown by first
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considering the small κφt limit:
eLκφ tρˆ '
∫ ∞
−∞
dθ pκφt(θ)(1 + iθnˆ)ρˆ(1− iθnˆ)
'
∫ ∞
−∞
dθ p(θ)
[
eiθnˆρˆ+ ρˆe−iθnˆ + θ2nˆρˆnˆ− ρˆ]
= e−
1
2κφtnˆ
2
ρˆ+ ρˆe−
1
2κφtnˆ
2
+ κφtnˆρˆnˆ− ρˆ
' ρˆ− 1
2
κφtnˆ
2ρˆ− 1
2
ρˆκφtnˆ
2 + κφtnˆρnˆ,
(F3)
and thus
˙ˆρ = lim
t→0
etLκφ ρˆ− ρˆ
t
= Lκφ ρˆ, (F4)
as required.
Returning to Eq. (F1) we can write the solution ρˆ(t) =
N (ρˆ0) in terms of a generalized Dyson expansion [100,
101]:
ρˆ(t) =
∞∑
k=0
∫ t
0
dtk
∫ tk
0
dtk−1· · ·
∫ t2
0
dt1
× e(t−tk)SJ . . .J e(t2−t1)SJ et1S ρˆ0,
(F5)
where J ρˆ = κaˆρˆaˆ†, and S = Lκφ + Lκ − J . Next, note
that the no-jump part of the evolution factorizes as
etS = et(Lκφ+Lκ−J ) = etLκφ et(Lκ−J ), (F6)
where etLκφ is given by Eq. (F2) and
et(Lκ−J )ρˆ = e−κnˆt/2ρˆe−κnˆt/2. (F7)
Using this, it is straightforward to pull the jump su-
peroperators J through all the no-jump superoperators
in Eq. (F5):
J etLκφ = etLκφJ (F8)
J et(Lκ−C) = e−κtet(Lκ−C)J . (F9)
After pushing all the J ’s to the right, rewriting the k
time-ordered integrals as k integrals over [0, t] and per-
forming the integrals, one readily finds
ρˆ(t) = etLκφ
∞∑
k=0
Aˆkρˆ0Aˆ
†
k, (F10)
where Aˆk is given by
Aˆk =
(1− e−κt)k/2√
k!
e−κnˆt/2aˆk. (F11)
One can, of course, also find a Kraus-operator represen-
tation of etLκφ using exactly the same method,
etLκφ ρˆ =
∞∑
`=0
Bˆ`ρˆBˆ
†
` , (F12)
with
Bˆ` =
(κφt)
`/2
√
`!
e−
1
2κφnˆ
2tnˆ`. (F13)
We, however, do not need such a Kraus-operator rep-
resentation of the dephasing channel for our purposes
in Sec. VII, since the dephasing channel commutes with
all the crot gates. We found it more convenient to solve
the master equation
N˙κφ = LκφNκφ (F14)
numerically, with Nκφ(0) = I the identity superoperator
as initial condition, to find the pure dephasing channel
Nκφ(t) = etLκφ .
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