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Abstract
In this paper we study the learning of graph languages. We extend the well-
known classes of k-testability and k-testability in the strict sense languages to di-
rected graph languages. Then, we propose a grammatical inference algorithm to
learn the class of directed acyclic k-testable in the strict sense graph languages.
We prove that the polynomial time complexity of the proposed algorithm, and
we also prove that the algorithm identifies the defined class of languages from
positive data. We also include an study of the efficiency of the algorithm un-
der several efficiency criteria. An experimentation has been carried out on four
datasets shows the validity of the proposed inference method. Many fields, from
pattern recognition to data compression among others, can take advantage of
these results.
Keywords: Graph languages, graph automata, grammatical inference,
k-testable languages
1. Introduction
Among the different approaches to machine learning, inductive learning can
be roughly defined as the inductive search for a model that represents the sup-
plied (training) data. Formal languages are suitable models under this approach.
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When formal languages are used, the inductive learning process is known as5
grammatical inference (GI). This approach to automatic learning is usually fo-
cused on the learning of regular languages or their subclasses. Regular string
language inference is usually applied in many fields, from natural language pro-
cessing [47] or script recognition [39] to bioinformatics [49, 43, 33, 34]. See [17]
for a bibliographic study.10
Even though regular language inference has been widely applied, it is impor-
tant to note that in many contexts structural information is of great importance.
This kind of information is not easy to model with subclasses of the regular lan-
guage class. Nevertheless, context-free grammars can easily model this kind of
information. In this line of work, Sakakibara presented the first algorithms for15
learning context-free languages with polynomial time complexity [41, 42]. Some
other results for non-regular language inference study the inference of context-
free languages, for instance, [44, 31, 7, 8], or the inference of context sensitive
ones [45].
Looking also to enhance the possibilities of language inference, several works20
study the task of tree language inference [14, 6, 24], as well as its application to
real tasks [32, 37, 47, 21]. In the grammatical inference framework, when more
general graphs are considered, the main problem that arises is computational
complexity, and, usually, graphs are reduced to less complex representations
(usually some kind of graph traversal).25
Our paper considers graphs as elements of some formal language. In this
framework, and concerning general graphs, the handbook on graphs and graph
transformations edited by Rozemberg [40], summarizes, among other results,
the two main formalisms used to generate graph languages (node and hyper-
edge replacement grammars) as well as many theoretical results that relate graph30
grammars with logic. But, although the generating paradigm has been widely-
studied and various graph automata models have been proposed [36, 5, 2], there
does not exist a recognizing device that properly fits all the different character-
ized classes of graph languages.
Usually, the results concerning the inference of graph grammars are based35
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on the problem of isomorphism on general (unrestricted) graphs, and therefore,
have high time complexity [18, 19, 22]. Some works consider results on mining in
graphs in order to propose graph grammar inference methods [3, 11]. There also
exist works devoted to estimate the parameters of stochastic graph grammars
[30] or the definition of new learnable classes of graph grammars [10].40
In this paper, we first extend the notion of k-testability [28] to directed-
graph languages. Thus, the classes of k-testable and k-testable in the strict sense
(k-TSS) graph languages are defined. Briefly, k-testable and k-TSS language
definitions take into account a finite set of structures of size k that are allowed
to appear in the elements of the language. We also prove some lemmas that45
show that the main features of the class of k-TSS languages are still applicable
to graph languages. This fact is important in order to be able to use this class
in applied tasks, as has been done before with string and tree languages.
Second, we propose a polynomial grammatical inference algorithm to learn
the class of k-TSS directed acyclic graph languages from positive data. Let50
us note that the k-testable structures our approach takes into account help to
bound the above mentioned high complexity of graph isomorphism. Besides, the
consideration of directed acyclic graphs also helps to further ease the general
complexity. Finally, we study the time complexity of this algorithm and prove
its polynomial behavior.55
This work is structured as follows. In the next section some definitions
and notation of graph languages and multisets are presented. In Section 3
we define the classes of k-testable and k-TSS graph languages. Some lemmas
concerning the class of k-TSS graph languages are also proved. The model of
graph automata used for directed acyclic graphs is defined in Section 4. Next,60
in Section 5, we propose the new inference algorithm and include a running
example. We prove that it identifies the class of directed acyclic k-TSS graph
languages from positive data. Section 6 examines the efficiency of this algorithm
based on different criteria, and Section 7 shows the experimental results. We
end the paper with the conclusions and some lines of future work.65
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2. Notation and Definitions
In the following, if not stated otherwise, we will consider node-labeled di-
rected graphs, which we refer to as graphs, and which can be defined by a tuple
g = (V,E, µ), where V is a finite set of nodes (or vertexes), E ⊆ (V × V )− idV
is the set of edges (where idV denotes the smallest reflexive relation), and70
µ : V → Σ is the node labeling function. Note that the definition does not
allow a single node to be the two components of the same edge (i.e. loops are
not allowed). When necessary, we will refer to the components of a graph g as
Vg, Eg and µg. An acyclic graph is such that the reflexive-transitive closure of
E is a partial order. Two graphs g = (V,E, µ) and g′ = (V ′, E′, µ′) are iso-75
morphic if there is a bijection f : V → V ′ such that, for any nodes u, v ∈ V ,
µ(v) = µ′(f(v)) and (u, v) ∈ E if and only if (f(u), f(v)) ∈ E′.
For any given node v, an edge (u, v) is called incoming (resp. outgoing for
edges of the form (v, u)). The incoming degree of a node v (resp. outgoing
degree) is the number of incoming (resp. outgoing) edges of v will be denoted80
by idg(v) and defined as idg(v) = |{(u, v) ∈ E}| (resp. the outgoing degree is
defined as odg(v) = |{(v, w) ∈ E}|). For any graph g = (V,E, µ), let V nm(g) be
defined as the set of nodes with incoming degree n and outgoing degree m. In
the following, two sets of nodes will be of special interest: the set of nodes with
zero incoming degree and the set of nodes with zero outgoing degree of a graph85
g, which we will denote respectively with V 0(g) and V0(g).
We define a typed alphabet Σr as the association of an alphabet Σ with a
finite relation r ⊆ (Σ × N × N). This relation allows to establish the allowed
incoming and outgoing degrees for each label in the alphabet. Thus, the typed
alphabet plays the same role as the plain alphabet in string languages or the90
ranked alphabet in tree languages. In order to explicitly refer to the subset of
symbols of the ranked alphabet with a given input and output degree, we will
denote with Σnm the set: {s ∈ Σ : (s, n,m) ∈ r}. Note that the fact that r is a
finite relation implies that Σnm is non-empty for only a finite number of pairs of
n and m.95
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Note that, once the typed alphabet is defined, the set of all possible con-
sistently labeled graphs can be defined. Formally, let G(Σr) denote the set of
graphs over Σr. A graph language is any set LG ⊆ G(Σr).
Given a typed alphabet Σr, let the extended alphabet Σ̂ be the alphabet
defined as the set:100
Σ̂ = {anm : a ∈ Σ, (a, n,m) ∈ r}
Taking into account the extended alphabet, given a graph g = (V,E, µ), we
define its extended graph as ĝ = (V,E, µ̂), where µ̂ : V → Σ̂, and such that
for each node v in V nm(g), if µ(v) = a, then µ̂(v) = a
n
m. Intuitively, the use of
the extended alphabet allows the labels of the nodes of the extended subgraph




















Figure 1: Example of a graph g and its corresponding extended graph ĝ.
In order to provide simple graph representations to illustrate our results,
from now on we will consider skeletal graphs and skeletal graph languages
(graphs where the nodes v such that odg(v) 6= 0 (internal nodes) are labeled110
with the same symbol). We will use Greek symbols to label internal nodes and
Latin symbols to label frontier nodes (those with outgoing degree zero).
For any given sequence of nodes w1, w2, . . . , wk such that (wi, wi+1) ∈ E for
1 ≤ i < k, we say that there exists a path from w1 to wk. We define the length
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of the path as the number of nodes in the sequence, including the starting and115
ending nodes of the path. A graph may have more than one path between a
pair of nodes u and v. Thus, let |u 7→ v| denote the length of the (possibly
multiple) shortest path. This is consistent with assigning infinite to the length
of a non-existent path and |u 7→ u| = 1. We define the diameter of a graph
g = (V,E, µ) as the length of the shortest path between the two more distant120
connected nodes of the graph. More formally:
diameter(g) = max
u,v∈V
{|u 7→ v| : |u 7→ v| < ∞}
Given a graph g = (V,E, µ), the subgraph of g rooted in the node v with
radius k is defined as Rg(v, k) = (W,E
′, µ′) such that:
W = {u ∈ V : |v 7→ u| ≤ k}
and where E′ = E ∩ (W ×W ), that is, the set of edges restricted to the nodes
in W . In the same way, µ′ is the restriction of µ to the nodes in W . We extend125
this definition to consider, for any graph g = (V,E, µ), the subgraph of g rooted
in the node v, denoted by Rg(v) = (W,E
′, µ′) where:
W = {u ∈ V : |v 7→ u| < ∞}
with the set E′ and the labeling function µ′ defined as above.
Multisets
We now recall some definitions from multiset theory [46] that will be used130
in the transition function of a new graph automata model and in the inference
algorithm. For any given set D, a multiset over D is a pair 〈D, f〉 where f :
D → N is an enumeration function and N denotes the set of natural numbers.
That is, for any a ∈ D, the function f(a) denotes the number of elements a in





Two multisets, A = 〈D, f〉 and B = 〈D, g〉, are equal (A = B) if and only if,
for all a ∈ D, f(a) = g(a). In the same way, A is a subset of B (A ⊆ B) if and
only if, for all a ∈ D, f(a) ≤ g(a). Let also the sum of two multisets (A ⊕ B)
be defined as the multiset C = 〈D,h〉 where for all a ∈ D, h(a) = f(a) + g(a).140
A very useful concept for dealing with multisets is the Parikh mapping.
Formally, a Parikh mapping can be viewed as the application Ψ : D∗ → Nn
where D = {d1, d2, . . . , dn} and D∗ is the set of strings over D. For any x ∈ D∗,
this mapping is defined as Ψ(x) = (#d1 ,#d2 , . . . ,#dn) where #di denotes the
number of occurrences of di in x. Note that this allows to represent a multiset145
using whichever string with the correct Parikh mapping. In the following, we
will denote with Mn(D) the class of multisets whose size is equal to a constant
n and with M(D) the class of multisets (of any size) over D.
3. k-testable graph languages
Testable and testable in the strict sense languages [28] are defined by a150
vector (I, S, F ) which represents those structures that are allowed to appear in
the members of the language. These families have been defined over string and
tree languages [13, 14]. In this section, we extend the definition to consider
graph languages.
Given a typed alphabet Σr and the corresponding set of graphs over it
G(Σr), for any g = (V,E, µ) ∈ G(Σr), let us define the k-testability vector
Tk(g) = (Ik−1(g), Pk(g), Fk−1(g)) where:
Ik−1(g) =
{
Rĝ(v, k − 1) : v ∈ V
0(g)
}
Pk(g) = {Rĝ(v, k) : v ∈ V, diameter(Rg(v)) ≥ k}
Fk−1(g) = {Rĝ(v, k − 1) : v ∈ V, diameter(Rg(v)) ≤ k − 1}
Note that Pk(g) = ∅ if diameter(g) < k. Note also that the nodes of155
the graphs in each component of the k-testability vector are labeled with the
extended function µ̂. Examples 1 and 2 show the k-testability vector of some
7
graphs. Note that it is not necessary for the graph to be acyclic in order to
obtain the k-testability vector. Example 2 illustrates this fact.
Example 1. Given the graph in Figure 1, Figure 2 shows the components of the160
3-testability vector. For each node, this extended labeling function depicts what
the neighborhood was in the mother graph. For instance, note that the nodes
labeled a20 in Figure 2 do not always have two incoming edges. The extended
labeling allows relevant structural information to be dealt with in a straightfor-





























































Figure 2: The components of the 3-testability vector for the graph in Figure 1 are shown.
Example 2. Figure 3 shows a directed non-acyclic graph and its 2-testability
vector. Note that, in this case, the set V 0(g) is empty, and therefore the set
I1(g) is empty as well.
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For any pair of graphs g and g′, it is possible to define an equivalence relation170
≡k over G(Σr) taking into account the k-testability vector, where g ≡k g′ if and
only if Tk(g) = Tk(g
′). This equivalence relation is key in defining the classes
of k-testable and k-testable in the strict sense graph languages.
Definition 1. A graph language G is k-testable (k ≥ 2) if it results from the
union of a finite number of equivalence classes of the relation ≡k.175
Intuitively, and in the same way it happens with string or tree languages, if
g is a graph in a k-testable graph language G, then, every graph g′ such that it
has the same k-testability vector as g is also in G.
Definition 2. For any k ≥ 2, a graph language G is k-testable in the strict
sense (k-TSS) if there exist three finite sets of graphs (B,S,E) such that, g ∈ G180
if and only if Ik−1(g) ⊆ B, Pk(g) ⊆ S and Fk−1(g) ⊆ E.
According to the definition, and a shared feature of string and tree k-TSS
languages, the membership to a k-TSS graph language of graphs with diameter
smaller than k depends on Fk−1(g). This is because for those graphs Pk(g) = ∅
and Ik−1(g) ⊆ Fk−1(g).185
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We note here the importance of the graph isomorphism problem for directed
acyclic graphs in the application of the results we present. Some papers in
the literature state that the graph isomorphism problem has polynomial time
complexity for some graph families that include the graphs we use in our re-
sults. Among those papers, in [4] and [25] graphs with bounded tree-width and190
bounded degree are studied, and in [29] the author study the class of graphs
with bounded genus. In all these cases, it is proved that isomorphism of graphs
can be determined with polynomial time complexity.
Note that, for a given set of graphs G, the k-testability vector defines a k-
TSS language when the sets of graphs B, S and E are set to Ik−1(G), Pk(G)195
and Fk−1(G), respectively. Let this language (obtained from the set of graphs
G) be denoted by Lk(G). Note that, as well as for the case of string and
tree languages, given a k value and a typed alphabet, the class of k-TSS graph
languages is finite. We now prove some results related to this class of languages.
Lemma 1. Let G be a finite set of graphs and k ≥ 2, then G ⊂ Lk(G).200
Proof. Let g ∈ G, trivially Ik−1(g) ⊆ Ik−1(G), Pk(g) ⊆ Pk(G) and Fk−1(g) ⊆
Fk−1(G). The language Lk(G) is defined by the vector Tk(G) = (Ik−1(G),
Pk(G), Fk−1(G)); therefore, g ∈ Lk(G).
To prove that the inclusion is strict, note that any disconnected graph ob-
tained by joining graphs in the set G will belong to the k-TSS language Lk(G).205
This implies that every k-TSS graph language, except the empty one, are infi-
nite.
In string [13] and tree languages [14], it is proved that, when the value of k
is greater than the maximum length (depth in the case of trees) of the elements
in a set S, then the k-TSS language obtained from that set (of strings or trees)210
equals S. As shown in Fact ??, this is not true when graph languages are taken
into account because the minimum k-TSS of a set of graphs always generalize
the set G.
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Fact 1. Let G be a finite set of graphs and d the greatest diameter of the graphs
in G. Then, for any k ≥ d, it is fulfilled that G ( Lk(G).215
Proof. To prove the fact, please note first that, in this context, it is always
possible to obtain new graphs belonging to the k-TSS language by disconnected
joint of different graphs in the set G.
We note that, in some cases, it is possible to build new graphs taking into
account the graphs rooted in the set of nodes with zero incoming degree. As an220
example, let us consider a set of graphs containing only the graph g shown in
Figure 4 (with diameter(g) = 3) and its corresponding 4-testable vector. Note
that the graph g′ shown in the same figure belongs to the language L4({g}).
Lemma 2. For any set of graphs G and a given k ≥ 2, the language Lk(G) is
the smallest k-TSS language that contains G.225
Proof. We will prove that, for any given k-TSS language T , if G ⊂ T , then
T 6⊂ Lk(G).
We first note that if G ⊂ T , then all the structures into the k-testability
vector Tk(G) are also into the vector that characterizes the language T , and
therefore T and L(G) cannot be incomparable.230
Let (BT , ST , ET ) be the sets that define the language T . Let us suppose that
T ⊂ Lk(G); then there is a graph g ∈ Lk(G)−T . On the one hand, g ∈ Lk(G),
then Ik−1(g) ⊆ Ik−1(G), Pk(g) ⊆ Pk(G) and Fk−1(g) ⊆ Fk−1(G). On the other
hand, g 6∈ T , therefore, Ik−1(g) 6⊆ BT or Pk(g) 6⊆ ST or Fk−1(g) 6⊆ ET .
In other words, there are some structures in the k-testability vector of Lk(G)235
that are not present in the one of T . From this, it follows that there exists a
graph g′ such that g′ ∈ G and g′ 6∈ T ; therefore, G 6⊆ T , which contradicts the
previous assumption.































































Figure 4: The components of the 4-testability vector for L4({g}) are shown. Note that the
graph g′ belongs to the language L4({g}).
Proof. It is easy to see that, if G ⊆ G′, then Ik−1(G) ⊆ Ik−1(G′), Pk(G) ⊆
Pk(G
′) and Fk−1(G) ⊆ Fk−1(G′). Therefore, Lk(G) ⊆ Lk(G′).
Lemma 4. For any set of graphs G and k ≥ 2, Lk+1(G) ⊆ Lk(G).
Proof. We need to prove that, for every g ∈ Lk+1(G), g is also in Lk(G), in
other words, we need to prove that for any g ∈ Lk+1(G), Ik−1(g) ⊆ Ik−1(G),245
Fk−1(g) ⊆ Fk−1(G) and Pk(g) ⊆ Pk(G) hold.
Note that the sets Ik−1(G) and Fk−1(G) can be obtained from the sets Ik(G)
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and Fk(G) as follows:
Ik−1(G) = Ik−1(Ik(G))
Fk−1(G) = Fk−1(Fk(G))
Concerning Pk(G) and Pk+1(G), for every graph g ∈ Lk+1(G), we distinguish
two cases:
• if diameter(g) ≤ k, then Pk+1(g) = ∅, which is a subset of Pk(G)
• if diameter(g) > k, then Pk(g) = Pk(Pk+1(g)) ⊆ Pk(Pk+1(G)) = Pk(G)250
Thus, as mentioned above, any graph fulfilling the conditions fixed by the
(k + 1)-testability vector also fulfills those fixed by the k-testability vector.
Therefore, we conclude that Lk+1(G) ⊆ Lk(G)
In the next section, we propose a new model of graph automata for directed
acyclic graphs and use this model to propose a grammatical inference algorithm.255
4. Graph automata model
In [23] a non-deterministic automata model for directed and acyclic graph
languages is presented. That model takes into account the work by Potthoff et
al. in [36], where the authors present three models of finite graph automata.
All three models consider node-labeled graphs together with a coloring over the260
edges. The authors restrict this class of graphs to those graphs where, on the
incoming (resp. outgoing) edges of a node, each color appears at most once.
Thus, as the authors state, they are dealing with some kind of ordered acyclic
graph class. The order induced by the edge coloring helps in the processing of
the transitions.265
The main difference of the automata model in [23] with respect to the previ-
ous models commented above consist in the definition of the transition function
of the automata, which takes into account a multiset which permits the graphs
to be processed without taking into account any order among the nodes ex-
cept for the partial one induced by the directed edges. Another difference is the270
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consideration of a set of final states. Previous automata models consider the ex-
istence of a run over the graph as the criterion to accept it. In [23], the authors
present a model that traverses the graph with a bottom-up scheme (in a simi-
lar way a bottom-up tree automaton analyzes a tree), but taking into account
that there does not exist any order among the siblings. A state is assigned to275
each node v taking into account a multiset of states and the extended label of
the node. The multiset of states is the result of processing the nodes reached
by the outgoing edges from v. The use of the extended labels allow graph-like
structures to be considered in a straightforward way. Once the analysis ends,
an state has been assigned to each node with zero incoming degree. The graph280
belongs to the language accepted by the automaton If all the states assigned to
the nodes with zero incoming degree are final.
In this paper we consider a deterministic version of the model in [23], i.e.
the automaton has (at most) only one transition for any symbol in Σ̂ and any
multiset over the set of states. For the sake of simplicity, multisets will be repre-285
sented in the following using whichever string with the correct Parikh mapping.
Definition 3 describes the automata model.
Definition 3. Let Σr be a typed alphabet where w denotes the maximum out-
going degree in Σ̂. A (non-deterministic) graph automaton for a language over
Σr is defined as the tuple GA = (Q, Σ̂, δ, F ), where Q is a finite set of states, Σ̂
is the extended alphabet of Σr, the set F ⊆ Q contains the final states and δ is
a set of transition functions defined as follows:
δ =
⋃
0 ≤ j ≤ w
j : ∃n > 0,Σnj 6= ∅
δj
where each δj is defined as:
δj : Σ̂
n
j ×Mj(Q) → Q, 0 ≤ j ≤ w
where, as defined above, Mj represents the class of multisets of size j.
Please, note that the definition of the domain of the transition function
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considers the extended alphabet instead of the original one. This allows the290
graph to be processed taking into account both the outgoing degree (the size of
the multiset) and the incoming degree of the node (captured in the symbol of
the extended alphabet).
In order to extend the transition function to operate on graphs, the intuitive
idea consists of a recursive analysis over each zero-incoming degree node. The
multisets returned by these analyses are then summed (⊕ operator). Formally,
for any given graph g the function δ is extended as follows:
δ : G(Σ) ∪ G(Σ̂) → M(Q)




where, assuming that the outgoing degree of node vi is m:
δ(Rg(vi)) = δm(µĝ(vi),Mi1 ⊕ . . .⊕Mim) :
Mij = δ(Rg(wj)), (vi, wj) ∈ E
For any graph g the extended version ĝ is isomorphic, thus, there is no
problem in reducing the parsing of a graph to its extended version. The language
accepted by the automaton is defined as follows:
L(GA) = {g ∈ G(Σr) : ∀q ∈ δ(ĝ), q ∈ F}
Thus, any graph g is accepted by the automaton GA if and only if the
extended transition function returns a multiset that contains only final states.295
When necessary, we will refer to these multisets as final multisets.
The model of graph automata we propose is not able to process general di-
rected graph languages, that is, languages with graphs that may contain cycles.
The main problems to extend this model to those general graphs is the need to
establish a processing order, since it is possible for the graph to have no node300
with zero incoming degree. Another, closely related problem is to establish an
acceptance criterion for general graphs because, again, the graph may have no




δ(σ22 , q1q2)= q1
δ(σ11 , q1)= q2
δ(σ12 , q2q2)= q1
δ(σ02 , q1q2)= q1, where q1 ∈ F
Figure 5: An example of graph automaton.
δ(σ02 , q1q2) = q1
δ(σ12 , q2q2) = q1 δ(σ
1
1 , q1) = q2
δ(σ11 , q1) = q2 δ(σ
1
1 , q1) = q2
δ(σ22 , q1q2) = q1
δ(a20, λ) = q1 δ(b
1
0, λ) = q2
Figure 6: Example of the parsing of the graph in Figure 1.
Example 3. Taking into account the graph shown in Figure 1 and the automa-
ton in Figure 5, a representation of the analysis of the graph is depicted in305
Figure 6.
We recall that the strings in the transition function denote multisets accord-
ing the Parikh function. Thus, the string q1q2 represents the multiset with one
element q1 and one element q2. The graph is recursively traversed to reach those
nodes with zero outgoing degree, therefore, the first nodes that are related to a310
state are those for which no recursive call is needed (nodes with zero outgoing
degree). Figure 6 shows the order of the parsing process once those nodes are
16
reached.
As we mentioned above, the processing of a graph reminds the processing of
a tree in a bottom-up tree automaton. Please note that, in this case, the use of315
multisets permits not to take into account the order of the siblings.
5. k-TSS inference algorithm
We now propose Algorithm 5.1 to infer the class of k-TSS graph languages
from positive presentation. The algorithm follows the same scheme used pre-
viously to infer k-TSS string or tree languages [13, 14]. The algorithm first320
establishes the set of states taking into account the graph structures of diame-
ter k − 1 in the k-testability vector of the input sample. The set of final states
is also established. Then, the algorithm creates the transitions using the graphs
in Fk−1(G) and Pk(G). Let us recall here that the definition of the transition
function considers a symbol of the extended alphabet and a multiset of states,325
and, for the sake of simplicity, multisets are represented by a string (of states)
with the correct Parikh mapping (lines 8 and 11 in Algorithm 5.1). An example
of run is given below.
Example 4. Let us consider k = 2, and the set G of graphs shown in Figure



















Figure 7: Set of graphs example.
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Algorithm 5.1 Grammatical inference algorithm from positive sample for the
class of k-TSS graph languages.
Input: A set G of graphs. A value k ≥ 2
Output: A graph automaton that recognizes the language Lk(G)
Method:
1: Compute (Ik−1(G), Pk(G), Fk−1(G))
2: Let Σr be the typed alphabet from G and Σ̂r be the extended one
3: for g ∈ {Ik−1(G) ∪ Fk−1(G) ∪ Ik−1(Pk(G))} do
4: Let Q[g] be a new state related to g
5: end for
6: F = {Q[g] : g ∈ Ik−1(G)}
7: for all g ∈ Fk−1(G), v ∈ V
0
m(g), where (v, wi) ∈ Eg, 1 ≤ i ≤ m do
8: δm(µ(v), Q[Rg(w1)] . . . Q[Rg(wm)]) = Q[g]
9: end for
10: for all g ∈ Pk(G), v ∈ V
0
m(g), where (v, wi) ∈ Eg, 1 ≤ i ≤ m do
11: δm(µ(v), Q[Rg(w1, k − 1)] . . . Q[Rg(wm, k − 1)]) = Q[Rg(v, k − 1)]
12: end for





























































Figure 8: Elements of the 2-testability vector for the graphs example.
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First, the algorithm constructs the set of states taking into account I1(G),
F1(G) and I1(P2(G)):
Q [ a20 ] = q1; Q [ b
1
0 ] = q2; Q [ σ
2
2 ] = q3;
Q [ σ11 ] = q4; Q [ σ
1
2 ] = q5; Q [ σ
0
2 ] = q6
The algorithm obtains the set of final states, which is F = {q6}. Then, the
algorithm considers the graphs in Fk−1(G). Note that the diameter of the graphs
is 1. Therefore, the transitions δ(a20, λ) = q1 and δ(b
1
0, λ) = q2 are added to the
automaton. Note that λ denotes the empty string. The algorithm now processes







The algorithm takes into account the subgraphs of diameter k − 1 rooted at
the nodes below the node σ02 and the graph of diameter k− 1 rooted at the node
σ02. Thus, the algorithm adds the transition δ(σ
0
2 , q5q4) = q6.
Once all the structures in the k-testability vector have been processed, the335
following automaton is obtained:
δ(a20, λ)= q1
δ(b10, λ)= q2
δ(σ02 , q5q4)= q6, where q6 ∈ F
δ(σ12 , q4q4)= q5
δ(σ11 , q3)= q4
δ(σ11 , q5)= q4
δ(σ11 , q1)= q4
δ(σ22 , q1q2)= q3
δ(σ02 , q4q4)= q6, where q6 ∈ F
δ(σ22 , q4q4)= q3
As an example, Figure 9 shows two graphs that were not in the input set and











Figure 9: Two graphs not provided in the input set that belong to the example 2-TSS graph
language.
We now prove that the algorithm identifies in the limit the class of k-TSS340
directed acyclic graph languages from positive presentation.
Theorem 1. Algorithm 5.1 identifies the class of k-TSS graph languages from
positive sample.
Proof. We first prove that, given a set of graphs G, the algorithm returns a
graph automaton GA that accepts the language Lk(G). Note that, on the one345
hand, for any graph g, its membership to the language of the automaton output
by Algorithm 5.1 implies to analyze each of the p nodes with zero incoming
degree. In order to accept the graph g, all these analyses should return a final
multiset. On the other hand, the membership of any graph g to Lk(G) implies
that, among other criteria, for every node v in V 0(g), Rĝ(v, k − 1) ∈ Ik−1(G).350
Thus, for the sake of clarity, and without loss of generality, we will consider
graphs with just one node with zero incoming degree.
Lk(G) ⊆ L(GA): We will prove by induction on the diameter of the graphs,
that, if g ∈ Lk(G), then δ(g) returns a final state. First, if diameter(g) < k
and v ∈ V 0(g), then g is isomorphic to ĝ = Rĝ(v) ∈ Ik−1 ∩ Fk−1, and the355
algorithm sets δ(Rĝ(v)) = Q[Rĝ(v, k − 1)] = Q[Rĝ(v)], which is a final state.
Let us suppose that, for any graph g such that diameter(g) = n, it is fulfilled
that δ(g) = Q[Rĝ(v, k − 1)] where v is in V 0(g). Note that Q[Rĝ(v, k − 1)] is a
final state because of the definition of Ik−1 and the construction of the set of
final states (line 6 in Algorithm 5.1. Now let g be a graph with v ∈ V 0m(g), such360
that, for 1 ≤ i ≤ m, there exists (v, wi) ∈ E and diameter(Rg(wi)) ≤ n, and
where at least one of the graphs Rg(wi) has diameter n. Then, δ(Rĝ(wi)) =
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Q[Rĝ(wi, k − 1)] for each i, and therefore:
δ(g) = δ(ĝ) =δm(µĝ(v), δ(Rĝ(w1))⊕ δ(Rĝ(w2))⊕ . . .⊕ δ(Rĝ(wm)))
=δm(µĝ(v), Q[Rĝ(w1, k − 1)]Q[Rĝ(w2, k − 1)] . . .
. . . Q[Rĝ(wm, k − 1)])
Note that there is an edge in g from v to each wi. Thus, the resulting joint
graph with all the Rĝ(wi, k − 1) is such that δ(g) = Q[Rĝ(v, k − 1)]. Note also365
that the state is final, because Rĝ(v, k − 1) is in Ik−1(g).
L(GA) ⊆ Lk(G): We will prove that, for any graph g ∈ L(GA), it is fulfilled
that Fk−1(g) ⊆ Fk−1(G), Pk(g) ⊆ Pk(G) and there is graph q ∈ Ik−1(g) such
that δ(g) = Q[q] (a final state). We will prove the result by induction on the
diameter of the graph.370
First, if diameter(g) < k with v ∈ V 0(g), then ĝ ∈ Fk−1(g) ⊆ Fk−1(G),
Pk(g) = ∅ and Rĝ(v, k − 1) is in Ik−1(G).
Let us suppose by induction hypothesis that, for any graph g ∈ L(GA) such
that diameter(g) = n ≥ k, it is fulfilled that Fk−1(g) ⊆ Fk−1(G), Pk(g) ⊆
Pk(G) and δ(g) = Q[Rĝ(v, k − 1)], where v ∈ V 0(g).375
Now let g be a graph such that v ∈ V 0m(g), with (v, wi) ∈ E and where
diameter(Rg(wi)) ≤ n for all 1 ≤ i ≤ m, with at least one of the graphs Rg(wi)
of diameter n. Therefore:
δ(g) = δ(ĝ) =δm(µĝ(v), δ(Rĝ(w1))⊕ δ(Rĝ(w2))⊕ . . .⊕ δ(Rĝ(wm))) =
=δm(µĝ(v), Q[Rĝ(w1, k − 1)]Q[Rĝ(w2, k − 1)] . . .
. . . Q[Rĝ(wm, k − 1)]) =
=Q[Rĝ(v, k − 1)]
where Rĝ(v, k) ∈ Pk(g) because (v, wi) ∈ E for all 1 ≤ i ≤ m. Besides,
21













Also, if g ∈ L(GA), then Q[Rĝ(v, k − 1)] is a final state. Therefore Rĝ(v, k − 1)
is in Ik−1(G) and g ∈ Lk(G).380
Given the fact that, for any k given, the elements in the components of the
k-testable vector are finite, we conclude that the proposed algorithm identifies
the class of k-TSS directed acyclic graph languages.
6. Efficiency of the algorithm
From the seminal Gold’s success criterion, many time efficiency conditions385
have been proposed in the literature which we consider in the following. It is
worth to be noted here that efficiency criteria usually consider an incremental
framework, that is, they assume that the inference algorithms iterate on the
input set, and modify a hypothesis to adapt it to the new sample.
Note that the algorithm we propose is not incremental (it does not consider390
each sample of the input set in an individual step). This is a consequence of the
characterization of the class of languages and its relationship with a k-testability
vector that can be obtained by processing of an input set of graphs. Neverthe-
less, justified by the interest of incremental inference algorithms in applied tasks,
where the training data can eventually increase, we consider incremental sets395
(each one containing just one new sample) and study the polynomial behavior
of the algorithm in this framework. Therefore, we take into account the au-
tomata obtained in separate inference processes instead of taking into account
the automata obtained in each iteration of an inference process.
Angluin and Smith [1], among some other criteria, define the mind changes400
errors for evaluating inference algorithms. Given x as an admissible presenta-
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tion and M an identification method, let DH(M,x) be the number of distinct
hypotheses output by M , and MC(M,x) be the number of mind changes, that
is, times when the hypothesis that is output changes.
Yokomori [50] also says that, in order to be useful in applied tasks, a given405
inference method should run using positive presentation. Thus, motivated by
a question posed by Angluin and recalling a previous definition by Pitt [35],
Yokomori proposes a definition of polynomial time identification in the limit
from text as follows:
Definition 4. (Yokomori [50]) A class of grammars (languages) L is polynomial-410
time identifiable in the limit from text if and only if there is an algorithm M
which, given l ∈ L, identifies l′ ∈ L equivalent to l in the limit from positive
presentation, with the property that there exist polynomials p and q such that
for any n, for any l of size n, the number of times M makes a wrong conjec-
ture is at most p(n), and the time for updating a conjecture is at most q(n,N)415
where N is the sum of lengths of data provided.
We first note that, when a new sample is processed, our algorithm modifies
the automaton only when the current sample is not accepted. Therefore, in
this context, we can identify a wrong conjecture and a mind change. Clearly,
the number of mind changes of Algorithm 5.1 is bounded by the number of420
input samples and therefore the algorithm is efficient in the sense of Angluin
and Smith.
In order to prove that the proposed algorithm is efficient in the sense of
Yokomori, we prove that the time for updating a conjecture is polynomial.
Lemma 5. The time our algorithm takes to updating a conjecture is polynomial.425
Proof. Let G denote the input set of graphs. Also, let w denote the greatest
outgoing degree of the graph nodes in G. Finally, let Σr be the typed alphabet
of the graphs in G.
For a given value of k, the time complexity to obtain each transition is
bounded by O(w · |Σ̂r| · wk−1) (that is, the biggest outgoing degree times the430
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size of the alphabet times the size of the greatest subgraph that can be reduced
to a state).
Each inference step implies at most the creation of as many transitions as
the number of nodes of the sample graph. Let n denote that number. Thus,
the time for updating a conjecture is bounded by O(n · |Σ̂r| · wk).435
Thus, we have the following:
Theorem 2. The proposed algorithm identifies in the limit, in polynomial time
from text the class of k-TSS graph languages.
De la Higuera [16] considers the works by Gold [15] and Pitt [35] to propose
the following definition:440
Definition 5. (de la Higuera [16]) A representation class C is identifiable in
the limit in polynomial time and data if and only if there exist two polynomials
p and q and an algorithm M such that:
• Given any complete sample (S+, S−) of size m, M returns a representa-
tion R in C compatible with (S+, S−) in O(p(m)) time.445
• For each representation R of size n, there exists a characteristic sample
(CS+, CS−) of size less than q(n) for which, if S+ ⊆ CS+, S− ⊆ CS−,
the algorithm M returns a representation R′ equivalent with R.
Note that the algorithm proposed fulfills the first item of the definition.
Therefore, we focus on the definition of the characteristic sample of polynomial450
size. The following Lemma proves the existence of such a sample.
Lemma 6. Given any target k-TSS graph language, there exists a polynomial
characteristic sample as defined by de la Higuera.
Proof. Let L be any target k-TSS graph language. Let w denote the greatest
outgoing degree of the graph nodes in L. We note that the relation associated455
to the typed alphabet is finite, and therefore, given any k-TSS graph language
o can be considered as a constant. Also, let A be a graph automaton that
24
accepts L, and let n be the number of states of the automaton. Let Tk(L) =
(Ik−1(L), Pk(L), Fk−1(L)) denote the k-testability vector of the language.
In the worst case, the algorithm needs, O(Pk(L) + Fk−1(L)) = O(Pk(L))460
samples to infer all the transitions. We now prove that this size is polynomial
with respect to n. Note that, again in the worst case, the size of Pk(L) equals
the size of Mw(Q) (the number of all possible multisets of size w) times the
number of states, that is, O(nw · n) = O(nw+1). This bound already takes into
account the number of samples needed to infer the final states.465
Therefore, we can conclude:
Theorem 3. The proposed algorithm identifies in the limit, in polynomial time
and data, the class of k-TSS graph languages.
7. Experimental results
In this section we show some experimental results to illustrate the suitabil-470
ity of the k-TSS graph language class to model data. To do so, we have tested
the proposed inference algorithm with four datasets: the first one is synthetic
generated according the properties of RNA hairpin loops; the second dataset is
a collection of architectonic and electronic symbols; the third dataset contains
information related to chemical compounds; and, the fourth is related to han-475
dritten symbols. We have used six different algorithms in order to model this
data using graphs.
7.1. Hairpin RNA molecules dataset
The function of nucleic acid molecules is usually determined by their sec-
ondary structure. This secondary structure is due to bounds between some480
elements in an RNA strand (nucleotides) with other elements that are not ad-
jacent in the strand. The creation of these bounds is possible because the
RNA bases (adenin, guanin, uracil, and citosin) are complementary two by two
(adenin is complementary to uracil as well as citosin to guanin). The simplest
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secondary structures that are present in RNA molecules are called hairpins or485
hairpin loops.
A hairpin loop is an unpaired loop of (messenger) RNA that is created when
an RNA strand folds because some nucleotic bases of the strand form pairs.
Hairpins are a common type of secondary structure in RNA molecules and are
of importance in the cell processes (from the interaction of the RNA molecule490
with a ribozome or the protection of the RNA molecule from degradation, to its
role in enzymatic reactions). In Figure 10 we show a graphical representation
of a (synthetic) RNA molecule with two hairpin loops.
Figure 10: Example of RNA hairpin graph representation. The RNA sequence AAAUCGC-
CGGAAAAGGCAAU with two hairpin loops is shown. The 5′ → 3′ order has been used to
orient the edges of the graph.
This dataset was generated synthetically following a series of simple biolog-
ical rules for the formation of hairpin RNA molecules. The dataset of hairpin495
graphs used in the experimentation have been generated taking into account
the following criteria:
• The length of the loops was randomly generated taking into account a
normal distribution with a mean of 6 bases and a standard deviation of
1.5 bases.500
• The length of the RNA molecules was randomly chosen with a minimum
length of 10 and a maximum of 60.
• The position of the hairpin was also randomly generated. Non-hairpin
sequences were allowed (they occur with a probability of 0.2%).
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Biologically, the molecular structure of the RNA provides an order on the505
sequence (from the so-called 5′ end to the 3′ end). We take this ordering into ac-
count to obtain directed acyclic graph representations of hairpin RNA molecules.
We note that, when this biological feature of the RNA strands is considered the
graphs obtained are acyclic.
Incremental training sets were taken into account to infer k-TSS automata510
(values from k = 2 to k = 4 were considered). A non-overlapping set of 10000
test samples were then parsed to check the membership to the graph language.
This experiment was carried out three-fold. The averaged results are summa-
rized in the left chart of Figure 11.
Structural information is sometimes enough to successfully solve applied515
tasks (for instance, document recognition [32]). In order to illustrate that our
approach is suitable in this situation, we modified the generated samples to erase
the labels of the internal nodes. We used this processed data set and followed
the same scheme explained above. The experimental results of this structural












































Figure 11: Experimental results with the synthetic hairpin RNA molecules dataset. The left
chart shows the results of the inference algorithm when considering the labels of the nodes,
and the right one when only the structural information of graphs is used.
As expected, the 2-TSS language needs less information to converge to the
target language. This is because the number of graphs of diameter k grows very
quickly and, in order to be accepted, all the graph structures needs to be present
in the training set. These preliminary results show that graph languages are
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able to model biological structures.525
It is worth noting that some of the biological structures (for instance, pseudo-
knots in RNA molecules) are beyond the class of context-free languages [26].
Nevertheless, these structures can be easily modeled using directed acyclic
graphs.
7.2. IAM graph datasets530
The IAM-Graph DB is a publicly accessible repository freely available for
non-commercial research purposes [38]. From the set of databases available in
this repository we have chosen two that are appropriate for the task at hand:
GREC, and Mutagenicity datasets. The rest were discarded well for being
synthetic or similar to those already tested.535
The GREC dataset consists of graphs representing symbols from architec-
tural and electronic drawings [9]. The images occur at five different distortion
levels. Figure 12 shows some examples of drawings for each distortion level. De-
pending on the distortion level, either erosion, dilation, or other morphological
operations are applied. The result is thinned to obtain lines of one pixel width.540
Finally, graphs are extracted from the resulting denoised images by tracing the
lines from end to end and detecting intersections as well as corners. Nodes are
labeled representing three possible classes: intersections, corners and ending
points. This dataset contains 1,110 graphs uniformly distributed in 22 classes.
Figure 12: Examples of drawings from the GREC dataset for each of the distortion levels.
Mutagenicity is a dataset of molecular structures with several chemical com-545
pounds classified as mutagenic or not mutagenic [20]. The term “mutagenicity”
refers to one of the numerous adverse properties of a compound that hampers
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its potential to become a marketable drug. Toxic properties can often be re-
lated to chemical structure, more specifically, to particular substructures, which
are generally identified as toxicophores. Figure 13 shows some examples of dif-550
ferent compounds classified as mutagenic and non-mutagenic. In this dataset,
molecules are converted into graphs in a straightforward manner by represent-
ing atoms as nodes and the covalent bonds as edges. Nodes are labeled with the
number of the corresponding chemical symbol, which can be one of the following
fourteen classes: Br, C, Ca, Cl, F, H, I, K, Li, N, Na, O, P, and S. This dataset555
contains 4,337 samples divided into two classes: 2,401 mutagen elements and
1,936 non-mutagen elements.
Figure 13: Examples of chemical compounds classified as mutagenic (compound B) and non-
mutagenic (compounds A and C).
Experiments were carried out following the same setup detailed above, in-
cremental training sets and k values from k = 2 to k = 4. A depth-first traversal
of the graphs were used to orientate the edges of the representation. The selec-560
tion of the initial node (node with zero incoming degree) was made randomly.
A non-overlapping test set with the 20% of the dataset samples were parsed to
check the membership to the graph language. Figure 14 shows the results of the
inference algorithm for the two datasets, in these charts it can be compared the
values obtained when considering the labels of the nodes (first row), and when565
considering only the structural information of graphs (second row).
The results obtained show how the proposed inference algorithm is able to
model these types of graphs. It should be clarified that for the case of the GREC
dataset, similar results are depicted for k = 3 and k = 4, this is because the
average diameter of graphs is close to 3, so it does not allow to generate many570
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rules of diameter 4.
In the case of the Mutagenicity dataset and values of k = 3 and k = 4, it
does not obtain such a high accuracy, but nevertheless a decreasing trend is
observed as the size of the training set continues increasing. So it is expected
that with more samples, better results could be obtained. This difference is due575
to the fact that the graphs of this dataset are larger and more complex than
those of the GREC dataset.
When using the structural information, the algorithm is able to learn faster
with a smaller number of rules than when considering the labels of the nodes.
It depends on the size of the alphabet of labels, since the larger it is, the more580
combinations can be generated, and therefore more transition rules will have to
be learned. As an example, for the GREC dataset and k = 2, the algorithm
learns 117 rules when using structural information and 227 when considering
labels, and for Mutagenicity, it learns 427 and 1190 respectively.
7.3. NIST dataset585
The NIST SPECIAL DATABASE (NIST) [48] consists of a huge dataset
of images of isolated handwritten characters, including upper and lower case
letters and digits. For the extraction of graphs we have considered a subset of
randomly chosen samples from the digits’ section of the dataset. Three of the
algorithms proposed in [12], namely: neighborhood, grid, and skeleton graphs590
were used to model the images.
Briefly speaking, the neighborhood method considers the quadtree represen-
tation of the image and calculates the neighborhood of regions up to a certain
level of depth ‘d’ using the obtained q-tree to generate the graphs. The grid al-
gorithm reduces the image to a structural grid of a certain size ‘g’ and creates595
the graph by assigning as nodes the regions with the foreground color and as
edges the adjacency between the foreground regions but only considering the di-
rections to east, south and southeast. The skeleton method takes into account
the skeleton of the binarized image to build the graph. Pixels of the obtained

































































































Figure 14: Experimental results with the IAM graph datasets. The first row shows the results
of the inference algorithm when considering the labels of the nodes, and the second row when
only the structural information is used.
the arcs of the graph every ‘ws’ pixels (window size). It is a natural generaliza-
tion of similar works on trees. Figure 15 shows an example of the extraction of
each of these type of graphs from an image with the digit 6.
Figure 15: Examples of the three types of graphs extracted from the NIST dataset. From
left to right it can be seen the result obtained for the digit 6 using neighborhood graphs, grid
graphs and skeleton graphs.
Using these three methods and the images from the NIST dataset at a res-
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olution of 64 × 64 pixels, we generated three datasets of graphs with 60,000605
samples each one (6,000 samples of each digit). The tuning parameter of each
algorithm were fixed to d = 4, g = 8, and ws = 15. We also tested other pa-
rameter values but obtaining a similar performance, the only difference was the
need of many more rules to learn the same task due to the size of the gener-
ated graphs. For example, in the Skeleton algorithm and with k = 3, if we set610
w = 15, it needs to learn a total of 711 rules to achieve an accuracy of 99.45%,
while if we set w = 2 (which generates larger graphs), it requires learning 928
rules to get a similar accuracy.
To perform the experiments we split the datasets in a training set with the
80% of the samples and a non-overlapping test set with the rest of samples. As615
before, incremental training sets and k values from k = 2 to k = 4 were parsed
to check the membership to the graph language. Figure 16 shows the results
obtained by the inference algorithm for the three described sets. In this case,
we only evaluate the structural information of graphs since the algorithms do
not generate discrete labels but only store the relative position of nodes in the620
image. As can be seen, these results depict similar figures to those obtained
for the rest of datasets and graph types. Thus confirming than the proposed
algorithm of inference is also able to model the types of graphs used to represent
digits in binarized images.
8. Conclusions and Future work625
Graphs are used in many applied tasks because of their power of represen-
tation. For instance, trees, as the simpler class of graphs, have been widely
applied in pattern recognition. Statistical tree language inference is also the ba-
sis of a good compression algorithm [37]. Nevertheless, when general graphs are
used, they are usually reduced or represented by simpler formalisms because of630
their high operational complexity.
Stochastic models based on k-grams output the probability of the next ele-

































































Figure 16: Experimental results with the datasets obtained by the three algorithms of graph
extraction (Neighborhood, Grid, and Skeleton) from the digit images of the NIST dataset.
This approach to pattern recognition has proved to be fruitful in many tasks.
From a theoretical point of view, these models can be regarded as a probabilistic635
extension of strictly locally testable string languages [27].
In this paper, we extend the well-known families of k-testable and k-TSS
languages to directed-graph languages. As far as we know, this is the first
result that characterizes a graph language class taking into account features of
the elements in the language, instead of the properties of the language generating640
machine (graph grammar).
The definition of k-testable and k-TSS languages support general directed
graph languages (those that may contain cycles), nevertheless, the automata
model proposed, as well as the inference algorithm do not so, and are focused
to directed acyclic graphs. The main problems to extend the results to general645
directed graphs are the need to establish a processing order and the accepting
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criterion (because both the zero-incoming and zero-outgoing sets of nodes may
be empty).
The experimentation carried our shows the suitability of the proposed in-
ference algorithm to model different types of graphs, In this experimentation,650
a synthetic datatset and three real-data datasets were processed to model with
graphs the information contained in them. Further improvements of the graph
model (such as an error correcting parser, a smooth procedure or the addition
of probabilities) would indeed be very useful in applied tasks.
In this paper we do not tackle the task of generating graphs of a given k-655
TSS graph language. Of course, both the definition of k-TSS graph grammars,
as well as the task of obtaining, from a given k-TSS graph automaton, an
equivalent graph grammar, are quite interesting, and would help to propose a
proper stochastic extension.
Compliance with ethical standards660
Conflict of interest The authors declare that they have no conflict of inter-
est.
Ethical approval This article does not contain any studies with human
participants or animals performed by any of the authors.
[1] D. Angluin and C.H. Smith. Inductive inference:Theory and Methods. Com-665
puting Surveys, 15(3):237–269, 1983.
[2] D. Berwanger and D. Janin. Automata on directed graphs: edge versus
vertex marking. LNCS, 4178:46–60, 2006. Proceedings of 3rd International
Workshop on Software Evolution Through Transformations.
[3] H. Blockeel and S. Nijssen. Induction of node label controlled graph grammar670
rules. In Proceedings of 6th International Workshop on Mining and Learning
with Graphs, 2008.
[4] H. Bodlaender. Polynomial algorithms for graph isomorphism and chromatic
index on partial k-trees. Journal of Algorithms, 11(4):631–643, 1990.
34
[5] F. J. Branderburg and K. Skodinis. Finite graph automata for linear and675
boundary graph languages. Theoretical Computer Science, 332:199–232, 2005.
[6] R. C. Carrasco, J. Oncina, and J. Calera-Rubio. Stochastic inference of
regular tree languages. Machine Learning, 44(1-2):185–197, 2001.
[7] A. Clark and R. Eyraud. Polynomial identification in the limit of sustitutable
context-free languages. Journal of Machine Learning Research, 8:1725–1745,680
2007.
[8] A. Clark, R. Eyraud, and A. Habrard. A polynomial algorithm for the
inference of context free languages. LNAI, 5278:29–42, 2008. Proceedings of
ICGI-08.
[9] Ph. Dosch and E. Valveny. Report on the Second Symbol Recognition Con-685
test. LNCS, 3926: 381–397, 2005. Proc. 6th Int. Workshop on Graphics
Recognition, GREC’05.
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