A nonlinear simulation of resistive drift wave turbulence in a cylindrical plasma is carried out. Long time evolution of turbulence with formation of a zonal flow is obtained for more than 1000 times of the typical drift wave period, which is sufficient for statistical analyses. Dynamical particle and momentum balance for the formation of the mean reveals that the radial turbulent fluxes are dominant contributors for the evolution of fluctuations. The particle flux is found to precede the momentum flux for 0.4 times of the typical drift wave period with large temporal variance. The analyses of the time series data of 3-D fields give the understanding of the dynamical structural formation mechanism.
Introduction
Large efforts in the magnetic confinement fusion theory have been devoted to evaluating turbulent particle and momentum transport arising from various kinds of microinstabilities [1] . One of the conventional approaches to this problem is taken by calculating the mean contribution to obtain the transport coefficient. However, it is clear that plasma turbulence involves bursty events, which is intermittent in time [2] . Probability density function (PDF) is one of the methods to quantify such kind of contribution. Theories and numerical simulations on PDFs of turbulent fluctuations is progressing, and cause of deviation from Gaussian PDF is studied [3, 4] . PDFs are also used in experimental researches [5] . Recently, simultaneous measurements of particle and momentum fluxes in cylindrical plasmas shows correlation between particle and momentum fluxes [6] . Turbulent structures are formed with the balance of particle and momentum fluxes, so the contribution from intermittent events must be clarified. Turbulence diagnostic simulator (TDS) is an assembly of simulation codes to clarify the formation mechanism of turbulent structures by numerical diagnostics [7] . Structural formation mechanisms in cylindrical plasmas have been studied using the TDS [8] . The simulation model in this study is based on the extension of Hasegawa-Wakatani equations [9] . There are lots of studies on turbulence by Hasegawa- Wakatani equations. The generation of zonal flows (ZFs) is predicted [10] , and importance of three-dimensional properties of turbulence has been pointed out [11] [12] [13] . The individual statistical properties of fluctuations of physical variables and their fluxes have been investigated [4] .
In this study, we focus on the statistical properties of the link between fluctuations of physical variables and their fluxes, and interference between fluxes. We perform a numerical simulation of drift wave turbulence in a cylindrical plasma using the numerical linear device (NLD) [14] , which is the part of the TDS. Nonlinear saturation with formation of a zonal flow is obtained in the simulation, and statistical characteristics of particle and momentum fluxes are investigated. The global simulation gives the comparison of the characteristics at different radii, and the dominant contribution to the variation of the mean profile is identified. The correlation between the particle and momentum fluxes is also evaluated to understand the flow generation mechanism in the simulation.
Model
In this section, brief description of the model for a nonlinear simulation is given. Then, the characteristics of obtained nonlinear saturation data are explained.
Model equations
A three-dimensional simulation of resistive drift wave turbulence in a linear device is performed using the NLD. The geometry of the plasma is a simple cylindrical shape, and the magnetic field has only the axial component with a uniform intensity. In linear device PANTA, detail measurements are carried out to clarify the nonlinear mechanisms in turbulent plasmas [15] . According to experiments in PANTA device, we focus on high density n e > 1×10 19 [m −3 ] with low temperature T e < 5 [eV] plasmas in an argon discharge, and take the effect of neutral particles into account. The code is based on the three-field (density, electrostatic potential, and parallel velocity of electrons) reduced fluid equations, which consists of the continuity equation, the charge conservation equation, and the momentum conservation equation [14] :
where N = ln(n/n 0 ), n is the density, n 0 is the density at r = 0, φ is the normalized potential by electron temperature, and V is the electron parallel velocity normalized by the sound velocity. The convective derivative is written by using the Poisson bracket [φ, ]. The particle source term is represented by S N , and M/m e is mass ratio of the ion and electron, ν in is the ion-neutral collision frequency, ν e is the sum of the ion-electron and electron-neutral collision frequency, and {μ N , μ W , μ V } is a set of viscosities. It should be noted that the collision frequency ν in and viscosity μ W works as damping of ZF so that they are the controlling parameters of turbulent states [8] . The derivative ∇ || represents the derivative in the axial direction. The ion cyclotron frequency and Larmor radius measured by the electron temperature are used for normalization of the time and space, respectively. The equations are solved using spectral expansion with the periodic boundary condition in the azimuthal and axial direction. The boundary condition in the radial direction are set to f = 0 at r = 0, a when m 0, and ∂ f /∂r = 0 at r = 0, f = 0 at r = a when m = 0, where m is the azimuthal mode number, f implies {N, φ, V}, and r = a gives an outer boundary of the plasma column.
The set of the model equations in this study is the extension of Hasegawa-Wakatani equations to include the effect of neutral particles and the dynamics of parallel electron velocity [14] . The Hasegawa-Wakatani equation can be deduced by the following replacement; ν in → 0, V = α∇ || (φ − N), where α is a constant related to resistivity. It should be noted that the electron parallel dynamics is important for the formation of the (0, 0) potential as described in the next section. Thus, we extended to include the electron parallel dynamics with its nonlinearity. 
Nonlinear simulation
A nonlinear simulation of resistive drift wave turbulence is performed by using parameters corresponding to PANTA experiments; B = 0. 
The collision frequency ν in is a control parameter of instability here, which gives a selection rule of turbulent structure formations such as zonal flows and streamers [8] . The value is chosen as ν in = 0.005, which gives zonal flow formation. The calculation is carried out with a fixed particle source, whose profile is given as
where
. A density profile is peaked at r = 0 by this particle source, and its gradient destabilizes the resistive drift wave. The simulation in this paper is performed with 256 grids in the radial directions, and Fourier modes −8 ≤ m ≤ 8, −8 ≤ n ≤ 8 are taken. The number of taken modes is not so large. That is because we need a long time series of data to carry out statistical analyses, and select nonlinear calculation with comparably short calculation time. Nonlinear saturation is obtained as shown in Fig. 1 . A variety of modes are excited with comparable energy, which gives a turbulent state. Components with (m, n) = (0, 0) are also generated with the nonlinear couplings. The radial profile of mean (0,0) potential and the k r spectrum of the fluctuating component are shown in Fig. 2 , where ci , which is 6 times longer than the typical drift wave period. It should be noted that a flute type mode with (m, n) = (1, 0) is driven in this simulation. This flute structure is linearly stable, but is driven by nonlinear couplings with drift waves and with centrifugal force by mean flow. The flute structure induces transport, and affects to flatten the density profile, which is different from the ZF and streamer. In this study, we investigate statistical properties of fluctuations of physical variables and their fluxes in the case of coexistence of ZF and flute structure.
Convergence
In order to carry out a statistical analysis of turbulent fluctuations, a long time evolution of turbulence for the duration of 62000Ω −1 ci (more than 1000 times of typical drift wave period) is calculated. Convergence of the mean and variance of each quantity is evaluated. Figure 3 shows the convergence of the flux-surface averaged density against ensemble number C ensemble . The converged values can be estimated by linear fitting.
Statistical Behavior of Fluxes
In this section, dynamical balance for the formation of the (0, 0) components is analyzed. The mean value changes in time, which is affected by the dynamics of turbulent particle and momentum fluxes. The PDF is calculated to describe the dynamics.
Formation of the (0, 0) components
The roles of the fluxes on the formation of the (m, n) = (0, 0) fields are described in this subsection. Time evolutions of the (0, 0) fields obey the flux-surface average of Eq. (1) and (2); Fig. 4 Lissajous of time derivative of magnetic surface averaged density against (a) radial derivative of radial particle flux and (b) axial derivative of parallel particle flux.
where, the particle flux is defined as
First, the roles of nonlinear terms on the density fluctuations are investigated. Nonlinear forces that drive fluctuations are the first and second terms in RHS of Eq. (5). In order to clarify their contributions, the relationships between the temporal change of the density and the nonlinear terms at r/a = 0.5 are plotted in Fig. 4 . Strong correlation with the radial derivative of the radial particle flux is confirmed, whereas that with the parallel nonlinearity is weak. This tendency is same in the other radial positions.
Next, the relationship of the vorticity is investigated. As in Eq. (6), there exist 4 nonlinear terms in the evolution equation of the vorticity. Although no momentum source is introduced, the vorticity has mean sheared component as in Fig. 2 (a) . Figure 5 illustrates the radial profile of the time-averaged vorticity, and nonlinear contributions to its formation. The scale length of the vorticity is comparable to the plasma radius. The drift wave amplitude has a peak around r/a ∼ 0.8, where the density profile is steep. Since the mean vorticity is generated by the nonlinear coupling of drift waves, the mean vorticity has a peak around r/a ∼ 0.8. There exist finite driving forces with roughly constant except for the region near the edge. In this case, both the momentum flux and the parallel nonlinearity have comparable contributions. This result indicates the importance of the 3-dimensional structure of turbulent fields even in cylindrical plasmas [9] .
For the evolution of the fluctuating components, the relationships between the temporal change of the vorticity and the nonlinear terms shows strong correlation only with the convective derivative term, as in Fig. 6 . The convective Fig. 5 Radial profiles of (a) the vorticity, and (b) nonlinear terms in the vorticity equation. Here, "term1-3" represent the first, second and third terms in Eq. (6), respectively, and "total" is the sum of these terms. derivative term is related to the momentum flux,
which is investigated in the next subsections.
PDFs of particle and momentum fluxes
As shown in the previous subsection, the particle and momentum fluxes have dominant contributions to variations of the fluctuations. In this subsection, the distribution of the fluxes in the temporal change is evaluated by use of PDFs. The PDFs of the fluxes at different several radial locations are shown in Fig. 7 . The radial particle flux has a positive tail, which indicates positive spikes with large amplitudes occur more frequently than negative events. The momentum flux has a negative tail, but the deviation from the Gaussian is small. There is little difference in different radial locations. That is because the dominant contribution comes from the fluctuations with small radial wavelengths in this simulation. 
Relation between particle and momentum fluxes
Here, the causal relation between particle and momentum is discussed with the Joint-PDF. In order to clarify the causal relation between particle and momentum fluxes, the time lags of their variation are calculated by the crosscorrelation technique. Figure 8 shows a PDF of the time lags between Γ r and Π . The number of time windows with the time delay is counted from approximately 300 data windows. Maximum cross-correlation between Γ r and Π is found to be around 0.2 -0.4. The significant peak can be seen at τ lag = 25Ω −1 ci , which corresponds to 0.4 times of the typical drift wave period. The positive peak indicates that the change of Γ r precedes that of Π . It suggests that the density profile changes at first by the particle flux, and the changes affect the flow generation with the momentum flux.
A joint PDF between particle and momentum fluxes is constructed for the pair variables P Γ r (t) , Π(t + τ lag ) with taking the time lag into consideration in Fig. 9 . The contour of the joint PDF deviates from the circle shape, and clearly shows the correlation. The correlation exists in the wide range of their amplitudes from small events around the mean value to rare large events far from the mean. 
Summary
The nonlinear simulation of resistive drift wave turbulence in a cylindrical plasma is performed by use of the NLD code. The nonlinear saturation state is accompanied by the formation of mean poloidal sheared flow and zonal flow. Long time evolution of the turbulence is obtained for 62000 times of ion cyclotron period, which corresponds to around 1000 times of the typical drift wave period. The convergence of values such as mean and variance is checked with obtained ensembles. The roles of the radial flux and parallel nonlinearity on the formation of the (0,0) structure are studied by following the time evolution of each nonlinearities. The radial particle flux and momentum flux are important in the evolution of fluctuating components. The relationship between the radial particle flux and momentum flux is investigated by the cross correlation analysis. The particle flux is found to lead momentum flux for 0.4 times of the typical drift wave period with a large temporal variance, demonstrating that the density variation due to the radial particle flux is the primary drive for the fluctuations. This time delay is of the same order of magnitude compared to the experimental observation [6] . In this way, it is possible to investigate global nonlinear interactions with 3-dimensional time series data.
