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Abstract. We give a uniform and elementary treatment of many clas-
sical and new triply periodic minimal surfaces in Euclidean space, based on
a Schwarz-Christoffel formula for periodic polygons in the plane. Our sur-
faces share the property that vertical symmetry planes cut them into simply
connected pieces.
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1 Introduction
By a triply periodic minimal surface Σ we mean a complete, embedded min-
imal surface in Euclidean three-space R3 which is invariant under three lin-
early independent translations. The largest group Λ of Euclidean translations
that act as orientation preserving isometries on the surface is called the pe-
riod lattice of Σ. The quotient Σ/Λ is a compact Riemann surface of genus
g ≥ 3.
The theory of triply periodic minimal surfaces begins around 1890 with the
work of H. A. Schwarz and his students ([15, 10]), who found several now
famous examples by explicitly solving suitable Plateau problems.
The NASA scientist A. Schoen found many more examples, using experi-
ments, numerical evidence, and the Weierstrass representation ([14]). His
findings were ignored by the mathematical community until H. Karcher ver-
ified his claims ([5]) and added even more examples to the list ([6]).
Since then, a vast number of more examples have been found by many peo-
ple. Two important results deal with 5-dimensional families: Meeks found an
explicit such family for genus 3 ([8]), and Traizet constructed 5-dimensional
families for any genus close to degenerate limits ([16, 17]). All other con-
structions results target 1- or 2-dimensional families, using strong symmetry
assumptions. Examples with existence proofs can be found in the work of
Fischer and Koch ([1, 2]), Ramos Batista ([13]), or Huff ([3]).
We will here give a new construction method for triply periodic minimal sur-
faces which are cut by symmetry planes into minimal surfaces with bound-
ary that are simply connected and invariant under a vertical translation.
The Weierstrass representation of these surfaces can be given in terms of a
Schwarz-Christoffel formula for periodic Euclidean polygons, using ϑ-functions
on suitable tori.
In the simplest case, there is no period condition, and we obtain surfaces
known to Schwarz and Schoen. The next complicated cases impose 1-dimensional
period problems, which we solve using a uniform argument. Many of the
about 20 surfaces that can be obtained this way were known to Karcher and
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Schoen, but some appear to be new.
Our method can also be used to describe more complicated surfaces of large
genus where the period problem becomes high dimensional. Here, there are
currently no elementary methods available to prove the existence of these
surfaces. However, our method can still be easily implemented to yield nu-
merical results and images.
2 An equivariant Schwarz-Christoffel formula
In this section, we will prove an equivariant version of the classical Schwarz-
Christoffel formula for periodic polygons. The proof is a straightforward
generalization of the classical case.
Instead of the monomial factors z − pi of the classical Schwarz-Christoffel
formula, we will use ϑ-factors ϑ(z − pi) where
ϑ(z) = ϑ(z, τ) =
∞∑
n=−∞
epii(n+
1
2
)2τ+2pii(n+ 1
2
)(z− 1
2
)
is one of the classical Jacobi ϑ-functions ([9]). It is an entire function with
simple zeroes at the lattice points of the integer lattice spanned by 1 and τ .
It enjoys the following symmetries:
ϑ(−z) = −ϑ(z),
ϑ(z + 1) = −ϑ(z),
ϑ(z + τ) = −e−piiτ−2piizϑ(z).
Further properties of ϑ(z) which we will need are that ϑ′(0) 6= 0, and that
ϑ(z¯) = ϑ(z) for purely imaginary τ , in particular ϑ(z) is real for real z. All
these properties characterize ϑ(z) uniquely. Now we are ready to describe
the image domains of our Schwarz-Christoffel formula:
Definition 2.1. A polygonal arc is a piecewise linear curve with a discrete
vertex set.
Definition 2.2. A periodic polygon P is a simply connected domain in the
plane with the following properties:
(1) P is bounded by two infinite polygonal arcs.
(2) P is invariant under a euclidean translation V (z) = z + v for some
v 6= 0.
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(3) The quotient P/〈V 〉 is conformally an annulus.
More generally, we will also allow as periodic polygons simply connected
Riemann surfaces together with a flat structure and two periodic polygons as
boundary that are invariant under a holomorphic transformation preserving
the flat structure. This way periodic polygons can have vertices with interior
angles larger than 2pi.
We denote the vertices of the two polygonal arcs by Pi and Qj so that
V (Pi) = Pi+m and V (Qj) = Qj+n for all i, j and fixed integers m,n. De-
note the interior angles of the polygon at Pi (resp. Qj) by αi (resp. βj).
By assumption, these numbers are also periodic with respect to m and n,
respectively.
Figure 2.1: A periodic polygon
Observe that
m∑
i=1
(pi − αi) = 0 =
n∑
j=1
(pi − βj) (2.1)
because both boundary arcs are invariant under a translation.
Let P be a periodic polygon invariant under V . Let d/2 be the modulus of
the annulus P/〈V 〉, and define the strip Z = {z ∈ C : 0 < Im z < d/2}.
The choice of d makes the annuli Z/〈z 7→ z + 1〉 and P/〈V 〉 conformally
equivalent, and d > 0 is uniquely determined this way. Moreover, we obtain
a biholomorphic map f : Z → P which is equivariant with respect to both
translations:
f(z + 1) = V (f(z)).
This map extends to a homeomorphism between the closures of Z and P . In
comparison to the classical Schwarz-Christoffel formula, Z will play the role
of the upper half plane.
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Proposition 2.3. Let P be a periodic polygon, and Z be the associated par-
allel strip as above. Then, up to scaling, rotating, and translating,
f(z) =
∫ z m∏
i=1
ϑ(z − pi)ai ·
n∏
j=1
ϑ(z − qj)bj
is the biholomorphic map from Z to P . Vice versa, for any choices of pi ∈ R
(1 ≤ i ≤ m), qj ∈ R + di/2 (1 ≤ j ≤ n) and −1 < ai, bj < 1 satisfying the
angle condition
m∑
i=1
ai = 0 =
n∑
j=1
bj, (2.2)
f maps Z to a (possibly immersed) periodic polygon.
Proof. Denote the preimages of Pi and Qj under f by pi and qj. Let τ = id.
By the Schwarz reflection principle, f can be holomorphically continued along
any path in C avoiding the points pi + Zτ and qj + Zτ . It thus becomes a
multivalued function in the punctured plane C0 = C − {pi + Zτ} − {qj +
Zτ}. As two consecutive reflections of the polygon P result in a euclidean
motion, the pre-Schwarzian derivative η = (f ′′/f ′) dz = d log(f ′(z)) of f is
a well-defined holomorphic 1-form in C0. This 1-form η is not only invariant
under the translation by 1 (because of the equivariance of f) but also under
translation by τ (by the definition of the pre-Schwarzian).
It thus descends to a holomorphic 1-form on the quotient C0/〈1, τ〉. This
quotient surface is conformally a rectangular torus punctured at finitely many
points.
Moreover, η extends meromorphically to a 1-form (also denoted by η) on the
rectangular torus T = C/〈1, τ〉 with first order poles at pi and qj. By the
same argument as in the classical Schwarz-Christoffel formula, the residues
at pi (resp. qj) are ai = αi/pi − 1 (resp. bj = βj/pi − 1).
Using ϑ(z) = ϑ(z, τ), it is easy to write down such a 1-form as
η0 =
m∑
i=1
ai
ϑ′(z − pi)
ϑ(z − pi) dz +
n∑
j=1
bj
ϑ′(z − qj)
ϑ(z − qj) dz.
We claim that in fact η = η0.
First note that it follows from the transformation laws of ϑ and the angle con-
dition (2.1) or (2.2) that η0 is indeed elliptic, because with h(z) = ϑ
′(z)/ϑ(z)
we have
h(z + 1) = h(z), h(z + τ) = −2pii+ h(z).
Thus η − η0 is a holomorphic 1-form on T , i.e. a multiple of dz. To see that
η = η0, we integrate both over the cycle γ on T homologous to τ/2 + [0, 1]:
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As f(z + 1) = f(z) + v we have f ′(z + 1) = f ′(z) and thus
∫
γ
η = 0.
On the other hand, as h(z) is well-defined on the cylinder C/〈z 7→ z + 1〉
(with generating cycle γ),∫
γ
h(z − pi) dz =
∫
γ
h(z − qj) dz
and thus the angle condition (2.2) implies that
∫
γ
η0 = 0. Therefore, the
holomorphic 1-form η − η0 has γ-period 0, and must vanish identically.
By integrating η0 we get
log(f ′(z)) =
∫ z
η0 =
m∑
i=1
ai log(ϑ(z − pi)) +
n∑
j=1
bj log(ϑ(z − qj)) + C
or
f ′(z) = eC
m∏
i=1
ϑ(z − pi)ai ·
n∏
j=1
ϑ(z − qj)bj ,
which proves our formula.
The other direction follows by the Schwarz reflection principle and the local
analysis at the pi and qj as in the proof of the standard Schwarz-Christoffel
formula.
Remark 2.4. The same proof works also for infinite polygons that are in-
variant under a rotation (possibly by an irrational angle). These polygons
will only be immersed, but this doesn’t cause a problem. The only change
required is that the angle condition (2.1) relaxes to
m∑
i=1
(pi − αi) =
n∑
j=1
(pi − βj),
which is all that was needed in the above proof.
With some more notational effort, it is also possible to discuss more general
polygons where the interior angles do not necessarily lie between 0 and 2pi.
However, we will not need such polygons in this paper.
3 Minimal surfaces defined on parallel strips
In this section we discuss simply connected, periodic minimal surfaces with
two boundary components whose Weierstrass data can be given by the in-
tegrands of our Schwarz-Christoffel formula. These surfaces constitute the
building blocks for the triply periodic surfaces constructed in the following
sections.
5
Any conformally parametrized minimal surface Σ in euclidean space can lo-
cally be given by the Weierstrass representation
z 7→ Re
∫ z (1
2
(
1
G
−G
)
,
i
2
(
1
G
+G
)
, 1
)
dh,
where G is a meromorphic function and dh is a holomorphic 1-form. G can be
identified with the Gauss map of Σ via the stereographic projection, and dh
is called the height differential of Σ. The triple (Σ, G, dh) are the Weierstrass
data of the minimal surface.
For a positive real number d, let Z = {z ∈ C : 0 < Im z < d/2} a strip
domain. Introduce τ = d · i and the rectangular torus T = C/〈1, τ〉.
For m,n,≥ 0 consider points pi ∈ (0, 1), i = 1, . . . ,m and qj ∈ (0, 1) +
τ/2, j = 1, . . . , n. Extend these to periodic sets of points by imposing the
condition pi+m = pi + 1, qj+n = qj + 1 for all i, j.
Consider the minimal surface Σ defined on Z by the Weierstrass data
G(z) =
m∏
i=1
ϑ(z − pi)ai ·
n∏
j=1
ϑ(z − qj)bj
and dh = dz on Σ = T .
For the exponents we assume that −1 < ai, bj < 1 for all i, j — this ensures
that all interior angles of the Schwarz-Christoffel polygons are between 0 and
2pi. We also assume the angle condition (2.2). Then we have:
Proposition 3.1. Σ is a simply connected minimal surface with two bound-
ary components lying in a finite number of vertical symmetry planes. These
planes meet at angles piai at the image of pi and pibj at the image of qj. Fur-
thermore, the surface is invariant under the vertical translation x3 7→ x3 + 1.
Proof. Define the following functions on Z:
Φ1(z) =
∫ z
Gdh, Φ2(z) =
∫ z 1
G
dh.
By our Schwarz-Christoffel formula, both Φ1 and Φ2 map Z to periodic poly-
gons. We first claim that corresponding oriented segments of these poly-
gons represent conjugate directions (they are most likely of different lengths,
though). This statement remains true or false if we multiply G by a fixed
factor eiφ.
Thus we can assume without loss of generality that the segment under con-
sideration of Z is mapped by Φ1 to a positively oriented horizontal segment.
This means that G must be positive and real on that segment. Consequently,
6
Φ2 maps the same segment also to a positively oriented horizontal segment.
This implies our claim.
Now let
F (z) = Re
∫ z 1
2
(
1
G
−G
)
dh+ iRe
∫ z i
2
(
1
G
+G
)
dh.
This is the orthogonal projection of Σ to the x1x2-plane. Then
2F (z) = Φ2(z)− Φ1(z).
We normalize the integration constants for Φ1 and Φ2 and rotate G if nec-
essary so that the image segment under consideration lies on the real axis.
Then it follows that
F (z¯) = F (z)
so that the image curve of the segment under consideration is indeed a planar
symmetry curve.
To compute the angle between symmetry planes at the corners pi (or qj),
note that these corners are points where the Gauss map becomes vertical.
Furthermore, just before and after pi (or qj) the Gauss map moves along
straight lines in C through 0. By the explicit formula for G(z), it changes by
the factor (−1)ai when crossing pi or (−1)bj when crossing qj. This implies
the claimed angles.
The invariance under the vertical translation is an immediate consequence
of the invariance of Φ1 and Φ2 under the translation z 7→ z + 1 and the
definition dh = dz.
Definition 3.2. For an interval [pi, pi+1] or [qj, qj+1], we denote the symmetry
plane in which the corresponding planar symmetry curve lies by Π[pi,pi+1] or
Π[qj ,qj+1]. We orient these plane by insisting that its normal vector points
away from the minimal surface.
The following corollary follows from standard properties of conjugate minimal
surfaces.
Corollary 3.3. The conjugate surface of Σ is a simply connected minimal
surface bounded by two spatial polygonal arcs. The angles at the images of pi
(resp. qj) are piai (resp. pibj).
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4 The Basic Examples
(a) (2,4,4) (b) (3,3,3) (c) (4,2,4)
(d) (4,4,2) (e) (2,3,6) (f) (2,6,3)
(g) (3,2,6) (h) (3,6,2) (i) (6,2,3)
(j) (6,3,2)
Figure 4.1: The Basic Examples
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The simplest example of a periodic polygon has just two vertices along one
edge and none along the other. We will now discuss the resulting minimal
surface Σ. By translating Z, we can assume that p1 = −p and p2 = +p.
Furthermore, by the angle condition (2.2), a1 = a = −a2. Thus the Gauss
map is given by
G(z) =
(
ϑ(z − p)
ϑ(z + p)
)a
for some 0 < a < 1.
With this normalization, the minimal surface Σ becomes symmetric with
respect to a reflection at the imaginary axis in the domain which corresponds
to a reflection at a horizontal plane in space, which we can assume to be the
x1x2-plane.
By proposition 3.1, Σ has two boundary arcs. The one corresponding to
Im z = Im τ/2 lies in a single coordinate plane Π, while the other switches
between coordinate planes Π[−p,p] and Π[p,−p], making an angle api. Our next
goal is to compute the angle between Π and Π[−p,p]:
Proposition 4.1. The angle α0 between Π[−p,+p] and Π is equal to α0 =
pia(2p− 1).
Proof. By the quasiperiodicity of ϑ,
ϑ(p+ τ/2) = ϑ(p− τ/2 + τ)
= − ϑ(p− τ/2)e−piiτ−2pii(p−τ/2)
= ϑ(−p+ τ/2)e−2piip
Note that along the segment [0, τ/2] the Gauss map is horizontal. Thus
arg(G(τ/2))− arg(G(0)) = arg
{(
ϑ(τ/2− p)
ϑ(τ/2 + p)
)a(
ϑ(p)
ϑ(−p)
)a}
= 2pipa− pia.
This computation shows the last equality modulo 2pia. As both sides are
continuous in p for 0 < p < 1, the claim follows because it is true when
p = 1/2 and G(z) ≡ (−1)a.
Our next goal is to obtain a triply periodic surface from Σ by repeated reflec-
tions at the three symmetry planes. In order for the surface to be embedded,
the group generated by these reflection must be a euclidean triangle group.
There are three such groups, denoted by ∆(2, 3, 6), ∆(2, 4, 4), and ∆(3, 3, 3)
where ∆(r, s, t) corresponds to the group generated by reflecting at the edges
of a triangle with angles pi/r, pi/s, and pi/t. We assign a specific such triangle
group to Σ as follows:
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The angle at +p is to be pi/r, the angle between Π[−p,p] and Π equals pi/s,
and the angle between Π[p,−p] and Π shall be pi/t. By Proposition 3.1, the
first condition forces a = (r − 1)/r, while the second determines
p =
−r − s+ rs
2(r − 1)s
by Proposition 4.1.
This allows for 10 possibilities. However, due to the reflectional symmetry
at the x1x2-plane, any surface corresponding to ∆(r, s, t) becomes one cor-
responding to ∆(r, t, s), by turning it upside down. Thus there are only 5
distinct cases. They all correspond to surfaces known to H. Schwarz ([15])
or A. Schoen ([14]).
The following table lists all cases with the naming convention of A. Schoen,
as well as the value of p.
Name (r, s, t) p
Schwarz P (2,4,4) 1/4
Schoen H’-T (2,6,3) 1/3
Schoen H’-T (2,3,6) 1/6
Schwarz H (3,3,3) 1/4
Schoen H”-R (3,2,6) 1/8
Schoen H”-R (3,6,2) 3/8
Schoen S’-S” (4,4,2) 1/3
Schoen S’-S” (4,2,4) 1/6
Schoen T’-R (6,2,3) 1/5
Schoen T’-R (6,3,2) 3/10
All these surfaces come in a 1-parameter family where τ ∈ iR+ is the param-
eter.
The embeddedness of all surfaces is easiest seen by the conjugate surface
method explained in [5, 4].
5 The general symmetric case
We will now discuss minimal surfaces related to periodic polygons with more
corners, restricting our attention to the following symmetric case: We assume
that the surface is symmetric with respect to the x1x2-plane. We can assume
that this reflection is realized in the domain by a reflection at the imaginary
axis.
This implies that the Gauss map is symmetric with respect to the imaginary
axis as in the previous examples, i.e. both the pi ∈ R, (1 ≤ i ≤ m) and the
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qj ∈ R+ τ/2, (1 ≤ j ≤ n) are symmetric with respect to the imaginary axis,
and the exponents have opposite signs. In other words, we assume that
G(−z) = 1
G(z)
. (5.1)
Relabel the pi and qj so that 0 < p1 < p2 < · · · < pm′ < 1/2, (m′ = m/2)
and 0 < Re(q1) < Re(q2) < · · · < Re(qn′) < 1/2, (n′ = n/2). This way, the
interval [−p1, p1] corresponds to an edge of the periodic polygons, and is itself
symmetric with respect to the assumed additional reflectional symmetry.
Again, we need a formula for the angle between symmetry planes in the two
different boundary components:
Proposition 5.1. The angle α0 between Π[−p1,p1] and Π[−q1,q1] is equal to
α0 = pi
(
m′∑
i=1
ai(2pi − 1) +
n′∑
j=1
bj(2 Re(qj)− 1)
)
.
Proof. In this case the Gauss map is
G(z) =
m′∏
i=1
(
ϑ(z − pi)
ϑ(z + pi)
)ai n′∏
j=1
(
ϑ(z − qj)
ϑ(z + qj)
)bj
,
the factors of which were dealt with in the proof of proposition 4.1.
The additional symmetry (5.1) about the x1x2-plane implies an important
symmetry property of the periodic polygons given by Gdh and 1/Gdh:
Proposition 5.2. Suppose that G(z) is symmetric as above. Then the peri-
odic polygons Φ1(Z) and Φ2(Z) are symmetric to each other via a reflection
about a vertical line.
Proof. This follows from the computation
Φ1(−z¯) =
∫ −z¯
0
G(w) dw =
∫ −z
0
G(w) dw = −
∫ z
0
G(−w) dw
= −
∫ z
0
1
G(w)
dw = −Φ2(z) .
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6 Four corners, all in one boundary compo-
nent
The next complicated case after the basic case (section 4) with two corners
allows for four corners. These can either lie in a single boundary component,
or be divided into two corners for each component. In this section, we will
discuss four corners lie in a single boundary component.
To simplify the notation, we label the pi as
(p1, p2, p3, p4) = (−q,−p, p, q)
and the exponents as
(a1, a2, a3, a4) = (−b,−a, a, b).
By taking an (unbranched) double cover over our basic examples by doubling
the vertical period, one can always obtain surfaces of this type. In this case,
q = 1− p and b = −a. Observe that the exponents of consecutive points
alternate in sign (+,−,+,−). We do not have any hope of finding other
solutions in this symmetry class with the same sign pattern of the exponents.
A second type of plausible candidates arises by letting the exponents have
signs (−,−,+,+). We will now show that in this case, the period problem
can never be solved. The picture in figure 6.1 illustrates that the period gap
can be made arbitrarily small by letting τ → 0.
Figure 6.1: A (3, 3, 3)-candidate with unclosable period
To prove the impossibility of a solution to the period problem, first note
that the image of the lower edge of Z determines the shape of the reflection
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triangle completely. This makes it necessary that the upper edge of Z is
mapped into a plane over one of these edges, and we can assume without loss
of generality it to be the image edge of [−p, p]. In particular, these image
edges become parallel, and the angle condition becomes
2(ap+ bq) = a+ b− 1 .
This given, the period condition requires the two image edges to lie above
each other, or
Re
∫ τ/2
0
i
2
(
1
G
+G
)
dh = 0.
In terms of the periodic polygon Φ1(Z), this is equivalent to the condition
that the two segments are collinear.
Figure 6.2 shows the image of [0, 1] × [0, τ/2] under Φ1. We have labeled
the image vertices by using the points in Z for simplicity. The image to the
left shows the entire image, the image to the right is a zoomed in portion as
indicated. Without loss of generality, we can assume that [0, p] and thus also
[1 + τ/2, τ/2] are horizontal.
By assumption, the interior angles at 0 and τ/2 are pi/2, while the angles
at p and q are both larger than pi, as a, b > 0. This forces q to lie below
[0, p]. On the other hand, the period condition forces [0, p] to be collinear
with [1 + τ/2, τ/2]. This, however, is a contradiction, as there are no interior
branched points of Φ1 in Z.
??? ?
????? ???
???
? ?
?
Figure 6.2: Emerging branched point obstructs the solution of the period
problem
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7 Two corners in each boundary component
In this section, we will discuss symmetric polygons where each boundary
component has just two corners, i.e. m = n = 2. In contrast to the previous
sections, we will obtain new examples.
Without loss of generality we can assume that p1 = p = −p2 ∈ (0, 1/2) and
q1 = q = −q2 ∈ (0, 1/2) + τ/2.
There are two qualitatively distinct cases, depending on whether a = a1 and
b = b1 have the same or opposite signs.
7.1 Exponents have equal signs
Without loss of generality, we can assume that a, b < 0.
In this case, projecting the two boundary arcs into the x1x2-plane gives two
“hinges” with angles pia and pib. We denote the hinge containing the image
of p by Hp, and the hinge containing q by Hq.
We want these hinges to be part of our reflection group triangles. The requires
a and b to be of the form a = −(r − 1)/r and b = −(s − 1)/s with r, s ∈
{2, 3, 4, 6}.
?? ??
Figure 7.1: Minimal (3, 6, 2)-patch with schematic hinges of the symmetry
planes
As the hinges have four edges all together, two of these edges must lie on one
side of a reflection group triangle. By relabeling the vertices, if necessary, we
can thus assume that the planes Π[−p,p] and Π[−q,q] are parallel.
But proposition 5.1, this means that
a(2p− 1) + b(2 Re(q)− 1) = 1. (7.1)
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This constraint between p and q guarantees that the planes Π[−p,p] and Π[−q,q]
are parallel, but we need them to be equal. We will show now that we can
always adjust p to make this happen:
Theorem 7.1. Given any τ ∈ iR+ and −1 < a, b < 0 , there are 0 <
p,Re(q) < 1/2 so that the two hinges Hp and Hq line up as a triangle.
Proof. To show this, we have to adjust p as to satisfy period condition:
∫ τ
0
Gdh =
∫ τ
0
1
G
dh.
Because of the horizontal planar symmetry and proposition 5.2, this is equiv-
alent to ∫ τ
0
Gdh = 0.
For the periodic polygon Φ1(Z) this means that the image edges Φ1([−p, p])
and Φ1([−q, q]) need to be collinear.
Without loss of generality, we can assume that these edges are horizontal.
By (7.1), they are already parallel.
We will now show that for p close to 0 (so that, by equation (7.1), Re(q) is
close to (a+ b+ 1)/2b), Φ1([−p, p]) is below Φ1([−q, q]), while for Re(q) close
to 0 (so that p is close to (a + b + 1)/2a), Φ1([−p, p]) is above Φ1([−q, q]).
Then the claim follows from the intermediate value theorem.
(a) p→ 0 (b) period problem solved (c) q → τ/2
Figure 7.2: Intermediate value argument
Let’s first consider the case q → τ/2. To show that Φ1([0, p]) is below
Φ1([τ/2, q]), we consider the limit case.
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Figure 7.3: Limit of the domains for q → τ/2
As period integrals are continuous in the parameters, it is sufficient to show
that for
Φ1(z) =
∫ z (ϑ(w − p)
ϑ(w + p)
)a
dw
satisfies that Φ1(τ/2) lies above Φ1(0). We will show that the height of
the curve Φ1(t ∈ [0, τ/2]) is strictly increasing with the parameter t. By
conformality, this curve is perpendicular to the straight segments Φ1([0, p])
and Φ1([τ/2, (1 + τ)/2]) it foots on, hence the claim is true near the end
points of the curve. Observe that the tangent vector to this simple curve is
the unit vector (ϑ(z − p)/ϑ(z + p))a. It will be sufficient to show that this
vector turns counter clockwise, i.e. that
h(z, p) =
ϑ′(z − p)
ϑ(z − p) −
ϑ′(z + p)
ϑ(z + p)
has constant sign along the curve. To do so, we write the ϑ-function in
terms of classical Weierstrass functions and use their well-known mapping
properties: First, we have
ϑ′(z)
ϑ(z)
= ζ(z)− η1z
where ζ(z) is the Weierstrass ζ-function and η1 =
∫
α1
℘(z) dz. Here ℘(z) is
the Weierstrass ℘-function, and α1 a cycle on T homologous to [0, 1].
Secondly, the expression on the right hand side is known to map the rectangle
[0, 1/2]× [0, τ/2] to the (suitably slit) right half plane ([7]). In particular, the
values of ϑ′(z)/ϑ(z) will have positive real part. By symmetry and for any
p ∈ [0, 1/2] and any z ∈ [0, τ/2], h(z, p) will thus be a positive real number,
as claimed.
The second case p → 0 follows from the first by exchanging p and q and
noting that the only thing that changes is the orientation of the integration
path.
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(a) (2,3,6) (b) (2,4,4)
(c) (2,6,3) (d) (3,6,2)
Figure 7.4: Symmetric case: equal exponents
The following table lists all possibilities of admissible angle combinations,
except the cases of equal angles (i.e. r = s = 3 or r = s = 4). These
cases reduce to the (r, 2, t) cases of section 4, because the two hinges become
symmetric, each being part of a (r, 2, t)-triangle.
r s Relation between p and q
2 3 6p+ 8 Re(q) = 1
2 4 4p+ 6 Re(q) = 1
3 6 8p+ 10 Re(q) = 3
6 2 5p+ 3 Re(q) = 1
7.2 Exponents have opposite signs
Without loss of generality, we can assume that a < 0 and b > 0.
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In this case, the two hinges arrange themselves above each other and need
to be matched up so that two edges are parallel and of the same length:
?? ??
??
??
??????
???????
Figure 7.5: Minimal (2, 3, 6)-patch with schematic hinges of the symmetry
planes
There is a more intuitive way to understand the resulting surfaces geomet-
rically, namely as vertically stacking two of the basic cases with the same
underlying triangle group on top of each other. For instance, the (2, 4, 4)-
surface (aka Schwarz P) and the (4, 4, 2)-surface (aka Schoen S’-S”) from the
basic case family can be combined into the (2, 4, 4)-surface of the current
family, see figure 7.6. The different appearance compared to figure 7.7 is due
to a different assembly of the surface from the fundamental piece Σ.
Figure 7.6: Joining the basic cases (2, 4, 4) and (4, 4, 2)
We normalize the divisors such that the edges [−p, p] and [q, 1− q] are to be
matched. Let a = −(r − 1)/r and b = (s− 1)/s
This implies that we need the angle α0 between Π[−p,p] and Π[−q,q] to be equal
to pi/s.
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By proposition 5.1, the angle between the planes Π[−p,p] and Π[−q,q] is equal
to pi (a(2p− 1) + b(2 Re(q)− 1)), and we obtain the constraint
a(2p− 1) + b(2 Re(q)− 1) = 1
s
.
Again, all combinatorially possible cases are listed in the table below. Two of
the cases have been discovered earlier by A. Schoen (I-WP) and H. Karcher
(T-WP). These are particularly simple in that r = s. This allows for more
symmetric solutions to the period problem with −p+ Re(q) = 1/(2(r − 1)).
This results in horizontal straight lines on the surfaces, namely as images
of the vertical lines through p, q and −p,−q. Thus, the period problem is
solved automatically. The other surfaces are probably new.
Name r s Relation between p and q
2 4 2p− 3 Re(q) = −1
2 6 6p− 10 Re(q) = −3
2 3 6p− 8 Re(q) = −3
3 6 4p− 5 Re(q) = −1
Schoen I-WP 4 4 6p = 3 Re(q) = 1
Karcher T-WP 3 3 24p = 8 Re(q) = 3
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(a) (2,3,6) (b) (2,4,4)
(c) (2,6,3) (d) (3,6,2)
(e) (3,3,3) (f) (4,4,2)
Figure 7.7: Symmetric case: opposite exponents
Note that any solution pair (p, q) to the period problem is isometric to (1/2−
p, 1/2 − q) by shifting the divisor by 1/2 and taking the reciprocal. The
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constraint equation will be slightly different then.
We will now show how to solve the period problem, using an extremal length
argument.
Theorem 7.2. For any −1 < a < 0 and 0 < b < 1, there is a 1-parameter
family of values of any τ ∈ iR+ such that the union of the hinges Hp and Hq
forms a triangle.
Proof. Recall that we labeled the points in Z so that p0 = −p, p1 = p and
q0 = −q, q1 = q. The images of these points under a Schwarz-Christoffel
map are denoted by Pi and Qj, respectively.
Denote by Γ1 the cycle in a periodic polygon connecting [P0, P1] with [Q−1, Q0],
by Γ2 the cycle connecting [P0, P1] with [Q1, Q2].
The period condition requires that all edges of Σ corresponding to [P0, P1],
[Q−1, Q0] and [Q1, Q2] lie in a same plane. We will now reinterpret this con-
dition in terms of the geometry of the periodic polygons Φ1(Z) and Φ2(Z).
The periodic polygon Φ1(Z) will have angles pi/r at P1 and pi/s at Q0. By ro-
tating G, we can assume that the segments [P0, P1] in both periodic polygons
are on the real axes and point to the right.
By Proposition 5.2, the polygons Φ1(Z) and Φ2(Z) are symmetric with re-
spect to a reflection about a vertical line, see figure 7.8. Note, however, how
the labeling of the corners changes.
To have [P0, P1] to vertically line up with [Q−1, Q0] in Σ, we need the imagi-
nary parts of the periods of Γ1 in Φ1(Z) and Φ2(Z) to be complex conjugate.
Equivalently, the period problem is solved if and only if the horizontal seg-
ment from Q−1 to Q0 is at the middle of the height of the points P−1 and
P0.
??
??
??
??
??
??
??
???
?? ???
????
??
??
?? ???
??
??
??
??
Figure 7.8: Period condition and extremal length comparison
A periodic polygon with these properties can be uniquely constructed using
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as parameters a pair of numbers d1 > 0 and 0 < d2 < 1. Here d1 measures
the horizontal distance from P0 to the opposite boundary arc, and d2 the
horizontal distance from Q1 to the opposite boundary arc, see figure 7.8.
However, such a periodic polygon does not necessarily correspond to a rect-
angular torus with points p0, p1 and q0, q1 placed symmetrically. By a trans-
lation, we can assume that p1 = −p0 are symmetric, but not so for q0 and
q1, see figure 7.9.
?? ?
??
?? ??
??
Figure 7.9: Extremal length comparison
Thus the period problem in this setting becomes the problem to find d1, d2
so that Z enjoys the additional symmetry q1 = −q0.
To measure the conformal symmetry of the periodic polygon, we use the
extremal lengths ext(Γ1) and ext(Γ2) of the two cycles Γ1 and Γ2. Then
q1 = −q0 if and only if ext(Γ1) = ext(Γ2). This is because we can map Z
conformally to the upper half plane, where the cross ratio of the image points
of −p, p, q−1, q0 is determined by ext(Γ1).
We will now construct a 1-parameter family of values for (d1, d2) such that
the corresponding periodic polygon is conformally symmetric as desired. To
this end, we introduce a technical parameter M for this family:
Let f : (0, 1)→ (0,∞) be a bijection, and consider for fixed M ∈ (0,∞) the
set ∆M of all (d1, d2) with d1 + f(d2) = M . We claim that for any M > 0
there is at least one pair (d1, d2) ∈ ∆M with ext(Γ1) = ext(Γ2).
If d1 → 0, d2 stays bounded away from 0, and we obtain ext(Γ1)→∞ while
ext(Γ2) stays bounded. Similarly, when d2 → 0, ext(Γ2)→∞ while ext(Γ1)
stays bounded. The claim now follows from the intermediate value theorem.
Hence we obtain a 1-parameter family of solution of the period problem, with
parameter M .
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Numerical evidence suggests that one can take τ ∈ iR+ as the family param-
eter as well.
8 Higher Genus
The method above can be used to create many further examples of triply
periodic minimal surfaces, by adding corners to the periodic polygons. This,
however, also increases the dimension of the period problem. While there
are methods available to solve such problems, it doesn’t appear to be worth
the effort at this point.
We briefly discuss two more cases which give examples of higher genus sur-
faces, which are related to surfaces that have been discussed in the literature.
8.1 The Neovius Family
For this family, we assume the reflectional family about the x1x2-plane as
usual. The lower edge of T is to have two corners at ±p, while we assume
four corners in the upper edge at ±q1 + τ/2 and ±q2 + τ/2.
We label the exponents at p, q1, q2 as a, b1, b2.
Our Neovius family has the exponents defined by
a =
1
r
− 1 < 0,
b1 = 1− 1
s
> 0,
b2 = 1− 1
t
> 0.
In the case (r, s, t) = (2, 4, 4), we obtain a surface discovered by Schwarz’
student Neovius (in the case of full cubic symmetry, [10]). This case as well
as the (3, 3, 3) case ([3]) allows for an additional symmetry with p = 1/4 and
q1 + q2 = 1/2, which renders the period problem 1-dimensional.
All other cases require to solve a 2-dimensional period problem, and lead to
1-parameter families, whose existence we have established numerically.
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(a) (2,3,6) (b) (2,4,4)
(c) (3,2,6) (d) (3,3,3)
(e) (4,2,4) (f) (6,2,3)
Figure 8.1: Neovius Family
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8.2 The Multiple Spout Families
One of the motivations behind this paper was to understand the possibility of
creating minimal vertical cylinders with spout-like openings pointing in sev-
eral directions, where the “spouts” are bounded by planar symmetry curves
meeting at the same angle for each direction. By choosing the angles suitably
and closing the periods so that the tips of the spouts line up, replicating such
a surface by reflection gives embedded triply periodic minimal surfaces.
(a) (b) (c)
Figure 8.2: Minimal cylinders with spout-like openings
Again we assume the reflectional family about the x1x2-plane as usual. The
lower edge of T is to have to corners at ±p, while we assume 2n corners in
the upper edge at ±qi + τ/2, i = 1, . . . , n.
We label the exponents at p (resp. qi) as a (resp. bi) and set a1 = (1−r)/r < 0
and bi = (−1)i(s− 1)/s.
This results in surfaces with r directions into which the spouts point, and
spout angles of 2pi/s.
Obtaining embedded surfaces requires to solve an n-dimensional period prob-
lem. In Figure 8.2, we show solutions for (r, s, t) = (3, 6, 2) for n = 1, 2, 3.
The surfaces obtained in these families are closely related to the minimal
surfaces obtained by Traizet in section 5.2 of [16]. There he describes surfaces
that can be obtained by gluing singly periodic Scherk surfaces together, which
have been placed at the vertices of a periodic tiling of the plane. However,
his theorem does not apply to all cases, as the underlying tilings are not rigid
(in Traizet’s sense).
Below are pictures for all combinatorially possible distinct cases for n = 2.
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(a) (2,3,6) (b) (2,4,4) (c) (2,6,3)
(d) (3,2,6) (e) (3,3,3) (f) (3,6,2)
(g) (4,2,4) (h) (4,4,2) (i) (6,2,3)
(j) (6,3,2)
Figure 8.3: Double Spout Family
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9 Embeddedness
In this section, we show the following:
Theorem 9.1. All of the triply periodic minimal surfaces discussed above
are indeed embedded.
Proof. The approach is quite standard, and goes as follows:
Instead of looking at Σ, we will look at the conjugate surface Σ∗. The piece
corresponding to the domain [0, 1/2]× [0, τ/2] will be denoted by Σ∗0. By our
symmetry assumption, it has polygonal boundary.
According to Rado´ and Nitsche ([12, 11]), a given Jordan curve in R3 which
projects monotonely onto a convex curve in a plane, has a unique Plateau
solution which is a graph over the convex domain bounded by the planar
curve.
Then, according to Krust ([4]), the conjugate of Σ∗0 will also be a graph, and
in particular be embedded within the fundamental prism determined by the
reflection triangle and the horizontal symmetry planes.
Finally, reflecting at the symmetry planes will only generate disjoint copies,
leaving the entire surface embedded.
Thus, all we have to show is that the polygonal boundary of Σ∗0 is a graph
over a convex domain, possibly except for finitely many vertical segments.
The polygonal boundary contour of Σ∗0 consists of horizontal segments, each
perpendicular to the symmetry plane in which the corresponding planar sym-
metry curve of Σ0 lies. In addition, the image segments of the boundary
intervals [0, τ/2] and [1/2, (1 + τ)/2] are vertical segments. The angles be-
tween consecutive horizontal segments are the angles of the reflection group
triangles.
We will now discuss the embeddedness of the surfaces from the family in
section 7.2. From the angle condition we deduce that the two image segments
of [0, p] and [q, (1 + τ)/2] are parallel. Thus we can assume without loss that
they are parallel to the x1-axis. In addition, the image segments of [0, τ/2]
and [1/2, (1+ τ)/2] are parallel to the x3-axis, as noted before. As the angles
at the corners corresponding to p and q are pi/r and pi/s, respectively, the
entire boundary contour lies above a rectangle in the x2x3-plane, and is a
graph except for the two vertical segments.
The argument for the other families is even simpler.
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Figure 9.1: Conjugate and original patch of the (3, 6, 2)-surface
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