We analyze the sizes of standard cointegration tests applied to data subject to linear interpolation, discovering evidence of substantial size distortions induced by the interpolation. We propose modifications to these tests to effectively eliminate size distortion from such tests conducted on data interpolated from end-of-period sampled low-frequency series. Our results generally do not support linear interpolation when alternatives such as aggregation or mixed-frequency-modified tests are possible.
1 Introduction Bergstrom (1976) edited a volume on statistical inference in continuous time economic models. The contributors were Bergstrom himself, Phillips, Robinson, Sargan and Wymer. Chapters 5 through 8 were written by Peter Phillips, and covered a variety of topics ranging from structural estimation of continuous models to identification issues. Last but not least, Chapter 8, which was based on Chapter 6 of his dissertation, provided a number of empirical applications.
In that chapter, Peter Phillips uses a discrete time VARX model corresponding to a linear stochastic differential equation with exogenous variable inputs. The chapter deals with temporal aggregation and in more subtle ways also mixed-frequency data issues. In particular, the discrete time VARX model involves a weighted integral of the exogenous variables and that integral is approximated using the higher-frequency data. This work was a precursor to later work by Zadrozny (1988) , who studied Gaussian MLE of continuous time ARMAX models when data are stocks and flows at different frequencies.
The topic of mixed frequency data, temporal aggregation and linear interpolation is being researched again more intensely in recent years and it is therefore quite appropriate to remind ourselves of the pioneering work in the area done by Peter Phillips. While the broad topic of this paper relates to the early work of Peter Phillips, the more narrowly defined specific topic does as well. Namely, in this paper we examine the effects of linear interpolation on the size of standard tests for cointegration and develop modified test statistics to correct for size distortions induced by linear interpolation between the last high-frequency observations of low-frequency intervals. Generally speaking, data transforms, including interpolation, will likely affect finite sample distributions and in some cases asymptotics. The case considered in the aforementioned 1976 chapter by Peter Phillips (and the corresponding Phillips (1974) paper on estimation and inference) involves transforms that are nonlinear functions of the model parameters in a stationary continuous time setting. In such a case he worked out the bias effects as an order of the sampling interval.
The topic of this paper also extends research on cointegration under the assumptions of temporal aggregation or mixed sampling frequencies. In particular, Stock (1987) , Granger (1990) , and Phillips (1991) were among the first to analyze cointegration under temporal aggregation, and important contributions have been made by Marcellino (1999) and Chambers (2003 Chambers ( , 2011 , with simulation studies on the properties of cointegration tests conducted by Hooker (1993) , Hu (1996) , and Haug (2002) . In the setting of cointegrated series observed at different frequencies, a number of recent contributions have been made by Miller (2011 Miller ( , 2013 , Götz et al. (2012 Götz et al. ( , 2013 , and Seong et al. (2013) .
More specifically, the research in this paper extends the recent work by the authors (Ghysels and Miller, 2013) on the effects of temporal aggregation and mixed sampling frequencies on the size of such tests. The latter show that, even though aggregation does not change the cointegrating vector, aggregation can cause size distortion in cointegration tests and thus in tests using either low-frequency or mixed-frequency series when the data are generated at a higher frequency. Ghysels and Miller (2013) -henceforth GM -consider Johansen's (1988) likelihood-based trace test (when in general more than one cointegrating relationship is allowed) and Engle and Granger's (1987) residual-based tests, or the modified tests of Phillips and Ouliaris (1990) (when no more than one cointegrating relationship is allowed).
GM show that when all series are skip sampled in the same way -e.g., when all series are observed only in December or January of each year -then there will be no size distortions. Considering a second case, where possibly cointegrated series are average sampled (or cumulated, as flows would be), GM show that size distortions are expected, although they characterize an upper bound that is still acceptable when all series are sampled or aggregated in the same way. Third, consider testing for cointegration between stock and flow variables, where the series are aggregated or sampled differently. GM show that in such cases size distortion can be quite severe. The most severe size distortions that they find appear to be in the case in which series are skip sampled differently -e.g., when one series is sampled only in December but another only in January.
GM go beyond characterizing size distortions. They also propose novel ways to solve the size distortion problems. Often series are actually available at different frequencies: for example, prices are recorded monthly and GDP quarterly. One can take advantage of mixed sampling frequencies to address size distortions. Namely, instead of running a lowfrequency (henceforth LF) trace test, GM propose to keep the high frequency (henceforth HF) and run a mixed-frequency (henceforth MF) trace test. Generally, the smallest size distortions possible using the latter MF approach will be smaller than those using the former LF approach.
How do we run MF tests to minimize distortion? GM rely on MF vector autoregressive models modified in a straightforward way for the trace test. If feasible, this trace test suffers from size distortion only from the LF series already aggregated by a statistical agency. In the case of the residual-based tests, size distortion is unavoidable with a MF regression, because the weights assigned to the HF regressors cannot be estimated consistently using OLS under the null. Instead, GM propose a nonlinear MIDAS scheme based on an exponential Almon lag function that is estimated using NLS. The purpose of the exponential Almon function is simply to restrict the weights to the unit interval in order to limit magnitude of the inconsistent estimates. The residual-based tests are the standard Dickey-Fuller or PhillipsPerron tests run on NLS residuals rather than on OLS residuals.
In the present paper, we examine a different setting, in which high-frequency series are constructed or available from linear interpolation of the LF data. Our research and findings closely complement those of GM in the sense that an econometrician faced with a MF problem -i.e., series observed at different frequencies -may choose either (a) to aggregate the HF series to the lowest frequency (considered by GM), (b) to modify the tests to take into account the different frequencies (considered by GM), or (c) to impute the LF series to the highest frequency. The common imputation method of linear interpolation is considered here.
Because of the interpolation, although the tests are implemented with HF series, these series are not all genuinely observed. We thus offer critical insights into size distortions of cointegration tests conducted on data that are already subject to interpolation or are deliberately interpolated by the econometrician. Further, since HF series may be imputed using some other (perhaps unknown) method, the size distortions that we obtain using linear interpolation are suggestive of those that might be obtained using an alternative imputation method.
Further, we propose modifications to the three cointegration tests to effectively eliminate size distortions resulting from using the standard critical values. These modified tests are tailored specifically to commonly employed end-of-period (EOP) interpolation -i.e., interpolation that assumes the LF data are sampled at the end of each LF period, as opposed to, say, the beginning. These modifications may not be robust to alternative types of imputation, or to EOP interpolation conducted on data that were not EOP sampled.
Overall, our findings in this analysis and in that of GM suggest that the MF approaches advocated in GM are most desirable, and particularly so in cases in which the econometrician does not know how the LF series at hand were aggregated. Conducting tests using unmodified test statistics on linearly interpolated HF data is never advisable, because the size distortion appears to be severe in every case that we consider. Using modified test statistics may alleviate the problem, but the size distortion is only eliminated in the possibly unrealistic case that we know that the series were EOP interpolated from EOP sampled LF data.
The rest of the paper is structured as follows. We lay out our basic modeling assumptions, discuss interpolation, and present the theoretical analysis in the following section. In Section 3, we present Monte Carlo simulations to illustrate the asymptotic results using a finite sample and to numerically compare the size distortions obtained with those of GM. We apply linear interpolation and the modified test statistics to stock prices and dividends in Section 4, and Section 5 concludes with some practical recommendations encompassing all three approaches (LF, MF, and HF) to cointegration testing considered by GM and in this paper. An appendix contains proofs of the main analytical results.
We make use of the following notational conventions throughout the paper. C ⊗ D is the usual Kronecker product and C ⊙ D denotes the element-by-element (Hadamard) product. We use ι to denote a unit vector of length given by the context in which it is used.
Observation Frequency and Interpolation
In order to introduce linear interpolation, suppose an I(1) series (y L,t−i/m ) of random p L × 1 vectors is generated at a high frequency but observed only at the end of a low-frequency period. Here t = 1, ..., T indexes the low frequency and i = 0, ..., m − 1 for m < ∞ indexes the high frequency vectors within each LF period, and we let the total number of vectors equal M = mT . 1 Specifically, the data-generating process (DGP) involves (y L,t−i/m ) for t = 1, ..., T and i = 0, ..., m − 1, but only (y L,t ) for t = 1, ..., T and i = 0 is observed.
Stocks, such as interest rates, exchange rates, stock market and other prices, are typically sampled at the end of a particular period even though they evolve at a much higher frequency. End-of-period (EOP) sampling of this type is a special but important case of skip sampling -i.e., sampling the HF series every m periods to create a LF series. GM considered yet more general aggregation schemes, but found that skip sampling is the only type of aggregation scheme that does not result in any asymptotic size distortion of these tests. Furthermore, among skip sampling schemes, EOP sampling generates the least number of asymptotically negligible terms in the distributions, providing the best outlook for avoiding size distortion in finite samples.
Let (y L L,t−i/m ) denote a series of linearly interpolated values of (y L,t ). That is, the subscript L denotes that the series is observed only at the LF, but the superscript L denotes that the LF series has been linearly interpolated to the HF. Specifically, the linearly interpolated series may be written as either
The latter will generally be more convenient for analysis, since the first and second terms are uncorrelated when increments of (y L,t−i/m ) are uncorrelated. Note that △ = 1 − L denotes a LF difference, while we use △ (1/m) = 1 − L 1/m with a HF lag L 1/m to denote a HF difference. Linear interpolation multiplies the number of observations by m, but adds no marginal information at HF increments.
The full HF DGP that we consider may also involve an additional I(1) series (y H,t−i/m ) of p H × 1 vectors observed directly at the HF, so that
is a p × 1 vector with p = p L + p H . In other words, the series consisting of each of the p elements of y t−i/m are all I(1), but p L are observed only at the end of each LF period and p H are observed directly at the HF. Without loss of generality, we assume that the vector y t−i/m is sorted with a LF series first. 2 We assume an invariance principle of the form
where B is a vector Brownian motion with variance Σ. Thus, B = Σ 1/2 W , where W is a vector of independent standard Brownian motions and Σ = Σ 1/2 Σ 1/2′ is the usual lower triangular Cholesky decomposition. We assume that the increments △ (1/m) y t−i/m of the DGP have no serial correlation, in order to demonstrate the size distortion from linear interpolation in its most basic form. Thus, Σ represents both the long-run and contemporaneous variances of △ (1/m) y t−i/m . 3
Cointegration Tests
It is natural to conduct cointegration tests on the linearly interpolated data as if they were the actual HF data. Unlike with mixed-frequency data, there is no obvious obstacle to the implementation of such tests. Using otherwise familiar notation from the cointegration literature, we define
which result from interpolating the observed LF series to the HF. Further, define the four sample moments R jk = M −1 t m−1 i=0 r j,t−i/m r ′ k,t−i/m for j, k = 0, 1. Like GM and previous authors, we analyze the trace test only under the null hypothesis of no cointegrating vectors -i.e., p linearly independent stochastic trends. In this sense, the nulls of no cointegration are the same across the three tests, even though the alternatives are different. The usual trace test statistic conducted on the observed and interpolated HF data may be written asψ
11 R 10 R −1 00 R 01 ) up to an asymptotically negligible term (see Johansen, 1995 , for a more detailed explanation).
Consider the benchmark case in which all data are observed at the HF -i.e., in which there is no MF problem and no linear interpolation is involved or needed. In that case, the test statistic has the well-known limiting distribution of
where the only nuisance parameter is the number of stochastic trends under the null hypothesis.
To introduce the residual-based cointegration test statistics in this context, denote the first series in r 1,t−i/m by r 11,t−i/m and the vector of remaining series by r 21,t−i/m , so that
whereβ is the least squares estimator of the regression coefficient vector of the regression of r 11,t−i/m onto r 21,t−i/m . The residualbased Dickey-Fuller tests may be written aŝ
using this notation. Similarly to Phillips and Ouliaris (1990) 
The distributions of the test statistics are given bŷ
in the benchmark case in which all data are observed at the HF.
Limits with Linearly Interpolated Series
The limits of the three test statisticsψ M ,ρ M , andτ M very clearly depend on the limits of M −1 R 11 , R 00 , and R 10 , which we present in the following lemma for the more general case in which some series are subject to linear interpolation. To write these limits, define
to be block diagonal matrices with rows partitioned identically to those of y t−i/m in (1) and columns partitioned identically to those of its transpose. Note that the dimension of the unit vector ι is contextual: Lemma 1. Sample moments R 11 , R 00 , and R 10 using some linearly interpolated and some observed HF series have limits given by
The result in part [a] is the same as in the benchmark case, which is as expected. As pointed out by Miller (2010) , although linear interpolation adds nonlinearity and nonstationary through the term m −1 (m − 1 − i)△y Lt , the nonlinearity and nonstationarity of this term is only mild and the term is still dominated by the I(1) term y L,t−1 . More fundamentally, continuous functions created by linearly interpolating discrete functions representing discrete time series have been used to prove invariance principles of the type we assume here -specifically, Donsker's theorem. Additional linear interpolation is redundant as the discrete intervals vanish in the limit.
The limits of parts [b] and [c] in the HF benchmark case are respectively Σ and BdB ′ . Deviations from these benchmark limits are driven by the fact that the I(1) term y L,t−1 of the linearly interpolated series is observed only at the LF and is completely eliminated by the HF difference. The difference of the second term m −1 △y Lt remains, and the limits reflect the structure of that term. The matrix m −1 ιι ′ in the upper left corner of C m that reflects only the linearly interpolated series can be interpreted intuitively: repeating the same information m times through interpolation decreases the limiting variance by a factor of m. Note that the benchmark results correspond to C m = ιι ′ and D m = 0. In other words, the benchmark results are obtained for [b] and [c] only when no interpolation is neededwhich is indeed the benchmark case.
To present the limiting distributions of the three tests, the lower block-triangular decomposition Σ = L ′ L employed by Phillips and Ouliaris (1990) is particularly convenient. This decomposition is distinct from the usual lower triangular Cholesky decomposition defined above. We may write B = L ′ W or B = Σ 1/2 W , but note that L ′ = Σ 1/2 . (See the proof of Theorem 2 in the appendix for the explicit form of L.) Using the inverse of the matrix L,
Theorem 2. The three test statisticsψ M ,ρ M , andτ M for tests conducted on mixtures of HF and linearly interpolated series have limiting distributions given by
as T → ∞.
To make more evident the resulting size distortion from linear interpolation, the limits in the theorem may be written aŝ
where ψ, ρ, and τ are the standard limiting distributions defined above.
As expected, the benchmark results are obtained only when C m = ιι ′ so that C + m = I and D m = 0 so that D + m = 0. On the other hand, these simplify to
if all series have been linearly interpolated. A case in which all series have been linearly interpolated might be one in which the econometrician observes one or more high frequency series known to be interpolated and then interpolates any remaining LF series. Such a situation seems unusual, and this case has limited practical relevance. Of much more practical relevance is the case in which some series are interpolated, but not others. In particular, the econometrician starts from a MF situation and simply interpolates only the series observed at the LF. Size distortion is evident from Theorem 2 in any case involving linear interpolation.
Because this specific type of interpolation under this specific sampling assumption -i.e., EOP interpolation applied to EOP sampled series -entails a specific and relatively simple multiplicative structure involving C m and D m in Lemma 1, size corrections that avoid simulations to generate new critical values are possible. Specifically, the test statistics may be modified so that the rather complicated limits in Theorem 2 reduce to the standard benchmark limits ψ, ρ, and τ .
To this end, defineC
00 ≡C m ⊙ R 00 provides a consistent estimator of Σ, which is the limit of R 00 in the HF benchmark case. Likewise, to eliminate the nuisance term from the limit of R 10 , we may define R (m)
, it clearly has a limiting distribution given by BdB ′ , the limit of R 10 in the HF benchmark case.
Corollary 3. Modified test statistics with limits given respectively by ψ, ρ, and τ are:
10α , and
Appropriately modified test statistics thus have the standard limiting distributions. Consequently, critical values based on these distributions are asymptotically valid. Such test statistics, correctly applied, employed using large samples, and compared to these critical values, will not exhibit any size distortion.
Finite-sample Comparisons
We conduct Monte Carlo simulations in order to illustrate the magnitudes of the size distortions evident from the discussion following Theorem 2 and in order to illustrate the reductions in these distortions offered by the modified test statistics of Corollary 3. The basic setup is exactly that of GM and previous authors. We use a bivariate DGP given by △ (1/m) y t−i/m = ε t−i/m with Σ = var(ε t−i/m ) = 1 ς ς 1 under the null. We let m = 12 and T = 200, generating 2400 high-frequency observations, as would be the case with 200 years of monthly data. We conduct 1000 simulations of each model and calculate critical values based on those that gave a size of 0.05 for the HF DGP, so that we can eliminate any size distortion from the random seeds used in the simulations. Tables 1 and 2 show the results of the Monte Carlo simulations for ς = 0 and ς = 0.9 respectively. In these tables, EOP denotes that end-of-period sampling is used for aggregation, BOP denotes that beginning-of-period sampling is used, and Flat denotes that flat sampling (average sampling -i.e., equal weights) is used. The seasonal weighting scheme, denoted by Seas, is given by (1, 3, 9, 1, 3, 9, 1, 3, 9, 1, 3, 9)/52.
The top panels of each table show the sizes of tests with statisticsψ T ,ρ T , andτ T using series completely aggregated to the lowest frequency. The second panels show the sizes from the GM test statisticsψ * T ,ρ * T , andτ * T adapted to use series at different frequencies directly. To reiterate the findings of GM corresponding to the top two panels of the tables, the sizes when all series have been aggregated identically are not excessive. The maximum appears to be 0.078 for the case of flat sampling, which indeed GM showed yields the maximum size distortion when all series are aggregated in the same way. The fact that the sizes from EOP and BOP sampling are not exactly equal to the 0.050 nominal size for all three tests is simply due to small-sample bias. Further, as GM discussed, the MF trace test works very well -the MF strategy dominates the LF strategy in almost every case. However, the MF residual-based tests using OLS yield very substantial size distortion due to inconsistent weight estimation under the null, which is quite evident for both of these test statistics in both tables under any aggregation scheme.
The middle two panels of Tables 1 and 2 show sizes from the usual (unmodified) test statisticsψ M ,ρ M , andτ M conducted on HF data subject to linear interpolation. Specifically, the first of these shows size from tests with both series subject to the type of aggregation denoted in the respective column and then interpolated using EOP linear interpolation -e.g., annual data are treated as December data regardless of how the annual data were actually aggregated. The second of these panels shows similar results when only one series is subject to aggregation and interpolation, but the other is observed at the original HF. The latter case is of more practical value: such would be the case if a researcher encounters mixed-frequency series, where the underlying aggregation scheme of the LF may be unknown and interpolates the LF series to the HF.
All of the unmodified tests in both tables with one or more linearly interpolated series exhibit unacceptably large size distortions. Although some size distortion is expected from the analytical results above, the large magnitudes may be somewhat surprising. The trace tests are all extremely oversized. The residual-based tests are either extremely oversized or undersized. Specifically, when both series are subject to linear interpolation, these tests are undersized regardless of ς. When only one series is subject to linear interpolation, the tests are undersized for ς = 0 but oversized for ς = 0.9. There may be a value of ς for which the tests are approximately correctly sized, but of course ς is determined by the data in practice.
The last two panels of Tables 1 and 2 show sizes from the same two cases as above, but with test statisticsψ
M modified as in Corollary 3. Note that only the first column is "correct" in the sense that one or both series are subject to EOP sampling, then linearly interpolated as if EOP sampled, and then the test statistics are modified to take into account EOP sampling. Indeed, the size distortions are not very large for any of the modified test statistics in the first column. 4 The remaining columns show size when one or both LF series are subject to a type of aggregation/sampling other than EOP but linearly interpolated as if EOP sampled with statistics modified for EOP sampling. The size distortion associated with these improperly modified test statistics depends very much on the aggregation scheme and cross-sectional correlation ς of the error. When both series are linearly interpolated, BOP works well even though the modified tests are designed for EOP. Indeed, the modified tests eliminate the effects of interpolation as they are intended, so that the results are almost identical to those of the uninterpolated LF series. Of course, tests based on these series may suffer from size distortions even without the distortion caused by linear interpolation.
When only one series is interpolated, BOP only works well when ς = 0 -i.e., in the somewhat unrealistic case in which the error variance matrix is diagonal. Otherwise, size distortion with BOP is quite large when ς = 0.9. The other two aggregation schemes generally lead to unacceptable size distortions, except the modified trace statistic seems to work reasonably well in the case in which ς happens to be zero. The only difference to note is that, similarly to the unmodified tests, the sign of the size distortion of the residual-based tests depends on ς when only one series is interpolated, with the size increasing in ς.
To synthesize the results in Tables 1 and 2 , suppose that we have series observed at different frequencies and we know that the LF series was EOP sampled. The first column of each table shows us that we may either EOP sample the remaining HF series, run the GM tests directly on the MF series, or linearly interpolate the LF series with appropriately modified test statistics. All three of these approaches yield approximately correct sizes, and we only go wrong by using linear interpolation without modifying the test statistics.
Instead, suppose that we know that the LF series was sampled by some other method. A MF approach to the trace test along the lines of GM is sensible, but not a MF approach to residual-based tests using OLS. Aggregating all of the series in the same way does not generate very much size distortion for any of the three tests, so this approach is reasonable. Using linear interpolation and modified tests under the incorrect EOP assumption may generate severe size distortion. The best cases using interpolated data seem to yield about the same size as using aggregated data, so linear interpolation is not recommended in this case.
Finally, suppose that the way in which the LF series was aggregated is unknown. Again, the MF approach dominates other approaches to the trace test, but the choice is less obvious for the residual-based tests. GM show that size distortion is excessive when the data are subject to different aggregation schemes, which would be the case if the remaining HF series is aggregated incorrectly. Thus, all three options (aggregation, MF, interpolation) may severely distort the size of residual-based cointegration tests. To ameliorate the size distortion, GM propose a MF approach using a nonlinear MIDAS approximation, and they show that size distortion may be more acceptable using residual-based tests on residuals from a model with an exponential Almon lag function with parameters estimated using NLS. Since that approach dominates simple aggregation, we also recommend it over linear interpolation in this case. The reader is referred to GM for more details on how this test is constructed.
Overall, our simulations do not yield any convincing reason to use linearly interpolated data if there is a choice not to do so. The modified test statistics work well in the situation for which they were designed, but may be deeply flawed otherwise. In the most optimistic situations, the performance of tests using linearly interpolated series equals that using series aggregated in the same way. Thus, the recommendations made by GM of using MF approaches over LF approaches also hold over the HF approaches considered here.
Application to Stock Prices and Dividends
As do GM, we consider the problem of testing for cointegration between log stock prices and log dividends. The data from Robert Shiller's website 5 pertaining to his book Irrational Exuberance are essentially available at different frequencies, since prices are available monthly, while dividends are available annually. In order to put these series in the context of our theoretical framework, we are assuming that both series are generated at a monthly frequency -or possibly more often. Annual aggregation of dividends is a process that is upstream of our analysis in the sense that we do not have disaggregated dividend data. Faced with a mixed-frequency problem, Shiller made both series available at both frequencies. Shiller (1989) first created annual prices from sampling monthly prices only in January (a BOP scheme), and then he created monthly dividends by linearly interpolating annual dividends (Shiller, 2000) . GM studied leaving the data at different frequencies (MF approach) and aggregating monthly prices (LF approach), and we focus on interpolation (HF approach) here.
Both series run from 1871 through 2012, so that T = 142. Because prices are monthly, clearly m = 12 so that M = mT = 1704. 6 We let P and D denote the log of nominal prices and nominal dividends. Figure 1 plots the log price dividend ratio. Another way of looking at this ratio is that it is the residual from imposing a cointegrating vector of (1, −1) ′ on the two series. It seems clear from the figure that (1, −1) ′ does not cointegrate log prices and log dividends. Moreover, Phillips et al. (2013) find evidence in support of explosive roots in this ratio over a similar period of time. The lack of cointegration could reflect a bubble or a structural break of some sort -e.g., an increase in market capitalization of tech firms that do not pay dividends. Our goal here is simply to illustrate how radically the test results vary according to how a researcher handles the practical obstacle posed by different sampling frequencies. We do not impose the cointegrating vector (1, −1) ′ , in order to be as generous as possible in favor of the cointegration result that does not appear to hold.
As in GM, we consider the following hypotheses and tests:
• Trace test: -H 0 (1) : 1 cointegrating vector (1 distinct stochastic trend), versus H A (2) : 2 cointegrating vectors (all series stationary).
• Coefficient and t-tests:
No cointegrating vector (2 distinct stochastic trends), versus H A (1) : 1 cointegrating vector (1 distinct stochastic trend).
Unit root tests (not shown) support stochastic trends in the individual series. In fact, Phillips et al. (2011) focus on distinguishing explosive roots from unit roots in stock prices and dividends over a different time period, so nonstationarity of the individual series does not seem controversial and we should not find evidence for H A (2) using the trace tests. Specifically, we should fail to reject either H 0 (0) or H 0 (1) against H A (2). The price dividend ratio plotted in Figure 1 and our beliefs about the possibility of structural breaks or bubbles suggests that H 0 (1) should not hold, either. Thus, we should also fail to reject H 0 (0) against H 0 (1) using the residual-based tests.
Our empirical results and some of those replicated from GM appear in Table 3 . We implement the cointegration tests on demeaned and detrended series P and D: a trend is allowed in the cointegrating relationship and a drift is allowed in differences. Annual-EOP uses annual D with December P (EOP sampled), Annual-BOP uses annual D with January P (BOP sampled), Annual-Flat uses annual D with annual average P (flat sampled). MF denotes the mixed-frequency VECM for the trace test and residual-based tests using an unrestricted mixed-frequency regression estimated using OLS. BOP-Lerp denotes JanuaryJanuary linear interpolation, which is what Shiller (2000) did to create monthly dividend data. EOP-Lerp denotes the much more common type of linear interpolation discussed above (December-December), and EOP-Lerp-M denotes tests modified to take into account this type of interpolation as in Corollary 3. Again, the LF and MF results are reproduced from GM. They concluded that the most sensible LF results in this case were obtained using BOP sampling of log price, since this yields results most similar to the MF results for the trace test. The latter should not exhibit any size distortion other than the unavoidable size distortion from observing log dividends at the LF already. We cannot expect to do any better than these cases using linear interpolation, but we can do much worse.
Relative to the case of BOP sampling of prices with annual dividends, the case of BOP sampling with linear interpolation shows a serious outlier: the trace test of H 0 (0), the null of no cointegrating vectors (two distinct stochastic trends), is strongly rejected against the null of two cointegrating vectors. Such a strong rejection due to size distortion is expected from the simulations above. That the residual-based test values are similar to those of the BOP case is likely a coincidence. Recall from the simulations that the direction of the size distortions in cases of one series linear interpolated with unmodified test statistics depends on the unknown parameter ς. We get the expected conclusion that there are two distinct stochastic trends from these two tests, but note that is the opposite of the conclusion from the trace test. The more common EOP-Lerp scheme seems to exacerbate the size distortion of the trace test of the null H 0 (0), but does not change the other statistics very much. We draw the same conflicting conclusions with either BOP-Lerp or EOP-Lerp.
The modified test statistics do not give us the desired conclusions either, but we do get a consistent rejection of H 0 (0) using all three tests with that null. This would argue for cointegration, rather than against it. Is this correct? No. The test statistic values are similar to the case of annual dividends and EOP sampled prices. We know from GM that aggregation generally leads to size distortion, that its magnitude depends on the type of aggregation, and that its sign cannot be negative for the trace test of the null of H 0 (0).
Since EOP sampling of prices gives the highest value of the trace test of H 0 (0), the sizes of all three tests must be distorted by that sampling scheme. Since we get very similar values for the modified tests using HF prices and EOP sampled dividends, the tests evidently exhibit size distortion in this case, too.
Linear interpolation does not seem very sensible in this application, since dividends represent a flow rather than a stock. Annual dividends are cumulated from monthly dividends. The constant factor from cumulating rather than averaging should not pose a problem for the tests, because we do not restrict the cointegrating vector, but assigning the annual dividend to December and interpolating does. Even when we correctly apply an EOP modification to an EOP interpolated series, the mismatch of the assumption that the annual dividends are subject to EOP sampling with the actual aggregation/sampling scheme of dividends causes size distortions of the type in the bottom panel of Table 2 , which may indeed be substantial.
Concluding Remarks
Both our large-sample analysis and small-sample simulations suggest that testing for cointegration using trace or residual-based test statistics on linearly interpolated data leads to massive size distortions, even though the interpolation does not affect the long-run properties being tested. We propose convenient and easily implemented size corrections to these three tests for the most common type of linear interpolation (December-December or EOP). Although we demonstrate the effectiveness of the proposed size corrections in large and small samples, we note its lack of robustness to realistic violations of the EOP assumption. That is, if the LF series are subject to a different type of sampling/aggregation, the proposed modifications may not eliminate the size distortion.
Our application of the unmodified and modified tests to stock price and dividend data demonstrates the wide variation in the conclusions that may be drawn under alternative approaches to MF data. A subset of the LF and MF approaches yields test results consistent with our expectations about these data, while none of the interpolation-based HF approaches yield sensible conclusions. The failure of the modified test statistics in this application is likely due to the fact that dividends data are subject to a different type of aggregation than that assumed by the modifications.
Our practical recommendations for implementing these tests on series available at different frequencies mirror those of GM. Specifically, GM suggest that a MF approach to the trace test dominates a aggregation-based LF approach, and we further find that both dominate an interpolation-based HF approach. Even in the case of a correctly modified trace test statistic as in Corollary 3, interpolation does no better than the MF approach. In other cases, it may do worse.
GM find the two residual-based tests to be more complicated in the sense that size distortions may be unavoidable -especially if the underlying aggregation scheme of the LF series is unknown to the econometrician. In this light, the size distortions using linearly interpolated HF data are not particularly surprising. However, we do not find any evidence that linear interpolation dominates the other approaches, and we mirror their recommen-dation to use a nonlinear approximation to limit the magnitudes of the unavoidable size distortions.
Technical Appendix

A Ancillary Lemmas and Proofs of the Main Results
Proofs of the main results are simplified using the results of the following lemma. Some additional notation will ease the presentation of these results. Define the partition B = (B ′ L , B ′ H ) ′ identically to that of y t−i/m in (1). Further, we may partition R jk and Σ as Lemma A1. The blocks of R jk have the following limits as T → ∞.
[a] R HH 00
Proof of Lemma A1. We drop the index t from the summation t for brevity. Recall
Note that var(u t ) = (Σ ⊗ I). The mp × 1 vector u t may be partitioned into mp L × 1 and mp H × 1 vectors u Lt and u Ht such that
The LF difference △y Lt may be written as △y Lt = m−1 i=0 ε L,t−i/m = (I ⊗ ι ′ )u Lt using this notation, so that the linearly interpolated series and HF difference may be written as
using this notation. It will also be useful to note that
where the second term of each expression is O p (1) since m < ∞. Consequently,
by applying the invariance principle assumed to hold at the HF to the first terms of these expressions.
[a] R HH
, and the stated result follows immediately from a law of large numbers (an LLN) for variance matrices.
). An LLN yields the limit (Σ LL ⊗ I) of the square bracketed factor. Since this limit does not depend on i, the summation across i amounts to multiplication by m. Moreover, since ι ′ ι = m, the stated result follows from cancelation.
follows from substitution. Now,
and the result follows as in part [b] .
[d] Note that R HL 00 = R LH′ 00 .
[e] The stated result follows in the usual way by applying the continuous mapping theorem (CMT) to the convergence in (A.3).
[
as in part [b] and from the stationarity of (u Lt ) in the second term of (A.1). Rewrite the first term as
, and the result follows by applying the CMT to the convergence in (A.4).
to get the stated result in the same way as in parts [e] and [f], using both (A.3) and (A.4).
[h] Note that R HL 11 = R LH′ 11 .
[i] The stated result follows in the usual way from the convergence in (A.3).
[j] Write
by substituting (A.1). Because the square bracketed expression in the first term of (A.5) does not depend on i, the summation amounts to multiplication and cancels with the initial m −1 . Further, since u ′ Lt (I ⊗ ι) may be written as Proof of Lemma A2. Let e ′ 1 select only the first row of the vector or matrix it precedes, while E ′ 2 selects all but the first row. The least squares estimatorβ may be written aŝ β = (E ′ 2 R 11 E 2 ) −1 R 11 e 1 using these definitions. The results then follows directly from Lemma 1[a].
Proof of Lemma 1. The results follows simply by combining the limits from Lemma A1, which are joint, and using the notation C m and D m . holds. Generically, QdQ. Substituting these into the test statistics in place of R 00 and R 10 in the proof of Theorem 2 yields the stated result.
