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ANALYTIC SOLUTIONS FOR THE TWO-PHASE
NAVIER-STOKES EQUATIONS WITH SURFACE TENSION AND
GRAVITY
JAN PRU¨SS AND GIERI SIMONETT
Dedicated to Herbert Amann on the occasion of his 70th birthday
Abstract. We consider the motion of two superposed immiscible, viscous,
incompressible, capillary fluids that are separated by a sharp interface which
needs to be determined as part of the problem. Allowing for gravity to act
on the fluids, we prove local well-posedness of the problem. In particular, we
obtain well-posedness for the case where the heavy fluid lies on top of the
light one, that is, for the case where the Rayleigh-Taylor instability is present.
Additionally we show that solutions become real analytic instantaneously.
1. Introduction and Main Results
We consider a free boundary problem describing the motion of two immiscible,
viscous, incompressible capillary fluids, fluid1 and fluid2, occupying the regions
Ωi(t) = {(x, y) ∈ Rn × R : (−1)i(y − h(t, x)) > 0, t ≥ 0}, i = 1, 2.
The fluids, thus, are separated by the interface
Γ(t) := {(x, y) ∈ Rn × R : y = h(t, x) : x ∈ Rn, t ≥ 0},
called the free boundary, which needs to be determined as part of the problem.
The motion of the fluids is governed by the incompressible Navier-Stokes equations
where surface tension on the free boundary is included. In addition, we also allow
for gravity to act on the fluids. The governing equations then are given by the
system 
ρ
(
∂tu+ (u|∇)u
)− µ∆u+∇q = 0 in Ω(t)
div u = 0 in Ω(t)
−[[S(u, q)ν]] = σκν + [[ρ]]γay on Γ(t)
[[u]] = 0 on Γ(t)
V = (u|ν) on Γ(t)
u(0) = u0 in Ω0
Γ(0) = Γ0 .
(1.1)
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Here ρ and µ are given by
ρ = ρ1χΩ1(t) + ρ2χΩ2(t), µ = µ1χΩ1(t) + µ2χΩ2(t),
with χ the indicator function, where the constants ρi and µi denote the densities
and viscosities of the respective fluids. The constant σ > 0 denotes the surface
tension, and γa is the acceleration of gravity. Moreover, S(u, q) is the stress tensor
defined by
S(u, q) = µi
(∇u+ (∇u)T)− qI in Ωi(t),
where q = q˜ + ργay denotes the modified pressure incorporating the potential of
the gravity force, and
[[v]] = (v|Ω2(t) − v|Ω1(t)
)|Γ(t)
denotes the jump of the quantity v, defined on the respective domains Ωi(t), across
the interface Γ(t). Finally, κ = κ(t, ·) is the mean curvature of the free boundary
Γ(t), ν = ν(t, ·) is the unit normal field on Γ(t), and V = V (t, ·) is the normal
velocity of Γ(t). Here we use the convention that ν(t, ·) points from Ω1(t) into Ω2(t),
and that κ(x, t) is negative when Ω1(t) is convex in a neighborhood of x ∈ Γ(t).
Given are the initial position Γ0 = graph (h0) of the interface, and the initial velocity
u0 : Ω0 → Rn+1, Ω0 := Ω1(0) ∪ Ω2(0).
The unknowns are the velocity field u(t, ·) : Ω(t)→ Rn+1, the pressure field q(t, ·) :
Ω(t)→ R, and the free boundary Γ(t), where Ω(t) := Ω1(t) ∪ Ω2(t).
Our main result shows that problem (1.1) admits a unique local smooth solution,
provided that ‖∇h0‖∞ := supx∈Rn |∇h0(x)| is sufficiently small.
Theorem 1.1. Let p > n + 3. Then given β > 0, there exists η = η(β) > 0 such
that for all initial values
(u0, h0) ∈W 2−2/pp (Ω0,Rn+1)×W 3−2/pp (Rn), [[u0]] = 0,
satisfying the compatibility conditions
[[µD(u0)ν0 − µ(ν0|D(u0)ν0)ν0]] = 0, div u0 = 0 on Ω0,
with D(u0) := (∇u0 + (∇u0)T), and the smallness-boundedness condition
‖∇h0‖∞ ≤ η, ‖u0‖∞ ≤ β,
there is t0 = t0(u0, h0) > 0 such that problem (1.1) admits a classical solution
(u, q,Γ) on (0, t0). The solution is unique in the function class described in Theo-
rem 4.2. In addition, Γ(t) is a graph over Rn given by a function h(t) and M =⋃
t∈(0,t0)
({t} × Γ(t)) is a real analytic manifold, and with
O := {(t, x, y) : t ∈ (0, t0), x ∈ Rn, y 6= h(t, x)},
the function (u, q) : O → Rn+2 is real analytic.
Remarks 1.2. (a) More precise statements for the transformed problem will be given
in Section 4. Due to the restriction p > n+ 3 we obtain
h ∈ C(J ;BUC2(Rn)) ∩ C1(J ;BUC1(Rn)),
where J = [0, t0]. In particular, the normal of Ω1(t), the normal velocity of Γ(t),
and the mean curvature of Γ(t) are well-defined and continuous, so that (1.1) makes
sense pointwise. For u we obtain
u ∈ BUC(J × Rn+1,Rn+1), ∇u ∈ BUC(O,R(n+1)2).
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Also interesting is the fact that the surface pressure jump is analytic onM as well.
(b) It is possible to relax the assumption p > n+3. In fact, p > (n+3)/2 turns out
to be sufficient. In order to keep the arguments simple, we impose here the stronger
condition p > n+ 3.
(c) It is well-known that the situation where gravity is acting on two superposed
immiscible fluids - with the heavier fluid lying above a fluid of lesser density - leads
to an instability, the Rayleigh-Taylor instability. In this case, small disturbances
of the equilibrium situation (u, h) = (0, 0) can cause instabilities, where the heavy
fluid moves down under the influence of gravity, and the light material is displaced
upwards, leading to vortices. Our results show that problem (1.1) is also well-posed
in this case, provided ‖∇h0‖∞ is small enough, yielding smooth solutions for a short
time. In the forthcoming publication [29] we will give a rigorous proof showing that
the equilibrium solution (u, h) = (0, 0) is Lp-unstable. To the best of our knowledge
these are the first rigorous results concerning the Navier-Stokes equations subject
to the Rayleigh-Taylor instability.
(d) If γa = 0 then it is shown in [28] that problem (1.1) admits a solution with the
same regularity properties on an arbitrary fixed time interval [0, t0], provided that
‖u0‖W 2−2/pp (Ω0) and ‖h0‖W 3−2/pp (Rn) are sufficiently small (depending on t0).
(e) We point out that in Theorem 1.1 we only need a smallness condition on the
sup-norm of ∇h0 (relative to the vertical component of the velocity). In case of a
more general geometry, this condition can always be achieved by a judicious choice
of a reference manifold.
The motion of a layer of viscous, incompressible fluid in an ocean of infinite ex-
tent, bounded below by a solid surface and above by a free surface which includes
the effects of surface tension and gravity (in which case Ω0 is a strip, bounded
above by Γ0 and below by a fixed surface Γb) has been considered by Allain [1],
Beale [7], Beale and Nishida [8], Tani [35], by Tani and Tanaka [36], and by Shibata
and Shimizu [32]. If the initial state and the initial velocity are close to equilibrium,
global existence of solutions is proved in [7] for σ > 0, and in [36] for σ ≥ 0, and
the asymptotic decay rate for t→∞ is studied in [8]. We also refer to [9], where in
addition the presence of a surfactant on the free boundary and in one of the bulk
phases is considered.
In case that Ω1(t) is a bounded domain, γa = 0, and Ω2(t) = ∅, one obtains the
one-phase Navier-Stokes equations with surface tension, describing the motion of
an isolated volume of fluid. For an overview of the existing literature in this case
we refer to the recent publications [28, 31, 32, 33].
Results concerning the two-phase problem (1.1) with γa = 0 in the 3D-case are
obtained in [11, 12, 13, 34]. In more detail, Densiova [12] establishes existence and
uniqueness of solutions (of the transformed problem in Lagrangian coordinates)
with v ∈W s,s/22 for s ∈ (5/2, 3) in case that one of the domains is bounded. Tanaka
[34] considers the two-phase Navier-Stokes equations with thermo-capillary convec-
tion in bounded domains, and he obtains existence and uniqueness of solutions with
(v, θ) ∈W s,s/22 for s ∈ (7/2, 4), with θ denoting the temperature.
In order to prove our main result we transform problem (1.1) into a problem on a
fixed domain. The transformation is expressed in terms of the unknown height
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function h describing the free boundary. Our analysis proceeds with establish-
ing maximal regularity results for an associated linear problem. relying on the
powerful theory of maximal regularity, in particular on the H∞-calculus for sec-
torial operators, the Dore-Venni theorem, and the Kalton-Weis theorem, see for
instance [2, 14, 16, 22, 23, 26, 30].
Based on the linear estimates we can solve the nonlinear problem by the con-
traction mapping principle. Analyticity of solutions is obtained as in [28] by the
implicit function theorem in conjunction with a scaling argument, relying on an
idea that goes back to Angenent [4, 5] and Masuda [24]; see also [17, 18, 20].
The plan for this paper is as follows. Section 2 contains the transformation
of the problem to a half-space and the determination of the proper underlying
linear problem. In Section 3 we analyze this linearization and prove the crucial
maximal regularity result in an Lp-setting. Section 4 is then devoted to the nonlinear
problem and contains the proof of our main result. Finally we collect and prove in
an appendix some of the technical results used in order to estimate the nonlinear
terms.
2. The transformed problem
The nonlinear problem (1.1) can be transformed to a problem on a fixed domain
by means of the transformations
v(t, x, y) := (u1, . . . , un)(t, x, y + h(t, x)),
w(t, x, y) := un+1(t, x, y + h(t, x)),
π(t, x, y) := q(t, x, y + h(t, x)),
where t ∈ J = [0, a], x ∈ Rn, y ∈ R, y 6= 0. With a slight abuse of notation we will
in the sequel denote the transformed velocity again by u, that is, we set u = (v, w).
With this notation we obtain the transformed problem
ρ∂tu− µ∆u+∇π = F (u, π, h) in R˙n+1
div u = Fd(u, h) in R˙
n+1
−[[µ∂yv]]− [[µ∇xw]] = Gv(u, [[π]], h) on Rn
−2[[µ∂yw]] + [[π]]− σ∆h− [[ρ]]γah = Gw(u, h) on Rn
[[u]] = 0 on Rn
∂th− γw = −(γv|∇h) on Rn
u(0) = u0, h(0) = h0,
(2.1)
for t > 0, where R˙n+1 = {(x, y) ∈ Rn × R : y 6= 0}.
The nonlinear functions have been computed in [28] and are given by:
Fv(v, w, π, h) = µ{−2(∇h|∇x)∂yv + |∇h|2∂2yv −∆h∂yv}+ ∂yπ∇h
+ ρ{−(v|∇x)v + (∇h|v)∂yv − w∂yv} + ρ∂th∂yv,
Fw(v, w, h) = µ{−2(∇h|∇x)∂yw + |∇h|2∂2yw −∆h∂yw}
+ ρ{−(v|∇x)w + (∇h|v)∂yw − w∂yw} + ρ∂th∂yw,
Fd(v, h) = (∇h|∂yv)
(2.2)
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and
Gv(v, w, [[π]], h)=−[[µ(∇xv + (∇xv)T)]]∇h+ |∇h|2[[µ∂yv]] + (∇h| [[µ∂yv]])∇h
− [[µ∂yw]]∇h+ {[[π]]− σ(∆h−Gκ(h))}∇h,
Gw(v, w, h)=−(∇h| [[µ∇xw]]) − (∇h| [[µ∂yv]]) + |∇h|2[[µ∂yw]] − σGκ(h)
(2.3)
with
Gκ(h) =
|∇h|2∆h
(1 +
√
1 + |∇h|2)√1 + |∇h|2 + (∇h|∇
2h∇h)
(1 + |∇h|2)3/2 , (2.4)
where ∇2h denotes the Hessian matrix of all second order derivatives of h.
Before studying solvability results for problem (2.1) let us first introduce suitable
function spaces. Let Ω ⊆ Rm be open and X be an arbitrary Banach space. By
Lp(Ω;X) and H
s
p(Ω;X), for 1 ≤ p ≤ ∞, s ∈ R, we denote the X-valued Lebegue
and the Bessel potential spaces of order s, respectively. We will also frequently make
use of the fractional Sobolev-Slobodeckij spaces W sp (Ω;X), 1 ≤ p < ∞, s ∈ R \ Z,
with norm
‖g‖W sp (Ω;X) = ‖g‖W [s]p (Ω;X) +
∑
|α|=[s]
(∫
Ω
∫
Ω
‖∂αg(x)− ∂αg(y)‖pX
|x− y|m+(s−[s])p dx dy
)1/p
, (2.5)
where [s] denotes the largest integer smaller than s. Let a ∈ (0,∞] and J = [0, a].
We set
0W
s
p (J ;X) :=

{g ∈ W sp (J ;X) : g(0) = g′(0) = . . . = g(k)(0) = 0},
if k + 1p < s < k + 1 +
1
p , k ∈ N ∪ {0},
W sp (J ;X), if s <
1
p .
The spaces 0H
s
p(J ;X) are defined analogously. Here we remind that H
k
p =W
k
p for
k ∈ Z and 1 < p <∞, and that W sp = Bspp for s ∈ R \ Z.
For Ω ⊂ Rm open and 1 ≤ p < ∞, the homogeneous Sobolev spaces H˙1p (Ω) of
order 1 are defined as
H˙1p (Ω) := ({g ∈ L1,loc(Ω) : ‖∇g‖Lp(Ω) <∞}, ‖ · ‖H˙1p(Ω))
‖g‖H˙1p(Ω) :=
( m∑
j=1
‖∂jg‖pLp(Ω)
)1/p
.
(2.6)
Then H˙1p (Ω) is a Banach space, provided we factor out the constant functions and
equip the resulting space with the corresponding quotient norm, see for instance [21,
Lemma II.5.1]. We will in the sequel always consider the quotient space topology
without change of notation. In case that Ω is locally Lipschitz, it is known that
H˙1p (Ω) ⊂ H1p,loc(Ω), see [21, Remark II.5.1], and consequently, any function in
H˙1p (Ω) has a well-defined trace on ∂Ω.
For s ∈ R and 1 < p < ∞ we also consider the homogeneous Bessel-potential
spaces H˙sp(R
n) of order s, defined by
H˙sp(R
n) := ({g ∈ S ′(Rn) : I˙sg ∈ Lp(Rn)}, ‖ · ‖H˙sp(Rn)),
‖g‖H˙sp(Rn) := ‖I˙
sg‖Lp(Rn),
(2.7)
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where S ′(Rn) denotes the space of all tempered distributions, and I˙s is the Riesz
potential given by
I˙sg := (−∆)s/2g := F−1(|ξ|sFg), g ∈ S ′(Rn).
By factoring out all polynomials, H˙sp(R
n) becomes a Banach space with the natural
quotient norm. For s ∈ R\Z, the homogeneous Sobolev-Slobodeckij spaces W˙ sp (Rn)
of fractional order can be obtained by real interpolation as
W˙ sp (R
n) := (H˙kp (R
n), H˙k+1p (R
n))s−k,p, k < s < k + 1,
where (·, ·)θ,p is the real interpolation method. It follows that
I˙s ∈ Isom(H˙t+sp (Rn), H˙tp(Rn)) ∩ Isom(W˙ t+sp (Rn), W˙ tp(Rn)), s, t ∈ R, (2.8)
with W˙ kp = H˙
k
p for k ∈ Z. We refer to [6, Section 6.3] and [37, Section 5] for
more information on homogeneous functions spaces. In particular, it follows from
parts (ii) and (iii) in [37, Theorem 5.2.3.1] that the definitions (2.6) and (2.7) are
consistent if Ω = Rn, s = 1, and 1 < p <∞. We note in passing that(∫
Rn
∫
Rn
|g(x)− g(y)|p
|x− y|n+sp dx dy
)1/p
,
(∫ ∞
0
t(1−s)p‖ d
dt
P (t)g‖pLp(Rn)
dt
t
)1/p
(2.9)
define equivalent norms on W˙ sp (R
n) for 0 < s < 1, where P (·) denotes the Poisson
semigroup, see [37, Theorem 5.2.3.2 and Remark 5.2.3.4]. Moreover,
γ± ∈ L(W˙ 1p (Rn+1± ), W˙ 1−1/pp (Rn)), (2.10)
where γ± denotes the trace operators, see for instance [21, Theorem II.8.2].
3. The Linearized Two-Phase Stokes Problem with Free boundary
It turns out that, unfortunately, the nonlinear term (γv|∇h) occurring in (2.1)
cannot be made small in the norm of F4(a), defined below in (4.2), by merely taking
‖∇h‖∞ small. This can, however, be achieved for the modified term (b − γv|∇h),
provided b is properly chosen so that b(0) = γv0. As a consequence, we now need
to consider the modified linear problem
ρ∂tu− µ∆u+∇π = f in R˙n+1
div u = fd in R˙
n+1
−[[µ∂yv]]− [[µ∇xw]] = gv on Rn
−2[[µ∂yw]] + [[π]] = gw + σ∆h+ [[ρ]]γah on Rn
[[u]] = 0 on Rn
∂th− γw + (b(t, x)|∇)h = gh on Rn
u(0) = u0, h(0) = h0.
(3.1)
Here we mention that the simpler case where b = 0 and γa = 0 was studied in [28,
Theorem 5.1]. We obtain the following maximal regularity result.
TWO-PHASE NAVIER-STOKES EQUATIONS 7
Theorem 3.1. Let p > n + 3 be fixed, and assume that ρj and µj are positive
constants for j = 1, 2, and set J = [0, a]. Suppose
b0 ∈ Rn, b1 ∈W 1−1/2pp (J ;Lp(Rn,Rn)) ∩ Lp(J ;W 2−1/pp (Rn,Rn)),
and set b(·) = b0 + b1(·). Then the Stokes problem with free boundary (3.1) admits
a unique solution (u, π, h) with regularity
u ∈ H1p (J ;Lp(Rn+1,Rn+1)) ∩ Lp(J ;H2p (R˙n+1,Rn+1)),
π ∈ Lp(J ; H˙1p (R˙n+1)),
[[π]] ∈ W 1/2−1/2pp (J ;Lp(Rn)) ∩ Lp(J ;W 1−1/pp (Rn)),
h ∈ W 2−1/2pp (J ;Lp(Rn)) ∩H1p (J ;W 2−1/pp (Rn)) ∩ Lp(J ;W 3−1/pp (Rn))
(3.2)
if and only if the data (f, fd, g, gh, u0, h0) satisfy the following regularity and com-
patibility conditions:
(a) f ∈ Lp(J ;Lp(Rn+1,Rn+1)),
(b) fd ∈ H1p (J ; H˙−1p (Rn+1)) ∩ Lp(J ;H1p (R˙n+1)),
(c) g = (gv, gw) ∈W 1/2−1/2pp (J ;Lp(Rn,Rn+1)) ∩ Lp(J ;W 1−1/pp (Rn,Rn+1)),
(d) gh ∈W 1−1/2pp (J ;Lp(Rn)) ∩ Lp(J ;W 2−1/pp (Rn)),
(e) u0 ∈ W 2−2/pp (R˙n+1,Rn+1), h0 ∈ W 3−2/pp (Rn),
(f) div u0 = fd(0) in R˙
n+1 and [[u0]] = 0 on R
n if p > 3/2,
(g) −[[µ∂yv0]]− [[µ∇xw0]] = gv(0) on Rn if p > 3.
The solution map [(f, fd, g, gh, u0, h0) 7→ (u, π, h)] is continuous between the corre-
sponding spaces.
If b1 ≡ 0 then the result is true for all p ∈ (1,∞), p 6= 3/2, 3.
Proof. (i) Since F4(a), defined by
F4(a) :=W
1−1/2p
p (J ;Lp(R
n)) ∩ Lp(J ;W 2−1/pp (Rn)),
is a multiplication algebra for p > n+3, the operator [h 7→ (b|∇)h] maps the space
E4(a) := W
2−1/2p
p (J ;Lp(R
n)) ∩H1p (J ;W 2−1/pp (Rn)) ∩ Lp(J ;W 3−1/pp (Rn))
continuously into F4(a) with bound |b0|+ Ca‖b1‖F4(a), see Lemma 5.5(a).
As in the proof of [28, Theorem 5.1] it suffices to consider the reduced problem
ρ∂tu− µ∆u+∇π = 0 in R˙n+1
div u = 0 in R˙n+1
−[[µ∂yv]]− [[µ∇xw]] = 0 on Rn
−2[[µ∂yw]] + [[π]] = σ∆h+ [[ρ]]γah on Rn
[[u]] = 0 on Rn
∂th− γw + (b(t, x)|∇)h = g˜h on Rn
u(0) = 0, h(0) = 0,
(3.3)
where the function g˜h ∈ 0F4(a) is defined in a similar way as in formula (5.5) in
[28]. This can be accomplished by choosing h1 := h1,b ∈ E4(a) such that
h1(0) = h0, ∂th1(0) = gh(0) + γw0 − (b(0)|∇h0),
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and then setting g˜h := g˜h,b := gh + γw1 − (b|∇h1) − ∂th1, where w1 has the same
meaning as in step (i) of the proof of [28, Theorem 5.1].
(ii) We first consider the reduced problem (3.3) for the case where b ≡ b0 is constant.
The corresponding boundary symbol sb0(λ, ξ) is given by
sb0(λ, ξ) = λ+
(
σ|ξ| − [[ρ]]γa/|ξ|
)
k(z) + i(b0|ξ), (3.4)
where we use the same notation as in the proof of [28, Theorem 5.1]. Here we remind
that k has the following properties: k is holomorphic in C \ R− and
k(0) =
1
2(µ1 + µ2)
, zk(z)→ 1
ρ1 + ρ2
for |z| → ∞, (3.5)
uniformly in z ∈ Σ¯ϑ for ϑ ∈ [0, π) fixed. In particular there is a constant N = N(ϑ)
such that
|k(z)|+ |zk(z)| ≤ N, z ∈ Σϑ. (3.6)
In the following we fix β > 0. For further analysis it will be convenient to introduce
the related extended symbol
s˜(λ, τ, ζ) := λ+ στk(z) + iτζ − [[ρ]]γak(z)/τ, (3.7)
where (λ, τ) ∈ Σπ/2+η × Ση with η sufficiently small, z := λ/τ2, and ζ ∈ Uβ,δ
with Uβ,δ := {ζ ∈ C : |Re ζ| < β + 1, |Im ζ| < δ} and δ ∈ (0, 1]. Clearly
s˜(λ, |ξ|, (b0|ξ/|ξ|)) = sb0(λ, ξ) for (λ, ξ) ∈ Ση × R˙n.
We are going to show that for every fixed β > 0 there are positive constants λ0, δ,
η = η(β), and cj = cj(β, λ0, δ, η) such that
c0
[|λ|+ |τ |] ≤ |s˜(λ, τ, ζ)| ≤ c1[|λ|+ |τ |], (3.8)
for all (λ, τ, ζ) ∈ Σπ/2+η × Ση × Uβ,δ with |λ| ≥ λ0. The upper estimate is easy
to obtain: fixing ϑ ∈ (π/2, π) and λ0 > 0, it follows from (3.6) and the identity
k(z)/τ = zk(z)τ/λ that
|s˜(λ, τ, ζ)| ≤ |λ|+ (σN + (β + 2) + |[[ρ]]|γaN/λ0)|τ | ≤ c1[|λ|+ |τ |] (3.9)
for all (λ, τ, ζ) ∈ Σπ/2+η × Ση × Uβ,δ, where |λ| ≥ λ0 and η ∈ (0, η0) with η0 :=
(ϑ− π/2)/3.
In order to obtain a lower estimate we proceed as follows. Suppose first that
β, λ0 > 0 are fixed and η0 is as above. Then we obtain
|s˜(λ, τ, ζ)| ≥ |λ| − (σN + (β + 2) + |[[ρ]]|γaN/λ0)|τ |
≥ (1/2)|λ|+ (m/4)|τ | = c0(β, λ0)[|λ|+ |τ |],
(3.10)
provided (λ, τ, ζ) ∈ Σπ/2+η×Ση×Uβ,δ, η ∈ (0, η0), and |λ| ≥ λ0 as well as |λ| ≥ m|τ |
with
(m/4) ≥ σN + (β + 2) + |[[ρ]]|γaN/λ0.
Next we will derive an estimate from below in case that |λ| ≤M |τ |2 with M a pos-
itive constant. From (3.5) follows that there are constants H,L,R > 0, depending
on M , such that
L ≤ Re (σk(z)) ≤ R, |Im (σk(z))| ≤ H, (3.11)
whenever (λ, τ) ∈ Σπ/2+η × Ση, for η ∈ (0, η0) and |λ| ≤ M |τ |2, where z = λ/τ2.
By choosing δ small enough we obtain from (3.11) and the definition of Uβ,δ
0 < L− δ ≤ Re (σk(z) + iζ) ≤ R+ δ, |Im (σk(z) + iζ)| ≤ H + (β + 1)
TWO-PHASE NAVIER-STOKES EQUATIONS 9
provided (λ, τ, ζ) ∈ Σπ/2+η×Ση×Uβ,δ, η ∈ (0, η0) and |λ| ≤M |τ |2, where z = λ/τ2.
By choosing η small enough we conclude that there is α = α(M,β, δ, η) ∈ (0, π/2)
such that
τ(σk(z) + iζ) ∈ Σα (3.12)
whenever (λ, τ, ζ) ∈ Σπ/2+η × Ση × Uβ,δ and |z| ≤ M with z = λ/τ2. We can
additionally assume that η is chosen so that ψ := π/2− α− η > 0. This implies
|s˜(λ, τ, ζ)| ≥ c(ψ)[|λ|+ |τ | |σk(z) + iζ|]− |τ ||[[ρ]]|γaN/λ1
≥ c(ψ)min(1, L− δ)[|λ|+ |τ |] − |τ ||[[ρ]]|γaN/λ1
≥ c0(M,β, λ1)
[|λ|+ |τ |], (3.13)
provided (λ, τ, ζ) ∈ Σπ/2+η × Ση × Uβ,δ, |λ| ≤ M |τ |2 and |λ| ≥ λ1, where λ1 is
chosen big enough.
Noting that the curves |λ| = m|τ | and |λ| = M |τ |2 intersect at (m/M,m2/M)
we obtain (3.8) by choosing λ0 := max(λ1,m
2/M).
(iii) In the following, we fix β > 0 and we assume that b0 ∈ Rn with |b0| ≤ β.
Let then Sb0 be the operator corresponding to the symbol sb0 . It is clear that
Sb0 is bounded from 0E4(a) to 0F4(a) =: X and it remains to prove that it is
boundedly invertible. For this we use the H∞-calculus and similar arguments as in
[27, Section 4] and [28, Section 5]. First we note that Dn admits an R-bounded
H∞-calculus in X with angle 0; this follows from [14, Theorem 4.11]. Therefore by
the estimates obtained in (3.8), the operator family
{(λ+D1/2n )s˜−1(λ,D1/2n , ζ) : (λ, ζ) ∈ Σπ/2+η × Uβ,δ, |λ| ≥ λ0}
is R-bounded. Since G = ∂t is in H∞(X) with angle π/2, the theorem of Kalton
and Weis [22, Theorem 4.4] implies that the operator family
{(G+D1/2n )s˜−1(G,D1/2n , ζ) : ζ ∈ Uβ,δ}
is bounded and holomorphic on Uβ,δ. Finally, we employ the Dunford calculus for
the bounded linear operatorRb0 := (b0|R), where R denotes the Riesz operator with
symbol ξ/|ξ|, ξ ∈ R˙n. The operator Rb0 is bounded and its spectrum is σ(Rb0 ) =
[−|b0|, |b0|], as e.g. the Mikhlin theorem shows. Since the operator family
{(G+D1/2n )s˜−1(G,D1/2n , ζ) : ζ ∈ Uβ,δ}
is bounded and holomorphic in a neighborhood of σ(Rb0 ), the classical Dunford
calculus shows that the operator
(G+D1/2n )s˜
−1(G,D1/2n , Rb0)
is bounded in X , uniformly for all b0 ∈ Rn with |b0| ≤ β. This shows that Sb0 :
0E4(a)→ 0F4(a) is boundedly invertible, uniformly for all b0 ∈ Rn with |b0| ≤ β.
We emphasize that the bound for the operator S−1b0 : 0F4(a) → 0E4(a) depends
only on the parameters ρj , µj , σ, γa, p and β, for |b0| ≤ β.
(iv) By means of a perturbation argument the result for constant b can be extended
to variable b = b0 + b1(t, x). In fact, given β > 0 there exists a number η > 0 such
that the solution operator S−1b exists and is bounded uniformly, provided |b0| ≤ β
and ‖b1‖∞ + ‖b1‖F4(a) ≤ 2η. This follows easily from the estimate
‖(b1|∇h)‖0F4(a) ≤ c0(‖b1‖∞ + ‖b1‖F4(a))‖h‖0E4(a),
see Lemma 5.5(c).
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(v) In the general case we use a localization technique, similar to [3, Section 9].
For this purpose we first decompose J into subintervals Jk = [kδ, (k + 1)δ] of
length δ > 0 and solve the problem successively on these subintervals. Since b ∈
BUC(J ;C0(R
n,Rn)), given any η > 0 we may choose δ > 0 and ε > 0 such that
|b(t, x)− b(s, y)| ≤ η for all (t, x), (s, y) ∈ J × Rn
with |t−s| ≤ δ and |x−y|∞ ≤ ε. Let {Uj := xj+(ε/2)Q : j ∈ N} be an enumeration
of the open covering {(ε/2)(z/2 +Q) : z ∈ Zn} of Rn, where Q = (−1, 1)n. Clearly,
|b(t, x)− b(s, y)| ≤ η, s, t ∈ Jk, x, y ∈ Uj. (3.14)
Let φ be a smooth cut-off function with support contained in (ε/2)Q such that
φ ≡ 1 on (ε/4)Q. Define
φj := (τxjφ)
(∑
k∈N
(τxkφ)
2
)−1/2
, j ∈ N,
where (τxjφ)(x) := φ(x − xj). Consequently, φj is a smooth cut-off function with
supp(φj) ⊂ Uj and
∑
j φ
2
j ≡ 1. For a function space F(J ;Rn) ⊂ Lp(J ;Lp(Rn)) we
define
r(hj) : =
∑
j
φjhj , (hj) ∈ F(J ;Rn)N,
rch : = (φjh), h ∈ F(J ;Rn).
Similarly as in [3, Section 9] one shows that
r ∈ L(ℓp(F(J ;Rn)),F(J ;Rn)), rc ∈ L(F(J ;Rn), ℓp(F(J ;Rn))), rrc = I, (3.15)
for F(J ;Rn) ∈ {F4(a),E4(a)}.
Let θ be a smooth cut-off function with supp(θ) ⊂ (ε/2)Q such that θ ≡ 1 on
supp(φ) and let θj := τxjθ. Define
bj,k(t, x) := θj(x) (b(t, x)− b(kδ, xj)) , (t, x) ∈ J × Rn.
It follows that
‖bj,k‖BC(Jk×Rn) + ‖bj,k‖F4(Jk) ≤ c0η, k = 0, . . . ,m, j ∈ N, (3.16)
provided δ is chosen small enough. Indeed, the estimates for ‖bj,k‖BC(Jk,Rn) fol-
low immediately from (3.14), while the estimates for ‖bj,k‖F4(Jk) can be shown by
approximating b by functions that have better time regularity and by carefully
estimating the products ‖θj(b− b(kδ, xj))‖F4(Jk).
We now concentrate on the first interval J0 = [0, δ]. Let L ∈ L(0E4(a), 0F4(a))
denote the operator with symbol στk(z), i.e.
L := (σD1/2n − [[ρ]]γaD−1/2n )k(GD−1n ) := L1 + L2.
If follows from (3.16) and step (iii) that the operator
Sj := G+ L+ (b(0, xj) + bj,0|∇) : 0E4(δ)→ 0F4(δ)
is invertible. Moreover, there is a constant C0, depending only on supj |b(0, xj)| -
and therefore only on ‖b‖BC(J×Rn) - such that ‖S−1j ‖L(0F4(δ),0E4(δ)) ≤ C0, j ∈ N.
(vi) Suppose that for a given g ∈ 0F4(δ) we have a solution h ∈ 0E4(δ) of
Gh+ Lh+ (b|∇)h = g.
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Multiplying this equation by φj , using that b ∂
αφj = (b(0, xj) + bj,0) ∂
αφj and
rrc = I this yields
Sjφjh− [L, φj ]h− (b|∇φj)h = (Sj − [L, φj ]r − (b|∇φj)r) rch = rcg,
where [·, ·] denotes the commutator. We now interpret this equation as an equation
in ℓp(0F4(δ)). It follows from step (iv) that (Sj) ∈ Isom(ℓp(0E4(δ)), ℓp(0F4(δ))) and
‖(S−1j )‖L(ℓp(0F4(δ)),ℓp(0E4(δ))) ≤ C0. (3.17)
We shall show below in step (vi) that the commutators satisfy
([L, φj ] + (b|∇φj)) ∈ L(0F(a), ℓp(0F4(a))). (3.18)
Assuming this property, it follows from (3.15) that
‖(([L, φj ] + (b|∇φj))r(hj))‖ℓp(0F4(δ)) ≤ C‖(hj)‖ℓp(0F4(δ)) ≤ Cδα‖(hj)‖ℓp(0E4(δ))
for some α depending only on p and n. Therefore, choosing δ small enough we can
conclude that (Sj − ([L, φj ] + (b|∇φj))r) ∈ Isom(ℓp(0E4(δ)), ℓp(0F4(δ))) with
‖ (Sj − ([L, φj ] + (b|∇φj))r)−1 ‖ ≤ 2C0.
Let Tb := r (Sj − ([L, φj ] + (b|∇φj))r)−1 rc. Then Tb ∈ L(0F4(δ), 0E4(δ)) is a left
inverse of Sb := G+ L+ (b|∇). Hence
‖h‖
0E4(δ) = ‖TbSbh‖0E4(δ) ≤ 2C0‖r‖ ‖rc‖ ‖Sbh‖0E4(δ), h ∈ 0E4(δ). (3.19)
Replacing b by ρb, ρ ∈ [0, 1], we have a continuous family {Sρb} of operators Sρb
which all satisfy the a-priori estimate (3.19) uniformly in ρ ∈ [0, 1]. Since S0 is an
isomorphism, we can infer from a homotopy argument that Sb is an isomorphism
as well. Repeating successively these arguments for the intervals Jk, including the
reduction from step (i), proves the assertion of the corollary.
(vii) We still have to verify the estimate in (3.18). Since the covering {Uj : j ∈ N}
has finite multiplicity, one obtains
‖((∂αφj)g)‖ℓp(0F4(a)) ≤ C(α)‖g‖0F4(a), g ∈ 0F4(a). (3.20)
This together with Proposition 5.5(b) shows that
‖(b|∇φj)h‖ℓp(0F4(a) ≤ C‖bh‖0F4(a) ≤ C0(‖b‖∞ + ‖b‖F4(a))‖h‖0F4(a).
The estimates for the commutators [L, φj ] are more involved. The operator A =
GD−1n with canonical domain is sectorial and admits a bounded H∞-calculus with
angle π/2 in 0H
s
p(J ;K
r
p(R
n)), for K ∈ {H,W}, and also in 0W sp(J ;Krp(Rn)) by
real interpolation. Hence fixing θ ∈ (0, π/2), the following resolvent estimate holds
in these spaces:
‖z(z −A)−1‖ ≤M, for all z ∈ −Σθ.
The function k(z) is holomorphic in C \ (−∞,−2δ0] for some δ0 > 0 and behaves
like 1/z as |z| → ∞. Choose the contour
Γ = (∞, δ0]eiψ ∪ δ0ei[ψ,2π−ψ] ∪ [δ0,∞)e−iψ ,
where π > ψ > π − θ. Then we have the Dunford integral
k(A) =
1
2πi
∫
Γ
k(z)(z −A)−1dz,
which is absolutely convergent. This shows that k(A) is bounded, as is Ak(A)
thanks to A ∈ H∞, thus A1/2k(A) is bounded as well. Therefore the identity
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k(A)D
−1/2
n = G−1/2A1/2k(A) shows that L2 is bounded since G
−1/2 is, and (3.18)
follows for [L2, φj ]. For the commutator [L1, φj ] we obtain
[L1, φj ] = σ[k(A)D
1/2
n , φj ] = σ[k(A), φj ]D
1/2
n + σk(A)[D
1/2
n , φj ].
Using the Dunford integral for k(A) this yields
[k(A), φj ] =
1
2πi
∫
Γ
k(z)[(z−A)−1, φj ]dz = 1
2πi
∫
Γ
k(z)(z−A)−1[A, φj ](z−A)−1dz,
hence with
[A, φj ] = GD
−1
n [φj , Dn]D
−1
n = A(∆φj + 2(∇φj |∇))D−1n
= A(∆φjD
−1
n + 2i(∇φj |R)D−1/2n ),
we have
[k(A), φj ]D
1/2
n =
1
2πi
∫
Γ
k(z)A(z−A)−1{−∆φjG−1/2A1/2+2i(∇φj |R)}(z−A)−1dz.
Let h ∈ 0F4 be given. Then we obtain from
‖k(z)A(z −A)−1‖L(0F4) ≤ C/|z|, ‖A1/2(z −A)−1‖L(0F4) ≤ C/|z|1/2, z ∈ Γ,
from (3.20), and from Minkowski’s inequality for integrals∥∥∥(∫
Γ
k(z)A(z −A)−1∆φjG−1/2A1/2(z −A)−1h dz
)∥∥∥
ℓp(0F4)
≤ C
∫
Γ
1
|z|‖(∆φjG
−1/2A1/2(z −A)−1h)‖ℓp(0F4) |dz|
≤ C
∫
Γ
1
|z|3/2 ‖h‖0F4 |dz| ≤ C‖h‖0F4
where we also used that G−1/2 is bounded on compact intervals. In the same way
we can estimate the second term in the integral representation of [k(A), φj ]D
1/2,
this time using the fact that R is bounded.
To estimate the commutators [D
1/2
n , φj ] in 0F4 note that
(Dn)
1/2 = Dn(Dn)
−1/2 =
1√
π
Dn
∫ ∞
0
e−Dntt−
1
2 dt
=
1√
π
(
Dn
∫ 1
0
e−Dntt−
1
2 dt+Dn
∫ ∞
1
e−Dntt−
1
2 dt
)
=:
1√
π
(T1 + T2),
with e−Dnt denoting the bounded analytic semigroup generated by the Laplacian
in Hsp(R
n) which extends by real interpolation to W sp (R
n), and then canonically to
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0F4. Thus by (3.20) there is a constant C > 0 such that for h ∈ 0F4 we have
‖(φjT2h)‖ℓp(0F4) = ‖(φj
∫ ∞
1
Dne
−Dntt−
1
2h dt)‖ℓp(0F4)
≤ C‖
∫ ∞
1
Dne
−Dntt−
1
2h dt‖
0F4
≤ C
∫ ∞
1
t−
3
2 dt ‖h‖
0F4
≤ C‖h‖
0F4
,
‖(T2φjh)‖ℓp(0F4) = ‖
∫ ∞
1
Dne
−Dntt−
1
2 (φjh) dt‖ℓp(0F4)
≤ C‖(φjh)‖ℓp(0F4) ≤ C‖h‖0F4 .
Hence ‖([φj , T2]h)‖ℓp(0F4) ≤ C‖h‖0F4 .
We consider next the commutator [T1, φj ]. Let kt(x) = (2πt)
−n/2 exp(−|x|2/4t)
denote the Gaussian kernel. Then for fixed t > 0, the operator Dne
−Dnt is the
convolution with kernel −∆kt(x), which is of class C∞. It is not difficult to see that
there are constants C, c > 0 such that
|∆kt(x)| ≤ Ct−(n+2)/2 e−c|x|2/t, x ∈ Rn, t > 0. (3.21)
Choosing a cut-off function χ ∈ C∞(Rn) with χ ≡ 1 in Bρ(0), supp (χ) ⊂ B2ρ(0)
and 0 ≤ χ ≤ 1 elsewhere, we set
−∆kt(x) = −(1− χ(x))∆kt(x) − χ(x)∆kt(x) =: k3,t(x) + k4,t(x), x ∈ Rn, t > 0,
and we denote by Tl the convolution operators with kernels
∫ 1
0
kl,tt
−1/2dt, l = 3, 4.
For the kernel of T3 we obtain from (3.21) the estimate
|
∫ 1
0
k3,t(x)t
−1/2 dt| ≤ C
∫ 1
0
e−c|x|
2/tt−(n+3)/2 dt
≤ Ce−c1|x|2
∫ ∞
1
e−c2|x|
2ss(n−1)/2ds ≤ Ce−c1|x|2,
as k3,t(x) = 0 for |x| ≤ ρ. Thus this kernel is in L1(Rn) and hence we may estimate
the commutator [T3, φj ] in the same way as [T2, φj ].
For the remaining commutator [T4, φj ] note that
∂α[T4, φj ] =
∑
β≤α
(
α
β
)
[T4, ∂
βφj ]∂
α−β .
This shows that it is enough to estimate the commutator [T4, φj ] in Lp(R
n), as it
then extends to Hmp (R
n) and by interpolation to W sp (R
n), and then canonically to
0F4. Next we observe that for x, y ∈ Rn
∂αφj(y)− ∂αφj(x) = ∂αφ′j(x)(y − x) + rj,α(x, y),
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where |rj,α(x, y)| ≤ C|x− y|2, with some constant C independent of j and |α| ≤ 2.
Therefore
[T4, φj ]h(x) =
∫ 1
0
∫
Rn
(φj(y)− φj(x))k4,t(x− y)h(y) dy t− 12 dt
= −φ′j(x)
∫
Rn
∫ 1
0
(y − x)k4,t(x− y)t− 12 dt h(y) dy+
+
∫
Rn
∫ 1
0
rj(x, y)k4,t(x − y)t− 12 dt h(y) dy
=: T5,jh(x) + T6,jh(x).
We observe that the support of the kernel k4,t is contained in B2ρ(0), and conse-
quently we may replace h by ψjh, where ψj is a cut-off function which equals 1 on
supp(φj)+B2ρ(0). In the following we fix a smooth cut-off function ψ which equals
1 on supp(φ) +B2ρ(0) and then set ψj := τxjψ. We then have
‖(Tl,jh)‖ℓp(Lp) = ‖(Tl,jψjh)‖ℓp(Lp) ≤ sup
k
‖Tl,k‖L(Lp)‖(ψjh)‖ℓp(Lp) ≤ C‖h‖Lp ,
provided we can show that the operators Tl,k are Lp-bounded with bound indepen-
dent of k ∈ N for l = 5, 6.
The operators Tl,j satisfy
T5,jh = φ
′
j(q ∗ h) with q(x) = χ(x)
∫ 1
0
x∆kt(x)t
− 12 dt, x ∈ Rn
|T6,jh| ≤ r ∗ |h| with r(x) = Cχ(x)
∫ 1
0
|x|2|∆kt(x)|t− 12 dt, x ∈ Rn.
The Fourier transform of q is given by q̂(ξ) = Cχ̂∗ ∫ 10 ∇ξ(|ξ|2e−t|ξ|2)t−1/2dt and we
verify that
sup
α≤(1,...,1)
sup
ξ∈Rn
|ξ||α||∂αq̂(ξ)| ≤M
for some M <∞. It thus follows from Mikhlin’s multiplier theorem that
‖T5,jh‖Lp ≤ C‖φ′j‖∞‖h‖Lp ≤ C‖h‖Lp .
Finally, in order to estimate T6,j we infer from (3.21) that
r(x) ≤ C
∫ 1
0
|x|2e−c|x|2/t t−n+32 dt ≤ Ce−c1|x|2|x|−(n−1)
∫ ∞
1
e−c2ss(n−1)/2ds
for x ∈ Rn. It follows that r ∈ L1(Rn) which implies by Young’s inequality
‖T6,jh‖p ≤ C‖h‖p with a uniform constant C. 
Remarks 3.2. (a) We mention that the proof for the estimate of [D
1/2
n , φj ] follows
the ideas of [15, Lemma 6.4].
(b) If ρ2 ≤ ρ1, i.e. the light fluid lies above the heavy one, then the estimate (3.8)
can be improved in the following sense: for every β > 0 and λ0 > 0 there are
positive constants δ, η = η(β) and cj = cj(β, λ0, δ, η) such that
c0
[|λ|+ |τ |] ≤ s˜(λ, τ, ζ) ≤ c1[|λ|+ |τ |] (3.22)
for all (λ, τ, ζ) ∈ Σπ/2+η × Ση × Uβ,δ and |λ| ≥ λ0. For this we observe that
estimates (3.9) and (3.10) certainly also hold in case that ρ2 ≤ ρ1. On the other
hand, given M > 0 we conclude as in (3.11) that L ≤ Re ((ρ1 − ρ2)γak(z)) ≤ R
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and |Im ((ρ1 − ρ2)γak(z))| ≤ H , with appropriate positive constants L,R,H . This
shows that there exists α = α(M, η) ∈ (0, π/2) such that
(ρ1 − ρ2)γak(z)/τ ∈ Σα, (λ, τ) ∈ Σπ/2+η × Ση, |z| ≤M (3.23)
with η ∈ (0, η0) chosen small enough, where we can assume that α coincides with
the angle in (3.12). Combining (3.12) and (3.23) yields
|s˜(λ, τ, ζ)| ≥ c(ψ)[|λ|+ |τ(σk(z) + iζ) + (ρ1 − ρ2)γak(z)/τ |]
≥ c(ψ)c(α)[|λ|+ |τ(σk(z) + iζ)|+ |(ρ1 − ρ2)γak(z)/τ |]
≥ c0(M,β, δ, η)
[|λ|+ |τ |]
provided (λ, τ, ζ) ∈ Σπ/2+η × Ση × Uβ,δ and |λ| ≤ M |τ |2. Noting again that the
curves |λ| = m|τ | and |λ| = M |τ |2 intersect at (m/M,m2/M) we obtain (3.22) by
choosing M big enough.
(c) If ρ2 ≤ ρ1 we can conclude from the lower estimate in (3.22) that the function
s˜ does not have zeros in Σπ/2 × R+ × [−β, β]. This holds in particular true for the
symbol s(λ, τ) := s˜(λ, τ, 0), indicating that there are no instabilities in case that
the light fluid lies on top of the heavy one.
(d) If ρ2 > ρ1 then it is shown in [29] that the symbol s has for each τ ∈ (0, τ∗)
with τ∗ := ((ρ2−ρ1)γa/σ)1/2 a zero λ = λ(τ) > 0, pertinent to the Rayleigh-Taylor
instability.
(e) Further mapping properties of the boundary symbol s(λ, τ) := s˜(λ, τ, 0) and
the associated operator S in case that γa = 0 have been derived in [27]. In partic-
ular, we have investigated the singularities and zeros of s, and we have studied the
mapping properties of S in case of low and high frequencies, respectively.
4. The nonlinear problem
In this section we prove existence und uniqueness of solutions for the nonlinear
problem (2.1), and we show additionally that solutions immediately regularize and
are real analytic in space and time. In order to facilitate this task, we first introduce
some notation. We set
E1(a) := {u ∈ H1p (J ;Lp(Rn+1,Rn+1)) ∩ Lp(J ;H2p (R˙n+1,Rn+1)) : [[u]] = 0},
E2(a) := Lp(J ; H˙
1
p (R˙
n+1)),
E3(a) := W
1/2−1/2p
p (J ;Lp(R
n)) ∩ Lp(J ;W 1−1/pp (Rn)),
E4(a) := W
2−1/2p
p (J ;Lp(R
n)) ∩H1p (J ;W 2−1/pp (Rn))
∩W 1/2−1/2pp (J ;H2p (Rn)) ∩ Lp(J ;W 3−1/pp (Rn)),
E(a) := {(u, π, q, h) ∈ E1(a)× E2(a)× E3(a)× E4(a) : [[π]] = q}.
(4.1)
The space E(a) is given the natural norm
‖(u, π, q, h)‖E(a) = ‖u‖E1(a) + ‖π‖E2(a) + ‖q‖E3(a) + ‖h‖E4(a)
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which turns it into a Banach space. Moreover, we set
F1(a) := Lp(J ;Lp(R
n+1,Rn+1)),
F2(a) := H
1
p (J ;H
−1
p (R
n+1)) ∩ Lp(J ;H1p (R˙n+1)),
F3(a) :=W
1/2−1/2p
p (J ;Lp(R
n,Rn+1)) ∩ Lp(J ;W 1−1/pp (Rn,Rn+1)),
F4(a) :=W
1−1/2p
p (J ;Lp(R
n)) ∩ Lp(J ;W 2−1/pp (Rn)),
F(a) := F1(a)× F2(a)× F3(a)× F4(a).
(4.2)
The generic elements of F(a) are the functions (f, fd, g, gh).
Let b ∈ F4(a)n be a given function. Then we define the nonlinear mapping
Nb(u, π, q, h) :=
(
F (u, π, h), Fd(u, h), G(u, q, h), (b− γv|∇h)
)
(4.3)
for (u, π, q, h) ∈ E(a), where, as before, u = (v, w), F = (Fv, Fw) and G = (Gv, Gw).
We will now study the mapping properties of Nb and we will derive estimates for
the Fre´chet derivative of Nb.
Proposition 4.1. Suppose p > n+ 3 and b ∈ F4(a)n. Then
Nb ∈ Cω(E(a) ,F(a)), a > 0. (4.4)
Let DNb(u, π, q, h) denote the Fre´chet derivative of Nb at (u, π, q, h) ∈ E(a). Then
DNb(u, π, q, h) ∈ L(0E(a), 0F(a)), and for any number a0 > 0 there is a positive
constant M0 = M0(a0, p) such that
‖DNb(u, π, q, h)‖L(0E(a), 0F(a))
≤M0
[‖b− γv‖BC(J;BC)∩ F4(a) + ‖(u, π, q, h)‖E(a)]
+M0
[(‖∇h‖BC(J;BC1) + ‖h‖E4(a) + ‖u‖BC(J;BC))‖u‖E1(a)]
+M0
[
P (‖∇h‖BC(J;BC))‖∇h‖BC(J;BC) +Q
(‖∇h‖BC(J;BC1), ‖h‖E4(a))‖h‖E4(a)]
for all (u, π, q, h) ∈ E(a) and all a ∈ (0, a0]. Here, P and Q are fixed polynomials
with coefficients equal to one.
Proof. The proof of the proposition is relegated to the end of the appendix. 
Given h0 ∈W 3−2/pp (Rn) we define
Θh0(x, y) := (x, y + h0(x)), (x, y) ∈ Rn × R. (4.5)
Letting Ωh0,i := {(x, y) ∈ Rn×R : (−1)i(y− (h0(x)) > 0} and Ωh0 := Ωh0,1∪Ωh0,2
we obtain from Sobolev’s embedding theorem that
Θh0 ∈ Diff2(R˙n+1,Ωh0) ∩Diff2(Rn+1− ,Ωh0,1) ∩Diff2(Rn+1+ ,Ωh0,2),
i.e., Θh0 yields a C
2-diffeomrphism between the indicated domains. The inverse
transformation obviously is given by Θ−1h0 (x, y) = (x, y − h0(x)). It then follows
from the chain rule and the transformation rule for integrals that
Θ∗h0 ∈ Isom(Hkp (R˙n+1), Hkp (Ωh0)), [Θ∗h0 ]−1 = Θh0∗ , k = 0, 1, 2,
where we use the notation
Θ∗h0u := u ◦Θh0 , u : Ωh0 → Rm,
Θh0∗ v := v ◦Θ−1h0 , v : R˙n+1 → Rm.
We are now ready to prove our main result of this section.
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Theorem 4.2. (Existence of solutions for the nonlinear problem (2.1)).
(a) For every β > 0 there exists a constant η = η(β) > 0 such that for all
initial values
(u0, h0) ∈W 2−2/pp (R˙n+1,Rn+1)×W 3−2/pp (Rn) with [[u0]] = 0,
satisfying the compatibility conditions
[[µD(Θh0∗ u0)ν0 − µ(ν0|D(Θh0∗ u0)ν0)ν0]] = 0, div(Θh0∗ u0) = 0, (4.6)
and the smallness-boundedness condition
‖∇h0‖∞ ≤ η, ‖u0‖∞ ≤ β, (4.7)
there is a number t0 = t0(u0, h0) such that the nonlinear problem (2.1)
admits a unique solution (u, π, [[π]], h) ∈ E1(t0).
(b) The solution has the additional regularity properties
(u, π) ∈ Cω((0, t0)× R˙n+1,Rn+2), [[π]], h ∈ Cω((0, t0)× Rn). (4.8)
In particular, M = ⋃t∈(0,t0) ({t} × Γ(t)) is a real analytic manifold.
Proof. The proof of this result proceeds in a similar way as the proof of Theorem 6.3
in [28].
For a given function b ∈ F4(a)n we consider the nonlinear problem
ρ∂tu− µ∆u+∇π = F (u, π, h) in R˙n+1
div u = Fd(u, h) in R˙
n+1
−[[µ∂yv]]− [[µ∇xw]] = Gv(u, [[π]], h) on Rn
−2[[µ∂yw]] + [[π]] − σ∆h = Gw(u, h) on Rn
[[u]] = 0 on Rn
∂th− γw + (b|∇h) = (b− γv|∇h) on Rn
u(0) = u0, h(0) = h0,
(4.9)
which clearly is equivalent to (2.1).
In order to economize our notation we set z := (u, π, q, h) for (u, π, q, h) ∈ E(a).
With this notation, the nonlinear problem (2.1) can be restated as
Lbz = Nb(z), (u(0), h(0)) = (u0, h0), (4.10)
where Lb denotes the linear operator on the left-hand side of (4.9), and Nb corre-
spondently denotes the nonlinear mapping on the right-hand site of (4.9).
It is convenient to first introduce an auxiliary function z∗ = z∗b ∈ E(a) which
resolves the compatibility conditions and the initial conditions in (4.10), and then
to solve the resulting reduced problem
Lbz = Nb(z + z
∗)− Lbz∗ =: Kb(z), z ∈ 0E(a), (4.11)
by means of a fixed point argument.
(i) Suppose that (u0, h0) satisfies the (first) compatibility condition in (4.6), and
let
[[π0]] := θ
∗
h0{[[µ(ν0|D(Θh0∗ u0)ν0)]] + σκ},
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where θh0 := Θh0 |Rn+1×{0}. Here we observe that θ∗h0 [[ω]] = [[Θ∗h0ω]] for any function
ω : Ωh0 → Rm which has one-sided limits. It is then clear from the definition in
(2.3)–(2.4) that the following compatibility conditions hold:
−[[µ∂yv0]]− [[µ∇xw0]] = Gv(u0, [[π0]], h0) on Rn
−2[[µ∂yw0]] + [[π0]]− σ∆h0 = Gw(u0, h0) on Rn (4.12)
where, as before, u0 = (v0, w0). Next we introduce special functions (0, f
∗
d , g
∗, g∗h) ∈
F(a) which resolve the necessary compatibility conditions. First we set
c∗(t) :=
{R+e−tDn+1E+(v0|∇h0) in Rn+1+ ,
R−e−tDn+1E−(v0|∇h0) in Rn+1− ,
(4.13)
where E± ∈ L(W 2−2/pp (Rn+1± ),W 2−2/pp (Rn+1)) is an appropriate extension operator
and R± is the restriction operator. Due to (v0|∇h0) ∈ W 2−2/pp (R˙n+1) we obtain
c∗ ∈ H1p (J ;Lp(Rn+1)) ∩ Lp(J ;H2p (R˙n+1)).
Consequently,
f∗d := ∂y c
∗ ∈ F2(a) and f∗d (0) = Fd(v0, h0). (4.14)
Next we set
g∗(t) := e−DntG(u0, [[π0]], h0). g
∗
h(t) := e
−Dnt(b(0)− γv0|∇h0). (4.15)
It then follows from (4.14) and [19, Lemma 8.2] that (0, f∗d , g
∗, g∗h) ∈ F(a). (4.12)
and the second condition in (4.6) show that the necessary compatibility conditions
of Theorem 3.1 are satisfied and we can conclude that the linear problem
Lbz
∗ = (0, f∗d , g
∗, g∗h), (u
∗(0), h∗(0)) = (u0, h0), (4.16)
has a unique solution z∗ = z∗b ∈ E(a). With the auxiliary function z∗ now deter-
mined, we can focus on the reduced equation (4.11), which can be converted into
the fixed point equation
z = L−1b Kb(z), z ∈ 0E(a). (4.17)
Due to the choice of (f∗d , g
∗, g∗h) we have Kb(z) ∈ 0F(a) for any z ∈ 0E(a), and it
follows from Proposition 4.1 that
Kb ∈ Cω(0E(a), 0F(a)).
Consequently, L−1b Kb : 0E(a)→ 0E(a) is well defined and smooth.
(ii) An inspection of the proof of Theorem 3.1 shows that given β > 0 we can find
a positive number δ0 = δ0(b) such that
L−1b ∈ L(0F(a), 0E(a)), ‖L−1b ‖L(0F(a),0E(a)) ≤M, a ∈ [0, δ0], (4.18)
whenever b ∈ F4(a)n and ‖b‖BC[0,a],BC(Rn)) ≤ β. It should be pointed out that the
bound M is universal for all functions b ∈ F4(a)n with ‖b‖∞ ≤ β, whereas the
number δ0 = δ(b) may depend on b.
(iii) We will now fix a pair of initial values (u0, h0) ∈W 2−2/pp (R˙n+1)×W 3−2/pp (Rn)
satisfying (4.6) and (4.7) with
η := 1/(16M0M), (4.19)
where the constantsM0 andM are given in (4.1) and (4.18), respectively. We choose
b(t) := e−Dntγv0, t ≥ 0. (4.20)
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Then b ∈ F4(a)n and ‖b‖BC([0,a];BC(Rn)) ≤ ‖γv0‖BC(Rn) ≤ β for any a > 0, as
{e−Dnt : t ≥ 0} is a contraction semigroup on BUC(Rn). Hence the estimate (4.18)
holds true for this (and any other choice) of initial values. It should be pointed out
once more that the bound M is universal for all initial values u0 with ‖v0‖∞ ≤ β -
and hence for b(t) := e−Dntγv0 - whereas the number δ0 may depend on γv0.
We note in passing that g∗h = 0 for this particular choice of the function b.
Without loss of generality we can assume that M0,M ≥ 1. We shall show that
L−1b Kb is a contraction on a properly defined subset of 0E(a) for a ∈ (0, δ0] chosen
sufficiently small. For r > 0 and a ∈ (0, δ0] we set
0BE(a)(z
∗, r) := {z ∈ E1(a) : z − z∗ ∈ 0E(a), ‖z − z∗‖E(a) < r}.
We remark that a and r are independent parameters that can be chosen as we
please. Let then r0 > 0 be fixed. It is not difficult to see that there exists a number
R0 = R0(u0, h0, δ0, r0) such that
‖∇(h+ h∗)‖BC(J;BC1) + ‖h+ h∗‖E4(a) + ‖u+ u∗‖BC(J;BC)
+Q
(‖∇(h+ h∗)‖BC(J;BC1), ‖h+ h∗‖E4(a)) ≤ R0
for all u ∈ 0BE1(a)(0, r) and h ∈ 0BE4(a)(0, r), with a ∈ (0, δ0] and r ∈ (0, r0] arbi-
trary, where z∗ = (u∗, π∗, q∗, h∗) is the solution of equation (4.16) and where Q is
defined in Proposition 4.1. Let M1 := M0(1 + R0). It then follows from Proposi-
tion 4.1 and (4.18) that
‖D(L−1b Kb)(z)‖0E(a)
≤M1M
[‖b− γ(v + v∗)‖BC(J;BC)∩ F4(a) + ‖z + z∗‖E(a)]
+M0M
[
P
(‖∇(h+ h∗)‖BC(J;BC))‖∇(h+ h∗)‖BC(J;BC)] (4.21)
for all z ∈ 0BE(a)(0, r) and a ∈ (0, δ0].
(iv) For (u0, h0) fixed, the norm of z
∗ in E(a) (which involves various integral
expressions evaluated over the interval (0, a)) can be made as small as we like by
choosing a ∈ (0, δ0] small. Let then a1 ∈ (0, δ0] be fixed so that
‖∇h∗‖BC([0,a1],BC) ≤ 2η,
M1M
(‖b− γv∗‖BC([0,a1];BC)∩ F4(a1) + ‖z∗‖E(a1)) ≤ 1/8. (4.22)
Since (∇h∗, b − γv∗) ∈ 0BC([0, δ0], BC(Rn)) and ‖∇h∗(0)‖∞ = ‖∇h0‖∞ ≤ η, the
estimates in (4.22) certainly hold for a1 sufficiently small.
In a next step we choose 2r1 ∈ (0, r0] so that
‖∇h‖
0BC([0,a1],BC(Rn) ≤ η,
M1M
(‖γv‖
0BC([0,a1];BC)∩ 0F4(a1) + ‖z‖0E(a1)
) ≤ 1/8, (4.23)
for all h ∈ 0BE(a1)(0, 2r1), v ∈ 0BE(a1)(0, 2r1), and z ∈ 0BE(a1)(0, 2r1). It follows
from Proposition 5.1 that (4.23) can indeed be achieved. Combining (4.19)–(4.23)
gives
‖D(L−1b Kb)(z)‖0E(a) ≤ 1/2, z ∈ 0BE(a1)(0, 2r1) (4.24)
showing that L−1b Kb : 0BE(a1)(0, r1)→ 0E(a1) is a contraction, where 0BE(a1)(0, r1)
denotes the closed ball in 0E(a1) with center at 0 and radius r1.
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It remains so show that L−1b Kb maps 0BE(a1)(0, r1) into itself. From (4.24) and the
mean value theorem follows
‖L−1b Kb(z)‖0E(a1) ≤ ‖L−1b Kb(z)− L−1b Kb(0)‖0E(a1) + ‖L−1b Kb(0)‖0E(a1)
≤ r1/2 + ‖L−1b Kb(0)‖0E(a1), z ∈ 0BE(a1)(0, r1).
Here we observe that the norm of L−1b Kb(0) = L
−1
b (K(z
∗)−(0, f∗d , g∗, g∗h)) in 0E(a1)
can be made as small as we wish by choosing a1 small enough. We may assume
that a1 was already chosen so that ‖L−1b Kb(0)‖0E(a1) ≤ r1/2.
(v) We have shown in (iv) that the mapping
L−1b Kb : 0BE(a1)(0, r1)→ 0BE(a1)(0, r1)
is a contraction. By the contraction mapping theorem L−1b Kb has a unique fixed
point zˆ ∈ 0BE(a1)(0, r1) ⊂ 0E(a1) and it follows immediately from (4.10)–(4.11)
that zˆ+z∗ is the (unique) solution of the nonlinear problem (2.1) in 0BE(a1)(z
∗, r1).
Setting t0 = a1 gives the assertion in part (a) of the Theorem.
(vi) The proof that (u, π, q, h) is analytic in space and time proceeds exactly in the
same way as in steps (vi)–(vii) of the proof of Theorem 6.3 in [28], with the only
difference that here g∗h = g
∗
h,λ,ν = 0, and that the operator Dν in formula (6.30) of
[28] is to be replaced by Dλ,ν , defined by
Dλ,νh := (λbλ,ν − ν|∇h), bλ,ν(t, x) := b(λt, x + tν). (4.25)
We note that D1,0 = (b|∇·). In the same way as in [25, Lemma 8.2] one obtains
that
[(λ, ν) 7→ bλ,ν ] : (1− δ, 1 + δ)× Rn → F4(a) (4.26)
is real analytic. The remaining arguments are now the same as in [28], and this
completes the proof of Theorem 4.2. 
Proof of Theorem 1.1: Clearly, the compatibility conditions of Theorem 1.1
are satisfied if and only if (4.6) is satisfied. Moreover, the smallness-boundedness
condition of Theorem 1.1 is equivalent to (4.7), where we have slightly abused
notation by using the same symbol for u0 and its transformed version Θ
∗
h0
u0.
Theorem 4.2 yields a unique solution (v, w, π, [π], h) ∈ E(t0) which satisfies the
additional regularity properties listed in part (b) of the theorem. Setting
(u, q)(t, x, y) = (v, w, π)(t, x, y − h(t, x)), (t, x, y) ∈ O,
we then conclude that (u, q) ∈ Cω(O,Rn+2) and [q] ∈ Cω(M). The regularity
properties listed in Remark 1.2(a) are implied by Proposition 5.1(a),(c). Finally,
since π(t, x, y) is defined for every (t, x, y) ∈ O, we can conclude that
q(t, ·) ∈ H˙1p (Ω(t)) ⊂ UC(Ω(t))
for every t ∈ (0, t0). 
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5. Appendix
In this section we state and prove some technical results that were used above.
Proposition 5.1. Suppose p > n+ 3. Then the following embeddings hold:
(a) E1(a) →֒ BC(J ;W 2−2/pp (R˙n+1,Rn+1)) →֒ BC(J ;BC1(R˙n+1,Rn+1)) and
there is a constant C0 = C0(p) such that
‖u‖
0BC(J;W
2−2/p
p )
+ ‖u‖
0BC(J;BC1) ≤ C0‖u‖0E1(a)
for all u ∈ 0E1(a) and all a ∈ (0,∞).
(b) E3(a) →֒ BC(J ;BC(Rn)) and there exists a constant C0 = C0(p) such that
‖g‖
0BC(J;BC) ≤ C0‖g‖0E3(a)
for all g ∈ 0E3(a) and all a ∈ (0,∞).
(c) F4(a) →֒ BC(J ;W 1p (Rn)) ∩ BC(J ;BC1(Rn)) and there exists a constant
C0 = C0(p) such that
‖g‖
0BC(J;W 1p )
+ ‖g‖
0BC(J;BC1) ≤ C0‖g‖0F4(a)
for all g ∈ 0F4(a) and all a ∈ (0,∞).
(d) E4(a) →֒ BC1(J ;BC1(Rn))∩BC(J ;BC2(Rn)) and there exists a constant
C0 = C0(p) such that
‖h‖
0BC1(J;BC1) + ‖h‖0BC(J;BC2) ≤ C0‖h‖0E4(a)
for all h ∈ 0E4(a) and all a ∈ (0,∞).
(e) ∂j ∈ L(E4(a),E3(a))∩L(E4(a),F4(a)) for j = 1, · · · , n. Moreover, for every
given a0 > 0 there is a constant C0 = C0(a0, p) such that
‖∂jh‖E3(a) + ‖∂jh‖F4(a) ≤ C0‖h‖E4(a)
for all h ∈ E4(a) and all a ∈ (0, a0].
Proof. We refer to [25, Proposition 6.2] for a proof of (a)-(b). The assertion in (c)
can established in the same way, using that F4(a) →֒ BC(J ;W 2−3/pp (Rn)), see [19,
Remark 5.3(d)]. In order to show that the embedding constant in (d) does not
depend on a ∈ (0, a0] we define an extension operator in the following way: for
h ∈ 0BC1([0, a];X), with X an arbitrary Banach space, we first set h˜(t) := 0 for
t ≤ 0, so that h˜ ∈ BC1((−∞, a];X), and then define
(Eh)(t) :=
{
h(t) if 0 ≤ t ≤ a,
3h˜(2a− t)− 2h˜(3a− 2t) if a ≤ t. (5.1)
A moment of reflection shows that Eh ∈ 0BC1([0,∞);X), and that Eh is an exten-
sion of h. It is evident that the norm of E : 0BC1([0, a];X) → 0BC1([0,∞);X) is
independent of a ∈ [0, a0]. The assertion follows now by the same arguments as in
the proof of [25, Proposition 6.2].
Let a0 > 0 be fixed. In order to establish part (e) it suffices to show that there is a
constant C0 = C(a0, p, r) such that
‖g‖W rp ([0,a];X) ≤ C0‖g‖H1p([0,a];X), a ∈ (0, a], (5.2)
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where X is an arbitrary Banach space and r ∈ [0, 1]. This follows from Hardy’s
inequality as follows: for r ∈ (0, 1) fixed we have
1
2
〈g〉pW rp ([0,a];X) =
∫ a
0
∫ a
s
‖g(t)− g(s)‖pX
(t− s)1+rp dt ds
=
∫ a
0
∫ a−s
0
‖g(s+ τ) − g(s)‖pX
τ1+rp
dτ ds
≤
∫ a
0
∫ a−s
0
1
τ1+rp
(∫ τ
0
‖∂g(s+ σ)‖X dσ
)p
dτ ds
≤ c(r, p)
∫ a
0
∫ a−s
0
1
τ1−(1−r)p
‖∂g(s+ τ)‖pX dτ ds
= c(r, p)
∫ a
0
1
τ1−(1−r)p
∫ a−τ
0
‖∂g(s+ τ)‖pX ds dτ
≤ c(r, p)
∫ a
0
1
τ1−(1−r)p
dτ ‖∂g‖pLp([0,a];X)
where ∂g is the derivative of g, and this readily yields (5.2). 
Our next result will be important in order to derive estimates for the nonlinear-
ities in (2.1).
Lemma 5.2. Suppose p > n+ 3. Let a0 ∈ (0,∞) be given. Then
(a) E3(a) is a multiplication algebra and we have the following estimate
‖g1g2‖E3(a) ≤ (‖g1‖∞ + ‖g1‖E3(a))(‖g2‖∞ + ‖g2‖E3(a)) (5.3)
for all (g1, g2) ∈ E3(a)× E3(a) and all a > 0.
(b) There exists a constant C0 = C0(a0, p) such that
‖g1g2‖0E3(a) ≤ C0(‖g1‖∞ + ‖g1‖E3(a))‖g2‖0E3(a) (5.4)
for all (g1, g2) ∈ E3(a)× 0E3(a) and all a ∈ (0, a0].
(c) There exists a constant C0 = C0(a0, p) such that
‖g∂jh‖0E3(a) ≤ C0‖g‖E3(a)‖h‖0E4(a), j = 1, · · · , n, (5.5)
for all (g, h) ∈ E3(a)× 0E4(a) and a ∈ (0, a0].
(d) Suppose (g, ψ) ∈ E3(a) × E3(a) and let β(t, x) :=
√
1 + ψ2(t, x). Then
g
βk
∈ E3(a) for k ∈ N and the following estimate holds∥∥∥∥ gβk
∥∥∥∥
E3(a)
≤ (1 + ‖ψ‖E3(a))k(‖g‖∞ + ‖g‖E3(a)). (5.6)
Proof. The assertions in (a)-(b) follow from (the proof of) Proposition 6.6.(ii) and
(iv) in [25].
(c) To economize our notation we set r = 1/2− 1/2p and θ = 1− 1/p.
Suppose that (g, h) ∈ E3(a)× 0E4(a). We first observe that
‖g∂jh‖W rp (J;Lp) ≤
(‖g‖Lp(J;Lp) + 〈g〉W rp (J;Lp)‖∂jh‖0BC(J;L∞)
+
(∫ a
0
∫ a
0
‖g(s)(∂jh(t)− ∂jh(s))‖pLp
dt ds
|t− s|1+rp
)1/p
.
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Using Ho¨lder’s inequality, and the fact that (1 − r − 1/p) = r > 0, we obtain the
estimate∫ a
0
∫ a
0
‖g(s)(∂jh(t)− ∂jh(s))‖pLp
dt ds
|t− s|1+rp
≤
∫ a
0
∫ a
0
‖g(s)‖pLp
(∣∣∣∣∫ t
s
‖∂t∂jh(τ)‖L∞dτ
∣∣∣∣)p dt ds|t− s|1+rp
≤
∫ a
0
‖g(s)‖pLp
(∫ a
0
dt
|t− s|1−(1−r−1/p)p
)
ds
∫ a
0
‖∂t∂jh(τ)|pLpdτ
≤ C0(a0, p)‖g‖pLp(J;Lp)‖∂t∂jh‖
p
Lp(J;L∞)
(5.7)
for a ∈ (0, a0]. Hence we conclude that
‖g∂jh‖0W rp (J;Lp) ≤ C0‖g‖W rp (J;Lp)
(‖∂jh‖0BC(J;L∞) + ‖∂t∂jh‖Lp(J;L∞))
≤ C0‖g‖E3(a)‖h‖0E4(a)
(5.8)
uniformly in a ∈ (0, a0]. It is easy to verify that
‖g∂jh‖Lp(J;W θp ) ≤ ‖g‖Lp(J;W θp )‖∂jh‖0BC(J;L∞) + ‖g‖Lp(J;L∞)‖∂jh‖0BC(J;W θp )
≤ C0‖g‖E3(a)‖h‖0E4(a).
(5.9)
Combining the estimates (5.8)–(5.9) yields (5.5).
(d) As in the proof of Proposition 6.6.(v) in [25] we obtain
‖g/β‖W rp (J;Lp) ≤ ‖1/β‖∞(‖g‖Lp(J;Lp) + 〈g〉W rp (J;Lp)) + ‖g‖∞〈1/β〉W rp (J;Lp)
≤ (1 + 〈1/β〉W rp (J;Lp))(‖g‖∞ + ‖g‖W rp (J;Lp)).
Thus it remains to estimate the term 〈1/β〉W rp (J;Lp). Using that β2(t, x)−β2(s, x) =
ψ2(t, x)− ψ2(s, x) one easily verifies that∣∣∣∣ 1β(s, x) − 1β(t, x)
∣∣∣∣ = ∣∣∣∣ β2(t, x)− β2(s, x)β(s, x)β(t, x)(β(t, x) + β(s, x))
∣∣∣∣ ≤ |ψ(t, x)− ψ(s, x)|
and this yields 〈1/β〉W rp (J;Lp) ≤ 〈ψ〉W rp (J;Lp). Consequently,
‖g/β‖W rp (J;Lp) ≤ (1 + ‖ψ‖W rp (J:Lp))(‖g‖∞ + ‖g‖W rp (J;Lp)).
A similar argument shows that
‖g/β‖Lp(J;W θp ) ≤ (1 + ‖ψ‖Lp(J;W θp ))(‖g‖∞ + ‖g‖Lp(J;W θp )).
Combining the last two estimates gives (5.6) for k = 1. The general case then
follows by induction. 
Corollary 5.3. Suppose p > n+3. Let a0 ∈ (0,∞) and k ∈ N with k ≥ 1 be given.
(a) There exists a constant C0 = C0(a0, p, k) such that
‖(g1 · · · gk)g¯‖0E3(a) ≤ C0
k∏
i=1
(‖gi‖∞ + ‖gi‖E3(a))‖g¯‖0E3(a)
for all functions gi ∈ E3(a), 1 ≤ i ≤ k, g¯ ∈ 0E3(a), and all a ∈ (0, a0].
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(b) There exists a constant C0 = C0(a0, p, k) such that
‖g(∂ℓ1h · · ·∂ℓkh∂j h¯)‖0E3(a)
≤ C0
(‖∇h‖k∞+‖h‖E4(a)‖∇h‖k−1∞ + ‖∇h‖kBC(J;W 1−1/pp ))‖g‖E3(a)‖h¯‖0E4(a)
≤ C0
(‖∇h‖kBC(J;BC1) + ‖h‖E4(a)‖∇h‖k−1∞ )‖g‖E3(a)‖h¯‖0E4(a)
for h ∈ E4(a), h¯ ∈ 0E4(a), a ∈ (0, a0], 1 ≤ j ≤ n, and ℓi ∈ {1, · · ·n} with
i = 1, · · · , k.
Proof. (a) follows from (5.4) by iteration.
(b) The first line in (5.8) shows that
‖g(∂ℓ1h · · ·∂ℓkh∂jh¯)‖W rp (J;Lp)
≤ C0‖g‖W rp (J;Lp)(‖∂ℓ1h · · · ∂ℓkh∂j h¯‖0BC(J;L∞) + ‖∂t(∂ℓ1h · · ·∂ℓkh∂j h¯)‖Lp(J;L∞)).
Next we note that
‖∂ℓ1h · · · ∂ℓkh(∂t∂j h¯)‖Lp(J;L∞) ≤ ‖∇h‖k∞‖∂t∂j h¯‖Lp(J;L∞),
and
‖∂ℓ1h · · · (∂t∂ℓih) · · ·∂ℓkh∂j h¯‖Lp(J;L∞)≤ ‖∂t∂ℓih‖Lp(J;L∞)‖∇h‖k−1∞ ‖∂jh¯‖0BC(J;L∞).
Proposition 6.1(d) now implies the assertion for ‖ · ‖W rp (J;Lp). On the other hand
we have by (5.9) for θ = 1− 1/p
‖g(∂ℓ1h · · · ∂ℓkh∂j h¯)‖Lp(J;W θp )
≤ ‖g‖Lp(J;W θp )‖∂ℓ1h · · · ∂ℓkh∂j h¯‖∞ + ‖g‖Lp(J;L∞)‖∂ℓ1h · · · ∂ℓkh∂j h¯‖0BC(J;W θp )
≤ C0‖g‖E3(a)
(‖∇h‖k∞ + ‖∇h‖kBC(J;W 1−1/pp ))‖h‖0E4(a)
since W θp (R
n) is a multiplication algebra. The last inequality then follows from
Sobolov’s embedding theorem. 
Remark 5.4. It can be shown that the estimate in (5.5) can be improved as follows:
For every a0 ∈ (0,∞) there is a constant C0 = C0(a0, p) > 0 and a constant
θ = θ(p) > 0 such that
‖g∂jh‖0E3(a) ≤ C0 aθ‖g‖E3(a)‖h‖0E4(a)
holds for all (g, h) ∈ E3(a)× 0E4(a) and a ∈ (0, a0]. In the same way, the constant
C0 in Corollary 5.3(b) can be replaced by C0a
θ.
Lemma 5.5. Suppose p > n+ 3. Let a0 ∈ (0,∞) be given. Then
(a) F4(a) is a multiplication algebra and we have the estimate
‖g1g2‖F4(a) ≤ Ca‖g1‖F4(a)‖g2‖F4(a)
for all (g1, g2) ∈ F4(a)× F4(a), where the constant Ca depends on a.
(b) There exists a constant C0 = C0(a0, p) such that
‖g1g2‖0F4(a) ≤ C0(‖g1‖∞ + ‖g1‖F4(a))‖g2‖0F4(a) (5.10)
for all (g1, g2) ∈ F4(a)× 0F4(a) and all a ∈ (0, a0].
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(c) There exists a constant C0 = C0(a0, p) such that
‖g∂jh‖0F4(a) ≤ C0(‖g‖∞ + ‖g‖F4(a))‖h‖0E4(a), j = 1, · · · , n, (5.11)
for all (g, h) ∈ F4(a)× 0E4(a) and a ∈ (0, a0].
Proof. Here we equip F4(a) with the (equivalent) norm
‖g‖F4(a) = ‖g‖W 1−1/2pp (J;Lp) +
n∑
i=1
‖∂ig‖Lp(J;W 1−1/pp ) . (5.12)
(a) This follows from Proposition 5.1(c) by similar arguments as in the proof of
Proposition 6.6(ii) and (iv) in [25].
(b) It follows from part (a) and Proposition 5.1(c) that
‖g1g2‖0W rp (J;Lp) ≤ C0(‖g1‖∞ + ‖g1‖W rp (J;Lp))‖g2‖0F4(a), (g1, g2) ∈ F4(a)× 0F4(a)
where r = 1− 1/2p. Next, observe that again by Proposition 5.1(c)
‖(∂ig1)g2‖Lp(J;W θp ) ≤ ‖∂ig1‖Lp(J;W θp )‖g2‖0BC(J;L∞) + ‖∂ig1‖Lp(J;L∞)‖g2‖0BC(J;W θp )
≤ C0‖g1‖F4(a)‖g2‖0F4(a)
where θ = 1− 1/p. Moreover,
‖g1∂ig2‖Lp(J;W θp ) ≤ ‖g1‖Lp(J;W θp )‖∂ig2‖0BC(J;L∞) + ‖g1‖∞‖∂ig2‖Lp(J;W θp )
≤ C0(‖g1‖∞ + ‖g1‖F4(a))‖g2‖0F4(a).
The estimates above in conjunction with (5.12) yields (5.10).
(c) follows from (b) by setting g2 = ∂jh and from Proposition 5.1(e), which certainly
is also true for 0E4(a). 
Proof of Proposition 4.1:
It follows as in the proof of [28, Proposition 6.2] that Nb ∈ Cω(E(a),F(a)), and
moreover, that DHb(z) ∈ L(0E(a), 0F(a)) for z ∈ E(a). It thus remains to prove
the estimates stated in the proposition.
Without always writing this explicitly, all the estimates derived below will be
uniform in a ∈ (0, a0], for a0 > 0 fixed. Moreover, all estimates will be uniform for
(u¯, π¯, q¯, h¯) ∈ 0E(a).
(i) Without changing notation we consider here the extension of h from Rn to Rn+1
defined by h(t, x, y) = h(t, x) for (x, y) ∈ Rn×R and t ∈ J . With this interpretation
we have
‖∂h‖∞,J×Rn+1 = ‖∂h‖∞,J×Rn , h ∈ E(a), ∂ ∈ {∂j ,∆, ∂t}, (5.13)
where ‖ · ‖∞,U denotes the sup-norm for the set U ⊂ J × Rn+1. Next we observe
that
BC(J ;BC(Rn+1)) · Lp(J ;Lp(Rn+1)) →֒ Lp(J ;Lp(Rn+1)),
BC(J ;Lp(R
n+1)) · Lp(J ;BC(Rn+1)) →֒ Lp(J ;Lp(Rn+1)),
BC(J ;BC(Rn+1)) ·BC(J ;BC(Rn+1)) →֒ BC(J ;BC(Rn+1)),
(5.14)
that is, multiplication is continuous and bilinear in the indicated function spaces
(with norm equal to 1).
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Let us first consider the term F1(u, h) := |∇h|2∂2yu appearing in the definition of F .
Its Fre´chet derivative at (u, h) is given by
DF1(u, h)[u¯, h¯] = |∇h|2∂2y u¯+ 2(∇h|∇h¯)∂2yu.
Suppose (u¯, h¯) ∈ 0E1(a)× 0E4(a). From (5.13), the first and third line in (5.14) and
Proposition 5.1(d) follows the estimate
‖DF1(u, h)[u¯, h¯]‖0F(a) ≤ C0‖∇h‖∞(‖∇h‖∞ + ‖u‖E1(a))(‖u¯‖0E1(a) + ‖h¯‖0E4(a))
for all (u, h) ∈ E1(a)×E4(a). It is important to note that the constant C0 does not
depend on the length of the interval J = (0, a) for a ∈ (0, a0].
Next, let us take a closer look at the term F2(u, h) := ∆h∂yu in the definition
of F . The Fre´chet derivative is DF2(u, h)[u¯, h¯] = ∆h∂yu¯ + ∆h¯∂yu. We infer from
(5.13), the first and second line in (5.14), and Proposition 5.1 that
‖DF2(u, h)[u¯, h¯]‖0F(a) ≤ (‖∆h‖Lp(J;L∞) + ‖∂yu‖Lp(J;Lp))·
(‖∂yu¯‖0BC(J;Lp) + ‖∆h¯‖0BC(J;L∞))
≤ C0(‖h‖E4(a) + ‖u‖E1(a))(‖u¯‖0E1(a) + ‖h¯‖0E4(a))
for all (u, h) ∈ E1(a)× E4(a).
The derivative of F3(u, h) := (u|∇h)∂yu, where ∇h := (∇h, 0), is given by
DF3(u, h)[u¯, h¯] = (u¯|∇h)∂yu+ (u|∇h)∂yu¯+ (u|∇h¯)∂yu
and it follows from (5.13)–(5.14) and Proposition 5.1(a),(d) that there is a constant
C0 > 0 such that
‖DF3(u, h)[u¯, h¯]‖0F(a) ≤ C0(‖∇h‖∞ + ‖u‖∞)‖u‖E1(a)(‖u¯‖0E1(a) + ‖h¯‖0E4(a))
for all (u, h) ∈ E1(a)× E4(a).
Let us also consider the term F4(u, h) := ∂th∂yu. Observing that
DF4(u, h)[u¯, h¯] = ∂th∂yu¯+ ∂th¯∂yu,
that ∂t : E4(a)→ F4(a) is linear and continuous and
F4(a) →֒ Lp(J ;BC1(Rn)) ∩BC(J ;BC1(Rn)) (5.15)
we conclude from (5.13)–(5.15) and Proposition 5.1(a),(c) that there is a constant
C0 = C0(a0) such that
‖DF4(u, h)[u¯, h¯]‖0F(a) ≤ (‖∂th‖Lp(J;L∞) + ‖∂yu‖Lp(J;Lp))
(‖∂yu¯‖0BC(J;Lp) + ‖∂th¯‖0BC(J;L∞))
≤ C0(‖h‖E4(a) + ‖u‖E1(a))(‖u¯‖0E1(a) + ‖h¯‖0E4(a))
for all (u, h) ∈ E1(a)× E4(a).
The derivative of F5(π, h) := ∂yπ∇h is given by
DF5(π, h)[π¯, h¯] = ∂yπ¯∇h+ ∂yπ∇h¯.
It follows from (5.13)–(5.14) and Proposition 5.1(d) that there exists C0 such that
‖DF5(π, h)[π¯, h¯]‖0F(a) ≤ (‖∇h‖∞ + ‖∂yπ‖Lp(J;Lp))
(‖∂yπ¯‖Lp(J;Lp) + ‖∇h‖0BC(J;L∞))
≤ C0(‖∇h‖∞ + ‖π‖E2(a))(‖π¯‖0E2(a) + ‖h¯‖0E4(a))
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for all (π, h) ∈ E2(a) × E4(a). The remaining terms in the definition of F can be
analyzed in the same way. Summarizing we have shown that there is a constant C0
such that
‖DF (u, π, h)[u¯, π¯, h¯]‖
0F1(a)
≤C0
[‖∇h‖∞ + ‖∇h‖2∞ + ‖(u, π, h)‖E(a)
+ (‖∇h‖∞+ ‖u‖∞)‖u‖E1(a)
]‖(u¯, π¯, h¯)‖
0E(a)
(5.16)
for all (u, π, h) ∈ E(a) and all a ∈ (0, a0].
(ii) We will now consider the nonlinear function Fd(u, h) = (∇h|∂yv), stemming
from the transformed divergence. Since h(x, y) := h(x) does not depend on y we
have
Fd(u, h) = (∇h|∂yu) = ∂y(∇h|u). (5.17)
We note that
∂y ∈ L
(
H1p (J ;Lp(R
n+1)), H1p (J ;H
−1
p (R
n+1))
)
. (5.18)
The norm of this linear mapping does not depend on the length of the interval
J = [0, a]. It is easy to see that multiplication is continuous in the following function
spaces:
H1p (J ;BC(R
n+1)) ·H1p (J ;Lp(Rn+1)) →֒ H1p (J ;Lp(Rn+1))
BC(J ;BC1(R˙n+1)) · Lp(J ;H1p (R˙n+1)) →֒ Lp(J ;H1p (R˙n+1)).
(5.19)
The derivative of Fd at (u, h) ∈ E1(a)× E4(a) is given by
DFd(u, h)[u¯, h¯] = (∇h|∂yu¯) + (∇h¯|∂yu) = ∂y((∇h|u¯) + (∇h¯|u)).
We want to derive a uniform estimate for DFd(u, h)[u¯, h¯] which does not depend
on the length of the interval J = [0, a]. We conclude from (5.13)–(5.15) that
‖(∇h|u¯)‖
0H1p(J;Lp)
∼ ‖(∇h|u¯)‖Lp(J;Lp) + ‖(∂t∇h|u¯)‖Lp(J;Lp) + ‖(∇h|∂tu¯)‖Lp(J;Lp)
≤ ‖∇h‖∞‖u¯‖Lp(J;Lp) + ‖∂t∇h‖Lp(J;L∞)‖u¯‖0BC(J;Lp) + ‖∇h‖∞‖∂tu¯‖Lp(J;Lp)
≤ C0(‖∇h‖∞ + ‖h‖E4(a))‖u¯‖0H1p(J;Lp).
Similar arguments also yield ‖(∇h¯|u)‖
0H1p(J;Lp)
≤ C0‖u‖H1p(J;Lp)‖h¯‖0E4(a). These
estimates in combination with (5.18) show that there is a constant C0 such that
‖(∇h|∂yu¯) + (∂yu|∇h¯)‖
0H1p(J;H
−1
p )
≤ C0(‖∇h‖∞ + ‖h‖E4(a) + ‖u‖E1(a))(‖u¯‖0E1(a) + ‖h¯‖0E4(a))
for all (u, h) ∈ E1(a)× E4(a), where C0 is uniform in a ∈ (0, a0]. Observing that
‖(∇h|∂yu¯)‖Lp(J;Lp) +Σn+1j=1 ‖(∂j∇h|∂yu¯) + (∇h|∂j∂yu¯)‖Lp(J;Lp)
defines an equivalent norm for ‖(∇h|∂yu¯)‖Lp(J;H1p), we infer once more from (5.13)–
(5.14) and Propostion 5.1 that
‖(∇h|∂yu¯)‖Lp(J;H1p) ≤ C0(‖h‖E4(a) + ‖∇h‖∞)‖u¯‖0E1(a)
‖(∇h¯|∂yu)‖Lp(J;H1p) ≤ C0‖u‖Lp(J;H2p)‖h¯‖0E4(a).
Summarizing we have shown that there exists a constant C0 such that
‖DFd(u, h)[u¯, h¯]‖0F2(a)
≤ C0(‖∇h‖∞ + ‖h‖E4(a) + ‖u‖E1(a))(‖u¯‖0E1(a) + ‖h¯‖0E4(a))
(5.20)
for all (u, h) ∈ E1(a)× E4(a) and a ∈ (0, a0].
28 J. PRU¨SS AND G. SIMONETT
(iii) We remind that
[[µ∂i ·]] ∈ L
(
H1p (J ;Lp(R˙
n+1)) ∩ Lp(J ;H2p (R˙n+1)),E3(a)
)
(5.21)
where [[µ∂iu]] denotes the jump of the quantity µ∂iu with u a generic function from
R˙n+1 → R, and where ∂i = ∂xi for i = 1, . . . , n and ∂n+1 = ∂y.
The mapping G(u, q, h) is made up of terms of the form
[[µ∂iuk]]∂jh, [[µ∂iuk]]∂jh∂lh, q∂jh, ∆h∂jh, Gκ(h), Gκ(h)∂jh
where uk denotes the k-th component of a function u ∈ E1(a). It follows from
Lemma 5.2(a) and (5.21) that the mappings
(u, h) 7→ [[µ∂iuk]]∂jh, [[µ∂iuk]]∂jh∂lh : E1(a)× E4(a)→ E3(a),
(q, h) 7→ q∂jh : E3(a)× E4(a)→ E3(a), h 7→ ∆h∂jh : E4(a)→ E3(a)
are multilinear and continuous. Let us now take a closer look at the termG1(u, h) :=
[[µ∂iuk]]∂jh. Its Fre´chet derivative is given by
DG1(u, h)[u¯, h¯] = ∂jh[[µ∂iu¯k]] + [[µ∂iuk]]∂j h¯.
Setting g1 = ∂jh and g2 := [[µ∂iu¯k]] we obtain from (5.4) and (5.21) the estimate
‖∂jh[[µ∂iu¯k]]‖0E3(a) ≤ C0(‖∇h‖∞ + ‖∇h‖E3(a))‖u¯‖0E1(a).
On the other hand, setting g := [[µ∂iuk]] we conclude from (5.5) and (5.21) that
‖[[µ∂iuk]]∂j h¯‖0E3(a) ≤ C0‖u‖E1(a)‖h¯‖0E4(a).
Consequently,
‖DG1(u, h)[u¯, h¯]‖0E3(a)
≤ C0(‖∇h‖∞ +‖∇h‖E3(a) + ‖u‖E1(a))(‖u¯‖0E1(a) + ‖h¯‖0E4(a))
(5.22)
for all (u, h) ∈ E1(a)× E4(a), and all a ∈ (0, a0].
Given (u, h) ∈ E1(a)×E4(a) let G2(u, h) := [[µ∂iuk]]∂jh∂lh. The Fre´chet derivative
of G2 is given by
DG2(u, h)[u¯, h¯] = ∂jh∂lh[[µ∂iu¯k]] + [[µ∂iuk]]∂jh∂j h¯+ [[µ∂iuk]]∂lh∂j h¯.
From Corollary 5.3(a),(b) and (5.21) follows that there is a constant C0 such that
‖DG2(u, h)[u¯, h¯]‖0E3(a) ≤ C0(‖∇h‖∞ + ‖h‖E4(a))2‖u¯‖0E1(a)
+ C0
(‖∇h‖BC(J;BC1) + ‖h‖E4(a))‖u‖E1(a)‖h¯‖0E4(a)) (5.23)
for all (u, h) ∈ E1(a)× E4(a) and all a ∈ (0, a0].
The terms G3(q, h) := q∂jh and G4(h) := ∆h∂jh can be analyzed in the same way
as the term G1, yielding the following estimates
‖DG3(q, h)[q¯, h¯]‖0E3(a)
≤ C0(‖∇h‖∞+ ‖∇h‖E3(a)+ ‖q‖E3(a))(‖q¯‖0E3(a) + ‖h¯‖0E4(a))
(5.24)
as well as
‖DG4(h)h¯‖0E3(a) ≤ C0(‖∇h‖∞ + ‖∇h‖E3(a) + ‖∇2h‖E3(a))‖h¯‖0E4(a). (5.25)
Let us now consider the term
G5(h) =
1
(1 + β)β
(∂jh)
2∆h, β(t, x) :=
√
1 + |∇h(t, x)|2,
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appearing in the definition of Gκ. The Fre´chet derivative of G5 at h is given by
DG5(h)h¯ = −
( 1
(1+β)2β2
+
1
(1+β)β3
)
(∂jh)
2∆h∂kh∂kh¯
+
1
(1+β)β
(
2∂jh∆h∂j h¯+ (∂jh)
2∆h¯
)
.
Before continuing, we note that the term 1/(1 + β) can be treated in exactly the
same way as 1/β, as a short inspection of the proof of Lemma 5.2(d) shows. It
follows then from Corollary 5.3(a)–(b) and from (5.6) that there is a constant C0
such that
‖DG5(h)h¯‖0E3(a) ≤ C0
[
P (‖∇h‖∞)+Q(‖∇h‖BC(J;BC1), ‖h‖E4(a))
]‖h¯‖
0E4(a) (5.26)
for all h ∈ E4(a) and all a ∈ (0, a], where P and Q are polynomials with coefficients
equal to one and vanishing zero-order terms. Analogous arguments can be used for
the remaining terms (∇h|∇2h∇h)/β3 and Gκ(h)∂jh appearing in G, yielding the
same estimate as in (5.26).
(iv) It remains to consider the nonlinear term Hb(v, h) := (b−γv|∇h). The Fre´chet
derivative is given byDHb(v, h)[v¯, h¯] = −(∇h|γv¯)+(b−γv|∇h¯). From Lemma 5.5(b)
with g1 = ∂jh and g2 = γv¯k, where v¯k denotes the k-th component of v¯, follows
‖(∇h|γv¯)‖
0F4(a) ≤ C0(‖∇h‖∞+‖h‖E4(a))‖v¯‖0E1(a). Lemma 5.5(c) with g = (b−γv)k
and h = h¯ implies
‖(b− γv|∇h¯)‖
0F4(a) ≤ C0(‖b− γv‖∞ + ‖b− γv‖F4(a))‖h¯‖0E4(a).
We have, thus, shown that
‖DHb(v, h)‖ ≤ C0(‖∇h‖∞ + ‖h‖E4(a) + ‖b− γv‖BC(J;BC)∩F4(a)). (5.27)
Combining the estimates in (5.16), (5.20) and (5.22)–(5.27) yields the assertions of
Proposition 4.1. 
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