Abstract. Estimates of the Kobayashi metric in the normal direction are used to study the mapping problem in several complex variables.
Introduction
Does every biholomorphic map between two smooth bounded domains in C n extend smoothly to the boundary? This problem, known as the mapping problem, has played an important role in several complex variables. (See the survey [Fo93] and the monograph [BER99] for extensive coverage of this and related problems.) Since the early 1970's, biholomorphically invariant metrics, such as the Carathéodory, Bergman, and Kobayashi metrics, have been employed to study the mapping problem. The Carathéodory metric was used by Vormoor [V73] to show that biholomorphic maps between strictly pseudoconvex domains with C 2 -smooth boundaries extend to homeomorphisms on the closures of the domains, and by Henkin and Pinchuk to show that these biholomorphic maps [H73] , in fact, even proper holomorphic maps [P74] , are Hölder continuous of order 1/2. In a seminal paper [Fe74] , using the Bergman metric, Fefferman showed that biholomorphic maps between smooth bounded strictly pseudoconvex domains extend to diffeomorphisms on the closures.
The Kobayashi metric is the largest among the invariant metrics that are identical to the Poincaré metric on the unit disc and have the contracting property. It naturally becomes a useful tool to study the mapping problem. Diederich and Fornaess [DF79] used it to establish the Hölder continuity of proper holomorphic maps onto bounded pseudoconvex domains with real analytic boundaries. The key step in this approach is to show that the Kobayashi metric blows up in all directions at a rate no less than 1/δ ε , where δ is the distance to the boundary from the point where the metric is evaluated and ε a positive constant. Once this estimate is established, the Hölder continuity of the proper holomorphic maps then follows from a classical method of Hardy and Littlewood, and the Diederich-Fornaess construction of bounded plurisubharmonic exhaustion functions [DF77a] . Boundary behavior of the Carathéodory and Kobayashi metrics on smooth bounded strictly pseudoconvex domains in C n was studied by Graham in [G75] . (See [Fu95] for the Fefferman type asymptotic expansions of the metrics on these domains.) Estimates for the Kobayashi metric, as well as the Carathéodory and Bergman metrics, in terms of big constants and small constants, were obtained by Catlin [Ca89] for smooth bounded pseudoconvex domains of finite type in C 2 . (See [M01] and references therein for related results.) Cho [Cho92] extended the abovementioned result of Diederich and Fornaess to smooth bounded pseudoconvex domains of D'Angelo finite type in C n . However, such estimates are not expected to hold for domains that are not of finite type. In fact, it is well known that for a smooth bounded domains in
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where ρ is the Poincaré distance on D. We refer the reader to [Kr01] and [JP93] for background material and extensive treatments on the Kobayashi and other invariant metrics.
The following localization property of the Kobayashi metric is due to Royden ([R71] ; see also [G75] ):
The following lemma is well-known.
Lemma 2.2. . Let ε 0 be a positive constant. Suppose that Ω is a domain in C such that, for each z 0 ∈ bΩ, the connected component of C \ Ω containing z 0 also contains a segment z 0 z 1 with length ≥ ε 0 . Then
for all z ∈ Ω with d(z) ≤ ε 0 , where d(z) is the Euclidean distance from z to the boundary bΩ.
Proof. The first inequality holds for all z ∈ Ω and is easily seen by comparing with the Kobayashi metric on the disc with center z and radius d(z). We now prove the second inequality. By homogeneity of the Kobayashi metric, we may assume that X = 1. Let z be a point in Ω with d(z) ≤ ε 0 . Let z 0 be a point in bΩ such that d(z) = |z 0 − z|. Let z 1 be a point in the connected component of C \ Ω containing z 0 such that
Then Ω 1 ⊃ Ω. After a translation and a rotation, we may assume without loss of generality that z 0 = 0 and z 1 = −ε 0 . Let
where the square root is the branch obtained by deleting the negative real axis. Then f (ζ) maps Ω 1 into the right-half plane C + . It then follows from the length decreasing property of the Kobayashi metric that
A simple calculation then yields the desired inequality.
We will write z = (z 1 , . . . , z n ) = (ẑ, z n ) and use B(z, R) to denote the ball in C n with center z and radius R. For 0 < k < 1, let Λ(k) = {z ∈ C n | − Re z n > k|z|} be the cone with axis in the negative Re z n -direction. Throughout the paper, we will use C to denote constants which may be different in different appearances. The following proposition generalizes a result of Krantz [Kr92] . The proof is similar to that in [Kr92] . The difference here is that whereas Krantz reduces the problem to an annulus in C, we reduce it to the complement of a line segment in C (see Lemma 2.2 above). In this way, we are able to estimate from below the Kobayashi metric in any direction, even though only the complex normal component of the direction contributes to the estimate. 
Then there exist positive constants C 1 and R 1 such that
, for all z ∈ B(0, R 1 ) ∩ Λ(k) and all X ∈ C n . Furthermore, there exist positive constants C 2 and C 3 such that
Ωm (z)
.
for all z ∈ B(0, R 1 ) ∩ Λ(k) and all X ∈ C n with |X| ≤ K|X n |.
Proof. Inequality (2.3) and the second inequality in (2.4) have been proved in [Fu94a] . We include the proofs here for completeness.
It follows from the Cauchy integral formula that for |ζ| < 1/2,
Denote δ = − Re z n . From (2.5) and the assumption that k|z| < δ, we obtain
for |ζ| < cδ 1/m , provided δ < 1. (Note that δ < R 1 and we can take R 1 to be sufficiently small.) Therefore,
It then follows from Lemma 2.2 that
from which (2.3) follows. We now prove the second inequality in (2.4). From (2.6), we have
for |ζ| < cδ 1/2m , provided c and δ are sufficiently small. From (2.7) and (2.9), we then have
λX n , and
It follows from Lemma 2.2 that
From (2.8) and the assumption |X| ≤ K|X n |, we then have
We thus conclude the proof of the second inequality in (2.4). We will actually prove a slightly stronger version of the first inequality in (2.4) in the next proposition. 
Then there exist positive constants R 1 and C such that
Proof. By homogeneity of the Kobayashi metric, we may assume that
and
where b and c are sufficiently small constants to be chosen. Then Φ δ (0) = z, Φ ′ δ (0) = cδ 1−1/2m X. It suffices to prove that Φ δ (D) ⊂ Ω m for sufficiently small c and δ.
If 1 > |ζ| ≥ δ 1/2m , we have
when b is sufficiently small and c < 1. Thus
when c and δ are sufficiently small. If |ζ| < δ 1/2m , then it is easy to see that
for sufficiently small c and δ. We thus conclude the proof of the proposition.
We now use the above propositions to estimate the Kobayashi metric in the normal direction for a general domain in C n . Let Ω = {z ∈ C n | r(z) < 0} be a bounded domain in C n with C k -smooth boundary. The defining function r(z) is always chosen to be in the same smoothness class as the boundary and dr = 0 on bΩ. One useful choice of the defining function is the signed Euclidean distance function:
We refer the reader to [KP81] and references therein for more information on the distance function. In particular, it was shown there that when bΩ is of class C k , k ≥ 2, then δ Ω (z) is C k -smooth in a neighborhood of bΩ. This, however, is not true when k = 1. Nonetheless, if bΩ is of class C 1,1 , so is δ Ω (z) in a neighborhood of bΩ.
Theorem 2.5. Let Ω = {z ∈ C n | r(z) < 0} be a bounded domain with C 1,1 -smooth boundary. Then there exists a constant C > 0 such that
for all z ∈ Ω and all X ∈ C n .
Proof. This theorem has been proved in [Fu94b] under the assumption that bΩ is C ∞ -smooth. The same proof works when bΩ is C 1,1 -smooth, in light of the above discussion. We provide the detail below.
It is easy to see that (2.11) is independent of the choice of the defining function. It suffices to establish (2.11) for δ Ω (z) in a neighborhood of bΩ. Let U be a neighborhood of bΩ so that δ Ω ∈ C 1,1 and there is a projection π : U → bΩ such that |z − π(z)| = d(z, bΩ). Let p ∈ U ∩ Ω. After a translation and a unitary transformation, we may assume that π(p) is the origin and the outward normal direction at π(p) is the positive Re z n -axis. Hence there exist positive constants R and A, independent of p, such that
It follows from Proposition 2.3 that
when δ Ω (p) is sufficiently small. (The constants can be chosen to be independent of π(p).) Since in the new coordinates, ∂δ Ω (p)/∂z j = 0, 1 ≤ j ≤ n − 1, and ∂δ Ω (p)/∂z n = 1/2. We then obtain (2.11) after applying Lemma 2.1.
Remark. The above theorem is sharp. For example, let Ω be a bounded domain in C 2 locally defined near the origin by r(z) = Re z 2 − |z 1 | 2 < 0. Let p δ = (−δ, 0) and X = (δ −1/2 , 1), then 
for all z ∈ Ω and all X ∈ C n , then Ω is pseudoconvex.
(2) Conversely, if Ω = {z ∈ C n | r(z) < 0} is a bounded pseudoconvex domain with C 3 -smooth boundary, then there exists a constant C > 0 such that
Proof. Let p 0 ∈ bΩ. After a translation and a rotation, we can assume that p 0 is the origin and the outward normal direction at p 0 is the positive real Re z n -axis. Furthermore, after the following simple change of coordinates
we may assume that
Notice all these changes of coordinates preserve the outward normal direction at p 0 . We now prove (1) by contradiction. Suppose that the Levi-form of r(z) is not semipositive at some p 0 ∈ bΩ. After changes of coordinates as above, we assume that p 0 is the origin and
for z near p 0 . Since the Levi-form is not semi-positive definite at p 0 , the matrix (a jk ) 1≤i,j≤n−1 has at least one negative eigenvalue . After a unitary transformation in theẑ = (z 1 , z 2 , . . . , z n−1 ) variables, we may assume
with c 1 < 0. Write c 1 = −2a. Applying the inequality |ab| ≤ ε|a| 2 + (1/ε)b 2 , we find positive constants R and B such that
Then Φ δ (0) = p δ and Φ ′ δ (0) = δ 1/2 X δ . By splitting into two cases, |ζ| < δ 1/2 and |ζ| ≥ δ 1/2 , as in the proof of Proposition 2.4, we obtain that Φ δ (D) ⊂ Ω for sufficiently small δ. Hence (2.14)
we have | ∂r(p δ ), X δ | ≤ 1 for sufficiently small δ. Therefore, by (2.12) and Lemma 2.1, we have
which contradicts (2.14). We have thus proved the first part of the theorem. The proof of the second part is similar to that of Proposition 2.4. Let p ∈ Ω be sufficiently close to the boundary bΩ. Let p 0 be the projection of p onto the boundary such that δ = |p − p 0 | is the distance from p to the boundary . Proceeding as before, after changes of coordinates that preserves the outward normal direction at p 0 , we have p 0 = 0 and r(z) = Re z n + n j,k=1
Since bΩ is pseudoconvex, the hermitian matrix (a jk ) 1≤i,j≤n−1 is semi-positive definite. Hence
for some positive constants C and A. It then follows from Proposition 2.3 that
when p is sufficiently close to bΩ. Since
and the constants in the above estimates can be chosen to be independent of p 0 , we then obtain (2.13).
Remark. Inequality (2.13) is not supposed to be sharp: One should be able to replace 2/3 by any positive constant less than 1. However, the examples of Krantz [Kr93] and Fornaess and Lee [FL08] show that one cannot replace 2/3 by 1. These estimates on the Kobayashi metric in the complex normal direction are closely related to completeness of the metric. For example, it is easy to see that if
where g is a positive function with 0 −∞ (g(t)) −1 dt = ∞, then the Kobayashi metric is complete on Ω.
the mapping problem
In this section, we explain how estimates of the Kobayashi metric in the normal direction in the previous section can be used to study the mapping problem. Let Ω be a bounded domain in C n with C 2 -smooth boundary. Let δ(z) = δ Ω (z) be the signed Euclidean distance to the boundary bΩ. For p sufficiently close to bΩ, denote by
the outward (real) normal direction and by
the complex normal direction. Note that n p = √ 2 Re N p .
Let Φ be a proper holomorphic map from Ω 1 onto Ω 2 ; both domains are assumed to have C 2 -smooth boundaries. Let n j and N j be the real and complex normal directions respectively, defined as above, of the domains Ω j , j = 1, 2. Write δ j (z) = δ Ω j (z).
Definition 3.1. The map Φ is said to uniformly preserve the real normal direction if there exist a neighborhood U of bΩ 1 and a constant C > 0 such that
It is said to uniformly preserve the complex normal direction if there exist a neighborhood U of bΩ 1 and a constant C > 0 such that
Geometrically, (3.1) says that the image of the real normal direction of the level set of δ 1 (z) at p ∈ Ω 1 under Φ stays uniformly away from the real tangent space of the level set of δ 2 (z) at Φ(p). Namely,
for some constant c > 0, where ∡ ·, · denotes the angle between the two vectors. Similarly, (3.2) says that the image of the complex normal direction of the level set of δ 1 (z) at p 1 ∈ Ω 1 under Φ stays away from the complex tangent space of the level set of δ 2 (z) at Φ(p 1 ). Namely,
for some constant c > 0. Obviously, any proper holomorphic map between domains on the plane uniformly preserves the complex normal direction. Also, if Φ is a C 1 -diffeomorphism on the closures, then it uniformly preserves the real normal direction. It is easy to see that (3.1) implies (3.2) and that (3.1) is equivalent to
Note that if δ 2 is plurisubharmonic, then by the Hopf lemma, ∂δ 2 • Φ/∂n 1 ≥ C > 0. Also, the definitions are independent of the choices of defining functions and changes of coordinates.
Suppose that Ω 1 is pseudoconvex. Then it follows from the Diederich-Fornaess [DF77a] construction of bounded plurisubharmonic exhaustion functions on Ω 1 and the Hopf lemma that Φ satisfies the following property (see [DF79] ): There exists constants C > 0 and α ∈ (0, 1] such that
Denote by Lip α (Ω) the standard Lipschitz class of order α. The following two theorems were proved in [Fu94b] . Proof. Let U be a tubular neighborhood of bΩ 1 such that the orthogonal projection π : U → bΩ 1 is a smooth retraction. Choose ε 0 > 0 sufficiently small such that
for all ε ∈ (0, ε 0 ) and π : bΩ ε → bΩ is a diffeomorphism. Let p ∈ bΩ 1 and let n 1p and N 1p be the real and complex normal directions of bΩ 1 at p respectively. Set p(t) = p − tn 1p . For t 1 , t 2 ∈ (0, ε 0 ) with t 1 ≤ t 2 ,
Since Φ uniformly preserves the complex normal direction,
By Theorem 2.5 and the length decreasing property of the Kobayashi metric, we have
It then follows from property (DF α ) and (3.6) that
Combining (3.4), (3.5), and (3.7), we obtain
It then follows from a result of Krantz ([Kr80] , Theorem 2.2) that Φ ∈ Lip 1 2 α (Ω 1 ). Theorem 3.2. Let Φ : Ω 1 → Ω 2 be a proper holomorphic map between two bounded pseudoconvex domains with C 3 -smooth boundary in C n . If Φ uniformly preserves the complex normal direction, then Φ ∈ Lip β (Ω) for any β < 2/3.
Proof. As we have discussed above, Φ satisfies property (DF α ) for some α > 0. Using Theorem 2.6 (2) and following the proof of Theorem 3.1, we have Φ ∈ Lip 2 3 α (Ω). Once we know that Φ is continuous, we can localize the problem and choose α to be arbitrarily close to 1 (see pp. 591 in [DF79] ).
Recall that a smooth bounded domain Ω is said to satisfy condition R if the Bergman projection P maps C ∞ (Ω) into itself. A theorem of Bell and Ligocka [BL80] says that biholomorphic maps between smooth bounded domains satisfying condition R extend smoothly to the boundaries. (See [Be90] for an exposition in this direction.) Barrett [Ba84] constructed a smooth bounded domain Ω such that P (C ∞ 0 (Ω)) is not even contained in L 2+ε (Ω) for any ε > 0. Nonetheless, it follows from a result of Barrett [Ba86] that for a strictly starlike smooth bounded domain Ω in C n ,
for some ε > 0. It is well-known that all smooth bounded pseudoconvex domains satisfy the above property ( [Koh99] ; see also [BS99, BC00] [CS99] , and the recent paper of Straube [St08] for more information on the related regularity theory in the∂-Neumann problem. Let Φ : Ω 1 → Ω 2 be a biholomorphic map between two smooth bounded domains in C n . Suppose that the domain Ω 1 satisfies property (B ε ) and Ω 2 satisfies the following property: There exists a function g ∈ C ∞ 0 (Ω 2 ) such that (3.8)
|P 2 (g)| ≥ c > 0 for some c > 0, where P 2 is the Bergman projection of Ω 2 . Lempert [Le86] showed that under these conditions, Φ satisfies property (DF α ) with (3.9) α = ε 2n(2 + ε) .
When Ω 2 has real analytic boundary, then there exists a function g ∈ C ∞ 0 (Ω 2 ) such that P 2 (g) = 1 ( [Be81] ). Hence property (3.8) is satisfied. Lempert further proved that in this case, Φ ∈ Lip β (Ω 1 ) for some β > 0 ( [Le86] ). The following corollary exhibits a connection between the mapping problem and the problem of Lu Qi-Keng on the vanishing of the Bergman kernel. (See [BFS99] for more information about Lu Qi-Keng's problem.) Corollary 3.3. Let Φ : Ω 1 → Ω 2 be a biholomoprhic map between two smooth bounded domains in C n . Suppose that Ω 1 satisfies property (B ε ) and Ω 2 satisfies the following property: There exists a point w 0 ∈ Ω 2 and a constant c > 0 such that |K 2 (w, w 0 )| ≥ c for all w ∈ Ω 2 . If Φ uniformly preserves the complex normal direction, then Φ ∈ Lip 1
