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1. INTRODUCTION 
1. The method of invariant imbedding expounded by Bellman, Kalaba, 
and Wing [l] has attracted the attention of astrophysicists and nuclear reactor 
physicists. The extensive work on invariant imbedding and, generally, 
invariance principles of transport theory, has yielded interesting and new 
relationships between functions of physical interest, like reflection and 
transmission, for simple geometries. Although the bulk of results deals 
mostly with a statement of the relevant nonlinear integrodifferential equations, 
and little work has been done actually on the methods of solution, the 
problem of deriving invariant imbedding equations is still under investigation. 
The aim of this paper is to show the method of invariant imbedding used 
by Bellman and co-workers is only a particular case of a more general imbed- 
ding process. In the course of this work, we show that any linear transport 
problem (like neutron transport) can be imbedded in a family of problems 
which partake with the given problem some common feature. When the 
feature involved is a boundary we obtain the invariant imbedding equations of 
Bellman. Many other features can be used, for instance, the number c of 
secondaries from a collision, or the cross sections, etc. Neutron transport 
terminology will be used throughout, although the reasoning is general. 
In Section 2 we show that an identity satisfied by any two solutions of 
problems belonging to a one parameter family yields, first, the reciprocity 
principle under its most general form, and secondly, the generalized invariant 
imbedding equations. In Section 3 we study geometrical imbedding for an 
arbitrary geometry and for anisotropic scattering. Two point Green functions 
are studied under three particular cases, according to the fact that zero, one, 
or the two points may be on the boundary. If the two points are on the 
boundary we obtain the reflection function and we show that for planeand 
spherical geometry the equations are identical, with those derived respectively 
by Bellman, Kalaba, and Ueno [2], Bailey [3], and Chandrasekhar [4]. 
In Section 4, we imbed the transport problem in a family of problems, 
216 
GENERALIZED INVARIANT IMBRDDING 217 
all geometrically identical but with different c’s In the particular case of 
infinite homogeneous media, the infinite system of Ricatti equations can 
be integrated exactly. In Section 5 a set of four nonlinear integro- 
differential equations is obtained on the grounds that the Green function 
is independent of any euclidean displacement of the reference frame. From 
these invariance equations, we obtain, in the special case of plane geometry, 
two equations derived by Placzek [5] and Case [6]. 
2. The overwhelming majority of the work on invariant imbedding has 
beendone for planegeometry. This restrictionis important because someof the 
methods used previously can deal only with difficulty with other geometries. 
Bellman and co-workers used initially a method of “particle counting.” 
Although physically appealing, this method is liable to misinterpretations [7] 
for complicated geometries. Later, Bellman and Kalaba [8] have proposed a 
perturbation procedure to derive the invariant imbedding equations. This 
procedure is essentially equivalent to the variations equations (“equations 
aux variations”) considered first by Poincare and Cotton [9]. Bailey has used 
a completely different approach [3] for the case of slab, sphere, hollow 
spherical shell, and spherical shell enclosing a perfect absorber. 
Mullikin [lo] h as g iven a complete analysis of invariance principles in 
plane geometry. Preisendorfer [l l] has made also, in an abstract setting, a 
study of invariance principles in stratifiable media. 
2. GENERALIZED INVARIANT IMBEDDING 
Let 
L$b-q=o (2.1) 
be the Boltzmann equation, 4 being the neutron angular flux, q the source 
density, and L a linear operator to be defined later. We must add to Eq. (1) 
a set of boundary conditions: the angular flux on the boundary of the region R 
which we call for convenience: the reactor, and we assume convex. Instead of 
specifying the angular flux on the surface of R, we may as well give a set of 
sources outside R with the additional assumption that the medium outside R 
is the vacuum. 
Let us consider now a family of problems characterized by a single para- 
meter, X. A large number of such families can be defined. For instance, the 
shape of the boundary can be a function of parameter h, or the density of the 
scattering medium, or the density of fuel, or the shape of cavities, etc. The 
choice of the family is both a matter of convenience and of physical interest. 
Many problems of interest to reactor physicists have a parametrical nature 
and therefore can be “imbedded” in a family of problems which share with 
the initial problem some common feature to be investigated. We give an 
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index h to operators, fluxes, and sources to specify the member of the family 
to which a particular problem belongs: 
MA - Pa = 0 (2.lbis) 
We define the adjoint problem by 
LA*&* - qA* = 0 (2.2) 
where LA* is the operator adjoint to L, , i.e., 
(A 9 LA*A*) = (4n*,LA+r) (2.3) 
The “adjoint” source qh * is completely arbitrary. Moreover we can write the 
identity 
JLlr = t+**, LA) - t4,*7 9J - b#J, 7 Lp”&,“> + (74 P 93 = 0 (2.4) 
for any two mmbers, A, p. of the fad). 
Since the functional 3A,p is identically zero, all the derivatives of Yh+ 
with respect to either h or p are zero. For instance 
d”9, p --!- = 
dh” 
0 n =o, 1,2,... 
A=U 
The cases n = 0 and 1 are of great interest. We state that 
JAdi IA-u = 0 is the reciprocity theorem (2.6) 
and 
5 = 
dA I 
0 is the generalized invariant imbedding equation (2.7) 
A=!2 
The equation Y,,A = 0 has been shown by K. M. Case [6] to lead to various 
forms of the reciprocity theorem by specialization of qn and qn*. We will 
show that (2.7) encompasses all the invariant imbedding equations derived 
by Bellman and co-workers, and is also a convenient starting point for 
problems which do not involve “boundary imbedding” (see, for instance, 
Section 4). 
There is a fundamental difference between (2.6) and (2.7) illustrated by 
the diagram below (Fig. 1). 
@@@ 
FIG. 1 
GENERALIZED INVARIANT IMBBDDING 219 
The functional relation between any two problems (h, /J) of the h family is 
given by $A,P = 0. However a given problem TV can be imbedded in many 
different families, for instance, the Y family. It should be remarked that: 
1. If h = CL, both problems are not identical since in general qA # qA*. 
This difference gives rise to the reciprocity between (say) two points of the 
space (7, J7). 
2. For most purposes, the nature or the value of h is irrelevant, since its 
only use is an ordering of a set of boundaries, densities, etc. For instance, we 
show in Section 3, that for boundary imbedding it is not all necessary to 
assume a stratification of the medium, but only a continuous deformation 
of the boundary with h. In order to restrict thegenerality, the sources q,and qA* 
will be Dirac functions of position and direction, either exterior or interior 
to R. 
Therefore the generalized invariant imbedding equations are, in fact, 
functional relations between Green functions, and they are not restricted to 
the particular Green functions which are reflection or transmission. The 
great importance given by Bellman and co-workers to transmission and 
reflection has a circumstantial origin: the plane or rod geometry first, and 
the “counting” method for incremental boundaries. Although reflection and 
transmission are of importance in astrophysics, the Green function for 
interior points is much more important for reactor physics, a field where 
external sources are more rarely met. 
If we do restrict ourselves to boundary imbedding, equation 
$J& 
dA A=p = O (2.7) 
will express the first order variation of the Green function for a first order 
change of the boundary. 
A prototype of such equations is the Hadamard variational formula [12] 
of potential theory, which has been generalized since for various problems 
of mathematical physics [13, 141. M oreover, the use of identity (2.4) is not 
in the least restricted to transport theory and is used widely in scattering 
theory where it is connected to Kato identity (see, for instance, L. Spruch, 
Lectures in Theoretical physics, Vol IV, Interscience, 1962). We have given 
elsewhere a more general approach to Hadamard variational formula [15]. 
Starting from a variational principle, we compute the variation of a two-point 
Green function of a linear integrodifferential equation which takes into 
account both the displacement of the points and the displacement of the 
substratum including the boundary. We give here an alternate derivation, 
the respective Hadamard formulas obtained in (3.16) and (3.23) being 
identical to those which would have been obtained by the variational formula. 
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3. GEOMETRICAL IMBEDDING 
A. Hadamard Variational Formula ,for Neutron Transport 
1. Preliminaries 
The Boltzmann equation is 
div[&(F, OR)] + a(f)$(f, a> - c(i)o(f) jf(i2, Q’) i&F, a’) do’ = q(F, 0) 
(3.1) 
where #(?,o) is the angular flux of neutrons at point f moving in direction a. 
o(7) is the total cross section and c(5) the average number of secondaries 
- -/ resulting from a collision, f(Q, !2 ) is the probability that a neutron moving in 
direction 51’ is thrown into direction S2, q(f, a) is the source density. We 
restrict ourselves to one velocity and we assume that f(a, 0’) =f(oo’), 
with sf(o, 0’) da’ = 1 and f(a, a’) > 0 for all 0, a’. We state ,without 
proof two fundamental theorems. 
1. If c(F) < 1, throughout region R, the angular density is uniquely determined 
by the incident angular distribution on the bounding surface S and the sources 
within R (Case [6]). 
2. If c(7) < 1, and zf the physically obvious inequalities c(7) > 0 u(F) 3 0, 
q(f, 0) > 0 are satisfied, as well as the nonnegativity of the incident angular&x, 
then #(?,a) > 0 for T E R [16]. 
The following Green functions are defined. If q(t, 0) = 6(i: - ?,$(a - 0,) 
with 7s E R then I@, 0) = $,(F, a ] F,,, Qs). If 
q(F, 0) = 0, $w, a> = #s(~, Q I ?#I > .no, 
satisfies the homogeneous form of (3.1) with the boundary condition 
lim +s(f, 0 1 f,, QJ = &(F - 7,) 8(!2 - QJ (3.2) 
P-is 
with 7, on S, the surface Dirac function being normalized by 
J-6,(7 - Fs) dS = 1. Th e surface Green function #S(f, D 1 7s ,a,) is the 
angular flux for a “surface source” a,(1 - ?$(a - a,), being defined only 
for &,, < 0 where ii is the exterior normal. 
The solution of (3.1) for an arbitrary source q(1, A?) and arbitrary incident 
flux t/~&f, iI) is: 
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2. The Exterior Problem 
FIG. 2 
We consider two different problems @ and @ which do differ by a dis- 
placement of the surface but which are otherwise identical with respect to 
composition, densities, etc. We assume, here, for simplicity, that surface @ 
is either internal or identical in part with 0. The opposite case can be worked 
out similarly and the general case will be a superposition of these two parti- 
cular cases, since we are computing only the first order variation of the 
Green Function. 
The Boltzmann equations are: 
with 
with 6,(F) a surface Dirac function, 
with 
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Let #a*(?, D j f,, - 8,,) b 1 tl t ze solution of the equation adjoint to (3.5) with: 
#2*(F, 0 i F,s , ---- Q,,) = l&(7, - 32 / Tns , - c&) (3.6) 
Identity (2.4) yields: 
s s 
ds2 div [!&!~r(?, 8 1 7rs , JZ’r,) $2*(7, Q i 5,s , - Slja,)] dr 
@ 
$ da 
j j u(i) w, Q I 71s (D-a 
9 Qs,,,) . [Ji**(t Q I f,, , - f-u 
- 
s 
@z=2) $h2*(7, 9’ ( F,, ) - sz,,) do] dF (3.7) 
where the first integral extends over the volume interior to @ and the second 
integral over the volume between @ and 0. By Gauss theorem, the first 
integral is: 
By virtue of the boundary condition (3.4), the first integral of the right hand 
member of (3.8) is - / or&, 1 ~,&*(f,, o,, / i;,, , - Dz,). For problem 0, 
the point on surface @ is in fact in vacuum. Let i$ be the intersection with @ 
of a gliding vector pointing along fir, from f,, . Neutrons are streaming in a 
vacuum and 
- I as% I A% 9 91, I +-,ST - as) = - I QWfil I Gv;s >QS I f,, 7 - Q,s) 
W) 
Similarly, the second integral of (3.8) is 
If we let @ + 0, ?r’ -+ f, and ?a’ - ?a; the first integral of (3.8) vanishes and 
I &fi, I $4, 9 Q2, I 71s 9 Qs) = I Qfii, I #(f, 9 - 4, I f!z.s > - GJ (3.10) 
where subscripts of 1/, have been omitted since they belong to the same sur- 
face. Equation (3.10) is the reciprocity theorem. Let U(7) be equal to one if T 
is in the volumes @ and @ and zero otherwise. 
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Let 
&h(f, Q = T) u(i) [w, Q I Tzs , - J&s) 
- C(F) jf( - QQ) &(7, - Q 1 7,s , - &) dq . (3.11) 
Using the reciprocity principle (3.10), Eq. (3.7) reads: 
I J=Ls% I w;s 5 J&i,, I flS 9 %s, - I f&s% I 1cld~zs 7 a I 6s 9 Qi,,) 
+ j@j,(fd I FIls, f&,) Sq#, - 0) dFds2. (3.12) 
We assume now that surface @ has been obtained by an infinitesimal dis- 
placement of surface 0. We label surfaces @ and @ respectively with 
parameters h $- dh and A; the normal displacement of the surface at point t is 
&(f, A). Therefore, neglecting second order quantities: 
IS w, Q I 51s 7 
fi’,,) Sq2(7, 0) &da 
Q, 
- c(f) jj$‘@ $(f, - I? ) f,, , - &) do] . 
Let us separate the scattered from the unscattered flux: 
I 6-G I rlr(f,, 7 Q,, I FIS 3 1;2,,, = WI, - 52,) w&s - Jxs) I fiJ-4, I 
+ w,, I as I fl, > a,,, 
and Eq. (3.12) reads 
SW, , Q,, I Yls , f&J = j $,(f, 0 I f,, , f&s, &@, - 0) d&2 
Q, 
Introducing (3.15) into (3.14) 
w,, , + Qzs / Yls , Dls) = - j, dSSn(f, X)a(r) 
X 
0’ 
[S(B - 0) - c(7)#2f2’)] 
x S(Q’ - &)S,(r - F,,) + ‘(” 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
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The right hand member of (3.16) is 
- j dssn(r, +o) 1 
‘J2 
df2 [S(sT - QIS)S,(i: - F,,) 4 SF7 ” g 9 Qs) ] 
- - 
x 
[ 
qjj - Qzs)ss(r - Fzs) + s(i;, -“: A;; ’ 4s) 
- c(q jf(~ls~') S(fy -:';;', ' -"') S,(f - &) do' 
The reciprocity theorem and Eq. (3.15) yield 
w2s 9 Q2, I 5s , f&s, = vu, -4 I 72s , 42,) (3.18) 
w*s 7 Dzs 1 f,, , Q,,) is different from zero if ti&‘,, < 0 and ii&&S > 0. 
Therefore S(P, 0 1 f,, , &&,)S(F, -0 I f,, , -o,,) = 0 for every Q as well 
as S(Q, - I;lzJ = 0. 
The variational formula reduces to: 
W~2, 7 02, I FlS Ju 
= - 
s 
dS ST@, A) o(f) S(?,, , .n,, 1 Flls , 
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3. The Interior Problem 
The sources are interior to surfaces @ and 0, with 
ql(f, i2) = S(l; - ?,)s(a - !&) 
q@, Q) = 6(F - f&3(57 - I&) 
The geometrical situation is the same as for the exterior problem. The 
Green functions #,(f, 0 / f, , !&) and I/J&, 0 1 f, , &) are respectively 
solutions of Eq. (3.1) with sources q1 and qz but the boundary conditions are 
of course #itnc = 3Lzinc = 0. The identity (2.7) is 
where Sq,(f, +a) assumes the value 
When surfaces @ and @ are identical, (3.20) reduces to the reciprocity 
theorem 
*,(~z T 4 I Fl 9 .nl> = &(G 9 4 I f, , Q (3.22) 
Introducing (3.22) into (3.20) 
%sf, 9 4 I 5 7 .nl, 
= - 
s s 
s dS do 6n(f, h)a(f)$,(F, fi / f, , al) [&(i, -0 I P, , DJ 
- c(f) j-J(Jfil;r.)S,(% -0 I f, 9 J%, da’] (3.23) 
But h(r, D 1 5, &A,(f, -D I Fs2, -B,> =O for F’ on the surface because the 
boundary condition is I,&(?, 0 1 ?i , J=&) = 0 for ii0 < 0. The Hadamard 
variational formula reduces to 
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An important particular case is isotropic scattering: f(aJ?) = 114~. 
Define 
x 
.c 
a&,(?, -A=? / Y2 , 02) da’ 
Integrating (3.25) and (3.22) over an, and a, 
SG(f, 1 F2) = --& j dS Gn(f)c(+(f)G(f, 1 f)G(i: ( Fz) (3.26) 
G(f 1 7,) = G(Tl / F) (3.27) 
From (3.24) and (3.26) we obtain an important inclusion theorem: if we 
consider a family of reactors, monotone under geometrical inclusion, then the 
Green function for internal sources is also monotone under inclusion, the 
greatest value of It, being associated with the greatest volume. 
Indeed, a fundamental result [16] states that &(1, J? / 7s , a,,) is always 
nonnegative for ?, 7s E R. 
--, From the nonnegativity of u(i)c(?) and f(QG ) the result follows from 
(3.24) and (3.26). Th e same result is obtained for nonnegative functionals of 
the Green function, like nonescape probabilities, etc. 
4. The Mixed Problem 
The mixed problem, one point inside the medium, one point on the surface, 
can be treated in the same fashion with 
q1(7, a) = S(F - ~l)s(a - ill) 
* zinc = w - ?zs)W - Q2J 
yielding the reciprocity theorem 
B. Source Variational Formula 
When we imbed a given transport problem in a family of problems of 
different boundaries, we generally keep the system of sources unchanged. 
However, it may happen that for external point sources which are kept 
unchanged, equivalent surface sources are modified because the angle under 
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which a given area element is seen by an external point source is changed. 
This problem arises every time the boundary has curvature. The Green 
function is, in general, a functional, i.e., a function of the variables ?,a, 7, , 
Qll 7 and of all the boundary points. When the source is external (i.e., in 
vacuum) we do not study the general medium (reactor + vacuum) but we 
do transport the external source on the surface, paying due attention to solid 
angle problems. Therefore the Green function becomes a function, not of 
7, D, 7,, , J& , but of 7, D, f, , Ds where F, , os is the new labelling of the 
surface source. However the labelling changes when the surface changes and 
we are no more authorized to consider $xed sources with variable boundary: 
we have jifixed internal sources with variable surface sources on a variable 
boundary. This change of label is called a “deterministic change” by Wing 
[171* 
A better way to look at the problem is to remember that the coordinates of 
a point can be changed either by moving the point, or by moving the reference 
frame. 
When we study the variation of the Green function with a change of 
boundary, we must compute a total variation keeping in mind that the 
dependent variables 7, D, Fs , Ds are transformed by an infinitesimal trans- 
formation generated by the transport of the external sources from one surface 
to an infinitesimaly close neighbour surface. 
If we integrate Eq. (3.12) over a finite solid angle 52 around direction 
s2 2s , we have as left member: 
- 
1 B S,(f, > 8, I fl’, J%) do,, . (3.30) 
According to the spirit of invariant imbedding [l; Sec. 591, we shall define 
the flux with reference to the boundaries, i.e., we shall set up a local frame of 
reference. We use a system of coordinates which consists of a threefold 
family of surfaces whose equations in terms of rectangular coordinates are: 
& = 55(x, Y, 4, i= 1,2,3 (3.31) 
The surface of R will be taken as 5, = ct and we make a boundary imbedding 
with X = tr . All the vectors in Eq. (3.30) are expressed in a common refe- 
rence frame. We switch now to the local frame of reference. Function 
SAP, Y J&s I Fl 9 -%J is now a function of Ei@)(h) and ti(i)(h), which are 
respectively the coordinates of the exit and entrance points, and of the unit 
vectors L&(A) and L&(X). 
409/13/2-3 
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If we differentiate Eq. (3.30) with respect to the components of aa( 
we obtain 
= S,+,,(g2’(h + dh), Q2(h + dh) i ,$‘(A + dA), Q(h + dh)) .B 
- S,N2’(4> Q,(3) I E?!W, J%(4) (3.32) 
where 9 = lip=, Yi with 9i = Z2ai(h + dA)/aQn,z(A) is the jacobian of the 
infinitesimal transformation generated by the parallel transport of the vector 
0, from surface h to surface X f dA. For instance 
Q2(A + dh) = Q2(h) + Ss2(Q2V) i-Ii,(h) (3.33) 
where as, is the distance between 7, and 7,‘. Let the unit vectors be 4 and 
the scale factors be h,: 
Q = -&fnhnRn (3.34) 
Therefore: 
with 
(3.35) 
(3.36) 
when l$, is the Christoffel symbol. Since !& and D2 are unit vectors dis- 
placed parallely to themselves: 
Moreover, 
Therefore, 
sZ,z(X + dh) - Q&i) = ds, 2 9,” F 
77 n 
(3.39) 
(3.40) 
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and 
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(3.41) 
Introducing (3.41) in (3.32) 
(3.42) 
(3.43) 
The P are not independent, since Z1 /z$~(.P)~ = 1. It may happen from the 
symmetry of the problem that S is not explicitly dependent upon certain 
variables. For instance, in the sphere problem with uniform irradiation 
(Section 3, C, 2): 
as as =. -=- 
ap z afy 
(3.45) 
for i # 1. Moreover, S is only dependent upon Qil and Q,l, 
a3 a aQ;(x + dh) 
( 1 
a 
at1 32 
-- 
af2;(x) = ix22 m.n [c r;,(2+9] + Ob-4 (3.46) 
Forasphere:5,=~,~~=9,5,=~,h,=l,h,=r,h,=rsineandfrom 
(3.41) and (3.46) 
(3.47) 
as 1 + vv)2 
@y = - (Q,y2 Y (3.48) 
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c’. Invariant Imbedding Equations 
Invariant imbedding equations are obtained by equating the variation of 
the Green function computed in Section 3 with the variation computed in 
Section 2. 
1. Plane Geometry: The Exterior Problem 
We consider an homogeneous slab of thickness “cl . .A pencil of radiation 
(“searchlight beam”) is incident at point 0 of cylindrical coordinates (0, 0, 0) 
at an angle +0r with the exterior normal to the boundary. The emergent 
angular density is evaluated at point f, (see Fig. 3) in the direction (8,) &J. 
We define pz = cos ti2 > 0 and pr = cos 0r > 0. On account of invariance, 
S(F, ,8,i 7, , or) = S(z, zn, p1 , & , p2 , $.J is independent only upon 
LY. = #r - #s . The coordinates are El = w, fs = 4, & = z with h, = 1, 
h, = a, h, = 1 and 
We have 
r;, = -ws,is,“s21”. (3.49) 
since G1 = sin 8 cos 4, G2 = sin 0 sin +/w, .@ = cos 6’ and aY/jafs = 0 
x3 -= 
6z $ + (tan e, cos fjl + tan e2 cos #s) 2 
1 sin2 e2 
i ___ sin2 lc12 
as sin2 e1 as 
- - W c~s e, a( . sin e2 cos #2) 
+- cos e, sin2 #r a(sin e1 cos #1) ) 
But 
as a a _= ---- 
aa i a*, 34 ' 1 
and therefore 
6s as 
62 - az + (tan e1 cos *1 + tan e2 cos $a) g 
- A (tan e, sin I& - tan 8, sin &) (-& - &) S (3.51) 
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On the other hand Eq. (3.19) gives for 6z = &z(?, A) 
The last integral can be evaluated with reference to Fig. 3. 
We have: 
S(f, f-2 1 Fl , Q) = S(‘Iu’, P”, 9”, PO , c’) 
SF, > 02 I f, Q’) = qr, w h2 + 5, IL’, 6’) 
(3.53) 
and 
FIG. 3. 
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Introducing (3.52) and (3.54) into (3.51) we obtain a rather cumbersome 
result which is a generalization of the “Searchlight problem” solved by 
Chandrasekhar [4], to finite atmospheres and to anisotropic scattering. The 
case of inhomogeneous atmospheres would be no more, no less complicated 
(see Eq. 3.19). 
If we specialize to infinite atmospheres (&S/&r = 0) and to isotropic 
scattering (j(00’) = l/4 7 we obtain Chandrasekhar’s result [4], except for a ) 
difference in norma1ization.r A further specialization has been solved by 
Bellman et al. [2] for finite atmospheres, isotropic scattering but plane 
parallel sources. 
2. Spherical Geometry: The Exterior Problem 
At each point of the surface of a uniform (~(?)a(?) = ca) sphere of 
radius R a flux of particles is incident at an angle cos-$L (0 < TV < 1) with 
the exterior normal (- 1 < CL,, < 0) and reflected at an angle cos-$.L (0 <CL < 1) 
uniformly. 
The parameter 5s is the sphere radius R. Since the incident, and therefore 
the reflected flux, by symetry, is uniform, the Green function is not explicitly 
dependent on f, t, but only on & = R, a, 0,. 
The problem has a revolution symetry for any diameter and a, oa intervene 
only through CL, vs. From (3.47) 
+ 1 - ~2 
z= pR 
Using (3.48) and (3.43) with S(f, ,a, / r,,, , o,,J = S(R 1 p, p,,) 
On the other hand, we have from (3.19), withf(SZ’a) = f(p’ -+ CL), 
g (R I CL, /JO) = --D (&- + &) S(R 1 L 1‘0) 
+ cu [fcro + ,.L) + 2~7j-~ f&o - P’> S(RjLjl’ “) 4’ 
-1 
+ 277 I+ + ,i) S(R;:” “) dp’ 
+ (242 1: s”_, ‘tR, y,’ po) f($ + /A”) “(y;:,’ ‘“)dp’ dp”] (3.56) 
1 Our S is 1/47r times Chandrasekhar’s. 
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where we have used the reciprocity theorem (Eq. (3.18). Equating (3.55) 
with (3.56) we obtain a generalization (for anisotropic scattering) of a result 
of Bailey [3, 71. 
4. ALBEDO IMBEDDING 
A. General 
Although the problem of imbedding can be treated in complete generality, 
we develop only the most important case: the interior homogeneous problem. 
Let 1 = c and 2 = c + dc. The identity (3.20) with 
Spz(f, -D) = -&a 
s 
f(filSl’)t,bc+&, L(I) 1 f, , i&) do’ (4.1) 
yields to first order in 6c 
%(f, 9 -Q I 71 9 Q) 
the integral being extended to the whole reactor. 
Since 
WC a*, 
-s=ac 
B. In..nite Homogeneous Medium 
We solve the particular case of an infinite homogeneous medium with 
isotropic scattering:f(oo’) = l/471. Since &(?a , -Ga 1 FI, Qr) can be written 
Fc(Fz - 71 , - .n, , Ql) on account of the translational invariance of the 
medium, we can define the Fourier transform: 
H,(E 1 al , Li;F,) = s eiGiFC(f, Dl , D.J d? (4.4) 
and from (4.3) 
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We solve equation (4.5). Define 
G,(K) := j 1 H,(l? IO, , JT2) dJ2, di=I, 
Then 
2(k) = ;Gc”(E) 
and solving (4.7) 
Go@) 
Gc(z) = 1 - (oc/4~) G,(K) 
(4.6) 
(4.7) 
(4.8) 
Define 
H,(E 1 Q , II,) = A(& QJ3(f& - ,nz) + F,(r7 IQ ) !sJ (4.9) 
with F,, = 0. Indeed, when c = 0, the Green function is the first collision 
kernel and should contain the factor S(ar - 0s). From (4.6) and (4.9) 
G,(K) = j A(& 0) do + j jF,(K 1 A=& , i&) di& dsz, (4.10) 
However j A(K, D) & = G,,(E) and 
IS 
F,(K / .n, , Q2) dLn, (g, = (4w Go2(3 
1 - (crc/47~) G,(E) 
(4.11) 
We compute next 
-- 
j H,(z 1 Q, L’,) di2 = A(& In,) + j F& I i?‘, i&) do (4.12) 
Define 
Therefore, 
s HC(K I sz, , i&) di& = A(& Liijz) + (uc’4T) GOP(K) 1 - (oc/4~) G,(Z) j- S,(E 1 Q, &) do (4.14) 
Introducing (4.14) into (4.5) 
-& [A(& 0,) + (uc’4”d Go2(K) 
1 - (m/479 G,(k) 
j S(l; I&& ,.n,) di&] 
x 
[ 
A(,?, i-ij2) + (uc’4T) G02(K) 
1 - (uc/47r) G,(R) 
j S(/? 1 sz, , jza) da11 
= (44 Go2(4 SG 101, Q2) + UC Go2(17) 
[I - (uc/49r) Go(k)]” qwL82) 1 - (UC/~ST) G,(Z) dc (4.15) 
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Therefore, 
Identifying terms independent of c 
Define 
A(& QA(k, .n,) = G,,2(~)SO(K 1 G$ , D2) (4.17) 
If we substitute R, into (4.16) and identify on both members, the same 
powers of the Taylor development of R, , we have R, = R, = 0 and S is 
independent of c. 
Define 
and 
A(/?, Q) = G,(K)f@, 0) with 
s 
B(KJqdi2 := 1 
Then, 
B(K, Q)B(K, II,) = S(i 1 I=& )8,) 
(4.18) 
This form is as far as we can go with albedo imbedding without actually 
solving Boltzmann equation. Identifying G,(c)‘)B(<, D) with the space Fourier 
transform of the first collision kernel: 
with 
b/477) 
+ 1 - (cu/~x) G,(K) 
1 
(a - i/&j&o - iCQ2) 
(4.19) 
s dfi’ 47r u - ia7 = G,(K) = - arctg E K U (4.20) 
Although this is not by any means the most obvious way to solve the 
Boltzmann equation, this is the only case known to the author of an explicit 
236 DEVOOGHT 
solution of the Boltzmann equation obtained through invariant imbedding 
(if we exclude the physical triviality of the rod case). 
C. Approximations 
Although we have restricted ourselves to the derivation of exact results, 
and avoided the problem of giving approximate solutions to the integro- 
differential equations derived so far, there are two fairly straightforward 
cases that should be mentioned. 
1. The Asymptotic Approximation 
This important and classical approximation of neutron transport theory, 
whose range and validity have been examined by Case, Hurwitz and Zweifel 
[12], amounts to writing 
where the xn(i) are the orthonormal eigenfunctions of 
(A + 42)xn(q = 0 (4.22) 
associated with homogeneous boundary conditions on the reactor surface. 
Integrating (4.3) over Q1 and a2 in the case of isotropic scattering 
Introducing (4.21) into (4.23) we have 
a44 - = 2 K,'L(C) ac 
and 
with 
(4.23) 
(4.24) 
2. Nonescape Probabilities 
Nonescape and collision probabilities are much used tools of reactor 
theory. The state of the art has been summarized by Dresner [18]. If we 
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define the nonescape probability as the capture rate A, for a uniform source 
of density l/V, defined by Eq. (4.31) with: 
and 
(4.26) 
(4.27) 
we have from (4.23) 
4Pc V”) -= 
u dc 1 
G,2(?) di: (4.28) 
V 
The Schwarz inequality yields 
V2 -&PC > + [j” G,(r) dF12 = P,V3 (4.29) 
Integrating (4.29) 
The capture rate is 
P, > pQ 
1 - UCVP, 
o(1 - c)VP, 3 A, 
(4.30) 
(4.31) 
and we have the set of inequalities 
(1 - 44 
1 -CA, < A, < 4, < 1 
(4.32) 
Inequalities (4.30) and (4.32) have been obtained by other methods [18]. 
D. Monotrmicity 
1. From Eq. (4.3), the G reen function is a monotone increasing function of c, 
as well as ail linear positive functionals of the Green function like the non- 
escape probability. 
2. Let 
f(QQ’> =fo +f$Q 
We have, in the same way as for (4.3) 
(4.33) 
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Integrating over 7, , Qi , 7, ,8, 
is the current. 
An increase of fi leads to a decrease of the nonescape probability. 
Indeed, a decrease of the average angle of scattering means an increased 
leakage for a uniform isotopic source. 
5. INVARIANCE RELATIONS 
A. General 
Invariance relations have played an important role in radiative transfer in 
the hands of Ambarzumian [19] and Chandrasekhar [20] but exclusively for 
plane geometry or stratifiable media in [ 111. Case [6] has shown that invariance 
principles in plane geometry can be obtained directly from the Boltzmann 
equation, in fact, from the identity (2.4). 
We shall derive two new functional equations satisfied by the Green 
function under the ground that the Green function is invariant for translations 
and rotations of the reference frame. If we give an euclidean displacement 
(i.e., rotation or translation) to the reference frame, we can give equivalently 
an euclidean displacement to the boundary of the reactor and to the two 
points (?a , !?a), (7i , ol) ;f the medium is homogeneous. 
The boundary variation yields: 
x 
i 
f@f&?‘)~)(r, -!? / 7, , i&) dsLi’ (3.24) 
(a) If we give a translation 6i to the reference frame, Sn(7, h) = fi(f, h)6f 
and (3.24) gives the variation resulting from the boundary displacement. The 
same translation yields also a variation 
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with 67, = 6f, = 67, Unit vectors Qn, and !& are unchanged. The net 
variation is zero for any 6? and: 
Integrating this vector equation over angles o1 ,o, we obtain, for isotropic 
scattering 
olG(yl I T2) + v2G(fl 1 7,) + $ F G(f, / f) G(7 1 &) = 0, 
f, , F, E R (5.2) 
It is easy to show that Eq. (5.1) is identical to Eq. (3.52) for the case of plane 
geometry. Indeed this is the only case where the boundary imbedding 
coincides with a boundary variation which leaves the Green function invariant. 
(b) Let S? = SW x i: be the elementary rotation. Since 
(SW x F) * v = SC3 * (7 x V), 
the same reasoning as in (a) yields: 
7, x W(G 3 + Q2 I 7, , a> + Ql x %2$(~2 , + Q I f, 9 QI) 
+ 7, x Qfv2 7 + Q, I 7, 9 01) + Q x %&v, , + 02 I F, ,Ql> 
Integrating over angles Q, , 0s we obtain, for isotropic scattering, 
This set of four vector partial integrodifferential equations seems not to have 
been derived before. 
Some general consequences are straightforward: 
1. Let the boundary recede to infinity. It is well known that G(F1 1 f,) has 
the asymptotic value e-K’p1-p21 /I 7r - ?,I where l/~ is the diffusion length. 
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Therefore the surface integral in (5.2) d ecreases exponentially to zero, the 
invariance equation (5.2) f . or an infinite homogeneous medium is 
v,G(F, 1 F2) + &G(F, / F2) = 0 (5.5) 
of which a general solution is G(?r 1 ?a) = G(?i - f,), a well known result. 
Similarly, (5.4) yields f, x viG(?, / f,) + f, x v,G(Ti / ?a) = 0. From (5.5) 
(FI - T2) x &G(F, ( F2) = (Fl - r,) x &G(F, 1 7,) = 0 (5~5) 
expressing the fact that the gradient of G is along ?i - f, . 
2. For a sphere: TS x ff -= 0 and 
f, x &G(r, / f2) + 7, x &G(r, 1 r,) = 0 (5.7) 
It is easy to show that if G(Pi / f,) is a function of / ?i /, / ?s j and of the angle 
between ?r and f, (5.7) is identically satisfied. 
The generalization of (5.1) and (5.3) to heterogeneous media is fairly 
simple, if we take into account terms containing 
Oc(?)+y 
Equation (5.2) can be transformed into an integral equation by formal 
integration of the first order partial differential equation. We shall use the 
method of Fantappie instead of the method of particular integrals. 
Let 
_ Q = Tl - f2 
I r1 - f, I ’ 
r=d+& with aI2 = 0 
FIG. 4 
Multiplying (5.2) by 0 
(J-i?& + l(;s&)G(fl 1 P2) = 2 f ikG(Fl 
We assume sr < sF 
I 1;)G(F I 7,) A%’ = F(Q I F, * F2) 
(5.8) 
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Since 
(JtS+nv~)+~ 
1 
G(Fl j F2) = w(sz - s1 , a,a)+/” ~F(i2~d+t.cT,s+(sz-sl+t)D)dt 
~~~,A) 
(5.9) 
where w(s2 - sr , a, 0) is an arbitrary function to be determined by initial 
conditions, and a is an arbitrary functions of d and 8. Let a(B, d) = - 1 AP 1 
(see Fig. 4). We assume from now on that R is a convex body. When sr = a, 
G(Fl j F2) = w(s2 - a 1 2, a) = Gs(lss / F,) (5.10) 
that is, the surface Green function. Therefore 
4s - ~1 ,d, a) = Gs(Ts I 5, + a(~, - ~1)) 
G(C I Fz) = Gs(fs I 7s + D(s, - 4) 
+ 1;; a) dt z $.!%G(” + tl(li 1 f)G(F 1 d + (s2 - s1 + t)Q) dS (5.11) 
But f being on the surface, G(d + tD I 7) = G,(a + t8 I 7) and 
G(d + (s2 - s, + t)a 1 F) = G,(d + (s2 - s1 + t)Q I r). 
We define u = sr - t, and obtain the more symetric form: 
G(7, I 7,) = G,(Fs I 7s + i=& - sl)) + s j&i dS 
X 
s 
sl-aW) G,(d + (sl - u)Q ) 7) G,(f 1 (s, - u)D + a> du (5.12) 
0 
This final result gives explicitly the Green function for interior points only in 
terms of surface Green functions. It should be remarked that (5.2) does not 
determine G(F1 I 7,) completely, since the surface Green function is as yet 
unknown. 
B. Half-Space Geometry 
We change the definition of the Green function to a source strength of 
one neutron emitted isotropically. Equation (5.2) takes the simple form, for 
a plane source in half-space geometry: 
( a - ax1 + -&) % I 4 = --co W, I x.4 G(xs I 4 (5.13) 
where xs is the coordinate of the surface bounding the half-space x > xs . 
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The Green function G(s, j ~a) is also a function of ?cS . We have x1 , xa 3 xS . 
Therefore: 
(5.14) 
& G(x, 1 x2) = -caG(x, : xs)G(sxs / x2), 0 < x1 < x2 (5.15) 
Equation (5.13) expresses the fact that the value of G(x, 1 xa) is invariant 
for a displacement of the reference frame. 
We now derive two integral equations obtained respectively by Davison 
[5] and Case [6] by other methods. To show the dependence of the Green 
function on the boundary we write G(x, 1 XJ =- G,,(xi 1 xa) where x, is 
the coordinate of the surface. The translation: .x’ =~ .r --- X, gives 
G&1 I ~2) = G&x, I ~2’) = Go+, - xs I ~2 - xs) (5.16) 
& Go@, - xs I x2 - xs) = -cu G,(x, - xs j 0) G(0 / x2 - xs) (5.17) 
s 
(a) Integrate (5.17) from 0 to xi : 
*=I d 
J - Gob, - xs I x2 o dxs 
- xs) dxS = G,(O I x2 - x1) - G,(x, 1 x2) (5.18) 
and 
Gob, I 4 = Go@ I xz - 4 + cc s 
5’ G,(x, - u i 0) G,(O 1 x2 - U) du, 
0 
0 < x1 < x2 (5.19) 
which is the Davison equation, expressing the Green function in terms of the 
Green function for a source on the boundary, a particular case of (5.12). 
(b) Integrate (5.17) from -co to 0 
s O d -mzGo( l x - xs I x2 - xs) dxs = I Go@, - xs I 32 - xs) I”, S 
= I G&, I ~2) I”_, = Go& I 4 - C&, I ~2) 
G,(x, I x.2) = G-,(x, I 4 - co j”, G,(x, - u I 0) G&O I ~2 - u) du 
(5.20) 
or 
G,(x, 1 x2) = G+&, I x2) ~ co jm Go+, + u I 0) G,(O I x2 + 4 du, 
0 
0 < x1 < x2 (5.21) 
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This equation has been derived by Case [6], and expresses the relation between 
the half-space Green function and the infinite medium Green function G-,(x, 1 x2). 
Substracting (5.21) from (5.19) we have 
G,(O / x, - xl) = G.&v, x2) - ca j-” G,(x, - u / 0) G&O / x, - u) du 
--m 
(5.22) 
expressing the surface Green function G,(O 1 x) in terms of the infinite medium 
Green function. 
From the nonnegativity of the Green function we obtain also the inequali- 
ties: 
or what is the same 
G&I I 4 G G,(x, I 4 if f < x < x1 , xa (5.23) 
6. CONCLUSIONS 
A generalized invariant imbedding of the Boltzmann transport equation 
has been presented, starting from an identity. The argument is purely analytic- 
al and does not rest on any adhoc postulate of invariance. Different kinds 
of imbedding can be used, for example, geometrical imbedding and albedo im- 
bedding. Classical invariant imbedding equations are generalized to arbitrary 
geometry (with no restriction to stratifiable media or to reflection and trans- 
mission functions) and anisotropic scattering, and particular cases derived 
before [3, 41 have been recovered. A set of new functional relations satisfied 
by the Green function can be written, by implementation of the invariance 
of the Green function for an euclidean displacement of the reference frame, 
generalizing Davison’s nonlinear integral equation to arbitrary volumes. 
An obvious and immediate generalization is the inclusion of energy 
dependence. Since anisotropic scattering has been used throughout, it can be 
done formally by replacing f(a’ + s) by f(v’8’ ---f TJB). Another possible 
generalization is time dependence. 
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