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Introduzione
Questa tesi si propone di illustrare alcuni risultati fondamentali circa le
equazioni di convoluzione nei domini convessi. Il culmine dell’intera trattazio-
ne è rappresentato dalla dimostrazione di due fatti principali: l’approssima-
bilità delle soluzioni delle equazioni di convoluzione omogenee, e l’esistenza
delle soluzioni in presenza di un termine sorgente (membro destro) analitico.
L’interesse per queste equazioni è motivato non solo dal loro possibile
impiego nella risoluzione delle equazioni alle derivate parziali e integrali, ma
anche dall’applicazione in fisica. Infatti un operatore alle derivate parziali a
coefficienti costanti è invariante per traslazione, ed è dunque un operatore di
convoluzione. Per questo è possibile ricondurre lo studio di un tale operatore
a quello di un’equazione di convoluzione. In fisica ed ingegneria, ad esem-
pio nei circuiti elettrici, è possibile determinare la corrente i(t) anche come
soluzione di un’equazione di convoluzione [14]. E ancora la soluzione di un’e-
quazione integrale di Volterra può essere vista come una serie convergente di
convoluzioni ottenuta come soluzione di un’equazione di convoluzione.
In generale un’equazione di convoluzione ha la forma
µ ∗ u = f,
in cui µ ed f sono distribuzioni note di D ￿(Rn), u è una distribuzione inco-
gnita di D ￿(Rn), e una tra le distribuzioni µ e u è necessariamente a supporto
compatto. Come accennato sopra, questa classe di equazioni racchiude tutte
le equazioni differenziali lineari alle derivate parziali a coefficienti costanti
µ ∗ u =
￿
|α|￿m
µαD
αu(x), µ(x) =
￿
|α|￿m
µαD
αδ(x);
i
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le equazioni lineari alle differenze
µ ∗ u =
￿
α
µαu(x− xα), µ(x) =
￿
α
µαδ(x− xα);
le equazioni integrali lineari di prima specie
µ ∗ u =
￿
u(y)µ(x− y)dy, µ(x) ∈ L1loc;
le equazioni integrali lineari di seconda specie
µ ∗ u = u(x) +
￿
u(y)K (x− y)dy, µ(x) = δ + K , K ∈ L1loc;
le equazioni integro-differenziali lineari.
Sia µ ￿= 0 una distribuzione in E ￿(Rn), Ω un aperto convesso di Rn,
u ∈ C∞(Ω) e Ωµ = {x; x− y ∈ Ω quando y ∈ suppµ} l’insieme di definizione
di µ ∗ u. Vogliamo determinare sotto quali condizioni l’equazione
µ ∗ u = f
con f ∈ C∞(Ωµ), ha soluzione.
La risposta dipende fortemente dalle proprietà della distribuzione µ (cfr.
[2, 4]). Infatti se essa è invertibile (cfr. [8], [14]) la precedente equazione
ha sempre una soluzione u ∈ C∞(Ω), altrimenti bisogna richiedere maggiore
regolarità alla funzione f , cioè che essa sia analitica reale.
Il problema è stato affrontato dapprima da Malgrange [11, 12] in Ω = Rn, il
quale ottenne un risultato di approssimazione delle soluzioni dell’equazione
omogenea µ ∗ u = 0. In particolare egli dimostrò che, se Eµ è l’insieme di
tutte le combinazioni lineari delle soluzioni di tipo esponenziale dell’equazio-
ne µ ∗ u = 0 in Rn, ed Nµ è l’insieme delle u ∈ C∞(Rn) tali che µ ∗ u = 0,
allora Eµ è denso in Nµ. In questo modo ogni soluzione di classe C∞(Rn)
dell’equazione µ ∗ u = 0 è approssimata mediante soluzioni di tipo esponen-
ziale.
Attraverso l’approssimabilità della soluzione omogenea Ehrenpreis [2] provò
che, se µ è una distribuzione non invertibile in E ￿(Rn), l’equazione µ ∗ u = f
ha soluzione in Ω = Rn se e soltanto se f è analitica reale.
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Lo studio della risolubilità su Ω = Rn ha condotto alla ricerca di analoghi
risultati applicabili in casi più generali, ovvero in presenza di Ω convesso. Si
devono ad Hörmander le generalizzazioni ai convessi, in cui egli dimostrò ciò
che Malgrange ed Ehrenpreis provarono in Rn. Il suo risultato di appros-
simazione viene provato seguendo le linee di Malgrange, ovvero mostrando
che, l’insieme Eµ precedentemente menzionato ristretto al convesso Ω ⊂ Rn è
denso in Nµ, dove ora Nµ è l’insieme delle u ∈ C∞(Ω) tali che µ∗u = 0. Gra-
zie a questo fatto riusc̀ı a dimostrare la risolubilità dell’equazione µ ∗ u = f
quando f è una funzione reale analitica.
Il caso generale in cui Ω è un aperto qualsiasi è stato affrontato ancora da
Hörmander, il quale ha mostrato nel volume II della serie sugli operatori alle
derivate parziali [8], che l’equazione µ ∗ u = f ha soluzione se e solo se µ è
invertibile e gli aperti Ω e Ωµ soddisfano l’ipotesi di µ-convessità (cfr. [8]).
Per approfondimenti su quest’ultimo caso si rimanda a [8].
Questa tesi si concentra nel ricavare, nella maniera più autocontenuta
possibile, le conclusioni ottenute da Hörmander nel suo articolo sulle equa-
zioni di convoluzione nei domini convessi [6]. Vengono quindi provati, quando
Ω è un aperto convesso, due risultati fondamentali: il teorema di approssi-
mazione delle soluzioni dell’equazione omogenea, e l’esistenza della soluzione
nel caso non omogeneo con termine sorgente analitico. Questi risultati richie-
dono un ampio uso delle funzioni plurisubarmoniche, per via del loro legame
con le funzioni intere. Infatti esse possono sempre essere viste come funzioni
del tipo log |µ̂|, con µ ∈ E ￿(Rn), e µ̂ intera (µ̂ trasformata di Fourier di µ).
Lavorando con queste funzioni si riescono a trovare delle stime valide per
funzioni intere passando attraverso le stime di cui godono le funzioni pluri-
subarmoniche.
Il primo capitolo viene dunque dedicato all’introduzione delle proprietà di
base delle funzioni subarmoniche, di quelle plurisubarmoniche, e alla formu-
la di rappresentazione di Riesz. Nel secondo capitolo si determinano delle
stime valide per particolari funzioni plurisubarmoniche, grazie alle quali si
giunge ad un teorema di approssimazione per funzioni intere di tipo espo-
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nenziale. Infine il Capitolo 3 contiene la prova dei due teoremi fondamentali
sulle equazioni di convoluzione nei domini convessi, ovvero il Teorema di
approssimazione e il Teorema di esistenza.
Notazioni
E : soluzione fondamentale dell’operatore di Laplace.
L(dx) : se x ∈ Cn indica la misura di Lebesgue in Cn.
≈ : A,B > 0, A ≈ B se ∃C1, C2 > 0 : C1A ￿ B ￿ C2A.
f̂ : è la trafsformata di Fourier della funzione f , cioè f̂(ζ)=
￿
e−i￿x,ζ￿f(x)L(dx).
f̌ : f̌(x) = f(−x).
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Capitolo 1
Formula di rappresentazione di
Riesz
Poiché, come vedremo, il teorema di approssimazione della soluzione omo-
genea dell’equazione µ∗u = 0 è ricondotto ad un teorema di approssimazione
delle funzioni intere di tipo esponenziale, è necessario studiare la fattorizza-
zione di tali funzioni. Siano f1, f2, f3 funzioni intere legate dalla relazione
f3 = f1f2. Supponiamo inoltre di sapere che le funzioni fj, per j = 1, 3, sono
trasformate di Fourier di distribuzioni a supporto compatto. Allora
log |f3| = log |f1|+ log |f2|,
dove log |fj| è una funzione plurisubarmonica per j = 1, 2, 3.
Ricordiamo che una funzione u definita su un aperto Ω ⊂ Cn a valori in
[−∞,∞) si dice plurisubarmonica se
1. u è superiormente semicontinua
2. per ogni z e w ∈ Cn la funzione τ ￿→ u(z + τw) è subarmonica nella
parte di C in cui essa è definita, cioè {τ ∈ C; z + τw ∈ Ω}.
La dimostrazione del teorema di approssimazione delle soluzioni omogenee
richiede la conoscenza di una stima delle funzioni fj, j = 1, 2, 3. Le fun-
zioni f1 ed f3, essendo trasformate di Fourier di distribuzioni a supporto
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compatto, possiedono una stima fornita direttamente dal teorema di Paley-
Wiener-Schwartz (Appendice A). Della funzione intera f2 è invece necessario
determinarne una stima, che verrà ricavata a partire da una stima del suo lo-
garitmo. Questo rende di fondamentale importanza l’utilizzo delle proprietà
delle funzioni plurisubarmoniche che, a loro volta, sono subarmoniche se si
identifica Cn con R2n. Per stimare il log |f2| bisogna ricorrere ad una serie di
risultati sulle funzioni subarmoniche e plurisubarmoniche. Il primo di questa
catena di risultati richiede l’utilizzo della formula di rappresentazione delle
funzioni subarmoniche, su cui ci soffermiamo in questo capitolo.
1.1 Funzioni subarmoniche
Definizione 1.1.1 (Funzione subarmonica). Una funzione u definita su un
aperto Ω ⊂ C a valori in [−∞,∞) è detta subarmonica se
1. u è superiormente semicontinua
￿
lim supz→z0 u(z) ￿ u(z0)
￿
2. per ogni conpatto K ⊂ Ω, e per ogni funzione continua h su K, armo-
nica nell’interno di K, e ￿ u su ∂K, risulta h ￿ u in K.
Diamo una caratterizzazione delle funzioni subarmoniche in Rn mediante
il seguente teorema.
Teorema 1.1.2. Sia Ω un aperto di Rn. Se u ∈ D ￿(Ω) è reale e ￿u ￿
0, allora u è definita da una funzione subarmonica u0, cioè superiormente
semicontinua a valori in [−∞,∞) e tale che
M(x, r) =
￿
|w|=1
u0(x+ rw)dw/cn, cn =
￿
|w|=1
dw,
è una funzione crescente di r per x ∈ Ω e r < d(x, ∂Ω). Viceversa, se
u0 è una funzione superiormente semicontinua a valori in [−∞,∞), non
identicamente −∞ in ogni componente di Ω, e se u0(x) ￿ M(x, r) quando
r < d(x, ∂Ω), allora u0 ∈ L1loc(Ω) e ￿u ￿ 0 per la distribuzione u definita da
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u0. La funzione u0 è univocamente determinata da u in ogni punto. Se K è
un sottoinsieme compatto di Ω allora è valido il principio del massimo
sup
∂K
u0 = sup
K
u0.
Per la dimostrazione si veda [7, Teorema 4.1.8].
Esempio 1.1.3 (Fondamentale). Un esempio fondamentale di funzione su-
barmonica in Rn, e non armonica in Rn, è rappresentato dalla soluzione
fondamentale x ￿→ Ey(x) = E(x − y), −∞ nel punto x = y. Proviamo in
maniera diretta mediante la Definizione 1.1.1 la subarmonicità di Ey. Questa
funzione è continua a valori in [−∞,+∞) e armonica in Rn \ {y}. Ci resta
pertanto da verificare solamente la proprietà 2. Dimostriamo l’affermazione
distinguendo due casi: y ￿∈ K e y ∈ K, con K ⊂ Rn compatto.
1◦ caso: se y ￿∈ K la funzione Ey è armonica in K. Questo implica che, se
Ey ￿ h su ∂K, allora per il principio del massimo per le funzioni armoniche
Ey ￿ h in K.
2◦ caso: se y ∈ K allora Ey ￿ h in qualche intorno aperto V di y. Inoltre
y ￿∈ K \ V , quindi Ey ￿ h su ∂(K \ V ) ⊂ ∂K ∪ ∂V . Ne segue che Ey ￿ h in
K \ V (perché siamo nel 1◦ caso), e dunque Ey ￿ h in K.
Analogamente la funzione x ￿→
￿
ajE(x − yj) è subarmonica se, per ogni
indice j, aj ￿ 0.
Il nostro interesse è rivolto in particolare alle funzioni subarmoniche v su
Rn+ = {x ∈ Rn, xn > 0} tali che, per certe costanti C0 ￿ 0 e C1 > 0, vale:
v(x) ￿ C0 + C1xn, xn > 0. (1.1)
Il teorema di Paley-Wiener-Schwartz assicura che, se u è una misura a sup-
porto compatto su R, e C è identificato con R2, la funzione subarmoni-
ca v(z) = log |û(z)| soddisfa la (1.1). Con la notazione û indicheremo la
trasformata di Fourier della funzione u.
Teorema 1.1.4.
(i) Se u è una funzione subarmonica e 0 < c ∈ R, allora cu è subarmonica.
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(ii) Se uα, α ∈ A, è una famiglia di funzioni subarmoniche, allora u =
supα uα è subarmonica se u è superiormente semicontinua e u < ∞, che è
sempre vero se A è finito.
(iii) Se u1, u2, ... è una successione decrescente di funzioni subarmoniche,
allora u = limj→∞ uj è ancora subarmonica.
Per la dimostrazione si veda [9, Teorema 1.6.2].
Una applicazione del Teorema 1.1.4 è un’altra prova dell’Esempio 1.1.3 quan-
do n = 2, e cioè che log |f | è subarmonica se f ∈ A(Ω).
Esempio 1.1.5. Sia A(Ω) l’insieme delle funzioni analitiche in Ω ⊂ C. Se
f ∈ A(Ω) allora log |f | è subarmonica.
L’esempio può essere dimostrato in due diversi modi: attraverso il Teo-
rema 1.1.4, oppure direttamente, cioè mediante la Definizione 1.1.1.
Dimostrazione attraverso il Teorema 1.1.4. f è analitica complessa, pertan-
to la funzione
log(|f(z)|2 + ￿)1/2, ￿ > 0,
è subarmonica. Infatti essa è continua, quindi in particolare superiormente
semicontinua, e ha laplaciano positivo, cioè
∂
∂z
∂
∂z̄
log(|f(z)|2 + ￿)1/2 = ￿
2(|f(z)|2 + ￿)2
￿￿￿
∂f
∂z
￿￿￿
2
￿ 0.
Sia ora ￿ ￿ 0+. Allora per il teorema precedente, punto (iii),
log |f | = lim
￿￿0+
log(|f(z)|2 + ￿)1/2
è ancora subarmonica. Ciò prova l’asserto.
Dimostrazione diretta. f è analitica complessa e f ￿≡ 0 in Ω ⊂ C. Fissato
K ⊂ Ω compatto scriviamo
f(z) = g(z)
N￿
j=1
(z − zj) ∀z ∈ K,
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dove gli elementi zj sono gli zeri di f in K, e g è una funzione analitica tale
che g(z) ￿= 0 ∀z ∈ K. Allora log |g(z)| è una funzione armonica in un intorno
di K. Quindi
log |f(z)| = log |g(z)|+
￿
log |z − zj| ∀z ∈ K.
Se
log |f(z)| = log |g(z)|+
￿
log |z − zj| ￿ h ∀z ∈ ∂K,
allora
￿
log |z − zj| ￿ h− log |g(z)| ∀z ∈ ∂K,
con h− log |g(z)| armonica in K. Dalla subarmonicità della soluzione fonda-
mentale (vista nell’Esempio 1.1.3) si ha
￿
log |z − zj| ￿ h− log |g(z)| ∀z ∈ K,
e log |f(z)| ￿ h in K. La funzione log |f(z)| è anche superiormente se-
micontinua a valori in [−∞,∞). Unendo i risultati si ottiene infine la
subarmonicità.
Lemma 1.1.6. Se v è una funzione subarmonica in Rn+ che verifica la (1.1)
allora
M(xn) = sup
x￿
v(x￿, xn)
è una funzione convessa di xn.
Dimostrazione. Siano a e b due punti fissati di R+ con 0 < a < b, e sia L una
funzione lineare tale che M(a) ￿ L(a) e M(b) ￿ L(b). Per dimostrare che M
è una funzione convessa di xn basta verificare che M(xn) ￿ L(xn) ∀xn ∈
(a, b). Per mostrarlo consideriamo la funzione
v￿(x) = v(x)− L(xn)− ￿
￿
x21 + ...+ x
2
n−1 − (n− 1)(x2n − b2)
￿
, ￿ > 0,
subarmonica e ￿ 0 sul bordo della regione S = {x = (x￿, xn) ∈ Rn−1 ×R+ =
Rn+; a ￿ xn ￿ b}. Infatti ￿v￿ = ￿v ￿ 0 mentre v￿(x￿, a) e v￿(x￿, b) sono
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entrambe ￿ 0. Allora per il principio del massimo v￿ ￿ 0 in tutta la regione
S. Prendendo ora ￿ → 0 otteniamo
0 ￿ lim
￿→0
v￿(x) = v(x)− L(xn).
Da ciò segue v(x) ￿ L(xn), ∀xn ∈ (a, b), e quindi M(xn) ￿ L(xn), ∀xn ∈
(a, b).
Osservazione 1.1.7. Il Lemma 1.1.6 richiede che v verifichi la disuguaglian-
za (1.1), da cui segue anche M(xn) ￿ C0 +C1xn. Inoltre dalla convessità di
M abbiamo che
￿
M(xn) − M(1)
￿
/(xn − 1) è una funzione crescente di xn,
perciò esiste il limite
γ = lim
xn→∞
M(xn)/xn, (1.2)
con −∞ < γ ￿ C1.
Infatti
γ = lim
xn→∞
M(xn)/xn = lim
xn→∞
￿
M(xn)−M(0)
￿
/xn
￿ lim
xn→∞
(C0 + C1xn − C0)/xn = C1.
Analogamente si può mostrare che
M(xn + yn) ￿ M(xn) + γyn. (1.3)
Infatti, ancora per la convessità, la funzione
￿
M(xn + yn) − M(xn)
￿
/yn è
crescente rispetto a yn, quindi
￿
M(xn + yn)−M(xn)
￿
/yn ￿ lim
yn→∞
￿
M(xn + yn)−M(xn)
￿
/yn = γ,
da cui segue la disuguaglianza.
Infine osserviamo che la funzione v, per la (1.3), soddisfa anche
v(x) ￿ C0 + γxn. (1.4)
La verifica è immediata dato che
v(x) ￿ M(xn) = M(0 + xn)
(1.3)
￿ M(0) + γxn ￿ C0 + γxn.
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1.2 La funzione di Green e il nucleo di Pois-
son in Rn+
Abbiamo precedentemente motivato l’interesse per le funzioni subarmo-
niche su Rn+ e la necessità di ricavare per queste una formula di rappresen-
tazione. Dal momento che tale formula è espressa in termini del nucleo di
Poisson e della funzione di Green, avremo bisogno di una loro espressione
nello spazio Rn+ = Rn−1 × R+.
Abbiamo indicato con E(x) la soluzione fondamentale dell’operatore di La-
place in Rn, cioè:
E(x) =
￿
1
2π log |x| , se n = 2
− 1(n−2)cn |x|
2−n , se n > 2,
(1.5)
dove cn è l’area di Sn−1 = {(x1, x2, .., xn) ∈ Rn;
￿
xi = 1}. Per definizione
la funzione E(x) è tale che ￿E = δ nel senso delle distribuzioni, e dunque
v = E ∗ φ è soluzione di ￿v = φ.
La funzione di Green di Rn+ sarà invece
G(x, y) = E(x− y)−E(x− y∗) = E(x− y)−E(x∗ − y), x, y ∈ Rn+, (1.6)
dove y∗ = (y￿,−yn) ∈ Rn−1 × R−.
Se x è fissata in Rn+ abbiamo ￿yG = δx, G ￿ 0, e G si annulla quando y
∈ ∂Rn+ (cioè quando yn = 0), stessa cosa con ruoli di x e y invertiti. Essa è
inoltre omogenea di grado 2− n, cioè
G(x, y) = t2−nG(x/t, y/t).
Il nucleo di Poisson di Rn+ è dato dalla funzione
P (x, y￿) = −∂G(x, y)/∂yn
￿￿
yn=0
=
2xn
cn
|x− y|−n
￿￿
yn=0
,
armonica quando xn > 0, e tale che
￿
P (x, y￿)dy￿ = 1, xn > 0.
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Per y limitata osserviamo che, se x → ∞, si ottiene per la funzione di Green
la seguente stima
G(x, y) = −|x|1−nP (x/|x|, 0)yn +O(y2nxn|x|−n−1) = O(xn|x|−n). (1.7)
Per ottenerla si sfrutta l’omogeneità della funzioneG, che permette di scrivere
G(x, y) = |x|2−nG(x/|x|, y/|x|). Indicando ora w = x/|x|, e z = y/|x|,
andiamo a studiare G(x, y) = |x|2−nG(w, z) quando |z| → 0. Per farlo si
considera lo sviluppo di Taylor di G(w, z) rispetto a zn nel punto zn = 0 e
poi rispetto a z￿ = (z1, .., zn−1) nel punto z￿ = 0. Infine si ha
G(x, y)=|x|2−nG(w, z)=−|x|1−nP (x/|x|, 0)yn+O(y2nxn|x|−n−1)=O(xn|x|−n).
Per la simmetria di G vale anche G(x, y) = O(yn|y|−n) se x è limitata e
y → ∞.
La (1.7) dà anche che, se y è in un compatto di Rn+ e |x| è grande, allora per
qualche C ￿ 1
C
−1
xn|x|−n ￿ |G(x, y)| ￿ Cxn|x|−n.
1.3 Formula di rappresentazione di Riesz
Teorema 1.3.1. Sia v una funzione subarmonica in Rn+ non identicamente
−∞ per la quale vale la (1.1). Allora la misura v(x￿, xn)dx￿, per xn → 0,
converge debolmente ad una misura dσ in Rn−1. Se dµ = ￿v abbiamo
￿
(1 + |y￿|)−n|dσ(y￿)| < ∞,
￿
yn>0
yn(1 + |y|)−ndµ(y) < ∞, (1.8)
v(x) =
￿
P (x, y￿)dσ(y￿) +
￿
yn>0
G(x, y)dµ(y) + γxn, x ∈ Rn+, (1.9)
dove γ è definita dalla (1.2).
Dimostrazione. Per ipotesi la funzione v soddisfa la (1.1) e v(x) ￿ C0+ γxn.
Assumiamo per semplicità che C0 = γ = 0 perché, se cos̀ı non fosse, si
potrebbe considerare la funzione subarmonica w(x) = v(x) − C0 − γxn per
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la quale C0 = γ = 0. Dall’assunzione segue inoltre v ￿ 0.
Se consideriamo la funzione 0 ￿ χ ￿ 1, con χ ∈ C∞0 (Rn+), allora possiamo
scrivere
v(x) =
￿
yn>0
G(x, y)χ(y)dµ(y) + vχ(x), x ∈ Rn+,
dove vχ è subarmonica e vχ ￿ 0. Per mostrare la subarmonicità di vχ basta
osservare che
vχ(x) = v(x)−
￿
yn>0
G(x, y)χ(y)dµ(y) (1.10)
= v(x)−
￿
E(x− y)χ(y)dµ(y) +
￿
E(x− y∗)χ(y)dµ(y),
dove la funzione integranda è continua e limitata nel suppχ. Possiamo per-
tanto derivare sotto il segno di integrale. Poiché ￿xE(x − y∗) = 0 quando
x, y ∈ Rn+, ne segue ￿vχ = (1 − χ)dµ ￿ 0. Ora, per la (1.7), si ha per y
dentro un compatto di Rn+ e x grande
G(x, y) ≈ − xn|x|n ,
e quindi, per x grande
￿￿￿￿
￿
yn>0
G(x, y)χ(y)dµ(y)
￿￿￿￿ ￿
￿
yn>0
|G(x, y)χ(y)|dµ(y) ￿ |Cχxn|x|−n| ￿ ￿.
Dunque, per ogni ￿ > 0, esiste un compatto K ⊂ Rn+ tale che
￿
yn>0
G(x, y)χ(y)dµ(y) ￿ −￿, x ∈ Rn+ \K, (1.11)
e vχ ￿ ￿ sul ∂K. Da quest’ultima disuguaglianza segue, per il principio del
massimo, vχ ￿ ￿ in K, e quindi dall’arbitrarietà di ￿, vχ ￿ 0.
Consideriamo adesso una successione crescente di funzioni χj ∈ C∞0 (Rn+)
tale che χj = 1 su ogni fissato compatto di Rn+ quando j è sufficientemente
grande. Con questa scelta vχj è una successione crescente ed è armonica su
ogni compatto fissato per j abbastanza grande. La successione vχj converge
dunque (Teorema 1.1.4) ad una funzione armonica v1 tale che
v(x) = v1(x) + v2(x), v2(x) =
￿
yn>0
G(x, y)dµ(y), (1.12)
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dove v1 e v2 sono entrambe￿ 0. Essendo v non identicamente−∞, scegliendo
x tale che v(x) > −∞, si avrà
v2(x) =
￿
yn>0
G(x, y)dµ(y) > −∞. (1.13)
Per la prima uguaglianza (1.7) si ha che per y fuori da un compatto di Rn+ e
un’opportuna costante C > 0
−G(x, y) = |G(x, y)| ￿ Cyn(1 + |y|)−n, ∀y ∈ Rn+ \K,
e dunque
￿
y∈Rn+\K
Cyn(1 + |y|)−ndµ(y) ￿ −
￿
y∈Rn+\K
G(x, y)dµ(y) < ∞,
dove K è un compatto di Rn+, e x è fissata opportunamente in modo tale che
valga la (1.13). D’altra parte, la funzione yn(1 + |y|)−n è sommabile su ogni
compatto, e quindi
￿
yn>0
yn(1 + |y|)−ndµ(y) < ∞.
Ciò prova la seconda disuguaglianza (1.8).
Per mostrare la convergenza debole di v ad una misura quando xn → 0+
studiamo la convergenza debole delle funzioni v1 e v2. Mostriamo innanzi-
tutto che v2(., xn) converge debolmente a 0 come una misura. Per farlo basta
dimostrare la convergenza nel senso delle distribuzioni ([7, Teorema 2.1.9]).
Si vuole quindi provare che
￿
v2(x
￿, xn)φ(x
￿)dx￿=
￿
yn>0
dµ(y)
￿
G(x￿, xn, y
￿, yn)φ(x
￿)dx￿ → 0, xn → 0+,
(1.14)
dove φ ∈ C∞0 (Rn−1). Se y è fissata in Rn+, per il teorema di Lebesgue della
convergenza dominata, si ha
￿
G(x￿, xn, y
￿, yn)φ(x
￿)dx￿ → 0, xn → 0,
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essendo |G(x, y)| ￿ Cyn|y|−n per y fuori da un compatto. Per poter passare
al limite sotto il segno di integrale anche nella (1.14) bisogna ancora mostrare
che ￿￿￿￿
￿
G(x￿, xn, y
￿
, yn)φ(x
￿)dx￿
￿￿￿￿
è limitato da una funzione sommabile e indipendente da xn. Consideriamo
pertanto la seguente funzione
F (y) =
￿
E(y￿ − x￿, yn)φ(x￿)dx￿.
La funzione F (y) è continua rispetto a y, e tali sono anche le derivate di ogni
ordine rispetto a y￿. Infatti indichiamo con Eyn(y
￿) = E(y￿, yn), dove yn è
pensato come un parametro, e sia φ ∈ C∞(Rn−1). Allora
F (y) = Eyn ∗ φ(y￿) =
￿
Eyn(y
￿ − x￿)φ(x￿)dx￿,
e quindi, per 1 ￿ j ￿ n− 1,
∂2
∂y2j
F (y) =
￿
∂2
∂y2j
Eyn ∗ φ
￿
(y￿) =
￿
∂2
∂y2j
φ ∗ Eyn
￿
(y￿)
è C∞ rispetto alle variabili yj, ∀j = 1, .., n− 1.
Poiché ￿F = 0 quando yn ￿= 0, questo implica che le derivate seconde
rispetto a yn sono localmente limitate
￿∂2F (y)
∂y2n
= −￿y￿F (y)
￿
. Ciò garantisce
la locale limitatezza delle derivate prime rispetto a yn. Infatti, se 0 < yn ￿ C,
allora ￿￿￿
∂F (y￿, yn)
∂yn
￿￿￿ ￿
￿ 1
0
￿￿￿
∂2F (y￿, tyn)
∂y2n
￿￿￿dt|yn| ￿ C ￿.
Ne segue che F è localmente Lipschitz-continua, perciò
￿
G(x￿, xn, y
￿
, yn)φ(x
￿)dx￿ = F (y￿, xn − yn)− F (y￿, xn + yn) = O(yn),
quando 0 < yn ￿ C. Di conseguenza
￿￿￿￿
￿
G(x￿, xn, y
￿
, yn)φ(x
￿)dx￿
￿￿￿￿ , 0 < xn ￿ C,
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è uniformemente limitato da Cyn(1 + |y|)−n (non solo quando y è fuori da
un compatto ma per ogni y ∈ Rn+ ), e → 0 per xn → 0. Questo giustifica il
passaggio al limite sotto il segno di integrale nella (1.14), da cui si ottiene
￿
v2(x
￿, xn)φ(x
￿)dx￿ =
￿
yn>0
dµ(y)
￿
G(x￿, xn, y
￿, yn)φ(x
￿)dx￿ → 0, xn → 0+,
cioè v2(x) tende a 0 nel senso delle distribuzioni.
Bisogna ora determinare il limite debole della v1. Sia ￿ > 0 e ψ ∈ C∞0 (Rn−1),
0 ￿ ψ ￿ 1, allora
hψ(x) = v1(x
￿, xn + ￿)−
￿
P (x, y￿)ψ(y￿)v1(y
￿, ￿)dy￿
è armonica quando xn > 0 e C∞ quando xn ￿ 0. La prima affermazione
deriva dal fatto che v1 è armonica e lo è anche P (x, y￿) se xn > 0. La seconda
è conseguenza dalla seguente proprietà del nucleo di Poisson:
￿
P (x, y￿)φ(y￿)dy￿ → φ(x￿), xn → 0,
dove φ ∈ C∞0 (Rn−1).
La funzione hψ è anche ￿ 0. Infatti sul bordo, ovvero quando xn = 0, per la
proprietà di P (x, y￿) appena vista, si ha hψ(x￿, 0) = v1(x￿, ￿)(1− ψ(x￿)) ￿ 0.
Inoltre lim supx→∞ hψ(x) ￿ 0. Infatti
lim
x→∞
￿
−
￿
P (x, y￿)ψ(y￿)v1(y
￿, ￿)dy￿
￿
= 0,
in quanto, essendo |P (x, y￿)ψ(y￿)v1(y￿, ￿)| ￿ C(1 + |y￿|)−n e P (x, y) → 0 per
|x| → ∞, per il teorema della convergenza dominata si ha
lim
x→∞
￿
P (x, y￿)ψ(y￿)v1(y
￿, ￿)dy￿ =
￿
lim
x→∞
P (x, y￿)ψ(y￿)v1(y
￿, ￿)dy￿ = 0.
Dunque, poiché v1 ￿ 0, risulta
lim sup
x→∞
hψ(x) = lim sup
x→∞
v1(x
￿, xn + ￿) ￿ 0.
Dal principio del massimo segue hψ ￿ 0. Se si estende la definizione di hψ su
tutto Rn ponendo hψ(x￿, xn) = −hψ(x￿,−xn) quando xn < 0, si ha
￿hψ = 2v1(x￿, ￿)
￿
1− ψ(x￿)
￿
δ￿(xn),
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la cui verifica è riportata in Appendice B. La funzione hψ è dunque armonica
nel punto (x￿, 0) se ψ = 1 in un intorno di x￿. Scegliendo come prima una
successione crescente e non negativa ψj ∈ C∞0 (Rn−1) tale che ψj = 1 su
ogni compatto fissato di Rn−1 per j grande, allora hψj tende ad una funzione
armonica h in Rn ￿ 0 (￿ 0) nel semispazio superiore (inferiore). Cos̀ı
v1(x
￿
, xn + ￿) = h(x) +
￿
P (x, y
￿
)v1(y
￿
, ￿)dy
￿
, xn > 0,
dove h è una funzione lineare di xn. Per mostrarlo rappresentiamo la funzione
x ￿→ h(Rx) con R grande nel seguente modo ([8, Lemma 16.1.3])
h(x) =
￿
|y|=1,yn>0
￿
P1(x/R, y)− P1(x∗/R, y)
￿
h(Ry)dS(y), |x| < R,
P1(x, y) = (1− |x|2)|x− y|−n/cn x, y ∈ Rn, |x| < 1 = |y|,
in cui P1 è il nucleo di Poisson nella sfera unitaria, e dS è l’elemento di
superficie della sfera unitaria. Osserviamo che
|x∗/R− y|2 − |x/R− y|2 = 4xnyn
R
,
e che, essendo |x| = |x∗|,
P1(x/R, y)−P1(x∗/R, y)=c−1n
￿
1−(|x|/R)2
￿￿￿
|x/R−y|2
￿−n2−
￿
|x∗/R−y|2
￿−n2
￿
.
Sia ora f(t) = t−n/2 con t = |x/R − y|2, e sia s = |x∗/R − y|2. Allora, dallo
sviluppo di Taylor della funzione f(t) nel punto s, risulta
￿
|x/R−y|2
￿−n/2−
￿
|x∗/R−y|2
￿−n/2
= f(t)−f(s) = f ￿(s)(t−s)+f ￿￿(ξs,t)(t−s)2.
Inoltre, per x fissata con |x| < R, essendo (t− s) = −4xnyn/R, si ha
f
￿
(s)(t− s) = −n
2
s
−(n/2+1)
(t− s) = −n
2
(−4xnyn/R)
￿
|x∗/R− y|2
￿−(n/2+1)
=
2nxnyn
R
￿
1 +O(1/R)
￿
,
e analogamente
f
￿￿
(ξs,t)(t− s)2 = C
x2ny
2
n
R2
￿
1 +O(1/R)
￿
.
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Quindi, poiché x è fissata e y è limitata, si ottiene
f(t)− f(s) = 2nxnyn
R
￿
1 +O(1/R)
￿￿
1 +
C ￿xnyn
R
￿
=
2nxnyn
R
￿
1 +O(1/R)
￿
,
dove
￿
1 + C
￿xnyn
R
￿
=
￿
1 +O(1/R)
￿
.
D’altra parte
￿
1− (|x|/R)2
￿
=
￿
1 +O(1/R)
￿
, e dunque, unendo i risultati, si
può scrivere
P1(x/R, y)− P1(x∗/R, y) = 2nxnyn
￿
1 +O(1/R)
￿
/Rcn.
Di conseguenza, per ogni x fissata con |x| < R,
h(x) = c−1n 2nxn
￿
1 +O(1/R)
￿￿
|y|=1,yn>0
h(Ry)ynR
−1
dS(y).
Ne segue che h(x) = axn quando R → ∞, dove a è una costante ￿ 0 (perché
h ￿ 0). La disuguaglianza v(x￿, xn + ￿) ￿ axn, che segue da
v(x￿, xn + ￿) = v1(x
￿
, xn + ￿) + v2(x
￿
, xn + ￿) ￿ v1(x￿, xn + ￿) ￿ h(x),
implica a = 0 per l’ipotesi γ = 0, e quindi h(x) = axn = 0. Tutto questo
porta alla seguente espressione di v1:
v1(x
￿
, xn) =
￿
P (x￿, xn + ￿)v1(y
￿
, ￿)dy￿, xn > ￿. (1.15)
Ancora l’ipotesi γ = 0 permette, per ogni δ > 0, di scegliere x con xn grande
tale che
v(x￿, xn) > −δxn,
e vale
−v1(x) = |v1(x)| < δxn.
Effettuando le opportune sostituzioni nella precedente relazione si ricava
2/cn
￿
|v1(y￿, ￿)|(|x￿ − y|2 + x2n)−n/2dy￿ < δxn/(xn − ￿) < 2δ.
In questo modo, se Mδ è sufficientemente grande, per ogni ￿ sufficientemente
piccolo si ha ￿
|y|>Mδ
|v1(y￿, ￿)||y￿|−ndy￿ < cnδ,
1.3 Formula di rappresentazione di Riesz 15
cioè v1(y￿, ￿)|y￿|−n è sommabile fuori da un compatto. Da ciò segue che
v1(y￿, ￿)(1 + |y￿|)−n ∈ L1(Rn).
Sia ora C(∞) = {f : Rn −→ R; lim|x|→∞ |f(x)| = 0}, e M(Rn) = C∗(∞), dua-
le di C(∞), lo spazio di Banach delle misure di Borel finite. Poiché la palla
unitaria in M(Rn) è ∗-debolmente compatta (Teorema di Helly [3, Teorema
12]), ogni successione limitata in M(Rn) ammette una sottosuccessione ∗-
debolmente convergente. Ne viene che, se {u￿}￿>0 è uniformemente limitata
in L1(Rn) ￿→ M(Rn), allora esiste µ ∈ M(Rn) e ￿k → 0+ per k → ∞ tale
che u￿kdx → dµ ∗-debolmente per k → ∞, cioè
lim
k→∞
￿
Rn
ϕ(x)u￿kdx =
￿
Rn
ϕ(x)dµ ∀ϕ ∈ C(∞)(Rn).
In seguito a queste considerazioni è chiaro che, scegliendo ￿k → 0+ per
k → ∞, si ha che v1(y￿, ￿k)(1 + |y￿|)−n converge ∗-debolmente ad una mi-
sura di Borel finita dσ￿ per k → ∞. Da qui si trae che v1(y￿, ￿k) converge
∗-debolmente ad una misura temperata dσ = (1 + |y￿|)ndσ￿ quando k → ∞,
in quanto
￿
Rn−1
dσ =
￿
Rn−1
(1 + |y￿|)ndσ￿ = lim
k→∞
￿
Rn−1
(1 + |y￿|)n(1 + |y￿|)−nv1(y￿, ￿k)dy￿
= lim
k→∞
￿
Rn−1
v1(y
￿, ￿k)dy
￿.
La misura dσ soddisfa la prima disuguaglianza (1.8)
∞ >
￿
|dσ￿| =
￿
(1 + |y￿|)−n|dσ(y￿)|,
e vale inoltre
v1(x
￿, xn) =
￿
P (x, y￿)dσ(y￿), xn > 0.
Questa, insieme alla (1.12), prova la (1.9).
Ora la (1.15) implica la convergenza debole (nel senso delle distribuzioni) di
v1(x￿, xn)dx￿ ad una misura dσ quando xn → 0. Infatti, se φ ∈ C∞0 (Rn−1), si
ha ￿
v1(x
￿, xn)φ(x
￿)dx￿ =
￿
dσ(y￿)
￿
P (x, y￿)φ(x￿)dx￿,
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e l’ultimo integrale converge uniformemente a φ(y￿) quando xn → 0. L’ulti-
ma affermazione è conseguenza del teorema della convergenza dominata di
Lebesgue, applicabile grazie all’uniforme limitatezza dell’ultimo integrale che
è uniformemente limitato da C(1 + |y￿|)−n. Quindi si può concludere che il
limite del doppio integrale per xn → 0 è
￿
φ(y￿)dσ(y￿), e v(x) = v1(x)+v2(x)
converge debolmente ad una misura dσ per xn → 0.
Osservazione 1.3.2. Anche nel semispazio Rn− si può scrivere una formula
di rappresentazione per funzioni subarmoniche equivalente alla precedente.
Siano x, y ∈ Rn+ e x∗, y∗ ∈ Rn−, allora
G(x∗, y∗) = G(x, y)
P (x∗, y￿) = −P (x￿, xn, y￿).
Si precisa che valgono le stesse uguaglianze se x, y ∈ Rn− e x∗, y∗ ∈ Rn+.
L’espressione del nucleo di Poisson nel semispazio negativo è stata determi-
nata mediante il principio di riflessione di Schwartz per funzioni armoniche.
Poiché conosciamo la formula di rappresentazione per funzioni subarmoni-
che in Rn+ che verificano la (1.1), definiamo, per x ∈ Rn−, v(x) = ṽ(x∗), dove
x∗ ∈ Rn+, e ṽ è subarmonica in Rn+ e soddisfa la (1.1). Di conseguenza
v(x) = ṽ(x∗) =
￿
P (x∗, y￿)dσ(y￿) +
￿
y∗n>0
G(x∗, y∗)dµ(y∗) + γx∗n
= −
￿
P (x, y￿)dσ(y￿) +
￿
yn<0
G(x￿,−xn, y￿, yn)dµ̃(y)− γxn,
dove dµ̃ è la misura ￿v, per la quale vale
dµ̃(y) = dµ(y￿,−yn) con yn < 0. (1.16)
Inoltre v è subarmonica in Rn− in quanto (￿v) (x) = (￿ṽ) (x∗) = dµ ￿ 0.
Riassumendo, se v è una funzione subarmonica in Rn− tale che, per certe
costanti C0 ￿ 0 e C1 > 0, vale
v(x) ￿ C0 + C1|xn|, xn < 0,
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allora si può scrivere
v(x) = −
￿
P (x, y￿)dσ(y￿) +
￿
yn<0
G(x, y)dµ̃(y) + γ|xn|,
con dµ̃ = ￿v ￿ 0.
1.4 Funzioni plurisubarmoniche e funzioni di
supporto
I domini in cui risolviamo le equazioni di convoluzione sono insiemi con-
vessi sui quali si può definire una funzione, detta funzione di supporto. Tale
funzione interviene nel teorema di Paley-Wiener-Schwartz e nei teoremi che
dimostreremo.
Definizione 1.4.1. Se K è un compatto convesso di Rn, la funzione di
supporto H di K è definita da
HK(ξ) = sup
x∈K
￿x, ξ￿, ξ ∈ Rn.
Essa è convessa e positivamente omogenea di grado 1 (cioé HK(tξ) = tHK(ξ)
per ogni t ￿ 0).
Infatti
HK(ξ+η) = sup
x∈K
￿x, ξ+η￿ ￿ sup
x∈K
￿x, ξ￿+sup
x∈K
￿x, η￿ = HK(ξ)+HK(η), ξ, η ∈ Rn,
(1.17)
da cui segue banalmente la convessità, mentre
HK(tξ) = sup
x∈K
￿tx, ξ￿ = t sup
x∈K
￿x, ξ￿ = tHK(ξ), ξ ∈ Rn, t ￿ 0, (1.18)
mostra l’omogeneità. SeK è l’insieme vuoto allora per definizione HK = −∞
e si assume 0 · (−∞) = −∞ nella (1.18).
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Definizione 1.4.2. Se K è un compatto di Rn si indica con chK la chiusura
dell’inviluppo convesso di K. Equivalentemente chK è l’intersezione di tutti
i convessi chiusi che contengono K, cioè
chK = {
￿
λjxj; 0 ￿ λj,
￿
λj = 1 con xj ∈ K}.
Osservazione 1.4.3. Se K è un qualsiasi compatto allora HK(ξ) = HchK(ξ).
D’altra parte si vede che ogni funzione H : Rn → [−∞,∞) che soddisfa
(1.17) e (1.18) è la funzione di supporto di uno e un solo compatto convesso
K = {x; ￿x, ξ￿ ￿ H(ξ), ∀ξ ∈ Rn} (si veda [7]).
Se K1, K2 sono insiemi compatti convessi con funzioni di supporto H1, H2,
allora la funzione di supporto dell’insieme compatto convesso K1±K2 è H1±
H2. Se Hα è la funzione di supporto di Kα, e H = supα Hα è finita ovunque,
allora H è la funzione di supporto della chiusura dell’inviluppo convesso di
∪αKα.
Definizione 1.4.4 (Funzione plurisubarmonica). Una funzione u definita su
un aperto Ω ⊂ Cn a valori in [−∞,∞) si dice plurisubarmonica se
1. u è superiormente semicontinua
2. per ogni z e w ∈ Cn la funzione τ ￿→ u(z + τw) è subarmonica nella
parte di C in cui essa è definita, cioè in {τ ∈ C; z + τw ∈ Ω}.
Esempio 1.4.5. Se f è analitica in Ω ⊂ Cn allora log |f | è plurisubarmonica
(si veda l’Esempio 1.1.5).
Tutte le proprietà valide per le funzioni subarmoniche possono essere
estese anche alle funzioni plurisubarmoniche. Infatti una funzione plurisu-
barmonica è subarmonica se Cn è identificato con R2n.
Come per gli insiemi si può dare una definizione di funzione di supporto
per le funzioni plurisubarmoniche, che si basa sul lemma seguente.
Lemma 1.4.6. Sia v una funzione plurisubarmonica in Cn tale che per certe
costanti C0 ￿ 0 e C1 > 0 vale
v(x+ iy) ￿ C0 + C1|y|, x, y ∈ Rn. (1.19)
1.4 Funzioni plurisubarmoniche e funzioni di supporto 19
Se v ￿≡ −∞ la funzione di y definita da
M(y) = sup
x
v(x+ iy)
è convessa. Il limite
H(y) = lim
t→∞
M(ty)
t
(1.20)
esiste ed è una funzione di supporto. Vale inoltre M(x+ y) ￿ M(x) +H(y)
per ogni x, y ∈ Rn.
Dimostrazione. Grazie alle ipotesi sulla funzione v si ha M(y) ￿ C0 + C1|y|
e M ￿≡ −∞. Inoltre
M(y + ty1) = sup
x
v
￿
x+ i(y + ty1)
￿
= sup
x
sup
w∈C,Imw=t
v(x+ iy + wy1),
con v(x+iy+wy1) subarmonica per la Definizione 1.4.4. Dalla subarmonicità
di v(x+ iy+wy1) segue, per il Lemma 1.1.6, che supw∈C,Imw=t v(x+ iy+wy1)
è convessa. Poiché il sup di una famiglia di funzioni convesse è convesso,
anche M(y + ty1) è una funzione convessa di t, quindi M è convessa.
La convessità di M assicura l’esistenza del limite
H(y) = lim
t→∞
M(ty)/t = lim
t→∞
￿
M(ty)−M(0)
￿
/t,
che è a sua volta una funzione convessa, positivamente omogenea di grado
uno, e tale che H(y) ￿ C1|y|. Essa gode inoltre della proprietà (1.17) valida
per funzioni di supporto di insiemi compatti convessi. Infatti, grazie alla
convessità, si ha
H(x+ y) = H
￿
2(x/2 + y/2)
￿
= 2H(x/2 + y/2)
￿ 2
￿
H(x)/2 +H(y)/2
￿
= H(x) +H(y).
Analogamente
H(x+ ty) ￿ H(x) +H(ty) = H(x) + tH(y), t ￿ 0. (1.21)
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Dalla monotonia del quoziente
￿
M(ty)−M(0)
￿
/t si ottiene M(y) ￿ M(0)+
H(y), perché
H(y) = lim
t→∞
￿
M(ty)−M(0)
￿
/t ￿ M(y)−M(0),
e, più in generale, si ha
M(x+ y) ￿ M(0) +H(x+ y). (1.22)
Quindi
M(x+ y)−M(x) ￿ lim
t→∞
￿
M(x+ ty)−M(x)
￿
/t
= lim
t→∞
￿
M(x+ ty)−M(x)−M(0) +M(0)
￿
/t
(1.22)
￿ lim
t→∞
￿
H(x+ ty)−M(x) +M(0)
￿
/t
(1.21)
￿ lim
t→∞
￿
H(x) + tH(y)
￿
/t = H(y),
che prova il lemma.
Definizione 1.4.7. La funzione H definita dalla (1.20) verrà chiamata fun-
zione di supporto della funzione plurisubarmonica v. Essa ha dunque le
seguenti proprietà:
(i) H(y) ￿ C1|y|
(ii) H(tx) = tH(x), t ￿ 0 (H(tx) = −tH(−x), t ￿ 0)
(iii) H(x+ y) ￿ H(x) +H(y) (più forte della convessità).
Si pone H = −∞ quando v = 0 (H = −∞ è la funzione di supporto
dell’insieme vuoto).
Osservazione 1.4.8. Osserviamo che, dalle proprietà (i) e (iii), si ottiene
che H è Lipschitz-continua. Infatti
0 = H(0) (per definizione diH)
= H(y − y) ￿ H(y) +H(−y),
1.4 Funzioni plurisubarmoniche e funzioni di supporto 21
e quindi −H(−y) ￿ H(y), e equivalentemente, −H(y) ￿ H(−y).
Ma allora ￿
−H(y) ￿ −C1|y|
H(−y) ￿ C1|y|
e dunque
−C1|y| ￿ −H(y) ￿ H(−y) ￿ C1|y|,
da cui si ricava
−C1|y| ￿ H(y) ￿ C1|y|.
Di conseguenza |H(y)| ￿ C1|y|. Ne segue allora che H è Lipschitz-continua,
in quanto
|H(x)−H(y)| = |H(x− y + y)−H(y)| ￿ |H(x− y)| ￿ C1|x− y|, C1 > 0.
(1.23)
Inoltre, se H è la funzione di supporto di una funzione plurisubarmonica v,
allora
v(z) ￿ C0 +H(Im z), (1.24)
cioè H prescrive la crescita ottimale della funzione v. In altre parole H è la
più piccola funzione di supporto per cui la v verifica la (1.24).
Infatti, se y = Im z, si ha
v(z) ￿ M(y) = M(0 + y)
(1.22)
￿ M(0) +H(y) ￿ C0 +H(y),
e dunque vale la (1.24).
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Capitolo 2
Approssimazione di funzioni
intere di tipo esponenziale
L’obiettivo di questo capitolo è quello di provare un teorema di appros-
simazione per funzioni intere di tipo esponenziale. A questo scopo saranno
indispensabili alcune stime valide per funzioni subarmoniche e plurisubar-
moniche. Queste funzioni intervengono in quanto, come già visto, il log |fj|,
1 ￿ j ￿ 3, quando fj è una funzione intera, è plurisubarmonico.
Se supponiamo che due di queste, per fissare le idee siano esse f1 ed f3, sono
trasformate di Fourier di distribuzioni a supporto compatto, allora
|fj(ζ)| ￿ C0(1 + |ζ|)N exp
￿
Hj(Im ζ)
￿
, j = 1, 3
per il Teorema di Paley-Wiener-Schwartz. La funzione f2, come vedremo,
avrà una stima del tipo
|f2(ζ)| ￿ C￿ exp
￿
H2(Im ζ) + ￿|ζ|
￿
, ζ ∈ Cn, ∀￿ > 0. (2.1)
La (2.1) mostra che la funzione f2 non deve necessariamente avere crescita
polinomiale, e quindi, ancora per il Teorema di Paley-Wiener-Schwartz, non
è indispensabile che sia la trasformata di Fourier di una distribuzione a sup-
porto compatto. Per questo motivo si ricorre al teorema di approssimazione
per funzioni intere di tipo esponenziale, che permette di approssimare la fun-
zione f2 mediante una funzione intera f t2 tale che f
t
2 = ν̂, ν ∈ E ￿(Ω). Questo
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fatto sarà cruciale nella dimostrazione del teorema di approssimazione delle
soluzioni dell’equazione omogenea µ ∗ u = 0, dal quale seguirà il teorema di
esistenza delle soluzioni per l’equazione non omogenea con termine sorgente
(membro a destra) analitico. I primi due lemmi che dimostreremo saranno
preliminari alla dimostrazione di una prima stima della funzione v2 = log |f2|.
Da questa seguiranno delle considerazioni sulla funzione v2(tz)/t, grazie alle
quali si otterrà finalmente una stima di v2 espressa in termini della funzione
di supporto H2. Quest’ultima è la stima necessaria per giungere al Teorema
di approssimazione.
2.1 Stime
Le stime che verranno dimostrate si riferiscono a funzioni subarmoniche
e plurisubarmoniche in Cn che verificano la (1.19), cioè tali che
v(x+ iy) ￿ C0 + C1|y|, C0, C1 > 0.
L’importanza di questa condizione di crescita è legata all’esistenza della fun-
zione di supporto. Infatti, per il Lemma 1.4.6, se la funzione plurisubarmo-
nica v soddisfa la (1.19), allora esiste la funzione di supporto H definita dalla
(1.20).
Osserviamo che, se f è una funzione intera del tipo f = µ̂, dove µ è una
misura a supporto compatto, allora la funzione plurisubarmonica v = log |f |
verifica la (1.19) per il teorema di Paley-Wiener-Schwartz (si veda l’Appen-
dice A), e dunque esiste la funzione di supporto H di v che coincide con la
funzione di supporto Hsuppµ.
Lemma 2.1.1. Sia v una funzione subarmonica in C che soddisfa la (1.19).
Allora
π
−1
￿
|v(ξ)|/(1 + ξ2)dξ ￿ C0 +K
￿
C0 + C1 − v(0)
￿
(2.2)
dove K è una costante indipendente da C0 e C1.
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Dimostrazione. Per la formula di rappresentazione di Riesz nei semispazi
Im z > 0 e Im z < 0 abbiamo
v(z) =
￿
P (z, ξ)dσ(ξ)+
￿
Im ζ>0
G(z, ζ)dµ(ζ)+γIm z, ζ = ξ+iIm ζ ∈ C, Im z > 0,
(2.3)
v(z) = −
￿
P (z, ξ)dσ(ξ)+
￿
Im ζ<0
G(z, ζ)dµ̃(ζ)−γIm z, ζ = ξ+iIm ζ ∈ C, Im z < 0,
(2.4)
dove dµ = dµ̃ per la (1.16), e la funzione di Green coincide ed è ￿ 0 su
entrambi i semispazi.
Quindi possiamo stimare v(z) nello stesso modo su entrambi i semispazi, cioè
v(z) ￿
￿
P (z, ξ)dσ(ξ) + γ|Im z| ∀z ∈ C.
Determiniamo ora una maggiorazione per l’integrale al secondo membro.
Consideriamo
￿
P (z, ξ)dσ(ξ) = lim sup
Im ζ→0
￿
P (z, ξ)v(ζ)dξ. (2.5)
Poiché
lim sup
Im ζ→0
P (z, ξ)v(ζ) = P (z, ξ)v(ξ),
e
|P (z, ξ)||v(ξ)| ￿ C0|P (z, ξ)|,
dove C0|P (z, ξ)| è una funzione sommabile indipendente da Im ζ, per il teo-
rema della convergenza dominata si ha
(2.5) =
￿
P (z, ξ) lim sup
Im ζ→0
v(ζ)dξ. (2.6)
Essendo inoltre v superiormente semicontinua, si ha
(2.6) ￿
￿
P (z, ξ)v(ξ)dξ,
e quindi
v(z) ￿
￿
P (z, ξ)v(ξ)dξ + γ|Im z|. (2.7)
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Esplicitando P (z, ξ) = |Im z||z − ξ|−2/π, ∀z ∈ C ￿ R2 (n = 2 e cn = 2π), e
ricordando che γ ￿ C1, si ha
v(z)
(2.7)
￿ |Im z|
π
￿
v(ξ)|z − ξ|−2dξ + C1|Im z|, ∀z ∈ C. (2.8)
Grazie all’uguaglianza (|Imz|/π)
￿
|z − ξ|−2dξ = 1, sommando ad ambo i
membri della (2.8) la costante C0, si ottiene
v(z) +
|Im z|
π
￿ ￿
C0 − v(ξ)
￿
|z − ξ|−2dξ ￿ C0 + C1|Im z|, (2.9)
dove C0 − v(ξ) = |v(ξ)− C0|. Quindi
v(z) +
|Im z|
π
￿
|v(ξ)− C0||z − ξ|−2dξ ￿ C0 + C1|Im z|. (2.10)
Utilizzeremo da qui in poi le seguenti notazioni:
• BRn(x,R) è la palla di Rn centrata in x di raggio R
• |BRn(x,R)| = Ln{x￿ ∈ Rn; |x − x￿| < R} è la misura di Lebesgue di
BRn(x,R), dove Ln è la misura di Lebesgue in Rn
• MBRn (x,R)
￿
x￿ ￿→ v(x￿)
￿
= 1|BRn (x,R)|
￿
|x−x￿|<R v(x
￿)dx￿ è la media della
funzione v su BRn(x,R), e x￿ è la variabile di integrazione.
Le stessa scrittura verrà utilizzata nel caso complesso, utilizzando la misura
di Lebesgue in Cn ￿ R2n. Facendo la media di ambo i membri della (2.10)
su BC(0, 1) si ha
MBC(0,1)
￿
z ￿→ v(z) + |Im z|
π
￿
|v(ξ)− C0||z − ξ|−2dξ
￿
￿ MBC(0,1)(z ￿→ C0 + C1|Im z|),
da cui segue banalmente
MBC(0,1)
￿
z ￿→ v(z)
￿
+MBC(0,1)
￿
z ￿→ |Im z|
π
￿
|v(ξ)− C0||z − ξ|−2dξ
￿
￿ MBC(0,1)(z ￿→ C0 + C1|Im z|). (2.11)
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Dalla subarmonicità della funzione v si trae la seguente minorazione per il
primo membro della (2.11)
MBC(0,1)
￿
z ￿→ v(z)
￿
+MBC(0,1)
￿
z ￿→ |Im z|
π
￿
|v(ξ)− C0||z − ξ|−2dξ
￿
￿ v(0) + (1/π)
￿
|v(ξ)− C0|MBC(0,1)(z ￿→ |Im z||z − ξ|−2)dξ (2.12)
￿ v(0) + (1/π)
￿
|v(ξ)− C0|(K(1 + ξ2))−1dξ, (2.13)
dove nel passaggio dalla (2.12) alla (2.13) si è applicata la disuguaglianza
MBC(0,1)(z ￿→ |Im z||z − ξ|−2) ￿
￿
K(1 + ξ2)
￿−1
,
con K costante sufficientemente grande e indipendente da C0 e C1 (per la
dimostrazione si veda l’Appendice C).
Per il secondo membro della (2.11) vale banalmente
MBC(0,1)(z ￿→ C0 + C1|Im z|) ￿ C0 + C1. (2.14)
Dalle stime dei due membri della (2.11), date dalla (2.13) e dalla (2.14), si
ricava dunque
π−1
￿
|v(ξ)|/(1 + ξ2)dξ ￿ C0 +K
￿
C0 + C1 − v(0)
￿
,
che è esattamente la (2.2) che si voleva dimostrare.
Lemma 2.1.2. Sia v una funzione plurisubarmonica in Cn non identicamen-
te uguale a −∞ che soddisfa la (1.19). Allora si ha
￿
Rn
|v(x)|(1 + |x|)−n−1dx < ∞, (2.15)
t−n−1
￿
|x|<t
|v(x)|dx → 0, t → ∞. (2.16)
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Dimostrazione. La funzione plurisubarmonica v è tale che v ∈ [−∞,∞) e
v ￿≡ −∞, quindi v(x) sarà finita per qualche x ∈ Rn. Per dimostrare la
(2.15) assumiamo che v(0) ∈ R.
Se w è un vettore unitario in Cn ￿ R2n, per il Lemma 2.1.1, si ha
π−1
￿
|v(rw)|/(1 + r2)dr ￿ C0 +K
￿
C0 + C1 − v(0)
￿
.
Integrando ambo i membri della precedente disuguaglianza rispetto a w, e
facendo il cambiamento di variabile rw = x, si ottiene
￿
Rn
|v(x)|(1 + |x|2)−1|x|1−ndx < ∞,
che implica la (2.15).
Per provare la (2.16) consideriamo t, s ∈ R, t > s, e scriviamo
t−n−1
￿
|x|<t
|v(x)|dx = t−n−1
￿
|x|<s
|v(x)|dx+ t−n−1
￿
s<|x|<t
|v(x)|dx. (2.17)
L’ultimo integrale al secondo membro si stima nel seguente modo:
￿
s<|x|<t
t−n−1|v(x)|dx =
￿
s<|x|<t
￿
1 + |x|
t
￿n+1
|v(x)|(1 + |x|)−(n+1)dx
￿
￿
1
t
+ 1
￿n+1 ￿
s<|x|<t
|v(x)|(1 + |x|)−(n+1)dx
￿
￿
1
t
+ 1
￿n+1 ￿
|x|>s
|v(x)|(1 + |x|)−(n+1)dx. (2.18)
Mettendo assieme la (2.17) e la (2.18) si ha quindi per ogni s < t
t−n−1
￿
|x|<t
|v(x)|dx ￿ t−n−1
￿
|x|<s
|v(x)|dx+(1+t−1)n+1
￿
|x|>s
|v(x)|(1+|x|)−n−1dx,
(2.19)
da cui segue che il limite superiore del primo membro della (2.19) per t → ∞
è al più uguale a ￿
|x|>s
|v(x)|(1 + |x|)−n−1dx < ∞.
Di conseguenza
0 ￿ lim inf
t→∞
t−n−1
￿
|x|<t
|v(x)|dx ￿ lim sup
t→∞
t−n−1
￿
|x|<t
|v(x)|dx
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(2.19)+(2.15)
￿ lim
s→∞
￿
|x|>s
|v(x)|(1 + |x|)−n−1dx = 0,
e dunque
lim
t→∞
t−n−1
￿
|x|<t
|v(x)|dx = 0.
Lemma 2.1.3. Siano vj, j = 1, 2, 3 funzioni plurisubarmoniche con v1+v2 =
v3 ￿≡ −∞, e assumiamo che v1 e v3 soddisfino la (1.19). Allora vale
v2(z) ￿ C2(￿) + C3|Im z|+ ￿|z|, (2.20)
con C3 = 24n+4C1 e ￿ > 0 arbitraria.
Dimostrazione. Consideriamo x ∈ Rn e R > 0. Poiché v1 è subarmonica si
ha
v1(x) ￿ MBCn (x,R)
￿
z ￿→ v1(z)
￿
= MBCn (x,R)
￿
z ￿→ v1(z)− C0 − C1|Im z|
￿
+MBCn (x,R)(z ￿→ C0 + C1|Im z|)
￿ MBCn (x,R)
￿
z ￿→ v1(z)− C0 − C1|Im z|
￿
+C0 + C1R. (2.21)
Per |v1| si ha
MBCn (x,R)
￿
z ￿→ |v1(z)|
￿(2.21)
￿ MBCn (x,R)
￿
z ￿→
￿￿v1(z)−C0−C1|Im z|
￿￿￿+C0+C1R
= MBCn (x,R)
￿
z ￿→ C0 + C1|Im z|− v1(z)
￿
+C0 + C1R
￿ 2(C0 + C1R) + |v1(x)|,
dove nell’ultima disuguaglianza si è usato
|v1(x)| ￿ −v1(x) ￿ MBCn (x,R)
￿
z ￿→ −v1(z)
￿
per la plurisubarmonicità. Si è quindi ottenuto
MBCn (x,R)
￿
z ￿→ |v1(z)|
￿
￿ 2(C0 + C1R) + |v1(x)|. (2.22)
Usando la (2.22), sostituendo x con x￿, e prendendo |x− x￿| < R/2, si ricava
2(C0 + C1R) + |v1(x￿)| ￿ MBCn (x￿,R)
￿
z ￿→ |v1(z)|
￿
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=
2−2n
|BCn(x￿, R/2)|
￿
|z−x￿|<R
|v1(z)|L(dz)
￿ 2
−2n
|BCn(x,R/2)|
￿
|z−x|<R/2
|v1(z)|L(dz)
= 2−2nMBCn (x,R/2)
￿
z ￿→ |v1(z)|
￿
(2.23)
L’ultima minorazione richiede due considerazioni. La prima è che |BCn(x￿,R/2)|
= |BCn(x,R/2)|, la seconda è che BCn(x,R/2) ⊂ BCn(x￿, R) se |x−x￿| < R/2.
Riassumendo si ha
2−2nMBCn (x,R/2)
￿
z ￿→ |v1(z)|
￿
￿ 2(C0 + C1R) + |v1(x￿)|. (2.24)
Facciamo agire la media su BRn(x,R/2) rispetto a x￿ (x￿ è la variabile di
integrazione) in Rn su entrambi i membri della (2.24), cioè
MBRn (x,R/2)
￿
x￿ ￿→ 2−2nMBCn (x,R/2)
￿
z ￿→ |v1(z)|
￿￿
￿ MBRn (x,R/2)
￿
x￿ ￿→ 2(C0 + C1R) + |v1(x￿)|
￿
, (2.25)
dove
MBRn (x,R/2)
￿
x￿ ￿→ 2−2nMBCn (x,R/2)
￿
z ￿→|v1(z)|
￿￿
= 2−2nMBCn (x,R/2)
￿
z ￿→|v1(z)|
￿
(2.26)
e
MBRn (x,R/2)
￿
x￿￿→2(C0+C1R)+|v1(x￿)|
￿
=2(C0+C1R)+MBRn (x,R/2)
￿
x￿￿→|v1(x￿)|
￿
.
(2.27)
Per (2.25), (2.26) e (2.27) vale
2−2nMBCn (x,R/2)
￿
z ￿→ |v1(z)|
￿
￿ 2(C0 + C1R) +MBRn (x,R/2)
￿
x￿ ￿→ |v1(x￿)|
￿
.
(2.28)
La funzione v2(z) è plurisubarmonica e può essere stimata con la sua media
su ogni palla di centro z e raggio arbitrario. Perciò
2−4nv2(z) ￿ 2−4nMBCn (z,R/4)
￿
z￿ ￿→ v2(z￿)
￿
=
2−4n
|BCn(z, R/4)|
￿
|z−z￿|<R/4
v2(z
￿)L(dz￿)
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=
1
|BCn(z, R)|
￿
|z−z￿|<R/4
v2(z
￿
)L(dz￿). (2.29)
Ora, se |z − x| < R/4, con x ∈ Rn, si ha BCn(z, R/4) ⊂ BCn(x,R/2), e la
(2.29) può essere maggiorata da
(2.29) ￿ 1|BCn(x,R)|
￿
|x−z￿|<R/2
v2(z
￿
)L(dz￿), se |z − x| < R/4
= 2
−2nMBCn (x,R/2)
￿
z￿ ￿→ v2(z￿)
￿
.
Quindi
2
−4nv2(z) ￿ 2−2nMBCn (x,R/2)
￿
z￿ ￿→ v2(z￿)
￿
, se |z − x| < R/4. (2.30)
Dall’ipotesi v2 = v3 − v1 segue
2
−4nv2(z)
(2.30)
￿ 2−2nMBCn (x,R/2)
￿
z￿ ￿→ v2(z￿)
￿
= 2
−2nMBCn (x,R/2)
￿
z￿ ￿→ v3(z￿)− v1(z￿)
￿
= 2
−2nMBCn (x,R/2)
￿
z￿ ￿→ v3(z￿)
￿
+2
−2nMBCn (x,R/2)
￿
z￿ ￿→ −v1(z￿)
￿
￿ 2−2nMBCn (x,R/2)
￿
z￿ ￿→ v3(z￿)
￿
+2
−2nMBCn (x,R/2)
￿
z￿ ￿→ |v1(z￿)|
￿
. (2.31)
Ora si ha
2
−2nMBCn (x,R/2)
￿
z￿ ￿→ v3(z￿)
￿
￿ 2−2nMBCn (x,R/2)(z￿ ￿→ C0 + C1|Im z￿|)
￿ 2−2n(C0 + C1R/2) ￿ C0 + C1R, (2.32)
mentre l’ultima media nella (2.31) si maggiora usando la (2.28). Dunque
2
−4nv2(z) ￿ 3(C0 + C1R) +MBRn (x,R/2)
￿
x￿ ￿→ |v1(x￿)|
￿
se |z − x| < R/4.
(2.33)
Sia ora δ > 0, x = Re z e R = 4|Im z| + δ|Re z|. Per la (2.16) del lemma
precedente, con t = |x|+R ￿ (1 + δ−1)R, si ha
MBRn (x,R/2)
￿
x￿ ￿→ |v1(x￿)|
￿
= o(|z|) z → ∞.
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Per la dimostrazione dell’ultima stima si veda l’Appendice C.
Sostituendo e portando 2−4n al secondo membro nella (2.33) troviamo
v2(z) ￿ 3 · 24nC0 + 12 · 24nC1|Im z|+ 3 · 24nC1δ|Re z|+ o(1)|z|
￿ 3 · 24nC0 + 24n+4C1|Im z|+ 3 · 24nC1δ|z|+ o(1)|z|.
Osserviamo che
∀￿ > 0 ∃R￿ > 0 : |o(1)| ￿ ￿ se |z| > R￿.
Considerando |z| > R￿, con ￿ = 24nC1δ, si ha
v2(z) ￿ 3 · 24nC0 + 24n+4C1|Im z|+ 3 · 24nC1δ|z|+ 24nC1δ|z|
= 3 · 24nC0 + 24n+4C1|Im z|+ 24n+2C1δ|z|. (2.34)
Se invece |z| ￿ R￿, la funzione superiormente semicontinua v1 ha un massimo
nel compatto K = {z ∈ C; |z| ￿ R￿}, e dunque v1(x￿) ￿ C￿ per ogni |z| ￿ R￿.
In definitiva, chiamando ancora ￿ la quantità 22￿, si ha
v2(z) ￿ (3 · 24nC0 + C ￿￿) + 24n+4C1|Im z|+ 24n+2C1δ|z|
= C2(￿) + C3|Im z|+ ￿|z|,
per ogni z ∈ Cn, ￿ = 24n+2C1δ, C3 = 24n+4C1 e C2(￿) = 3 · 24nC0 + C ￿￿.
Prendendo le ipotesi del Lemma 2.1.3 si vuole ora studiare la funzione
v2(tz)/t per t → ∞. Le proprietà di questa funzione saranno importanti
quando andremo a determinare una stima della funzione plurisubarmonica
v2 = log |f2| che coinvolge la funzione H2.
Dalla (2.20) applicata a v2(tz)/t si ha
v2(tz)/t ￿ C2(￿)/t+ C3|Im z|+ ￿|z|.
Quindi se
v(z) = lim sup
t→∞
v2(tz)/t,
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allora (mandando ￿ → 0+)
v(z) ￿ C3|Im z|.
Se V (z) è il più piccolo maggiorante superiormente semicontinuo della fun-
zione v : Cn −→ [−∞,∞) , cioè (abbreviando “superiormente semicontinua”
con ssc)
V (z) = inf{F : Cn −→ [−∞,∞); F ssc , v(z) ￿ F (z) ∀z ∈ Cn},
allora vale anche
V (z) ￿ C3|Im z|.
Quando v : Cn ⊃ Ω −→ [−∞,∞) allora V è definita da
V (z) = inf{F : Ω −→ [−∞,∞); F ssc , v(z) ￿ F (z) ∀z ∈ Ω}.
Vediamo le caratteristiche della funzione V mediante due lemmi. Il primo
mostrerà la subarmonicità di V , il secondo la plurisubarmonicità.
Lemma 2.1.4. Sia vk una successione di funzioni subarmoniche in Ω ⊂ Rn
aperto convesso, e superiormente uniformemente limitate su ogni sottoinsie-
me compatto di Ω. Allora il più piccolo maggiorante superiormente semicon-
tinuo V di v = lim supk→∞ vk è subarmonico, e si ha V = v quasi ovunque.
Se K è un sottoinsieme compatto di Ω e f è una funzione continua su K,
allora
lim
k→∞
sup
K
(vk − f) ￿ sup
K
(V − f). (2.35)
Dimostrazione. Poiché Ω può essere sostituito da un arbitrario sottodomi-
nio relativamente compatto contenente K, non è restrittivo assumere che la
successione sia uniformemente limitata in Ω, e quindi anche vk ￿ 0 in Ω per
ogni k. Indichiamo Ωr = {x;B(x, r) ⊂ Ω}. Per la subarmonicità di v e per
il lemma di Fatou
v(x) = lim sup
k→∞
vk(x) ￿ lim sup
k→∞
MBRn (x,r)
￿
y ￿→ vk(y)
￿
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= lim sup
k→∞
1
|BRn(x, r)|
￿
BRn (x,r)
vk(y)dy
￿ 1|BRn(x, r)|
￿
BRn (x,r)
lim sup
k→∞
vk(y)dy
= MBRn (x,r)
￿
y ￿→ v(y)
￿
, x ∈ Ωr,
e quindi
v(x) ￿ lim sup
k→∞
MBRn (x,r)
￿
y ￿→ vk(y)
￿
￿ MBRn (x,r)
￿
y ￿→ v(y)
￿
, x ∈ Ωr.
(2.36)
Se x ∈ Ωr, e 0 < ￿ < 1, possiamo trovare un δ abbastanza piccolo tale che
Ωr ⊂ Ωr+2δ e per ogni k
vk(ξ) ￿ (1− ￿)MBRn (x,r)
￿
y ￿→ vk(y)
￿
, se |x− ξ| < δ. (2.37)
Infatti, poiché vk ￿ 0, se |x−ξ| < δ con x ∈ Ωr ⊂ Ωr+2δ per δ sufficientemente
piccolo, allora
(r + δ)nvk(ξ) ￿ (r + δ)nMBRn (ξ,r+δ)
￿
y ￿→ vk(y)
￿
=
(r + δ)n
|BRn(ξ, r + δ)|
￿
BRn (ξ,r+δ)
vk(y)dy
=
1
|BRn(ξ, 1)|
￿
BRn (ξ,r+δ)
vk(y)dy. (2.38)
Le condizioni |x − ξ| < δ e x ∈ Ωr+2δ, assicurano che ξ ∈ Ωr+δ, e che
BRn(x, r) ⊂ BRn(ξ, r + δ). Quindi, poiché vk ￿ 0, si ha
(2.38) ￿ 1|BRn(x, 1)|
￿
BRn (x,r)
vk(y)dy
= rnMBRn (x,r)
￿
y ￿→ vk(y)
￿
.
Di conseguenza
vk(ξ) ￿
￿
r
r + δ
￿n
MBRn (x,r)
￿
y ￿→ vk(y)
￿
, se |x− ξ| < δ, x ∈ Ωr ⊂ Ωr+2δ.
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Se δ è sufficientemente piccolo in modo da avere Ωr ⊂ Ωr+2δ e
￿
r
r+δ
￿n
> 1−￿,
essendo MBRn (x,r)
￿
y ￿→ vk(y)
￿
￿ 0, si ha dunque
vk(ξ) ￿
￿
r
r + δ
￿n
MBRn (x,r)
￿
y ￿→ vk(y)
￿
￿ (1− ￿)MBRn (x,r)
￿
y ￿→ vk(y)
￿
,
e cioè la (2.37). Per la (2.36) si ha
lim sup
k→∞
MBRn (x,r)
￿
y ￿→ vk(y)
￿
￿ MBRn (x,r)
￿
y ￿→ v(y)
￿
, x ∈ Ωr, (2.39)
mentre per la (2.37)
MBRn (x,r)
￿
y ￿→ vk(y)
￿
￿ vk(ξ)/(1− ￿). (2.40)
Da (2.39) e (2.40) si ha dunque
lim sup
k→∞
vk(ξ)/(1− ￿) ￿ MBRn (x,r)
￿
y ￿→ v(y)
￿
.
Di conseguenza, se a > MBRn (x,r)
￿
y ￿→ v(y)
￿
, e 0 < ￿ < 1, allora
lim sup
k→∞
vk(ξ) < a(1− ￿), se |x− ξ| < δ, x ∈ Ωr,
e dunque, essendo ξ in un intorno di x, vale per ξ = x, e quindi
v(x) = lim sup
k→∞
vk(x) ￿ MBRn (x,r)
￿
y ￿→ v(y)
￿
(1− ￿) < a(1− ￿).
Poiché V è il più piccolo maggiorante superiormente semicontinuo di v, risulta
V (x) ￿ a(1− ￿).
Mandando ora a ad MBRn (x,r)
￿
y ￿→ v(y)
￿
, si ha
V (x) ￿ MBRn (x,r)
￿
y ￿→ v(y)
￿
(1− ￿) ￿ MBRn (x,r)
￿
y ￿→ v(y)
￿
￿ MBRn (x,r)
￿
y ￿→ V (y)
￿
, (2.41)
cioè V è subarmonica. Dimostriamo ora che V = v quasi ovunque.
Innanzitutto se V = −∞ allora v = −∞. D’altra parte V è finita in un
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insieme denso, quindi per la (2.41) v è localmente integrabile. Ne viene che,
in ogni punto di Lebesgue, cioè in ogni punto x tale che
lim
r→0
MBRn (x,r)
￿
y ￿→ v(y)
￿
= v(x),
si ha
v(x) ￿ V (x) ￿ lim
r→0
MBRn (x,r)
￿
y ￿→ v(y)
￿
= v(x),
e quindi V = v quasi ovunque.
Rimane adesso da mostrare la (2.35). Per farlo bisogna dimostrare che
sup
K
(vk − f) ￿ sup
K
(V − f), ∀k grande,
dove f è continua su K compatto di Ω. Sia a = supK(V − f)+ ￿, e sia b tale
che supK(V −f) < b < a. Se x ∈ K allora V (x) < f(x)+b, e v(ξ) < f(x)+b
se ξ è in un intorno di x. Equivalentemente MBRn (x,r)
￿
y ￿→ v(y)
￿
< f(x) + b
se r è abbastanza piccolo (in quanto y starà in un intorno di x). Ancora per
(2.36) e (2.37) si possono trovare k0 e δ > 0 tali che
vk(ξ) ￿ MBRn (x,r)
￿
y ￿→ v(y)
￿
< f(x) + b, se |x− ξ| < δ e k > k0.
Poiché f è continua, per un altro δ > 0 si ha
|f(x)− f(ξ)| < ￿￿ quando |x− ξ| < δ,
e quindi
vk(ξ) < f(x) + b ￿ f(ξ) + ￿￿ + b ￿ f(ξ) + a, ∀k > k0.
Per il Lemma di Borel Lebesgue si può trovare un ricoprimento finito di
K fatto di palle del tipo BRn(x, δ), con x ∈ K, su ognuna delle quali vale
l’ultima relazione. Ne segue che
vk(ξ)− f(ξ) < a, ∀ξ ∈ K e k grande.
Analogamente
lim
k→∞
sup
K
(vk − f) < a = sup
K
(V − f) + ￿,
da cui finalmente segue, mandando ￿ → 0, la (2.35).
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Dimostriamo adesso che la funzione V è anche plurisubarmonica.
Lemma 2.1.5. Sia vk una successione di funzioni plurisubarmoniche in Ω
uniformemente superiormente limitate su ogni compatto di Ω. Allora il più
piccolo maggiorante superiormente semicontinuo V di v = lim supk→∞ vk è
plurisubarmonico, e si ha V = v quasi ovunque.
Dimostrazione. Sia ζ ∈ Cn e Dζ = {wζ;w ∈ C, |w| ￿ 1}. Indichiamo con
v(z, ζ) la media di v su {z}+Dζ , cioè
v(z, ζ) =
1
π
￿ 2π
0
￿ 1
0
v(z + reiθζ)rdrdθ, con {z}+Dζ ⊂ Ω.
Affinché V sia plurisubarmonica devono valere le seguenti condizioni:
• V è superiormente semicontinua
• V (z) ￿ V (z, ζ) se {z}+Dζ ⊂ Ω.
La prima condizione è soddisfatta per ipotesi. Resta dunque da dimostrare
la seconda proprietà.
Per il Lemma di Fatou
v(z) = lim sup
k→∞
vk(z) ￿ lim sup
k→∞
vk(z, ζ) ￿ v(z, ζ) ￿ V (z, ζ) se {z}+Dζ ⊂ Ω.
Ne segue
v(z) ￿ V (z, ζ). (2.42)
Per provare la seconda proprietà basterà dimostrare che V (z, ζ) è superior-
mente semicontinua, in quanto, essendo V (z) il più piccolo maggiorante su-
periormente semicontinuo, si avrà V (z) ￿ V (z, ζ) per la (2.42). La funzione
z ￿→ V (z, ζ), ancora per il Lemma di Fatou, è superiormente semicontinua.
Infatti
lim sup
z→z0
V (z, ζ) = lim sup
z→z0
1
π
￿ 2π
0
￿ 1
0
V (z + reiθζ)rdrdθ
￿ 1
π
￿ 2π
0
￿ 1
0
lim sup
z→z0
V (z + reiθζ)rdrdθ ￿
(per la semicontinuità di V )
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￿ 1
π
￿ 2π
0
￿ 1
0
V (z0 + re
iθ
ζ)rdrdθ = V (z0, ζ).
Dunque V (z) ￿ V (z, ζ) per la (2.42). L’ultima parte del lemma segue
dal Lemma 2.1.4 poiché le funzioni plurisubarmoniche sono in particolare
subarmoniche.
Per ottenere la stima di v2 in termini della funzione di supporto H2 bi-
sogna disporre di una stima più precisa della funzione V , che seguirà dal
seguente lemma.
Lemma 2.1.6. Se v è funzione subarmonica di una variabile complessa z ∈
C e v(z) ￿ C|Im z| per qualche costante C > 0, da
lim sup
t→∞
v(it)/t ￿ a
segue
v(z) ￿ aIm z quando Im z ￿ 0.
Dimostrazione. Per definizione si ha
lim sup
t→∞
v(it)/t = inf
R>0
￿
sup
t￿R
v(it)
t
￿
.
Pertanto ∀￿ > 0 ∃R￿ > 0 tale che
sup
t￿R￿
v(it)
t
￿ a+ ￿,
e dunque
v(it)/t ￿ a+ ￿ ∀t ￿ R￿.
In altre parole, se t è fuori da un compatto di R+, allora v(it) ￿ (a + ￿)t.
D’altra parte v è superiormente semicontinua e ha massimo nel compatto
[0, R￿]. Quindi, per ogni 0 ￿ t ￿ R￿, v(it) ￿ CR￿ =: C￿ > 0. Di conseguenza
v(it) ￿ (a+ ￿)t+ C￿ ∀t > 0.
Dall’applicazione del Teorema di Phragmén-Lindelhöf (si veda [13]) nel primo
e secondo quadrante di C si ottiene
v(z)− (a+ ￿)Im z ￿ C￿, Im z > 0.
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Risulta quindi v(z) − (a + ￿)Im z limitata nel semipiano Im z > 0, e ￿ 0 sul
bordo (cioè quando Im z = 0). Infatti, poiché per ipotesi v(z) ￿ C|Im z|, si
ha
v(z)− (a+ ￿)Im z ￿ C|Im z|− (a+ ￿)Im z = 0 quando Im z = 0.
Applicando nuovamente il teorema di Phragmén-Lindelhöf risulta
v(z)− (a+ ￿)Im z ￿ 0 quando Im z ￿ 0.
Infine, passando al limite per ￿ → 0 nell’ultima disuguaglianza, si ha il lemma.
Grazie al Lemma 2.1.6 possiamo ora dimostrare il teorema che fornisce la
stima della funzione plurisubarmonica v2 = log |f2| in termini di H2. Questo
risultato verrà utilizzato successivamente per stimare il |f2|.
Teorema 2.1.7. Siano vj, j = 1, 2, 3 funzioni plurisubarmoniche in Cn con
v1 + v2 = v3. Assumiamo che v1 e v3 soddisfino la (1.19), e siano H1 e H3
le corrispondenti funzioni di supporto. Allora H2 = H3 −H1 è una funzione
di supporto, e per ￿ > 0 e per qualche costante C￿ > 0 si ha
v2(z) ￿ H2(Im z) + ￿|z|+ C￿. (2.43)
Dimostrazione. Per dimostrare il teorema è sufficiente provare che il più pic-
colo maggiorante superiormente semicontinuo V (z) di v(z) = lim supt→∞
v2(tz)
t
soddisfa la disuguaglianza
V (iy) ￿ H2(y), y ∈ Rn. (2.44)
Infatti, se x, y ∈ Rn, la funzione w ￿→ V (x + wy) è subarmonica, ￿ 0 se
w ∈ R, limitata da C3|y||Imw|, e inoltre, essendo V positivamente omogenea
di grado 1 poiché lo è la v,
lim sup
t→∞
V (x+ ity)/t = lim sup
t→∞
V (x/t+ iy) ￿
(per la semicontinuità superiore di V )
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￿ V (iy)
(2.44)
￿ H2(y). (2.45)
Dalla (2.45), grazie al Lemma 2.1.6, segue V (x + wy) ￿ ImwH2(y) =
H2(Imwy) quando Imw ￿ 0. Quindi, se w = i con Imw = 1 ￿ 0, allora
z = x+ wy, e risulta
V (z) ￿ H2(Im z). (2.46)
Se H è la funzione di supporto di V , allora per la (2.46) H ￿ H2. Infatti
H(y) = lim
t→∞
M(ty)/t = lim
t→∞
t
−1 sup
Im z=ty
V (x+ ity) ￿ lim
t→∞
t
−1
H2(ty) = H2(y),
con y = Im z. Poiché V (z) ￿ H(Im z), si ha
lim sup
t→∞
v3(tz)/t = lim sup
t→∞
￿
v1(tz)/t+ v2(tz)/t
￿
￿ lim sup
t→∞
v1(tz)/t+ lim sup
t→∞
v2(tz)/t
￿ H1(Im z) + V (z)
￿ H1(Im z) +H(Im z).
Ne segue, per il Lemma 2.1.6 applicato a v3(z) − C0, che v3(z) ￿ C0 +
H1(Im z) + H(Im z). D’altra parte, essendo H3 la funzione di supporto di
v3, si ha che v3(z) ￿ C0 + H3(Im z), dove H3 misura la crescita ottimale
della funzione v3. In altre parole H3 = inf{H funzione di supporto; v3(z) ￿
C0 + H(Im z)}, e quindi H3(Im z) ￿ H1(Im z) + H(Im z). Questo dimostra
che H2 è una funzione di supporto, poiché allora H ￿ H3 −H1 = H2 ￿ H, e
dunque H2 = H.
Da quanto visto si ha
lim sup
t→∞
v2(tz)/t ￿ H2(Im z),
e poiché v2(tz)/t è superiormente uniformemente limitata sui compatti, si
ottiene ∀￿ > 0 e per t grande
v2(tz)/t ￿ H2(Im z) + ￿, quando |z| = 1.
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Equivalentemente, se indichiamo nella precedente disuguaglianza tz = Z,
con |Z| = t|z| e ImZ = tIm z, allora possiamo scrivere
v2(Z) ￿ H2(ImZ) + ￿|Z|, (2.47)
con |Z| grande. Chiamiamo ancora z la variabile Z. Se |z| ￿ R￿ allora
v2(z) ￿ C￿, mentre se |z| > R￿ vale la (2.47), e quindi
v2(z) ￿ H2(Im z) + ￿|z|+ C￿,
da cui segue il lemma. La conclusione si è ottenuta assumendo V (iy) ￿
H2(y), condizione che rende valida la (2.45) e tutto ciò che ne segue. Resta
pertanto da dimostrare quest’ultima disuguaglianza.
Sia 0 ￿= y ∈ Rn. La funzione di supporto della funzione w ￿→ vj(z + wy) è
uguale a Hj(Imw y) per j = 1, 3 per quasi ogni z (si veda [5, Teorema 3.3]).
Sia z0 uno di questi punti con |z0| < 1. Allora per quasi ogni w con Imw > 0
vj(z0 + twy)/t −→ Hj(Imw y), t → ∞, j = 1, 3
(si veda [1]). Indichiamo vtj(z) = vj(tz)/t. Per j = 1, 3 si ha
v
t
j(z)
(1.24)
￿ C0/t+Hj(Im z),
e per quasi ogni w nel semipiano superiore Imw > 0
v
t
j(z0/t+ wy) → Hj(Imw y), t → ∞.
Se δ > 0 e t è grande si ha dunque
|vtj(z0/t+ wy)−Hj(Imw y)| < δ, (2.48)
cioè
Hj(Imw y)− δ < vtj(z0/t+ wy) < Hj(Imw y) + δ, j = 1, 3.
Ne segue che
MBCn (wy,δ)
￿
z ￿→ vtj(z0/t+ z)
￿
−Hj(Imw y)
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=
1
|BCn(wy, δ)|
￿
|wy−z|<δ
v
t
j(z0/t+ z)L(dz)−Hj(Imw y)
=
1
|BCn(wy, δ)|
￿
|wy−z|<δ
￿
v
t
j(z0/t+ z)−Hj(Imw y)
￿
L(dz) ￿ −δ,
e quindi
−Hj(Imw y) + δ ￿ −MBCn (wy,δ)
￿
z ￿→ vtj(z0/t+ z)
￿
, j = 1, 3. (2.49)
Dunque, per j = 1, 3,
MBCn (wy,δ)
￿
z ￿→ Hj(Im z0/t+ Im z)− vj(z0/t+ z)
￿
= MBCn (wy,δ)
￿
z ￿→ Hj(Im z0/t+ Im z)
￿
−MBCn (wy,δ)
￿
z ￿→ vj(z0/t+ z)
￿
(2.49)
￿ MBCn (wy,δ)
￿
z ￿→ (Hj(Im z0/t+ Im z)
￿
−Hj(Imw y) + δ
= δ +MBCn (wy,δ)
￿
z ￿→ Hj(Im z0/t+ Im z)−Hj(Imw y)
￿
. (2.50)
Poiché Hj è Lipschitz-continua e vale la (1.23), si ha
(2.50) ￿ δ +MBCn (wy,δ)(z ￿→ C1|Im z0/t+ Im z − Imw y|). (2.51)
D’altra parte, osservando che su BCn(wy, δ)
|Im z0/t+ Im z − Imw y| ￿ |Im z0/t|+ |z − wy| ￿ |Im z0/t|+ δ,
e C1|Im z0/t| < δ per t grande e |z0| < 1, si ottiene
(2.51) ￿ (2 + C1)δ.
Riassumendo, abbiamo
MBCn (wy,δ)
￿
z ￿→ Hj(Im z0/t+ Im z)− vj(z0/t+ z)
￿
￿ (2 + C1)δ, j = 1, 3.
(2.52)
Assumendo C0 = 0 si ha
v
t
j(z) ￿ C0/t+Hj(Im z) = Hj(Im z), j = 1, 3.
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Ciò implica che l’integrando al primo membro della (2.52) è ￿ 0. Ora, se
|iy − wy| < δ/2 e t è grande, si ottiene
(2 + C1)δ
(2.52)
￿ MBCn (wy,δ)
￿
z ￿→ Hj(Im z)− vj(z)
￿
=
1
|BCn(wy, δ)|
￿
|z−wy|<δ
￿
Hj(Im z)− vj(z)
￿
L(dz)
=
2−2n
|BCn(wy, δ/2)|
￿
|z−wy|<δ
￿
Hj(Im z)− vj(z)
￿
L(dz), (2.53)
dove L(dz) è la misura di Lebesgue in Cn ￿ R2n.
Poiché |iy−wy| < δ/2, si haBCn(wy, δ) ⊃ BCn(iy, δ/2). Inoltre |BCn(wy, δ/2)|
= |BCn(iy, δ/2)|, e dunque
(2.53) ￿ 2
−2n
|BCn(iy, δ/2)|
￿
|z−iy|<δ/2
￿
Hj(Im z)− vj(z)
￿
L(dz)
= 2
−2n
MBCn (iy,δ/2)
￿
z ￿→ Hj(Im z)− vj(z)
￿
.
Quindi, per j = 1, 3,
MBCn (iy,δ/2)
￿
z ￿→ Hj(Im z)− vj(z)
￿
￿ 22n(2+C1)δ, quando |iy−wy| < δ/2.
(2.54)
Essendo H2 − v2 = H3 − v3 − (H1 − v1), e poiché per j = 1, 3 vale la (2.54),
si ricava
MBCn (iy,δ/2)
￿
z ￿→ |vt2(z)−H2(Im z)|
￿
(2.55)
= MBCn (iy,δ/2)
￿
z ￿→ |(H3(Im z)− v3(z))− (H1(Im z)− v1(z))|
￿
￿ MBCn (iy,δ/2)
￿
z ￿→ |H3(Im z)− v3(z)|
￿
+MBCn (iy,δ/2)
￿
z ￿→ |H1(Im z)− v1(z)|
￿
(2.54)
￿ 22n+1(2 + C1)δ.
La funzione vt2(z
￿) è subarmonica e può essere stimata con la sua media su
ogni palla di centro z￿ e raggio arbitrario, e dunque
v
t
2(z
￿
) ￿ MBCn (z￿,δ/4)
￿
z ￿→ vt2(z)
￿
= MBCn (z￿,δ/4)
￿
z ￿→ vt2(z)−H2(Im z) +H2(Im z)
￿
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￿ MBCn (z￿,δ/4)
￿
z ￿→ |vt2(z)−H2(Im z)|
￿
+MBCn (z￿,δ/4)
￿
z ￿→ H2(Im z)
￿
. (2.56)
D’altra parte
MBCn (z￿,δ/4)
￿
z ￿→ |vt2(z)−H2(Im z)|
￿
=
22n
|BCn(z￿, δ/2)|
￿
|z−z￿|<δ/4
￿￿vt2(z)−H2(Im z)|L(dz). (2.57)
Ora, se |z￿ − iy| < δ/4, si ha BCn(z￿, δ/4) ⊂ BCn(iy, δ/2), e quindi
(2.57) ￿ 22nMBCn (iy,δ/2)
￿
z ￿→ |vt2(z)−H2(Im z)|
￿
(2.55)
￿ 24n+1(2 + C1)δ. (2.58)
Di conseguenza, unendo (2.56) e (2.58), si ha
v
t
2(z
￿
) ￿ MBCn (z￿,δ/4)
￿
z ￿→ H2(Im z)
￿
+2
4n+1
(2 + C1)δ. (2.59)
Adesso, per ogni ￿ > 0 e t grande, grazie alla precedente disuguaglianza, si
ha
v
t
2(z
￿
)−H2(Im(iy)) ￿
(2.59)
￿ 24n+1(2 + C1)δ +MBCn (z￿,δ/4)
￿
z ￿→ H2(Im z)
￿
−H2(y)
= 2
4n+1
(2 + C1)δ +MBCn (z￿,δ/4)
￿
z ￿→ H2(Im z)−H2(y)
￿
(2.60)
￿ 24n+1(2 + C1)δ +MBCn (z￿,δ/4)(z ￿→ C1|Im z − y|) (2.61)
￿ 24n+1(2 + C1)δ + C1δ/2 (2.62)
= δ
￿
2
4n+1
(2 + C1) + C1/2
￿
< ￿
per δ sufficientemente piccolo, dove la (2.61) segue dalla (2.60) per la lipschi-
tzianità della funzione H2, mentre la (2.62) segue dalla (2.61) in quanto se
|z￿ − iy| < δ/4 e |z − z￿| < δ/4 allora
|Im z − y| = |Im z − Im (iy)| ￿ |z − iy| ￿ |z − z￿|+ |z￿ − iy| < δ/2.
Risulta quindi vt2(z
￿) ￿ H2(y) + ￿ per ogni ￿ > 0 e |z￿ − iy| < δ/4, e dunque
lim sup
t→∞
v
t
2(z
￿
) = H2(y) se |z￿ − iy| < δ/4.
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Ricordando che V è il più piccolo maggiorante superiormente semicontinuo
di lim supt→∞ v
t
2(z), si ricava allora
V (z￿) ￿ H2(y) se |z￿ − iy| < δ/4.
In definitiva, prendendo z￿ = iy, che è tale da verificare la condizione |z￿ −
iy| < δ/4, finalmente si ottiene la (2.44).
Finora abbiamo sempre assunto che le funzioni plurisubarmoniche v1 e
v3 fossero tali da soddisfare la condizione (1.19). Si è anche giustificato
il motivo di tale richiesta, legata all’esistenza della funzione di supporto.
Abbiamo visto inoltre che le funzioni vj, j = 1, 2, 3, possono essere viste
come vj = log |fj|, con fj, 1 ￿ j ￿ 3, intere, ed fj, j = 1, 3, trasformate
di Fourier-Laplace di distribuzioni a supporto compatto. In quanto tali, per
le funzioni fj, j = 1, 3, si conosce una stima fornita dal teorema di Paley-
Wiener-Schwartz, e che coinvolge le funzioni di supporto. Non ci è nota invece
una stima simile della funzione f2. Adesso è possibile ricavarla a partire dalla
stima ottenuta per il suo logaritmo, cioè di v2 = log |f2|, vista nel Teorema
2.1.7.
Corollario 2.1.8. Siano µj ∈ E ￿(Rn), j = 1, 3, sia
Hj(η) = sup{￿x, η￿; x ∈ suppµj},
e sia fj la trasformata di Fourier-Laplace di µj. Assumiamo che f2 = f3/f1
sia intera. Allora H2 = H3−H1 è una funzione di supporto, e per ogni ￿ > 0
|f2(ζ)| ￿ C￿ exp
￿
H2(Im ζ) + ￿|ζ|
￿
, ζ ∈ Cn. (2.63)
Dimostrazione. Sia 0 ￿= ϕ ∈ C∞0 (Rn) e H la funzione di supporto di suppϕ.
Con questa scelta la funzione vj = ϕ∗µj, j = 1, 3, è una misura avente come
funzione di supporto la funzione H + Hj per il Teorema dei supporti (cfr.
[8]). Poiché v̂j = ϕ̂µ̂j per j = 1, 3, ne segue
v̂3 = ϕ̂µ̂3 = ϕ̂f3 = ϕ̂f1f2 = ϕ̂µ̂1f2 = v̂1f2,
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e dunque
log |v̂3| = log |v̂1|+ log |f2|.
Inoltre le funzioni log |f2|, log |v̂1| e log |v̂3| soddisfano le ipotesi del Teorema
2.1.7. Infatti esse sono plurisubarmoniche, e log |v̂1|, log |v̂3| soddisfano la
(1.19). Allora, per il Teorema 2.1.7, si ha
log |f2(ζ)| ￿ H2(Im ζ) + ￿|ζ|+ C ￿￿,
e quindi
|f2| ￿ C￿ exp
￿
H2(Im ζ) + ￿|ζ|
￿
, ζ ∈ Cn.
Ciò prova l’asserto.
2.2 Teorema di approssimazione per funzioni
intere di tipo esponenziale
Il Teorema di approssimazione mostra che le funzioni intere di tipo espo-
nenziale possono essere approssimate da funzioni intere ottenute come tra-
sformate di Fourier di distribuzioni a supporto compatto. Nella sezione prece-
dente abbiamo ricavato una stima della funzione intera f2 espressa in termini
della funzione di supporto H2. La stima ottenuta prova che la funzione f2
non soddisfa le ipotesi del Teorema di Paley-Wiener-Schwartz, e dunque non
può essere la trasformata di Fourier di una distribuzione a supporto com-
patto. Tuttavia la crescita esponenziale esibita da questa funzione, data dal
Corollario 2.1.8, fa s̀ı che essa possa essere approssimata mediante una fun-
zione intera f t2 = ν̂, con ν ∈ E ￿(Rn). Questo fatto risulterà essenziale nella
dimostrazione del Teorema di approssimazione delle soluzioni dell’equazione
di convoluzione omogenea µ ∗ u = 0, che verrà dimostrato nel Capitolo 3.
Enunciamo dunque il Teorema di approssimazione per funzioni intere di
tipo esponenziale.
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Teorema 2.2.1. Siano f1, f2, f3 funzioni intere tali che f3 = f1f2. Assu-
miamo che ci sia una funzione di supporto H tale che
|f2(z)| ￿ C expH(Im z), 2|Im z| > |Re z|, (2.64)
e che f2 sia di tipo esponenziale su tutto lo spazio, cioè
|f2(z)| ￿ C exp(A|z|) A ∈ R, ∀z ∈ Cn. (2.65)
Allora, per 0 < t < 1, si può trovare una funzione intera f t2 tale che ∀z ∈ Cn
|f t2(z)| ￿ C(t)(1 + |z|)n+6 expH(Im z) (2.66)
e
|f3(z)−f1(z)f t2(z)| ￿ Ct
￿
|f3(z)||z|2+|f1(z)|(1+|z|)n+6 expH(Im z)
￿
. (2.67)
Dimostrazione. Sia ϕ ∈ C∞(R) tale che ϕ(t) = 0 quando t < 0 e ϕ(t) = 1
quando t > 1. Definiamo la funzione
φ(z) = ϕ(Re z2), z ∈ Cn,
dove Re z2 = |Re z|2−|Im z|2. Ne segue che suppφ = {z ∈ Cn; |Im z| ￿ |Re z|}.
Poiché ∂̄φ(z) = ϕ￿(Re z2)z̄, si ha
|∂̄φ(z)| ￿ C|z|, (2.68)
e supp ∂̄φ = {z ∈ Cn; 0 ￿ |Re z|2 − |Im z|2 ￿ 1}. Questo implica che la (2.64)
è valida nel supp ∂̄φ fuori da un compatto.
Consideriamo ora la funzione
f
t
2(z) =
￿
φ(z) exp(−tz2) + (1− φ(z))
￿
f2(z)− vt(z).
La scelta di φ garantisce che il valore assoluto dell’esponenziale nella prece-
dente formula sia ￿ 1 nel supporto di φ. Infatti
| exp(−tz2)| = exp(−tRe z2) ￿ 1, t > 0 se Re z2 ￿ 0,
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dove Re z2 è sempre ￿ 0 se z ∈ suppφ. Affinché la funzione f t2 sia analitica
è necessario scegliere vt tale che
∂̄v
t
(z) = ∂̄
￿
f2(z)
￿
exp(−tz2)−1
￿
φ(z)
￿
= f2(z)
￿
exp(−tz2)−1
￿
∂̄φ(z) =: g
t
(z).
Determiniamo ora una stima della funzione gt. Osserviamo innanzitutto che,
essendo |ew − 1| ￿ C|w| quando Rew ￿ 0, per (2.64) e (2.68) si ha per
z ∈ supp ∂̄φ \K
|gt(z)| = |f2(z)|| exp(−tz2)− 1||∂̄φ(z)| ￿ C|− tz2||z|eH(Im z) = Ct|z|3eH(Im z),
(2.69)
in quanto la (2.64) è valida nel supporto di ∂̄φ fuori da un compatto.
Se z ∈ K ⊂ supp ∂̄φ, allora per la (2.65)
|gt(z)| ￿ Ct|z|3 exp(A|z|).
Poiché z è in un compatto si ha |z| ￿ C e |H(Im z)| ￿ C1|Im z| ￿ C2. Ne
viene
|z| ￿ C ￿ C ￿ + H(Im z)
A
, C
￿ ￿ C + C2/A,
e dunque
|gt(z)| ￿ Ct|z|3 exp(A|z|) ￿ Ct|z|3 expH(Im z), z ∈ K.
In definitiva si ha
|gt(z)| ￿ Ct|z|3 expH(Im z), ∀z ∈ Cn, (2.70)
essendo gt(z) = 0 fuori dal supporto di ∂̄φ.
Dalla stima di gt si ottiene che
￿
|gt(z)|2 exp(−2H(Im z))(1 + |z|2)−n−4L(dz)
(2.70)
￿
￿
(Ct|z|3 expH(Im z))2 exp(−2H(Im z))(1 + |z|2)−n−4L(dz)
=
￿
C
2
t
2|z|6 exp(2H(Im z)) exp(−2H(Im z))(1 + |z|2)−n−4L(dz)
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￿ C2t2
￿
(1 + |z|2)3(1 + |z|2)−n−4L(dz)
= C
2
t
2
￿
(1 + |z|2)−n−1L(dz) ￿ C ￿t2,
in quanto la funzione (1 + |z|2)−n−1 è sommabile in Cn ￿ R2n.
Ne segue, per [9, Teorema 4.4.1], che l’equazione ∂̄vt = gt ha una soluzione
tale che
￿
|vt(z)|2 exp(−2H(Im z))(1 + |z|2)−n−4(1 + |z|2)−2L(dz)
￿
￿
|gt(z)|2 exp(−2H(Im z))(1 + |z|2)−n−4L(dz) ￿ Ct2.
Dalla teoria sulla regolarità delle soluzioni delle equazioni differenziali ellit-
tiche si ha che, se v è una funzione in L2(BCn(0, 1)) tale che ∂̄v = g, e le
componenti di g sono in L∞(BCn(0, 1)), allora v è continua e
|v(0)| ￿ C(￿v￿L2(BCn (0,1)) + ￿g￿L∞(BCn (0,1)))
(per la dimostrazione si veda [8, Lemma 15.1.8]).
Essendo vt ∈ L2(Cn) e gt ∈ L∞(Cn), fissando una qualunque z ∈ Cn risulta
|vt(z)| ￿ C(￿vt￿L2(BCn (z,1)) + ￿gt￿L∞(BCn (z,1))). (2.71)
Stimiamo ora il membro di destra della (2.71) cominciando dalla ￿vt￿L2(BCn (z,1)).
Per definizione
￿vt￿2
L2(BCn (z,1)) =
￿
BCn (z,1)
|vt(ξ)|2L(dξ)
=
￿
BCn (z,1)
|vt(ξ)|2(1 + |ξ|)−(n+6)e−2H(Im ξ)(1 + |ξ|)n+6e2H(Im ξ)L(dξ). (2.72)
Osserviamo che, se |ξ−z| ￿ 1, si ha |ξ| ￿ 1+ |z|, e dunque 1+ |ξ| ￿ 2+ |z| ￿
2(1 + |z|). Questo implica che
(1 + |ξ|2) ￿ (1 + |ξ|)2 ￿ 4(1 + |z|)2.
D’altra parte H(Im ξ) = H(Im ξ − Im z + Im z) ￿ H(Im ξ − Im z) +H(Im z),
dove
H(Im ξ − Im z) = |Im ξ − Im z|H
￿
Im ξ − Im z
|Im ξ − Im z|
￿
.
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Poiché |Im ξ − Im z| ￿ |ξ − z| ￿ 1, e Im ξ−Im z|Im ξ−Im z| = w ∈ Sn−1(0), si ha quindi
H(Im ξ) ￿ sup
w∈Sn−1(0)
H(w) +H(Im z) ￿ C +H(Im z). (2.73)
Sostituendo quanto trovato nella (2.72) si ottiene
￿vt￿2
L2(BCn (z,1))
￿ 4(1 + |z|)2(n+6)eCe2H(Im z)
￿
BCn (z,1)
|vt(ξ)|2(1 + |ξ|2)−(n+6)e−2H(Im ξ)L(dξ)
￿ C ￿(1 + |z|)2(n+6)eH(2Im z)
￿
Cn
|vt(ξ)|2(1 + |ξ|2)−(n+6)e−2H(Im ξ)L(dξ)
￿ C ￿￿t2(1 + |z|)2(n+6)eH(2Im z),
e dunque
￿vt￿L2(BCn (z,1)) ￿ Ct(1 + |z|)(n+6)eH(Im z). (2.74)
Per ￿g￿L∞(BCn (z,1)) si ha invece la seguente maggiorazione:
￿gt￿L∞(BCn (z,1)) = sup
ξ∈BCn (z,1)
|gt(ξ)| ￿ sup
ξ∈BCn (z,1)
￿
Ct|ξ|3eH(Im ξ)
￿
￿ sup
ξ∈BCn (z,1)
￿
Ct(1 + |z|)3eH(Im z)+C
￿
= Ct(1 + |z|)3eH(Im z).
Ne segue
￿gt￿L∞(BCn (z,1)) ￿ Ct(1 + |z|)3eH(Im z). (2.75)
Sostituendo ora (2.74) e (2.75) in (2.71) si ha dunque
|vt(z)| ￿ Ct(1 + |z|)n+6 expH(Im z), ∀z ∈ Cn. (2.76)
Grazie a questa stima è possibile ora ricavare la (2.67) distinguendo due casi:
2|Im z| > |Re z| e 2|Im z| ￿ |Re z|.
Se z ∈ {z ∈ Cn; 2|Im z| > |Re z|} e in più z ∈ suppφ, allora
|f t2(z)| ￿ |
￿
φ(z) exp(−tz2) + (1− φ(z))
￿
||f2(z)|+ |vt(z)|
￿
￿
|φ(z)|| exp(−tz2)|+ |1− φ(z)|
￿
|f2(z)|+ |vt(z)|
￿
￿
φ(z) + 1− φ(z)
￿
|f2(z)|+ |vt(z)|
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= |f2(z)|+ |vt(z)|.
Se z ∈ {z ∈ Cn; 2|Im z| > |Re z|} ma z ￿∈ suppφ, si ha
f
t
2(z) = f2(z)− vt(z),
e quindi
|f t2(z)| ￿ |f2(z)|+ |vt(z)|.
Mettendo assieme i risultati si ha dunque
|f t2(z)| ￿ |f2(z)|+ |vt(z)|, 2|Im z| > |Re z|.
Sostituendo ora (2.64) e (2.76) nella precedente disuguaglianza si ottiene
|f t2(z)| ￿ C(t)(1 + |z|)n+6 exp(H(Im z)), 2|Im z| > |Re z|. (2.77)
La stessa stima si dimostra per valori di z che soddisfano |Re z| ￿ 2|Im z|.
Infatti {z ∈ Cn; |Re z| ￿ 2|Im z|} ⊂ {z ∈ Cn; |Re z| ￿ |Im z|} = suppφ, e
quindi come prima
|f t2(z)| ￿ |f2(z)|+ |vt(z)|, |Re z| ￿ 2|Im z|.
In particolare, se z ∈ {z ∈ Cn; |Re z| ￿ 2|Im z|} e |Re z|2 − |Im z|2 > 1, allora
φ(z) = 1, exp(−tz2) decresce rapidamente all’infinito e |z| ≈ |Re z|. Per
l’ipotesi di crescita su f2, e per definizione di f t2, questo implica che
|f t2(z)| ￿ C1 + |vt(z)| ￿ C(t)(1 + |z|)n+6 expH(Im z).
D’altra parte, se z ∈ {z ∈ Cn; |Re z| ￿ 2|Im z|} e |Re z|2 − |Im z|2 ￿ 1, allora
￿
|Re z|2 ￿ 1 + |Im z|2
|Re z|2 ￿ 4|Im z|2
da cui segue 4|Im z|2 ￿ |Re z|2 ￿ 1 + |Im z|2, e dunque |Im z|2 ￿ 1/3 e
|Re z|2 ￿ 4/3. Si ottiene cos̀ı |z| ￿ C e |H(Im z)| ￿ C1|Im z| ￿ C2, e quindi
|z| ￿ C ￿ C ￿ + H(Im z)
A
, C
￿ ￿ C + C2/A.
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Ma allora per la (2.65) si ha
|f t2(z)| ￿ |f2(z)|+ |vt(z)| ￿ exp
￿
A
￿
C
￿ +
H(Im z)
A
￿￿
+Ct(1+ |z|)n+6eH(Im z)
￿ C ￿￿ expH(Im z) + Ct(1 + |z|)n+6 expH(Im z)
￿ C(t)(1 + |z|)n+6 expH(Im z).
Di conseguenza
|f t2(z)| ￿ |f2(z)|+ |vt(z)| ￿ C(t)(1 + |z|)n+6 expH(Im z), ∀z ∈ Cn,
cioè vale la (2.66).
Per concludere la dimostrazione proviamo adesso la (2.67). Essendo f1f2 = f3
si ha che
f3(z)−f1(z)f t2(z) = f3(z)−f1(z)
￿￿
φ(z) exp(−tz2)+
￿
1−φ(z)
￿￿
f2(z)−vt(z)
￿
= f3(z)− f1(z)
￿￿
φ(z)
￿
exp(−tz2)− 1
￿
+1
￿
f2(z)− vt(z)
￿
= f3(z)− f1(z)f2(z)φ(z)
￿
exp(−tz2)− 1
￿
−f1(z)f2(z) + f1(z)vt(z)
= f3(z)φ(z)
￿
1− exp(−tz2)
￿
+f1(z)v
t(z),
e quindi
|f3(z)− f1(z)f t2(z)| ￿ |f3(z)||φ(z)||1− exp(−tz2)|+ |f1(z)||vt(z)|. (2.78)
Inoltre |1− exp(−tz2)| ￿ Ct|z|2 nel suppφ e |φ(z)| ￿ 1, quindi risulta
(2.78)
(2.76)
￿ |f3(z)|Ct|z|2 + |f1(z)|C ￿t(1 + |z|)n+6 expH(Im z)
￿ C ￿￿t
￿
|f3(z)||z|2 + |f1(z)|(1 + |z|)n+6 expH(Im z)
￿
,
cioè vale la (2.67) e il teorema è dimostrato.
Capitolo 3
Teorema di approssimazione e
Teorema di esistenza
Questo capitolo è dedicato alla dimostrazione dei Teoremi ottenuti da
Hörmander sulle equazioni di convoluzione nei domini convessi. Tutti i ri-
sultati ottenuti in precedenza sono necessari alla comprensione e allo svolgi-
mento delle dimostrazioni contenute in questo capitolo.
3.1 Teorema di approssimazione
Descriviamo sinteticamente il problema.
Sia 0 ￿= µ ∈ E ￿(Rn) e sia Ω ⊆ Rn un aperto. Indichiamo con Ωµ l’insieme di
definizione della convoluzione µ ∗ u, cioè
Ωµ = {x; x− y ∈ Ω, y ∈ suppµ}. (3.1)
Grazie ai risultati dimostrati da Malgrange sappiamo che, se Ω = Rn, le
soluzioni dell’equazione µ ∗ u = 0 sono approssimate da soluzioni di tipo
esponenziale. Indichiamo con Eµ l’insieme delle combinazioni lineari delle
soluzioni di tipo esponenziale, ovvero
Eµ = {u(x) = P (x)ei￿x,ζ￿; µ ∗ u = 0 in Rn}, (3.2)
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dove P è un polinomio e ζ ∈ Cn.
Vogliamo dimostrare che, se Ω ⊂ Rn è un aperto convesso, allora le soluzioni
dell’equazione µ∗u = 0, con µ ∈ E ￿(Ω), sono ancora approssimabili mediante
soluzioni di tipo esponenziale. Se chiamiamo
Nµ = {u ∈ C∞(Ω); µ ∗ u = 0 in Ωµ}, (3.3)
per provare l’approssimabilità basterà dimostrare che Eµ ristretto ad Ω è
denso in Nµ. In questo modo ogni funzione u ∈ Nµ può essere approssimata
da una funzione v ∈ Eµ
￿￿
Ω
tale che v ∗ u = 0 in Ωµ, con v(x) = P (x)ei￿x,ζ￿.
Il teorema di approssimazione si riduce dunque al seguente teorema.
Teorema 3.1.1. Se Ω è convesso la restrizione ad Ω degli elementi in Eµ è
densa in Nµ.
Dimostrazione. Per il Corollario 1 del Teorema di Hahn-Banach [15] è suf-
ficiente provare che ogni distribuzione ν ∈ E ￿(Ω) ortogonale a Eµ è anche
ortogonale a Nµ. In particolare dire che ν è ortogonale a Eµ è equivalente
alla seguente scrittura
ν̂(ζ) = µ̂(−ζ)G(ζ),
dove G è una funzione intera (si veda [11]).
Dal Corollario 2.1.8 sappiamo che la funzione G è di tipo esponenziale e che,
per ogni ￿ > 0, si ha
|G(ζ)| ￿ C￿ exp
￿
H(Im ζ) + ￿|ζ|
￿
, ζ ∈ Cn, (3.4)
dove H è la funzione di supporto di un insieme compatto convesso K ⊂ Rn
tale che
K + ch supp µ̌ = ch supp ν ⊂ Ω, 1
con µ̌(ξ) = µ(−ξ), ξ ∈ Rn. Dalla (3.4) si ottiene, cambiando nome ad ￿
(
√
5￿ = nuovo ￿)
|G(ζ)| ￿ C ￿￿ exp
￿
H(Im ζ) + ￿|Im ζ|
￿
, quando 2|Im ζ| > |Re ζ|,
1Dal Corollario 2.1.8 e dall’Osservazione 1.4.3 risulta HK = Hsupp ν − Hsupp µ̌ =
Hch supp ν − Hch supp µ̌. Ne segue, ancora per l’Osservazione 1.4.3, che K = ch supp ν −
ch supp µ̌.
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in quanto |ζ| ≈ |Im ζ| se 2|Im ζ| > |Re ζ|.
Inoltre la funzione G è di tipo esponenziale su tutto lo spazio, cioè |G(ζ)| ￿
C exp(A|ζ|) ∀ζ ∈ Cn, in quanto la funzione di supportoH(Im ζ) ￿ C1|Im ζ| ￿
C1|ζ|. Scegliamo ora ￿ sufficientemente piccolo tale che
BRn(0, ￿) +K + supp µ̌ ⊂ Ω, (3.5)
e osserviamo che la funzione di supporto di BRn(0, ￿)+K è H(Im ζ)+ ￿|Im ζ|.
Allora per il Teorema 2.2.1 esiste una funzione intera Gt, 0 < t < 1, tale che
|Gt(ζ)| ￿ C(t)(1 + |ζ|)n+6 exp
￿
H(Im ζ) + ￿|ζ|
￿
, ζ ∈ Cn. (3.6)
Poiché µ, ν ∈ E ￿(Ω) esse possiedono una stima fornita dal Teorema di Paley-
Wiener-Schwartz (Appendice A), cioè
|µ̂(ζ)| ￿ C(1 + |ζ|)NeH(Im ζ)
|ν̂(ζ)| ￿ C(1 + |ζ|)N ￿eH(Im ζ), ζ ∈ Cn.
Prendendo Re ζ = ξ ∈ Rn, poiché le funzioni ν̂(ξ), µ̂(−ξ) e G(ξ) soddisfano
le ipotesi del Teorema 2.2.1, allora per la (2.67) si ha
|ν̂(ξ)− µ̂(−ξ)Gt(ξ)| ￿ Ct
￿
|ν̂(ξ)||ξ|2 + |µ̂(−ξ)|(1 + |ξ|)n+6
￿
(poiché Im ξ = 0).
Ricordando le stime di ν̂(ξ) e µ̂(−ξ), per C ed N scelte opportunamente si
ha quindi
|ν̂(ξ)− µ̂(−ξ)Gt(ξ)| ￿ Ct(1 + |ξ|)N , ξ ∈ Rn. (3.7)
Dalla (3.6) segue, ancora per il Teorema di Paley-Wiener-Schwartz, che esiste
una distribuzione σt con supporto in BRn(0, ￿) +K tale che Gt = σ̂t. Inoltre
la (3.7) mostra che ν − µ̌ ∗ σt → 0 in S ￿ per t → 0.
Poiché supp µ̌∗σt = BRn(0, ￿)+K+supp µ̌ ⊂ Ω (per il Teorema dei supporti
[7, Teorema 4.4.3]), esso sarà contenuto in un fissato compatto di Ω indipen-
dente da t, e quindi µ̌ ∗ σt ∈ E ￿(Ω) e ν − µ̌ ∗ σt → 0 in E ￿(Ω)2 per t → 0, cioè
2Sia Ω ⊃ K ￿ = supp (ν− µ̌∗σt), ψ ∈ C∞0 (Ω), ψ = 1 su K ￿ e 0 ￿ ψ ￿ 1. Allora, per ogni
ϕ ∈ C∞(Ω), si ha che ￿ν − µ̌ ∗ σt|ϕ￿ = ￿(ν − µ̌ ∗ σt)ψ|ϕ￿ = ￿ν − µ̌ ∗ σt|ϕψ￿ → 0 per t → 0,
essendo ϕψ ∈ S (Rn). Ne segue che ￿ν − µ̌ ∗ σt|ϕ￿ → 0 per t → 0 per ogni ϕ ∈ C∞(Ω),
cioè che ν − µ̌ ∗ σt → 0 in E ￿(Ω) per t → 0
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µ̌ ∗ σt → ν in E ￿(Ω) per t → 0.
Ne viene che, se u ∈ Nµ, allora
ν(u) = lim
t→0
(µ̌ ∗ σt)(u) = lim
t→0
σt(µ ∗ u) = 0,
e dunque ν è ortogonale a Nµ. Ciò prova l’asserto.
Il Teorema di approssimazione per funzioni intere di tipo esponenziale si
è rivelato fondamentale nella dimostrazione del Teorema 3.1.1. Guardando
la funzione G come trasformata di una distribuzione a supporto compatto
si è riusciti ad ottenere la tesi utilizzando semplicemente le proprietà della
convoluzione.
3.2 Teorema di esistenza
Assumendo le ipotesi precedenti, ovvero 0 ￿= µ ∈ E ￿(Ω), Ω aperto convesso
di Rn, e Ωµ definito dalla (3.1), consideriamo l’equazione di convoluzione non
omogenea
µ ∗ u = f, (3.8)
con f ∈ C∞(Ωµ) e u ∈ C∞(Ω). Il Teorema che ora dimostreremo fornisce
le condizioni di esistenza della soluzione dell’equazione (3.8) senza imporre
restrizioni sulla distribuzione µ, cioè senza richiedere a µ la proprietà di
invertibilità (cfr. [8]).
Utilizzando il Teorema 3.1.1 dimostriamo dunque il seguente teorema.
Teorema 3.2.1. Se Ω ⊂ Rn è convesso e 0 ￿= µ ∈ E ￿(Ω), allora l’equazione
µ ∗ u = f ha una soluzione u ∈ C∞(Ω) per ogni f reale analitica in Ωµ.
Dimostrazione. Consideriamo una successione di aperti convessi Ωj tali che
Ω1 ￿ Ω2 ￿ · · · e
￿
j
Ωj = Ω,
dove Ωj ￿ Ωj+1 indica che Ωj ⊂ Ω̄j ⊂ Ωj+1 con Ω̄j insieme compatto. Se
indichiamo con Ωjµ = {x; x− suppµ ⊂ Ωj} si ha ancora
Ω1µ ￿ Ω2µ ￿ · · · e
￿
j
Ωjµ = Ωµ.
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Per provare il teorema servirà dimostrare che, per ogni j, si può trovare una
funzione uj ∈ C∞(Rn) tale che
µ ∗ uj = f in Ωjµ.
Da ciò, poiché i convessi formano un’esaustione, seguirà la risolubilità su
tutto Ωµ.
Infatti, essendo µ ∗ (uj − uj−1) = 0 in Ωj−1µ , in quanto uj = uj−1 in Ωj−1µ ,
per il Teorema 3.1.1 si può sottrarre alla funzione uj un elemento di Eµ (la
sottrazione uj − v, con v ∈ Eµ, la chiamo ancora uj, e µ ∗ (uj − v) = f in
Ωjµ ) in modo tale che uj − uj−1 appartenga ad un intorno di 0 in C∞(Ωj−1).
Questo garantisce l’esistenza di u = limj→∞ uj in C∞(Ω).
In questo modo ci si riduce alla prova dell’esistenza delle soluzioni locali, da
cui segue l’esistenza di u ∈ C∞(Ω). Chiamiamo per semplicità u la funzione
che soddisfa l’equazione
µ ∗ u = f in Ωjµ, (3.9)
e dimostriamone l’esistenza. Osserviamo innanzitutto che l’equazione (3.9)
è equivalente alla seguente scrittura
f(ϕ) = (µ ∗ u)(ϕ) = u(µ̌ ∗ ϕ), ∀ϕ ∈ C∞0 (Ωjµ),
e vediamo che è possibile costruire la funzione u (soluzione locale) mediante
il Teorema di Hahn-Banach. Questo significa trovare una mappa
u : µ̌ ∗ ϕ ￿→ f(ϕ),
continua nella topologia di E ￿. Consideriamo 0 ￿= ψ ∈ C∞0 (Rn), e proviamo
che
|f(ϕ)| ￿ C￿µ̌ ∗ ϕ ∗ ψ￿L1(Rn), ∀ϕ ∈ C∞0 (Ωjµ). (3.10)
Infatti, se vale la stima (3.10), allora esiste una funzione v ∈ L∞(Rn) (essendo
il duale di L1 uguale a L∞) tale che
f(ϕ) =
￿
v · (µ̌ ∗ ϕ ∗ ψ)dx, ∀ϕ ∈ C∞0 (Ωjµ).
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Prendendo u = v ∗ ψ̌, allora u ∈ C∞(Rn) e f = µ ∗ u in Ωjµ, poiché
f(ϕ) = (µ∗u)(ϕ) = (µ∗v∗ψ̌)(ϕ) = (v∗µ∗ψ̌)(ϕ) = v
￿
(µ∗ψ̌)ˇ∗ϕ
￿
= v(µ̌∗ψ∗ϕ).
Quindi esiste u ∈ C∞(Rn) tale che f = µ∗u in Ωjµ. Resta dunque da provare
la (3.10). Consideriamo lo spazio delle funzioni intere φ tali che, per qualche
costante M , vale
|µ̂(−ζ)φ(ζ)ψ̂(ζ)| ￿ M exp
￿
H(Im ζ) +Hj(Im ζ)
￿
, (3.11)
dove H è la funzione di supporto di supp (µ̌∗ψ) e Hj è la funzione di supporto
di Ω̄jµ. Queste funzioni formano uno spazio di Banach B con la norma definita
dalla più piccola costante M per la quale vale la (3.11). Per il Teorema 2.1.7
segue che, per ogni ￿ > 0, si ha
|φ(ζ)| ￿ Cφ,￿ exp
￿
H(Im ζ) + ￿|ζ|
￿
. (3.12)
Infatti dalla (3.11) risulta, grazie al Teorema di Paley-Wiener-Schwartz, che
µ̌(−ζ)φ(ζ)ψ̂(ζ) è la trasformata di Fourier-Laplace di una misura a supporto
compatto λ (cioè di una distribuzione di ordine 0 a supporto compatto).
Questo implica che, se chiamiamo v1(ζ) = log |µ̂(−ζ)ψ̂(ζ)|, v2(ζ) = log |φ(ζ)|
e v3(ζ) = log |λ̂|, si avrà che Hj = Hv3 − H, e che vj, j = 1, 3, essendo
logaritmi di trasformate di Fourier di misure a supporto compatto, soddisfano
la (1.19) (si veda Appendice A). Le funzioni vj, j = 1, 2, 3, sono inoltre
plurisubarmoniche, e dunque soddisfano tutte le ipotesi del Teorema 2.1.7,
da cui segue
|φ(ζ)| ￿ Cφ,￿ exp
￿
H(Im ζ) + ￿|ζ|
￿
.
Sia ora K un intorno compatto convesso di Ω̄jµ in cui f è analitica. Dalla
(3.12), per il Teorema di Polya-Ehrenpreis-Martineau [9, Teorema 4.5.3], si
ha che esiste una misura dνφ supportata in K la cui trasformata di Fourier-
Laplace coincide la funzione φ. Sia F : B ￿ φ ￿→ dνφ ∈ M(K) ed M(K) lo
spazio di Banach delle misure finite con supporto in K. Si verifica che F è
un operatore chiuso, e dunque per il Teorema del grafico chiuso si ha che F
è continuo, e quindi
￿
|dνφ| = ￿dνφ￿ ￿ C￿φ￿B ￿ CM.
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Quando φ = ϕ̂, con ϕ ∈ C∞0 (Ωjµ), vale ancora la (3.11) con M = ￿µ̌∗ϕ∗ψ￿L1 .
Infatti
|µ̂(−ζ)ϕ̂(ζ)ψ̂(ζ)| = |(µ̌ ∗ ϕ ∗ ψ)ˆ(ζ)|
=
￿￿￿￿
￿
supp (µ̌∗ϕ∗ψ)
e
−i￿x,ζ￿(µ̌ ∗ ϕ ∗ ψ)(x)dx
￿￿￿￿
￿ esupsupp (µ̌∗ϕ∗ψ) Re(−i￿x,ζ￿)
￿
|(µ̌ ∗ ϕ ∗ ψ)(x)|dx
￿ exp
￿
Hsupp (µ̌∗ϕ∗ψ)(Im ζ)
￿
￿µ̌ ∗ ϕ ∗ ψ￿L1
= exp
￿
Hch supp (µ̌∗ϕ∗ψ)(Im ζ)
￿
￿µ̌ ∗ ϕ ∗ ψ￿L1 , (3.13)
e quindi, essendo (µ̌ ∗ψ) ∗ϕ una convoluzione di distribuzioni distribuzioni a
supporto compatto, dal Teorema dei supporti si ha che ch supp
￿
(µ̌∗ψ)∗ϕ
￿
=
ch supp
￿
µ̌ ∗ψ)+ ch supp(ϕ), e dunque Hch supp (µ̌∗ϕ∗ψ) = Hch supp (µ̌∗ψ)+HΩ̄jµ =
H + Hj (si ricordi quanto detto per la (3.11)). Sostituendo quanto trovato
nella (3.13) si ottiene
|µ̂(−ζ)ϕ̂(ζ)ψ̂(ζ)| ￿ M exp
￿
H(Im ζ) +Hj(Im ζ)
￿
, M = ￿µ̌ ∗ ϕ ∗ ψ￿L1 .
Di consegenza, quando φ = ϕ̂, con ϕ ∈ C∞0 (Ωjµ), risulta
￿
e
−i￿z,ζ￿
dνφ(z) = φ(ζ) =
￿
e
−i￿z,ζ￿
ϕ(x)dx,
essendo φ la trasformata di Fourier-Laplace di dνφ. Quest’ultima uguaglianza
implica dunque l’identità
￿
G(z)dνφ(z) =
￿
G(x)ϕ(x)dx, (3.14)
che è valida dapprima quando si prendeG(z) = zα, poi prendendo G analitica
in un intorno di K, ed infine prendendo G approssimata uniformemente da
polinomi su K. Di conseguenza, da (3.14), abbiamo
|f(ϕ)| =
￿￿
￿
f(z)dνφ
￿￿ ￿ C ￿M = C ￿￿µ̌ ∗ ϕ ∗ ψ￿L1 ,
cioè vale la (3.10), e il teorema è provato.

Appendice A
Teorema di
Paley-Wiener-Schwartz
Teorema A.0.2 (Paley-Wiener-Schwartz-Schwartz). Sia K un sottoinsieme
compatto convesso di Rn con funzione di supporto H. Se u è una distribuzione
di ordine N con supporto contenuto in K, allora
|û(ζ)| ￿ C(1 + |ζ|)NeH(Im ζ), ζ ∈ Cn. (A.1)
Viceversa, ogni funzione analitica intera in Cn che soddisfa una stima del tipo
(A.1) è la trasformata di Fourier-Laplace di una distribuzione con supporto
contenuto in K. Se u ∈ C∞0 (K) per ogni N esiste una costante CN tale che
|û(ζ)| ￿ CN(1 + |ζ|)NeH(Im ζ), ζ ∈ Cn. (A.2)
Viceversa, ogni funzione analitica intera che verifica la (A.2) per ogni N è
la trasformata di Fourier-Laplace di una funzione in C∞0 (K).
Per la dimostrazione si veda [7, Teorema 7.3.1].
Osservazione A.0.3. Se µ è una misura a supporto compatto in Rn allora
la funzione subarmonica f(ζ) = log |µ̂(ζ)| soddisfa la (1.19).
Dimostrazione. Innanzitutto, se µ è una misura a supporto compatto in Rn,
essa è in particolare una distribuzione di ordine 0 a supporto compatto in
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Rn. Segue quindi, dal Teorema di Paley-Wiener-Schwartz, che
|µ̂(ζ)| ￿ CeH(Im ζ), ζ ∈ Cn,
e dunque, essendo H = Hsuppµ,
f(ζ) = log |µ̂(ζ)| ￿ C0 +H(Im ζ) ￿ C0 + C1|Im ζ|, ζ ∈ Cn,
che è esattamente la (1.19).
Appendice B
Il laplaciano di hψ
Nella dimostrazione della formula di rappresentazione di Riesz si è fatto
uso della funzione
hψ(x) = v1(x
￿
, xn + ￿)−
￿
P (x, y￿)ψ(y￿)v1(y
￿
, ￿)dy￿, x ∈ Rn+,
estesa su tutto lo spazio Rn ponendo hψ(x) = −hψ(x￿,−xn) quando xn < 0.
Mostriamo che, con questa assunzione, risulta
￿hψ
D ￿
= 2v1(x
￿
, ￿)
￿
1− ψ(x￿)
￿
δ
￿(xn). (B.1)
Dimostrazione. Chiamiamo Hψ la funzione
Hψ(x) =
￿
hψ(x), xn ￿ 0
−h(x￿,−xn), xn < 0
con Hψ(0) = hψ(0) = v1(x￿, ￿)
￿
1− ψ(x￿)
￿
, e consideriamo
￿￿Hψ|ϕ￿ = ￿Hψ|￿ϕ￿ = ￿Hψ|
n￿
i=1
∂
2
xiϕ￿
=
n￿
i=1
￿Hψ|∂2xiϕ￿ = ￿Hψ|￿x￿ϕ￿+ ￿Hψ|∂
2
xnϕ￿. (B.2)
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Dimostriamo la formula (B.1) calcolando separatamente gli ultimi due ter-
mini della (B.2). Tenendo presente l’espressione di Hψ risulta
￿Hψ|∂2xnϕ￿ =
￿
Rn
Hψ(x)∂
2
xnϕ(x)dx
=
￿
Rn−1
￿
xn￿0
Hψ∂
2
xnϕ dxndx
￿ +
￿
Rn−1
￿
xn<0
Hψ∂
2
xnϕ dxndx
￿
=
￿￿
xn￿0
hψ(x
￿
, xn)∂
2
xnϕ(x
￿
, xn)dxndx
￿−
￿￿
xn<0
hψ(x
￿
,−xn)∂2xnϕ(x
￿
, xn)dxndx
￿
=
￿
[hψ(x
￿
, xn)∂xnϕ(x
￿
, xn)]
+∞
0 dx
￿−
￿￿
xn￿0
(∂xnhψ)(x
￿
, xn)∂xnϕ(x
￿
, xn)dxndx
￿+
−
￿
[hψ(x
￿
,−xn)∂xnϕ(x￿, xn)]
0
−∞ dx
￿−
￿￿
xn<0
(∂xnhψ)(x
￿
,−xn)∂xnϕ(x￿, xn)dxndx￿
= −2
￿
h(x￿, 0)∂xnϕ(x
￿
, 0)dx￿ −
￿
[(∂xnhψ)(x
￿
, xn)ϕ(x
￿
, xn)]
+∞
0 dx
￿+
+
￿￿
xn￿0
(∂2xnhψ)(x
￿
, xn)ϕ(x
￿
, xn)dxndx
￿−
￿
[(∂xnhψ)(x
￿
,−xn)ϕ(x￿, xn)]0−∞ dx
￿+
−
￿￿
xn<0
(∂2xnhψ)(x
￿
,−xn)ϕ(x￿, xn)dxndx￿
= −2
￿
hψ(x
￿
, 0)∂xnϕ(x
￿
, 0) +
￿￿
xn￿0
(∂2xnhψ)(x
￿
, xn)ϕ(x
￿
, xn)dxndx
￿+
−
￿￿
xn<0
(∂2xnhψ)(x
￿
,−xn)ϕ(x￿, xn)dxndx￿
=
￿
2hψ(x
￿
, 0)￿δ￿(xn)|ϕ(x￿, ·)￿dx￿+lim
￿→0
￿
|xn|￿￿
￿
∂
2
xnHψ(x
￿
, xn)ϕ(x
￿
, xn)dx
￿
dxn.
(B.3)
Analogamente, per 1 ￿ j ￿ n− 1, si ha
￿Hψ|∂2xjϕ￿ =
￿
Rn
Hψ(x)∂
2
xjϕ(x)dx
=
￿
xn￿0
￿
hψ(x
￿
, xn)∂
2
xjϕ(x
￿
, xn)dx
￿
dxn −
￿
xn<0
￿
hψ(x
￿
,−xn)∂2xjϕ(x
￿
, xn)dx
￿
dxn
= −
￿
xn￿0
￿
(∂xjhψ)(x
￿
, xn)∂xjϕ(x
￿
, xn)dx
￿
dxn+
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+
￿
xn<0
￿
(∂xjhψ)(x
￿
,−xn)∂xjϕ(x￿, xn)dx￿dxn =
(integrando ancora per parti)
=
￿
xn￿0
￿
(∂2xjhψ)(x
￿
, xn)ϕ(x
￿
, xn)dx
￿
dxn−
￿
xn<0
￿
(∂2xjhψ)(x
￿
,−xn)ϕ(x￿, xn)dx￿dxn
= lim
￿→0
￿
|xn|￿￿
￿
∂
2
xjHψ(x
￿
, xn)ϕ(x
￿
, xn)dx
￿
dxn, 1 ￿ j ￿ n− 1. (B.4)
Dalla (B.3) e dalla (B.4) segue
￿￿Hψ|ϕ￿ =
￿
2hψ(x
￿
, 0)￿δ￿(xn)|ϕ(x￿, ·)￿dx￿+lim
￿→0
￿
|xn|￿￿
￿
￿Hψ(x)ϕ(x)dx￿dxn,
e quindi, essendo ￿Hψ(x￿, xn) = 0 per |xn| ￿ ￿ (poiché hψ(x) è armonica
per xn > 0 e di conseguenza lo è anche −h(x￿,−xn) per xn < 0), ed essendo
h(x￿, 0) = v1(x￿, ￿)
￿
1− ψ(x￿)
￿
, risulta
￿￿Hψ|ϕ￿ =
￿
2v1(x
￿
, ￿)
￿
1− ψ(x￿)
￿
￿δ￿(xn)|ϕ(x￿, ·)￿dx￿,
e dunque vale la (B.1).
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Appendice C
Stime sulle medie
In questa appendice daremo la prova di alcune stime sulle medie assunte
nel Lemma 2.1.1 e nel Lemma 2.1.3.
C.1 Prima stima
La prima stima che dimostreremo è la seguente:
MBC(0,1)(z ￿→ |Im z||z − ξ|−2) ￿
￿
K(1 + ξ2)
￿−1
, (C.1)
dove K è una costante sufficientemente grande e indipendente dalle costanti
C0 e C1 del Lemma 2.1.1.
Dimostrazione di (C.1).
Sia ξ ∈ R, z = x+ iy ∈ C e
MBC(0,1)(z ￿→ |Im z||z − ξ|2) =
1
|BC(0, 1)|
￿
|z|<1
|Im z|
|Re z − ξ|2 + |Im z|2L(dz)
=
1
|BC(0, 1)|
￿ ￿
x2+y2<1
|y|
|x− ξ|2 + y2dxdy =: F (ξ).
Chiamiamo inoltre per semplicità B la costante |BC(0, 1)|−1. Osserviamo
innanzitutto che, se r ￿ 1 e |ξ| ￿ r, allora
{(x, y); x2 + y2 < 1} ⊂ {|x− ξ|2 + |y|2 ￿ (r + 1)2}.
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Ne segue che, prendendo r ￿ 1, per ogni |ξ| ￿ r si ha
F (ξ) ￿ M
￿ ￿
x2+y2￿(r+1)2
|y|
|x− ξ|2 + y2dxdy
= M
￿ r+1
0
￿ 2π
0
| sin θ|dθdρ = 4(r + 1)M,
e quindi, per ogni fissato r ￿ 1, F (ξ) è una funzione limitata per |ξ| ￿ r.
Dunque, per ogni r ￿ 1 fissato, l’integrando di F (ξ) appartiene allo spazio
L1({|z| < 1}) per ogni |ξ| ￿ r.
Consideriamo ora |ξ| ￿ 1 + δ con δ > 0 arbitrario. Essendo |x| ￿ 1 nel
dominio di integrazione, risulta
δ2 ￿ |x− ξ|2 ￿ 2(|x− 1|2 + |ξ − 1|2),
che implica
|y|
2|x− 1|2 + 2|ξ − 1|2 + y2 ￿
|y|
|x− ξ|2 + y2
(2)
￿ |y|
δ2 + y2
.
La
(2)
￿ mostra che, per ogni δ > 0, la funzione
{|ξ| ￿ 1 + δ} ￿ ξ ￿→ F (ξ) ∈ R+
è continua per il Teorema della convergenza dominata di Lebesgue. Inoltre,
ancora per il Teorema di Lebesgue, essa tende a 0 per |ξ| → ∞. Di conse-
guenza F ∈ C0
￿
{|ξ| > 1}; (0,+∞)
￿
e F = o(1) per |ξ| → ∞. D’altra parte,
poiché
ξ2|y|
|x− ξ|2 + y2 −→|ξ|→∞ |y|,
esiste R ￿ 1 tale che
B1 ￿ ξ2F (ξ) ￿ B2, ∀|ξ| ￿ R, (C.2)
dove B1 e B2 sono delle opportune costanti positive (in quanto F è positiva).
Osserviamo che, per il Lemma di Fatou, risulta
lim inf
ξ→ξ0
F (ξ) ￿ F (ξ0), ∀ξ0 ∈ R,
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cioè F (ξ) è inferiormente semicontinua ∀ξ, e quindi ha minimo su ogni com-
patto di R. In definitiva la funzione F risulta inferiormente semicontinua su
ogni compatto e continua fuori dai compatti del tipo [−R,R], con R ￿ 1.
Dunque, dalle disuguaglianze
(1 + ξ2)F (ξ)
(C.2)
￿ c0 > 1, quando |ξ| ￿ R,
(1 + ξ2)F (ξ) ￿ c2 > 0, quando |ξ| ￿ R,
si ottiene che
(1 + ξ2)F (ξ) ￿ min(c1, c2) = c3 > 0, ∀ξ ∈ Rn.
Pertanto esisterà una costante K sufficientemente grande tale che
(1 + ξ2)F (ξ) ￿ 1
K
,
e quindi
F (ξ) = MBC(0,1)(z ￿→ |Im z||z − ξ|−2) ￿
1
K(1 + ξ2)
,
e la prova è conclusa.
C.2 Seconda stima
Mostriamo ora la stima assunta nella dimostrazione del Lemma 2.1.3, cioè
MBRn (x,R/2)
￿
x￿ ￿→ |v1(x￿)|
￿
= o(|z|) z → ∞, (C.3)
con x = Re z, R = 4|Im z|+ δ|Re z| e δ > 0.
Dimostrazione di (C.3).
La prova segue dall’applicazione del Lemma 2.1.2 con t = |x|+R ￿ R
￿
1 + 1δ
￿
.
Innanzitutto osserviamo che
MBRn (x,R/2)
￿
x￿ ￿→ |v1(x￿)|
￿
=
1
|BRn(x,R/2)|
￿
|x−x￿|<R/2
|v1(x￿)|dx￿
=
R−n
|BRn(x, 1/2)|
￿
|x−x￿|<R/2
|v1(x￿)|dx￿, (C.4)
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e indichiamo per semplicità B la costante |BRn(x, 1/2)|−1. Di conseguenza,
essendo BRn(x,R/2) ⊂ BRn(0, |x|+R) = BRn(0, t), si ha
(C.4) ￿ B R
Rn+1
￿
|x￿|<t
|v1(x￿)|dx￿. (C.5)
Poiché t−(n+1) ￿ R−(n+1)
￿
1 + 1δ
￿−(n+1)
, scegliendo δ sufficientemente piccolo
tale che R ￿ Cδ|z|, risulta
(C.5) ￿ BCδ
|z|
tn+1
￿
|x￿|<t
|v1(x￿)|dx￿,
e quindi
MBRn (x,R/2)
￿
x￿ ￿→ |v1(x￿)|
￿
￿ C ￿δ
|z|
tn+1
￿
|x￿|<t
|v1(x￿)|dx￿.
Ma allora
0 ￿ 1|z|MBRn (x,R/2)
￿
x￿ ￿→ |v1(x￿)|
￿
￿ C ￿δ
1
tn+1
￿
|x￿|<t
|v1(x￿)|dx￿
(2.16)−→ 0, t → ∞.
Ne segue che, poiché t → ∞ ⇐⇒ R → ∞ ⇐⇒ |z| → ∞, risulta
1
|z|MBRn (x,R/2)
￿
x￿ ￿→ |v1(x￿)|
￿
−→
|z|→∞
0,
e dunque
MBRn (x,R/2)
￿
x￿ ￿→ |v1(x￿)|
￿
= o(|z|), z → ∞.
Ciò prova l’asserto.
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