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ABSTRACT 
The development of satellites for use in land mobile communications 
systems is likely to accelerate in the near future. In addition, a 
typical early truss platform could possibly be a geostationary 
communication one of size up to 300m x 300m. The satellite will be 
subjected to dynamic forces during translation to and manoeuvering on 
station and this investigation discusses experimental and analytical 
techniques which have been used to analyse a model of a tetrahedral 
truss under these loads. This type of truss is a suitable structural 
system to support a large reflector in space. 
- An earthed tripod unit, a basic tetrahedral unit and the tetrahedral 
truss system were investigated under impact loading. These two latter 
systems were placed in a near free-free condition and again impacted. 
The experimental and analytical investigations show good agreement of 
peak strains in the members forming the above model structures. 
Vibrational characteristics of the tetrahedral truss model were 
investigated via analytical and experimental analyses and a comparison 
of the two methods of of analysis is reported. 
Structural stiffness, strength and dynamic characteristics of large 
skeletal frameworks for space applications are investigated by 
analysing the tetrahedral truss which is idealised as an equivalent 
continuum. Appropriate analytical relationships are presented in 
terms of the truss member properties. Fundamental and harmonic 
frequencies have been calculated and are compared with those from a 
finite element skeletal analysis and a finite element plate analysis. 
It is shown that the results of the simplified analysis technique are 
accurate to within 10 per cent of those of the analytical solutions 
provided the system is large and flexible. In addition, the analysis 
provides a simple methodology for the preliminary assessment of 
vibration frequencies for large space structures. 
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INTRODUCTION 
1.1 GENERAL HISTORICAL REVIEW 
Dynamics is that branch of mechanics which deals with the motion of 
bodies under the action of forces. The study of dynamics in 
engineering usually follows the study of statics, which deals with the 
action of forces on bodies at rest. 
Historically, dynamics is a relatively recent subject compared with 
statics. The beginning of a rational understanding of dynamics is 
credited to Galileo (1564-1642), who made careful observations 
concerning bodies in free fall, motion on an inclined plane, and 
motion of the pendulum. He was largely responsible for bringing a 
scientific approach to the investigation of physical problems. 
Galileo was continually under severe criticism for refusing to accept 
the established beliefs of his day,. such as the philosophies of 
Aristotle which held, for example, that heavy bodies fall more rapidly 
than light bodies. The lack of accurate means for the measurement of 
time was a severe handicap to Galileo, and further significant 
development in dynamics awaited the invention of the pendulum clock by 
Huygens in 1657. Newton (1642-1727), guided by Galileo's work, was 
able to make an accurate formulation of the laws of motion and, hence, 
to place dynamics on a sound basis. Newton's famous work was 
published in the first edition of his Principia, which is generally 
recognized as one of the greatest of all recorded contributions to 
- 
knowledge. In addition to stating the laws governing the motion of 
particles, Newton was the first to correctly formulate the law of 
universal gravitation. 
Although his mathematical description was accurate, he felt that the 
concept of remote transmission of gravitational force without a 
supporting medium was an absurd notion. Following Newton's time, 
important contributions to mechanics were made by Euler, D'Alembert, 
Lagrange, Laplace, Poinsot, Cariolis, Einstein, and others. 
In terms of engineering application, dynamics is an even more recent 
science. Only since machines and structures have operated with high 
speeds and appreciable accelerations has it been necessary to make 
calculations based on the principles of dynamics rather than on the 
principles of statics. The rapid technological developments of the 
present day require increasing application of the principles of 
mechanics, particularly dynamics. These principles are basic to the 
analysis and design of moving structures, to fixed structures subject 
to shock loads, to robotic devices, to automatic control systems, to 
rockets, missiles, and spacecraft, to ground and air transportation 
vehicles, and to machinery of all types. 
1.2 APPLICATIONS TO LARGE SPACE STRUCTURES 
Geostationary satellites have become the means of providing long 
distance telephone and television services because of their cost 
effectiveness and the quality of their microwave transmissions. 
Communication satellites were developed to overcome problems 
- 
associated with long distance ground based systems where the very 
short wavelength radio signals used are straight line waves and 
require constant relay by a large number of ground based systems to 
cope with the earth's curvature. With the large number of links, 
noise and distortion are introduced. These problems are minimized by 
the use of high altitude satellites which have very large coverage 
areas. Three equally spaced geostationary satellites give complete 
earth coverage. As the satellite in geostationary orbit (GEO) has an 
angular velocity equal to that of the earth, no tracking systems are 
necessary and low cost fixed ground antenna can be used. It is clear 
that in future small, inexpensive and low powered ground terminals 
will be more readily available for the general public and this will 
create a demand for improved spacecraft radio frequency performance 
which will lead, in turn, to the use of large space antenna reflectors 
in excess of 50m diameter. In addition to these large antenna 
reflectors, it is estimated that within the next two decades large 
manned space stations in excess of 300m length will be placed into 
orbit. It has been argued by Hollaway and Thornel that both these 
types of structures will be of skeletal form and the technology 
required to manufacture and to put them into orbit will be similar. 
These systems may be constructed on earth and deployed at low earth 
orbit (LEO) in an automatic synchronous manner and then transferred to 
the required orbit station. Alternatively multibody interconnected 
structural components could be lifted to LEO and connected there by 
astronauts before the journey to station. The truss reflector will 
support a woven metallic mesh which reflects the radio frequency 
waves. In addition the large satellite would contain a spacecraft 
- 
bus, shaped feed mast with sub reflector, solar arrays and control 
system. 
The decision made by the United States of America in January 1984 to 
place a permanently manned space station in orbit by 1995 heralds a 
new era of large structures in space. 
In addition to manned space stations, early large space structures 
will include truss platforms and large antennas. 
A typical early truss platform could be a geostationary communication 
platform of plan size 100m x 100m and depth 10m, supporting in excess 
of twenty R. F. antennas. These would provide fixed point mobile and 
broadcast communication satellite services as well as space research, 
meteorology and earth observation facilities. 
For the purpose of this investigation, large reflectors are defined as 
those in which the dimensions in operational orbit (geostationary) 
necessitate packaging to a smaller size for launch. Antennas over 50m 
diameter are being considered for future projects such as the Land 
Mobile Satellite System. The benefits of the large size of antenna 
over those of a few metres diameter in communication satellites are 
that they enable the use of inexpensive and small equipment by the 
ground user and also enable frequency re-use. The reasons why the 
land mobile satellite systems require a large antenna are discussed in 
depth by Naderj2. 
- 
If large reflectors are to be placed in space it will be necessary to 
package them to a smaller size for launch. References 3 and 4 have 
given various methods by which this packaging may be achieved and it 
has been suggested that the most likely form for the structure will be 
a skeletal system and the tetrahedral truss is the most promising. 
During the life of a reflector satellite or space station, dynamic 
forces are constantly being applied to the system. 
The spacecraft packaged within the launch vehicle is subjected to 
dynamic forces from the turbulent rocket engine exhaust during launch 
and from a variety of aerodynamic sources whilst passing through the 
atmosphere. Shock is experienced during the starting of the launch 
vehicle engines, when the rocket leaves the launch pad and when motors 
used during staging are started. The large reflector satellite at LEO 
will be subjected to dynamic forces during deployment and again during 
transfer to GEO. During the latter manoeuvre a low thrust propulsion 
system will be necessary to reduce the forces acting on the flexible 
lightweight satellite structure. The loads indicated in truss members 
during orbital transfer of structures erected or deployed at LEO may 
be significant. In many cases orbit transfer loads may be the most 
critical design required. When the satellite is at GEO it will tend, 
peri odi cal 1y, to dri ft and it wi 11 be necessary to perform a manoeuvre 
to reposition it on station. This manoeuvre would be undertaken by 
rockets or "puffers"; such an operation would result in dynamic forces 
being exerted on the members of the structure. 
- 
1.3 OBJECTIVES OF THE CURRENT INVESTIGATIONS 
A model of the tetrahedral truss reflector, which has been chosen as 
the structural system to be analysed is shown in Pl ate 1 -1 ; thi s model 
is manufactured from perspex. However the prototype system will be 
manufactured using carbon fibres in a polyethersulphone (PES) matrix. 
1.3.1 STRESS ANALYSIS 
The aim of the current work is to develop analytical and experimental 
techniques to enable a stress analysis to be undertaken on large 
skeletal systems in a free-free condition. This investigation 
discusses preliminary stress analyses of the two basic units of a 
tetrahedral truss and the tetrahedral truss when under dynamic forces; 
the first unit model consists of a simple tripod which is a component 
of the fundamental basic unit of the tetrahedral truss, the second 
model is the fundamental unit and finally the tetrahedral truss model 
is investigated. Both finite element and experimental techniques will 
be used to analyse strains in members and displacements at node points 
of the structure. 
1.3.2 VIBRATIONAL ANALYSIS 
Vibration forces are the most likely ones to be encountered by the 
satellite in space and to enable a theoretical study to be undertaken 
of the modal frequencies of a large tetrahedral truss reflector, a 
system manufactured from carbon fibre/polyethersulphone matrix using 
25mm external diameter and 2mm wall thickness tubes will be used in 
- 
this investigation. Although another geometry might be employed for 
achieving specific application requirements, the tetrahedral truss has 
pseudo-isotropic elastic properties and is constructed of identical 
geometric members and therefore has an excellent configuration for 
preliminary investigations. 
In the present investigation the natural frequencies of large 
tetrahedral trusses will be obtained using the slab analogy approach. 
In this approach the real skeletal structure is modelled as an 
equivalent isotropic homogeneous plate. The natural frequencies of 
the equivalent continuum are compared with those obtained from two 
types of finite element model. In the first type the structure is 
modelled as an assembly of pin ended bars and in the second the 
equivalent continuum is modelled using plate bending elements. 
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CHAPTERTW0 
DYNAMIC CHARACTERISTICS OF STRUCTURES 
(A REVIEW OF RECENT STUDIES) 
2.1 INTRODUCTION 
The large number of recent studies into the response of structures 
subjected to dynamic loading in general and impact loading in 
particular show that the research in this field is becoming an area of 
great practical interest. 
The use of advanced composite materials in the aircraft industry and 
space stations is gaining considerable attention and becoming more 
evident to the increasing popularity of composite materials in space 
applications. Following is a review of the literature on some 
recently carried out investigations on the response of structures 
subjected to dynamic loading. 
2.2 SPACE DYNAMICS 
2.2.1 GENERAL 
Moore, Townsend and Ivey5 show that the design, construction, and 
operation of a low-earth orbit space station poses unique challenges 
for development and implementation of new technology. The technology 
arises from the special requirement that the station be built and 
constructed to function in a weightless environment, where static 
-10-- 
loads are minimal and secondary to system dynamics and control 
problems. One specific challenge confronting NASA is the development 
of a dynamics test program for (1) defining space station design 
requirements, and (2) identifying and characterizing phenomena 
affecting the stations design and development. A general definition 
of the space station dynamic test program forms the subject of their 
report. The test proposal is a comprehensive structural dynamics 
program to be launched in support to the space station. The test 
program wi 11 hel p to def i ne the key i ssues and/or probl ems i nherent to 
large space structure analysis, design, and testing. Development of a 
parametric database and verification of the math models and analytical 
analysis tools necessary for engineering support of the station's 
design, construction, and operation provide the impetus for the 
dynamics test program. The philosophy being to integrate dynamics 
into the design phase. 
Fleisig6 describes a program aimed at an early-on orbit demonstration 
of a large space structure fabrication and assembly capability. 
Requirements for the demonstration concept have been formulated. The 
concept that has been selected to meet these requirements is a large 
space structure platform consisting of a triangular prism of 31.5m 
length. Sensors can be mounted on this platform to perform earth 
observation measurements from space. Structural elements of the 
platform are fabricated using an automated beam builder in the shuttle 
orbiter payload bay. Special fixtures are designed to assemble the 
structure with the aid of the remote manipulation system and two 
astroworkers. Results are shown of the platform preliminary design in 
terms of a design layout with related structural, thermal, mass 
properties and control dynamics data. 
Structural optimization studies, by Heard, Bush, Walz and Rehder7, are 
made using mathematical programming techniques to examine minimum mass 
structural proportions of deployable and erectable tetrahedral truss 
platforms subject to the integrated effects of practical design 
requirements. Ultra-low mass designs are shown to be possible with 
sturt proportions much more slender than those conventionally used for 
earthbound application. 
Bailey and Nein8 present some results of an in-depth analysis of fine 
space platform design reference missions that were composed of 
realistic well-defined instrument complements representing several 
science and applications disciplines. The missions were chosen to 
stress various space platform subsystems and therefore were not 
optimized for scientific compatibility. Despite this lack of 
optimization, it was found that the objectives of a wide variety of 
disciplines can be satisfactorily accommodated, and a considerable 
amount of operational flexibility is available to the payload, due to 
the large degree of payload autonomy provided on most missions. 
Johnson9 shows that large flexible spacecraft are required for several 
planned space missions. A proposal that active feedback control be 
employed to reduce the effect of structural bending and vibration in 
such spacecraft has provided a significant practical challenge to the 
theory of control of distributed parameter systems, and particularly 
hyperbolic systems. This limited survey provides an assessment of the 
- 12- 
contributions of this theory toward the general solution of problems 
in active control of flexible spacecraft. 
2.2.2 MODELLING 
HuttonlO shows that development of a large-scale space station will 
require similarly large structural elements capable of assembly, 
fabrication, or deployment in space. Weight and volume constraints of 
the space shuttle orbiter payload bay make deployable structures with 
minimum on-orbit assembly requirements the favoured alternative. 
Current deployable structure concepts involve folding, three 
dimensional trusses with automated deployment/retraction systems 
having high deployed-to-stowed volume ratios. Such designs employ a 
large number of pin joints to allow the rotational motion required for 
deployability. To assess the dynamic characteristics of a deployable 
space truss, a finite element model of a platform truss has been 
formulated. The model incorporates all additional degrees of freedom 
associated with the pin-jointed members. Comparison of results with 
structural performance and redesign models of the truss shows that the 
joint of the deployable truss affect the vibrational modes of the 
structure significantly only if the truss is relatively short. 
A survey of those areas of particular importance to the development of 
large space structure dynamics and control analysis is presented by 
Nurre, Ryan, Scofield and Sims". 
- 13 - 
The techniques of structural design and dynamics analysis define in a 
mathematical form the characteristics of the structure that is to be 
controlled. 
The authors maintain that the techniques in current use are inadequate 
to deal with large space structure dynamic problems properly and that 
advancements must be realized in the areas of computation time, 
substructuri ng , ef fi ci ent model 1i ng of changeabl e conf i gurati ons, 
nonlinear analysis, and model vertification. Model vertification 
includes the development of practical methods for on-orbit measuring 
such as remote sensing, state identification in the presence of 
unknown disturbances, and updating mathematical models based on 
measured data. 
Yedavalli12 addresses the application of parameter sensitivity 
analysis to large flexible space structure models with uncertain 
parameters such as modal dampings, modal frequencies, and mode shape 
slopes at actuator (sensor) locations. A parameter ranking criterion 
is given to delineate the critical parameter in linear regulator 
problems. The quantitative measure is labelled 'Parameter Error 
Index I. 
Explicit and simple analytical formulas are obtained in terms of the 
modal data for the vibration suppression problem of large space 
structures. The proposed procedure is applied to the 'Purdue Model' a 
two-dimensional large space structure model. 
-14- 
The geometry of a class of statically determinate platforms is 
developed and vibration frequencies determined by Anderson and 
Nimmo13. Such configurations allow shape control by changing the 
member lengths to be accomplished with small forces. An additional 
advantage of a statically determinate structure is that it is free of 
thermal stress under any temperature distribution. 
Frequency comparisons between statically determinate and more 
conventional redundant platforms are presented. Vibration of curved 
platforms that can be used as an antenna concepts is also 
investigated. Alternative concepts incorporating the statically 
determinate design, but having improved dynamic characteristics are 
suggested. 
Procedures for constructing simple continuum models to represent large 
truss beams and truss platforms are reviewed by Juang14. These simple 
models are then used for system identification problems, which enable 
one to reduce significantly the number of structural parameters. Two 
simple and computer-implementable algorithms for the estimation of 
equivalent structural parameters of a simple model are presented. 
Analytical and numerical solutions for a truss beam and a truss 
platform are carried out as an illustration of the basic concept. It 
is found that the simplicity of the simple models in conjunction with 
the principle of least square errors leads to the feasibility of an 
integration of the structural and identification problems. 
Lattice plate finite elements based on a continuum model of a large 
plate-like lattice space structure are used, by Lamberson and Yang15 
- 15- 
to examine the effect of variation of several fundamental structural 
parameters on the natural frequencies and mode shapes of the 
structure. 
Reduced-order controller design models are developed using modal cost 
analysis to rank the modes for each set of structural parameter 
values. The linear-quadratic-Gaussian controller design method is 
used to devel op feedback control systems for each set of structural 
parameter values. The resulting system performance is then evaluated 
by examining the steady-state regulation cost of the structure as a 
function of the structural design parameters. 
Anderson and Williams16 present a method for vibration analysis of 
arbitrary lattice structures having repetitive geometry in any 
combination of coordinate directions. The approach is based on exact 
member theory representing the stiffness of an individual member 
undergoing harmonic oscillation. The resulting eigenvalue problem is 
of the size associated with the repeating element of the structure. A 
computer program has been developed incorporating the theory, and 
results are given for vibration of rectangular platforms and a large 
antenna structure having rotational symmetry. 
2.2.3 TESTING 
The experimental measurement of natural modes of vibration is a 
continuing requirement for the accurate characterization of dynamic 
models of complex, lightly damped, nearly linear aerospace structures. 
A simple and systematic method is described, by Anderson17, for the 
-16- 
measurement of natural modes of vibration through the application of 
single frequency sinusoidal forces using a minimum number of shakers. 
It is an explicit procedure which can be prescribed for execution by 
technical personnel with no previous mode test experience. 
Anticipated advantages in the application of this selective orthogonal 
excitation methodology include 1) the achievement of improved mode 
isolation, 2) elimination of the need for many shakers, 3) shortened 
test duration, and 4) freedom from dependence upon special insight of 
the test conductor. 
The six papers presented at SAE Aerospace Congress and Exposition18 
conference evaluate different methods used in dynamic testing of 
structures. Among those methods is evaluated the use of pul se 
techniques to investigate the dynamic response of large structures to 
transient motion levels induced by natural or man-made events. 
It is also shown how the spacecraft sinusoidal vibration test data is 
used to compute transfer functions. 
Modal survey testing is an increasingly common part of the 
qualification procedure for spacecraft structures, since it offers an 
experimental verification of normal mode parameters determined by 
dynamic finite element analysis. Moreover, it permits identification 
of structural damping, knowledge of which is essential for reliable 
flight-load calculations. A survey of modal testing is given, by 
Niedbal and Huenersl9, covering the phase-resonance method and various 
phase-separati on methods. The use of modal -survey resul ts in the 
-17- 
dynamic qualification of spacecraft is discussed, emphasizing the 
correlation of analytical and experimental modal data. 
2.3 ANALYSIS OF SKELETAL AND PLATE STRUCTURAL SYSTEMS 
2.3.1 SKELETAL STRUCTURES 
A formulation for the vibrations of plane frames and trusses with 
inclined members including both axial and transverse vibrations is 
presented by Chang20. The vibrations of two- and three-bar frames 
with various end conditions are studied. With the slenderness ratio 
as a parameter, the frequency spectra with respect to the angle of 
inclination of the side bars are depicted along with some normal 
modes. The results indicate that, for such frames, the axial and 
lateral vibrations are coupled for 00 <a< 900 but separable for 
00 and 900, where a is the angle of inclination of the side bars. 
21 Several space frames are analysed, by Vombatkere and Radhakrishnan , 
for free vibrations and it is demonstrated how an insufficient 
stiffness in the long direction can lead to a fundamental free 
vibration frequency which is far removed from that of the short frame, 
and with displacements in the direction. 
For the transient analysis of space frames in large displacement, 
small strain problems, a formulation is presented by Belytschko, 
Schwer and Klein22. For purposes of treating arbitrarily large 
rotations, node orientations are described by unit vectors and 
-18- 
deformable elements are treated by a co-rotational (rigid-convected) 
descri pti on. 
Deformable elements may be connected either to nodes directly or 
through rigid bodies. 
The equations of motion are investigated by an explicit procedure. 
A general method for determining the dynamic response of complex three 
dimensional frameworks to dynamic shocks is presented by Beskos and 
Narayanan23. The method consists of formulating and solving the 
dynamic problem in the Laplace transform domain by the finite element 
method and of obtaining the response by a numerical inversion of the 
transformed solution. The formulation is based on the exact solution 
of the transformed governing equation of motion of a beam element, and 
t consequentl y1 eads to the exact sol uti on of the probl em. Fl exural , 
axial and torsional motion of the framework members are considered. 
The effects of damping, axial force on bending, rotary inertia and 
shear deformation on the dynamic response are also taken into account. 
Numerical examples to illustrate the method and demonstrate its merits 
are presented. 
Equations are developed, by Anderson24 , for vibration of general 
lattice structures that have repetitive geometry. The theory is based 
on representing each member of the structure with the exact dynamic 
stiffness matrix and taking advantage of the repetitive geometry to 
obtain an eigenvalue problem involving the degrees of freedom at a 
single node in the lattice. Results are given for shell- and beam- 
-19- 
like lattice structures. The variation of frequency with external 
loading and the effect of local member vibration on overall modes is 
shown. 
2.3.2 PLATE STRUCTURES 
Filipich, Laura and SantoS25 give an approximate solution for the 
problem of the vibrations of rectangular plates by making use of the 
Galerkin method. The plate displacement function is approximated by 
means of asi nusoi d mul ti pl i ed by a pol ynomi al . Transl ati onal and 
rotational flexibilities are taken into account at x=+ a/2 (a is the 
plate dimension). It is shown that the free edge situation 
(Ki rchoff Is boundary condi ti on) can be treated as a speci al case by 
means of the approach developed. An algorithm which allows evaluation 
of the fundamental frequency of vibration is derived and rough 
estimates of amplitudes and stress resultants are also given when the 
plate is subjected to a Po cos wt- type excitation. 
An approximate relationship between the fundamental frequency and the 
static response of undamped, linearly elastic system is derived by 
Sundararajan26. The relationship is used to calculate the fundamental 
frequencies of membranes and plates of different geometries and 
boundary conditions. 
Vijayakumar and Ramaiah27 give estimates of flexural frequencies of 
clamped square plates which are initially obtained by the modified 
Bolotin's method. The mode shapes in each direction are then 
determined and the product functions of these mode shapes are used as 
-20- 
admissible functions in the Rayleigh-Ritz method. The data for the 
first twenty eigenvalues in each of the three (four) symmetric groups 
obtained by the (i) Bolotin, (ii) Rayleigh and (iii) Rayleigh-Ritz 
methods are reported. The Rayleigh estimates are found to be much 
closer to the true eigenvalues than the Bolotin estimates. 
The product functions are found to be much superior to the 
conventional beam eigenmodes as admissible functions in the Rayleigh- 
Ritz method of analysis. 
Nagamatsu and Ookuma28 present a method to analyse the vibration of a 
complex structure by using the natural modes of the components. A 
structure is divided into some components. All components are 
classified into master components and branch components. The natural 
modes of each component are determined separately by the finite 
element method. The natural modes of all components are synthesised 
to form the generalized system coordinates. The equation of motion 
under these system coordinates is solved to know the vibration of the 
total structure. The vibration of a rectangular plate is analysed by 
this method, changing some calculative factors. On the other hand, 
the vibration of this specimen is measured under the harmonic exciting 
force to get the natural frequencies and the natural modes. The 
calculative results are compared with the experimental ones to check 
up accuracy of the calculation and availability of the proposed 
method. 
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Waterhouse, Kilcullen and BrookS29 investigate sampling statistics for 
vibrating rectangular plates. A thin, uniform, rectangular, elastic 
plate is freely supported in air, and driven so that it vibrates 
flexurally at a resonance frequency. The modal function, which 
describes the vibrational displacement over the surface of the plate, 
is approximated as the product of two sine functions. From this modal 
function the probability density function (pdf), P(s), for random 
sampling over the plate surface of the rms acceleration, is calculated 
to be 4,2K(l_s2), where K is a complete elliptic integral. Using this 
expression and experimental values sampled randomly over the plate 
surface, estimates of known precision can be made of the mean 
vibrational level of the plate. Experimental results are given for a 
steel plate measuring 4 ft x3 ft xI in., resonating at a single 
frequency; they agree well with the theoretical cumulative function 
derived from the pdf. Also considered are cases where two overlapping 
modes are excited at a given frequency. The corresponding pdfs are 
found, by Monte Carlo calculations, for five different values of phase 
difference between two modes excited with equal amplitudes. 
30 A procedure, by Gottlieb , is discussed for realizing some exact 
analytical eigenfunctions and corresponding eigenfrequencies for 
vibrating membranes. By the membrane-plate analogy, the corresponding 
eigenmodes and frequencies of simply supported vibrating plates of the 
same shapes may be obtained. The fundamental modes of certain shapes 
with curved boundaries are also considered. 
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31 An analysis is presented, by Irie, Yamada and Ida , for the free 
vibration of a stiffened trapezoidal cantilever plate. For this 
purpose, a trapezoidal plate is transformed into a square plate of 
unit length by the transformation of variables. The transverse 
deflection of the transformed square plate is expressed in series of 
the products of the deflection functions of a cantilever beam and a 
free-free beam parallel to the edges of the plate, and the frequency 
equation is deri ved by the Ritz method. The el ements of the equation 
are calculated by numerical integration, since they cannot be 
expressed analytically. The method is applied to square, 
parallelogram, or trapezoidal cantilever plates with several 
stiffeners; the natural frequencies and the mode shapes are calculated 
numerically up to higher modes, and the effects of stiffness on the 
vibration are studied. 
Greif and Mittendorf32 introduce a method for vibration analysis of a 
wide class of beam, plate and shell problems including the effects of 
variable geometry and material properties. The method is based on the 
technique of discrete component mode analysis. For each of these 
components the mode shapes are written in terms of Rayleigh-Ritz 
expansions involving simple Fourier sine or cosine series. Due to the 
nature of these series, special attention must be given to end point 
behaviour in the modal expansions. This is done via the mechanisms of 
Stoke's transformation. 
Continuity between components is enforced with Lagrange multipliers. 
The resulting frequency equation is exact and the associated 
eigenvector contains a combination of force and displacement types 
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terms. Numerical solutions are found by truncating the series and 
monitoring the frequency determinant on a computer. 
The analysis of certain dynamic aspects of the behaviour of beams and 
plates which support elastically mounted masses is dealt with by 
Laura, Susemihl, Pombo, Luisoni and Gelos33. 
Shear and rotary inertia effects are not taken into account in the 
investigation. An exact solution is presented in the case of a simply 
supported beam. It is shown that the solution can be extended to the 
problem of a simply supported rectangular plate. It is also shown 
that use of a vibrational formulation leads to accurate and simple 
expressions for natural frequencies and dynamic displacements and 
stresses. 
The case of supports elastically restrained against rotation is also 
considered. The experimental phase of the investigation shows good 
agreement with experimental results. 
Sum, Kim and Bogdanoff34 present procedures for deriving beam 
equations and plate equations for beam-like and plate-like frame and 
truss structures. The representative continuum models are used to 
study free vibration of these structures. Natural frequencies and 
mode shapes are compared with the exact solutions. It is found that 
simple models that can account for both bending and transverse shear 
deformations are excellent representations for the original structure. 
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2.4 FINITE ELEMENT TECHNIQUES IN DYNAMIC ANALYSIS 
2.4.1 THE EIGENPROBLEM 
Jennings35 presents an article which updates a previous review of 
methods for solving dynamic equations to determine characteristic 
response. In particular, numerical methods for eigensolution as they 
apply to the analysis of undamped and damped systems are considered. 
A procedure for deriving Lanczos vector is explained, by Bahram and 
Clough36, and their use in structural dynamics analysis as an 
alternative to modal coordinates is discussed. 
The vectors are obtained by an inverse iteration procedure in which 
orthogonality is imposed between the vectors resulting from successive 
iteration cycles. Using these Lanczos vectors the equations of motion 
are transformed to tridiagonal form, which provides for efficient 
time-stepping solution. The effectiveness of the method is 
demonstrated by a numerical example. 
Arnold, Citerley, Chargin and Galant37 apply Ritz vectors for dynamic 
analysis of large structures. The use of an orthogonal set of 
specially selected Ritz vectors is shown to be very effective in 
reducing the cost of dynamic analysis by modal superposition. Several 
structures are examined, and the Ritz vector approach is compared to 
the classical eigenvector approach on the basis of cost, accuracy and 
elapsed analysis time. Mathematical proof of the completeness of 
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orthogonal Ritz vectors is provided for the case of a positive 
definite mass matrix and a symmetric stiffness matrix. 
The determination of the natural modes of a complex elastic structure 
in terms of the natural modes of the unconstrained components is 
described, by Abramowitz38, in a method of analysis similar to the 
conventional Rayleigh-Ritz procedure, but that makes use of the 
unconstrained natural mode shape of the components as shape functions. 
The unconstrained natural mode shapes are those for the component 
without constraints at the interface it makes with neighbouring 
components. With this choice for the shape functions, it will be 
convenient to satisfy internal force continuity at the component 
interfaces. 
Continuity of displacements will not be required and as a result, the 
displacement will in general be discontinuous at the interfaces. 
A method is described, by KerstenS39 , for establishing the natural 
frequencies of an arbitrary structure with arbitrary support. The 
method is based on the modal constraint technique. It is shown that 
Weinstein's theory for the intermediate problem can be regarded as 
equivalent to the Lagrangian multiplier method: i. e. both methods 
result in the same eigenvalue equations. Weinstein's theory deals 
with modification of base differential operators whereas the 
Lagrangian multiplier method deals with modifications of base energy 
functionals. The modal constraint technique is an extension of 
Weinstein's theory, or in energy terms the generalized Fourier 
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expansion of the Lagrangian multiplier. The merits of this method lie 
in the fact that the eigenvalues and eigenfunctions of structures are 
used as base structures. The coupling of these structures are taken 
into account by Lagrangian generalized forces of the constraint acting 
on the base structures. Some examples are given and the results 
compared with known solutions. 
A technique is presented, by Ibrahim4O, to compute a set of normal 
modes from a set of measured complex modes. The number of elements in 
the modal vectors, which is equal to the number of measurements, can 
be larger than the number of modes under consideration. It is also 
shown in this paper that the practice of normal mode approximation to 
complex modes can lead to considerably large errors when the modes are 
too complex. A numerical example and a simulated experiment are 
presented to illustrate the concepts discussed and to support the 
theory presented. 
A method for analysing the free vibration of combined linear undamped 
dynamical systems is shown by Nicholson and Bergman4l. The method 
uses separation of variables to exhibit the harmonic motion of the 
system and to derive a generalized differential equation for the 
normal modes. Green's functions for the vibrating component systems 
are used to solve the generalized differential equation and derive the 
characteristic equation for the natural frequencies of the system. 
Approximate eigenvalue reanalysis methods for locally modified 
structures are developed, by Wang and PilkeY42 , based on the 
generalized Rayleigh's quotients. For simple modifications such as 
-27- 
adding springs and masses or changing the truss member's cross- 
sectional area, closed-form formulas are included. Several 
applications are presented. 
Anuta43 shows that for linear structural dynamics problems, an 
application of the minimizing properties of calculus to Rayleigh's 
quotient leads to the modal equations of the system. The modal 
equations are a set of simultaneous cubic equations with constant 
coefficients. They can be solved by means of a converging iteration 
scheme to obtain all of the mode shapes. Each mode shape can be 
successively substituted back into Rayleigh's quotient to obtain the 
corresponding natural frequency. It is therefore possible to 
determine all of the mode shapes and natural frequencies of a system 
without developing or solving the characteristic polynomial. 
BaJan, Kukreti and Feng44 present a method for improving the natural 
modes and frequencies computed by incomplete modal coupling, without 
increasing the order of the resultant eigenvalue problem. The method 
upgrades the dynami c model of a1i near undamped structural system in 
order to improve the accuracy for natural frequencies and associated 
eigenvectors. 
The significant reductions in eigenvalue errors with only a few cycles 
of modal substitution make the method attractive from a computational 
point of view. 
A mode synthesis technique for the dynamic analysis of structures is 
presented by Agrawal 
45. A method is given for determining the normal 
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modes, natural frequencies, and responses of three dimensional complex 
structures. The equations of motion are developed using Lagrange's 
equations. A computer program is developed for a free-free system and 
an illustrative example is included. 
Leung46 introduces a method for fast modal response analysis of damped 
or undamped structure. A number of numerical examples involving beam, 
plate and frame are included for various types of forcing functions. 
It is shown that with only a few numbers of natural modes, the 
response can be accurately computed with the aid of the condensed mass 
and stiffness matrices of the structure. 
The full eigensolution of a structure containing components each 
having large numbers of degrees of freedom can be cumbersome and 
costly in computing time. The computation of vibrational 
characteristics of a system which consists of components connected 
together elastically is described by Martin and Ghlaim47. The 
vibrational characteristics of each component are known and these are 
used via matrix manipulation to find the system characteristics. The 
matrix manipulation is examined in detail and it is shown that the 
mass normalized modal matrix and connection matrix can be contracted 
in size without affecting the overall solution. When the system is 
approximated by deleting rows and columns from the involved matrices, 
it is confirmed analytically that which rows are deleted from the mass 
normalized modal matrix has no relevance to the approximate solution 
for the system. 
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An important element in the dynamic analysis of structures is the 
computation of their natural frequencies and modes. For example 
systems, this inevitably requires automatic computation so that an 
accurate and reliable algorithm is essential. 
Richards and Leung48 present a'method in which subspace iteration is 
utilized in conjunction with a frequency dependent mass and stiffness 
formulation is described and applied to framed structures. 
Downs49 describes a method which permits the reduction of stiffness 
and mass matrices on to selected degrees of freedom, while retaining, 
up to a certain cut-off frequency, the dynamic characteristics of the 
original matrices. The validity of the method is demonstrated by 
obtaining identical results, for the reduction of a simple system, 
with those derived from a rigorous solution. 
Some guidelines are provided for the optimal selection of the 'master' 
degrees of freedom and a procedure defined for progressively improving 
the initial selection, prior to undertaking the eigenvalue analysis. 
There are two main objectives in a paper by Sotiropoulos50. The first 
is to present a dynamic reduction approximate method which is based on 
a proper condensation of the dynamic stiffness matrix. The second is 
to present and compare some alternative algorithms according to which 
the original transcendental or finite but high-order structural 
eigenproblem is replaced by a sequence of algebraic ones in an attempt 
to obtain savings in time and cost over the scanning or counting 
methods. 
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The eigenvalue economization process is an efficient way of reducing 
the size of eigenvalue problems to manageable proportions, at the 
expense of introducing approximations. However, it is necessary to 
ensure that unacceptable errors are not introduced by the condensation 
process. The errors introduced in the condensation process are 
considered theoretically, by Thomas5l, using an algebraic approach. 
This enables an absolute error bound to be stated, together with an 
approximate bound which can be evaluated. Examples are given of the 
use of the approximate bound. 
2.4.2 TIME INTEGRATION OF DYNAMIC PROBLEMS 
Pulses in finite elements are discussed by Kok52. A structure is 
discretised in the same step both to geometry and to time domain in 
order to solve a transient analysis problem. Application of 
Galerkin's residual method to the equations of motion and the dynamic 
boundary conditions result in a series of algebraic equations to be 
solved directly. Of interest is the introduction of momentum (pulses) 
vs. displacements in a complete analog with forces vs. displacements 
in statics. Problems such as numerical stability and accuracy may be 
considered in the same way. Some practical consequences of this 
approach are shown. A higher order integration procedure with 
unconditional numerical stability is introduced. 
Collings and Tee53 show that stiff systems of second order ordinary 
differential equations, which describe the vibration of structures 
subject to dynamic loading may be solved by a variety of numerical 
algorithms. A one-parameter generalization of Euler's classical 
-31 - 
scheme for ordinary differential equations is investigated, and is 
shown to be applicable to such problems. 
The value of the parameter and the size of the timestep can be chosen 
on the basis of detailed analyses made of the scheme. The Euler 
scheme is compared with Newmark's "beta" method. 
An example of a space frame, which is subjected to dynamic loading, is 
computed by several versions of the Euler scheme, and the results are 
compared with the exact solution. 
A computer procedure for economically time integration large 
structural dynamics problems is presented by Idelsohn and Cardona54. 
The main process is described as a two-step discretisation, the first 
one being performed by the finite element method. An error measure is 
proposed in order to check the validity of the results. The reduced 
system of equations is integrated by using the central difference 
explicit scheme. 
Linear examples of application are shown. 
55 Senjanovic presents the harmonic acceleration method for dynamic 
structural analysis. Harmpnic acceleration is assumed in each time 
step of integration of the dynamic equilibrium equation of a structure 
and its modal transformations. 
As a result, two different numerical integration methods have been 
derived. Both methods are unconditionally stable. 
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A method for reducing the size of finite element systems in dynamics 
is presented by Hughes, Hilber and Taylor56. The technique is based 
upon a variational theorem in which it is admissible to describe the 
inertial properties of structures by way of independent displacement, 
velocitY and momentum fields. The theorem makes it possible to 
construct reduced systems for structural problems which retain the 
full rate of convergence of systems employing consistent mass 
matrices. An error analysis of the scheme and numerical examples are 
presented. 
Cavin and Dust057 give a variational formulation for the equations of 
motion for an unconstrained elastic body, and Hamilton's principle is 
used to derive the equations of motion and deformation of the body. 
Finite element approximations are developed for these dynamical 
equations with respect to a body axis system satisfying the mean axis 
conditions. 
The free body influence matrix for the body then is developed in terms 
of the finite element model parameters. 
Preumont58 analyses the errors associated with the time integration 
operators in structural dynamics. The time integration operators are 
considered as digital recursive filters. The transfer functions of 
the discretized equations are derived and compared with the transfer 
function of the differential equation. This leads to a new approach 
for the accuracy analysis of the time integration operators, which is 
not restricted to the homogeneous part of the discretized equation. 
It can therefore be applied to the Duhamel Integral for which no error 
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analysis has been reported. Results are presented for Newmark's 
family integration operators. Various assumptions on the variation of 
the excitation between the sampling point in the Duhamel Integral are 
also analysed. 
A stability analysis is carried out for a family of implicit- explicit 
59 finite element algorithms by Hughes and Liu . The analysis shows 
that unconditional stability may be achieved for the implicit finite 
elements and that the critical time step of the explicit elements 
governs for the system. 
2.4.3 COMPUTER IMPLEMENTATION 
Reddy and Tsay60 apply rectangular finite elements, based on a 
Reissner type variational statement for plate bending, to free 
vibration of rectangular plates. The finite elements are constructed 
from the statements of the two normal moment displacement relations 
and the moment equilibrium equation in terms of the two normal 
moments. 
It is shown that these finite elements are algebraically simple and 
yield better accuracies for the natural frequencies when compared to 
conventional finite elements. Linear and quadratic rectangular finite 
elements are used to calculate frequencies of rectangular plates with 
various edge conditions. 
Basci, Toridisq Khozeimeh and Fettahlioglu6l describe procedures in 
the generation of consistent mass matrices of structural elements 
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which can then be embedded in a usual finite element program. This is 
accomplished by the use of exact displacement functions for the 
elements, rather than approximate ones, obtained from the solution of 
the differential equations governing the free vibration behaviour of 
structural components. Two types of elements are considered, straight 
beam and curved beam elements, both of which have a uniform cross 
section. The implementation of this procedure in connection with 
planar straight beam elements has been accomplished leading to the 
generation of the consistent mass matrix of the element. This matrix 
is obtained in explicit form, resulting in improved computational 
efficiency. Based on the improved inertia properties and discrete 
element techniques, a computer program has been developed for the free 
vibration analysis of frame type structures. Results have been 
obtained for various types of structures, including free-free, 
clamped-free and continuous beams, and simple portal frames. 
The dynamic analysis of structures by the standard finite elements 
method introduces additional inaccuracies into the solution which are 
not present when the method is used for static analyses. A method of 
solution is proposed, by Fricker62, in which the frequency -dependent 
terms are retained implicitly by using dynamic stiffness matrices 
defined at a number of fixed frequencies. 
The dynamic stiffness matrices may be condensed efficiently to a 
relatively small number of master degrees of freedom using a front 
solution algorithm. The final stage in the solution uses these 
matrices to synthesize a high-order eigenvalue problem. 
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The solution of vibration problems of continuous systems by means of 
discrete models, is examined, by Dokumaci63, with reference to two 
point eigenvalue problems encompassing a large body of finite models. 
It is shown that the consistent displacement models give upper bounds 
to eigenvalues with an error which is proportional to n2s where n is 
the number of elements and s the order of the complete polynomial 
displacement function. This result applies to both frequency 
dependent and independent formulations but the structure of 
eigenvalues is different in each case. Particular emphasis is placed 
on the generation of lower bounds to eigenvalues and criteria are 
derived for upper and lower bound elements. 
Leung64 suggests a method to accelerate the convergence of modal 
analysis for continuous systems. A continuous system has an infinite 
number of degrees of freedom in a dynamic analysis. The dynamic 
stiffness method is able to produce an infinite number of natural 
modes with the use of only a finite number of co-ordinates. The 
associated modal analysis is a widely applicable approximate method 
for computing the response without discretizing the continuous system 
by methods such as the finite element method, in which the infinite 
number of degrees of freedom is not retained. 
However, this modal analysis converges very slowly as the number of 
modes is increased if the loading distribution does not follow the 
patterns of the first few modes. A method is suggested in this paper 
to accelerate the convergence. 
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A mixed mass matrix is introduced according to the reciprocal theorem 
to evaluate the initial transient while retaining the infinite number 
of degrees of freedom with a finite number of coordinates. Explicit 
formulae are given for space frame. 
Hale and Meirovitch65 outline a computer program tailored to the task 
of deriving explicit equations of motion for structures with point- 
connected sub-structures. The special purpose program is written in 
FORTRAN and is designed for performing the specific algebraic 
equations encountered in the derivation of explicit equations of 
motion. The derivation is by the Lagrangian approach. Using an 
orderly kinematical procedure and a discretization and/or truncation 
scheme, it is possible to write the kinetic and potential energy of 
each substructure in a compact vector-matrix form. Then if each 
element of the matrices and vectors encountered in the kinetic and 
potential energy is a known algebraic expression, the computer program 
performs the necessary operations to evaluate the kinetic and 
potential energy of the system explicitly. Lagranges equation's for 
small motions about equilibrium can be deducted directly from the 
explicit form of the system kinetic and potential energy. 
2.4.4 RESPONSE TO DYNAMIC LOADINGS 
Nagaya and Hiran066 deal with a transient response problem of 
connected bars excited by the impact loads at rigid joints. In the 
analysis, an improved beam theory considering the effects of shearing 
deformation and rotary inertia is applied to a bending motion of the 
bars. The dynamic response of a bar with an equal angle cross section 
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to a step-function load is examined, as a numerical example, to 
clarify the influence of the angle between its legs and slenderness 
ratio on the dynamic behaviours of the bar. The free vibration of the 
bar is also treated, and the results obtained from the improved theory 
are compared with those from the elementary one. 
An analytic procedure for evaluating response of a shock-loaded 
structure at some point, given only the response at some other point 
is developed by Crimi67. A system is analysed and the results 
compared with test data. The capability of the procedure to predict 
transmitted shock response is first demonstrated. An acceleration 
time history is then synthesized from a shock spectrum, as a sum of 
damped sinusoids, and used to predict shock response. Lastly, the 
response in the vicinity of the point of shock loading is predicted by 
numerical integration using a simplified model of the structure. The 
response so obtained is then used as input to predict transmitted 
shock response, demonstrati ng that response throughout a shock-1 oaded 
structure can be predicted without resorting to numerical simulation 
using a complete model. 
The main categories of numerical analyses of dynamical response of 
structural systems represented by finite elements are discussed, by 
Przemieniecki and Talbot68, and a direct integration method is derived 
using Pade approximations to the exact exponential series solutions. 
The method can be employed for the analysis of aircraft structures 
subjected to arbitrary time-dependent loading. Numerical stability, 
artificial attenuation, and phase shift of the approximate solutions 
are discussed in detail. The dynamic response solution is presented 
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in the form of an explicit operator requiring only one inversion of 
the mass matrix of the system. A numerical example is included and 
the numerical results are compared with a solution obtained by the 
finite difference method. 
Hansteen and Bel, 69 point out that the number of modes which should be 
included in a mode superposition dynamic response analysis depends on 
both the frequency content and the distribution of the loading. If 
the loading frequency is low the effect of the higher nodes can be 
approximated by a static analysis. 
A technique is described for calculating this static contribution from 
the higher modes; the total response is then represented by the sum of 
the lower mode dynamic response and the higher mode static effects. 
The effectiveness of the procedure is demonstrated by a numerical 
exampl e. 
Waugh, Reed and Kennedy70 show results of analyses and a design 
approach for structures, systems, and components subjected to high 
frequency impulsive loads. Normal procedures for design against 
dynamic loads are based on linear elastic structural analysis. 
However, when loads have a predominant high frequency content, the 
approach may be excessively conservative. 
Comparing dynamic and static reserve margins provides a way to 
quantify and help reduce this conservatism. 
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Saunders and Collings7l show that the dynamic response of a linear 
structural system when subjected to time-varying loadings may be 
computed through modal analysis techniques, which require the solution 
of a set of uncoupled second-order linear ordinary differential 
equations with constant coefficients. They present local 
interpolations which have been derived and optimized by considerations 
in the frequency domain. These local interpolations of the input are 
then subsequently used in conjunction with an exact solution of the 
modal equations. By the use of discrete time-systems theory and the z 
transform some simple recursive algorithms are derived for the 
solution of the modal equations. Also presented are methods of 
processing the discrete time-series loading data so as to increase or 
decrease the sample time step length. 
Geering72 shows the following: 
a) In the dynamic analysis of large structures, the only step to 
be numerically executed is solving the eigenproblem. The 
transient response and steady state response to periodic loads, 
the transient response to periodic loads of finite duration, 
and the response spectra to stationary random loads can be 
calculated analytically, ie, without numerical integration. 
b) A significant data reduction is possible by dropping all of the 
irrelevant components in the eigenvectors without loss of 
relevant information. 
C) For substructured systems, the eigenproblem can be solved for 
each substructure separately. 
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A general numerical method for determining the dynamic response of 
linear elastic plane frameworks to dynamic shocks is presented by 
Spyrakos and Beskos73. The method consists of formulating and solving 
the dynamic problem in the frequency domain by the finite element 
method and of obtaining the response by a numerical inversion of the 
transformed solution with the aid of the Fast Fourier transform 
algorithm. The formulation is based on the exact solution of the 
transformed governing equation of motion of a beam element and it 
consequentl y1 eads to exact sol uti on of the probl em. Fl exural , and 
axial motion of the frameworks members are considered. The effects of 
damping, axial forces on bending, rotary inertia and shear deformation 
on the dynamic response are also taken into account. 
Nicholson and Bergman74 also derive a closed form expression for the 
forced response of a combined dynamical system to arbitrary loads. 
The system consists of a linear undamped oscillator attached to a 
cantilever beam. Modal analysis using the exact normal modes of the 
combined system and the associated orthogonality relation, results in 
uncoupled differential equations for the unknown functions of time. 
Appl yi ng Cayl ey-Hami 1 ton Is theorem, the response of a vi brati onal 
system of multi degrees of freedom is analysed by Ishihara and 
Funakawa75. The results calculated by the method proposed in the 
report are compared with the experimental ones to prove the validity 
of the method and the following conclusions are obtained: the method 
leads to more strict solutions than the usual ones; it is difficult by 
the usual methods to choose the appropriate time increment in order to 
get stable solutions, but by the proposed method, stable solutions can 
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be obtained, provided the time increment represents the exciting 
forces exactl 
For a viscoelastic beam or frame structure that undergoes forced 
vibrations, the conditions for optimal support reaction are derived by 
Lekszycki and Mroz76. Translation or rotation of supports is allowed 
and a functional expressed in terms of stress or strain amplitudes is 
minimized. Optimality conditions are derived using the concept of an 
adjoint structure and an illustrative example is presented for the 
case of beam vibration. 
2.5 DYNAMIC TESTING TECHNIQUES 
Rades77 reviews some advances in the development of structural modal 
identification procedures. Only methods concerned with frequency 
response data in the frequency domain are considered. Emphasis is on 
the theoretical background of analytical modal characterization 
techniques. Testing philosophy is also considered. 
Smiley78 shows how the advances in electronics and testing techniques 
have made the smaller Fourier analyser test system much more 
attractive as a portable, flexible alternative to large, rack-mounted 
mini computer-based test systems. In his article, a review of 
numerous experimental tests used in the area of structural dynamics 
and operating performance evaluation are presented. 
RadeS79 reviews techniques for frequency -doma in post-test analysis of 
vibration data. Emphasis is on procedures for curve fitting algebraic 
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expressions of transfer functions to experimentally measured frequency 
response data for systems with damping and/or closely spaced modes. 
Ramsey and Richardson80 present a brief review of modal analysis based 
upon the identification of modal parameters from measured transfer 
functions, and then point out the advantages of a band selectable 
Fourier transform, for obtaining increased accuracY, resolution, and 
dynamic range in the measurements. The advantages of a measurement 
scheme, based upon use of a Fourier pre-processor are presented. 
Discussion of modal frequency domain methods from the Kennedy and 
Pancu techniques of 1947 to the existing transfer function methods, 
with advantages and limitations, is presented by Ibrahim8l. 
Hamma, Smith and Stroud82 report on the evaluation of several modal- 
testing procedures as applied on a data-acquisition and analysis 
system. These methods include two forms of specimen excitation (sine 
and multi -frequency) and several methods of modal characterization 
(analytical curve fitting, multishaker modal tuning, and hybrid 
techniques). The methods are compared, using examples, and a modal 
testing procedure is suggested. 
Goyder83 shows that the vibrational characteristics of a structure are 
commonly represented by means of frequency response functions. These 
functions may be obtained from calculations but because most practical 
structures are not amenable to analysis they are often obtained in 
graphical form as a result of measurements. The graph of a response 
function gives the levels of vibration as a function of frequency, 
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exhibits the resonance frequencies and gives information concerning 
the damping. Frequency response functions are complex functions with 
either a modulus and phase or a real (in phase) and imaginary (in 
quadrature) part. 
Goyder also shows that the two parts are not independent and one part 
may be derived from the other. The general properties of frequency 
response functions are reviewed. The relationship between the two 
components is then formulated and an example is given. 
Discussion of the measurement and analysis of the vibration of large 
structures is presented by Dori en-Brown and Mel drum84. The paper sets 
out the instrumentation requirements and describes signal conditioning 
equipment designed to satisfy these requirements. Measurement 
techniques are discussed including natural and artificial excitation 
of structures, and the use of multi-channel measurements to determine 
mode shapes. Reference is made to measurement methods and techniques 
used on four large structures. 
Richardson and Kniskern85 discuss a testing and data processing 
technique for obtaining modal parameters which does not require that 
the transfer function measurements be made using a single excitation 
or response point. It is shown that for large structures this 
multiple point testing technique is in many cases, necessary for 
obtaining measurements of sufficient quality to identify the modes of 
vi brati on. 
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Keller86 presents some ways of performing frequency response function 
measurements in the laboratory or in the field. The information 
available directly from a series of experimental measurements and a 
review of techniques for systemizing a series of measurements to 
formulate a structural dynamics model is examined. 
The rapid frequency sweep technique is the result of a considerable 
amount of research into the development of a transient method for the 
rapi measurement of structural frequency response, digital data 
analysis procedures being used to derive the required dynamic 
characteristics. 
Theoretical analyses, together with the results of experimental 
studies and experience gained during structural testing are presented, 
by White and Pinnington87, which illustrate practical considerations 
and limitations of the method; these range from discussion of exciter 
attachment, effects of transducers and choice of instrumentation to 
signal processing methods and related criteria. A simple guide to 
practical structural testing is given which outlines procedures to be 
followed during testing and signal acquisition. 
Zaghloo, 88 proposes the single-station time domain (SSTD) technique as 
a vibration testing method for the identification of the dynamic 
characteristics of complex structures. The theoretical part of the 
study shows that the technique works, in principle, for lumped mass 
systems and continuous systems when a finite number of modes are 
included in the response. The idea behind the method is to make use 
of free vibration time response data - such as acceleration, velocity, 
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displacement, or strain at a station on the structure - to determine 
unknown natural frequencies. The analysis procedure is based on the 
construction of a mathematical model for the vibrating system from the 
experimental response data. 
This model has a number of degrees of freedom equal to the number of 
modes excited. 
An experimental investigation is described, for the identification of 
the dynamic characteristics of real structures by the SSTD method, in 
which a single channel is used to measure, filter and record the free 
acceleration responses at an arbitrary point on the structure after an 
adequate period of excitation; the excitation need not be measured. 
A transfer matrix method for the dynamic response analysis of large 
dynamic systems is proposed by Kumar and Sankar89. This method, named 
as the discrete time-transfer matrix method (DT-TMM), is based on the 
conventional transfer matrix methods and the numerical solution 
procedures of differential equations. It combines the advantages of 
both these methods. Formulation of the method as well as some 
numerical examples to check the validity of the method are given. 
Also identified are several possible areas of application as well as 
the possible sources of errors. 
Thornhill and Smith90 present a method for predicting impact forces 
using measured frequency response functions when an ideal mass 
elastically impacts a stationary structure. It is shown that a 
frequency response function measured at the point of impact on the 
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structure together with the impactor's mass and velocity can be used 
to form a function which, after inverse Fourier transformation yields 
the predicted force. After the basic equation is developed, predicted 
and measured, force pulses are compared for steel missile impacting an 
aluminium casting. The limitations of the method due to hardware and 
experimental technique are also discussed. 
The results of a survey of modal vibration test/analysis techniques in 
the United States are presented by Mustain9l. Summarized in his paper 
are responses to a questionnaire distributed to Dynamic Engineers 
involved in modal testing and to members of the SAE Committee G-S 
Aerospace Shock and Vibration. The survey encompassed the following 
modal vibration test/analysis requirements: objectives, test 
specimens, boundary conditions, support/suspension systems, 
instrumentation, excitation systems, modal testing/analysis excitation 
methodology, correlation checks, and data processing requirement. 
A technique which could be used to determine the resonant frequencies 
and mode shapes of structures and components is discussed by MacKay 
and Dougan92. Input forces are provided by a hand-held impact device 
and the advantage of this approach over conventional shaker tests are 
discussed. Some applications of the technique are described. 
Halvorsen and Brown93 discuss a technique for experimental structural 
frequency response testing - one based upon excitation of the 
structure with an impulsive force. This article discusses the 
application of the impulse technique and reviews the special problems 
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encountered in practice and the techniques that have been developed 
for dealing with those problems. 
A method is presented, by Michael and Vollan94, to identify natural 
frequencies and modes, generalized mass and damping matrices from 
measured dynamic response data. It is shown that these response data 
may be obtained from a sinusoidal vibration test with either base 
excitation or single or multipoint force excitation. 
A method for improving the accuracy of the natural frequencies 
obtained from the Fourier transform of the structural response to an 
impulse is described by Cawley and Adams95. Results are presented 
from tests in which the input was at a single frequency and from 
impulse tests on an aluminium plate. It is shown to be possible to 
obtain frequency resolution of one-tenth of the spacing between the 
frequency points produced by the Fourier transform, at a low cost in 
terms of computer time and store. The natural frequencies of the 
aluminium plate obtained by this method are also compared with those 
measured when using steady state excitation. Very good agreement is 
shown between the results obtained by using the two techniques. 
For situations in which several modes may be contributing to a single 
resonance of a structure, a method for detecting the individual modes 
and for extracting useful information from the measurements is given 
by Soedel and Dhar96. It is also shown that non-crossing of the 
experimental nodal curves may occur when modal resonant responses 
overlap because of finite damping, and again a method is presented 
that allows the extraction of results from measurements. 
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de Silva97 compares modal analysis systems and shows that commercially 
available experimental modal analysis systems typically consist of an 
FFT analyser, a modal analysis processor, a graphics terminal, and a 
storage device. Digital plotters, channel selectors, printers, hard 
copy units, and other accessories can be interfaced, and the operation 
of the overall system can be coordinated through a host computer to 
enhance its capability. 
The selection of hardware for a particular application should address 
specific objectives as well as hardware capabilities. Software 
selection is equally important. Proper selection is difficult unless 
the underlying theory is understood. In particular, determination of 
transfer functions via FFT analysis; extraction of natural 
frequencies; modal damping ratios. and mode shapes from transfer 
function data; and the construction of mass, stiffness, and damping 
matrices from modal data should be considered. Four commercially 
available modal analysis systems are considered in a comparative 
evaluation. 
The work of Walter and Nelson98 deals with limitations encountered in 
measuring the dynamic characteristics of structural systems. 
Structural I oadi ng and response are measured by transducers that are 
characterized by multiple resonant frequencies where peaks occur in 
the magnification factor of their transfer function. 
The transfer function of a transducer is the ratio of the Fourier 
transform of its output to the Fourier transform of the input causing 
that output. The magnification factor of the transfer function of a 
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transducer is the factor by which its zero-frequency response must be 
multiplied to determine the magnitude of its steady state response at 
any given frequency. 
A survey of modal analysis applications is presented by Snoyes, 
Roesems, Vandeurzen and Vanhonacker99. In this paper, cases are 
described where experimentally determined modal parameters are used to 
identify, to compare, or to evaluate some particular dynamic 
characteristics of a structure, a component, or a material. The use 
of the modal parameters in experimental structural models to predict 
mathematically the effect of structural modifications on the dynamic 
behaviour is shown to be very promising. 
Following a brief view of the discrete Fourier transform (DFT) method 
of analYsing the dynamic response of linear structures, the 
limitations and principal sources of potential inaccuracies of this 
approach are identified, by Veletsos and VenturalOO, and an evaluation 
is made of the nature and magnitudes of the errors that may result. 
Two versions of a modification are then presented which improve the 
efficiency of the DFT procedure, and the relative merits of the two 
techniques are examined. The concepts involved are developed by 
reference to single degree of freedom systems, and they are 
illustrated with the aid of judiciously selected numerical solutions. 
The accuracy of the frequency response measurement obtained using 
impact excitation and a fast Fourier transform based spectrum analyser 
has been investigated by Cawleylol. It has been shown that with 
impact excitation, provided the impacts are reproducible and the noise 
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level is low, the coherence estimates obtained from the analyser are 
unity, irrespective of the frequency resolution employed. Hence the 
H, (Sxy/S. xx) and H2 (SYY/Sxy*) frequency response function estimates 
are identical. However, these frequency response function estimates 
are affected by a lias error caused by inadequate frequency resolution 
so unity coherence does not necessarily imply accurate results. 
2.6 ANALYTICAL AND EXPERIMENTAL MODELLING 
Melosh102 presents the results of a study of the accuracy/computer- 
resources relation as a function of the modelling parameters. He 
defines the modelling problem, reviews the state-of-the-art of 
modelling, explains the effects of the modelling parameters and 
examines optimum modelling. The report displays the relation between 
accuracy and the number of nodes for various stiffness and mass models 
and for the full spectrum of nodal arrangements. Evaluations of the 
Rayleigh quotient, using exact modal shapes, furnish measures of 
errors in the eigenvalues. Comparison with the number of calculations 
for exact analysis characterizes the relative computer resources 
involved using different models. 
The SAE Aerospace Technology Conference proceedings'03 contains 10 
papers presenting discussion on topics in structural dynamic testing 
and analysis. These topics include analytical and experimental 
formulation of dynamic models, system identification, analysis of 
empirical data, damping, and eigenvector relationships for vibration 
of damped systems. A model assurance criterion is used to compare 
experimental and analytical structural dynamics. 
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The application of analytical and experimental techniques to the 
solution of structural dynamics problems is reviewed by Schmidtberg 
and Pa1104. Analytical techniques include the development of a modal 
model based on lumped parameter systems and finite element methods. 
Experimental techniques involve the extraction of modal parameters by 
dynamically testing the actual structure. The modal model is 
developed through curve fitting of the experimental data. 
A technique is presented, by IbrahimlO5, to use a set of identified 
complex modes together with an analytical mathematical model of a- 
structure under test to compute improved mass, stiffness and damping 
matrices. A set of identified normal modes, is used in the mass 
orthogonality equation to compute an improved mass matrix. The 
improved mass matrix, the measured complex modes, and the higher 
analytical modes are then used to compute the improved stiffness and 
damping matrices. 
The number of degrees of freedom of the improved model is limited to 
equal the number of elements in the measured modal vectors. A 
simulated experiment shows considerable improvements, in the systems 
analytical dynamic model, over the frequency range of the given 
measured modal information. 
The article, by Good and Macioce106 , demonstrates a method 
for 
improving the correlation of dynamic analysis results from modal 
testing and finite element analysis. The method is based on a 
perturbation of the joint properties of the structure within the 
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finite element model and maximizing a calculated correlation 
coefficient between the two sets of eigenvalues and eigenvectors. 
2.7 OTHER LITERATURE ON DYNAMIC ANALYSIS 
2.7.1 METHODS 
Bolton107 describes how by separating a vibration problem into two 
distinct parts, one concerned only with the spring force in the 
structure and the other only with the inertial forces imposed by the 
mass carried, calculations can be used to solve fairly complex 
structures. The method is based on the simple formula for the 
frequency of vibration of a mass hanging on a spring and shows that it 
is possible to reduce the difficulty of structural problems until mere 
hand calculations will give sufficiently accurate values for use in 
design. The method finds the lowest natural frequency, or the 
frequency of any other mode shape chosen by an engineer, including the 
cases of partial or sway vibrations. 
High frequency flexural vibrations of thick rectangular bars and 
plates are computed by Nelson108. With the Timoshenko equation for 
the bar and the Mi ndl in equati on for the pl ate Bol oti nIs sol uti on 
fitting technique is employed to provide estimates of natural 
frequencies and approximate modal shapes for finite bars and plates. 
Unlike Bolotin's boundary region solutions, which satisfy only the 
Eul er-Bernoul 1i equation in the case of the beam and the Lagrange 
equation in the case of the plate, the solutions adopted satisfy the 
Timoshenko equation for the bar and the Mindl in equation for the 
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plate. Computed natural frequencies of thick bars show excellent 
agreement with known exact solutions for thick beams in which the 
effect of shear and rotary inertia are taken into account. Exact 
solutions for thick plates could be found only for plates with simply 
supported edges. Excellent agreement is obtained with known solution 
for this case, but comparisons with finite layer solutions for plates 
with other boundaries show some discrepancies. 
Dyrbye109 proves that for the class of structures which have sine- 
waves as mode shapes, a lumped mass approximation with equal masses in 
equally spaced joints has the property that its eigenvectors coincide 
with the mode shape functions of the continuous structure. The 
eigenfrequencies in the system with lumped masses are less than the 
corresponding eigenfrequencies in the distributed mass system. 
Formulas for eigenfrequencies are given for simply supported beams 
with shear deformation as only the secondary effect and for a 
stretched string. Numerical values are given in tables. 
A method of analysis is developed, by Kukreti and Feng"O, for 
determining transient responses of large structural systems subject to 
changes of structural components. A dynamic structural system is 
divided into two subsystems: the support that remains unaltered an is 
subject to external excitations, and the branch that is liable to 
change and on which external excitations may be acting. A distinctive 
feature of the method is the use of specified sets of generalized 
modal displacement functions or mode shapes for each subsystem. 
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This enables incorporation of the modal properties of the alternative 
subsystem without having to re-establish the entire system modal 
properties in each new analysis. The method is shown to give 
transient response results comparable with the conventional integrated 
system analysis. 
It is also shown that approximations due to modal truncation are the 
same as component mode substitution method. 
A method of combining modal responses in the response spectrum method 
of analysis is presented by Gupta and Chen111. It is shown that the 
response spectrum method in conjunction with Gupta's method of modal 
combination gives results which are very close to those obtained from 
the time-history analysis. It is also suggested that Gupta's method 
gives results which are more accurate than other methods of modal 
combination. 
Clarkson and Pope112 present experimental determinations of vibration 
parameters required in the statistical energy analysis method. In the 
high frequency range of vibration the energy method provides one of 
the convenient ways of estimating vibration levels in structural 
components. The dynamic characteristics of the structure are 
described in terms of the modal densities, dissipation loss factors 
and coupling loss factors of the component parts. Theoretical and 
semiempirical results are available for some typical components. This 
paper describes the development of indirect methods for the 
experimental determination of these three parameters. Where 
theoretical results are available the experimental results show 
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reasonable agreement. 
are described. 
The results of tests on a range of components 
Patnaik and Yadagirill3 extend the integrated force method (IFM) to 
vibration analysis of structures, with the concept of force mode shape 
used as the primary analysis variable. The potential of IFM to 
simplify structural design under frequency constraint is illustrated. 
Frequency analysis by IFM is illustrated by taking examples such as a 
spring mass system, a truss, a beam and a plate. The necessity to 
develop an energy expression for IFM is pointed out. 
WuI14 presents a variational formulation which treats initial value 
problems and boundary problems in a unified manner. The basic 
ingredients of this theory are (1) adjoint variable and (2) 
unconstrained variations. it is an extension of the finite element 
unconstrained variational formulation used in solving several non- 
conservative stability problems. 
extension possible is described. 
forced vibration problem. 
The technique which makes this 
These formulations are given for a 
Numerical calculations in conjunction with finite elements for two 
specific examples are obtained and compared with known exact 
sol uti ons. 
The dynamics of modular structures is approached, by Arduini115 9 by 
means of the discrete Fourier transform. This method, applied to a 
structure with N bays and a ring type boundary conditions, leads to N 
uncoupled systems of the size of a single bay. For other boundary 
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conditions, it leads to a spectrally resolved eigenproblem, that is a 
form whose domi nant terms in each fi el d of frequency are evi denced. 
Approximate reduced models in narrow frequency fields can therefore be 
generated by using the spectral condensation technique. The method 
can be applied with general boundary conditions, but the paper deals 
mostly with the clamped edges boundary condition and shows that 
numerical advantages can be obtained, particularly for large space 
structures. 
A method is developed and illustrated, by Berman and Wei116, which 
finds minimum changes in analytical mass and stiffness matrices to 
make them consistent with a set of measured normal modes and natural 
frequencies. The corrected model will be an improved base for studies 
of physical changes, changes in boundary conditions, and for 
prediction of forced responses. Features of the method are: efficient 
procedures not requiring solutions of the eigenproblem; the model may 
have more degrees of freedom than the test data; modal displacements 
at all the analytical degrees of freedom are obtained; the frequency 
dependence of the coordinate transformations are properly treated. 
The method has been applied to the LDEF (long duration exposure 
facilitY) structure using several combinations of modes. The changes 
found were generally within the limits of the uncertainties in the 
analytical model . 
Iwankiewicz and Sobczyk117 present a systematic analysis of the 
dynamic response of linear continuous structures to randomly arriving 
impulses. A counting (or point) process characterizing the considered 
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stream of impulses is described by the product density functions of 
degree one and two. By making use of a normal mode approach and 
assuming specific forms for the product densities (characterizing the 
expected arrival rate of the impulses and their correlation) the 
formulae for the variances and cross-covariances of modal responses 
are derived. The variance of the plate response is obtained and 
discussed for different practical situations and the results are shown 
graph i cal 1 
2.7.2 SUBSTRUCTURING 
A method and computer program description for parametric variations in 
dynamic substructure analysis are described by Berman and 
Giansante118. The method models the individual components of a 
system, forms the system interface coordinates and calculates the 
system dynamic response at particular frequencies. 
An example of the application of the method for prediction of the 
dynamic response characteristics and a comparison of results with test 
data is also included. 
Ookuma and Nagamatsu119 propose a substructure synthesis method. A 
total structure is divided into some components. The characteristic 
matrices (the mass, the damping and the stiffness matrices) of reduced 
degrees of freedom are identified for each component theoretically or 
by vibration tests. The identified characteristic matrices of all 
components are composed to make a reduced equation of motion of the 
total structure. The characteristic matrices of each component are 
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identified using Guyan's reduction, an identification from the modal 
parameters. The vibration of a model structure composed of three 
triangular plates is calculated by substructure synthesis methods, and 
the results are compared with the calculated result by direct use of 
the finite element method. 
A substructure synthesis method for the dynamic simulation of complex 
structure, where the structures consist of an assemblage of discrete 
substructures is presented by Meirovitch and Hale120. An analogy 
between distributed and discrete structure is invoked. To stimulate 
the motion of discrete substructure, the concept of "admissible 
vectors" is introduced, where admissible vectors represent the 
discrete counterpart of admissible functions for distributed 
substructures. 
The individual substructures are forced to act as a whole structure by 
imposing certain geometric compatibility on internal boundaries shared 
by any two substructures. A numerical example illustrating the method 
is presented. 
Dynamic analysis of periodic structures is simplified by Leung121. He 
showed that the natural vibration analYsis of a periodic structure 
with repeated identical substructures may be simplified by using some 
symmetrical properties of the substructure dynamic matrices, resulting 
in a set of linear difference equations in the displacements. These 
equations are readily solved for cyclic symmetric systems, simply 
supported systems and infinite systems. 
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It is shown that the order of the overall frequency equations is at 
most equal to one half of the total number of degrees of freedom 
retained for a single substructure regardless of the number of 
substructures in the system. With these natural modes, the system 
with general boundary conditions at end stations is analysed by a fast 
converging method. 
A method for dynamic structural analysis with substructures and the 
subspace iteration is developed by Arora and Naguyen122. The method 
does not use component mode synthesis concepts. Therefore 
eigenproblem for each substructure is not solved. The method uses 
only substructural stiffness matrices and the mass matrix for each 
finite element of the system. The mass matrix for the entire 
structure or any of its substructures need not be computed. However, 
efficiency of the method is improved when mass matrix for the entire 
structure is computed and saved in the computer core. Unlike 
component mode substitution methods, no approximating assumptions are 
made. Thus, natural frequencies and mode shapes for the finite 
element model employed are the same with or without the substructuring 
algorithm. 
Bertram and Conrad123 present the application of two modal-synthesis 
methods to dynamic qualification procedures for spacecraft structures. 
Both methods - the modal-correction method and the modal-coupling 
procedure - use measured modal data. Emphasis is placed on describing 
experience gained in applying these methods. In particular, 
information on test-data requirements is presented, and the influences 
of measuring errors and mode truncation are outlined. It is shown how 
-60- 
the coupling analyses can be improved by precise consideration of the 
coupling conditions in substructure tests and in calculations. 
Silas124 presents some problems of the vibration analysis of complex 
structures by the substructure vibration testing. The structure is 
dynamically isolated in a free-free mode and the excited force is 
applied in a single point of the structure. By modal analysis of the 
structure response both rigid body and elastic natural modes are 
separated. 
2.7.3 VISCOELASTIC SYSTEMS 
An approximate series solution for the response of linear, time- 
invariant systems to sinusoidal inputs with varying frequency is 
presented by Sung and Stevens125. The solution is expressed in terms 
of the time dependent frequency and its time derivatives and the 
system transfer function and its derivatives with respect to 
frequency. The solution is developed for single degree of freedom 
systems and then extended to multiple degree of freedom and continuous 
systems. Accuracy of the solution is demonstrated by applying it to 
an example problem of a simple linear oscillator with a linear 
frequency sweep and comparing1the results with those obtained by 
numerical integration of the equation of motion. Application of the 
method to continuous systems is illustrated by the example of a 
viscoelastic cantilever beam subjected to a sinusoidal base motion 
with logarithmic frequency sweep. 
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The energy losses in detachable coatings with a layer of vibration- 
absorbing material are investigated, and the loss factor is 
calculated, by Mett and Tartakovskii126. It is shown that the losses 
due to internal friction of the viscoelastic layer are much greater 
than the losses due to surface friction and air flow in the 
microcavities between layers. The friction coefficient associated 
with alternating sliding is determined experimentally. Equations are 
given for calculating the exact and approximate values of the loss 
factor. 
Pedersen127 gives a review of the development of the methods of 
calculations previously used for the analysis of the viscoelastically 
damped sandwich structures. The advantages and disadvantages of the 
different methods are discussed, and this discussion ends with a 
proposal to use the Finite Element Method instead and thereby achieve 
greater flexibility as regards geometry, boundary conditions and 
loading conditions. A linear, viscoelastic material model is 
developed to represent the materials used in the sandwich structures. 
The model formulated is used to analyse viscoelastically damped 
sandwich beams, and the influence of different parameters is 
illustrated. 
A comprehensive theory is formulated, by Strenkowski and Pilkey128 9 
for the dynamic response of structural members with a constitutive 
rel ati on in the f orm of a heredi tary i ntegral .A modal approach 
is 
taken to uncouple the response due to an arbitrary excitation force 
and general non-homogenous surface tractions. The result of this 
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theory is a general set of formulas which may be used for both 
nonself-adjoint and self-adjoint systems of governing equations of 
motions. This general formulation is applied to a viscoelastic 
circular plate. 
2.7.4 PROGRAMMING 
Jezequell29 proposes three identification procedures which can be 
programmed on a microcomputer. The first of these methods uses an 
analytical extension of the transfer function, the second method uses 
a special integral transformation based on the Cauchy-Weierstrass 
theorem and the last method uses orthogonal ization of the experimental 
displacement shapes by the Ritz-Galerkin procedure. These methods are 
shown to allow rapid detection of the modal parameters. They are 
applied to identical structure models in this study. 
Optimum structural design by the modal analysis is discussed, by 
Nagamatsu, Iwamoto and Fujita130, explaining two methods for 
estimating the necessary extent of structural modification to achieve 
a required change in natural frequency. A software program for this 
dynamic modification is made and applied to some model specimens. The 
results are compared with the experimental results and the calculated 
results by the finite element method. 
131 The objective of the effort, by Chen and Wada , is to investigate 
methodologies to reduce the cost of evaluating changes in dynamic 
loads when small modifications are made in the structure. A matrix 
perturbation technique has been developed to calculate the dynamic 
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responses of a structural system that has been modified from the 
original design. The calculation is based on the results of the 
original design and the assumption that the structural modification is 
small. The advantages of the method is an update of the dynamic 
response caused by design changes without performing an entire 
analysis. This procedure is suggested to be used in a design load 
analysis cycle in which the structural design is subject to frequent 
changes. A sample problem is given to demonstrate the validity of the 
technique. 
Gossmann and Krings132 discuss two step-by-step formulations for modal 
calculation. One of them is of more theoretical interest, the other 
is recommended for practical calculations for multi -degree-of -freedom 
systems because it is efficient in computing time. The first is 
formul ated for the whol e system the 1 atter for each mode. Li kewi se a 
combination of the method of modal analysis and the Laplace 
transformation is established. The numerical calculation of the 
Laplace transformation is done by using the algorithm of the Fast 
Fourier transformation. The advantages of the different formulations 
for numerical calculations are discussed. 
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CHAPTERTHREE 
THEORETICAL TECHNIQUES 
3.1 INTRODUCTION 
The purpose of this chapter is to present methods for analysing the 
stresses and deflections developed in a structure when it is subjected 
to a dynamic loading. The objective is considered to be the extension 
of standard methods of structural analysis, which are concerned with 
static loading, to allow consideration of dynamic loads as well. 
The static and dynamic methods of analysis are fundamentally different 
in character. The static-loading condition may be looked upon as a 
special form of dynamic loading, however, in the analysis of linear 
structures it is convenient to distinguish between the static and the 
dynamic components of the applied loading, to evaluate the response to 
each type of loading separately, and then to superpose the two 
response components to obtain the total effect. 
The term dynamic is defined as time-varying, therefore a dynamic load 
is a load of which the magnitude, direction, varies with time. 
Similarly, the structural response to a dynamic load is also dynamic. 
In general, the structural response to a dynamic loading is expressed 
basically in terms of displacements of the structure. Thus the 
analysis leads to a displacement-time history corresponding to the 
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prescribed loading history, other structural response components such 
as velocities, accelerations, stresses, strains, internal forces, etc, 
are obtained as a secondary phase of the analysis, from the 
established displacement pattern. 
For the numerical solution of a structural problem it is necessary to 
establish and solve algebraic equations that govern the response of 
the system. Using the finite element method on a digital computer, it 
becomes possible to establish and solve the governing equations for 
complex problems in a very effective way. It is mainly due to the 
generality of the structure that can be analysed, as well as the 
relative ease of establishing the equations that the finite element 
method has found wide appeal. 
3.2 CHARACTERISTICS OF A DYNAMIC PROBLEM 
A structural dynamic problem differs from its static loading 
counterpart in two important aspects. The first difference is time- 
varying nature of the dynamic problem, a dynamic problem does not have 
a single solution, as a static problem does; instead a succession of 
solutions corresponding to all times of interest in the response 
history must be established. Therefore, a dynamic analysis is more 
complex and time consuming than a static analysis. A more fundamental 
distinction between static and dynamic problems is illustrated in 
Fig. 3-1. If a simple beam is subjected to a static load p, as shown 
in Fig. 3-1a, its internal moments, shears and deflected shape depend 
upon the given load and can be computed from p by the principles of 
force equilibrium. If the load p(t) is applied dynamically, as shown 
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in Fig. 3-1b, the internal moments and shears in the beam must 
equilibrate not only the externally applied force but also the inertia 
forces resulting from the accelerations of the beam. 
In general, if the inertia forces represent a significant portion of 
the total load equilibrated by the internal elastic forces of the 
structure, then the dynamic character of the problem must be accounted 
for in its solution. On the other hand, if the motions are so slow 
that the i nerti af orces are negl i gi bl y smal 1. the anal ysi s may be made 
by static structural-analysis procedures although the load and 
response may be time varying. 
3.3 METHODS OF DISCRETISATION 
3.3.1 LUMPED MASS PROCEDURE 
The analysis of the dynamic system of Fig. 3-1b is complicated because 
the inertia forces result from structural displacements which in turn 
are influenced by the magnitudes of inertia forces. This can be 
attacked directly only by formulating the problem in terms of 
differential equations. Furthermore, because the mass of the beam is 
distributed continuously along its length, the displacements and 
accelerations must be defined for each point along the axis. This 
means that the analysis must be formulated in terms of partial 
differential equations because the position along the span as well as 
the time must be taken as independent variables. 
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The analytical problem would be simplified if the mass of the beam 
were concentrated in a series of discrete points (lumps), as shown in 
Fig. 3-2, because inertia forces could be developed only at these 
points and it would be necessary to define the displacements and 
accelerations only at these discrete points. 
If the system of Fig. 3-2 were constrained so that the three mass 
points move only in a vertical direction, this would be called a three 
degree of freedom system. On the other hand, if these masses had 
finite rotational inertia, the rotational displacements of the three 
points would also have to be considered and the system would have six 
degrees of freedom. The system would have nine degrees of freedom if 
axial distortions of the beam also were significant. More generally, 
if the structure could deform in three dimensional space, each mass 
would have six degrees of freedom and the system would have eighteen 
degrees of freedom. 
On the basis of the above considerations, a system with continuously 
distributed mass, as in Fig. 3-lb, has an infinite number of degrees 
of freedom. 
3.3.2 GENERALIZED DISPLACEMENTS 
In cases where the mass of the system is quite uniformly distributed, 
however, an alternative approach to limiting the degrees of freedom 
may be used. This procedure is based on the assumption that the 
deflected shape of the structure can be expressed as the sum of a 
series of specified displacement patterns. The trigonometric series 
representation of the deflection of a simple beam is an example of 
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this approach to expressing deflections in a structure. The 
deflection may be expressed as the sum of independent sine wave 
contributions, as shown in Fig. 3-3, in mathematical form, 
(X) =_ bn s in n 7rx 
n=l L 
(3-1) 
In general , any arbitrary shape compatible with the prescribed support 
conditions can be represented by an infinite series of such sine wave 
components. The advantage of this approach is that a good 
approximation to the actual beam shape can be achieved by a series of 
sine wave components; thus a three degree of freedom approximation 
would have only three terms in the series, etc. 
Any shapes 4)n(x) which are compatible with the prescribed geometric 
support conditions and which maintain the continuity of internal 
displacements may be assumed. Therefore, a generalized expression for 
the displacements of any one dimensional structure might be written 
vW=x Zn 4)n (x) (3-2) n 
For any assumed set of displacement function wn (x), the resulting 
shape of the structure depends upon the amplitude term Zn, which is 
referred to as generalized coordinates. The number of assumed shape 
patterns represents the number of degrees of freedom. 
Better accuracy can be achieved in dynamic analysis for a given number 
of degrees of freedom by using the shape function method of 
idealisation than by the lumped mass approach. However, greater 
computational effort is required for each degree of freedom when such 
generalized coordinates are employed. 
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3.3.3 THE FINITE ELEMENT CONCEPT 
The displacements of any given structure in terms of a finite number 
of discrete displacement coordinates may be expressed by the finite 
element method of analysis. This approach provides a convenient and 
reliable idealisation of the system under consideration and is 
effective. in digital computer analyses. 
The first step in the finite element idealisation of any structure, 
e. g., the beam shown in Fig. 3-4, involves dividing it into a number 
of elements as shown. The ends of the elements, at which they are 
interconnected, are called nodal points. The displacements of these 
nodal points then become the generalized coordinates of the structure. 
These generalized coordinates express the deflection of the complete 
structure by means of a set of assumed displacement functions, using 
an expression similar to Eq. (3-2). In this case the displacement 
functions are called interpolation functions because they define the 
shape between the specified nodal displacements. 
For example, in Fig. 3-4 are shown the interpolation functions 
associated with the two degrees of freedom of point 3. which produce 
transverse displacements in the plane of the figure. 
These interpolation functions could be any curve which is internally 
continuous and which satisfies the geometric displacement conditions 
imposed by the nodal displacements. 
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The displacement functions used in this procedure satisfy the 
requirements mentioned in the preceding sections. Hence coordinates 
used in the finite element method are a special form of generalized 
coordinates. The advantages of this special procedure are: 
1. By dividing the structure into an appropriate number of 
segments, any desired number of generalized coordinates can be 
introduced. 
2. Computations are simplified because the displacement functions 
chosen for each segment may be identical. 
3. The equations which are developed by this approach are largely 
uncoupled because each nodal displacement affects only the 
neighbouring elements; therefore the solution process is 
greatly simplified. 
In general, the finite element approach provides the most efficient 
procedure for expressing the displacements of a structural 
configuration by means of a discrete set of coordinates. 
3.4 FORMULATION OF THE EQUATION OF MOTION 
The equations of motion of a structure are the mathematical 
expressions defining the dynamic displacements. The solution of these 
equations of motion provides the displacement histories of the 
structure under consideration. 
-71 - 
The essential properties of any linear elastic structural system 
subjected to dynamic loads include its mass, its stiffness, its 
damping, and the external loading. A sketch of a simple single degree 
of freedom system is shown in Fig. 3-5a. 
The mass m of this system is represented in the rigid block. Rollers 
constrain this block so that the single displacement u completely 
defines its position. The weightless spring of stiffness k provides 
the elastic resistance, while the energy-loss mechanism is represented 
by the damper c. The external -loading producing the dynamic response 
of this system is the time varying load p(t). 
3.5 METHODS OF FORMULATION 
3.5.1 DIRECT EQUILIBRIUM 
There are three procedures of deriving the equation of motion for the 
system of Fig. 3-5a. For this simple case, it is formulated by 
directly expressing the equilibrium of all forces acting on the mass. 
As shown in Fig. 3-5b, the forces include the applied load p(t) and 
three forces resulting from the motion, inertia fjp damping fD, and 
the elastic force fsd, Thereforeq the equation of motion is an 
expression of the equilibrium of these forces, as follows 
fI + fD + fs P (t) (3-3) 
The forces represented on the left side of this equation are functions 
of the displacement u or of its derivatives. 
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First the elastic force is given by the product of the spring 
stiffness and displacement 
fS = ku 
The inertia force is the product of the mass and the acceleration 
M6 
(3-4a) 
(3-4b) 
Finally, the damping force is the product of the damping constant c 
and the velocity 
fD = (3-4c) 
Introducing Eqs. (3-4) into Eq., (3-3). the equation of motion of this 
single degree of freedom system may be written 
mU + c6 + ku =p (t) 
3.5.2 VIRTUAL WORK ANALYSES 
(3-5) 
The principle of virtual displacements may be expressed as follows. 
If a system which is in equilibrium under the action of a set of 
forces is subjected to virtual displacementg the total work done by 
the forces will be zero. 
If the mass in Fig. 3-5b is given a virtual displacement au, the 
forces wi 11 each do work. The total work done by the system can then 
be written 
- fI Au - fD Au - fS Au + P(t) Au z" 0 
(3-6) 
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Substituting Eqs. (3-4) into Eq. (3-6) and factoring out au then 
leads to 
[- MU - c6 - ku + p(t)] Au = (3-7) 
Si nce au is not zero , Eq. (3-7) can be put in the form of Eq. (3-5). 
3.5.3 HAMILTON'S PRINCIPLE 
Hamilton's principle states that the variation of the kinetic and 
potential energy plus the variation of the work done by the 
nonconservative forces considered during any time interval tl to t2 
must equal zero. This can be expressed as 
ti 
f 
t2 
A (T-V) dt +t 
t2 
AWnc dt =o (3-8) 
where T= total kinetic energy of system 
V= potential energy of system, including both strain energy 
and potential of any conservative external forces 
Wnc = work done by nonconservative forces acting on system, 
including damping and any arbitrary external loads 
A= variation taken during indicated time interval. 
The kinetic energy of the system is given by 
M62 (3-9a) 
whereas the potential energy, which represents the strain energy of 
the spring, is given by 
El ku 
2 (3-9b) 
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The damping force fD and the applied force p(t) are the 
nonconservative forces acting on the system. The variation of the 
work done by these forces may be expressed 
&Wnc = P(t) Au - cÜ Au (3-9c) 
Introducing Eqs. (3-9) into Eq. (3-8). Performing the variation of 
the first term, and rearranging leads to 
t2 
[MU &6 - C6 au - ku au + p(t) aul dt =0 (3-10) 
ti 
The first term of Eq. (3-10) can be integrated by parts, as follows: 
t2 
mü üü dt = mü au 
t2 
_ 
t2.. 
t 
ti 
f 
t1 
] 
ti 
f mu au d 
noting that a6 =d (au)/dt. 
The first term on the right side of Eq. (3-11) equals zero, because, 
it is assumed in Hamilton's principle that the variation au vanishes 
at the limits of integration tj and t2, 
Substi tuti ng Eq. (3-11 )i nto Eq - (3-10) , the resul ti ng equati on is 
t2 
[- m6 - c6 - ku + p(t)] au dt =0 
tif 
(3-12) 
and since the variation au is arbitrary, Eq. (3-12) can be satisfied 
if the expression in brackets vanishes. This can then be put in the 
form of Eq. (3-5). 
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3.6 SOLUTION OF EQUILIBRIUM EQUATIONS IN DYNAMIC ANALYSIS 
The equations of equilibrium which govern the linear response of a 
system of finite elements 
MU + CU + KU 
where 
Mt C, and K are the mass, damping, and stiffness matrices 
(3-13) 
0,0, 
and U are the acceleration, velocity, and displacement vectors 
and P is the external load vector. 
Equation (3-13) has been derived for a single degree of freedom system 
from considerations of statics at time t (section 3.5); i. e, (3-13) 
may be written 
F, (t) + FD (t) + Fs (t) = P(t) 
where 
(3-14) 
the inertia forces of the finite element assemblage, F, (t) = MU, the 
damping forces, FD(t) = CO, and the elastic forcesq Fs(t) = KU, all 
these forces are time dependent. 
Eqs. (3-13) represents a system of linear differential equations of 
1339134 the second order If the order of the matrices is large, 
unless, certain advantage of the special characteristics of the 
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coefficient matrices K, C, and M is taken, the solution of the system 
can be very expensive. In finite element analysis, the main interest 
is in few effective methods which will be discussed in the next 
sections. 
The procedures proposed for the solution of the equilibrium equations 
in dynamic analysis are divided into two methods of solutions: direct 
integration and mode superposition. 
3.6.1 DIRECT INTEGRATION METHODS 
In these methods the equations in (3-13) are integrated using a 
numerical step by step procedure. 
Direct integration is based on two ideas. First the general equation 
of motion (3-13) is aimed to be satisfied at discrete time intervals 
At apart. The second idea is that a variation of displacements, 
velocities, and accelerations within each time interval At is 
assumed. The solution to (3-13) is required from time o to time T. 
The time span, T, is subdivided into n equal time intervals, At 
(i. e., At = T/n), and the integration scheme establishes an 
approximate solution at times o. Atq 2 Atq 3 Atqoe***etq t+ 
Atq T. The algorithms are derived by assuming that the solutions 
at times o, At, 2 At9 ..... t are known and that the solution at time 
t+ At is required next. Commonly used direct integration methods 
are: 
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3.6.1.1 THE CENTRAL DIFFERENCE METHOD 
The central difference procedure is very effective in the solution of 
I 
some problems133. In this method, it is assumed that 
tü 1 [t- AtU - 2tU + 
t+AtU3 (3-15) 
, ät2 
tü 
-1 
(-t- Atu + t+ Atu) (3-16) 2 -at 
Considering (3-13) at time t. the displacement solution for time 
t+ at is obtained, 
MtU +C tU +K tU = 
tP (3-17) 
The relations for tU and tO in (3-15) and (3-16) are substituted into 
i. e., 
1M1C) t+ AtU = tP - 
(K- )t 
At2 2M 
U + TAt At 
1 
el 
mic) t- At 
At r_ 2 At 
from which t+ AtU can be found. 
(3-18) 
This integration procedure is called an explicit integration method. 
The calculation of t+ atU involves tu and t- atu. 
To calculate the solution at time at, a special starting procedure 
has to be used. 
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With OU and 00 known, 00 can be calculated using (3-13) at time o; the 
relations in (3-15) and (3-16) are used to obtain - AtUq 
At ui oui - at 00i + &t2 00i -r 
where (i) indicates the ith element of the vector considered. 
The advantage of using the central difference method is that 
(3-19) 
calculations of stiffness and mass matrices of the complete element 
assemblage are not needed, hence the solution is carried out on the 
element and little high speed storage is required. 
The shortcoming of the central difference method is that its 
effectiveness depends on the use of diagonal mass matrix and the 
neglect of the damping forces. Consequently the benefits of 
performing the solution on the element level are preserved. 
A very important consideration in the use of this scheme is that it 
requires that the time step at is smaller than a critical value, 
Atcr ,i. e. 
Atcr Tn 
ir 
(3-20) 
where Tn is the smallest period of the finite element assemblage with 
n degrees of freedom. 
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3.6.1.2 THE HOUBOLT METHOD 
In the Houbolt integration method, the following finite difference 
expansions are employed135: 
t+ Ato [2 t+ AtU -5 
tU +4 t- AtU - 
t-2AtU] 
, &t2 (3-21) 
and 
t+ Ato =1[ 11 t+ at U- 18 tU +9 t- AtU -2 
t-2 atU] 
-6 -At (3-22) 
To obtain the solution at time t+ Atq (3-13) is considered at time 
t+ at, whic gives 
AtO +C t+ AtO +K t+ AtU = 
t+ AtP (3-23) 
Eqs. (3-21) and (3-22) are substituted into (3-23). After arranging 
all known vectors on the right hand side, the solution of t+ AtU is 
obtained, 
11 C+ K) t+ AtU = t+ AtP 
6 at 
M+3 C) tU 4M+3 C) t- AtU 
at at2 2 at 
IM+1 C) t-2, &tU 
At2 (3-24) 
It can be seen that the solution of t+ AtU requires the knowledge of 
t U9 t- AtU, and t-2 AtU. The equation of equilibrium (3-13) is 
integrated for the solution of '&tU and 2 atU using a different 
integration scheme such as the central difference method. 
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The Houbolt method is an implicit integration scheme, because in (3- 
23) equilibrium is considered at time t+ At and not at time t as in 
the central difference method. In this integration scheme, there is 
no critical time step limit and At can be selected much larger than 
given in (3-20) for the central difference method. 
3.6.1.3 THE WILSON 8 METHOD 
The acceleration is assumed to be linear from time t to time t+ eat 
where eýý1.0, (Fig. 3-6). 136When 8=1.0, the scheme reduces to the 
linear acceleration method. 
For the time interval t to t+ OAtj it is assumed that 
t+ tu 
+ 'r (t+ 
eAt t 
eAt 
where T is the increase in time, oý5 T: s eAt 
Integrating (3-25), the following equations are obtained 
t+ -T u= tu + tu T+ T2 
(t+eAtU - 
tU) 
7-8 At 
and 
t+ Tu = 
tu + tuT +1 
tU r2 +1r3 (t+eütü - 
tU) 
At 
(3-25) 
(3-26) 
(3-27) 
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At time t+ @At, 
t+OAtu = tü + (t+eütü + tü) (3-28) 
t+GütU = tU + gat tU + 92ßt2 
(t+OAtÜ 
+2 tÜ) (3-29) 
6' 
t+'9'atO and t+OAtU in terms of t+'8"tU can be solved for as follows 
t+IBAto 
6 (t+eAtu - 
tu) 
-6 
tO 
-2 
tO (3-30) 
92 &t2 OAt 
and 
t+GAtu 3 (t+OatU - 
tU) 
-2 
tU 
- eüt 
tU (3-31) 
0 at' 2 
To obtain the solution for the displacements velocities, and 
accelerations at time t +At , the equilibrium equations (3-13) are 
considered at time t+ eat. 
M t+9"tO +C 
t+'BAtU 
+K 
t+eAtU 
= t+eAtP' 
where 
t+qAtp, 
=tp+8 
(t+ at p-t P) 
Eqs. (3-30) and (3-31) are substituted into (3-32) to obtain an 
(3-32) 
(3-33) 
equation from which t+e'tU can be solved. 
t+e&tU is then substituted 
into (3-30) to obtain t"AtO, which is used in (3-25), (3-26). and (3- 
27), all evaluated at 'r = at to calculate 
t+ Atbq t+ AtO and t+ AtU. 
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The Wilson a method is also an implicit integration method. 
It can be noted that no special starting procedures are needed in this 
method, since the displacements, velocities and accelerations at time 
t+ at are expressed in terms of the same quantities at time t only. 
3.6.1.4 THE NEWMARK METHOD 
In the Newmark integration scheme, it is assumed that137: 
t+ Atü = tu +E (1 -5) 
tü +5 t+ Atü] ät 
t+ 'ätU = tu + tÜ At +E (0.5 -a) 
tÜ +a 
t+ Atü] at2 
The parameters a and 6 can be determined to obtain integration 
(3-34) 
(3-35) 
accuracy and stability. Newmark proposed as an unconditionally stable 
scheme the con stant-average-accel erati on method, in which case 5=I 
and a=I. This is illustrated in Fig. 3-7. 
For solution of the displacements, velocities and accelerations at 
time t+ at, the equilibrium equations (3-13) at time t+ At are also 
considered: 
M t+AtO +C 
t+&tO +K t+AtU = 
t+At P 
Solving from (3-35) for t+ AtO in terms of t+ AtU, and then 
(3-36) 
substituting for t+ AtO into (3-34 )9 equations for 
t+ AtO and t+ AtO 
are obtained, each in terms of the unknown displacements 
t+ AtU only. 
These two relations for 
t+ AtU and t+ At6 are substituted into (3-36) 
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to solve for t+ AtU, after which, using (3-34) and (3-35), t' AtO and 
AtO can also be calculated. 
3.6.2 MODE SUPERPOSITION 
Direct integration schemes can be expected to be effective when the 
response for a relatively short duration is required. This is due to 
the fact that the number of operations required in the direct 
integration are directly proportional to the number of time steps used 
in the-analysis. If the dynamic solution is required for many time 
steps, it may be more effective to first transform the equilibrium 
equations into a form in which step-by-step solution is less costly. 
To transform the equilibrium equations (3-13) into a more effective 
form for direct integration, the following transformation on the 
finite element displacements U is used, 
U(t) =Q X(t) (3-37) 
where Q is a square matrix and X(t) is a time-dependent vector of 
order n. The transformation matrix Q is still unknown and will have 
to be determined . The components of X are the generalized 
displacements. Substituting (3-37) into (3-13) and pre-multiplying by 
Q T, yields: 
MIX(t) + CIX(t) + K'X(t) = P'(t) (3-38) 
where 
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M, = QTMQ; C, = QTCQ; 
K' = QTKQ; PI = QTp 
The objective of the transformation from the finite element 
(3-39) 
displacement basis to the generalized displacement basis is to obtain 
new system stiffness, mass, and damping matrices KI, MI and C', which 
have a smaller bandwidth than the original system matrices, and the 
transformation matrix Q must be nonsingular (i. e., the rank of Q must 
be n) in order to have a unique relation between any vectors U and X 
as expressed in (3-37). 
An effective transformation matrix is established using the 
displacement solutions of the free vibration equilibrium equations 
with damping neglected, 
MO + KU = 
The solution to (3-40) can be postulated to be of the form 
sin w (t-to) 
where Ois a vector of order n. t the t me varlableg to a time 
(3-40) 
(3-41) 
constant, and wa constant identified to represent the frequency of 
vibration (rad/sec) of the vectoro. Substituting (3-41) into (3-40), 
the generalized eigenproblem is obtained, from which Oand w must be 
determined, 
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K0= w2M 0 (3-42) 
The eigenproblem in (3-42) yields the n eigensolutions (w2 
(w2 2 n go*oe*e*p(w where the eigenvectors are 2,42) nq On) 9 
M-orthonormalized; i. e., 
(3-43) oi oj 
0i 
and 
0 ý5 W2 < W2 < W2 12 
(3-44) 
1-2- 3*** :5 ýn 
The vectors Oi is called the ith-mode shape vector, and wi is the 
corresponding frequency of vibration (rad/sec). 
Defining a matrix (Dwhose columns are the eigenvectors Oi and a 
diagonal matrix 02 which stores the eigenvalues w? on its I 
diagonal; i. e., 
0z E019 029"""", 0n3; 02= 
W2 
W2 2 
(3-45) 
W2 n 
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the n solutions can be written to (3-42) as 
McDo 2 (3-46) 
Since the eigenvectors are M-orthonormal, 
WTK cD =02; MTMCD 1 (3-47) 
where I is a unit vector. 
Therefore, the matrix (D would be a suitable transformation matrix Q 
in (3-37). 
Usi ng U(t) = (Dx(t) (3-48) 
equilibrium equations that correspond to the modal generalized 
displacements are obtained 
(t) + 
JC 
(D ý (t) + 02X (t) jp (t) (3-49) 
The initial conditions on X(t) are obtained using (3-48) and the 
M-orthonormality of (D i. e., at time o 
Ox (DTMOU Ox (I)TMOO (3-50) 
3.6.2.1 ANALYSIS WITH DAMPING NEGLECTED 
If the velocity-dependent damping effects are not included in the 
analysis, (3-49) reduces to 
, (t) (3-51) ý(t) + 02 x(t) = (DP 
-87- 
i. e., n individual equations of the form 
+ W, 2 Xi (t) = Pi(t), i 
where pi(t) = 0, T p(t) (3-52) 
The ith typical equation in (3-52) is the equilibrium equation of a 
single degree of freedom system with unit mass and stiffness w2. The i 
initial conditions on the motion of this system are obtained from 
(3-50) : 
S61 TM oU Xi t=o =1 (3-53) 
ýi 
t=o =(Pi 
TM oo 
The solution to each equation in (3-52) can be obtained using the 
direct integration methods or can be calculated using the Duhamel 
integral: 
t 
xi i 
fpi 
(7-) sin wi (t-7")d7' + ai sin wi t+Pi cos wit (3-54) 
Wi 0 
where ai and pi are determined from the initial conditions in (3-53). 
For the complete response, the solution to all n equations in (3-52), 
i= 1929 ... n, must be. calculated and then finite element nodal 
displacements are obtained by superposition of the response in each 
mode; i. e., using (3-48), (3-55) is obtained 
n 
U(t) (pixi (t) (3-55) 
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Therefore the response by mode superposition requires, first, the 
solution of the eigenvalues and eigenvectors of the problem in (3-42), 
then the solution of the equilibrium equations in (3-52), and, 
finally, the superposition of the response in each eigenvector as 
expressed in (3-55). In the analysis, the eigenvectors are the free 
vibration mode shapes of the finite element assemblage. 
3.6.2.2 ANALYSIS WITH DAMPING INCLUDED 
The analysis of systems, in which damping effects cannot be neglected, 
the equilibrium equations in (3-49). are employed to essentially 
utilise the same computational procedure whether damping effects are 
included or neglected. 
In general, the damping matrix C cannot be constructed from element 
damping matrices, such as the mass and stiffness matrices of the 
element assemblage, and its purpose is to approximate the overall 
energy dissipation during the system response. The mode superposition 
analysis is effective if it can be assumed that damping is 
proportional, in which case 
0, T C q5j = 2wjýi6ij (3-56) 
where ýi is a modal damping parameter and 6ij is the Kronecker delta 
( 6ij = 1 for i= jq 6ij = o for i* j). Therefore, using (3-56) it 
is assumed that the eigenvectors Oil i=1,2,..., n, are also 
C-orthogonal and the equations in (3-49) reduce to n equations of the 
form 
ýj(t) + 2wiýiý(t) + wi 
2 X, (t) = p, (t) (3-57) 
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where pi(t) and the initial conditions on xi(t) have already been 
defined in (3-52) and (3-53). It is noted that (3-57) is the 
equilibrium equation governing motion of the single degree of freedom 
I 
system considered in (3-52) when ýi is the damping ratio. 
If the relation in (3-56) is used to account for damping effects, the 
procedure of solution of the finite element equilibrium equations in 
(3-49) is the same as in the case when damping is neglected except 
that the response in each mode is obtained by solving (3-57). This 
response can be calculated using an integration scheme such as those 
given in Section 3.6.1 or by evaluating the Duhamel integral to obtain 
t 
xi 
f 
pi (7-) e- 
ýej (t - T) 
sin wli(t-T)dT 
wli 0 
-ý Wt +e [ai sin Wit + Pi cos wlit] 
where 
wl i Wi 
ý, 2 
and Oi and Pi are calculated using initial conditions in (3-53). 
(3-58) 
In considering the implications of using (3-56) to take account of 
damping effects, the following observations are made. Firstly, the 
assumption in (3-56) means that the total damping in the structure is 
the sum of individual damping in each mode. A second observation 
relating to the mode superposition analysis is that for a numerical 
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solution of the finite element equilibrium equations in (3-13) using 
the equations in (3-57), the damping matrix C is not calculated, but 
only the stiffness and mass matrices K and M. 
The essence of a mode superposition solution of a dynamic response is 
that frequently only a small fraction of the total number of equations 
need be considered, in order to obtain a good approximate solution to 
the actual response of the system; i. e., it is necessary to include in 
the analysis the equations (3-52) (or (3-57) in the case where damping 
isi ncl uded) for i=1921, .... m. where m,! -: ý n. in order to obta ina good 
approximate solution. This means that it is also required to solve 
only for the lowest m eigenvalues and corresponding eigenvectors of 
the problem in (3-42) and to sum in (3-55) the response in the first m 
modes. 
3.7 SOLUTION METHODS FOR EIGENPROBLEMS 
The dynamic response of any linear structure can be obtained after its 
vibration mode shapes and frequencies have been determined. The 
mathematical eigenproblem is a classical field of study, and much work 
has been devoted to providing eigenvalue extraction methods. 
References 138,139 and 140 give extensive background in the general 
topic. This section describes some of the analytical techniques and 
concepts proved efficient in practice. 
A very frequently considered eigenproblem is the one to be solved in 
vibration mode superposition analysis (see section 3.6.2). 
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The generalized eigenproblem is 
M0 (3-59) 
where K and M are, respectively, the stiffness matrix and mass matrix 
of the finite element assemblage. The eigenvalues Ai and eigenvectors 
Oi are the free vibration frequencies (rad/sec) squared (w, 2) and 
corresponding mode shape vectors, respectively. The solution methods 
to the eigenvalue problem in (3-59) can be subdivided into four 
groups, corresponding to which basic property is used as the basis of 
141-149 the solution algorithm 
The vector iteration methods make up the first group, in which the 
basic property used is that 
Oi = Aimoi (3-60) 
The transformation methods constitute the second group, using that 
MTK (D = 
T 
and wMw (3-61) 
where w and A diag (Ai)9i = 19 ... n. The solution 
methods of the third group are polynomial iteration techniques which 
operate on the fact that 
P(Ai) = 
where p(k)= det (K- A M) 
(3-62) 
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The solution methods of the fourth group employ the Sturm sequence 
property of the characteristic polynomials 
p( A )= det (K- AM) 
and p(r)( , 
(r)) 
= det (K(r) _ k(r) M(r)); r= 1,...., n-1 
where P(r)( k(r)) is the characteristic of the rth associated 
constraint problem corresponding to Kq5 = AM(ý. 
3.7.1 EIGENPROPERTY EXPANSION OF THE DYNAMIC MATRIX 
(3-63) 
A useful fundamental process is the expansion of a matrix in terms of 
its eigenvalues and eigenvectors. 
Equation (3-59) can be written 
Oi = Oi Ai 
where E= M-1K 
and Wý 1 
(3-64) 
It is evident from the determinantal equation approach to evaluating 
eigenvalues that the eigenvalues of the transposed matrix are the same 
as those of the original matrix. However, the eigenvectors of the 
transpose of an unsymmetrical matrix like E are different from those 
of the original. Hence for the transpose of ET, the eigenproblem can 
be written 
ET OLi ý- 'OLi Ai (3-65) 
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where 0 Li is the ith eigenvector of ET. 
Transposing this relationship gives 
T OLiT AiOLi (3-66) 
The eigenvectors OU are called the left hand eigenvectors of E and 
Oi the right hand eigenvectors. 
The orthogonality property of the left and right hand eigenvectors can 
be demonstrated if Eq. (3-64) is pre-multiplied by the eigenvector 
OLjT 
T Lj EOi OLjT Oi Ai (3-67) 
while Eq. (3-66) is written for mode j and postmultiplied by Oi 
OLjT EOi = Aj OLjT Oi (3-68) 
Subtracting Eq. (3-68) from Eq. (3-67) then gives 
Ai - Aj ) OLjT Oi (3-69) 
which represents the orthogonality property 
OLjT Oi =0 Aj :t Ai 
(3-70) 
If the eigenvectors are normalized to satisfy the condition 
OL, Toi =1 and if the square matrices of all right- and left hand 
el genvectors are desi gnated w and (DL, respecti vel y, itis evi dent 
from 
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the normalizing and orthogonality conditions that 
") (3-71) 
Hence, the transpose of the left hand eigenvectors is the inverse of 
the right hand eigenvectors 
'o LT CD 
-1 (3-72) 
The expansion of E can now be demonstrated by writing the eigenproblem 
expression of Eq. (3-64) for the full set of eigenvectors and 
eigenvalues: 
0A (3-73) 
in whi ch AiS the di agonal matri x of ei genval ues. Pre-mul ti pl yi ng Eq. 
(3-73) by'DL T and invoking Eq. (3-72) leads to an expression for the 
eigenvalues: 
(D LTEA 
(3-74) 
Alternatively, E can be expressed in terms of the eigenvalues and 
eigenvectors by pre-multiplying Eq. (3-74) by w, postmultiplying it by 
II)L 
T, and invoking Eq. (3-72) 
E `2 ID A ID LT 
(3-75) 
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This result also can be expressed as the sum of the modal 
contributions: 
nT 
E Ai 10i OU (3-76) 
Furthermore the square matrix E is 
E2 = (D A'OL 
T 
MAcDL 
T=W 
A2 0LT (3-77) 
and by continued multiplication the sth power of E is 
ES z-» <D ASDL T (3-78) 
The expansion of Eq. (3-78) is based on the type of eigenvectors 
normalizing which has been used ('OL T(D = I). A specific expression 
for the left hand eigenvectors can be obtained if an additional 
normalizing condition is introduced, if Eq. (3-73) is premultiplied by 
wTMj it becomes 
(DT K cD = (DTM (D A (3-79) 
If the right hand eigenvectors are normalized so that 
, MT m0=1 (3-80) 
it is apparent from comparison of the transpose of Eq. (3-71) with 
Eqs. (3-80) and (3-79) that 
(D L K(D A-1 
(3-81) 
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3.7.2 ITERATIVE SOLUTION OF THE EIGENPROBLEM 
Eq. (3-78) provides the basis for the general matrix-iteration method 
for evaluating the eigenvalues and eigenvectors of the dynamic matrix 
E. To carry out the direct analysis, an assumption must be made of 
the shape of the highest mode, that is, highest frequency, 
eigenvector, which will be designated Vn(O). This trivial vector can 
be expressed as the sum of its true mode shape components 
n 
(0) 
= Eoi yi = (1) y 
i=I 
(3-82) 
The iteration procedure is initiated by calculating an improved vector 
Vn(l) in two steps. First an improved shape is obtained by the matrix 
mul ti pl i cati on 
VI 
n(l) =E Vn(o) 
(3-83) 
and then its amplitude is normalized by dividing by its largest term 
n 
V, n 
(1) 
max (Vin (1)) 
EVn (0) 
max (EVn(o)) 
(3-84) 
The result of the next iteration cycle is given by 
(2) 
EVn(l 
max (EVn 
E2V n 
(0) 
max (E2V n 
(0» 
(3-85) 
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and after s cycles, the result is 
V (S) = 
EsVn(o) 
max (EsVn (0)) 
Substituting from Eqs. (3-78) and (3-82). Eq. (3-86) becomes 
WAs (DL 
T 
(D 
Vn (s) = 
max (EsVn (0» 
s 
max (EsVn (0)) 
This summation can also be written in the form 
ki S 
i=I 
01 , 
max (EsVn (0» 
(s) n-1 
nn[ Ony n+ 7- ( Ai oiyi 
1 
i=l An 
max (EsVn (0» 
(3-86) 
(3-87) 
(3-88) 
and since 'kn > An-1 > An-2-9 by definition, each of the terms in 
the remaining summation will become negligibly small when the 
iteration has been carried out for enough cycles. Thus the computed 
shape must converge finally to 
Vn (S) Ans On Yn On On 
(3-89) 
max (AS max n) n ý5n Yn) 
where it will be noted that the mode shape is normalized so that its 
largest term is unitY. Moreoverg if the iteration is continued for 
one more step, 
VI 
n(s+l) E Vn(s) 
ID A OL T On 
max (On) 
An On 
max (On) 
(3-90) 
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It can be seen that eigenvalue for the highest mode is given by the 
largest term of the eigenvector before normalization 
An = max (Vin 
(S+1)) (3-91) 
This discussion has demonstrated the convergence of the direct- 
iteration procedure to the highest mode shape and frequency. In the 
equivalent process which converges to the lowest mode, called inverse 
iteration, the initial vector is an estimate of the lowest mode shape 
Vj(O), and the iteration involves multiplication of the trial vector 
by the inverse of E. The result of the first cycle, including 
normalization, is 
vi 
E-1 V, (0) 
max (E-'V, 
(0» 
(3-92) 
and after s cycles, by analogy with the direct-iteration procedure 
(Eq. 3-88), the displacement may be expressed as 
(s) -Ai 
-s 
max (E-sV 1 
(0» 
n 
101 Yl + 
i=2 (3-93) 
But since A, ý A2 ý A3... j by definition, each of 
the terms in the 
summation becomes negligibly small after sufficient cycles and the 
computed mode shape converges to 
vi (S) = 
ol ol 
max ( 0, ) 
(3-94) 
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Also by analogy with the preceding discussion, it is evident that the 
corresponding eigenvalue is given by 
max (Vll(s+l)) 
3.7.3 ITERATION WITH SHIFTS 
The iteration procedures described above are efficient means of 
evaluating the lowest and highest mode vibration properties of a 
(3-95) 
structural system. In addition, they can be forced to converge to the 
next lowest (or next highest) mode if any contribution from the lowest 
(or highest) mode is swept out of the trial vector, as explained 
earl i er. However , the formul ati on of the necessary sweepi ng matri ces 
involves considerable computational effort, and an alternative 
procedure based on shifting the eigenvalues has proved effective in 
practice. Although shifting can be employed with either direct or 
inverse iteratim, it is most effective with the inverse procedure and 
is discussed under. 
The essential concept of shifting is the representation of each 
eigenvalue Ai as the sum of a shift /I plus a residual 6n; thus 
A1 6i It (3-96) 
or, considering the entire diagonal matrix of eigenvalues, 
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61 it I (3-97) 
in which 61 is the diagonal matrix of residuals and the same shift is 
applied to each eigenvalue. 
The shift can be visualized as a displacement of the origin in a plot 
of the eigenvalues, as shown in Fig. 3-8. Its effect is to transform 
the eigenvalue problem to the analysis of the residuals rather than 
the actual eigenvalues, as is evident if Eq. (3-97) is substituted 
into Eq. (3-73): 
E0 CD [ 6' +A 11 (3-98) 
which can be rewritten 
AI1 (1) = (D 6' (3-99) 
The term in brackets represents a modified matrix to which the 
residual eigenvalues 61 apply, and it will be denoted as EI; thus 
(D 61 (3-100) 
Equation (3-100) is equivalent to Eq. (3-73) and the shifted matrix El 
has the same eigenvectors as E. 
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The solution of this new eigenproblem is carried out by inverse 
iteration. By analogy with Eq. (3-92), the first step of the 
procedure can be expressed as 
v (1) 
E'-l Vj (0) 
max (EI-1 Vj(O)) 
(3-101) 
where Vj(O) is an initial approximation of the jth mode shape. After 
s cycles, the result is 
vj (S) - 
E'-sVj (0) 
max (EI-s Vj(O)) 
n &i-, oiyi 
max (EI-S Vj(o)) 
(3-102) 
which may be rewritten 
j-1 
v (S) i-S Oj yj oiyi 
max (E I -s V 
n s i lj+l ) 
oiyi 
si 
where represents the smal 1 est resi dual ei genvector 9 that is 
I&iI 6j 
and 
(3-103) 
16iI 6j 
-1<- 
6j 
- 000 
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Thus it is clear that the two summati-ons in Eq. (3-103) will become 
negligibly small after a sufficient number of iteration cycles, and 
the computed mode shape converges to 
vj 
(S) - 
6j-, oj yj oj =Ou (3-104) i 
max ( 6j-, q5jyj) max ( 0j) 
This analysis therefore shows that the process of inverse iteration 
with eigenvalue shift converges to the mode shape for which the 
eigenvalue is closest to the shift position; e. g., it would converge 
to the second mode for the case in Fig. 3-8. By analogy with Eq. (3- 
95) it may be seen that the residual eigenvalue for this mode is given 
by the maximum term in the computed eigenvector, before normalization: 
max (Vlj(s+')) 
(3-105) 
Hence the actual eigenvalue is obtained by adding the shift to this 
Aj + 
max 
(3-106) 
By appropriate selection of the shift points, this inverse-iteration 
process can be made to converge to any or al 1 modes of the structural 
system. Moreover, since the speed of convergence can be accelerated 
by shifting to a point very close to the root which is sought, it is 
good practice to shift at intervals during iteration, as better 
approximations of the root are obtained. A formula for approximating 
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the shift point can be obtained by averaging process in Strodola 
method of mode analysis 
Aj =ii 
Vi i (S) M V, i 
(S) 
(3-107) 
The shifting process is less effective with direct iteration, which 
converges to the highest root, because only the first or last 
residuals (61, or 6n) can be made largest by shifting. On the other 
hand, with inverse iteration the residual for any mode can be made 
smallest by a judicious selection of the shift. 
A modification of this inverse-iteration procedure may prove to be 
computationally advantageous for certain types of structural systems. 
The equation of free vibrations written in the form of Eq. (3-42) is 
considered: 
KOi = W, 
2 M 0, 
Introducing an eigenvalue shift ( A= w, 
2 
_ 6, ) leads to 
Koi = (A+ bi )m Oi 
which may be rewritten 
Oi = bi Oi 
(3-108) 
(3-109) 
(3-110) 
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If thi s were mul ti pl i ed by M-1 
4 
the result would be the same as 
Eq. (3-99) because E= M-'K. However, if both M and K are narrowly 
banded matrices (as is frequently the case with finite element 
idealizations), less computation effort may be required if the 
iteration is performed directly with Eq. (3-110). (The product matrix 
E= M-1K will be fully populated even though M and K are banded). 
The iteration based on Eq (3-110) is initiated by assuming a trial 
vector V, -(O) and multiplying it by the mass matrix to obtain the trial 
product vector Wi(O) = MVi(O). 
Thus the iterative form of Eq. (3-110) becomes 
K'V', (1 )= mvi (0) = wi 
(0) (3-111) 
in which KI =K -AM is the shifted stiffness matrix. Finally, this 
equation is solved for the improved modal vector, with a result which 
may be expressed [by analogy with Eq. (3-92)] as 
Vi (1 ) K'-' Wi 
max (KI-1 Wi(o)) 
(3-112) 
In the solution of Eq. (3-112), full advantage should be taken of the 
banded property of KI (which will have the same bandwidth as K in 
normal circumstances). Instead of performing a direct inversion of 
K', the solution can be obtained more efficiently by a Choleski 
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decomposition. Thus the shifted stiffness matrix is decomposed to the 
form 
LLT 
where L is a lower triangular matrix. 
(3-113) 
The solution for the improved but unscaled vector is then carried out 
in two steps: 
1. Solve for yi(O) in Lyi(O) - WI(O) (forward reduction) 
2. Solve for Vii(l) in LTV,, (l) = y, 
(o) (back substitution) 
in which each equation solution can easily be carried out because of 
the triangular form of L. 
Since inverse iteration in the form of Eq. (3-112) requires an 
additional matrix multiplication for each iteration cycle [as compared 
with Eq. (3-92)] in obtaining Wi = Wig this version of the method 
will be advantageous only if the stiffness matrix KI is narrowly 
banded, so that the extra efficiency of its solution will compensate 
for this extra matrix operation. 
3.7.4 SUBSPACE ITERATION 
In matrix iteration so far, it has been assumed that only a single 
modal vector is considered at a time. However, the procedure can be 
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expanded to deal with any desired number of vectors simultaneously, 
and in this form it may be looked upon as an extension of the 
improvement process for the Rayleigh-Ritz method. The basic 
assumption of the Ritz method is that the displacement vector can be 
expressed in terms of a set of assumed shapes w of amplitude Z as 
fol I ows: 
'pl Z1 + 'P2 Z2 + 'p3z3 
or 
wz (3-114) 
In order to obtain accurately a system of p mode shapes and 
frequencies, it is desirable to start with a larger number q of trial 
vectors. With these trial vectors denoted by superscript (o), the 
displacements may be expressed as configuration of these shapes as 
V(O) = W(O) Z(O) = W(O) (3-115) 
in which the initial generalized coordinate matrix is an identity 
matrix (indicating that the trial vectors are the assumed Ritz shapes 
w(0». 
For the large systems to which this method is usually applied, it is 
important to take advantage of the banding properties of the mass and 
stiffness matrices; hence the free vibration equation is written for 
the set of p eigenvalues and eigenvectors as 
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Ko = M(DA (3-116) 
Introducing the q trial vectors on the right side of this equation 
leads to 
KW (1) =M w(0) = W(O) (3-117) 
which is equivalent to Eq. (3-113) written for multiple vectors and 
with no shift. The unscaled improved shapes are obtained by solving 
Eq. (3-117); thus 
K-1 W(O) (3-118) 
and, as explained above, it will be more efficient to use the Choleski 
decomposition of K [Eq. (3-113)] rather than its inverse in obtaining 
the solution. 
Before the improved shapes of Eq. (3-118) can be used in new iteration 
cycle, they must be modified in two ways, that is, normalized to 
maintain reasonable number sizes in the calculations and 
orthogonalized so that each vector will converge toward a different 
mode (rather than all toward the lowest mode). 
It is convenient to accomplish both at once by carrying out a Ritz 
eigenproblem analysis. Thus the first cycle generalized coordinate 
stiffness and mass matrices are computed as follows: 
W, 
(1)T Kw, (1) = W, 
(1)T Mw(o) 
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Ml* = wi 
MT Mw1 (1) (3-119) 
in which the subscripts identify the first cycle values, and then the 
corresponding eigenproblem 
Zi (1 )- Ml* ZI (1 ) 012 (3-120) 
is solved for the generalized coordinate mode shapes ZIM and 
frequencies c)12. Any suitable eigenproblem analysis procedure may be 
used in the solution of Eq. (3-120), but since it is a much smaller 
equation system than the original eigenproblem, that is, qý5n, it can 
often be done by a standard computer centre library program. Usually 
it is convenient to normalize the generalized coordinate modal vector 
so that 
Z'(l)T Ml* ZIM -1 (3-121) 
When the normalized generalized coordinate vectors are used, the 
improved trial vectors are given by 
01) 
= W(i) =WI 
(1) Z, (1) (3-122) 
The entire process can now be repeated iteratively, solving for the 
unscaled improved shapes w(2), as indicated by Eq. (3-118), and then 
solving the corresponding Ritz eigenproblem [Eq. (3-121)] to provide 
for scaling and orthonalization: 
(2) Z, (2) (3-123) 
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and so on. Eventually the process will converge to the true mode 
shapes and frequencies, that is 
(s) 
_______ 
as s ol 
OS 2- 
(3-124) 
In general, the lower modes converge most quickly, and the process is 
continued only until the desired p modes are obtained with the 
necessary accuracy. The additional q-p trial vectors are included 
because they accelerate the convergence process, but they require 
additional computational effort in each cycle, so that a reasonable 
balance must be maintained between the number of vectors used and the 
number of cycles required for convergence. It has been found that a 
suitable choice is given by the smaller of q=2p and q=p+8. 
This subspace, or simultaneous-iteration procedure has proved to be 
one of the most efficient methods for solving large-scale structural- 
vibration systems having many hundreds to a few thousand degrees of 
freedom. Although this may be considered as a Rayleigh-Ritz 
coordinate reduction scheme, it has the great advantage that the 
resulting modal coordinates can be obtained to any desired degree of 
Preci s ion. 
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3.8 ANALYSIS OF UNCONSTRAINED STRUCTURES 
Structures which are unconstrained or only partially constrained by 
their external support system against rigid body displacements present 
a special problem in vibration analysis because the stiffness matrix 
is singular and the vibration frequencies corresponding to the rigid 
body motions are zero. Any method making direct use of the stiffness 
inverse cannot be applied without modification. Three of the simplest 
methods of avoiding difficulty with a singular stiffness matrix will 
be described here. 
The most direct way to deal with an unconstrained structure is to 
modify it by adding small spring constraints to the unconstrained 
degrees of freedom. First a minimum set of constraints sufficient to 
prevent any rigid body motions must be identified. Then if a spring 
is connected between the structure and the ground in each of these 
degrees of freedom, the singularity of the stiffness matrix will be 
removed. Analytically these springs are represented by adding terms 
to the diagonal elements of the stiffness matrix for these degrees of 
freedom. If the added spring stiffnesses are very small, relative to 
the original stiffness matrix coefficients, they will have negligible 
effect on the vibration mode shapes and frequencies associated with 
deformations of the structure, but an additional set of rigid body 
modes will be defined having frequencies much smaller than the 
deformation modes. These constraint springs can be introduced 
automatically by the computer program when the eigenproblem is solved 
by inverse iteration. If the stiffness equations are solved by 
Choleski or Gauss decomposition, any singularity leads to zero in the 
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diagonal Position and would prevent continuation of the decomposition. 
However, the program can be written so that each diagonal zero is 
replaced by a small number which physically represents the spring 
constraint, in this way the singularities are overcome and the 
decomposition process can be carried to completion. 
A similar effect can be achieved mathematically by means of an 
eigenvalue shift. 
From 
EK - /j-Ml (I)i = bi M (: pi 
itis cl ear that the shi fted sti f fness matri xKI= K- 10 wi 11 be non- 
singular in general even if K is singular. If the mass matrix is 
diagonal, introducing a negative shift causes a positive quantity to 
be added to the diagonal elements of the stiffness matrix; hence this 
is equivalent to connecting a spring to each degree of freedom. 
The basic difference between this procedure and the physical approach 
mentioned first is that a spring is added corresponding to each mass 
coefficient, rather than just a minimum set. The shift approach has 
the advantage that the mode shapes are not changed and the frequency 
effect is accounted for exactly by the shift. 
These two procedures are well adapted to digital computer solutions of 
large, complex systems. In the computer the analysis will be carried 
out with sufficient significant figures to permit the artificial 
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constraint springs to be several orders of magnitude smaller than the 
actual stiffness coefficients; in this case the artificial constraints 
will have no noticeable effect on the deformation vibration 
properties; however when the analysis is to be done by hand, where 
fewer significant figures and fewer degrees of freedom are considered 
in the analysis, a different approach may be more effective. 
This is essentially a Ritz transformation method, in which the assumed 
shapes are selected to satisfy the rigid body conditions of dynamic 
equi 1i bri um. In this analysis, the complete set of degrees of freedom 
V is positioned into the set associated with a minimum support system 
Vs and the set which remains Vr; thus 
vs 
V 
Vr 
(3-125) 
A system of rigid body displacement patters can be defined for the 
structure. For an unconstrained structure in three dimensional space, 
these will consist of translation along, and rotation about, each of 
the perpendicular axes; but if the structure is partially constrained, 
some of these patterns will be eliminated. The set of rigid body 
patterns appropriate to the given structure will be designated by 
in which the number of columns corresponds to the number of elements 
in vs* 
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The relationship between Vs and the remaining degrees of freedom is 
provided by the condition that the inertia forces acting during free 
vibrations must be in dynamic equilibrium. These inertia forces may 
be expressed 
FI= W2 MV (3-126) 
Partitioning the mass matrix to correspond with Eq. (3-125) gives 
. vs 
W2 [M s Mr] 
Vr 
(3-127) 
If these inertia forces are in equilibrium, they will do no work 
during rigid body displacement; hence considering all the rigid body 
motions leads to 
vs 
(PS 
TfI= 
4ps 
T EM s Mrl 
Vr 
which may be written out as 
(3-128) 
Os 
TMs vs + (ps 
T Mr Vr =0 
(3-129) 
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This can now be solved for the dependent support displacements in 
terms of the remaining set: 
vs 
=-[(: PSTMS] 
-1 
(, )ST Mr Vr (3-130) 
Finally, the complete displacement vectors can be expressed in terms 
of Vr by combining this result with an identity matrix: 
vs 
cps, MS] 
v 
Vr 
ST Mr 
Vr (3-131) 
or v= Sr Vr (3-132) 
in which Sr is the rectangular transformation matrix in Eq. (3-131). 
Now the eigenvalue problem can be expressed directly in terms of the 
independent degrees of freedom Vr by using Sr as a standard Ritz 
transformation. In other words, the generalized mass and stiffness 
are computed from Mr* = Sr 
TM Sr and Kr* = Sr 
TK Sr and then the 
resulting reduced order eigenproblem 
Kr *Vl r= w2 Mr 
* VI r (3-133) 
is solved for the mode shapes V'r and frequencies. The dependent 
degrees of freedom V' may then be obtained by means of Eq. (3-130). s 
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With this method of dealing with unconstrained structure, the 
equilibrium constraints of Eq. (3-128) may be interpreted as a 
condition that the deformation modes of vibration be orthogonal to the 
rigid body displacements (vs. Correspondinglyq the transformation 
matrix Sr Of Eq. (3-132) can be looked upon as a sweeping matrix which 
eliminates rigid body components from the displacements Vr- 
In general , the reducti on in the order of the ei genprobl em achi eved by 
introducing constraints in the form of Eq. (3-131) will be helpful 
only if the total number of degrees of freedom is small (so that the 
reduction represents a significant part of the total). In the 
analysis of large systems, the reduction in the number of equations is 
of little important, and the transformed system [Eq. (3-133)] often 
actually requires more computational effort because the banding 
properties of K and M are lost in the transformation. For this 
reason, the two methods of dealing with unconstrained structures 
mentioned first in this section generally are preferred in developing 
large scale computer programs. 
3.9 APPLICATION TO THE CURRENT INVESTIGATION 
It has been shown that the equations of motion of a dynamic system can 
be formulated by any one of three distinct procedures. The most 
straightforward approach is to establish directly the dynamic 
equilibrium of all forces acting in the system, taking account of 
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inertia effects. In more complex systemst however, especially those 
involving mass and elasticity distributed over finite regions, a 
direct vectorial equilibrium may be difficult, and work or energy 
formulations which involve only scalar quantities may be more 
convenient. The most direct of these procedures is based on the 
principle of virtual displacements, in which the forces acting on the 
system are evaluated explicitly but the equations of motion are 
derived by consideration of the work done during appropriate virtual 
displacements. On the other hand, the alternative energy formulation, 
which is based on Hamilton's principle, makes no direct use of the 
inertial or conservative forces acting in the system; the effect of 
these forces are represented instead by variations of the kinetic and 
potential energy of the system. It must be recognized that all three 
procedures are completely equivalent and lead to identical equations 
of moti on. The method to be used in any gi ven case is1 argel ya 
matter of convenience and personal preference; the choice generally 
will depend on the nature of the dynamic system under consideration. 
The aim in the numerical integration of the finite element system 
equilibrium equations is to evaluate a good approximation to the 
actual dynamic response of the structure under consideration. In 
order to predict the dynamic response of the structure accurately, all 
the system equilibrium equations must be integrated to high precision. 
Since in direct integration the same time step is used for each 
equation, At would have to be selected corresponding to the smallest 
period in the system, which may mean that the time step is very small 
i ndeed. In the direct integration, it can be realized that the 
response in the higher modes is integrated with the same time step. 
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Consequentl y, in those modes for whi ch At is1 arger than hal f the 
natural period T, the response cannot possibly be integrated 
accurately. 
Stability of an integration method means that the initial conditions 
for the equations with a large value At/T must not be amplified 
artificially and thus make the integration of the lower modes 
worthless. Stability also means that any error in the displacements, 
velocities, and accelerations at time t, which may be due to round-off 
in the computer, do not grow in the integration. Stability is assured 
if the time step is small enough to integrate accurately the response 
in the highest frequency component. But this may require a very small 
time step, and, the accurate integration of the high-frequency 
response predicted by the finite element assemblage is in many cases 
not justified and therefore not necessary. Therefore, it can be 
concluded that in many analyses only the first few equations (modes) 
are considered, and experimental analysis will be necessary to 
identify the frequencies contained in the loading. 
The decision as to which integration operator to use in the analysis 
is governed by the cost of solution, which in turn is determined by 
the number of time steps required in the integration. If a 
conditionally stable algorithm such as the central difference method 
is employed, the time step size, and hence the number of time steps 
for a given time range considered, is determined by the critical time 
step At 
cr , 
and not much choice is available. However, using an 
unconditionally stable operator, the time step has to 
be chosen to 
yield an accurate and effective solution. 
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Abaqus program, by Hibbit, Karlsson and Sorensen Inc., Providence, 
Rhode Island, USA, is designed to analYse structural components, by 
which that the overall dynamic response of a structure is sought. 
Most programs provide no basis for choosing time step size other than 
the obvious one of running the problem with different time steps until 
two solutions agree. This is clearly not very satisfactory. In 
Abaqus, the time step may be chosen automatically on the basis of the 
'half-step residual'. By monitoring the values of equilibrium 
residuals at t+, &t/2 once the solution at t+at has been obtained, the 
accuracy of the solution may be assessed, and for a variable time step 
analysis, the time step adjusted appropriately. For fixed time step 
results, these residuals are still calculated, and peak entries 
printed, to indicate the accuracy of the solution. The procedure is 
as follows: 
(1) Set a tolerance T on the maximum half step residual. 
(2) Using a suitable time step, obtain a convergent solution at 
ti me t+at. 
Compute the half step residual vector R and hence max I RI 1. 
(4) If max I R1 I>T, reset At to half its current value and begin 
again from t. 
If T/2 < max I R1 I<T update the state to t+, at and continue 
the analysis using the same time stepping size. 
If max I Rl I< T/2 for consecutive increments, reset at to 
1.25 at for the next increment of solution. 
(7) The time step is not to be increased in two successive 
increments. 
The implicit operator used for time integration of the dynamic problem 
in Abaqus is the Hilber-Hughes-Taylor operator. This operator is a 
single parameter operator with controllable numerical damping, the 
damping being most valuable in the automatic time stepping scheme, 
because the slight high frequency numerical noise inevitably 
introduced when the time step is changed is removed rapidly by a small 
amount of numerical damping. 
The ability to extract eigenvalues and hence obtain the natural 
frequencies of vibrations and the corresponding displacement shapes is 
a requirement for any dynamic analysis. As discussed in section 
3.7.4. the subspace iteration method of solving eigenvalue problems 
has proved to be one of the most efficient methods for solving large- 
scale structural vibration systems having many hundreds to a few 
thousand degrees of freedom. This method is implemented in Abaqus, 
and the latter can be used to analyse unconstrained structures as well 
as constrained structures. 
In the current investigationsg dynamic response of skeletal structures 
under impact loads and dynamic characteristics of large structures 
with large number of degrees of freedom, both in earthed and in free- 
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free conditions, are sought. These structures are required to be 
analysed using stable and accurate methods of analysis. 
From the above discussion it can be seen that Abaqus can be found to 
be the most reliable package to use in the analytical analysis, and 
therefore has been used throughout the investigations presented. The 
necessity of carrying out experimental investigations, wherever 
possible, to enable comparison and assessment of results obtained from 
the theoretical work to be made, can also be seen. 
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Fig. 3-1 Basic difference between static and dynamic loads 
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Fig. 3-2 Lumped mass idealization of a simple beam. 
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Fig. 3-3 Sine series representation of a simple beam deflection. 
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CHAPTERF0UR 
INSTRUMENTATION AND EXPERIMENTAL TECHNIQUES 
4.1 INTRODUCTION 
The direct method of the analysis of structures by scale models is 
applicable to double-layer grids. Experimental models manufactured 
from perspex were tested under impact and vibration loading 
conditions. 
The dynamic behaviour of a polymer is highly dependent upon the 
applied frequency of vibration and it can vary from that associated 
with a rigid, essentially elastic, solid to that of a flexible, high- 
loss, rubber-like material. Consequently, a wide range of 
complementary measurement techniques may need to be considered for 
accurately or adequately determining the dynamic properties of a given 
material for specified purposes. 
The principles of dynamic testing are well established150-153 with 
several test methods having been developed over a number of years. 
An electrical signal is used in many engineering problems to enable a 
mechanical excitation of the structural system to be measured. This 
measurement is made possible by the use of transducers such as 
accelerometers and load cells. 
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The rewards from transforming physical parameters to electrical 
signals are great, as many instruments are available for the analysis 
of electrical signals in the time, frequency and modal domains. 
The powerful measurement and analysis capabilities of these 
instruments can lead to rapid understanding of the system under study. 
In this chapter a broad outline, will be presented, of the 
manufacturing techniques of skeletal perspex models and the 
experimental techniques for determining different moduli and damping 
factors of polymeric materials. 
The concepts of the time, frequency and modal domains will be given, 
in addition, the properties of the Fast Fourier transform (FFT) upon 
which Dynamic Signal Analysers are based will be presented. 
Instrumentations and testing procedures for both impact and 
vibrational tests on the perspex structural models will be discussed. 
4.2 INTRODUCTION TO THE TIME, FREQUENCY, AND MODAL DOMAINS 
Time, frequency and modal concepts are three areas for investigating a 
dynamic problem. The three domains are interchangeable, that is, no 
information is lost in changing from one to another. The advantage in 
introducing these three domains is that of a change of perspective. 
By changing perspective from the time domain, the solution to 
difficult problems can often become quite clear in the frequency or 
modal domains. 
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4.2.1 THE TIME DOMAIN 
The traditional way of observing signals is to view them in the time 
domain. The time domain is a record of what happens to a parameter of 
the system versus time. 
A simple example of a time domain view can be shown by a simple 
spring-mass system where a pen is attached to the mass and a piece of 
paper is pulled past the pen at a constant rate. The resulting graph 
is a record of the displacement of the mass versus time, a time domain 
view o isp acement. 
Such direct recording systems are sometimes used, but it is much more 
practical to convert the parameter of interest to an electrical signal 
using a transducer. This electrical signal, which represents a 
parameter of the system, can be recorded on a strip chart recorder. 
The gain of the system can be adjusted to calibrate the measurement. 
The results of the simple direct recording system can then exactly be 
reproduced. One reason for using this indirect approach is that the 
displacement is not always being measured. The desired parameters 
must then be converted to the displacement of the recorder pen. 
Usually, the easiest way to do this is through the intermediary of 
electronics. However, even when measuring displacement an indirect 
approach would normally be used. This is primarily because the direct 
system is impracticable. 
The indirect system works well until the measured parameter begins to 
change rapidly. Because of the mass of the pen and recorder mechanism 
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and the power limitations of its drive, the pen can only move to a 
finite velocity. If the measured parameter changes faster, the output 
of the recorder will be in error. A common way to reduce this problem 
is to eliminate the pen and record on a photosensitive paper by 
deflecting a light beam, such as an oscillograph. Since it is only 
necessary to move a small, light-weight mirror through a very small 
angle, the oscillograph can respond much faster than a strip recorder. 
Another common device for displaying signals in the time domain is the 
oscilloscope. Here an electron beam is moved using electric fields. 
The electron beam is made visible by a screen of phosphorescent 
material. It is capable of accurately displaying signals that vary 
even more rapidly than the oscillograph can handle. This is because 
it is only necessary to move an electron beam, not a mirror. 
4.2.2 THE FREQUENCY DOMAIN 
The strip chart, oscillograph and oscilloscope all show displacement 
versus time. Changes in this displacement represent the variation of 
some parameter versus time. Another way of representing the variation 
of a parameter is through the frequency domain. 
It was shown over one hundred years ago by Fourier154 that any 
waveform which exists can be generated by adding up the waves. This 
is illustrated in Fig. 4-1 for a simple waveform composed of two sine 
waves. By picking the amplitudes, frequencies and phases of these 
sine waves correctly, a waveform identical to the desired signal can 
be generated. Conversely, the real waveform signal can be broken down 
-130- 
into these same sine waves. This combination of sine waves is unique; 
any waveform signal can be represented by only one combination of sine 
waves. Fig. 4-2a is a three dimensional graph of this addition of 
sine waves. Two of the axes are time and amplitude, derived from the 
time domain. The third axis is the frequency one which allows a 
visual separation of the sine waves which when added will give the 
complex waveform. If this three dimensional graph is viewed along the 
frequency axis the view in Fig. 4-2b is obtained. This is the time 
domain view of the sine waves. Adding them together at each instant 
of time gives the original waveform. 
However, if the graph is viewed along the time axis as in Fig. 4-2c, a 
totally different picture can be seen. These are axes of amplitude 
versus frequency, what is commonly called the frequency domain. Every 
sine wave separated from the input appears as a vertical line. Its 
height represents its amplitude and its position represents its 
frequency. Since each line represents a sine wave, the input signal 
in the frequency domain has uniquely been characterized and is known 
as the spectrum of the signal. Each sine wave line of the spectrum is 
called a component of the total signal. 
It can be seen that in changing from the time domain to the frequency 
domain no information has been lost but the frequency domain 
representation has facilitated considerably the understanding of the 
signal . 
The frequency domain is usually measured with spectrum and network 
analysers. Spectrum analysers are instruments which are optimized to 
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characterize signals. They introduce very little distortion and few 
spurious signals. This insures that the signals on the display are 
truly part of the input signal spectrum, not signals introduced by the 
analyser. Network analysers are optimized to give accurate amplitude 
and phase measurements over a wide range of network gains and losses. 
The design difference between the two analysers implies that these two 
traditional instrument families are not interchangeable. A spectrum 
analyser cannot be used as a network analyser because it does not 
measure amplitude accurately and cannot measure phase. A network 
analyser would make a very poor spectrum analyser because spurious 
responses limit its dynamic range. Dynamic Signal Analysers are an 
exception to this rule, they can act as both network and spectrum 
analYsers. They are based on a high speed calculation routine which 
acts like a parallel-filter analyser with hundreds of filters and yet 
are cost competitive with swept spectrum analysers. It can be seen 
therefore the two channel Dynamic Signal Analyser is superior to the 
network analyser. 
4.2.3 THE MODAL DOMAIN 
The modal domain can be illustrated by a simple mechanical structure 
such as a tuning fork. If a tuning fork is struck, it is known that, 
by listening to its tone it is vibrating primarily at a single 
frequency. From the time domain in Fig. 4-3b it is seen that it is 
vibrating in a sine wave and is lightly damped. 
In Fig. 4-3c, it can be seen that in the frequency domain, the 
frequency response of the tuning fork has a very sharp peak indicating 
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that it is very 1-ightly damped. There are also several smaller peaks 
of the higher modes. The major tone is caused by the vibration mode 
shown in Fig. 4-4a and the second mode is caused by a vibration as 
shown in Fig. 4-4b. 
The vibration of any structure can be expressed as a sum of its 
vibration modes. The modal analysis technique determines the shape 
and magnitude of the structural deformation in each vibration mode. 
Once the vibration modes of a structure are known they may be 
modified, if necessary, by incorporating other material into the 
system or adding extra mass to the structure thus providing a more 
realistic practical solution. 
There are many ways that the modes of vibration can be determined. 
the simple tuning fork example modes would be obtained intuitively. 
However, it is possible to write an equation for the modes of 
vibration for simple structures but in most real situations the 
solution cannot be obtained intuitively or solved analytically. In 
these cases it is necessary to measure the response of the structure 
and to determine the modes. 
In 
There are two basic techniques for determining the modes of vibration 
in complicated structures, these are: 
(a) exciting only one mode at a time (single mode excitation modal 
analysis) 
computing the modes of vibration from the total vibration 
(modal analysis from total vibration) 
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4.2.4 THE RELATIONSHIP BETWEEN THE TIME, FREQUENCY AND MODAL DOMAINS 
To determine the total vibration of the structure, it is required to 
measure the vibration at several points on it. If the time domain 
data was transformed to frequency domain, results as shown in Fig. 4-5 
would be obtained where the sharp peaks (resonances) all occur at the 
same frequencies independent of where they are measured on the 
structure. 
Likewise, by measuring the width of each resonance, it would be found 
that the damping of each resonance is independent of position. The 
only parameter that varies when moving from point to point along the 
structure is the relative height of resonances. By connecting the 
peaks of the resonances of a given mode, the mode shape of that mode 
can be traced out. 
By a time/frequency/modal change of perspective no information has 
been lost. Each vibration mode is characterized by its mode, 
frequency and damping from which the frequency domain view can be 
constructed. 
However, the equivalence between the modal, time and frequency domain 
is not quite as strong as that between the time and frequency domains. 
Because the modal domain portrays the properties of the network 
independent of the stimulus, transforming back to the time domain 
gives the impulse response of the structure, no matter what the 
stimulus. A more important limitation of this equivalence is that 
curve fitting is used in transforming from frequency response 
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measurements to the modal domain to minimize the effects of noise and 
small experimental errors. No information is lost in this curve 
fitting, so all three domains contain the same information, but not 
the same noise. Therefore, transformation from the frequency domain 
to the modal domain and back again will give results like those in 
Fig. 4-5 and Fig. 4-6. The results are not exactly the same, yet in 
all important features, the frequency responses are the same. This is 
also true of time domain data derived from the modal domain. 
4.3 THE MODEL STRUCTURES 
The accuracy of the manufacturing technique of a test model is 
extremely important and without accurately made components in 
fabricated structures, the results of the investigation will be 
meani ngl ess. 
Another important factor in the process of model making is the choice 
of material used. The most convenient material for making double- 
layer grid models from the point of view of workability is perspex, 
It is tough, easy to cut and available in tubes and strips in a number 
of different sizes. In addition, the material readily allows the 
cementing together of two adjacent members within a structural 
configuration. The model making techniques for skeletal systems 
requires the following conditions to be fulfilled: 
Centre lines of component members meeting at a nodal point must 
intersect at that point. 
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(2) Strains due to initial lack of fit of component members or to 
temperature changes must be eliminated. 
In the current investigation, node points were made from perspex discs 
and the members from tubes of perspex. 
It was necessary to ensure that holes in the discs were centrally 
drilled. The diameter of the hole was slightly larger than the 
lameter of the tube, thus enabling glue to be introduced between the 
two mating pieces. 
The initial lack of fit of component members can be eliminated by 
taking care during the fabrication. 
A holding jig for the node point perspex discs was designed to meet 
the specific requirements of the double-layer grid configuration. 
This jig was used to ensure that holes were accurately in the 
circumference of the discs. The top layer of the grid was assembled 
by cementing individual members into the pyramid units. The node 
discs were positioned by means of pins mounted onto a board on which 
the outline of the grid was traced. The diagonal members were 
prepared using a jig for mounting pyramids so that all members were 
inclined to the vertical. It also ensured that the centre line of all 
members intersected at the centre of the node joint. These pyramids 
were then cemented to the top and bottom 1 ayers of the doubl e-1 ayer 
grid models. 
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Plate 4.1a, 4.1b, 4.1c and 4.1d show the method of manufacture of 
model of a double-layer grid system. 
Plate 4.1a shows six members in position in relation to the perspex 
disc (node point). 
Plate 4.1b shows the formwork required to accurately manufacture the 
pyramid unit; as can be seen it is fabricated in a reversed sense. 
Plates 4.1c and 4.1d illustrate the final assembly of the double-layer 
grid model; the illustrations are self-explanatory. 
4.3.1 THE TRIPOD 
The simple tripod was manufactured from three perspex tubes of 
external diameter 6mm, wall thickness 1mm and length 200mm. The three 
supported ends formed a triangle of side length 200mm in plan. 
Tensol 70 cement was used to bond the tubes together at the node point 
and at the other ends to a substantial perspex plate. An impact load 
was applied at the node point of the tripod apex. A line diagram of 
the tripod is shown in Fig. 4-7a. 
4.3.2 THE UNIT TETRAHEDRAL TRUSS 
Fig. 4-7b shows a line diagram of the unit tetrahedral truss in which 
the material member sizes and lengths were the same as those of the 
tripod; the bonding technique at the node joints were also similar to 
that used in the first model. In an earthed condition the model was 
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tested when nodes 1,3 and 9 were supported; it was also tested in a 
free-free condition. 
4.3.3 THE TETRAHEDRAL TRUSS 
A line diagram of the tetrahedral truss is shown in Fig. 4-7c. The 
member sizes and lengths were similar to those of the tripod and the 
unit tetrahedral truss models. Tensol 70 cement was also used to bond 
the tubes together at the node joints. The model was tested in the 
free-free condition as well as in the earthed condition when nodes 1, 
3,13,17,29 and 31 were supported. 
4.4 THE DYNAMIC MECHANICAL PROPERTIES OF THE PERSPEX MATERIAL 
Experimental investigations were undertaken to determine the dynamic 
properties of the perspex material. These properties were needed as 
data for the material definition in the computer program. 
In the present investigation the storage moduli and loss factor were 
determined using the forced non-resonance method and the audio 
frequency resonance method between 10-1 and 20 Hz and between 2x 102 
and 2x 103 Hz respectively. These two tests were undertaken at the 
National Physical Laboratoryq Teddington. 
In the forced non-resonance method a perspex sample was machined to 
approximately 164 x 10.6 x 2.89mm and an electromagnetic vi rator was 
employed to induce time-harmonic deformations in the perspex strip. 
Load cell and displacement transducers were used to monitor the force 
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and displacement cycles. These transducers were connected to an 
amplifier and the amplified outputs were passed via matched filters to 
automated data recording equipment. The microcomputer provided a 
printout of the stress, strain and phase shift at each frequency 
applied to the sample. Values of El. E" and tan bE were evaluated 
using the following equation: 
Oo Cos 6E = P/ tan6E 
CO 
where EI storage modulus, Ell = loss modulus 
GO stress 
co strain 
6E phase shift 
In the audio frequency resonance method test a cyclic force of 
(4-1) 
constant amplitudes was applied to a perspex beam which was suspended 
by two nylon loops; these latter were individually positioned by hand 
at the calculated nodal points. 
Small spring-steel strips were bonded to the same side of the perspex 
beam, and sinusoidal forces were applied at one end of the sample by 
means of an electromagnetic transducer fed by a variable frequency 
oscillator. 
The resulting vibrations of the sample were detected by a proximeter 
probe from which the signals were picked up by the conducting strip at 
the other end of the beam and yielded an output voltage proportional 
to the vibration amplitude. 
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The sample was machined to approximately 164 x 10.6 x 2.89mm and 
accurately weighed. The spring steel strips were bonded to the sample 
and the whole was weighed again. 
Calculations were made to determine the nodal positions of the 
specimen which was supported on the nylon supports. The nth resonant 
frequency (fn) was found by increasing the frequency until a maximum 
output was obtained. To enable the loss factors to be determined, 
measurements were made of the width of the resonant peak fun - fl, n 
where fun and fl, n are those frequencies above and below the fn at 
which the vibration amplitude is 11V2 of the peak amplitude. Knowing 
fnq fu, n and fl, n the storage modulus E, and the loss factor tan 
6E 
were calculated using the following equations: 
E' u, n 487r2 M13f n2 
(4-2) 
wh3an 4 
where M= sample mass (Kg) 
I= sample length (m) 
fn = resonant frequency (Hz) 
w= sample width (m) 
h= sample thickness (m) 
n= mode number 
an= mode constant 
The corrected E' is given by: 
E ul 
(4-3) 
u, n 
(1 + ým) (1 + ýsr) 
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where the mass correction is given by 
(1 Om) = [1 x im x mass factor )l 
M 
(4-4) 
where Im = mass of spring steel strips (Kg). The shear and rotatory 
inertia correction is given by: 
Osr) + an 
12 
h (2s (1 + v) 
1 
(4-5) 
where s= shape factor 
v= poisson's ratio 
Also tan bE fu, n -fl, n 
fn 
4.5 SPECIFICATION OF DYNAMIC PROPERTIES 
When a polymer sample is subjected to a time-harmonic load at a 
frequency below that required to excite resonance vibrations, its 
(4-6) 
deformation will generally lag in phase behind the applied load by an 
amount dependent on the loading frequency relative to the molecular 
motional frequencies. In the region of linear response at small 
strains, both the load and deformation cycles will be sinusoidal and 
the load cycle can be resolved into two components which are 
respectively in phase with, and 900 ahead of, the deformation cycle. 
-141- 
The dynamic properties may then be characterized by the components of 
a complex modulus M* given by 150-1539 1569 157 9 
= M' + 
ml CIO Cos 6m 
co 
tan 6M = mil / M, 
M1 (1 + itan 6M) 
mll - CFO sin 6M 
CO 
(4-7) 
Here i represents ao and co are the amplitudes of the 
respective stress and strain cycles and 6K (the loss angle) is the 
phase angle by which the stress cycle leads the strain cycle. MI and 
M" are the frequency dependent storage (or in-phase) and loss (or out- 
of-phase) moduli, respectively, being proportional to the peak energy 
stored and net energy dissipated per cycle. Tan6M is the loss 
tangent or damping factor which also depends on the test frequency. 
The complete specification of dynamic properties requires 
consideration of the type of stress or deformation involved since the 
latter may have an important influence on the perturbation of the 
molecular motional processes1529153. The two basic modes of 
deformation are illustrated in Fig. 4-8 and correspond respectively to 
shear, which involves a change of shape at constant volume, and to 
isotropic dilation or compression in which a volume change occurs at 
constant shape. For isotropic polymers, the results of dynamic tests 
involving the application of time-harmonic shear stresses or 
hydrostatic pressures can be represented respectively by the 
components of a complex shear modulus, 
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GI G" GI (i + itan6G) (4-8) 
and bulk modulus, 
K" KI itan 6K) (4-9) 
A full characterization of the linear dynamic properties of isotropic 
polymers is possible from measurements of G', G" (or tan 609 K19 K" 
(or tan 6K) over wide ranges of frequency, temperature and pressure. 
However, the accurate determination of these quantities for rigid 
polymers from simple shear and dilation/compression tests is 
difficult, owing partly to very high loads and small deformations 
involved, and it is often convenient to determine them from dynamic 
tests employing other types of deformation. 
As illustrated in Fig. 4-9, the components of G* may be obtained 
directly from dynamic torsion tests and the components of the related 
complex tensile modulus, 
EI + iEll = EI (1 + itan ÖE) (4-10) 
may be determined using either flexural or tensile deformations on 
long thin strips. In non-resonance dynamic tensile tests on strips, 
measurements of the ratio of amplitudes vo and phase angle 6V 
between the lateral and longitudinal strain cycles also enables the 
evaluation of the components of a complex Poisson's ratiO1529153 9 
VI i vil vI (i - itan6v ) 
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vI=U0 Cos 6v 
tan 6v = VII/Vi 
2 vil = Vo sin6v (4-11) 
positive values of V and 6V signify that the lateral strain lags in 
phase behind the longitudinal strain. From dynamic tests in which 
time-harmonic normal forces are applied to the faces of a wide, thin 
sheet such that the lateral strains are negligible, then the 
components of a complex longitudinal modulus, 
itan 6 (4-12) 
are obtained (Fig. 4-9). These components are particularly relevant 
to the propagation of longitudinal ultrasonic waves in a material when 
elements of the material cannot move laterally to a significant 
extent. 
4.5.1 RELATIONS BETWEEN COMPLEX MODULUS COMPONENTS 
The components of any two of the above complex functions are, in 
principle, sufficient to completely specify the linear dynamic 
properties of an isotropic material at a given frequency, temperature 
and pressure. It is thus possible to compute the components of one 
complex function from measured values of the components of two other 
functions. The relevant equations are obtained directly from the 
established relationships between the various moduli for elastic 
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materials by writing each modulus in complex form and subsequently 
separating the real and imaginary parts within each 
equationl52915391569157. This procedure follows from the 
correspondence principle, and is considerably simplified if the losses 
are suff i ci entl y smal 1 that the product of any two 1 oss tangents is 
negligible compared with unity, as is the case with rigid polymers. 
However, the form of the resulting equations is such that the 
computations sometimes involve an excessive magnification of errors, 
well known examples involving the determination of K or u components 
from the measured components of E* and G* by means of 
GIE 
3(3G' - E") 
E' 
2G' 
tan K 3GI tan 6E -Eltan 
6G 
C: e 
3GI - El 
tanbv, 1+ vi 
vI 
(tan 6G - tan 6E) 
(4-13) 
(4-14) 
Since El = 2.7G' for polymers, it follows that errors of + 1% in both 
El and GI lead to errors of about + 20% and + 8% in the computed 
values of KI and ul respectively. Considerably larger errors in tanb 
K and tan 6, are obtained since tan 
6E and tan 6G also have 
approximately equal magnitudes. 
The determination of the K* and G* components for polymers from the 
measured components of E* and v* is possible by means of the following 
relations, 
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Vt I .d E' 
30 - 2v' ) 
EI 
20 1 
(4-15) 
(4-16) 
Noting that vle-113 for polymers, it follows that errors of + 1% in 
both El and W lead to errors of about + 3% and + 1.25% in KI and GI 
respectively. Only moderate error magnifications are involved in the 
determination of the K* and G* components by this method for polymers, 
because tan 6E is substantially greater than tan6ve It should also 
be noted that both E* and v* components may be measured in a single 
dynamic tensile test, although the accuracy with which vI and tan6v 
can be determined is, of course, important. They are measurable with 
reasonable accuracy in non resonance tests with the aid Of strain 
gauges, and this provides motivation for using this technique for 
investigating shear and volume relaxations in polymers. 
The components of L* and G* can each be determined from ultrasonic 
wave propagation measurements and it is appropriate here to note the 
relationships by means of which data from these tests may be used to 
evaluate the components of K*, E* and v* for comparison with lower 
frequency results. The equations are as follows: 
K'= L' -4 G' . tan 6K = 3LI tan 
61 - 4GI tan br, (4-17) 
, tan 6K tan 5E-2vI tan 6t, 
1- 
, tan 
6G ý, tan 6E+ tan bv 
3 K' - 4G' 
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EI, GI (3L I- 4G I), tan 6E= tan 6G-LIGI (tan 6 r, -tan6i ) 
L' - GI (LI - G')(3L' - 4GI) 
v 2G tan 6vLIGI (tan r- tan 61 
2(L' - GI ) (L' - G' ) (L' - 2GI ) 
(4-18) 
(4-19) 
Ultrasonic studies on polymers yield LI/Gý-A, from which it follows 
that only a small error magnification is involved in evaluating KI, E, 
and W values. Computed values of tan8K and tan3vare, however, 
prone to considerable error magnification since tan 6G and tan 6L may 
not differ appreciably. 
4.5.2 EXPERIMENTAL METHODS 
In the frequency range from about 10-2 to 107 Hz, values for the 
various storage moduli and loss tangents can be determined using a 
combination of experimental techniques. Although the individual 
techniques have been employed by numerous workers for several years, 
only a few laboratories have simultaneously employed several methods 
to obtain data on polymers covering a very wide frequency range158 * 
In the latter context, particular mention should be made of the NPL 
at Teddington, Middlesex, England. The methods used in the National 
Physical Laboratory have been fully described in reference 153 and are 
schematically illustrated in Fig. 4-10. Only a brief outline of the 
methods will be given here, drawing particular attention to their 
application to isotropic polymers and to the sources and correction of 
errors. 
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4.5.2.1 FORCED NON-RESONANCE METHOD 
With this method, an electromagnetic vibrator is employed to induce 
time-harmonic deformation in a polymer strip at frequencies between 
about 10-2 and 103 Hz, and the force and displacement cycles are 
monitored with the aid of load cells and displacement transducers (or 
accelerometers) respectively. The frequency range is continuously 
variable and, for polymers is below that required to excite sample 
resonance vibrations. Experiments with polymers have been confined to 
tensile deformations although a simple shear stage is frequently used 
with more flexible materials such as rubbers owing to their higher 
displacement/force ratios. The force and displacement transducers 
form parts of matched bridge circuits the amplified outputs of which 
are passed via matched filters to automated data recording equipment. 
Voltage amplitudes can be readily determined to an accuracy of about 
1% and phase angles are usually accurate to within + 0.10 (tanb = 
0.002) if the effect of noise is minimized through averaging over many 
cycles or through the use of the matched low-pass filters. 
Val ues of EI, P and tan 6E eval uated usi ng Eq. (4-7) wi th M equal to 
E show considerable errors in the case of rigid polymers if errors in 
the apparent ao/co and 6E are not corrected. Characteristic sources 
of error involve (a) the compliance of parts of the test arrangement 
and (b) displacements of sample material within the clamps. With each 
of these effects, the apparent strains calculated from the measure 
displacements are higher than the true values and magnitudes of E, may 
be underestimated. Values of tan 6E will also be underestimated if a 
significant machine compliance exists and at frequencies above about 
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200 Hz machine resonance give rise to additional errors in the 
apparent dynamic properties. Full details of proposed correction 
methods for each of the above effects have been given in reference 
153. 
The tensile non-resonance equipment can be employed for determinations 
of the components of the complex Poisson's ratio v*. For monitoring 
the cyclic variations of both the longitudinal and lateral strains, 
bidirectional strain gauges are used, each comprising resistance 
elements aligned in the respective longitudinal and lateral 
directions. In order to minimize possible small bending effects, a 
bidirectional gauge is bonded to each of two opposite faces of a 
tensile strip and a series connection made between the two 
longitudinal elements and also between the two lateral elements. 
The data recording equipment then yields an automated output of vo and 
bvwhich are used to evaluate W and tan6vaccording to Eq. (4-11). 
In principle, the longitudinal strain data could be used directly in 
the determination of the E* components, thus avoiding the above 
mentioned corrections in evaluating the strain from longitudinal 
displacement measurements. Strain gauges could underestimate the 
individual strains, due to the lack of complete stress transfer to the 
gauges, although the ratio of strains can be considerably more 
accurate. 
4.5.2.2 AUDIO FREQUENCY RESONANCE METHODS 
At frequencies between about 20 Hz and 20 KHz, very accurate values of 
storage moduli and damping factors for polymers can be determined by 
means of standing wave resonance technique. With these methods 
(Fig. 
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4-10) , smal I pi eces of magneti c steel are bonded to one end of af1 at 
polymer strip of rectangular cross-section and non-contact 
electromagnetic transducers, fed by variable frequency oscillators, 
are employed to produce a cyclic force or moment having a frequency 
independent amplitude. For the monitoring of vibration amplitudes, 
small metallic pieces are bonded to the other end of the specimen and 
the output voltages recorded from non-contact proximator probes facing 
the conducting pieces. A measuring amplifier and frequency counter 
are used to obtain the resonance frequencies frn at which maxima are 
observed in the displacement amplitude and the width of the resonance 
peaks Afn at which the amplitude equals 1/ý2 of the maximum 
amplitude. Here the mode number n takes on values of 1,2,3 etc, the 
value 1 corresponding to the fundamental mode of vibration and higher 
numbers representing successive harmonics or overtones. 
Three kinds of vibration are usually employed with the resonance 
methods (Fig. 4-10) and, in order of increasing frequency, these are 
(i) flexural, (ii) torsional and (iii) longitudinal. In order to 
avoid the effects of clamping, samples are usually supported at two 
symmetrically placed nodal points for the appropriate vibrational 
modes and free-free modes of vibration are induced. Fine nylon 
filaments are used as suspension loops for the flexural and torsional 
tests whilst for the longitudinal studies needle supports are 
employed. 
Resonance frequencies of free-free flexural vibrations are found 
typically between about 100 Hz and 10 KHz and yield values of E' 
within this frequency range. The classical equation 
153 
-150- 
El = 487r2 p 14 f rn 
2/ h2 Oln 4 (4-20) 
can be used to obtain approximate El values for long, thin samples. 
Here p is the sample density and, for free-free vibrations, the mode 
constants cin are determi ned from cos cz cosh ci =1. However , 
significant errors may arise from the inertia of the added metallic 
masses and also from the polarizing magnetic field on the drive 
transducer in the case of low frequency fundamental modes. Methods 
153 for correcting for or minimizing these effects have been proposed 
For short, thick samples and for the higher vibrational modes, Eq. 
(4-20) becomes inaccurate owing to the neglect of shear deformation 
and rotatory inertia in the classical model. Corrections for these 
153 effects can be made through an extension to the classical theory 
Torsional resonances of freely suspended strips are usually observed 
at frequencies above 500 Hz and the measured resonance frequencies are 
used to compute GI values. For long, thin isotropic strips the 
classical theory153 gives 
GI = 4, N2 pIp 12f rn 
2/k an 2 (4-21) 
where the an are equal to n7r in the case of free-free vibrations, k 
is a shape constant and pI p is the polar moment of 
inertia of a unit 
length of sample. For samples of rectangular cross-section, Ip equals 
bh(b2 + h2)/12 and k is given by bh3(1-0.63h/b) when h/b<f. 
3 
Correction methods have been proposed for the inertial effects of the 
added drive and detector masses and for the axial stresses and warping 
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inertia which arise from the non uniform warping in samples of 
153 rectangular cross-section a 
At frequencies typically between 5 KHz and 50 KHz, El values may be 
derived from longitudinal resonance frequencies using the relation, 
E' = 47r2 p 12 f rn 
2/ n2 cn2 (4-22) 
where cn = n7r for free-free vibrations. Small corrections to the 
apparent El may be required153 for the effects of added masses and 
also for the inertial effects accompanying the lateral motions of beam 
elements related to the Poisson's ratiou . 
With each of the resonance techniques, an appropriate damping factor 
may be evaluated to a good approximation from the measured resonance 
peak width by the relation, 
tan 6E, G "ý Afn / frn 
(4-23) 
The range and accuracy of tan 6 val ues whi ch can be determi ned by thi s 
method depends on the accuracy of frequency measurements and the 
degree of overlap of neighbouring resonances. From fundamental 
resonance peaks (n=l) tan6 values between 0.02 and 0.3 can usually be 
measured to within + 5%. For the higher modes, where frequencies are 
higher and the overlap problem is more severe, values of tan6 in the 
range 0.003 to 0.1 may be determined with similar accuracy. For the 
determination of very low damping factors, measurements can be made of 
the free-decay of vibration amplitudes using a level recorder. If 
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An(t1) and An(t2) are the respective amplitudes at times tj and t2 
after removal of the drive force then, for low damping, 
tan 5EG '2 In [A, (tl)/A, ( =A (4-24) 
Ir frn (t2-tl ) 
The free-decay method is suitable for tan 6 values below about 0.01 
for n=1 and 0.002 for nA. Errors in the calculated tan 6 values 
arise principally from external factors including suspension losses, 
air damping and static magnetic field effects. Such errors are 
usually significant only for the lower flexural resonance modes and 
may be minimized or corrected for by methods described in reference 
153. 
4.6 IMPACT TESTS ON THE PERSPEX STRUCTURAL MODELS 
Experimental analyses were undertaken on the perspex structural models 
to enable a comparison to be made with the results from the analytical 
work. 
Plate 4-2 shows a typical impact test arrangement for a skeletal model 
when it was tested in a near free-free support condition. 
The impact loads on the skeletal structures were applied by means of a 
B and K impact hammer (type 8202) ,a force transducer type 
8200 and a 
rubber tip type UG5256. The signal from the force transducer is 
routed via a preamplifier to the peak hold bridge and hence to the 
oscilloscope. 
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Two electrical resistance strain gauges joined in series were bonded 
to selected members of both structures. The resistance of the gauges 
was 60 ohms and the gauge length was 5mm. The gauge series measured 
the axial strain in the member. The signal from the strain gauge was 
taken to an oscilloscope, via a peak hold indicator where it could be 
permanently recorded on an X-Y plotter. The displacements of selected 
node joints could be recorded indirectly by using an accelerometer 
which was also connected to the oscilloscope and hence to the X-Y 
plotting facility. The displacement could be derived by integrating 
this plot twice. In this investigation the Birchall accelerometer 
type A/23/E with a charge amplifier No. 1626 were used. 
The experimental procedure was somewhat restricted because all signals 
had to be recorded via the oscilloscope. This latter was a two trace 
system; one trace gave the dynamic force plot whilst the other trace 
gave the output from either the strain gauge or accelerometer. As the 
impact was applied manually to the structure, it was desirable to 
provide as near equal energy as possible in any one series of tests; 
this was achieved through experience. 
The tripod unit was supported at the base of the three legs in 
position and direction. The unit of the tetrahedral truss was 
supported at alternate nodal joints around its base with two of the 
joints positioned fixed in the vertical direction but free to move in 
the horizontal directions and to rotate in all directions; the other 
nodal joint was fixed in position and direction. The support 
reactions to the two earthed structures were mounted onto a heavy 
2.5m x 2m steel surface table to provide a rigid base. In the free- 
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free condition the unit tetrahedral truss and the tetrahedral truss 
were positioned in a frame, by means of elastic strings to enable the 
structure to have rigid body movement in addition to internal 
vibrations. 
4.7 VIBRATIONAL TESTS ON THE PERSPEX STRUCTURAL MODELS 
Plate 4-3 illustrates the test arrangement of a vibrational test for a 
skeletal model when it was tested in a near free-free support 
condition. 
The model structure was fixed to a rigid steel frame structure by 
means of elastics connecting the corner node joints to the frame. 
These very low stiffness elastics were used to allow the model to have 
rigid body movements in addition to its internal vibrations. 
The vibrations on the skeletal structures were applied by means of an 
electromagnetic vibrator (Ling Dynamics Systems, V201) fed by a 
variable frequency oscillator (type TP025). A steel frame, strings 
and weights were used to place the vibrator in the required position 
without adding any weight to the model. More weights were used to 
increase the weight of the vibrator relative to the weight of the test 
model in order to avoid any movement of the vibrator while applying 
vibrations to the structure. 
A force transducer (B and K, type 8200) was placed between the 
vibrator and the nodal joint (reference point) of the model structure 
under consideration. A special perspex piece was used to fix the 
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transducer to the reference point (Plate 4-4a). Birchall 
accelerometer (type 3861) was glued to a small perspex cube and the 
latter was fixed to the nodal joint (response point) under 
consideration by means of a small screw (Plate 4-4b). The perspex 
cube was used in order to accurately locate the accelerometer in the 
x, y and z directions. 
A Dynamic Signal Analyser (Hewlett Packard, 3562A) was used to control 
the frequency range applied to the structure through the oscillator 
and the vibrator. This will be described in section 4.8. The force 
and acceleration signals were recorded in the dynamic signal analyser 
after passing through a power amplifier (type Birchall). 
The dynamic signal analyser was connected to a microprocessor and a 
hard disc which were in turn connected to a VDU with a keyboard and an 
x-y plotter. 
The Entek software was used in conjunction with the dynamic signal 
analyser to perform the dynamic signal analysis of the signals 
recorded by the force transducer and the accelerometer. 
4.8 DYNAMIC SIGNAL ANALYSIS 
The Dynamic Signal Analysers are based on the properties of the Fast 
Fourier Transform (FFT). These analysers have advantages of parallel- 
filter analysers without their low resolution limitations. In 
addition, it is the only type of analyser that works in all three 
domai ns. 
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4.8.1 FFT PROPERTIES 
The transformation from the time domain to the frequency domain and 
back again is based on the Fourier Transform and its inverse. 
Fourier Transform pair is defined as: 
co 
SX(f) =f x(t)d-j 
27rft 
-a) 
OD 
x(t) 
f 
Sx(f)ei 
27ft 
-00 
dt (Forward Transform) 
dt (Inverse Transform) 
Thi 
(4-25) 
(4-26) 
where 
x(t) = time domain representation of the signal x 
Sx(f) frequency domain representation of the signal x 
To compute the Fourier Transform digitally, a numerical integration 
must be performed. This will give an approximation to a true Fourier 
Transform called the Discrete Fourier Transform. There are three 
distinct difficulties with computing the Fourier Transform. First, 
the desired result is a continuous function. It will only be possible 
to calculate its value at discrete points. With this constraint the 
transform becomes, 
co 
Sx(m Af) x(t)ej 27MAft dt (4-27) 
fl, 
-00 
where m=o, + 19 +2... 
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and af = frequency spacing of the lines. 
The second problem is that 
I 
an integral must be evaluated. This is 
equivalent to computing the area under a curve. This can be done by 
adding together the areas of narrow rectangles under the curve as in 
Fig. 4-11. 
The transform now becomes: 
(10 
Sx (m af at Z 
n=-co 
x(n at)e-J 'rmAfnllt (4-28) 
where &t = time internal between samples. 
The last problem is that even with this summation approximation to the 
integral, samples must be summed over all time from minus to plus 
infinity. Clearly then, the transform must be limited to a finite 
time interval 
N-1 
Sx (m Af ) ý=at E x(n at)e j 27rmafn at (4-29) 
n=o 
The frequency spacing between the lines must be the reciprocal of the 
time record length. Thereforej Eq. (4-29) can be simplified to the 
formula for the Discrete Fourier Transform 
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N-1 
Sx (m af x(n &t)e7i 2 7r mn/N (4-30) 
n=o 
The Fast Fourier Transform (FFT) is an algorithm for computing this 
discrete Fourier Transform (DFT). Before the development of the FFT 
the DFT required excessive amounts of computation time, particularly 
when high resolution was required (large N). The FFT requires one 
further assumption that is that N is a multiple of 2. This allows 
cer ain symmetries to occur reducing the number of calculations 
(multiplications) which have to be done. 
The Fast Fourier Transform is only an approximation to the desired 
Fourier Transform. First, the FFT only gives samples of the Fourier 
Transform. Second, it is only a transform of a finite time record of 
the input. 
Two channel measurements are often needed with a Dynamic Signal 
Analyser. Before defining the two channel transfer functions, one 
other function, the Cross Power Spectrum, Gxy is to be introduced. 
This function is used internally by Dynamic Signal Analysers to 
compute transfer functions and coherence. 
The Cross Power Spectrum, Gxy is defined as taking the Fourier 
Transform of two signals separately and multiplying the result 
together as follows: 
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Gxy(f) = SX(f) S* y 
where * indicates the complex conjugate of the function. 
(4-31) 
With this function, the Transfer Function, H(f), can be defined using 
the cross power spectrum and the spectrum of the input channel as 
fol 1 ows: 
H(f) 
ýxx (f 
where - denotes the average of the function. 
It may be more appropriate to compute the transfer function as 
fol 1 ows: 
I H(f) 12 Gvv 
. a.. " 
ýxx 
(4-32) 
(4-33) 
This is the ratio of two single averaged channel measurements. Not 
only does this measurement not give any phase information, it also 
will be in error when there is noise in the measurement. If, however, 
the cross power spectrum is averaged this noise error will be 
eliminated and a much better estimate of the transfer function will be 
made. 
The coherence Function, Y2, is also derived from the cross power 
spectrum by: 
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. Y2 =- 
*(f ýYXM Gxy (4-34) 
Gxx(f) Gyy(f) 
The coherence function is a measure of the power in the output signal 
caused by the input. If the coherence is 1, then all the output power 
is caused by the input power. If the coherence is 0, then none of the 
output is caused by the input, i. e., if there is no noise, the 
coherence function is unity. If there is noise, then the coherence 
wi 11 be reduced. 
The coherence is also a function of frequency. It can be unity at 
frequenci es where there is no i nterference and 1 ow where the noi se is 
high. 
Because it is sometimes easier to understand measurement problems from 
the perspective of the time domain, Dynamic Signal Analysers often 
include several time domain measurements. These include auto and 
cross correlation and impulse response. 
Auto Correlation is a comparison of a signal with itself as a function 
of time shift. It can be found by taking a signal and multiplying it 
by the same signal displaced a time T and averaging the product over 
all time. This quantity is often computed in the frequency domain 
since the Frequency Transform algorithm is already in the instrument 
and the results can be computed faster because less multiplications 
are required. 
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Cross Correlation is a comparison of two signals as a function of a 
time shift between them. Impulse Response is the corresponding time 
domain description of the transfer function which can be calculated 
from the inverse Fourier Transform of H(f). 
4.8.2 COMPUTER IMPLEMENTATION 
Because of the many calculations involved in transforming domains, the 
transform must be implemented on a digital computer if the results are 
to be sufficiently accurate. Fortunately, it is relatively easy and 
inexpensive to incorporate all the needed computing power in a small 
instrument package. However, transformation to frequency domain in a 
continuous manner cannot be done, but instead the time domain input 
must be sampled and digitized. This means that the algorithm 
transforms digitized samples from the time domain to samples in the 
frequency domain as shown in Fig. 4-12. 
Because of sampling, an exact representation in either domain is no 
longer available. However, a sampled representation can be as close 
to ideal by placing the samples closer together. 
A time record is defined to be N consecutive, equally spaced samples 
of the input. Because it makes the transform algorithm simpler and 
much faster, N is restricted to be a multiple of 2, for instance 1024. 
As shown in Fig. 4-13, this time record is transformed as a complete 
block into a complete block of frequency lines. All the samples of 
the time record are needed to compute each and every line in the 
frequency domain. This is in contrast to what one might expect9 
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namely that a single time domain sample transforms to exactly one 
frequency domain line. This block processing is a property of the 
FFT. Because the FFT transforms the entire time record block as a 
total, there cannot be valid frequency domain results until a complete 
time record has been gathered. 
However, once completed, the oldest sample could be discarded, all the 
samples shifted in the time record, and a new sample added to the end 
of the time record as shown in Fig. 4-14. Thus, once the time record 
is initially filled, there is a new time record at every time domain 
sample and therefore new valid results in the frequency domain at 
every time domain sample could be obtained. 
Another property of the FFT is that it transforms these time domain 
samples to N/2 equally spaced lines in the frequency domain, because, 
each frequency line actually contains two pieces of information, 
amplitude and phase. 
It has been implied that the amplitude and frequency of the sine waves 
contains all the information necessary to reconstruct the input. But 
the phase of each of these sine waves is important too. For instance, 
in Fig. 4-15, the phase of the higher frequency sine wave components 
of this signal has been shifted. The result is a severe distortion of 
the original wave form. 
The lowest frequency that can be resolved with the FFT spectrum 
analyser must be based on the length of the time record. This can be 
seen in Fig. 4-169 if the period of the input signal is longer than 
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the time record, there will be no way of determining the period (or 
frequency). Therefore, the lowest frequency line of the FFT must 
occur at frequency equal to the reciprocal of the time record length. 
Therefore, the highest frequency that can be measured can now be 
determined from: 
fmax = 
2 Period of Time Record 
because there are N/2 lines spaced by the reciprocal of the time 
record starting at zero Hertz. The usefulness of this frequency range 
can be limited by the problem of aliasing which will be discussed in 
the next section. 
Since the frequency range of the measurement has to be adjusted, fmax 
must be varied. The number of time samples N is fixed by the 
implementation of the FFT algorithm. Therefore, the period of the 
time record must be varied to vary fmax. To do this, the sample rate 
must be varied so that N samples is being obtained in the variable 
time record period. This is illustrated in Fig. 4-17. In order to 
cover higher frequency range, faster sampling is required. 
4.8.3 ALIASING 
The reason an FFT spectrum analyser needs so many samples per second 
is to avoid a problem called aliasing. Aliasing which is also known 
as fold-over or mixing is shown in the frequency domain in Fig. 4-18. 
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Two signals are said to alias if the difference of their frequencies 
falls in the frequency range of interest. This difference frequency 
is always generated in the process of sampling. In Fig. 4-18, the 
input frequency is slightly higher than the sampling frequency so a 
lower frequency alias term is generated. If the input frequency 
equal s the sampl i ng frequency then the al i as term f al 1s at zero Hertz 
and a constant output is obtained. If the sample rate is greater than 
twice the highest frequency of the input, the alias products will not 
fall within the frequency range of the input. Therefore a filter 
after the sampler will remove the alias products while passing the 
desired input signal . 
If the sample rate is lower, the alias products will fall in the 
frequency range of the i nput and no amount of fi1 teri ng wi 11 be abl e 
to remove them from the signal. This minimum sample rate requirement 
is known as the Nyquist Criterion. Meeting the Nyquist Criterion of 
sample rate greater than twice the maximum input frequency is 
sufficient to avoid aliasing and preserve all the information in the 
input signal. 
4.8.4 WINDOWING 
For a sine wave to have a single line spectrum, it must exist for all 
time, from minus infinity to plus infinity. If an infinite time 
record was to be considered, the FFT would compute the correct single 
line spectrum exactly. However, a finite time record of the sine wave 
is only looked at and this can cause energy leak out of one resolution 
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line of the FFT into all the other lines if the continuous input is 
not periodic in the time record. 
The problem of leakage is severe enough to entirely mask small signals 
close to the sine waves. The solution to this problem is known as 
wi ndowi ng. 
Most of the problem is at the edges of the time record, the centre is 
a good sine wave. Therefore, multiplying the time record by a 
function that is zero at the ends of the time record and large in the 
middle would make the FFT be concentrated on the middle of the time 
record. Such functions are called window functions because data is 
looked at through a narrow window. Vast improvement may be obtained 
by windowing data that is not periodic in the time record. However, 
the input data has been tampered with and perfect results cannot be 
expected. 
In the current experimental investigation, the transient event is 
sought after instead of wanting the frequency spectrum of a continuous 
signal. Therefore, the uniform window (also referred to as a 
rectangular window) which weights all of the time record uniformly has 
been used. 
The case for the uniform window by looking at transients can be 
generalized. The transient has the property that is zero at the 
beginning and end of the time record. The windowing has been 
introduced to force the input to be zero at the ends of the time 
record. In this case, there is no need for windowing the input. Any 
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function like this which does not require a window because it occurs 
completely within the time record is called a self-windowing function. 
Self-windowing functions generate no leakage in the FFT. 
Consequently, no window is required. Impact, impulse, shock responses 
are some examples of self-windowing functions. 
There are other functions (windows) used to window the data such as 
the force window, the response window, the hanning window and the 
flattop window. Each of these windows has its own application 
depending on the measurement situation. 
4.8.5 AVERAGING 
The desired signal often must be measured in the presence of 
significant noise. The standard technique in statistics to improve 
estimates of a value is to average. When a noisy reading on a Dynamic 
Signal Analyzer is observed a computed average signal can be 
determined with the signal analyzer. 
Two kinds of averaging are available, RMS (or power averaging) and 
linear averaging. RMS averaging technique is very valuable for 
determining the average power in any of the filters of the Dynamic 
Signal Analysers. The greater number of averages taken, the better is 
the estimate of the power level. If a small signal is to be measured 
the signal to noise ratio cannot be improved with RMS averaging; it is 
possible only to make more accurate estimates of the total signal plus 
noise power. However, there is a technique for improving the signal 
to noise ratio of a measurement, called linear averaging. In thi s 
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case, the synchronizing signal is used to trigger the start of a time 
record. Therefore, the periodic part of the input will always be 
exactly the same in each time record taken, whereas the noise will 
vary. If a series of these triggered time records are added and 
di vi ded by the number of records taken the average wi 11 be computed. 
The more averages are taken, the closer the noise comes to zero and 
the signal to noise ratio of the measurement will continue to improve. 
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Pl ate 4.1 c Method of assembly of pyramids 
Plate 4.1d Pyramids cemented to the top and bottom layers of the 
double-layer grid model 
-181- 
(p 
0-4 H3 
C) 
C-t 
C-+ 
(D 
(D 
=3 (D 
:3 
C-t 
--h 0 
s 
C-+ 
ZY 
(D 
C: 
r+ 
C+ 
(D 
Q) 
(D 
C-+ 
C: 
(A 
LA 
a 
0 
a- 
I 
I 
I 
I 
I 
I 
-.. 
i 
i1441 
-v 
--. i 
13) 
-183- 
Pl ate 4-4a A close-up showing a typical reference point 
PI ate 4.4b A close-up showing a typical response point 
I 
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CHAPTERFIVE 
MODEL ANALYSES - RESULTS AND DISCUSSION 
5.1 INTRODUCTION 
The model analysis is divided into two sections: 
(a) Section 5.2 deals with the dynamic analyses of tetrahedral 
truss reflector models where analytical and experimental 
analyses are undertaken for the model structures under impact 
and vibration loading conditions. 
(b) Section 5.3 investigates the vibrational analysis for 
tetrahedral space platforms in which theoretical and analytical 
techniques are used to determine the dynamic characteristics of 
large skeletal frameworks for space applications. 
Natural frequencies and mode shapes of the large tetrahedral trusses 
computed using different methods are analysed and compared to assess 
the accuracy of the simplified analysis technique. 
-185- 
5.2 DYNAMIC ANALYSES OF TETRAHEDRAL TRUSS REFLECTOR MODELS 
5.2.1 EXPERIMENTAL INVESTIGATIONS 
The experimental investigations were divided into two sections. 
(i ) Experiments were undertaken to determine the complex modulus 
components of the perspex material which was used in the 
fabrication of the truss models under investigation; these 
properties were used as data for the computer program to obtain 
analytical solutions. 
(ii ) Experimental analyses were undertaken on the perspex structural 
models to obtain the impacting force required as data for the 
computer program and to enable a comparison of experimental 
dynamic response of the test models to be made with the results 
from the analytical work. 
5.2.1.1 SPECIFICATION OF THE COMPLEX MODULUS COMPONENTS OF THE 
PERSPEX MATERIAL 
When dynamic loading in the form of vibration is applied to a 
material, the internal frictional dissipation in the material 
partially resists the exciting force. 
If the material is a quasi-isotropic polymer, the friction at 
dissipation will be of the viscous type and it will cause a phase 
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shift between the stress and strain under steady state vibration 
conditions. 
The values of the corrected storage modulus and the loss factor 
calculated using the audio frequency resonance method are given in 
table 5-1; the test procedures used to determine these values are 
given in Chapter 4. The evaluation of these two quantities by the 
forced non-resonance method was also undertaken. The results for four 
frequencies have been given in table 5-2. 
The above tabulated quantities of storage modulus and loss factor 
against frequency have been plotted in Figs. 5-1 and 5-2 respectively 
and it can be seen that for increasing frequencies the modulus 
increases non-linearly and the loss factor decreases non-linearly over 
the range 10 to 2000 Hz. 
When the model structures were impacted the experimental member strain 
or node accelerations versus time plots were used to determine the 
frequency range at which the member or the node was vibrating due to 
the impacting force. 
The frequencies of the various models were each used to find the 
corresponding storage modulus and the loss factor from Fig. 5-1 and 
Fig. 5-2 respectively. These properties were used to define the 
material mechanical properties in the material range of the input data 
and hence obtain the analytical solution of each impacting force 
applied to any of the models under investigation. 
-187- 
5.2.1.2 DYNAMIC TESTS ON THE STRUCTURAL MODELS 
Section 4.6 describes the experimental impact tests procedure 
undertaken to obtain the dynamic response of the test models under 
impact loading conditions. 
The f orce appl i ed to sel ected nodes of the model structures and the 
force-time graphs were obtained experimentally. In addition, the 
axial strains and accelerations at certain members and nodes of the 
models were also obtained experimentallY. The experimental applied 
forces were used as the i nput dynami c forces appl i ed to the structures 
in the analytical work in order to obtain the analytical dynamic 
response to these forces and to compare the analytical solutions with 
the corresponding experimental results. 
The structural models were tested in both earthed support conditions 
and in a near free-free condition. Experimental and analytical 
solutions were obtained and compared with each other in the two 
support conditions. 
Section 4.7 describes the test procedure used to determine the natural 
frequencies of the above models. The experimental estimates of the 
vibrational characteristics of the perspex structural models were 
compared with the corresponding analytical solutions of the natural 
frequencies obtained from the computer program. 
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5.2.2 ANALYTICAL ANALYSIS 
A beam element was used in the finite element formulation for the 
problem. The nodes at the ends of the beam each have six degrees of 
freedom (bx, by, 6Z, Ox, Oy, 8z). The basic formulation of the 
element was derived from the simplified Cosserat beam theory for the 
solution of equilibrium equations in dynamic analysis given by 
DupuiS159. In addition, finite element procedures are given in 
reference 160. The dynamic integration operators are characterized as 
either implicit or explicit. The explicit schemes obtain values for 
dynamic quantities at time t+At based entirely upon the available 
values at time t; this method requires a minimum size of time step in 
order to maintain numerical stability. The implicit schemes remove 
the upper bound on the time step size by solving for the dynamic 
quantities at time t+At based upon values at time t and time t+At. As 
they are implicit, iteration is essential to these schemes for non 
trivial problems. 
The implicit schemes usually give acceptable solutions with time steps 
one or two orders of magnitude larger than the stability limit of the 
simple explicit schemes, but the response predictions do deteriorate 
as the time step size increases relative to the period of typical 
modes of response. Although most programs do not provide a basis for 
choosing the time step size and research workers have to resort to a 
trial and error approach, in the current investigation the stress 
analyses have been performed using the Abaqus program where the time- 
step may be chosen automatically on the basis of half step residual 
(section 3.9). The Hilber-Hughes-Taylor operatorl6l time integration 
scheme was adopted for the analysis reported in this thesis. 
This 
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operator is based on the Newmark formulae for displacement and 
velocity integration discussed in Chapter 3. 
Simple examples were initially analysed for the dynamic response 
(displacements at nodes) under dynamic loading conditions and the 
solutions obtained from the Abaqus program were compared to the exact 
theoretical solutions. The difference between the results obtained 
from Abaqus and the results obtained from the exact analysis did not 
exceed 1%. This was considered satisfactory for using the beam 
el ement (B31 )in the fi ni te el ement formul ati on of the current 
analytical investigations. 
After defining the beam elements connectivity and the nodes 
coordinates in the input file to the computer program, the dynamic 
mechanical properties which were obtained from the experimental 
i nvesti gati on (secti on 5.2.1 ) and the geometri c properti es of the 
model under consideration were specified in the material range of the 
input file. The impacting force-time graph obtained experimentally 
was then normalized and specified through loading options within the 
file. Finally the support conditions and the analysis step in which 
the dynamic time was specified were defined. 
The loading and the dynamic time definitions were not required in the 
input file for vibrational analysis of the structural models. 
For the tripod model 3 members and 4 nodes were used in the finite 
element formulation of the analysis. The number of members and the 
number of nodes in the unit tetrahedral truss model were 21 and 
9 
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respecti vel y. In the tetrahedral truss structure, 102 members and 31 
nodes were used in the analytical analysis. 
5.2.3 COMPARISON OF EXPERIMENTAL AND ANALYTICAL SOLUTIONS 
Figs. 5-3 and 5-4 show the axial strains plotted against time for 
member 3-5 of the earthed tetrahedral truss unit when node 5 was 
impacted; the impacting force against time is shown as an insert to 
the figure. The graphs are analytical results obtained by using the 
automatic and constant time stepping techniques respectively in the 
Abaqus computer program. It can be seen that with the automatic time 
stepping procedure a considerable reduction in computer time and 
storage can be achieved over the constant time stepping technique and 
a generally good degree of representation of the strain time 
relationship is achieved. However, with the constant time stepping 
technique a more detailed relationship and actual strain peak value 
can be obtained (when a very small time step size is considered) at 
the expense of computer time and storage; this would be particularly 
expensive with a large structure consisting of many members. 
However, when detailed responses were required the constant time 
stepping procedure would have been used but in the following 
investigations the automatic time stepping scheme has generally been 
adopted and an appropriate parameter (0.1 x maximum impacting force 
applied) that controls the accuracy of this scheme has been chosen to 
provide dynamic solutions of high accuracy. In dynamics the automatic 
time stepping scheme is very powerful in initially excited problems 
with high dissipation, as for example those which are 
loaded 
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impulsively or those where the force is of short duration. In these 
cases the scheme is very economic as the time step naturally increases 
as the solution progresses and high frequency responses die away. 
5.2.3.1 IMPACT ANALYSIS OF THE TRIPOD STRUCTURE 
Initially the simple earthed tripod (Fig. 4-7a) was tested and the 
experimental and analytical solutions compared. 
This structural unit was impacted at node point 1 and the axial 
strains against time and the impact force against time relationships 
were obtained experimentally. The impact force-time relationship was 
used as the input to a theoretical analysis using the Abaqus computer 
program. Fig. 5-5 shows the strain-time graph which includes the 
first major peak strain response followed by a short damped region. 
The analytical and experimental solutions for the first strain peak 
value agree but it will be noticed that, following this peak value, 
the frequency of vibration of the analytical solution is greater than 
that for the experimental one. 
Fig. 5-6 shows the analytical displacement against time graph for node 
poi nt 1 The major peak di spl acement response is fol 1 owed by a short 
I 
damped region. 
It can be seen that the frequency of vibration in Fig. 5-6 is similar 
to that of the analytical solution in Fig. 5-5. 
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5.2.3.2 IMPACT AND VIBRATIONAL ANALYSIS OF THE UNIT TETRAHEDRAL 
TRUSS STRUCTURE 
Selected members of the tetrahedral truss unit (Fig. 4-7b) have been 
chosen for strain investigation and the experimental and analytical 
strain-time relationships have been plotted for an impact load which, 
for all cases of impact, has been the nodal joint number 5. As a hand 
held hammer was used in the experiment and only one member per impact 
could be monitored, it was necessary to develop a technique, such that 
as near equal impacts could be applied to the structure when 
monitoring the selected members. 
Fig. 5-7 shows a typical experimental relationship between strain and 
time for member 7-9 when the structure was earthed and Fig. 5-8 shows 
the equivalent analytical results. 
Although, for these selected members, there are some minor variations 
in the detail of the two techniques are essentially the same. 
However, as time increases the decaying curves do vary between the two 
methods of analysis. It would appear that the fundamental frequency 
of the system in the experimental solution is the dominant one, 
whereas the analytical solution has a higher proportion of harmonics. 
This may be seen by observing the vibrations amplitudes following the 
experimental and analytical peak strains. 
The structure was fixed in the vertical direction only at three 
points. These points were secured through perspex blocks to a rigid 
wooden base by means of screws and the base was then bolted 
to the 
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heavy steel surface plate. In practice it is difficult to obtain 
completely fixed support condition because of the practicability of 
this situation. Fig. 5-9 shows the acceleration-time graph when an 
accelerometer was placed at node 6. The relationship shows that the 
fundamental frequency is the dominant one and that the harmonics have 
tended to distort the graph. This is illustrated by the peak 
amplitudes of the fundamental frequency containing smaller peak 
amplitudes of higher frequencies. Fig. 5-10 shows the equivalent 
analytical solution. The latter solution of the acceleration-time at 
node point 6 shows a shorter time for the damping of the vibrations 
than that of the experimental solution. When the truss was placed in 
a near free-free condition and impacted at node point 5, the 
displacement signal at node point 1 (Fig. 4-7b) was recorded on a 
Fourier Analyser at the Royal Aircraft Establishment, Farnborough and 
an analysis was performed to obtain plots of the transfer function of 
accelerance. A typical result is shown in Fig. 5-11 when the 
accelerometer was placed at node point 3 and impacted at node 5. Fig. 
5-12 shows a typical transfer function of strain in member 3-5 per 
impact force at node point 5. It can be seen that the member is under 
considerable vibration disturbanceg the amplitudes of which peak at 
various frequencies. 
The analysis estimated that the value of the first two modes were 
299.2 and 325.94 Hz respectively. This result was confirmed by freely 
vibrating the structure over the above frequency range and also by 
mathematical calculation (curve fitting). The damping coefficients at 
the two modes were estimated to be 3.007% and 2.719% respectively. 
The Fourier analyser in this instance did not process the results 
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beyond a frequency of 500 Hz. Fig. 5-13 shows a typical experimental 
plot of axial strain against time for a member of the truss, (member 
3-5 is shown) when the latter is impacted at node 5; the analytical 
solution is superimposed upon it. The impacting force-time input to 
the latter solution obtained from the experimental test. The first 
major peak responses of the analytical and experimental strain agree 
f ai rl y wel 1; the strai n val ues are a measure of the force in the 
member. The absolute peak values for the analytical model generally 
tend to be greater in magnitude than those for the experimental one. 
The subsequent frequency of vibration of the experimental structure 
tends to be of much lower value than that of the analytical one and 
the amplitudes contain a mixture of natural and harmonic values. 
The fundamental frequency of the tetrahedral truss unit (Fig. 4-7b) 
computed from the Abaqus program was found to be 618 Hz. The Abaqus 
output has, in turn, been compared with that from the Nastran program 
and the two agree to within 2%. Further work by other research 
students in the section has shown that the size factor of test models 
is important. If the model is small and has been manufactured from 
relatively stiff members the overall system will act as a rigid body. 
It has been shown that structures of similar shape but constructed 
with more slender members agree more nearly with the analytical 
solution. A lighter hammer which excited frequencies up to a lower 
maximum value than the one used would probably have increased the 
accuracy of the modes being excited. In addition, the mass of the 
impact hammer should be much smaller than the mass of the structure 
being tested, howeverp this is very much dependent on the mechanical 
properties of the structure. 
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5.2.3.3 IMPACT ANALYSIS OF THE TETRAHEDRAL TRUSS STRUCTURE 
Axial strains in selected members of the tetrahedral truss model (Fig. 
4-7c) have been measured experimentally under impact loads applied to 
certain node points of the structure. Peak strains were compared with 
the corresponding analytical ones. Table 5.3a shows these 
experimental and analytical peak strains when the structure was 
earthed at nodes 1,39 139 17,29 and 31. 
Table 5-3b gives the experimental and analytical peak strains when the 
tetrahedral truss was placed in the near free-free condition. 
In both support conditions, the nodal joint number 11 has been 
impacted and the input forces were triggered. 
It can be seen that, generally good agreement between experimental and 
analytical measurements of peak strains in the members of the 
tetrahedral truss structure has been obtained; the differences between 
experimental and analytical solutions of the peak strain values for 
earthed support condition case and near free-free condition case did 
not exceed 7% and 8% respectively. 
In the experimental procedure it was difficult to insure that the 
impacting hammer was striking the model truly in a horizontal and 
vertical sense. 
The perspex domed impact discs did help, however, there was probably 
some error in the direction of hit which could account for the 
-196- 
difference between the analytical and experimental values. To 
i ncrease accuracy fi ve i mpact 1 oads were appl i ed to the system and an 
average was taken to give a measure of force and strain for each 
member. 
The weight of the cable connecting the strain gauge to the amplifier 
especially in the case of the near free-free condition was an extra 
weight to the system which was not possible to include in the 
ana. lytical solution. In addition, the analytical assumption is that 
the members meet at nodal joints, but this does not take into account 
the effects of the adhesive material at joints, with the possibility 
for greater damping, which increases the stiffness of the structure or 
the connecting discs. Clearly, these effects are difficult to model 
in the analytical solution although masses have been placed at the 
nodal point to represent the connecting discs. 
It will be seen that the members of the tetrahedral truss in the 
earthed support condition have undergone higher axial strains and 
hence higher stresses than those of the members in the near free-free 
condition. This is due to the fact that the impacting force is 
utilized to cause a rigid body movement of the structure as well as 
causing deformation of members in the case of free-free condition, 
whereas, for the earthed support condition the force is directed 
wholly to deforming the structure. 
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5.2.3.4 VIBRATIONAL ANALYSIS OF THE TETRAHEDRAL TRUSS STRUCTURE 
Natural frequencies of the tetrahedral truss model (Fig. 4-7c) have 
been investigated analytically and mode shapes have been Plotted when 
the model is in the free-free condition. 
For the first, second and third modes, the resonances are 189.35 Hz, 
196.3 Hz and 221.04 respectively. Fig. 5-14 shows the plan view of 
the three deformed shapes of the structure during the corresponding 
modes of vibration. Experimental investigations of the natural 
frequencies for the above model in a near free-free condition have 
been undertaken using the dynamic signal analyser. The truss was 
placed in a near free-free condition using a steel frame and elastic 
strings connecting the truss structure to the frame in order to allow 
the rigid body movement of the model (see section 4.7). 
The vibration source was applied at node point 20, and the 
displacement signals at node point 28 and node point 4 were recorded 
on the dynamic signal analyser connected to the microcomputer to 
enable the signals to be analysed and plotted by means of the software 
Entek. 
Accelerometers were able to be fixed to the nodal joints in the x, y 
and z directions using a small perspex cube bolted to the joint with 
the accelerometers glued onto the cube (it was shown by a separate 
investigation that the size of the cube had a negligible effect on the 
dynamic signals recorded). 
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Fig. 5-15 shows a typical coherence function of the signal at node 
poi nt 28. The coherence function isa measure of the power in the 
output signal caused by the input (see section 4.8.1). It indicates 
that at low frequencies up to about 20 Hz there have been losses in 
the input signal caused by the rigid body movements of the structure, 
however, the coherence is 1 at frequencies above 20 Hz; i. e., the 
output signal is completely caused by the input signal. 
Figs. 5-16 and 5-17 show typical transfer functions of accelerance at 
node poi nt- 28 and 4 respecti vel y. At very 1 ow frequenci es, ampl i tude 
peaks (which correspond to the rigid body modes) can be observed. 
These are followed by low magnitude vibrations until the natural 
frequencies of the structure are excited. 
It can be seen that the same resonance which is excited by impacting 
different point in the structure can have varying amplitudes and it is 
possible that a modal point on the structure could be at or near a 
zero displacement mode. Therefore, if the structure is impacted at 
thi s pol nt , zero or onl ya smal 
I amount of energy wi 11 be gi ven to the 
structure. 
This shows the importance of recording signals at more than one point 
so that the researcher can be confident that all modes of vibration 
have been recorded albeit with different amplitudes of frequencies at 
different node points. Several response points were considered and 
the above two transfer functions have shown all the experimental 
resonances of this particular truss model. These peaks have 
been 
analysed through a curve fitting routine and parameters tables 
have 
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been obtained to identify the frequencies in each transfer function of 
accelerance. Table 5-4a shows these results of node point 28 and 
includes frequency, percentage damping, peak amplitudes, phase angle, 
number of points considered in a curve fitq generalized stiffness and 
generalized mass at each mode are shown. The last column in the table 
shows the type of the curve fit; two is for a single degree of freedom 
curve fit. 
Table 5-4b shows a similar set of parameters of the transfer function 
of accelerance at node point 4. 
Table 5-5 shows the experimental and analytical estimates of the 
natural frequencies for the tetrahedral truss model. The percentage 
error has been performed using the average of the experimental 
estimates for each mode of vibration. 
The experimental estimate of the fundamental frequency is 181-27 Hz. 
This has been clearly picked up in the transfer function of 
accelerance at node point 28 (Fig. 5-16). The first harmonic 
frequency may be identified in Fig. 5-16 and Fig. 5-17 with estimated 
values of 197.90 Hz and 204.47 Hz respectively, whereas the second 
harmonic frequency is estimated to be between 216.81 Hz and 224.85 Hz- 
The third, fourth, fifth and sixth harmonic frequencies have been 
estimated to be between 249.89 Hz and 251.60 Hz, 267.55 Hz and 294.38 
Hz, 363.65 Hz and 379.56 Hz and 415.61 Hz and 439.12 Hz respectively. 
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The analytical estimates of the third, fourth, fifth and sixth 
harmonics are 250.72 Hz, 277.05 Hz, 380.78 Hz and 442-92 Hz 
respecti vel y. 
Figs. 5-18,5-19 and 5-20 show transfer functions of accelerance at 
node point 7 in the x, y and z directions. A narrow sweep excitation 
was applied over the frequency range of 180 Hz to 230 Hz. Figs. 5-21, 
5-22 and 5-23 show the Nyquist plots corresponding to the x, y and z 
directions of the acceleration measurements; the Nyquist diagram is 
another representation of the open-loop transfer function where the 
real and the complex conjugate of the frequency response curve are 
plotted on the same graph. 
The first and third modes of vibrations can be identified in Fig. 5-18 
where the fundamental and the second harmonic frequencies have shown 
major peaks in this open representation of the frequency response 
function or the two loops in Fig. 5-21. The first and second harmonic 
frequencies can be observed in Figs. 5-19 and 5-20 or in Figs. 5-22 
and 5-23. 
The narrow sweep excitation has estimated the fundamental frequency to 
be 185.71 Hz. The first and second harmonics have been estimated to 
be between 193.05 Hz and 204.16 Hz and between 211 . 11 Hz and 226.94 
Hz 
respectively. 
It can be seen that good estimates of the natural frequencies have 
been obtained experimentallyg howeverg there are some minor 
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differences between the analytical and the experimental estimates of 
the natural frequencies for the truss model under consideration. 
In the analytical analysis it is assumed that the structure is 
completely free, however, in the experimental analysis the model has 
some support from the elastic strings and, in addition, it experiences 
gravitational forces acting on it. Although research is continuing by 
other researchers in the department on the above problems, it is 
suggested that the agreement between the analytical and experimental 
techniques was acceptable to enable parameter study to-be undertaken 
analytically. The major study involved the analysis of a large 
tetrahedral space structure. 
5.3 VIBRATIONAL ANALYSIS FOR TETRAHEDRAL SPACE PLATFORMS 
5.3.1 ANALYSIS BY THE SLAB ANALOGY TECHNIQUE 
As a preliminary analysis to the determination of the dynamic 
characteristics of a tetrahedral large space truss structure simple 
expressions for stiffness and strength are suggested and a slab 
analogy is used to obtain mode frequency values. In this method the 
real skeletal structure is replaced by an equivalent continuum. If a 
relationship between the analogous system and the actual structure can 
be derived a quick and relativelY cheap solution, albeit approximateg 
would enable a modal frequency analysis of the structure to be 
performed. 
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In practice some double layer skeletal grid systems contain such a 
large number of elements that, for analysis, either the structural 
form is simplified or powerful computers have to be employed. In 
addition, considerable problems may be encountered with a computer 
analysis of large skeletal systems. Ill conditioning of the 
simultaneous equations and the influence of the truncated errors on 
the accuracy of the numerical solutions could produce severe problems. 
If the slab analogy is to be employed the equivalent continuum is 
assumed to possess mechanical and geometric properties equivalent to 
those of the grid structure and after the analysis is completed the 
results are transposed from the continuum analysis to the frame 
probl em. 
One great advantage in using a continuum analysis lies in the fact 
that mathematical solutions are already available for certain double 
162 layer structures 
5.3.1.1 STRESS RESULTANTS AND GEOMETRIC TRANSFORMATIONS 
Fig. 5-24 shows an element of the tetrahedral space truss orientated 
with respect to a set of coordinate axes. Six node points exist and 
nine characteristic members. These members are on each of the top and 
bottom grids joined by three diagonals. The latter join the two 
faces 
together. Assuming pin-connected joints, the bars will be subjected 
to only axial forces. 
Fig. 5-25 shows ten stress membrane resultants that must 
be 
considered. These are: 
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(a) the membrane forces, Nx, Ny and Nxy (Nxy = Nyx) 
the two shear forces Qx and Qy 
(C) the three moments Mxq My and Mxy (Mxy =M YX)e 
Using the conditions of statical equilibrium for each type of stress 
and then superimposing the effects, the final formulae expressing the 
relationship between the axial forces in the real skeletal structure 
and the stress resultants of the equivalent continuum are as 
folloWS1630 
PAB KL(3 NX -Ny+2 (3MX -M Y) 
i 4f K 
PBC KL(N y- 
ýMxy) 
+2 (M y -ý3 Mxy) 
el iN 
PCA KL(N y+ 
VlNxy) +2 (M y +V3 Mxy) 
e- ya r*% 
PDA k (Q yL +ý3 QXL + 
2MXy) 
2 -K- 
PDB k (Q yL -ý3 QXL - 
2MXy) 
2K 
(5-1) 
(5-2) 
(5-3) 
(5-4) 
(5-5) 
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PDC kLQ yt 
(at corners) (kMxy) 
KK 
PDE = KL(N y- 
Oxy) 
- -2 (M y- 
ý3 Mxy) 
213 K 
PEF = KL(N y+ 
ýMxy) 
-2 (M y +ý3 Mxy) 
2*3 K 
(5-6) 
(5-7) 
(5-8) 
PFD KL(3 NX -Ny )- 2 (3MX -M Y) (5-9) 
1 4Y3 K 
where the length of all members forming the top and bottom layers is 
assumed to be L and the length of the inclined diagonal members is 
represented by kL. 
The structural height of the equivalent plate replacing the skeletal 
grid system is: 
h'= ý3 KL 
where K= (k2 - 
113) 
Following ref163 the elastic properties and stiffness of the 
equivalent continuum 
(5-10) 
(E, 
x, E'yq vlx? P'yj 
Dxq Dxy) are given by: 
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UX =E1y= EI = 4AE , (5-11) 
3KL2 
where A is the area of the skeletal member and E the modulus of 
elasticity of the parent material and Poisson's ratio given by: 
PX 13 (5-12) 
The study of the equivalent properties of three way double-layer grids 
shows that there is a degree of isotropy in El and PI but there is 
special anisotropy resulting in GI * G" based on consideration of 
twisting deformations of the skeletal structure: 
Shear moduli GI AE/2KL2 
G" AE/3L2 (1 + P) (5-13) 
Dx =Dy=D= 3ý3 K2 AEL/8 (5-14) 
and Dxy = 
ý3 LK2AE/l 2 (1 + k3) (5-15) 
The number of members forming the basic repeating element is 9 and the 
projected planform area of each repeated element is La and therefore: 
(a) the mass of the basic element is 9 LAP 
the mass per unit area is 9 LA P/La. 
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From Fig. 5-24 it can be seen that 
3/2 L 
Therefore ph= 2 (9A p/ 
ýK) 
= 6 
ý3 
A P/L (5-16) 
The frequencies of various modes of vibration of a square plate have 
been given in ref 164 and can be determined by the equation. 
fa 
2 7r b2 
D 
ph (5-17) 
where ph is defined as the mass per area, b is defined as the length 
of the square plate and the coefficient a depends upon the dimensions 
of the plate and the boundary conditions. The value of a can be 
obtained from ref 165. 
Using equations (5-14), (5-16) and (5-17) approximate values for the 
natural frequencies of a skeletal system using the above approach may 
be found. 
f=a KL/8 7r b2 E/ 
assuming all members are of equal lengths 
kL L (i. e. k= 1) 
K (12 - 
113) = 
ý2/3 
(5-18) 
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and therefore 
f 40 LE 
4 ir 
ý6 
b2 p 
Equation (5-19) has been developed in ref 166 by idealizing a 
tetrahedral truss to a sandwich plate with isotropic faces. 
5.3.2 THE ANALYTICAL TECHNIQUES 
(5-19) 
Fi gs. 5-26a , 5.! -26b and 5-26c show the 1i ne di agrams of the smal I, the 
medium and the large tetrahedral trusses (the very large truss is not 
shown) which have been considered in this investigation to enable an 
estimate to be made of the natural frequencies of these structural 
systems in a free-free condition. The analyses have been divided 
into three parts. The first part involves the computation of the 
natural frequencies of the multi-degree of freedom skeletal system by 
the standard eigenvalue techniques. This analysis has been performed 
using the Abaqus program by Hibbit, Karlsson and Sorensen Inc. 
Providence Rhode Island, U. S. A. 
The subspace iteration method, which is discussed in Chapter 3. is the 
basic algorithm used in the program; the procedure is a simultaneous 
inverse power iteration in which a small set of base vectors is 
created. A Isubspacel is defined and is transformed by iteration into 
the space containing the lowest few eigenvectors of the overall system 
at which point these lowest eigenpairs and hence natural frequencies 
Of vibration are naturally available. A pin jointed truss element was 
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used in the finite element formulation for the four tetrahedral 
skeletal systems considered in this investigation. The nodes at the 
ends of the truss elements each has three degrees of freedom (6x, 6yq 
6z) - 
The second part of the analysis replaces the skeletal system by 
equivalent continua. No published results for the natural frequencies 
of hexagonal plates have been found in the literature. Instead, use 
has been made of results for the natural frequencies of square and 
circular plates from ref 164. The areas of the square and circular 
plates have been taken as equal to the average of the plan areas of 
the top and bottom layer of the tetrahedral system. 
Finally, finite element analyses have been performed for square and 
hexagonal plates. The main aim of these analyses was to establish the 
importance of the plate shape in determining the frequencies. Once 
more the Abaqus program was employed, with the plate areas again being 
taken as equal to the average of the plan areas of the top and bottom 
layer of the tetrahedral system. of course, eigenvalue analyses using 
plate bending elements are more economical in their use of computer 
resources than those modelling the full skeletal system. 
5.3.2.1 FINITE ELEMENT ANALYSIS 
To enable the finite element analysis to be undertaken with confidence 
two types of elements were investigated initially, these were: 
the three node triangular element. 
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(ii) the four node rectangular element. 
Both static and dynamic tests were undertaken on different 
configuration of mesh size for these two element shapes. 
Comparison of analytical and theoretical deflections of a plate under 
a static load using 36,100 and 1156 triangular elements indicated a 
difference in the results of 99.4,99.9 and 0.01 per cent 
respectively. The analytical and theoretical results of deflection of 
the plate under the same load using 36,100 and 1156 four node general 
shell elements gave a difference of 4.3,1.6 and 0.44 per cent 
respectively. 
It can be seen that the triangular element is generally unstable 
unless a very fine mesh is employed in the analysis and the latter may 
be costly or impractical (as far as computer time and storage are 
concerned) especially in the case of large plates are required to be 
analysed. 
The finite element mesh of 100 rectangular elements was considered 
satisfactory consistent with economic execution. This mesh was then 
examined to determine the natural frequencies for a rectangular plate 
in a free-free support condition. The errors between the analytical 
and theoretical solutions for the first modes did not exceed 8 per 
cent. This again was considered satisfactory. 
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5.3.4 ANALYSIS OF FREQUENCIES 
This section compares estimates of the natural frequencies of 
tetrahedral truss computed using the various methods described above. 
The problem considered is primarily directed towards developing an 
understanding of the behaviour of very large space structures. The 
first three free-free natural frequencies of a tetrahedral truss 
provides a basic insight into the vibrational characteristics of a 
large truss structure in orbit. The natural frequencies of the 
tetrahedral trusses and the equivalent continua system are computed. 
The four examples in which a tetrahedral skeletal system has been 
replaced by the equivalent continua are: 
(a) 
(b) 
Cc) 
small size with an equivalent square plate of nominal 
dimensions of 7m x 7m, 
medium size equivalent: 
square plate of nominal dimensions of 19m x 19m, 
(ii) hexagonal plate of side length 11-25m, 
(iii) circular Plate of radius 10.8m. 
large size equivalent: 
square plate of nominal dimensions of 40m x 
40m, 
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(ii) hexagonal plate of side length 23.75m, 
(iii) circular plate of radius 22.16m. 
(d) very large size equivalent: 
square plate of nominal dimensions 280m x 280m, 
(ii) hexagonal plate of side length of 173.8m,, 
(iii) circular plate of radius 158.6m. 
The member length of the above tetrahedral skeletal systems is 2.5m. 
It should be stated here that small plan area and stiff systems are 
not relevant to this method of analysis, this has been demonstrated by 
considering the results of item (a) above in table 5-6. 
Tables 5-7,5-8 and 5-9 give the fundamental frequencyg and the first 
and second harmonics for the medium, large and very large tetrahedral 
trusses. The first two tables give the frequencies for the skeletal, 
the equivalent continua (the square and circular plate) and the finite 
element systems (the square and the hexagonal plate) as well as the 
percentage errors of the plate systems compared to the skeletal 
structure. Table 5-9 gives only the equivalent continua and the 
finite element results as the skeletal system was too large for Abaqus 
under the present conditions for operating the program. 
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Figs. 5-27 and 5-28 show the fundamental modal shape for the large 
tetrahedral truss in plan and side elevation respectively. Fig. 5-299 
the corresponding mode shape for the equivalent square plate 
continuum. Figs. 5-30,5-31 and 5-32 show the corresponding modal 
shapes for the first harmonic and Figs. 5-33,5-34 and 5-35 show the 
modal shape for the second harmonic respectively. These have been 
constructed from the skeletal and continuum square plate finite 
element analyses. Figs. 5-36,5-37 and 5-38 show, in plan view, the 
positions at near zero deformation during modal vibrations in the 
fundamental, first and second harmonics for the large skeletal 
tetrahedral structure respectively. 
It can be seen that although the overall mode shapes for the skeletal 
and its equivalent continuum system are similar and that the latter 
simplified approach can be used to give some indication of the modal 
shape it would be necessary to analyse the skeletal truss if modal 
shape detail is required. To provide an indication of the modal 
frequencies using the equivalent plate approach, the results in tables 
5-7 and 5-8 show that the accuracy of the structural approach 
increases as the structure is increased in size. For large antenna 
structures of the order of 50m x 50m it has been shown that the 
hexagonal plate finite element is the most accurate in relation to the 
skeletal system and the circular plate results computed from the plate 
analogy the least reliable. The equivalent continuum square plate 
results calculated from the equation (5-19) in section 5.3.1 is 
sufficiently accurate for first approximation solutions. 
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The frequencies obtained from equation 5-19 have been plotted in Fig. 
5-39 as a function of the truss planform dimension IbI for several 
values of member 1 ength; the members are assumed to have been made 
from graphite/PES composite. 
The relationship indicates that very large space structures are likely 
to have significantly lower frequencies than earth structures. It can 
be seen that where structures have a total side length of 
approximately 280m the frequency is of the order 0.1 Hz which is an 
166 order of magnitude lower than conventional earth structures 41 
Although the frequencies increase substantially with increasing 
members length, the launch vehicle packing constraints provide a 
practical limitation to this value. 
Fig. 5-40 compares the modal shapes of vibration for square and 
circular plates (from ref 164) with the modal shapes obtained from the 
skeletal system eigenvalue analysis. It is interesting to note that 
the modal shapes for the fundamental mode are very similar (and this 
is accompanied by similar natural frequencies). Howeverg there are 
greater differences in the mode shape and in the frequencies for the 
first and second harmonics. 
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Tabl e 5-ýl Values of the corrected storage modulus and loss factor 
modes fn fu, n fl n E (GN/m2) tan aE 
1 227.1 232.5 220.9 5.13 0.051 
2 635.6 649.4 621.3 5.30 0.044 
3 1252 1276 1227 5.38 0.039 
4 2078 
1 
2114 
1 
2040 
-I 
5.45 
II 
0.0356 
Tabl e 5-2 Values of frequency, storage modulus and loss factor 
frequency ao x 105 co x 10-5 8E(degrees) El tan 6E 
Hz N/m 2) (GN/m 
0.2365 3.215 8.425 3.95 3.806 
0.0100 3.450 8.4600 4.10 4.066 
5.1815 3.265 7.4500 4.15 4.372 
11.0650 3.895 8.5350 4.25 4.550 0.074 
(a) The value of El has been calculated from the formula 
El = 
CFO 
Cos aE 
CO 
(b) The values of tan 6E below frequencies for 1OHz were difficult 
to obtain accurately and consequently have been omitted from 
the above table. 
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Tabl e 5-3a Axial strains in some members of the tetrahedral truss 
model in earthed condition 
member 
peak 
impacting force 
Newtons 
peak 
axial 
strain 
(experipental) 
xi 0-11 
peak 
axial 
strain 
(analyt4cal) 
X10- 
difference 
between 
experimental 
and 
analytical 
measurements 
13918 73.0 280.0 277.1 1.035% 
14219 88.0 98.0 103.3 -5.408% 
16220 84.0 101.0 96.16 4.792% 
17,21 89.0 338.0 337.3 0.207% 
18919 91.0 165.0 176.2 -6.787% 
19923 88.0 163.0 166.2 -1.963% 
20921 97.0 197.0 187.8 4.670; b 
20924 76.0 141.0 143.6 -1.843% 
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Tabl e 5-3b Axial strains in some members of the tetrahedral truss 
model in near free-free condition 
member 
peak 
impacting force 
Newtons 
peak 
axial 
strain 
(experl W ental) 
X10- 
peak 
axial 
strain 
(analyt4cal) 
X10- 
difference 
between 
experimental 
and 
analytical 
measurements 
13918 150.0 77.0 83.14 -7.974% 
14919 160.0 143.0 137.5 3.846% 
16,20 156.0 144.0 137.8 4.305% 
17921 188.0 98.0 104.2 -6.326% 
18919 204.0 118.0 116.4 1.355% 
19923 236.0 265.0 266.7 -0.641% 
20921 186.0 102.0 109.9 -7.745% 
20924 160.0 186.0 178.1 4.247% 
(1) Nodal joint impacted is node number 11. 
(2) Percentage difference tabulated above are calculated as 
fol 1 ows: 
difference = 
experimental peak strain - analytical peak strain x 
100 
experimental peak strain 
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Tabl e 5-5 Experimental and analytical estimates of natural 
frequencies for the tetrahedral truss model 
mode experimental 
estimates 
analytical 
estimates 
percentage error 
1 181.27 189.35 4.457 
2 197.90 - 204.47 196.30 -2.428 
3 216.81 - 224.85 221.04 0.095 
4 249.89 - 251.60 250.72 -0.010 
5 267.55 - 294.38 277.05 -1.393 
6 363.65 - 379.56 380.78 2.469 
7 415.61 - 439.12 442.92 3.639 
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Tabl e 5-6 The fundamental and modes 1 and 2 frequencies for small 
tetrahedral truss 
small tetrahedral truss system 
frequencies skeletal 
system 
equivalent 
continuum 
(equation 
5-19) 
percentage 
error 
finite 
element 
percentage 
error 
fundamental 73.6 149.1 102 93.1 26.5 
1st harmonic 87.4 218.7 150 125.3 43.4 
2nd harmonic 106.5 270.0 154 131.8 23.8 
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Fig. 5-1 Variation of E' with frequency for perspex 
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Fig. 5-33 Plan view of the large tetrahedral truss showing second 
harmonic modal shape 
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Fig. 5-36 Plan view of the large tetrahedral truss showing near 
zero deformations during fundamental modal vibrations 
(large dots represent near zero deformations) 
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Fig. 5-37 Plan view of the large tetrahedral truss showing near 
zero deformations during first harmonic modal vibrations 
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Fig. 5-38 Plan view of the large tetrahedral truss showing near 
zero deformations during second harmonic modal vibrations 
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CHAPTER 
CONCLUSIONS AND RECOMMENDATIONS 
SIX 
The investigation concentrated upon the dynamic behaviour of skeletal 
structures and units under impact and vibration forces; experimental 
and analytical techniques were used for the analyses. The former 
method used smal 1 scal e model s and the material of manufacture was 
perspex, for dynamic work it is acceptable as a material; it is easily 
worked and economic but, because it is viscoelastic, considerable care 
has to be taken when performing experimental tests; one great problem 
is the variation of elastic modulus with frequency, thus increasing 
the stiffness of the structural system. It is, therefore, necessary 
to have a knowledge of the material characteristics before undertaking 
any structural analysis on systems which have been manufactured from 
perspex. Material tests have to be undertaken and correction factors 
applied before embarking on structural analysis. 
It is, initially, advisable to manufacture units of the structural 
configuration and to test these under dynamic loading before 
performing the main structural tests. A comparison of these results 
with those from analytical modelling is made and any necessary 
modifications are made at this stage. 
It has been demonstrated that experimental procedures involving 
dynamic investigations must be undertaken very carefully. The 
spectrum analysers allow averagingi of a number of impacts on 
the 
structure,, to be made by any poor impact must be omitted 
from the 
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averaging. It is important that the correct sampling time is 
determined if problems such as aliasing are to be avoided and the 
interpretation of the output is to be meaningful. 
The finite element method has been used to obtain the analytical 
solutions of the structural systems under consideration. These 
solutions involved the dynamic response of the test models under 
impact loading in the earthed support conditions as well as in the 
free-free support conditions. 
It has been shown that in order to predict the dynamic response of the 
structure accurately, all the equilibrium equations of the system must 
be integrated to high precision and the time step has to be selected 
corresponding to the smallest period in the system, which may mean 
that the time step is very small indeed. In addition, stability of 
the integration scheme employed in the analytical solutions is assured 
if the time step is small enough to integrate accurately the response 
in the highest frequency component. Thereforeq it is necessary to 
identify, experimentally, the frequencies which are contained in the 
system under consideration otherwise the response predicted by the 
finite element assemblage is not justified. Analytical solutions for 
the estimates of natural frequencies of the model structures have to 
be performed to enable comparisons to be made with those obtained 
experimentally and to assess the accuracy of the finite element 
modelling of the structure under investigation. It was shown 
that the 
subspace iteration method is a very efficient procedure 
for solving 
structural vibrational systems especially those with 
degrees of 
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freedom in excess of say, five hundred; the solution can be obtained 
to any desired degree of precision. 
6.1 PRESENT WORK 
Generally the automatic time-stepping scheme was used in the 
investigation of the dynamic analyses of the tetrahedral truss 
reflector models. The dynamic response of the former scheme gave good 
agreement with that obtained from using a very small time step size 
(constant-time stepping scheme), although the latter scheme did give 
greater detail. The automatic time-stepping scheme was much more 
economic from the point of view of computer storage and time. 
The impact stresses in various members of the structural models were 
compared with the analytical results. It has been shown that the 
first maximum peak strain responses of an impacted skeletal system 
calculated from the analytical and from the experimental techniques 
compare favourably for both the earthed and free-free conditions; the 
percentage difference between the two measurements of peak axial 
strains in various members of the skeletal structural models in the 
earthed and free-free support conditions did not exceed 7 and 8 
respecti vel y. It has been shown that good agreement between the 
experimental and the analytical estimates of the natural frequencies 
of the tetrahedral truss can be adequately modelled. However9 if the 
size of the model is small in relation to the length and cross- 
sectional area of its members, the skeletal system tends to act as 
a 
rigid body and the structure cannot then be modelled as a skeletal 
system. 
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In the unit tetrahedral truss model the frequencies of vibration of 
the experimental structure were lower than the analytical ones, 
whereas, the equivalent difference between the two solutions for the 
tetrahedral truss model did not exceed 5%. It may be concluded that 
in order to model tetrahedral skeletal systems under vibrational 
testing, the systems should have an overall dimension to a height 
ratio of at least 10: 1. 
It has been shown that the structural stiffness, strength and dynamic 
characteristics for tetrahedral space trusses can be developed by an 
analogous continuum approach with sufficient accuracy to enable 
preliminary investigation to be made. The accuracy with this method 
increases as the structural systems increase in size. 
The elements of the continuum are chosen such that their stiffness is 
related directly to the stiffness of the skeletal members properties; 
the equivalent continuum is then assumed to have quasi-isotropic 
properties. The simple methodology developed can be used for the 
preliminary assessment of vibration and natural frequencies for large 
space structures. The assessment is obtained without the need to 
employ a powerful computer. 
When natural frequencies which were computed by the plate finite 
element and by the skeletal finite element approach were compared with 
the simplified method, it was shown that for large space trusses the 
continuum approach has given estimates of the natural frequency 
for 
the fundamental mode which are acceptably close to the more rigorous 
(skeletal) analyses. 
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The continuum approach is not appropriate for small truss structures. 
6.2 RECOMMENDATIONS FOR FUTURE WORK 
This project concentrated on the dynamic characteristics and 
vibrational analysis of tetrahedral skeletal structures. The general 
literature review of Chapter 2 showed that little work has been done 
in this field. Therefore, further extensions could be summarized as 
fol 1 ows: 
The tetrahedral structures analysed in this investigation have I 
at present only been considered as linear structures. In order 
to improve the determination of the stress distribution within 
the structure, it is necessary to undertake a non-linear 
analysis. 
Linear analysis can only check for local members failure while 
the non-linear analysis can determine instability effects 
involving more than one member or geometry changes. In 
addition, the impacting force could well have a local plastic 
deformation of the structure under consideration. Thereforeq 
non-linear analysis involving geometric and material non- 
linearity would give a clearer understanding of the 
deformations induced by the impacting source. 
2) The damping of the structures considered is derived 
from two 
sources, viz. the material damping and the structural 
configuration damping. The material damping 
has been taken 
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into account in the analytical analysis but the structural 
damping would form the basis of a further investigation. 
3) It could be of value to further investigate the geometric scale 
of tetrahedral trusses in order to relate vibrational 
characteristics to size. 
4) Finally, studying the effect of different jointing techniques 
for a given interconnection pattern would be very useful to 
examine the errors experienced in modelling these structures in 
the analytical solutions. A solid ball or cube joints could be 
incorporated in the manufacturing of these skeletal models so 
that a compari son coul d be made to assess the ef fect in the 
model tests of the disc joints. 
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