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Abstract
It is well known that braid groups act naturally on (powers of) objects of a braided monoidal
category. Here we describe a braided monoidal category giving rise to braid group representations
by symplectic matrices studied in [J. Assion, Math. Z. 163 (3) (1978) 291–302; B. Wajnryb, Israel J.
Math. 76 (3) (1991) 265–288]. In contrast to the “standard” examples of braided monoidal categories,
such as categories of representations of quantum groups, the monoidal structure in our example is
given by sum of vector spaces rather than tensor product. The braiding is given by a simple formula
which allows easy generalizations leading to new finite quotients of braid groups.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let (V ,β) be a vector space over a field k (of characteristic different to 2) together with a
skew-symmetric bilinear form. For a vector v ∈ V denote by τv the symplectic transvection
x → x − β(v, x)v in the terminology of [3]. Clearly τv preserves the form β . It is not hard
to see that τv commutes with τu if β(v,u) = 0 and that τvτuτv = τuτvτu if β(v,u) = 1.
Now let Vn = 〈e1, . . . , en〉 be an n-dimensional vector space and βn(ei, ej ) = 0 for
|i − j | > 1 with βn(ei, ei+1) = 1 for i = 1, . . . , n − 1. Then the symplectic transvections
τei , i = 1, . . . , n − 1, will satisfy the defining relations of the braid group Bn so that we
have a homomorphism Bn → Aut(Vn,βn). The image of this homomorphism stabilises
the linear function en (defined by en(ei) = δi,n). It can be shown that if k is a prime field
of finite odd characteristic then the image of this homomorphism is Aut(Vn,βn, en) (see
[1,4]).
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as objects) which is braided monoidal (see [2]). On the group level the tensor product
structure appears as a collection of homomorphisms Bn × Bm → Bn+m. Any collection
of surjective group homomorphisms Bn → Gn defines a functor from the category of
braids to the disjoint union G∗ of groups Gn considered as a groupoid. This functor can
be made monoidal with an appropriate monoidal structure on G∗ if the kernels Kn of the
homomorphisms Bn → Gn are compatible with the tensor product of braids: the tensor
product homomorphisms must map the subgroups Kn × Km into Kn+m.
The kernels of the surjections Bn → Aut(Vn,βn, en) were described in [4]. They are
generated by the following relations:
τ
p
i = 1, (τiτi+1)6 = 1, τ
p+1
2
i τ
4
i+1τ
p−1
2
i = τ−2i+1τiτ 2i+1,
(τiτi+1τi+2)4 = π−1τ 2i π, where π = τi+1τ−1i+2τ
p−1
2
i+1 τi+3τ
2
i+2τi+3.
Clearly the kernels are compatible with the tensor product of braids thus equipping the
groupoid Aut(V∗, β∗, e∗) with a tensor product:
Aut
(
Vn,βn, e
n
)× Aut(Vm,βm, em
)→ Aut(Vn+m,βn+m, en+m
)
.
In this paper we will describe the tensor product on Aut(V∗, β∗, e∗) in geometrical terms.
It will appear that it is defined on a bigger set of morphisms (linear maps preserving
en and some special vector in Vn). Moreover the resulting monoidal category is braided
with the braiding given by a simple formula (5). The construction allows a one-parameter
deformation so that the actual category is the specialization at −1. Representations of braid
groups corresponding to the deformed categories will be studied in a subsequent paper.
2. Almost symplectic spaces
Let V be a finite-dimensional vector space over k, let β :V × V → k be a skew-
symmetric bilinear form and let l :V → k be a non-zero linear function.
We call the triple (V ,β, l) an almost symplectic space if ker(β)∩ ker(l) = 0. Note that,
for an almost symplectic space (V ,β, l),
dim
(
ker(β)
)
 1 and dim
(
ker(β)
)≡ dim(V ) (mod 2).
By a morphism of triples (V ,β, l) → (V ′, β ′, l′) we mean a morphism of vector spaces
f :V → V ′ compatible with the extra structures thus:
β ′
(
f (x), f (y)
)= β(x, y), l′(f (x))= l(x), ∀x, y ∈ V.
Note that any morphism of symplectic spaces is injective. The following is a generalization
of this to almost symplectic spaces.
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Proof. Let x be in the kernel of a morphism f : (V ,β, l) → (V ′, β ′, l′). Then x is in the
kernel of the form β since
β(x, y) = β ′(f (x), f (y))= 0, ∀y ∈ V
and x is in the kernel of the function l since l(x) = l′(f (x)) = 0. Thus x = 0. 
A vector v of an almost symplectic space (V ,β, l) is distinguished if
β(v, x) = (1 − l(v))l(x), ∀x ∈ V.
Note that a distinguished vector v is always non-zero (since l = 0) and that l(v) is either 0
or 1. Indeed,
(
1 − l(v))l(v) = β(v, v) = 0.
Lemma 2.2. For any almost symplectic space there is a unique distinguished vector.
Proof. Consider two possibilities. If dim(V ) is even then β is non-degenerate and l(v)
should be 0. Thus v is the unique vector representing the linear function l with respect to
the form β :
β(v, x) = l(x), ∀x ∈ V.
If dim(V ) is odd then l(v) is 1. Thus v is the unique vector in the kernel of β such that
l(v) = 1. 
Note that morphisms of almost symplectic spaces do not necessarily preserve distin-
guished vectors. But distinguished vectors are obviously invariant under isomorphisms.
Denote by ASympl the category of almost symplectic spaces with bijective morphisms.
Proposition 2.3. Almost symplectic spaces are isomorphic iff they have the same
dimension.
Proof. Let (V ,β, l), (V ′, β ′, l′) be almost symplectic spaces of the same dimension.
Choose maximal isotropic subspaces U ⊂ V and U ′ ⊂ V ′ containing distinguished
vectors. They have the same dimension because dim(U) = (dim(V ) + 1)/2. Choose
an isomorphism f :U → U ′ preserving distinguished vectors. We can extend it to an
isomorphism of almost symplectic spaces (V ,β, l) → (V ′, β ′, l′). Indeed, if V (and V ′)
is even-dimensional then V can be identified with U ⊕U∗ so that β will correspond to the
standard symplectic pairing:
〈
(x, i), (y, j)
〉= j (x)− i(y), x, y ∈ U, i, j ∈ U∗
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If V is odd-dimensional then splitting U as 〈v〉⊕W we can identify V with 〈v〉⊕W ⊕W∗.
Under this identification the bilinear form β and the linear l correspond to 0⊕〈 , 〉 and 1⊕0
respectively. 
For a vector u of an almost symplectic space (V ,β, l) define an operator τu :V → V by
the formula τu(x) = x−β(u, x)u. It is a standard fact that τv preserves the skew-symmetric
form β [3]. It is easy to see that τu preserves the linear form l if and only if u is in the kernel
of l. Slightly abusing the term we will call such operators symplectic transvections. Here
we summarise some properties of symplectic transvections.
Proposition 2.4.
(1) τu = τw iff u = w,
(2) f ◦ τu = τf (u) ◦ f for any map of almost symplectic spaces f : (V ,β, l) → (V ′, β ′, l′),
(3) τuτw = τwτu if β(u,w) = 0,
(4) τuτwτu = τwτuτw if β(u,w) = 1.
Proof. (1) By the definition τu = τw iff β(u, x) = β(w,x) for any x ∈ V . This is possible
iff u−w is in the kernel of β . Since u and w are in the kernel of l and ker(β)∩ ker(l) = 0,
we have u = w.
(2) For a map of almost symplectic spaces f : (V ,β, l) → (V ′, β ′, l′),
f
(
τu(x)
)= f (x − β(u, x)u)= f (x) − β(u, x)f (u)
= f (x)− β ′(f (u), f (x))f (u) = τf (u)
(
f (x)
)
.
(3) For u,w ∈ ker(l) with β(u,w) = 0,
τu
(
τw(x)
)= τu
(
x − β(w,x)w)= x − β(w,x)w − β(u, x)u
coincides with
τw
(
τu(x)
)= τw
(
x − β(u, x)u)= x − β(u, x)u− β(w,x)w.
(4) For u,w ∈ ker(l) with β(u,w) = 1,
τuτwτu(x) = x −
(
β(u, x)
(
2 + β(u,w)β(w,u))− β(w,x)β(u,w))u
− (β(w,x) − β(u, x)β(w,u))w
= x − (β(u, x)− β(w,x))u − (β(w,x) + β(u, x))w
coincides with
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(
β(w,x)
(
2 + β(w,u)β(u,w))− β(u,u)β(w,u))w
− (β(u, x)− β(w,x)β(u,w))u
= x − (β(w,x) + β(u, x))w − (β(u, x)− β(w,x))u. 
Here we describe the automorphism groups of almost symplectic spaces. We will denote
the group of automorphisms of the symplectic space (V ,β) simply by Sp(V ).
First consider the case when V is odd-dimensional. The space V splits canonically into
a direct sum ker(l) ⊕ ker(β) (with the projection to the second component p(x) = l(x)v
with v ∈ V being the distinguished vector). Any automorphism of (V ,β, l) preserves
this splitting and acts identically on ker(β). The restriction of β on U = ker(l) is non-
degenerate and any automorphism of (V ,β, l) preserves it. Thus we have an isomorphism
Aut(V ,β, l) → Sp(U).
Now let dim(V ) be even. In this case l is represented by the distinguished vector v:
l(x) = β(v, x) and the group Aut(V ,β, l) coincides with the stabiliser StSp(V )(v). Let
U be the quotient space of the complement v⊥ = {x ∈ V , β(v, x) = 0} = ker(l) by the
one-dimensional subspace spanned by v. The kernel of the restriction of β to v⊥ is
〈v〉 so β induces a symplectic form on U . Clearly elements of StSp(V )(v) preserve v⊥
and the induced form on U ; so we have a homomorphism StSp(V )(v) → Sp(U). This
homomorphism is surjective. To see this we choose w ∈ V with the property l(w) = 1
so that V can be identified with the orthogonal sum U ⊕ 〈v,w〉. Extending f ∈ Sp(U)
by the identity on 〈v,w〉 we will have a splitting Sp(U) → StSp(V )(v). If f is in the
kernel of the homomorphism StSp(V )(v) → Sp(U) then the restriction of f to v⊥ is the
identity modulo v so there is a linear function m such that f (x) = x + m(x)v for any
x ∈ v⊥. Since f stabilises v the function m must be zero on v. Now for an arbitrary
x ∈ V the difference f (x)− x −m(x)v lies in the kernel of l and is zero if x ∈ v⊥. Hence
f (x) − x − m(x)v = l(x)u for some u ∈ v⊥. The function f (x) = x + m(x)v + l(x)u
preserves the form β iff m(x) = (u, x) + cl(x) for some c ∈ k. Thus we have shown that
any f from the kernel of the homomorphism StSp(V )(v) → Sp(U) has the form fu,c(x) =
x + β(u, x)v + l(x)u + cl(x)v for some u ∈ v⊥ and c ∈ k. Note that fu+v,c = fu,c+1 and
fu,cfu′,c′ = fu+u′,c+β(u,u′). Thus the kernel of StSp(V )(v) → Sp(U) is isomorphic to the
Heisenberg group H(U) of the symplectic space U . Note that ff (u),cf = ffu,c for any
f ∈ StSp(V )(v).
Finally we describe the centres of the automorphism groups. If dim(V ) is odd the
centre of Aut(V ,β, l) is generated by the operator τ (x) = −x + 2l(x)v which has the
decomposition (−I, I) with respect to the splitting V = ker(l)⊕ ker(β). If dim(V ) is even
the centre of Aut(V ,β, l) is a subgroup of operators of the form f (x) = x + cl(x)v, c ∈ k
which is isomorphic to the additive group of the ground field k. Note that if k = Fp is a
prime field all such operators are powers of the symplectic transvection τv .
Example 2.5. The functor T :B→ASympl.
As in the introduction; let Vn = 〈e1, . . . , en〉 be an n-dimensional vector space and βn
be the skew-symmetric bilinear form on Vn defined by βn(ei, ej ) = δi,j−1 − δi,j+1 for
1  i, j  n. The kernel of βn consists of vectors (x1, . . . , xn) with x2 = xn−1 = 0 and
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particular, the linear function en is not zero on the kernel of βn so Vn = (Vn,βn, en) is an
almost symplectic space.
By Proposition 2.4 the symplectic transvections τei , i = 1, . . . , n − 1, satisfy the
relations
τei τei+1τei = τei+1τei τei+1, i = 1, . . . , n− 2,
τei τej = τej τei , |i − j | > 1,
thus defining a homomorphism from the braid group Tn :Bn → Aut(Vn,βn, en) sending
standard generators ti into τei . We can think of the collection of group homomorphisms
T∗ :B∗ → Aut(V∗, β∗, e∗) as a functor from the braid groupoid B to the category of
almost symplectic spaces ASympl. The category B is a braided (strict) monoidal category
(see [2]). In the next section we will construct a monoidal structure (based on the sum
operation) on almost symplectic spaces making the functor T :B → ASympl strong
monoidal.
3. Sums of almost symplectic spaces
Define a sum of triples (V ,β, l) ⊕ (V ′, β ′, l′) as (V ⊕ V ′, β ⊕ β ′, l ⊕ l′) where
(
β ⊕ β ′)((x, x ′), (y, y ′))= β(x, y)+ β ′(x ′, y ′)+ l(x)l′(y ′)− l′(x ′)l(y). (1)
This obviously extends to morphisms of triples. For any maps of triples f : (V ,β, l) →
(V ′′, β ′′, l′′) and f ′ : (V ′, β ′, l′) → (V ′′′, β ′′′, l′′′) the sum f ⊕ f ′ will be a map of triples
(V ,β, l) ⊕ (V ′, β ′, l′)→ (V ′′, β ′′, l′′)⊕ (V ′′′, β ′′′, l′′′).
Proposition 3.1. Sum of triples is associative.
Proof. We need to check that the modified sum of bilinear forms (1) is associative. Indeed,
(
β ⊕ (β ′ ⊕ β ′′))((x, x ′, x ′′)(y, y ′, y ′′))
= β(x, y)+ (β ′ ⊕ β ′′)((x ′, x ′′)(y ′, y ′′))+ l(x)(l′ ⊕ l′′)(y ′, y ′′)− (l′ ⊕ l′′)(x ′, x ′′)l(y)
= β(x, y)+ β(x ′, y ′)+ β(x ′′, y ′′)+ l′(x ′)l′′(y ′′)
− l′′(x ′′)l′(y ′)+ l(x)l′(y ′)+ l(x)l′′(y ′′)− l′(x ′)l(y)− l′′(x ′′)l(y)
coincides with
((
β ⊕ β ′)⊕ β ′′)((x, x ′, x ′′)(y, y ′, y ′′))
= (β ⊕ β ′)((x, x ′)(y, y ′))+ β ′′(x ′′, y ′′)+ (l ⊕ l′)(x, x ′)l(y ′′)− l(x ′′)(l ⊕ l′)(y, y ′)
A.A. Davydov / Journal of Algebra 278 (2004) 725–738 731= β(x, y)+ β(x ′, y ′)+ l(x)l′(y ′)− l′(x ′)l(y) + β ′′(x ′′, y ′′)
+ l(x)l′′(y ′′)+ l′(x ′)l′′(y ′′)− l′′(x ′′)l(y) − l′′(x ′′)l′(y ′). 
Proposition 3.2. The sum of almost symplectic spaces is almost symplectic.
Proof. Let (V ,β, l), (V ′, β ′, l′) be almost symplectic spaces. We need to prove that
ker(β ⊕ β ′) ∩ ker(l ⊕ l′) = 0. By definition,
ker
(
β ⊕ β ′)= {(x, x ′) ∈ V ⊕ V ′ | β(x, y)= l(y)l′(x ′), β ′(x ′, y ′)= −l(x)l′(y ′),
∀(y, y ′) ∈ V ⊕ V ′}.
In particular, l(x)l′(x ′) = 0 for any (x, x ′) ∈ ker(β ⊕ β ′). Now if in addition (x, x ′) ∈
ker(l ⊕ l′) then l(x) + l′(x ′) = 0 which will imply that l(x) = l′(x ′) = 0. Then β(x, y) =
β ′(x ′, y ′) = 0 for any y ∈ V and y ′ ∈ V ′. Thus x is in ker(β) ∩ ker(l) and x ′ is in
ker(β ′) ∩ ker(l′). So x = 0 and x ′ = 0. 
In the next lemma we determine the distinguished vector in the sum of almost
symplectic spaces.
Lemma 3.3. Let v, v′ be the distinguished vectors of almost symplectic spaces (V ,β, l),
(V ′, β ′, l′). Then the distinguished vector of the sum (V ,β, l) ⊕ (V ′, β ′, l′) is (v, (1 −
2l(v))v′).
Proof. Follows by direct checking. 
Example 3.4. Monoidal structure for the functor T :B→ASympl.
Here we define a monoidal structure on the functor T :B → ASympl (defined in
Example 2.5). The monoidal structure on the category of braids B is given by the group
homomorphisms Bn × Bm → Bn+m mapping standard generators as follows:
ti × 1 → ti , i = 1, . . . , n− 1,
1 × tj → tn+j , j = 1, . . . ,m − 1.
A monoidal structure on the functor T :B →ASympl is a collection of isomorphisms of
almost symplectic spaces
fn,m :
(
Vn+m,βn+m, en+m
)→ (Vn,βn, en
)⊕ (Vm,βm, em
)
such that
(τei ⊕ I)fn,m = fn,mτei , i = 1, . . . , n− 1,
(I ⊕ τej )fn,m = fn,mτen+j , j = 1, . . . ,m − 1.
732 A.A. Davydov / Journal of Algebra 278 (2004) 725–738Note that τei ⊕ I = τ(ei ,0) and I ⊕ τej = τ(0,ej ) so, by Proposition 2.4, fn,m maps
ei → ei ⊕ 0, 1 i < n,
ei → 0 ⊕ ei−n, n < i < n + m.
Denote fn,m(en) = (x, y) and fn,m(en+m) = (z,w) where x, z ∈ Vn, y,w ∈ Vm. We need
to check that fn,m is a map of almost symplectic spaces, i.e.,
βn+m(ei, ej ) =
(
βn ⊕ βm
)(
fn,m(ei), fn,m(ej )
)
, (2)
en+m(ei) =
(
en ⊕ em)fn,m(ei). (3)
Equation (2) is obviously valid for i, j = n,n + m. For i < n, j = n, Eq. (2) reads as
βn+m(ei, en) =
(
βn ⊕ βm
)(
(ei ,0), (x, y)
)= βn(ei, x).
For n < i < n+ m,j = n,
βn+m(ei, en) =
(
βn ⊕ βm
)(
(0, ei−n), (x, y)
)= βm(ei−n, y).
For i < n, j = n+ m,
βn+m(ei, en+m) =
(
βn ⊕ βm
)(
(ei,0), (z,w)
)= βn(ei, z).
For n < i < n+ m,j = n + m,
βn+m(ei, en+m) =
(
βn ⊕ βm
)(
(0, ei−n), (z,w)
)= βm(ei−n,w).
Finally for i = n, j = n+ m,
βn+m(en, en+m) =
(
βn ⊕ βm
)(
(x, y), (z,w)
)
= βn(x, z)+ βm(y,w) + en(x)em(w) − em(y)en(z).
Equation (3) is obviously valid for i = n,n + m. When i = n, Eq. (3) turns into 0 =
en(x) + em(y). When i = n+ m it gives 1 = en(z) + em(w).
Define fn,m by setting
x = en, y = y(m) = −
m∑
i=1
ei , z = 0, w = em.
It is not hard to see that this choice satisfies conditions (2) and (3). Moreover, it can be
shown that the collection f∗,∗ satisfies the equations
(In ⊕ fm,l)fn,m+l = (fn,m ⊕ Il)fn+m,l . (4)
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ei if i = n,n + m,n + m + l. Straightforward checking shows that they are also the
same on en+m and en+m+l . On en the left side is (en, y(m),0) while the right side is
(en, fn,m(y(m + l))). But fn,m(y(m+ l)) = (y(m),0) so that (4) is true.
The category B is braided monoidal (see [2]). In the next section we describe a braided
structure on the category ASympl making the functor T braided.
4. Twisted vector spaces
Let q ∈ k be an element of the ground field. Let V be a vector space over k, let v be
a vector in V , and let l :V → k be a linear form. We call a triple (V , v, l) a (q-)twisted
vector space if l(v) = 1 − qdim(V ). We define morphisms of twisted vector spaces to be
linear maps between corresponding vector spaces which preserve distinguished vectors
and linear forms:
HomVectq
(
(V , v, l),
(
V ′, v′, l′
))= {f ∈ Homk
(
V,V ′
) | l′f = l, f (v) = v′}.
It is easy to see that maps between (V , v, l) and (V ′, v′, l′) exist if and only if qdim(V ) =
qdim(V
′):
1 − qdim(V ′) = l′(v′)= l′f (v) = l(v) = 1 − qdim(V ).
If the parameter q is not a root of unity then the category of twisted vector spaces Vectq
is equivalent to the disjoint union of monoids End(V , v, l). In the case when q is a root
of unity of order m the category Vectq is equivalent to the disjoint union of subcategories
consisting of twisted vector spaces with dimensions having the same residue modulo m.
Define the sum of twisted vector spaces by
(V , v, l) ⊕ (V ′, v′, l′)= (V ⊕ V ′, v ⊕ qdim(V )v′, l ⊕ l′).
It is straightforward to verify that the sum is a twisted vector space:
(
l ⊕ l′)(v ⊕ qdim(V )v′)= l(v) + qdim(V )l′(v′)
= 1 − qdim(V ) + qdim(V )(1 − qdim(V ))
= 1 − qdim(V )+dim(V ′)
= 1 − qdim(V⊕V ′).
The same type of argument show that the sum is associative: the second component of
(V , v, l) ⊕ ((V ′, v′, l′) ⊕ (V ′′, v′′, l′′)), namely
v ⊕ qdim(V )(v′ ⊕ qdim(V ′)v′′)
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v ⊕ qdim(V )v′ ⊕ qdim(V⊕V ′)v′′.
The sum operation is obviously functorial, making the category Vectq monoidal. The sum
is clearly non-symmetric, but it is braided.
Proposition 4.1. The natural family of isomorphisms
c(V ,v,l),(V ′,v′,l′) : (V , v, l) ⊕
(
V ′, v′, l′
)→ (V ′, v′, l′)⊕ (V , v, l)
defined by
c(V ,v,l),(V ′,v′,l′)
(
x, x ′
)= (q−dim(V )x ′, x − q−dim(V )l′(x ′)v) (5)
is a braiding for the monoidal structure, on the category of twisted vector spaces, given by
the sum.
Proof. First we need to check that c = c(V ,v,l),(V ′,v′,l′) is a morphism of twisted vector
spaces, i.e.,
(
l′ ⊕ l)c = l ⊕ l′, c(v, qdim(V )v′)= (v′, qdim(V ′)v).
Indeed, using l(v) = 1 − qdim(V ) we have
(
l′ ⊕ l)c(x, x ′)= q−dim(V )l′(x ′)+ l(x) − q−dim(V )l′(x ′)l(v)
= l(x) + q−dim(V )(1 − 1 + qdim(V ))l′(x ′)= l(x) + l′(x ′).
Similarly
c
(
v, qdim(V )v′
)= (q−dim(V )qdim(V )v′, v − q−dim(V )qdim(V )l′(v′)v) = (v′, qdim(V )v).
The hexagon axioms for the braiding c [2] are equivalent to the equations
c(V ,v,l),(V ′,v′,l′)⊕(V ′′,v′′,l′′) =
(
V ′ ⊕ c(V ,v,l),(V ′′,v′′,l′′)
)(
c(V ,v,l),(V ′,v′,l′) ⊕ V ′′
)
,
c(V ,v,l)⊕(V ′,v′,l′),(V ′′,v′′,l′′) =
(
c(V ,v,l),(V ′′,v′′,l′′) ⊕ V ′
)
(V ⊕ c(V ′,v′,l′),(V ′′,v′′,l′′))
which can be verified explicitly:
c(V ,v,l),(V ′,v′,l′)⊕(V ′′,v′′,l′′)
(
x, x ′, x ′′
)
= (q−dim(V )x ′, q−dim(V )x ′′, x − q−dim(V )(l′(x ′)+ l′′(x ′′))v)
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(
V ′ ⊕ c(V ,v,l),(V ′′,v′′,l′′)
)(
c(V ,v,l),(V ′,v′,l′) ⊕ V ′′
)(
x, x ′, x ′′
)
= (V ′ ⊕ c(V ,v,l),(V ′′,v′′,l′′)
)(
q−dim(V )x ′, x − q−dim(V )l′(x ′)v, x ′′)
= (q−dim(V )x ′, q−dim(V )x ′′, x − q−dim(V )l′(x ′)v − q−dim(V )l′′(x ′′)v).
Analogously,
c(V ,v,l)⊕(V ′,v′,l′),(V ′′,v′′,l′′)(x, x ′, x ′′)
= (q−dim(V⊕V ′)x ′′, x − q−dim(V⊕V ′)l′′(x ′′)v, x ′ − q−dim(V⊕V ′)qdim(V )l′′(x ′′)v′)
coincides with
(
c(V ,v,l),(V ′′,v′′,l′′) ⊕ V ′
)
(V ⊕ c(V ′,v′,l′),(V ′′,v′′,l′′))
(
x, x ′, x ′′
)
= (c(V ,v,l),(V ′′,v′′,l′′) ⊕ V ′
)(
x, q−dim(V ′)x ′′, x ′ − q−dim(V ′)l′′(x ′′)v′)
= (q−dim(V )q−dim(V ′)x ′′, x − q−dim(V )q−dim(V ′)l′′(x ′′)v,
x ′ − q−dim(V ′)qdim(V )l′′(x ′′)v′). 
The braided monoidal category Vectq possesses some extra structure. The category
Vectq is balanced (see [2]) which in our environment means the existence of a natural
family of isomorphisms θ(V ,v,l) ∈ Aut(V , v, l) such that
θ(V ,v,l) ⊕ θ(V ′,v′,l′) = θ(V ,v,l)⊕(V ′,v′,l′) ◦ c(V ′,v′,l′),(V ,v,l) ◦ c(V ,v,l),(V ′,v′,l′).
Proposition 4.2. The natural family of isomorphisms θ(V ,v,l) ∈ Aut(V , v, l) defined by
θ(V ,v,l)(x) = qdim(V )x + l(x)v
is a balanced structure on the category of twisted vector spaces Vectq .
Proof. The morphism θ(V ,v,l) preserves the vector v and the form l:
θ(V ,v,l)(v) = qdim(V )v + l(v)v =
(
qdim(V ) + 1 − qdim(V ))v = v,
lθ(V ,v,l)(x) = qdim(V )l(x) + l(x)l(v) =
(
qdim(V ) + 1 − qdim(V ))l(x) = l(x).
Thus θ(V ,v,l) is a morphism of twisted vector spaces.
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c(V ′,v′,l′),(V ,v,l) ◦ c(V ,v,l),(V ′,v′,l′)
(
x, x ′
)
= (q−dim(V ′)x − q−dim(V )−dim(V ′)l′(x ′)v, q−dim(V )x ′ − q−dim(V ′)l(x)v′
+ q−dim(V )−dim(V ′)l(x)l′(x ′)v′).
Since c(V ′,v′,l′),(V ,v,l) ◦ c(V ,v,l),(V ′,v′,l′) preserves the linear form l ⊕ l′, we have
θ(V ,v,l)⊕(V ′,v′,l′)c(V ′,v′,l′),(V ,v,l) ◦ c(V ,v,l),(V ′,v′,l′)
(
x, x ′
)
= qdim(V )(q−dim(V ′)x − q−dim(V )−dim(V ′)l′(x ′)v,
q−dim(V )x ′ − q−dim(V ′)l(x)v′ + q−dim(V )−dim(V ′)l(x)l′(x ′)v′)
+ (l(x) + l′(x ′))(v, qdim(V )v′)
which coincides with
θ(V ,v,l) ⊕ θ(V ′,v′,l′)
(
x, x ′
)= (qdim(V )x + l(x)v, qdim(V ′)x ′ + l(x ′)v′). 
The reason we have introduced the categories Vectq is the relation between Vect−1 and
the category of almost symplectic spaces ASympl. Namely, setting (V ,β, l) → (V , v,2l)
where v is the distinguished vector of (V ,β, l) defines a functor D :ASympl → Vect−1.
By Lemma 3.3 this functor is strong monoidal. Moreover this functor is braided and
balanced.
Proposition 4.3. The natural family of isomorphisms
c(V ,β,l),(V ′,β ′,l′) : (V ,β, l)⊕
(
V ′, β ′, l′
)→ (V ′, β ′, l′)⊕ (V ,β, l)
defined by
c(V ,β,l),(V ′,β ′,l′)
(
x, x ′
)= ((1 − 2l(v))x ′, x − 2(1 − 2l(v))l′(x ′)v)
is a braiding for the monoidal structure on the category of almost symplectic spaces given
by the sum.
The natural family of automorphisms θ(V ,β,l) ∈ Aut(V ,β, l) defined by
θ(V ,β,l)(x) =
(
1 − 2l(v))x + 2l(x)v
is a balancing for the braided monoidal structure on the category ASympl.
Proof. The functor D transforms c(V ,β,l),(V ′,β ′,l′) into c(V ,v,l),(V ′,v′,l′). Thus the only thing
we need to check is that c(V ,β,l),(V ′,β ′,l′) preserves the bilinear forms:
(
β ′ ⊕ β)(c(V ,β,l),(V ′,β ′,l′)
(
x, x ′
)
, c(V ,β,l),(V ′,β ′,l′)
(
y, y ′
))= (β ⊕ β ′)((x, x ′), (y, y ′)).
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the left-hand side as
(
β ′ ⊕ β)(((1 − 2l(v))x ′, x − 2(1 − 2l(v))l′(x ′)v), ((1 − 2l(v))y ′,
y − 2(1 − 2l(v))l′(y ′)v))
= (1 − 2l(v))2β ′(x ′, y ′)+ β(x, y)− 2(1 − 2l(v))(l′(x ′)β(v, y) + l′(y ′)β(x, v))
+ (1 − 2l(v))l′(x ′)(l(y) − 2(1 − 2l(v))l′(y ′)v)
− (1 − 2l(v))(l(x) − 2(1 − 2l(v))l′(x ′)v)
= (1 − 2l(v))2β ′(x ′, y ′)+ β(x, y)− (1 − 2l(v))2l′(x ′)l(y) + (1 − 2l(v))2l(x)l′(y ′)
which coincides with (β ⊕ β ′)((x, x ′), (y, y ′)).
The morphism θ(V ,β,l) preserves the bilinear form β :
β
(
θ(x), θ(y)
)= β((1 − 2l(v))x + l(x)v, (1 − 2l(v))y + l(y)v)
= (1 − 2l(v))2β(x, y)+ 2(1 − 2l(v))(l(y)β(x, v) + l(x)β(v, y))
= β(x, y)+ 2(1 − 2l(v))(−l(y)(1 − l(v))l(x)+ l(x)(1 − l(v))l(y))= β(x, y). 
Proposition 4.4. The functor B → ASympl is balanced; that is, preserves braiding and
balancing.
Proof. Here we show that the monoidal structure of the functor B → ASympl defined
in Example 3.4 is compatible with the braided monoidal structures on the categories B,
ASympl. It was shown in [2] that B is the free braided monoidal category generated by
a single object. Thus to show that the functor T is braided it is enough to check that T
translates the braiding on the generator of B into the braiding in ASympl. By the definition
(see [2]) the braiding on the generator of B is t2 ∈ B2 so we need to check that
f1,1τ1f
−1
1,1 = cV1,V1, (6)
here V1 = (V1,0, e1) is the image of the generator T (1). Since
f1,1(e1) = (e1,−e1), f1,1(e2) = (0, e1),
f −11,1 (e1,0) = e1 + e2, f −11,1 (0, e1) = e2
and
τ1(e1) = e1, τ1(e2) = e2 − e1
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(e1,0) → e1 + e2 → e2 → (0, e1),
(0, e1) → e2 → e2 − e1 → (−e1,2e2)
which coincides with cV1,V1 .
Finally the functor B → ASympl preserves balancing. The category B is balanced
with the balancing structure uniquely defined by the condition θ1 = 1 (see [2]). But
θV1(e1) = e1 so T (θ1) = θV1 and because T preserves braiding, T also preserves the
compatible balancing. 
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