The inverse method was applied to determine the heat flux reaching the charge surface. The inverse solution was based upon finding the minimum of the error norm between the measured and calculated temperatures. The charge temperature field was calculated with the finite element method by solving the heat transfer equation for a square charge made of 15HM steel heated on all its surfaces. On the basis of the mean value of heat flux, the value of the heat transfer coefficient at each surface was determined depending on the surface temperature of the material heated.
Introduction
The modelling of heat transfer in industrial furnaces is one of the more challenging issues is. It is necessary to analyse the system: charge -furnace chamber -environment. The solution to the heat transfer equation does not usually pose problems, as long as the physical properties of the material and the boundary conditions on the surfaces of the materials heated are known. Due to the high temperatures, fuel combustion and the flue gas movement in the furnace, accurate solutions should not only include the heat conduction in the charge, but in the whole furnace chamber taking into account flue gas movement and fuel combustion reactions. Such a comprehensive numerical model of the heating process can be created in leading packages for numerical fluid mechanics. Unfortunately, the computing time arising from the large number of equations necessary to be solved in each iteration is usually very long, and the quality of the obtained results is difficult to be assessed. Consequently, to obtain results in a short time, models are simplified. At the preliminary computing stage only, the combustion process in the burner is considered, resulting in the flue gas composition being set later as an input parameter for furnace calculations (but what is in the furnace?) It allows the analysis of the heating process to be reduced to linked problems of heat transfer and fluid mechanics. Unfortunately, despite this simplification, this method is still ineffective with regards to time. Therefore, it seems reasonable to look for a method which would define boundary conditions without the need to consider all phenomena occurring during charge heating in chamber furnaces fired with natural gas. These possibilities are created by the application of inverse methods to identify the boundary conditions. Due to the high complexity of effects occurring in heating furnaces chambers, the use of inverse methods was only possible on two planes. The first of these methods belongs to a group called IRP (Inverse Radiation Problem). It allows the temperature distribution, heat flux density or radiative properties of the intermediate medium to be modelled on the basis of temperature measurement in the heating furnace chamber. Many researchers have been developing these methods for a space filled with an intermediate medium in radiation mechanisms [1] [2] [3] [4] . Thus obtained parameters may be used as the boundary condition to solve heat conduction equations in the material heated. The other group of methods called IHCP (Inverse Heat Conduction Problem) allows the boundary condition of heat transfer at the material surface to be determined on the basis of temperature measurements at its surface [5] [6] [7] [8] . For determining boundary conditions of heat transfer in heating furnaces with indirect methods, it turns out that the correct determination of the heat transfer coefficient involves serious difficulties, despite the relatively well developed methods of inverse analysis [9, 10] . This arises mainly from the fact that in high-temperature furnaces fired with natural gas, it is difficult to achieve credible values for the surface and atmosphere temperatures. Consequently, the obtained values of the heat transfer coefficient when such high heat fluxes reach the charge surface may be subjected to high fluctuations, caused, among others, by measurement errors. Work on this subject was specifically described in [11] . The heat transfer coefficient was determined on the surface of a cooler through which flue gas with a temperature of 1200 K was flowing. It was assumed that the properties of the flue gas and the walls were constant over that time. The temperature distribution used in the inverse analysis was simulated by a direct (or analytical) solution, which significantly simplified the solution.
The heat conduction model
The heat conduction model in the heated charge was based on the solution with the finite element method of the heat conduction equation, which in Cartesian coefficients assumes the form:
where: λ -thermal conductivity, W/(m·K);
ρ -density, kg/m 3 ; c -specifi c heat, J/(kg·K); q · v -capacity of the external heat source, W/m 3 ; τ -time, s. The temperature field T(x, y, z, τ) resulting from the solution of equation (2) should meet the boundary conditions on the surface of the material heated:
where:
T w -charge surface temperature, K; T g -furnace atmosphere temperature, K; The finite element method was applied to solve the heat conduction equation [12] . Bearing in mind the need to obtain high accuracy of the heat conduction model in conjunction with a short computing time, non-linear shape functions were applied [13] . The non-linear shape functions applied in the finite element method were described with Hermite's polynomials [14] , which in the model concerned assume the form:
where: ξ 1 , ξ 2 , ξ 3 -local coordinates.
The applied method was described in the paper [13] .
Inverse problem
In the inverse solution the approximating function method was used. In this method the inverse problem solution comes down to finding the error norm minimum, which is the sum of squares of deviations of the measured and calculated temperatures:
where: p k -vector of the unknown parameters, NT -number of the temperature sensors, NP -number of the temperature measurements performed by one sensor, Te i j -the sample temperature measured by the sensor i at the time τ j , T i j -the sample temperature at the location of the sensor i at the time τ j calculated from the finite element solution to the heat conduction equation. The minimum of the error norm was determined with the variable metric method, using the BGFS (Broyden-FletcherGoldfarb-Shanno) algorithm [15] .
Approximation of the distribution of average heat flux during heating was improved by dividing the total time into intervals and approximating the heat flux in each interval using parabolic functions in the form: 
The sensitivity tests of the inverse model are presented in the paper [13] .
Numerical computing
In order to determine the heat flux distribution, the charge was heated in a laboratory furnace fired with natural gas (Fig. 1) . The internal dimensions of the furnace chamber were: 450×550×1340 mm. The furnace had a fibrous lining, and was fitted with 1 kinetic burner with a power of 50 kW. The cubeshaped charge, with a side of 150 mm, was made of 15HM steel. On each charge wall temperature was measured at 5 points with K-type thermocouples with a thickness of 1 mm, installed at a depth of 3 mm under the surface. In order to obtain a good representation of actual conditions, the charge was placed on a metal foundation. As a result measurements from the furnace hearth side were also possible. For the purposes of determination of the heat transfer coefficient, the furnace was fitted with additional 6 thermocouples measuring the furnace atmosphere temperature near individual charge surfaces. Indications of 36 thermocouples were recorded with a MGCplus measurement system with an accuracy class of ±0.2%. The maximum error of the measurement system did not exceed 2.5 K.
The furnace was controlled on the basis of readings of the thermocouple located beyond the flame impact zone. Heating was conducted to a maximum furnace temperature of 1165°C, the process was aborted after obtaining similar temperature readings by the thermocouples. The heating time was 8800 s.
Inverse method calculations were conducted for a time interval of 5 s and the division of the charge into 27 elements (3×3×3) with non-linear shape functions. The physical properties of 15HM steel were set as temperature dependent functions - Fig. 2 . The comparison of the temperature distribution at the bottom and the top surface obtained by measurements with calculation results is presented in Fig. 3 . The graphs also include furnace atmosphere temperature distributions near individual charge surfaces. More than satisfactory conformity of the temperature distribution was obtained, the mean square error dt obtained by calculations was 6.4°C. The maximum positive and negative temperature deviations were 35.4 and -21.7°C. Taking into account temperature fluctuations and its non-uniform distribution within the furnace chamber, the numerical simulation results should be deemed satisfactory
The obtained temperature distributions result from the values of heat flux obtained with inverse calculations, Fig. 4 The obtained values of heat flux were used to determine the effective heat transfer coefficient using the Newton law :
where: q inv -heat flux obtained from the inverse analysis, W/m 2 ;
t g k -furnace atmosphere temperature near the k surface, °C; t w -charge surface temperature, °C. The obtained distributions of the mean value of heat transfer coefficient as a function of the average charge surface temperature for individual surfaces are presented in Fig. 5 . The highest value of the heat transfer coefficient, 373 W/(m 2 K), was obtained for the charge surface temperature of 1040°. The lowest values of the heat transfer coefficient were observed at the bottom charge surface, which did not exceed 95 W/(m 2 K). After exceeding the maximum of the heat transfer coefficient, its rapid drop can be clearly observed, however one should bear in mind that within this range the charge surface temperature approaches the furnace atmosphere temperature.
Conclusion
This paper presents a method of identification of heat transfer coefficient at all 6 surfaces of the charge heated. The finite element method was used to solve the heat conduction problem in the charge heated. The inverse method allowed the heat flux to be identified, which then was used to determine the boundary condition. The maximum values of heat flux were observed after about 2000 s of heating, then the charge started absorbing less and less heat on all surfaces. After this time, the temperature of charge's top surface achieved 600°C for the furnace atmosphere temperature of about 980°C. As it turns out, the effective heat transfer coefficient for this surface temperature is 150 W/(m 2 K). The effective heat transfer coefficient reaches its maximum values only at a temperature of about 1040°C, or just before the time when the heat flux starts reaching nearly zero values. It is likely to be related to heating the charge and the furnace walls to adequately high temperatures, which prevents further charge heating. 
