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Abstract
We discuss various statistical procedures, including the construction of likelihood functions, entropy or
information measures, probability similarity measures, and hypothesis tests, which are frequently used
as the basis for machine vision algorithms. In each case we demonstrate that incautious transformation
between the discrete and continuous cases when using these measures can introduce problems such
as arbitrary scalings, and therefore bias. We also demonstrate that, by working in a homoscedastic
space, the equal variance domain, many of these problems can be avoided. We conclude with some
observations on the need for statistical rigour in the construction of machine vision algorithms.
1 Introduction
1.1 Topic and motivation
Image analysis researchers are familiar with probability, in particular Bayesian, MAP (maximum a-posteriori
probabilities) and likelihood-based constructs. However, the use of these techniques is not always as straightforward
as it might at ﬁrst appear. This paper draws attention to common sources of potential error at the design level
and, importantly, their consequences. We proceed from two basic assumptions; ﬁrst, that there is in general only
one theoretically correct way to analyse data, and second, that in cases where multiple approaches seem possible,
we must look to their origins in probability theory for guidance.
The concept of a probability density function for any parameter, or arbitrary function of that parameter, is a
familiar one. However, we intend to show that care must be taken in the choice of measurement domain, since
probabilistic expressions deﬁned as continuous functions cannot be expected to be valid for arbitrary deﬁnitions of
a problem: continuous probability expressions do not necessarily deﬁne true (invariant) statistics.
A second issue concerns the generalisation of deﬁnitions of the probability of discrete events to the continuous case.
Probability values always refer to single, discrete events; extending deﬁnitions to continuous variables requires
particular care. This is true for any deﬁnition of probability, including both the Bayesian scheme, in which
probability represents a degree of belief, and the frequentist scheme, in which the probability of an event reﬂects
the frequency with which that event occurs.
The aim of this document is to describe the implications of taking the limit of a set of discrete events (in terms of
number and density) in order to deﬁne a probability density for a continuous variable. Many of the observations
described here result from attempts by the authors, over the course of the last decade, to ﬁnd the relationships
between diﬀerent, successful approaches to the analysis of image data. In general, it has proven diﬃcult to ﬁnd
theoretical grounding for these observations in the statistical literature.
The issues discussed in this paper are important for the correct design of any algorithm relying on probabilistic
models. We stress that our discussion is not purely theoretical; we have tried to illustrate the practical consequences
of incorrect design with examples drawn from common pattern recognition and computer vision problems.
The remainder of this paper is organised into two main parts. In the ﬁrst, several theoretical issues related
to the correct use of statistical constructs are discussed. These issues are used to motivate the development
of a unifying model for the correct design of likelihood functions, the equal variance domain. The use of thisprinciple is then demonstrated in various contexts, such as hypothesis testing and the deﬁnition of information
measures. The second part of this paper presents examples illustrating appropriate deﬁnitions of probability
densities and likelihood functions. The examples are based on two general problems from computer vision and
pattern recognition, namely ﬁtting curve models to data and comparing probability density functions. Concluding
remarks and discussion are given in Section 4.
We adopt the following notational conventions. Probabilities are represented by upper case P, whilst probability
densities are represented by lower case p. Similarly, discrete variables are represented by upper case X, whilst
continuous variables are represented by lower case x. Vector quantities are represented in boldface e.g. A.
1.2 Related literature
This document covers a rage of theoretical principles for the construction of computer vision algorithms, including
likelihood, hypothesis tests, and entropy. It is generally accepted that algorithms should be based upon statistical
methods derived from probability theory. For example, many common algorithms that may once have been
interpreted as original have ultimately been reconciled with likelihood. This includes the Hough transform [11,24],
mutual information [2,3], and least-squares techniques [13] such as the Kalman ﬁlter.
Hypothesis tests [14] cover a large area of statistical methods. Despite their prevalence in virtually every area
of science, the concept has been rather neglected in computer vision, implying that much algorithmic potential
remains unexploited. In previous work we have shown that hypothesis tests can be automatically generated from
sample data in order to construct statistically valid measures of probability for arbitrary distributions of data [4,6].
Hypothesis tests are strongly associated with likelihood, as likelihood methods are often used to estimate model
parameters and covariances for use in a hypothesis test.
One of the most common approaches to algorithm construction is based on information theory. The growth of
telecommunications in the early twentieth century led several researchers to study the information content of
signals. The seminal work of Shannon [22], building on papers by Nyquist [15,16] and Hartley [10], rationalised
early eﬀorts into a coherent mathematical theory of communication and initiated information theory as an area
of research. Shannon stated that a measure of the amount of information H(P) contained in a series of events
P1...PN should satisfy three requirements: H should be continuous in the Pi; if all the Pi are equal, so Pi = 1/N,
then H should be a monotonic increasing function of N; H should be additive. He then proved that the only H
satisfying these three requirements is
H(P) = −K
N X
i=1
PilnPi
where K is a positive constant. This quantity has since become known as the Shannon entropy: for systems of
discrete variables, it is identical to the expectation value of the likelihood (see below). Shannon entropy has been
used in a variety of applications, and is often taken to be the theoretical origin of the mutual information measure
used in multi-modality medical image coregistration [29].
The general issue addressed in this paper is the correct use of concepts from probability and statistics in algorith-
mic design. Background materials for the discussion include [14] (hypothesis testing), [22] (deﬁnition of entropy
measures), [25] (histogram similarity measures), and [23] (assumptions underpinning likelihood). [27] draws on
these sources to specify a general approach to the construction of machine vision algorithms.
2 Part I: Theoretical issues
2.1 The correct use of likelihood
2.1.1 Background
Suppose that we have a set of n data Xi=1...n and some hypothesised model of the data generation process that
depends on a vector of parameters A. The probability that a given datum Xi could be generated by the model
can be written as P(Xi|A). If the data are independent, then the joint probability of generating the entire data
set can be written as
P(X|A) = ΠiP(Xi|A).
When considered as a function of the data with some speciﬁed (i.e. ﬁxed) A this is a simple joint probability.
However, when considered as a continuous function of A for ﬁxed xi=1...n, the equation is no longer a joint
probability and does not obey the axioms of probability. Such a quantity is called a likelihood, following Fisher [8].
3Estimators for the model parameters can be generated by maximising the likelihood or, since any monotonic
transformation of the likelihood itself does not change the position of the peak, the log of the likelihood. Therefore,
∂ lnL
∂A
¯ ¯ ¯ ¯ ¯
A=E(A)
= 0
is commonly referred to as the likelihood equation, where E(A) is the desired estimator of the parameter A. For
example, assuming Gaussian distributions for the residuals (the diﬀerences between the model predictions mi(A)
and the data) gives the familiar expression for weighted least-squares
lnL = −
X
i
(xi − mi(A))2/2σ2
i
A simple generalisation of this approach is to assume a non-Gaussian form, which is particularly successful when
the true residual distribution of the data has long tails [20].
It could be suggested that likelihood can be derived from Bayes theory, so that a more principled approach
should involve maximum a-posteriori probabilities (MAP). However, maximum likelihood estimators have several
convenient properties [18]. They are invariant under transformations of the parameter space, so that
f[E(A)] = E[f(A)]
where f is some arbitrary transformation function. In addition, they are in general consistent (i.e. unbiased
in the limit of inﬁnite statistics)1, although they are generally biased in the small sample limit as an inevitable
consequence of the parameter space transformation invariance. Finally, likelihood also provides a framework for
the analysis of the information content of the data, including quantiﬁable constraints on the parameter estimates
e.g. error bars. This cannot be delivered directly by MAP.
The concept of likelihood extends directly to probability densities. Since
dP = p(x)dx
the individual probabilities required can be generated by integrating over a suitable interval, giving
L = Πip(xi|A)dx or ln L =
X
i
lnp(xi|A)dx,
However, the dx terms are often taken to be implicit in such equations and omitted, disguising their signiﬁcance.
This causes complications if we think dx should ever change as a function of the parameters. Redeﬁnition of the
intervals dx is also equivalent to a transformation of the data space i.e. a redeﬁnition of the probability terms from
which the likelihood is calculated. Even though likelihood is invariant to transformations of the parameter space,
it is not invariant to transformations of the data space. Conventional use relies on the property that the function
diﬀers only by a constant, so that optima are preserved. Therefore, for quantitative tasks, a principled method for
specifying the data space to be used is required.
The key point is that the construction of likelihood cannot be applied indiscriminately. Each assumption on which
it relies must be valid (or nearly so) in order to construct a valid algorithm. The following sections discuss several
aspects of the correct use of likelihood.
2.1.2 Choosing correct distributions
In order to construct a valid likelihood the assumed distribution must actually match the true distribution of the
data. In practice, we might expect that this can be checked by observing the residuals of the data around the
estimated solution. We will investigate this below and show complications which arise due to the choice of data
space. When applied appropriately, such tests facilitate the selection of a suitable distribution, but raise a question;
when is the assumed distribution ‘good enough’?
This question can be approached by applying either qualitative checks or statistical tests to the shape of the data
distributions. If, for the quantity of data typically under analysis, the residual distributions diﬀer signiﬁcantly from
those expected, then the algorithm could be improved. This allows the iterative development of an appropriate
likelihood deﬁnition even without prior information regarding the data generation process.
1Note that the lack of bias applies to the parameter estimates, not to the likelihood itself: this point will be expanded upon in the
later sections.
42.1.3 Statistical data independence
The construction of a simple additive log-likelihood assumes statistical independence of the data, i.e., the residual
of one datum conveys no information about the residual of any other: the residuals are uncorrelated. It is partly the
task of appropriate model selection to achieve this independence; the correct model will de-correlate the residuals.
In practice, this can be checked by plotting joint distributions of suspected correlations. For example, if temporal
correlation between adjacent measurements in a 1-D time signal st is suspected, the scatter plot of st vs st+1 can
be examined for unwanted structure. In the case of complete independence, the outer product of the marginal
distributions must completely describe the observed structure of the 2-D distribution
P(x1,x2|A) = P(x1|A)P(x2|A).
As with residual shape (see the previous section), we do not have to accept correlation in the data should we ﬁnd it.
It is possible to model the correlation and ‘whiten’ the distribution by, for example, rotating to the principal axes
of the correlation. Re-projection of the data into the new, rotated space allows us to continue with the likelihood
formulation. Clearly, some correlations may be more complex for this strategy, and it is this issue that has led to
the investigation of non-linear PCA and associated approaches [9].
The issues discussed so far are generally well-known, and whitening of data spaces is commonly found in the
literature (e.g. [20]). However, there is a more subtle issue relating to likelihood which identiﬁes a common
problem with expressions related to probability densities.
2.1.4 The importance of the correct likelihood deﬁnition
Consider a situation in which the above approach, based on empirical validation, is used to generate two diﬀerent
likelihoods for the same problem. The ﬁrst uses the original data set xi, and the second models the residuals in
some other domain, via a monotonic, non-linear transformation f(xi). In such a case there will be two diﬀerent
solutions to the maximum-likelihood estimate of the model parameters.
Consider a simple example. We want to compare a set of independent measurements to see if the size of some
circular objects follow a given model. We can choose to represent the circles with probability densities either for
measured area, p(ai|θ), or measured radius, p(ri|θ), where θ is a vector of model parameters, and ai = 2πr2
i. We
decide to perform a set of experiments (say repeatability of measurements) in order to calibrate the noise process
for both. Due to the quadratic relationship between the parameters, the likelihoods computed from the empirical
distributions of radius and area will be diﬀerent, that is,
X
i
lnp(ri|θ)  =
X
i
lnp(ai|θ).
At ﬁrst sight we might think that this has no eﬀect on any estimates of θ as the diﬀerence between the spaces is
due to a derivative term which is ﬁxed for each data point, and therefore contributes only an oﬀset to the likelihood
function.
p(ri|θ)
2πri
= p(ai|θ) → −
X
i
log(p(ri|θ)) = −
X
i
logp(ai|θ) + const
This is true if we have a theoretical deﬁnition of the distributions which can be consistently applied between
domains. However, in many practical situations we must estimate these distributions from data. As we will show
below, inappropriate choice of domain can then lead to diﬀerent estimates.
Moreover, the problem arose because we used continuous variables. If we had formulated probabilities from a set
of discrete events Xi rather than continuous measurements xi, then the non-linear transformation of the data
space would not change the grouping of all measurements corresponding to a particular event. Of course, the
transformation may still have changed our idea of how the discrete events are distributed across the space (f(Xi)),
but this does not change their respective probabilities (Fig. 1).
The diﬀerence between the use of probabilities and PDF’s arises because the former are derived from the latter
through integration. In the limit of small intervals ∆xi we can write
P(Xi|A) = p(xi|A)∆xi.
If we apply a transformation, then preserving the probability requires adjustment of the interval (Fig. 2)
P(Xi|A) = p(f(xi)|A)∆f(xi)
5Figure 1: Transformation of discrete samples.
Figure 2: Transformation of probability densities demonstrating conservation of probability within a consistent
interval.
Early work on likelihood [8] tended to make this point explicit, drawing a distinction between a probability, which
depends on the integration interval, and a likelihood, which is independent of intervals and thus does not obey
the laws of probability. The standard notation in current use blurs this distinction, considering the interval to be
implicit in relationships between probabilities and PDFs.
2.1.5 The equal variance domain
In many applications, as in the case of circle size measurement, it may be diﬃcult to deﬁne a discrete system from
which to derive the continuous formulation. In such cases, we suggest that the appropriate equivalent discrete
event can be generalised on the basis of statistical separability of the data: the correct space in which to formulate
the likelihood (construct the probability density) is the one in which the expected localisation of the measurement
within the continuous variable is the same everywhere, i.e., equal variance. In the statistical literature, this
property is described as ‘homoscedasticity’, and is often referred to as the ‘natural representation’ of a problem,
but we introduce the more descriptive term equal variance domain. Without this the link between probability
and estimation is broken, resulting in bias. In the example of the simple circle measurement, we should aim to
construct the likelihood in a space observed to have equal error (see Section 3.1). In some cases, we may observe
a functional dependency on the error (x ± σ(x)), and apply a transformation to remove this dependency [18,23].
We will show below how the use of transformations addresses problems with the construction of some hypothesis
tests. However, properly constructed, maximum likelihood is already invariant to data transformation, once a
given likelihood estimator is found to have bias this will not remove it.
The ‘equal variance’ property therefore constrains the data which can be correctly represented for use in algorithms,
reducing the possible number of strictly valid methods that can be constructed. The issue is important for
theoretical and practical reasons, and needs to be addressed on a case-by-case basis2. Fortunately, in many data
analysis problems the raw data is already in the equal variance domain, and so deﬁning likelihoods and hypothesis
tests without awareness of the issue results in appropriate formulations. In image processing, for instance, assuming
random, uniform and equal additive noise on grey level data is often a very good approximation. Equally, however,
it is possible to formulate approaches that do not work as well as expected.
2One way to ﬁnesse many of the issues associated with equal variance is to design algorithms based upon likelihood ratios.
62.2 Likelihood and statistical algorithms
2.2.1 Hypothesis Testing
Approaches based on hypothesis tests contrast with Bayesian methods of data analysis in that they require only
one distribution model in order to compute a statistic [4]. Speciﬁcally, rather than computing the most likely
interpretation of a set of data given a set of alternative models, they compute the probability that data which was
‘less like’ that observed could be selected from the model. The deﬁnition of ‘less like’ is often couched in terms
of a simple similarity measure, such as the distance to the mean (or mode) of the expected distribution. At ﬁrst
sight this may appear to be independent of distribution deﬁnitions: we elaborate on this point below.
The computation of hypothesis probabilities involves integration of the probability density beyond the point deﬁned
by the data being considered, and so any non-linear monotonic rescaling of the domain has no eﬀect on the result.
However, it is common to invoke the so-called ordering principle to obtain a principled deﬁnition of ‘less like’.
Here, all values along the measurement axis are re-ordered according to the expected frequency of occurrence [14].
This can be taken to be the more formal deﬁnition of the application of hypothesis testing, since it utilises the
only available information with which to deﬁne the concept of ‘less like’. For simple (monotonic) distributions,
this generates exactly the ordering methods generally applied. However, non-linear rescaling of the measurement
domain can result in a new ordering of ‘less like’ for the data. Speciﬁcally, the integral beyond a speciﬁc test value
can result in diﬀerent probabilities. An example is given in Section 3. From a purely empirical point of view,
this new hypothesis probability still has the same quantitative prediction capability as the original measure. A
probability of 30% still means that 30% of the time data which was less like the test data would be drawn from
the sample. But the deﬁnition of ‘less like’ has changed, and so has the speciﬁc 30% portion of the distribution we
are referring to. A unique ordering is therefore required, consistent with the application of probability theory, and
this can be provided by the equal variance principle.
The only way to make deﬁnite statements regarding the diﬀerences between likely frequencies of events along the
measurement axis would be to start from the deﬁnition of a discrete system and take the limit of the continuous
problem. In addition, the ordering principle is often justiﬁed as the choice for the variable which minimises
the ‘length’ in the measurement domain of any interval. It is therefore consistent to attach some concept of
statistical similarity to this deﬁnition of length. Thus, in the equal variance domain, the ordering principle is the
choice resulting in the most compact form of any statistical interval based on the characteristic variability of the
measurement. Such a statistic is by construction the most informative way of summarising any data, as it puts
the tightest bounds on any inference. It would be consistent to speculate on the possibility of this beneﬁt for the
application of the equal variance approach to likelihood, which may equally correspond to the tightest predictive
(Cramer-Rao) bounds in quantitative analysis.
2.2.2 Information Measures
No general discussion of the legitimacy of using information measures in algorithmic construction will be attempted
here (see [5]). We limit the discussion to several observations concerning Shannon entropy, the most commonly
used information measure in algorithm design. Shannon entropy attempts to deﬁne the information content in a
signal composed of a string of symbols drawn from a discrete alphabet, and is constructed as a sum over individual
data terms.
However, as Shannon described, this can only be valid if the individual terms are independent i.e. the symbols in
the signal are uncorrelated. The goal of compression algorithms can be stated as the removal of such correlations,
and so it would seem to be legitimate to apply compression to any data set prior to computation of the entropy.
Therefore, in the absence of a deﬁnition of the optimal compression scheme, Shannon entropy must be an upper
bound on the information content of a data set unless the data are independent by construction. One particular
manifestation of this issue in image processing is the use of entropy measures computed from image histograms:
the entropy of an image histogram is not the entropy of the image. A grey-level histogram contains none of the
spatial information in the data. The computation of the true entropy of an image would require the construction
of a multi-dimensional probability distribution describing local grey-level structure. Using histograms to construct
entropy estimates can only result in an upper bound on the image entropy.
In addition, again as described by Shannon, the entropy becomes scale-dependent when applied to continuous
distributions. Kendall [17] describes the same problem in generalised information measures. This is fundamentally
the same issue as that aﬀecting likelihood; when entropy and related measures are expressed as continuous integrals,
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Figure 3: Monte-Carlo distributions for circle radius based upon (a) a radial likelihood and (b) an area based
likelihood. The theoretical curves are shown in both cases, demonstrating bias in the area-based approach.
it is possible to obtain any numerical value via a rescaling transformation x → y = f(x):
Z
p(x)log(p(x))dx  =
Z
p(y)log(p(y))dy.
Such a measure cannot therefore be aﬀorded the status of a true statistic. For example, the use of entropy
measures has been suggested for determining non-linear multiplicative corrections for MR images acquired with
a ﬁeld inhomogeneity [12]. However, simply scanning the solution around the expected answer is suﬃcient to
demonstrate that the measure cannot be used for this task [26]. The potential solution to this problem is similar
to the previous one for hypothesis tests. If the continuous entropy were constructed in an equal variance domain
then it would be consistent, up to a scale factor, with any underlying discrete deﬁnition. Notice that this procedure,
although necessary to identify a unique entropy, does not ensure data independence.
Another problem is the lack of shift invariance when histograms of samples from continuous distributions are used
to calculate entropy or information measures. The computed quantities may vary with the boundary locations of
the binning process, as demonstrated in Section 3.3. This problem is not solved by the equal-variance approach
alone, and thus undermines the validity of these measures as cost functions. The standard theoretical interpretation
of these approaches does not suggest why this problem should arise or how it can be solved. There would appear to
be two possible interpretations: that these approaches are strictly only applicable to uniquely speciﬁable discrete
systems (as in statistical physics); or that they are applicable to purely continuous functions in conjunction with
the equal-variance approach (or similar) to set the probability scale. The ﬁrst of these possibilities is certainly valid;
the second appears to require more evidence. We have recently related likelihood to a popular form of the mutual
information construct used for image registration [2,3]. In doing so we have then been able to apply the usual
formulation for the estimation of error covariances and demonstrate its validity. We believe that this is suﬃcient
to show that the true origins of this measure (at least in this case) are likelihood and not information theory. In
general, we must accept that entropy is deﬁned for discrete systems, and application to continuous variables can
result in an inﬁnite number of possible measures, including trivial ones.
3 Part II: Examples
This section presents examples demonstrating the practical importance of correct formulations. First, three speciﬁc
problems with the formulation of measures based on probability density, as described above, are demonstrated.
Second, the application of the equal-variance approach is demonstrated using two problems from the ﬁeld of
computer vision and pattern recognition, namely curve ﬁtting and measurement of probability density similarity.
3.1 Bias from Likelihood Distributions
The assertion that empirical approaches to the construction of maximum likelihood estimates formulated in domains
other than the equal variance domain suﬀer from bias can be demonstrated using the circle area measurement
example described in Section 2.1. 2,000 sets of ten radii were generated with additive, uniform Gaussian noise,
around a central value of µ = 10 and with a standard deviation of σ = 8. The maximum likelihood estimate of
8the mean was then found for each set. The results are shown in Fig. 3, along with the theoretical distribution
computed for 10 measurements and 1 degree of freedom. The same set of data were then transformed to areas
(a = πr2). The maximum likelihood estimate for the mean was again found, using a likelihood constructed using
the empirically observed distribution for area. The results, converted back to equivalent radii, are also shown in
Fig. 3. A systematic overestimate of the mean, inconsistent with the original central value, can be clearly observed
even though the empirically observed distribution for the area was used in the construction of the likelihood. Thus
the output estimate of the parameters describing the model are not the same as the ones we used to generate the
data: there is a bias.
The reason this has happened is that the empirical distribution estimated from the observed samples of area for
one ﬁxed µ has one ﬁxed shape, which is assumed appropriate for all µ. However, transformation of the speciﬁc
likelihood used for radius to area would provide densities which vary according to
p(a) =
1
πσ
√
8a
e−(
p
a/π − µ)2
2σ2 .
In order to resolve this problem we would need to estimate likelihood distributions from sample data for every
possible value of µ, and use these varying functions instead. The assumption of a ﬁxed likelihood function (common
to all measurements) cannot be made outside of the equal variance space.
This simple example illustrates one reason why, for example, 3-D data from a stereo vision system should be
analysed in disparity space and not in 3-D space. The problem here is often identiﬁed with skewed measurement
distributions, a separate but related problem. Distribution skewing is not in itself a problem, provided that the
same skewed distribution is used in the construction of the likelihood. However, combining for example a Gaussian
assumption with skewed data will produce parameter bias.
3.2 Non-Unique Hypothesis Tests
To illustrate the issue of non-unique conﬁdence intervals from hypothesis tests, consider the application of the
transformation
f(x) = x +
1
2
cos2x.
to an angular random variate x with a Gaussian distribution. The eﬀects of this transformation are illustrated
in Fig. 4. Conﬁdence regions containing the same proportion of the probability density are shown for both the
original and transformed data; the ordering principle results in diﬀerent boundaries of conﬁdence regions. For this
speciﬁc and extreme case we can see that, although the deﬁnition of the conﬁdence interval is still quantitatively
useful as a description of the likely measurement values, the unimodal distribution is transformed to a bimodal
distribution, which can no longer be concisely described simply by mean and variance. The non-equivalence of
conﬁdence intervals causes a change in the result of a hypothesis test for any measured data. The equal-variance
domain resolves the potential ambiguity of construction.
3.3 Scale Dependence of Entropy Calculations
The problem of scale-dependence in Shannon entropy when applied to probability densities can be illustrated with
a simple example. Figure 5(a) shows the entropy of a Gaussian distribution calculated using histograms of various
bin sizes, given on the plot as multiples of the standard deviation of the original Gaussian. The contents of each
bin were calculated as deﬁnite integrals of the Gaussian in order to avoid sampling problems. The ordinate shows
the displacement between the position of the peak of the Gaussian and the central bin boundary of the histogram,
in percentages of the bin size. The plots illustrate two points which will be discussed in turn.
First, for large bin sizes, the entropy changes as the Gaussian is moved across the histogram. The diﬀerence in
entropy between the point at which the peak of the Gaussian and the central bin boundary of the histogram coincide
and the point at which they are displaced by 50% of the bin width is shown in Fig. 5(b). The change illustrates
that the additivity property of entropy is lost when applied to samples from probability densities. Consider two
extreme examples: for inﬁnitesimally small histogram bins, any inﬁnitesimal shift in the position of the Gaussian
will result in an identical histogram, oﬀset by one bin. If the bin size is large with respect to the standard deviation
of the Gaussian, then when the peak lies on a bin boundary, the Gaussian is split across two bins giving an entropy
of −0.693: when the peak lies at the centre of a bin, the whole distribution is contained within that bin giving an
entropy of 0. The diﬀerences become signiﬁcant for any bin size larger than ≈ 1σ.
Second, working with continuous distributions can avoid the eﬀect described above (at the possible cost of additional
computational complexity), but does not solve the problem of scale dependency. This can be seen in the changes of
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Figure 4: Application of the ordering principle for transformed probability densities showing (a) a Gaussian
distribution, (b) a transformation function and (c) the distribution of the transformed variable and the new
conﬁdence interval following the transformation.
(a) (b)
Figure 5: The Shannon entropy of a Gaussian distribution. Each curve in (a) shows the result from a histograms
with diﬀerent bin sizes (given in standard deviations). The x axis shows the distance between the central bin
boundary and the peak of the Gaussian in percentages of the bin size. The proportional diﬀerence in the Shannon
entropies of a Gaussian distribution calculated when the central bin boundary of the histogram is aligned to the
peak of the Gaussian, compared to when it is away by 50% of the bin width, is shown in (b) for varying bin sizes
(given in standard deviations of the Gaussian). The inset ﬁgure shows a logarithmic plot of the lower points.
10(a) (b)
Figure 6: Edge density generation for the equivalent of a nearest point likelihood (a) and the relative increase in
edge density needed on the outside of the curve in order to generate a connected string (b).
the intercept of the curves. The entropy is dependent on the bin size of the histogram, even for bin sizes less than
1σ. Changing the bin size is equivalent to changing the scale at which the underlying generating PDF is sampled.
Many algorithms in the literature are designed so that they are sensitive to either or both of these eﬀects. Working
in the equal variance domain and using a bin size consistent with the resolution of features within the distribution
mitigates the eﬀects of these problems.
3.4 A Computer Vision Example: Fitting Edge Strings.
We now apply the concept of equal variance to the very common problem of ﬁtting models to edge strings detected
from image data. For simplicity, we assume that the accuracy of feature location is the same for all edges, so
that the equal variance domain is the image co-ordinate system. Therefore, to construct the likelihood we have
only to estimate the data density distribution for edges perturbed by noise. Strictly, we should start from the
noise in the image, but we assume here, again for simplicity, that feature locators have approximately ﬁxed spatial
accuracy. In addition we will ignore the complication of quantisation of an image into pixels, and assume that
such eﬀects average out in the statistics of large samples, particularly if an eﬀort is made to work with sub-pixel
feature locations.
One obvious approach would be to deﬁne the data density as a 2D perturbation from multiple locations along a
curve. This might be reasonable for ﬁtting isolated features such as corners, but it would not be appropriate for
matching a curve to a set of edge features. In this case, the direction along the detected feature string conveys
little or no information. Moreover, as edge detection algorithms are designed to produce connected strings, the
density of detected features along the string is ﬁxed. Our deﬁnition of likelihood must incorporate this property.
Let us start by assuming the 1-D nearest-point likelihood model, giving the radial density model
p(x,y|s) = exp(−d2/2σ2).
This implies a constant probability of generating a point at a distance d from the curve, inside or outside (Fig.
6). The problem with applying a 1-D density model to 2-D data is that the consequences of changing orientation
for the sampling process are easily neglected. As shown in the ﬁgure, a generation process with this property will
appear to increase the separation between data moved by the noise process to the outside of the curve, relative to
those on the inside. Therefore, it will not produce a ﬁxed average interval edge string, and the change in interval
will be a function of local radius of curvature (r), resulting in a systematic distortion of the curve shape.
In order to get the same quantity of edges inside and outside of the ﬁtted curve, we must correct the expected
probability density in proportion to the expected increase in spacing as a function of local radius of curvature, r,
and distance from the curve, d. The density model for this case is
p(x,y|s) =
r + d
r
exp(−d2/2σ2),
11Figure 7: Distribution of the estimated radius of curvature of an edge string. The dashed line shows the true mean,
demonstrating the potential for bias.
so that the corresponding likelihood is
L =
T X
t=0
d2
t/2σ2 − ln(
rt + dt
rt
).
Figure 7 shows the result of a numerical simulation of the process, for the rather extreme case of a circle of radius
64 pixels with a feature location accuracy of 20 pixels. These parameters were chosen to make the bias visible in
the distribution for single measurements. The bias scales to more realistic measurements in proportion to the ratio
of radius to localisation error.
This shows that simple closest-point ﬁtting routines, which do not include this second term, are likely to exhibit
bias on ﬁtted parameters. It explains the bias observed when ﬁtting ellipses to edge strings using closest-point
methods and suggests (as is observed) that ﬁtted ellipses will generally appear to be more elongated than the true
curve. The empirically determined bias correction term suggested in Porrill’s early work [19] is formally identical
to the one derived here for connected features, but the suggested source was instead attributed to the linearisation
of the model during the Kalman ﬁlter implementation.
3.5 A Pattern Recognition Example: Probability Density Similarity
Table 1 lists several measures that are commonly used in statistical pattern recognition for comparing probability
distributions. The principle that there is generally only one correct way in which to analyse data and, that in cases
where multiple approaches seem possible, we must look to the origins of the methods in probability theory, was
stated above. Following this principle, the measures listed can be examined to determine which are suitable for
any given task. For example, to compare two distributions with common origin, we may demand that the ‘correct’
similarity function be consistent under interchange of the two distributions, that is
d(p1,p2) = d(p2,p1).
Examination of Table 1 shows that we can eliminate Chernoﬀ measure immediately on these grounds. In addition,
the Kullback-Leibler divergence [7], often quoted as the basis of many algorithms, even in the symmetric form
given in the table, does not obey the triangle inequality required of a metric (hence the term ”divergence” rather
than ”distance”).
A further issue concerns the geometry of the underlying space in which any similarity measure is embedded. In
Euclidean spaces, such as the three spatial dimensions of the real world, the appropriate distance measure is
linear. However, constructs in any other parametric or data space must take account of the curvature of that
space. The problem can be stated as one of ﬁnding the minimum path (and corresponding probability) along
which one measurement could be perturbed to another on the basis of a known noise process. This is the basis
12Measure Function
Chernoﬀ dC = −ln
R
ps(x|W1)p1−s(x|W2)dx
Bhattacharyya dB = −ln
R
(p(x|W1)p(x|W2))1/2dx
Matusita dT =
R
(
p
p(x|W1) −
p
p(x|W2))2dx
1/2
KL Divergence dD =
R
(p(x|W1) − p(x|W2))ln
p(x|W1)
p(x|W2)dx
Table 1: Distance measures used in statistical pattern recognition for the comparison of probability densities.
of all quantitative similarity or distance metrics in use in statistics, and is directly equivalent to the use of Fisher
information [21] as a probability similarity metric.
For strict statistical measures it is accepted that great care must be taken to derive the similarity on the basis of the
appropriate perturbation model. For example, independent Gaussian errors give rise to the least-squares function,
which for equal variances becomes a simple Euclidean distance. Histograms, say Hi,Ki, are often compared on
the basis of the χ2:
χ2 =
X
i
(Hi − Ki)2/(Ki + Hi)
The space of measurement deﬁned by the standard χ2 has some rather unusual properties. In particular, the
expected variance on measured values changes as a data point moves across the space. This is a property referred
to as heteroscedasticity, and creates a problem for similarity measure construction, because the space is non-
Euclidean and so the shortest statistical cost path between two points is a curved path, not a straight line. We
have shown in previous work [25] that the application of a square-root transformation can be used to construct
a similarity space in which the variances are equal (homoscedastic): transformation to the equal variance domain
produces a Euclidean space in which the appropriate similarity measure is
m(H,K) =
X
i
(
p
Hi −
p
Ki)2.
If, as advocated, we look at a discrete deﬁnition of probability for guidance, we can deﬁne a continuous probability
distribution as the result of applying two limits: the limit of an inﬁnite number of samples, Hi → Pi, followed by
the limit of an inﬁnite number of discrete states, Pi → pi. We can then approach a correct deﬁnition for comparing
probabilities from the statistically appropriate way to compare histograms. Therefore the square-root transform
step, required to ﬂatten the space for histogram similarity, is needed to ﬂatten the space for probability density
function similarity. The approximations made in this mapping become exact in the limit of large samples. This
identiﬁes the Matusita measure (Table 1), or its equivalent the Bhattacharyya measure, as the correct way to solve
the problem. These two measures are also symmetric under interchange of the probabilities, as required.
It is also worth considering the eﬀects of non-linear transformations on the continuous deﬁnition of probability
similarity x → y = f(x). It is possible to show that these measures are invariant to this process. For example, for
the Bhattacharyya measure,
Z p
p(x|W1)
p
p(x|W2)dx =
Z p
p(y|W1)
p
p(y|W2)dy
The equal variance approach does not rule out the use of other measures to compare probabilities; indeed, it would
be possible to deﬁne the limit of the sample in a variety of ways consistent with measures used in statistics. For
example, the probability of observing a binary event would be the limit of a binomial process, Hi/Ni → Pi, of Ni
samples. The required variance-normalising transform in this case would be the inverse sine [18],
√
Nisin−1(
p
Hi/Ni).
One probability expression consistent with a binomial sampling process is a frequentist interpretation of the
Bayesian formula,
P(Wj|x) =
p(x|Wj)P(Wj)
P
k p(x|Wk)P(Wk)
=
p(x|Wj)P(Wj)
p(x)
.
For this expression, diﬀerences between two theoretical Bayesian probability distributions (deﬁned as a limit of
data samples) with consistent prior probabilities, P(Wj), would be
d(P1,P2)Bayes =
Z
p1(x)p2(x)
p1(x) + p2(x)
13(sin−1
q
P1(Wj|x) − sin−1
q
P2(Wj|x))2dx
4 Conclusions
This paper has discussed several issues surrounding the correct deﬁnition of likelihood and other statistical con-
structs, and their consequences for a range of computer vision and pattern recognition problems. These observations
demonstrate that the same care taken in the design of quantitative statistical measures should be applied when
designing likelihood and related constructs for vision algorithms. Speciﬁcally, probability densities of continuous
random variables should be built as the limit of the discrete case. The equal variance domain provides an appro-
priate way to perform this task. The same principle can be applied to the construction of likelihoods, information
measures, and hypothesis tests and should arguably be considered whenever a probability density must be used in
an absolute way, that is, whenever a transformation of variables changes the result. We have deliberately excluded
Bayesian formulations, as the issues addressed in this paper do not apply to ratios of likelihoods (but see [4] for a
discussion of problems speciﬁc to Bayesian techniques).
We suggest that a similarity between computational forms has sometimes led people to regard approximations of
likelihoods as information measures, arguably as the latter interpretation provides the freedom to include additional
measures penalising model complexity. This is well understood in the likelihood literature and generally addressed
with approaches to bias correction, such as the Akaike [1] (and related) measures. In previous work we have tried
to explain how this can be addressed via the statistical approach, provided that the deﬁnition of the problem
maximises generalisation capabilities of the estimated parameters [28]. A similar aim for information measures
might be to seek the most compact model. This is basically a statement of Occam’s razor, which is accepted as a
necessary, if not rigorous, characteristic of the model selection process.
We have suggested the selection of variable domains in accordance with measurement accuracy, in order to maintain
a solid link with probability theory. This appears to contradict an assumption frequently encountered in pattern
recognition, namely that problems can be solved uniquely without matching the approach to the process generating
the data sample used. We believe this assumption is, quite simply, false. The very information content of a data set
is fundamentally limited by measurement reproducibility: any attempt to construct probabilistic decision systems
ignoring information content (repeatability error) can only result in one of an inﬁnite set of possible solutions,
selected by an implicit scaling. Such an approach can never be directly reconcilable with probability theory: put
another way, it cannot be expected to solve correctly the key problem of model selection [28] (the “bias variance
dilemma” in the neural networks literature).
To put the above issue into historical context; when Gauss originally derived the method of least-squares, its
properties were all assessed in an equal variance space. Later statisticians introduced the word ‘homoscedastic’ in
order to describe data with this property. In 2003 Robert Engle received a Nobel prize for his work in the 1980’s
on analysis of ‘heteroscedatic’ data. Clearly, the behaviour of measurement error within a measurement space is
considered a fundamental issue. Meanwhile, the development of standard statistical practices, particularly when
applied to computer vision algorithms, has managed to overlook this issue. Indeed researchers have sought to
justify their work via theories other than quantitative use of probability.
We close the paper with some wide-ranging conclusions:
1. There need not always be multiple, alternative ways of approaching the analysis of data. Accepting that
there are ‘correct’ ways of dealing with data, which result in the most informative interpretation, may place
restrictions on the number of possible algorithms, but should lead to reliable and well-designed techniques,
ultimately the very basis of reliable components of vision systems.
2. We have shown how the equal-variance domain deﬁnes the space in which to compare probabilities correctly.
The underlying issue is scale-dependence. Discrete probabilities, as deﬁnite integrals of an underlying PDF,
contain an implicit deﬁnition of scale, which must be consistent between algorithmic calculations to make
optimisations meaningful. The equal-variance domain provides such a deﬁnition of scale, and therefore a
solution to problems of scale dependence arising with measures such as the Shannon entropy.
3. A better theoretical understanding of the foundations of algorithms ultimately allows us to design better
algorithms. Algorithmic tests are indeed needed to assess quantitative behaviour, but proving the validity of
a given approach need not rely entirely on empirical analysis. It should be suﬃcient to identify the statistical
characteristics of the data which must hold for the approach to be valid. Designing valid comparisons of
algorithms requires attention to the expected statistical characteristics of the data. Real progress calls for
equal care in experiment design and interpretation of results.
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