This paper concerns the global structure stability of impact-generated tensile waves in a 1D bar made of a rubber-like material. Because the stress-strain curve changes from concave to convex as the strain increases, the governing quasi-linear system of partial differential equations, though hyperbolic, fails to be 'genuinely non-linear' so that the standard form of the initial-boundary value problem corresponding to impact is not well-posed at all levels of loading. However, Knowles (2002 , SIAM J. Appl. Math., 62, 1153-1175 constructed the solutions of the initial-boundary value problem corresponding to impact. Based on this, in this paper we prove the global structure stability of the impact-generated tensile waves constructed by Knowles. The method of the proof is constructive.
Introduction
This paper concerns the global structure stability of impact-generated tensile waves in a 1D bar made of a rubber-like material. For a thin bar or rod made of rubber and placed in an equilibrium state of uniaxial tension, the nominal stress is a monotonically increasing function of the longitudinal strain that is concave for small to moderate strains but strongly convex for large strains. This result has been shown experimentally by Treloar (1944) (see Fig. 5.4 in Treloar, 1975) . Roughly speaking, the concave regime may be described by modelling the constituent polymer network with Gaussian statistics, while the strongly convex portion of the response arises from non-Gaussian effects (see Chapters 4-6 in Treloar, 1975) .
As we know, for a bar or rod whose stress-strain relation is strictly concave for all strains, sudden tensile impact results in a centred rarefaction wave, while such an impact produces a shock wave in a specimen whose stress-strain curve is strictly convex. The system of conservation laws governing the dynamics of a non-linear elastic bar or rod in either of these two cases is not only hyperbolic but also genuinely non-linear in the sense of P. D. Lax (see Lax, 1957) . However, in the case of a rubberlike material, the basic system remains hyperbolic but genuine non-linearity fails. It is well known that such a failure may result in a lack of uniqueness, even when an entropy-like inequality is in force (see LeFloch, 1999) . For the rubber-like model studied in Knowles (2002) , i.e. a 1D semi-infinite bar made of a rubber-like material, there are three regimes of response depending on the intensity of the loading
Impact-induced tensile waves
In its stress-free reference state, the 1D bar considered here occupies the non-negative x-axis. After impact, a particle located at x in the reference state is carried out to x + u (t, x) , where u stands for the longitudinal displacement of the particle at time t. The strain γ (t, x) and the particle velocity v(t, x) are defined by γ = u x and v = u t , respectively. To ensure that the mapping x −→ x + u(t, x) is one-to-one, we assume that γ > −1. The nominal stress at time t at this particle is denoted by σ (t, x). In Lagrangian description, of the motion, balance of linear momentum and kinematic compatibility are equivalent to the system of conservation laws
where γ, v are smooth, and jump conditionṡ
at a moving strain discontinuity x = s(t).
, ρ is the constant mass per unit referential volume andṡ = ds(t) dt is the Lagrangian velocity of the discontinuity. To mimic the behaviour of a bar made of vulcanised rubber material, Knowles (2002) considered the following stress response function 1
1 As pointed in Knowles (2002) , this function is not proposed as a quantitatively valid model for rubber in uniaxial. See Chapter 7
in Ogden (1984) for a discussion of a quantitatively appropriate conservation laws for rubber.
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H.-H. DAI AND D.-X. KONG where E > 0 is Young's modulus for infinitesimal strains and γ 0 is a constant with 0 < γ 0 < 1. Obviously, σ (γ ) is concave for −1 < γ < γ 0 and convex for γ > γ 0 . The sound-wave speed c(γ ) for the bar governed by (2.3) is given by
where c 0 is the speed of small amplitude waves at the undeformed state
Notice that the speed c(γ ) takes its minimum value c m at γ = γ 0 with c m = c 0 1 − γ 2 0 .
Impact problem
The bar is assumed to be initially at rest in its undeformed state; at time t = 0, a particle velocity v = −V (V is a positive constant) is imposed at the end x = 0 and maintained for all subsequent time. Mathematically speaking, this corresponds to the following initial-boundary conditions
and
The solution of the initial-boundary value problem (2.1), (2.6), (2.7) was constructed by Knowles (2002) as follows.
Weak impact
Solution is in the form of a centred rarefaction wave 10) where ξ = x/t, ξ 2 = c 0 andv,γ , γ 1 , ξ 1 are defined by
Notice that the condition 0 < V V * implies that 0 < γ 1 γ 0 .
Strong impact
Solution is in the form of a shock wave 12) where γ − (with γ − > 3γ 0 ) andṡ are defined by
Notice that in the pure-shock-wave solution constructed for which γ − > 3γ 0 (respectively, V > V * * * ), the shock wave is supersonic with respect to the undisturbed state ahead of it. Precisely speaking,
There are two cases:
Case I (V * * V V * * * ): As before, the solution is in the form of a shock wave 15) where γ − (with γ − ∈ [2γ 0 , 3γ 0 ]) andṡ are still defined by (2.13). However, in the pure-shock-wave solution constructed for which γ − ∈ [2γ 0 , 3γ 0 ] (respectively, V ∈ [V * * , V * * * ]), the shock wave is subsonic with respect to the undisturbed state ahead of it. Precisely speaking,
Solution possesses a centred rarefaction wave and a shock wave 17) where ξ 2 = c 0 andv,γ are defined by 20) and it holds that
It is clear that (2.17) gives a one-parameter family of solutions to the problem (2.1), (2.6), (2.7). By means of the kinetic relations, the admissible solution can be uniquely determined, e.g. as follows.
Dissipation-free kinetics
In this case, 23) and the solution (2.17) can be uniquely determined. Moreover, it holds thaṫ
Maximally dissipative kinetics
In this case, 25) and the solution (2.17) can be uniquely determined. Moreover, it holds thaṫ
(2.26)
Global structure stability
In general case, we assume that the initial-boundary value problem (2.1), (2.6), (2.7) has a similarity
, with a centred rarefaction wave or a shock wave or a centred rarefaction wave followed by a shock wave. See Fig. 1 .
In order to introduce the concept of global structure stability of the similarity solution (v(x/t), γ (x/t)), as a perturbation of the problem (2.1), (2.6), (2.7), we consider an initial-boundary value problem for (2.1) with the following initial and boundary conditions
where ε > 0 is a small parameter, v 0 (t) is a C 1 smooth function, defined for t 0, with bounded C 1 norm.
Stimulated by Kong (2003) , we introduce DEFINITION 3.1 We say the similarity solution (v(x/t), γ (x/t)) is globally structurally stable with respect to v 0 (t), if for every κ > 0, there exists ε 0 = ε 0 (κ) > 0 such that for any given ε ∈ [0, ε 0 ], the initial-boundary value problem (2.1), (3.1), (3.2) admits a unique global piecewise C 1 solution (v(t, x), γ (t, x)) containing a centred rarefaction wave or a shock wave or a centred rarefaction wave
followed by a shock wave on t 0; moreover, this solution possesses a global structure similar to that of (v(x/t), γ (x/t)), and it holds that
where Ω − , Ω 0 stand for the domains where (v(t, x), γ (t, x)) satisfies (2.1) in the classical sense, see Fig. 2 . We say (v(x/t), γ (x/t)) is globally structurally instable with respect to v 0 (t), if it is not globally structurally stable with respect to v 0 (t).
REMARK 3.1 In the case that (v(x/t), γ (x/t)) is globally structurally instable with respect to v 0 (t), there exists aκ > 0 such that the piecewise C 1 solution (v(t, x), γ (t, x)) of the problem (2.1), (3.1), (3.2): a) ceases to exist ('blows up') for some x ∈ R + , t > 0; or b) does not possess a similar structure as the similarity solution (v(x/t), γ (x/t)); or c) involves values, there exists a point (t, x) such that
The main results in this paper are the following Theorems 3.1-3.3.
THEOREM 3.1 Suppose that 0 < V < V * , v 0 (t) is a C 1 smooth function on R + with bounded C 1 norm and satisfies
Then the solution (2.10) is globally structurally stable with respect to v 0 (t). REMARK 3.2 In fact, we can prove the following more general result: for the initial-boundary value problem for (2.1) with the initial condition (3.1) and the boundary condition
ifṽ 0 (t) is a C 1 smooth function, defined for t 0, with bounded C 1 norm and satisfies
then the initial-boundary value problem (2.1), (3.1), (3.6) admits a unique global continuous and piece-
is a C 1 smooth function on R + with bounded C 1 norm and satisfies
where K 0 is a positive constant. Then the solution (2.12) or (2.15) is globally structurally stable with respect to v 0 (t).
THEOREM 3.3 Suppose that V * < V < V * * , v 0 (t) is a C 1 smooth function on R + with bounded C 1 norm and satisfies (3.5) and (3.7). Under the assumption of dissipation-free kinetics (see (2.23)) or the assumption of maximally dissipative kinetics (see (2.25)), the solution (2.17) is globally structurally stable with respect to v 0 (t).
REMARK 3.3 If the condition (3.5) or (3.7) does not hold, then the similarity solution may be globally structurally instable with respect to the corresponding v 0 (t), and new waves will appear (see Kong, 2002) .
REMARK 3.4 For the critical cases: V = V * , V * * , V * * * , the similarity solution is globally structurally instable. Precisely speaking, for the cases: V = V * , V * * , we may construct some perturbed data such that the solution for the perturbed problem has a different structure with the original similarity solution; for the the case V = V * * * , the perturbation may result in the classical shock wave or the 'pure shock' in the sense of Knowles (2002) .
Proof of Theorem 3.1
Introduce the Riemann invariants
Then the system (2.1) reduces to
where
For the material described by (2.3),
Proof. The method of the proof used here is constructive. Consider the initial-boundary value problem (2.1), (3.1), (3.2). In the Riemann invariants ( p, q), the conditions (3.1) and (3.2) can be rewritten as
and In what follows, we construct the unique global continuous and piecewise C 1 solution (v(t, x), γ (t, x)) containing a centred rarefaction wave to the problem (2.1), (3.1), (3.2). To do so, we first solve an initial-boundary value problem for system (2.1) with the initial data (3.1) and the following boundary condition v(t, 0) = −V + εv 0 (0).
(4.10)
Take ε 0 so small that
By Knowles (2002) , the initial-boundary value problem (2.1), (3.1), (4.10) admits a unique solution with centred rarefaction wave, denoted by 12) where γ ε ∈ (0, γ 0 ), ξ = x/t, ξ ε ∈ (0, c 0 ). We next construct the solution for the system (2.1) on the triangle domain
with the boundary conditions
and v(t, 0) = −V + εv 0 (t).
(4.14)
In the Riemann invariants ( p, q), the system (2.1) reduces to (4.2), while the conditions (4.13) and (4.14) can be rewritten as Hence, the system (4.2) simply reduces to a scalar equation (4.18) while the boundary condition (4.16) becomes
It follows from (4.18) and (4.19) that
on the existence domain of the C 1 solution, where C 1 is a positive constant independent of (t, x) and ε. By (2.11) 3 and (4.1), we obtain from (4.20) that
where C 2 is a positive constant independent of (t, x) and ε. Noting Therefore, the original problem simply reduces to the following Cauchy problem
By (3.5) and (4.24), it follows from the theory of quasi-linear hyperbolic equations (see Li, 1994 ) that the problem (4.25) has a unique global C 1 solution, denoted by q = q ε (t, x), on the triangle domain ∇. Clearly, ( p, q) = (0, q ε (t, x)) is the desired solution of the problem (4.2), (4.15), (4.16) on the triangle domain ∇. Using (4.1), we can easily obtain the unique global C 1 solution, denoted by (v, γ ) = (v ε (t, x), γ ε (t, x)), of the problem (2.1), (4.13), (4.14) on the domain ∇. Noting the solutions of the problem (2.1), (4.13), (4.14) and the problem (2.1), (3.1), (4.10), we define
It is easy to verify that (4.26) is nothing but the desired unique global continuous and piecewise C 1 solution, containing a centred rarefaction wave, of the initial-boundary value problem (2.1), (3.1), (3.2). Moreover, by the above constructive method, we can easily obtain
on the domain ∇, and
where γ 1 , ξ 1 are given in (2.10), K 1 is a positive constant independent of (t, x) and ε. This shows that the solution (2.10) is globally structurally stable with respect to v 0 (t), provided that v 0 (t) 0. Thus, the proof of Theorem 3.1 is completed. 
Proofs of Theorem 3.2 and Theorem 3.3
In this section, we prove Theorem 3.2 and Theorem 3.3. Proof. Take ε 0 > 0 is so small that
Stimulated by the second inequality in (2.14) and the third inequality in (2.16), we consider a typical free boundary problem for the system (2.1) with the following boundary conditions: on the fixed boundary x = 0,
on the free boundary x = s(t) (s(0) = 0),
In fact, (5.3) is nothing but the jump condition (2.2) with (v + , γ + ) = (0, 0). For the time being it is supposed that on the existence domain of the C 1 solution, we have
where δ > 0 a small constant, and γ − is given in (2.12) or (2.15). In Remark 5.1 we shall explain that this hypothesis is reasonable. Under the assumption (H), we have σ (γ ) > 0 (5.4) on the domain under consideration, provided that δ is suitably small. For the material (2.3), (5.3) becomes In the Riemann invariants ( p, q), the problem (2.1), (5.2), (5.3) can be equivalently rewritten as a typical free boundary problem for the system (4.2) with the following boundary conditions: on the fixed boundary x = 0,
We may rewrite (5.7) and (5.8) 1 as
respectively. Clearly,
We now calculate ∂g/∂q. Differentiating (5.8) 1 with respect to q gives ∂g ∂q
Noting 
Moreover, it holds that
where K 2 is a positive constant independent of (t, x) and ε, whilep andq are defined by (5.18) in whichṡ ε and γ − ε are given in 19) which is the solution of the initial-boundary value problem (2.1), (3.1), (4.10) constructed by Knowles (2002) 2 .
In (v, γ )-coordinates, Lemma 5.1 can be stated as LEMMA 5.2 Under the assumptions of Theorem 3.2, there exists a unique function x = s(t) ∈ C 1 (R + ) with s(0) = 0 such that the typical free boundary problem (2.1), (5.2), (5.3) has a unique global
where K 3 is a positive constant independent of (t, x) and ε,ṡ is given in (2.12) or (2.15).
REMARK 5.1 The first inequality in (5.20) shows that the assumption (H) is reasonable, provided that ε 0 > 0 is sufficiently small.
On the other hand, for the material (2.3), the rate of dissipation D(t) is
Therefore, the conclusion of Theorem 3.2 comes from Lemma 5.2 and (5.23) directly. Thus, the proof of Theorem 3.2 is completed.
Proof. As before, we first solve the initial-boundary value problem (2.1), (3.1), (4.10). Take ε 0 > 0 is so small that
By Knowles' construction, the solution of the problem (2.1), (3.1), (4.10) is given by 25) where γ − ε , v + ε , γ + ε ,ŝ ε ,ξ 1,ε ,ξ 2,ε are some constants. Comparing (2.17), we have
on their common existence domain, where K 4 is a positive constant independent of (t, x) and ε. As pointed out by Knowles (2002) , (5.25) gives a one-parameter family of solutions to the problem (2.1), (3.1), (4.10). Particularly, we are interested in the following two cases: the dissipation-free kinetics 28) and the maximally dissipative kinetics
It follows from Knowles (2002) that the solution (5.25) can be uniquely determined for the above two cases; moreover, it holds thatŝ ε < c(γ In what follows, we prove Theorem 3.3 only for the case of (5.28). The proof for the case of (5.29) is similar.
On the triangle domain
we consider the system (2.1) with the following boundary conditions: on the fixed boundary x = 0,
on the characteristic boundary x =ξ 1,ε t,
on the unknown free boundary, denoted by Using the system (4.2), i.e. the diagonalisable form of the system (2.1), we have
provided that the C 1 solution exists. In particular, on the free boundary x = s(t),
Noting (5.35), we have
For the time being, it is supposed that
on the domain ♥ = {(t, x) | t 0, 0 x s(t)},
on the domain ♦, where δ > 0 a small constant, and γ ± v + are given in (2.17). In Remark 5.2 and Remark 5.3 we shall explain that these hypotheses are reasonable. Under the assumption (H 1 ) (respectively, H 2 ), we have
on the domain ♥ (respectively, ♦), provided that δ > 0 is suitably small. On the other hand, by Knowles (2002) we have
Combining (H 1 ), (H 2 ) and (5.40) gives (5.41) provided that δ > 0 is suitably small. Thus, using (5.38), we may rewrite (5.34) as
In the Riemann invariants ( p, q), the typical free boundary problem (2.1), (5.32), (5.42) on the domain ♥ can be equivalently rewritten as a typical free boundary problem for the system (4.2) with the following boundary conditions: on the fixed boundary x = 0,
We have LEMMA 5.3 Suppose that V * < V < V * * , v 0 (t) is a C 1 smooth function on R + with bounded C 1 norm and satisfies (3.7). Suppose furthermore that the condition (2.23) of dissipation-free kinetics holds. Then, there exists a unique function x = s(t) ∈ C 1 (R + ) with s(0) = 0 such that the typical free boundary problem (4.2), (5.44), (5.45) has a unique global
where K 5 is a positive constant independent of (t, x) and ε, whilep andq are defined bȳ 47) in which γ − ε is given in (5.25). Proof. Notice that (5.44) and (5.45) 1 can be rewritten as 
(5.53)
It follows from (5.51) that ∂η ∂q
Noting the assumptions (H 1 ), (H 2 ) and the fact
Then it follows from (5.52) that We now estimate E − F. Since E 0, F 0 and Therefore, we may make use of Theorem 5.1 in Chapter 6 in Li (1994) and obtain the conclusion of Lemma 5.3. Thus, the proof of Lemma 5.3 is completed. In (v, γ )-coordinates, Lemma 5.3 can be stated as follows:
LEMMA 5.4 Suppose that V * < V < V * * , v 0 (t) is a C 1 smooth function on R + with bounded C 1 norm and satisfies (3.7). Suppose furthermore that the condition (2.23) of dissipation-free kinetics holds. Then, there exists a unique function x = s(t) ∈ C 1 (R + ) with s(0) = 0 such that the typical free boundary problem (2.1), (5.32), (5.34) has a unique global C 1 solution (v, γ ) = (v ε (t, x), γ ε (t, x)) on the domain ♥. Moreover, it holds that ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ |v ε (t, x) + V |, |γ ε (t, x) − γ − | K 6 ε, where γ − ,ṡ are given in (2.17), and K 6 is a positive constant independent of (t, x) and ε.
REMARK 5.2 The first inequality in (5.65) shows that the assumption (H 1 ) is reasonable, provided that ε 0 > 0 is sufficiently small. By the way, we point out that the condition (3.5) is not needed in Lemma 5.3 and Lemma 5.4
We next consider a boundary value problem for the system (4.2) on the domain ♦ with the following boundary conditions: on the fixed boundary x = s(t), q = −2 where K 7 is a positive constant independent of (t, x) and ε, while q * is defined by 69) in which v + and γ ± are given in (2.17).
