We complete the study of [16] and [20] about the Miller's algorithm. The Miller's algorithm is a central step to compute the Weil, Tate and Ate pairings. The aim of this article is to analyse the weakness of the Miller's algorithm when it undergoes a fault attack. We prove that the Miller's algorithm is vulnerable to a fault attack which is valid in all coordinate systems, through the resolution of a nonlinear system. We show that the final exponentiation is no longer a counter measure to this attack for the Tate and Ate pairings.
Introduction
In 1984, A. Shamir challenged the cryptographer community to find a protocol based on the user's identity [18] . This challenge was issued almost ten years later by D. Boneh and M. Franklin. In 2003, D. Boneh and M. Franklin created an identity-based encryption scheme based on pairings [4] . The general scheme of an identity based encryption is described in [4] . The important point is that to decipher a message using an Identity Based Protocol, a computation of a pairing involving the private key and the message is done. The particularity of Identity Based Cryptography is that an attacker can know the algorithm used, the number of iterations and the exponent. The secret is only one of the arguments of the pairing. The secret key influences neither the execution time nor the number of iterations of the algorithm. Fault attack against pairing based cryptography were first developed three years ago ( [16] , [19] and [20] ).
In [16] , D. Page and F. Vercauteren introduce a fault attack against the Duursma and Lee algorithm. The fault attack consists in modifying the number of iterations of the algorithm. We complete this idea in order to apply it to the Miller's algorithm, and we describe a way to realise this fault injection.
In [20] , C. Whelan and M. Scott present a fault attack against the Weil and Eta pairings. They consider the case when exactly the last iteration is modified by a fault injection. They deduce that the Miller's algorithm is not vulnerable to a fault attack, because the system obtained after the fault attack is nonlinear and then impossible to solve. In [19] they conclude that if the secret is used as the first argument of the pairing computation, then it cannot be found. Contrary to their conclusion, we show that even if the secret is the first argument of the pairing, we can discover it with a fault attack, and solve the nonlinear system obtained after the fault attack on the Miller's algorithm. Moreover, we generalise the fault attack to every iteration of the algorithm, not only the last one. Both articles considered affine coordinates. We show that in every coordinate systems, our attack will give us the result.
Our contribution is to generalise the fault attack to the Miller's algorithm, not only for the last iteration, but for every possible iterations; and to demonstrate that for all the coordinate systems (affine, projective, Jacobian, and Edwards coordinates) a fault attack against the Miller's algorithm can be done through the resolution of a nonlinear system. This demonstration will be followed by discussion about the weakness to this fault attack of pairings based on the Miller's algorithm. We show that the Weil pairing is directly sensitive to the fault attack described. Some methods to override the final exponentiation are given, and then, for a motivated attacker, the final exponentiation will no longer be a natural counter measure for the Tate and Ate pairings [6] .
The outline of this article is as follow. First we will give a short introduction to pairing and to the Miller's algorithm in Section 2. Section 3 presents our fault attack against the Miller's algorithm, Section 4 analyses the vulnerability of pairings using the Miller's algorithm as a central step, finally, we give our conclusion in Section 5.
Pairings and the Miller's Algorithm

Short Introduction to the Pairing
We will consider pairings defined over an elliptic curve E over a finite field F q , for q a prime number. In the case where q is a power of a prime number, while the equations are a slightly different the same scheme can be applied. We describe the attack for calculations in Jacobian coordinates. The affine, projective and Edwards coordinates cases can be treated by the same way.
We will consider the Weierstrass elliptic curve in Jacobian coordinates : 6 , with a and b ∈ F q . Let l ∈ N * , and k be the smallest integer such that l divides (q k − 1), k is called the embedding degree. Let
Definition 1. A pairing is a bilinear and non degenerate function:
The most useful property in pairing based cryptography is bilinearity:
nm . Four different pairings are used in cryptography, and three of them are constructed in the same way. The Miller's algorithm [15] is the central step for Weil, Tate and Ate pairings computations.
Miller's Algorithm
The following description of the Miller's algorithm is referenced in [7, chapter 16] .
The Miller's algorithm is the most important step for the Weil, Tate and Ate pairings computation. It is constructed like a double and add scheme using the construction of [l]P . The Miller's algorithm is based on the notion of divisors. We only give here the essential elements for the pairing computation.
The Miller's algorithm constructs the rational function F P associated to the point P , where P is a generator of G 1 ⊂ E(F q ); and at the same time, it evaluates
is the equation of the line (P T ) end end return f 1 Algorithm 1 is a simplified version of the Miller's algorithm (see [3] ). The original algorithm is given in Section A.1. Without loss of generality we can consider this simplified Miller's algorithm. We will see in Section 4.1 that the conclusions for the original algorithm are the same.
Fault Attack Against the Miller's Algorithm
From here on, the secret key will be denoted P and the public parameter Q. We are going to describe a fault attack against the Miller's algorithm. We assume that the algorithm is implemented on an electronic device (like a smart card). We restrict this study to the case where the secret is used as the first argument of the pairing. If the secret is used as the second argument, the same attack can easily be applied as it is explained in Section 3.3. Thus whatever the position of the secret point, we can recover it.
The goal of a fault injection attack is to provoke mistakes during the calculation of an algorithm, for example by modifying the internal memory, in order to reveal sensitive data. This attack needs a very precise positioning and an expensive apparatus to be performed. Nevertheless, new technologies could allow for this attack [10] .
Description of the Fault Attack
We complete the scheme of attack described in [16] to use it against the Miller's algorithm. In [16] the attack consists in modifying the number of iterations. We complete the idea of [16] by giving a precise description of the attack, by computing the probability of finding suitable number of iterations and by adapting it to the Miller's algorithm case.
We assume that the pairing is used during an Identity Based Protocol, that the secret point P is introduced in a smart card or an electronic device as the first argument of the pairing. If the secret key is the second argument, then it is easier to find it, as it is explained in Section 3.3. The aim of the attack is to find P in the computation of e(P, Q). We assume that we have as many public point Q as we want, and for each of them we can compute the pairing between the secret point P and the point Q. In order to find the secret P , we modify the number of iterations in the Miller's algorithm by the following way.
First of all, we have to find the flip-flops belonging to the counter of the number of iterations (i.e. l) in the Miller's algorithm. This step can be done by using reverse engineering procedures. In classical architecture, the counter is divided into small piece of 8 bits. We want to find the piece corresponding with the less significant bits of the counter. To find it, we make one normal execution of the algorithm, without any fault. Then we choose one piece of the counter, and provoke disturbances in order to modify it and consequently the number of iterations of the Miller's algorithm. For example the disturbance can be induced by a laser [2] . Lasers are today thin enough to make this attack realistic [10] . Counting the clock cycles, we are able to know how many iterations the Miller loop has done. If the difference between the new number of iterations and the number of non modified iterations is smaller than 2 8 , then we find the correct piece. If not, we repeat this manipulation until we find the piece of the counter corresponding to the less significant bits.
Once the less significant bits are found, we make several pairing computations and for each of them we modify the value of the counter. Each time, we record the value of the Miller loop and the number of iterations we made. The aim is to obtain a couple (d, d + 1) of two consecutive values, corresponding to d and d + 1 iterations during the Miller's algorithm, we give the probability to obtain such couple in Section 3.2.
The d th Step
We execute the Miller's algorithm several times. For each execution we provoke a disturbance in order to modify the value of l, until we find the result of the d th and (d + 1) th iterations of Algorithm 1. We denote the two results by
and F d+1,P (Q). To conclude the attack, we consider the ratio
By identification in the basis of F q k , we are lead to a system which can reveal the secret point P , which is described in Section 3.3.
The Probability. The important point of this fault attack is that we can obtain two consecutive couples of iterations, after a realistic number of tests. The number of picks with two consecutive number is the complementary of the number of picks with no consecutive numbers. The number B(n, N ) of possible picks of n numbers among N integers with no consecutive number is given by the following recurrence formula:
With this formula, we can compute the probability to obtain two consecutive numbers after n picks among N integers. This probability P (n, N ) is
The probability for obtaining two consecutive numbers is sufficiently large to make the attack possible. In fact, for an 8-bits architecture only 15 tests are needed to obtain a probability larger than one half, P (15, 2 8 ) = 0.56. th bit of l, it either stops, or it calculates [2j + 1]P . Q has order l,( as P and Q have the same order). By counting the number of clock cycles during the pairing calculation, we can find the number d of iterations. Then reading the binary decomposition of l gives us directly j. We consider that at the beginning j = 1, if l n−1 = 0 then j ← 2j, otherwise j ← 2j + 1, and we continue, until we arrive at the (n − 1 − d) th bit of l. For example, let l = 1000010000101 in basis 2, and d = 5. At the fifth iteration j = 65.
Curve and Equations
In [16] and [20] , only the affine coordinates case is treated. In this case, a simple identification of the element in the basis of F q k gives the result. We demonstrate that for every coordinate systems, the fault attack against the Miller's algorithm is efficient. We describe it for example in Jacobian coordinates. The difference between with the cases described in [16] and [20] is that we solve a nonlinear system. The Embedding Degree. In order to simplify the equations, we consider case k = 4. As the important point of the method is the identification of the decomposition in the basis of F q k , it is easily applicable when k is larger than 3. k = 3 is the minimal value of the embedding degree for which the system we obtain in Section 3.3 can be solve "by hand", without the resultant method described in Section 3.3. We use k = 4 in order to make the demonstration easier.
We denote B = {1, ξ, √ ν, ξ √ ν} the basis of F q k , this basis is constructed by a tower extensions. P ∈ E(F q ) is given in Jacobian coordinates, P = (X P , Y P , Z P ) and the point Q ∈ E(F q k ) is in affine coordinates. As k is even, we can use a classical optimisation in pairing based cryptography which consists in using the twisted elliptic curve to write Q = (x, y √ ν), with x, y and ν ∈ F q k/2 and √ ν ∈ F q k , for more details we refer the reader to [3] .
The equations of the function h 1 and h 2 in the Miller's algorithm are the following: 
where we denote [j]P = (X j , Y j , Z j ).
Step 5 then gives:
As we suppose that l d+1 = 0, the additional step is not done. The return result of the Miller's algorithm is F d+1,P (Q). We dispose of F d,P (Q), F d+1,P (Q) and the point Q = (x, y √ ν), with x and y ∈ F q 2 . Recall that the coordinates of Q can be freely chosen.
We can calculate the value R ∈ F * q k of the ratio
Moreover, we know the theoretical form of R in the basis B = {1, ξ, √ ν, ξ √ ν} which depends of coordinates of [j]P and Q:
As the point Q = (x, y √ ν) is known, we know the decomposition of x, y ∈ F q k/2 , x = x 0 + x 1 ξ, y = y 0 + y 1 ξ, where (1, ξ) defines the basis of F q k/2 , and the value of x 0 , x 1 , y 0 , y 1 . Furthermore, X j , Y j , and Z j are in F q .
Consequently, with the exact value of R in F q k , the coordinates of point Q and the theoretical expression of R depending on the coordinates of P and Q, we obtain the following system of equations in F q , by identification in the basis of
This system can be simplified to the following (where we know value of λ 0,1,2 ):
This nonlinear system can be solve by the following way. Equation (1) gives Y j as a function of Z j , then equation (2) (3) gives X j as a function of Z j , substituting this expression of X j in equation (2), we obtain a degree 12 equation
This equation in Z j admits by construction the point P as a solution. As the degree is even, this equation admits automatically at least an other solution, and at worst 12 solutions. We can use the function factorff in PariGP, a software for mathematical computation [17] , to obtain the factorization of the equation in Z j in F q , and consequently the solutions of this equation. Using equation (2) we can express X j in Z j , and the first equation gives Y j . Solving the equation in Z j , we find at most 24 = 12 × 2 × 1 possible triplets (X j , Y j , Z j ) for the coordinates of the point [j]P . In practice we find at most eight possible solutions for Z j , one example is given in Annex B. Once we have the coordinates of [j]P , to find the possible points P , we have to find j the inverse of j modulo l, and then calculate [j ] [j]P = [j j]P = P . Using the elliptic curve equation, we eliminate triplets that do not lie on E. Then we just have to perform Miller's algorithm with the remaining points and compare with the result obtained with the secret point P . So we recover the secret point P , in the case where l d+1 = 0.
Case 2: l d+1 = 1. In this case, the (d + 1) th iteration involves the addition in the Miller's algorithm. The doubling step is exactly the same, for the addition step, we have to consider [2j
As we have that
only the coordinate Z 2j+1 appears in Step 7 of algorithm 1, and
th iteration we have to calculate:
This time, the unknown values are X j , Y j , Z j and X P , Y P , Z P in the ratio R = h 1 (Q)h 2 (Q). With the value of R and Q, and the theoretical expression of R, by identification we obtain four equations in the six unknown value. The elliptic curve equation will give us two others equation, as P and
Where, W {1,2,3,4} () is a polynomial and λ {1,2,3,4} ∈ F q . We get then a slightly more difficult system to solve, but giving us the coordinates of P directly, as coordinates of P are solution of the system. We can use the resultant method to find the coordinates of the point P . Considering two polynomials S 1 (X, Y ) and S 2 (X, Y ), if they are seen as polynomials in X with coefficients in When the Secret is the Second Argument of the Pairing. If the point Q is secret during the pairing computation, all the system written above are linear in Q coordinates, so it can be recover very easily, by identification in the base of F q k .
Vulnerability of Pairings Based on the Miller's Algorithm
Weil Pairing
The Weil pairing is directly sensitive to the attack, as it is composed of two Miller's algorithm executions. Indeed, the Weil pairing is defined as e W (P, Q) =
FP (Q)
FQ(P ) . We consider that the same modified l is used for the Miller Lite and the Full Miller part. We can apply the attack described above, we describe it with the simplified version of the Miller's algorithm, the equations with the original Miller's algorithm A.1 are similar.
Let If the original algorithm is employed, the ratio R becomes:
h2(Q)H1(P ) , and the same method can be applied.
Tate and Ate Pairings
The Tate and Ate pairings are constructed on the same model, one execution of the Miller's algorithm plus a final exponentiation, for example the Tate pairing is e T (P, Q) = (F P (Q))
. The first difficulty in attacking these two pairings with our scheme is to find a (
th root of the result. The conclusion in [20] was that the final exponentiation is a natural countermeasure to the fault attacks. However, several method exist in literature in the microelectronic community to read the intermediary result during a computation on a smart card, or to override the final exponentiation.
We describe one of them, the scan attack against smart card, presented by D. Ellie and R. Karri in [8] . This scan attack consists of reading the intermediary state in the smart card. All smart cards contains an access, the scan chains, for testing the chip, which allows for this scan attack. The method of a scan attack is to scan out the internal state in test mode. This scanning gives us all the intermediary states of the smart card. So if the computation are stopped exactly before the exponentiation, a scan attack can give the result of the Miller's algorithm.
Other attacks to override the final exponentiation exist, they are quitte difficult to realise but not unrealistic. For exemple, the under voltage technique [2] or the combination of the cipher instruction search attack realised by M. Khun and described in [2] which consists in recognizing enciphered instructions from their effect and the use of a focused ion beam workstation to access the EEP-ROM. A taxonomy of attackers has been done in [1] , to realise the fault attack describe above, we consider that we were a class II attacker (knowledge insider). In order to perform the scan, under voltage and cipher instruction search, the attacker must be a class III, i.e. a funded organisation. Some material counter measures exist to prevent the modification of the memory by light or electromagnetic emissions, e.g. a shield. It is also possible to add a Hamming code at the end of the register to detect the fault [13] , or to use an asynchrone clock.
Conclusion
We have presented in this paper the vulnerability to a fault attack of the Miller's algorithm when it is used in an Identity Based Protocol. The attack consists in modifying the internal counter of an electronic device to provoke shorter iterations of the algorithm, we consider all the possible iterations. We describe precisely the way to realise this fault attack. We give the probability of obtaining two consecutive iterations, and we find out that a small number of tests are needed to find two consecutive results.
We consider the case when the point P , the first argument of the Miller's algorithm, is secret. The result of the fault attack is a nonlinear system, whose variables are coordinates of P and Q. We describe the method to solve this nonlinear system. If the secret is the second point Q, our scheme is also applicable and the nonlinear system becomes a linear system, which is easier to solve. Thus, whatever the position of the secret point, our fault attack will recover it. Moreover, we have described the resolution in Jacobian coordinates, but the scheme is the same in affine, projective and Edwards coordinates and we explain how to solve it.
Then, we have analised the weakness to this fault attack of pairing based on the Miller's algorithm. The Weil pairing is directly sensitive to this attack. The Tate and Ate pairings present a final exponentiation which previously protect them against this fault attack. We introduce attacks used for a while in the microelectronic community to override the final exponentiation in the Tate and Ate pairings. The scan attack, the under voltage attack and the cipher instruction search are three different attacks which allow the attacker to get the result of the Miller iteration before the final exponentiation.
As a conclusion, we can say that the fault attack is a threat against the Miller's algorithm, and consequently to pairings based on the Miller's algorithm.
