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Abstract
This dissertation aims at developing a machine learning workflow in solving design-related problems,
taking a data-driven structural design method with topological data using graphic statics as an example.
It shows the advantages of building machine learning surrogate models for learning the design topology -the relationship of design elements. It reveals a future tendency of the coexistence of the human designer
and the machine, in which the machine learns the appearance and correlation between design data, while
the human supervises the learning process.
Theoretically, with the commencement of the age of Big Data and Artificial Intelligence, the usage of
machine learning in solving design problems is widely applied. The existing research mainly focuses on
the machine learning of the geometric data, however, the internal logic of a design is represented as the
topology, which describes the relationship between each design element. The topology can not be easily
represented for the human designer to understand, however it's readable and understandable by the
machine, which suggests a method of using machine learning techniques to learn the intrinsic logic of a
design as the topology.
Technically, we propose to use machine learning as a framework and graphic statics as a supporting
method to provide training data, suggesting a new design methodology by the machine learning of the
topology. Different from previous geometry-based design, in which only the design geometry is presented
and considered, in this new topology-based design, the human designer employs the machine and
provides training materials showing the topology of a design to train the machine. The machine finds the
design rules related to the topology and applies the trained machine learning models to generate new
design cases as both the geometry and the topology.
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ABSTRACT
GEOMETRY AND TOPOLOGY: BUILDING MACHINE LEARNING SURROGATE MODELS
WITH GRAPHIC STATICS METHOD
Hao Zheng
Masoud Akbarzadeh
This dissertation aims at developing a machine learning workflow in solving design-related problems,
taking a data-driven structural design method with topological data using graphic statics as an
example. It shows the advantages of building machine learning surrogate models for learning the
design topology – the relationship of design elements. It reveals a future tendency of the coexistence
of the human designer and the machine, in which the machine learns the appearance and correlation
between design data, while the human supervises the learning process.
Theoretically, with the commencement of the age of Big Data and Artificial Intelligence, the usage
of machine learning in solving design problems is widely applied. The existing research mainly
focuses on the machine learning of the geometric data, however, the internal logic of a design is
represented as the topology, which describes the relationship between each design element. The
topology can not be easily represented for the human designer to understand, however it’s readable
and understandable by the machine, which suggests a method of using machine learning techniques
to learn the intrinsic logic of a design as the topology.
Technically, we propose to use machine learning as a framework and graphic statics as a supporting
method to provide training data, suggesting a new design methodology by the machine learning of
the topology. Different from previous geometry-based design, in which only the design geometry
is presented and considered, in this new topology-based design, the human designer employs the
machine and provides training materials showing the topology of a design to train the machine.
The machine finds the design rules related to the topology and applies the trained machine learning
models to generate new design cases as both the geometry and the topology.
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CHAPTER 1 : Introduction
1.1. Overview - Why machine learning and design topology
In this chapter, we begin by concluding the design methodology from previous architects and summarizing the discreteness in architectural design as “state” and “rule”. The “state” is a measurement,
while the “rule” is a definition to transform one state into another. Ultimately, the final design is
represented by a collection of states.
With the rapid development of computer technology, the concept of discrete architecture has become
more practical. With the improvement of digitalization, architectural data has moved from 2D paper
drawings to 3D digital modeling. Thus, pioneering architects began to apply 3D digital modeling
software in the design process. Designers have developed their own design rules in this regard,
which fully demonstrate the possibility of applying computer power in architectural design. The
later emergence of algorithmic design in the 1990s systemically opened a new door to digital
architecture.
Computers have become heavily involved in the daily design process. The current algorithmic design
methodology inherits the discreteness of architectural design, providing architects with a faster and
more convenient computing environment for developing design solutions. Furthermore, with the
development of artificial intelligence (AI), computing power is used to find solutions to real-world
problems, map information from the real world into digital data, and find their relationships. Albeit
different from the traditional computational design process, this process deals with the same issue
of summarizing the rules and applying them to generate solutions.
Although the use of machine learning in solving design problems is widespread, existing research
mainly focuses on the learning of geometric data rather than topological data. Geometry is certainly
an important aspect of design features; however, it only provides a direct understanding of a design.
Rather than the geometry, the internal logic of a design is represented as the topology, which
describes the relationship of each design element. Therefore, the goal of this dissertation is to use
machine learning as a framework and digital design data as supporting material to propose a new
1

design methodology for the machine learning of topology.

1.2. Discreteness in Architectural Design
Discrete mathematics is a research field that investigates mathematical problems in discrete rather
than continuous space. Notably, this field regards space as an index of different states that can be
enumerated. With the rapid development of computer science, the importance of discrete mathematics is becoming increasingly evident. Moreover, discrete mathematics provides a mathematical
foundation for many informatics models.
From early computing theories to recent computational applications, discrete manners are widely
accepted and applied. Thus, the foundation of computer science is discrete. As Turing [1] indicated,
“Everything really moves continuously. But there are many kinds of machine which can profitably
be thought of as being discrete-state machines.” This implies that in order to solve certain specific
problems, continuous phenomena can be abstracted into discrete computational processes. A
problem can be deconstructed into several states and rules (signals) that provide guidance for
changing the current state to the next state. “Given the initial state and the input signals, it is always
possible to predict all future states.”
Although discrete mathematics started with the work of Pascal and De Moivre in the 17th century,
the concept of discreteness had already been broadly used in many fields, including architectural
design. Among the ancient architects, Vitruvius was not the first Western architect. Instead, he
was one of the first to document the principles of architectural design between 30 and 15 BC. With
his abundant experience, Vitruvius drew on the views of Pythagoreanism to apply mathematical
proportions to discrete architectural design methods, especially for determining architectural plans
and columns. From Vitruvius’s perspective, proportion is a technique of balancing the details and
the overall design in all buildings—especially in the design of temples. In book 3, chapters 2 and
3 of his book De Architectura [2], Vitruvius described the proportions of intercolumniations in five
different types of temples (Figure 1).
In the plans of the temples, the relationship between the distance of two column centers and the
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Figure 1: Proportions of intercolumniations in five different types of temples.
diameter of each column was summarized as 1:1.5 for Pycnostyle, 1:2 for Systyle, 1:2.25 for Eustyle,
1:3 for Diastyle, and 1:4 for Araeostyle. This further influences the overall proportion of the whole
temple. Thus, the formula used to mathematically describe the space between columns 𝑆 𝑛 and the
diameter of columns 𝐷 𝑛 can be expressed as equation 1.1.

𝑆𝑛 = 𝑘 𝑛 ∗ 𝐷 𝑛
𝑛 = 1, 2, 3, 4, 5

(1.1)

𝑘 𝑛 = 1.5, 2, 2.25, 3, 4
Vitruvius’s theory involves discrete calculations, where the measurements of architectural design
elements are equivalent to discrete states and the proportions represent computational rules that
enable architects to predict and generate whole building designs through the relationship between a
series of discrete measurements. The proportions are different when applied to diverse design tasks,
which results in a variety of design styles. Vitruvius summarized the design rules of architecture by
determining the 𝑘 𝑛 values of linear functions in the proportion system, which laid the foundation for
mathematics in architecture.
Later, in the book De Re Aedificatoria [3], Leon Battista Alberti was inspired by the “means”
theory of Plato and created his proportional system based on mathematical operations. This was
a challenge and a supplement to the Vitruvius design rules, which covered additional conditions
discovered during the Renaissance. Based on Alberti’s theory, the proportion of an entire building
can be systematically calculated. However, unlike Vitruvius, he occasionally employed the repetition
of modules for the entire system.
3

Alberti distinguished proportions into three types: short area, middle area, and long area (Figure
2). Each type has three different shapes. The first short proportion contains the number pairs (1:1),
(2:3), and (3:4), which correspond to the musical scale. The middle area doubles from the proportion
of the short area, with the number pairs (1:2), (4:9), and (9:16). It is these complex proportions that
make the situation very fascinating. When drawing a design with a proportion of (4:9), the architect
uses 4 as a unit, extends half of it to obtain 6, and then further extends half of 6 to obtain 9, for a
final proportion of (4:9). In other words, (4:9) is produced in two steps: (4:6) and (6:9). Similarly,
(9:16) is produced by (9:12:16) because (9:12) equals (12:16). The formation of the proportions
in the long area adheres to the following rules. Firstly, the proportion of (2:3) from the short area
doubles to (1:3). Second, the proportion of (3:4) from the short area doubles to (3:8). Third, the
proportion of (1:1) from the short area quadruples to (1:4).

Figure 2: Three types of proportions by Alberti.
The fact that Alberti split these composite proportions into the smallest harmonious proportions is
no longer an academic issue, but rather a spatial experience. Harmonic proportions (e.g., double,
triple, and quadruple) are simple harmonic musical scales. Therefore, when architects must decide
the relationship between two numbers (a) and (b) in a design, a formula can be expressed to conclude
the three types of proportions of Alberti as equation 1.2.

4

𝑎𝑛 = 𝑘 𝑛 ∗ 𝑏𝑛
(1.2)

𝑛 = 1, 2, 3, 4, 5, 6, 7, 8, 9
𝑘 𝑛 = 1/1, 2/3, 3/4, 1/2, 4/9, 9/16, 1/3, 3/8, 1/4

Alberti extended the numbers from the proportional system of Vitruvius and applied a new proportional system for the prediction of a third state. While the discreteness in architectural design was
still retained, the rules became more complex and general. Notably, they did not provide a fixed
number for a specific type of design. Instead, they provided a universal guideline to generate any
kind of design. By using these extended rules, various measurements could be generated together
to ultimately represent a design. This was a massive breakthrough since the rules were not only
linear functions but also exponential and reciprocal functions. This implies that the methods used to
transform the previous states into the next states were widely extended and required more calculation
to apply the rules.
In the realm of modern architecture, Modulor [4], written by the 20th-century modernist architect Le Corbusier, is a continuous research project on Vitruvius’s experience-based and Alberti’s
computation-based proportions. This set of rules is not just an expression of abstract numbers and
geometric figures, but is often directly related to the human body. The golden section is an aesthetic
law that has been summarized in a geometric and proportional manner based on observations of
nature for thousands of years. Le Corbusier regarded it as the rule of everything, which is expressed
in a geometric and proportional manner.
The Modulor is a tool for selecting precise measurements of dimensions based on the golden section
and the scale of the human body. One definition of the golden section is that a line is divided into
two parts: (a) and (b). The proportion of the long segment to the short segment is equal to that of
the full length to the long segment, expressed by a formula as

𝑎
𝑏

=

(𝑎+𝑏)
𝑎 ,

or an irrational number of

√
5+1
2 .

Le Corbusier applied the golden section and the geometric sequence together as a table, the limitless
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numerical values (Figure 3), showing the numbers in Modulor. Generally speaking, in each row,
the numbers in the blue series are twice as large as the corresponding numbers in the red series.
Moreover, each column contains the proportion between each number 𝑎 𝑛 and its previous number
√

𝑎 𝑛−1 is

5+1
2 ,

whether in imperial or metric measurements.

Figure 3: Limitless numerical values by Le Corbusier.
Le Corbusier then applied the number 6, the common height of a British police officer—6 feet
(183cm)—as the first number in the Modulor. In this way, Le Corbusier’s Modulor based on 183cm
was completed. The human body is confined within three rectangles, which represent the human
dimension. The navel is placed at the center with a value of 113cm, the basic number. Then, a
series of numbers is created by doubling the previous number, adding the golden section proportion,
or subtracting the golden section proportion. Mathematically speaking, when architects are looking
for a number (a) in their design, the Modulor provides a formula to find it (see equation 1.3).
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√
5+1 𝑘
𝑎=2 ∗(
) ∗ 𝑎0
2
𝑚

(1.3)

𝑚 = 0, 1
𝑘 = 𝐼𝑛𝑡𝑒𝑔𝑒𝑟

Compared to Vitruvius and Alberti, Le Corbusier developed a more complex rule to generate design
states. The formula of Modulor is a function that contains both linear and exponential functions,
which can derive a variety of proportions to guide architectural design.
The three aforementioned architects approached the design rules in different ways with different
considerations: Vitruvius trusted his observations of existing examples, Alberti believed in mathematical operations, and Corbusier relied on both. Upon comparing the formulas, it is evident
that design rules are becoming increasingly complex and require greater calculation power to operate. However, the core of architectural design always remains the same: it is discrete and can
be represented by the state and rule. The state is a measurement, while the rule is a definition to
transform one state into another, with the final design being represented by a collection of states.
In this context, architectural design is no longer mysterious since we can analyze and manipulate
it computationally. Thus, with this assumption, the generation of architectural geometries can be
regarded as a procedure that is accelerated and achieved through a discrete machine—the computer.

1.3. Digital and Algorithmic Architecture
The first scientist to apply the concept of discreteness to the problem-solving process was Charles
Babbage. In 1835, Babbage proposed a mechanical general-purpose “computer” called the Analytical Engine. This is widely thought to be the first computer prototype. Although this machine
was never built, it would have worked in the same manner as modern digital computers. Using
punched cards, logical and mathematical operations were combined to make decisions based on
previous calculations. An important feature of this machine was that it worked digitally and discretely, expressing quantities using discrete states. Babbage’s idea exceeded the technology of his
time because there was no rapid and effective method to proceed with digital numbers. Instead, he
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had to use clumsy mechanical methods such as gear positions to represent discrete states. Then, in
1944, H. H. Aiken successfully built the first digital computer. Although very slow compared to
a modern computer, it marked the birth of a powerful discrete-state machine and the beginning of
digital computing.
In the thriving digital computing environment that ensued, Turing [1] suggested a very interesting
question: “Can machines think?” To better understand this question, it can be expressed as another
interrogative sentence: “Can a machine solve real-world problems through calculation as what
human beings do?” As previously mentioned, everything moves continuously. Thus, human beings
are also thought to act and think continuously. However, it would be beneficial if we understand
some processes in a discrete manner.
Therefore, if we can transform a real-world problem into discrete states and clear rules to make
one state jump to another state, then this problem could be calculated on a digital computer and all
future states can be determined. In other words, there are two basic prerequisites for employing a
computer to solve a problem [5]. First, a formal system must be established to specify the symbols
and grammar that join symbols into states. It must also specify how the legal states represent the
meaning of the problem. Also, explanations of what type of processing can be performed in these
states should be provided. Second, the problem must be computable (i.e., there must be rules to
manipulate the states). It is not important whether the rules are already found or not; as long as they
exist, the problem is computable.
However, different from other subjects, architecture is a realistic and practical field since it directly
manipulates geometries and materials in the real world. Past architects developed several methods
to transform the features of an object into some representatives, although not digitally at first.
The architectural representation can be traced back to ancient Rome when Vitruvius recorded his
architectural knowledge in the form of texts. However, remarkable progress occurred during the
Renaissance. Architects found that text-based narrative description was very bizarre. Instead, they
were increasingly expecting that all measurements in a building should be calculated in advance
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and marked with numbers. Thus, architects in the Renaissance produced a large number of project
drawings and transported them to sites to guide the construction process. Thus, architectural
drawing—especially scaled project drawing—is a technique in the design field that transforms the
features of a building into a series of numbers.
However, some geometries are intrinsically indescribable through project drawings, such as freeform surfaces. For example, in Gaudí’s Sagrada Família, countless free-form surfaces are attached to
the façade of this massive church, with each one being difficult or even impossible to describe using
project drawings. In this manner, Gaudí began constructing the Sagrada Família in 1883. With little
help from drawings, Gaudí directed the construction in person on-site until he died in 1926, leaving
an unfinished project. To date, this project remains under construction. This incredibly inefficient
information transfer process shows the defect of project drawings failing to describe every geometry.
This implies that it is not always appropriate to transform the features of a building using project
drawings alone.
Meanwhile, the growth of computer-aided design (CAD) solves this problem. With the rapid
development of digital technology, tools for making digital drawings were invented. For example,
Sketchpad (Figure 4) is a computer program developed by Sutherland [6], which is considered the
ancestor of modern CAD programs and a breakthrough in the field of computer graphics. As its
name indicates, Sketchpad is a digital pad for drawing simple 2D geometries. Since the development
of Sketchpad, programmers continued their research on CAD technology with 2D drawings when a
large number of free-form surfaces appeared in aircraft and automobile manufacturing.
Later, Pierre Bézier proposed an algorithm used to draw free-form curves and surfaces that was
introduced into digital drawing, which made it possible to operate curves and surfaces on a computer.
Based on this algorithm, the 3D surface modeling software CATIA—originally used in aerospace
design—was developed. Its emergence marked the progression of CAD technology from 2D project
drawings to 3D digital modeling. CATIA started the first CAD technology revolution, which changed
the inefficient and inaccurate working mode that used project drawings to approximately represent
free-form surfaces.
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Figure 4: Sketchpad.
In architecture, Frank Gehry was the first architect to utilize CATIA. In 1992, he designed a sculpture
called "El Peix," located in front of the Port Olympic in Barcelona. It was a 50-meter long mesh
sculpture in the form of an undulating fish, controlled by a set of 3D points (x, y, z). Based on
the Bézier algorithm, the surface could be precisely described by connecting these points as grids
and smoothing the inter-curves between points. Thus, the construction of this sculpture could be
achieved. Influenced by Frank Gehry, architects gradually began to design using 3D modeling
instead of 2D drawing. Many software programs for 3D modeling were developed, such as 3dsMax
in 1996, Maya in 1998, and Rhino in 1998. In 1992, the paperless studio of Columbia University
[7] further promoted the development of digital modeling in architecture. There is no doubt that
drawing digitally rather than on paper has become a trend influenced by computers.
The house series designed by Peter Eisenman is another case that highlights the preference for digital
design. As Eisenman wrote, “The electronic paradigm directs a powerful challenge to architecture
because it defines reality in terms of media and simulation.” [8]. The core idea of his design is to
remove the cultural connotation and background of architecture, eliminate the subjective architectural
interpretation, and use the structural language to interpret the material world and achieve a new kind
of digital information. This understanding of deconstructivism strengthens digital expression as a
formal logic with high credibility, accessibility, and correctness.
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Also, Greg Lynn and his “blob” theory is another remarkable application of digital modeling
that describes free-form architectural geometries using non-uniform rational B-splines (NURBS).
Inspired by Deleuze [9], Greg Lynn employed digital animation methods to design complex folding
geometries [10]. In his project the Stranded Sears Tower [11], the design “attempts to generate
a multiplicitous urban monument that internalizes influences by external forces while maintaining
an interior structure.” By applying computer modeling techniques, the influence of external forces
can be simulated and modeled as architectural geometries, which represent the digitalization of
architectural data.
One early example of algorithmic design is a series of experimental forms generated by John Frazer.
In his book An Evolutionary Architecture [12], Frazer introduced new techniques based on digital
computing that simulate the rules of living creatures and then generate architectural forms as an
“artificial life” (Figure 5). He took the formation of DNA as an example, which itself is complicated
but comes from simple rules involving the different permutations of the four nucleotides. Therefore,
he argued that we can generate very complex architectural forms based on very simple rules.
While Cellular Automata is a classical search-based algorithm that follows the rules to reach every
possible state, Frazer also introduced another optimization-based algorithm known as the genetic
algorithm. As Russell [13] described, “A genetic algorithm (or GA) is a variant of stochastic
beam search in which successor states are generated by combining two-parent states rather than
by modifying a single state.” GA simulates the reproduction and genetic rules in nature to find the
global optimum among the solutions for a problem.
Also inspired by nature, Stan Allen from the Princeton University School of Architecture developed
the idea of a self-organizing spatial system that creates complexity in architectural design [14], such
as the swarm behavior in generating forms, which Russell [13] described as a multi-agent planning
problem. Initially simulated through computer programs by Reynolds [15], a swarm algorithm
regards the individual positions of birds in a crowd as states. The rules to decide the position for
each bird in the next time stamp are that a bird must do the following: 1) fly away to avoid collisions
with other birds (separation); 2) fly close to remain close to other birds (cohesion); 3) fly in the
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Figure 5: The Universal Constructor, a working model of a self-organizing interactive environment:
Group project, 1990.
same direction as other birds (alignment). The swarm pattern best reflects the use of computing
power in the 1990s, which comes from very simple rules but results in highly complex states. The
proportional systems used by previous architects often applied constant parameters and recurring
geometries. However, in the new digital age, design elements can differ from one another. A large
number of calculations can be achieved by digital computers and have become a new design logic
of self-organization. This multi-agent-based design method “liberates matter from the imposition of
form, enabling matter to be thought of as an active agent in the process of formation” [16]. In 2004,
a special issue of the Journal of Architectural Design entitled Emergence: Morphogenetic Design
Strategies [17] was edited by the Emergence and Design Group of Michael Hensel, Achim Menges,
and Michael Weinstock and created a seismic reaction in the design world. In emergence design,
computing power is applied to the simulation of the rules of nature. Forms evolve and emerge
from high-speed computation much faster than in nature. Especially in the use of agent-based
12

programming techniques, digital and mathematical models are used to simulate physical models
to reduce the burden on endless real-world material experiments. The entire system becomes a
cyclic feedback loop in which the iterative forms are first generated and then selected by the given
evaluation rules, either automatically or manually. Then, the second loop starts generating the next
batch of forms according to the selected results. Broadly speaking, these rules for generating and
evaluating do not necessarily have to originate from nature, but can also be inspired by other fields
(e.g., engineering or mechanics).
With the miniaturization and household use of personal computers, algorithmic design has been
widely accepted by designers and is becoming increasingly popular in both academic and practical
realms. A variety of algorithms to generate forms are being developed following the design idea that
states are generated by rules, which are collectively referred to as “generative design.” Recently, the
Polyhedral Structures Laboratory at the University of Pennsylvania combined architectural design
and fabrication with structural engineering, which highlights the emerging interdisciplinary design
rules across architecture and engineering [18] (Figure 6).

Figure 6: Structures generated with algorithms from the Polyhedral Structures Laboratory.
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1.4. Artificial Intelligence in Architectural Design
At present, computers are heavily involved in the daily design process. The current algorithmic
design methodology inherited the discreteness of architectural design to provide architects with a
faster and more convenient computing environment for developing design solutions. As Nicholas
Negroponte defined in his book The Architecture Machine, a machine design assistant can automate
the current procedure, transform the compatible procedure into the design, and evolve design data
[19]. With the development of AI, computing power is used to find solutions to real-world problems,
map information from the real world into digital data, and find their relationships [13]. This
process—albeit different from the traditional understanding of architecture—deals with the same
issue of summarizing the rules and applying them when generating solutions. Therefore, a machine
can not only serve as a design assistant but can also be taught as a design master to improve the
design process at a greater speed with more precise design knowledge.
In the early stage of algorithmic design, data collection and processing would cost a lot of time
and money. Thus, clear and simple rules had to be extracted from massive data sets to represent
the trends and features of the data. Carpo [20] described the simplification of data as compression
behavior: “Syllogisms, then equations, then mathematical functions, were, and still are, very effective
technologies for data compression,”. This behavior would release the economic and computing
burden of storing and processing data. However, we are currently living in the age of AI with big
data. For the first time, data and computing power are considered abundant and inexpensive. Thus,
there is no need to keep old data science methods to sort—and somehow even distort—the rules.
Rules directly built from learning and searching big data can be found through the new science of
data, which Carpo proposed as a logic of “search, don’t sort” since computers can search faster than
we sort. Carpo summarized this new data science and its impact as,
“While the old science of small data used scientific formulas to deduct (but in fact to retrieve) a
skinny, pitiful handful of numbers, the new science of big data can search and retrieve full-bodied,
hi-res, high-definition precedents almost in their entirety. . . The search for an exact precedent may
better predict future events than an analytic calculation of consequences deducted from general
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causal laws, rules, or formulas. . . Likewise, today’s computer-based science of data, dealing as it
does with previously unimaginable degrees of complexity, may appear as the next avatar of choice
for the timeless human ambition to reach for something beyond the grasp of the human mind.”
Thus, the acquisition and traversal of data have come at almost zero cost, which differs from the
previous conditions in which data features were compressed and sorted into equations and formulas.
With a new searching-based strategy, we can now traverse the data to find the closest previous states
to predict the future states. This also matches Negroponte’s [19] proposal to build an architecture
machine by learning and deducting from experience and observation, rather than specifically stating
the rules. In today’s big data environment, predictions based on searching are much more accurate
than predictions based on sorting. This is a new design strategy that uses computing power to learn
complex data and obtain complex nonlinear rules rather than only complex nonlinear results, which
drives the design process rather than only expressing the design. This means that the computer can
not only serve as a drawing assistant to help express designs but can also be a design assistant that
finds design rules based on data learning and mathematical reasoning. It inherits ideas from former
architects and accelerates conclusions via computing power while transforming the representational
materials from the real world into abstract data in the digital world.
Therefore, in terms of architectural design, Carpo [20] noted the following: “Today, threedimensional models have replaced text and images as our tools of choice for the notation and
replication, representation and quantification of the physical world around us: born verbal, then
gone visual, knowledge can now be recorded and transmitted in a new spatial format.” Currently, it
is possible to use machine learning as a framework and abundant digital architecture data as a supporting material, which proposes a new design methodology. Machine learning—including neural
networks and ensemble methods—supports this new design methodology by providing a rapid data
searching and prediction framework, finding the design rules behind big data, and applying the rules
to the cognition and generation of architectural design. Different from the previous CAD, in which
designers define the design rules based on their subjective understandings and only apply computing
power to the repeating of simple rules, designers using machine learning-assisted design provide
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examples showing the two states of a design. In machine learning, the computer will summarize the
design rules by training a machine learning model (e.g., a neural network) and then automatically
apply the trained model to the generation of new designs.
This new methodology has led architecture to an era of coexistence between human designers
and machines, in which the traditional architectural design methodology has lost its ability and
competitiveness to adapt to this new design environment. Thus, we can assume a future architectural
design environment involving the coexistence of machines and human designers, in which the human
designer trains the machine to deal with certain design problems. The machine assists the human
designer in various design tasks with different difficulties, thereby extending the learning and practice
ability of the human designer. It improves design efficiency with a faster generating speed and higher
design quality with more objective and convincing rules. Therefore, a machine can not only serve
as a design assistant but also as a design master itself, thereby improving the design process with a
faster evolution speed and more precise design knowledge.

1.5. Machine Learning of Architectural Geometry
Previous research includes several domains regarding the machine learning of architectural geometries. For example, a machine learning model can act as a design cognition intermediary to learn design geometry and build a surrogate model of the design information. This surrogate model works to
replace the model builder in performing design tasks [21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33].
Therefore, in this task, the machine serves a role as an intermediary for extracting architectural information and helping designers obtain and understand design features.
Moreover, machine learning models can generate the geometry of a design project. A machine can
simulate the design process and generate design data based on the learning of previous design cases.
The learning process uses collected data and trains a machine with the knowledge for designing a
specific type of architectural geometry, thus enabling the machine to produce and generate design
data based on the features of the training dataset [34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 35, 45,
46, 47, 48].
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Also, a machine learning model can accelerate the process of architectural modeling and solution
finding [49, 50, 51, 49, 52, 53, 54, 55, 56, 57, 58, 59]. In this aspect, the machine accelerates a
current design process in a specific domain by recognizing or generating architectural geometries.
1.5.1. Geometric Cognition
The most convenient way to present an architectural design is through images. Therefore, imageprocessing networks such as convolutional neural networks (CNNs) are widely used for architectural
research. For example, if a CNN model is trained with images of damaged ceilings, the model can
distinguish between damaged and undamaged ceilings by recognizing aspects of images of these
states provided by users [21]. When the output data contains multiple neurons, the model can
predict more features in images. For example, in the case of images of architectural furniture, their
feature parameters (e.g., materials) and the number of persons that items can fit were used to train
a CNN model [60]. By providing the network with a photo of a chair, it will feedback on those
parameters, telling the user about the predicted features of this furniture (Figure 7). In another
example, a small-scale CNN was employed to classify the indoor spaces in buildings, especially in
small designs such as houses [22]. CNNs also have the potential to work with robotic arms. CNN
models have been combined with robotic arms to detect manufacturing flaws by capturing real-time
photos and feeding them into the network [23]. CNNs can not only process a 2D matrix but can also
be modified to process a 3D matrix via a 3D convolution kernel, which is called a 3D CNN. A 3D
CNN model was also applied to the classification of buildings based on their form features [24].
Furthermore, there is a variety of other image-based neural network applications in design cognition
tasks. For example, a CNN model was trained based on the images captured from Google Maps Street
View and then used an encoder to summarize the color tendency of the street view images [25]. The
algorithm is similar to the image classifier. Similarly, a generative adversarial network (GAN) model
was trained to extract the sky portion of a picture and then quickly import the algorithm to calculate
the sky view factor (SVF) parameters in order to evaluate the urban environment [26]. Furthermore,
GAN models were also used to recognize depth information for panoramic photos [27]. The authors
first captured Street View photos and their corresponding depth maps from Google Maps Street
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Figure 7: Design cognition - Recognizing geometric features from design images via machine
learning, by Kim et al.
View. They then took the photos as the input and the depth map as the output and trained a GAN
model to recognize the depth of field in the photos. A CNN model was also used to classify images
extracted from the elements in the BIM model and then trained a neural network that automatically
classified the BIM model [28]. CNNs were also used for image classification to distinguish building
plans from their section views [61, 62]. A CNN model was also used to classify city maps and
label the attributes of flat images in different areas of a city (e.g., building density and functional
partitioning) [63]. Moreover, a CNN was used to identify the locations of bamboo nodes and then
guide the construction of a bamboo structure [64]. In the case of CNNs, the machine learning model
can also be trained to classify images of geometries based on an architect’s aesthetic tendency [30].
In addition to image-based neural networks, preference data from designers regarding generated
forms were used to train an artificial neural network (ANN) to understand the design preferences of
users and then automatically select better designs from randomly generated data [29]. Similarly, by
focusing on an architect’s aesthetic tendency toward certain designs based on the architect’s scoring
survey toward the forms, the potential aesthetic parameters of specific interviewees are fitted using
neural networks [65]. The aesthetic factors that were originally thought to be non-quantifiable, are
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evaluated quantitatively with the help of neural networks. ANN models can simulate the architect’s
aesthetic judgments to search for solutions. A similar method is used to train an ANN for evaluating
the designer’s tendency towards design cases [66]. The different performances of various neural
networks in predicting the 3D printing actual paths are discussed [67].
Recurrent neural network (RNN) models can also be applied to cognition problems [31]. One study
used pedestrian behavior data in a mall as a training dataset and trained a behavior predictor that
can infer the walking paths of pedestrians based on current information such as their position and
orientation. Moreover, clustering algorithms can be applied to learn and analyze design data [32].
Another study involved extracting city data from Open Street Map (OSM) and inputting this data
into K-means clustering to identify and categorize features in city maps. Clustering algorithms
can also help designers identify design geometry [68]. One study first generated structural design
data via combinatorial equilibrium modeling (CEM) and then used a self-organizing map (SOM)
to cluster the data into categories to identify the similarity of generated forms. Another use for
clustering algorithms is to analyze social behavior data [33]. In one study, researchers applied
K-means clustering to the categorization of visitors’ staying points in an exhibition space. Ultrawideband (UWB) technology was used to track the positions of each visitor. Then, the data were
sent to K-means clustering to be categorized into five groups to find the centers of staying positions.
Similar research included focusing on indoor circulation and social gathering patterns, as well as
using K-means clustering to classify the collected positions and time stamps data of users in a
building from a smartphone application, then analyzing whether space is for social gatherings or
circulation [69]. Other similar studies involved the following: clustering positions and time data
collected from WiFi connections to show specific time period patterns of the staying and leaving data
of customers in a shopping mall [70]; applying the affinity propagation clustering algorithm to the
analysis of social interaction to mine out social structures such as gatherings and communities while
establishing social network patterns [71]; extracting the accessibility of each space in a building as
graphs and using an SVM algorithm based on graph structure to classify and analyze the rationality
of the building space [72].
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1.5.2. Geometric Generation
In the domain of generating design geometries, research has mainly focused on not only the recognition of design features but also the generation of design cases. Successful applications include
the generation of architectural plan drawings. For example, GAN models were used to find the relationships between images of labeled apartment plan drawings and real drawings by architects [34]
[73]. Mapping from labels to plans shows the design generation ability, while mapping from plans
to labels shows the design recognition ability (Figure 8). Similarly, a GAN-based neural network
was developed to translate an architectural plan drawing into marks of the positions of windows,
stairs, rooms, doors, and columns in the drawings [36]. Similarly, a GAN model was trained with
the architectural projects of Le Corbusier to generate floor plans based on the design examples [74],
or trained with façade design cases to generate the façades of buildings [75]. GANs were also used
to generate tiled patterns for arbitrary boundaries [76].

Figure 8: Generating architectural geometry through machine learning, by Huang and Zheng.
In the domain of urban planning and design, GANs have been used to help designers rapidly generate
urban design solutions. Multiple GAN models are trained to generate design images on different
topics; for example, generating architectural plan drawings from black-and-white boundary images or
labeled functional maps, and generating city satellite images based on block boundaries or simplified
maps [77]. Similarly, GAN models were trained to generate a city’s street view [37]. The same
20

study introduced a set of data collection processes and two generation processes based on GAN.
GANs also have applications related to robotics [40]. One study applied a GAN to map two images:
one for the toolpaths of a robotic arm to bend a metal sheet and another for the bent form, where
RGB values represent the coordinate of each controlling point in the surface. Based on the bent
sheets produced by the robotic arms as the training set, the network was trained and used to predict
the toolpaths based on curved geometries or predict the curved geometries based on the toolpaths.
Similarly, training datasets can also originate from materialized entities [41]. In one study, a number
of punched plate samples were first produced using a punch machine. Then, a series of light
transmission photos of these samples were illuminated by a spotlight. A GAN model was then
trained by these light-transmitting photos as the input, with the pictures of the punched position
as the output. The final effect was that the user provides a special light-transmitting photo (e.g.,
a special pattern) and the neural network can output a picture of the position of the hole where
the light-transmitting effect can be achieved, and then guide the machine to produce the specified
punched plate.
Additionally, as image-based neural networks, CNNs have had similar applications in generating
architectural images [42]. For example, one study transformed 3D building forms into 2D three-view
data. With the 2D CNN neural network as a design appraiser, the authors then used genetic algorithms
to find the most suitable solution for architectural forms. In the domain of art design, a CNN is
often used to generate illusion images, such as Deep Dream [43]. Meanwhile, style transfer—as
another application of CNNs—has been widely used to generate images with controllable styles and
contents; for example: generating stylized architectural drawings [78, 79]; embellishing architectural
rendering images [80]; generating architectural façades with 2D images and then transferring to 3D
geometries [81]; generating architectural images and modeling them into 3D geometries with specific
style images [82, 83].
Vector-based ANN models can also be used to solve computational problems in the field of structural
optimization [38]. One study cleverly used an ANN to learn the stress conditions and coping methods
in finite element analysis, then used the generated sample data to train the neural network, and finally
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applied the trained neural network to generate structure solutions based on the stress conditions
given by the user. Similarly, the structural computation process was optimized by training ANN
models in another study [84]; however, the optimization was only applied to small truss structures.
In architectural robotics, ANN models can also be used to generate codes to control the movement
of robotic arms [39]. Through the learning of data generated by the robot arm path plug-in in
Grasshopper, one study involved training a path planning tool instead of the original algorithm to
generate the robot arm toolpaths more quickly, thereby avoiding obstacles while reaching their target.
ANN models can also be applied to learn the recording of wood manufacturing from skilled human
experts and then generate predicted toolpaths for a robotic arm to produce woodworks that simulate
those created by man-made processes [46]. Furthermore, an ANN-based tool was developed to
generate planar cutting patterns that can be unfolded and expanded into a 3D spiral structure [85].
A more rigorous structural predictive model was created by using kernel ridge as the regression
method of an ANN, and the pattern was then generated and sent to laser cutting.
In the domain of form-finding, an ANN was used to decode and learn forms with more complex
data structures and generate forms with specific features or styles [45]. In this study, the researcher
translated the architectural form into feature vectors and then trained an ANN model to learn the
features. Moreover, an ANN-based general regression framework was applied to predict 3D form
data for a bent planar surface [35]. Similarly, a web application was built based on an ANN that
asks for the program type, façade type, grid spacing, and floor height, then outputs the predicted
design data (e.g., column size and beam size) [86]. Moreover, RNNs can also be used to proceed
with sequential vectors. For example, an RNN was applied to learn the material properties of a bent
rubber rod [47].
1.5.3. Geometric Acceleration
Lastly, ANNs can accelerate the structural computation process to explore the solution space [87].
Also, the optimization goals can be more closely related to the construction level, such as the use
of materials, the number of sheets, and so on [50]. For example, the similar topic of speeding
up the evaluation of the feasibility of robotic arm construction postures using an ANN was also
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researched [88]. Some other research has focused on quality improvement while accelerating the
design process. For example, an ANN model was built with a reinforced learning method to provide
real-time feedback on the reaction of humans in a given environment [52]. Similar research included
the training of an interactive device to improve the emotions of humans based on physical signs
collected in real time [89]. ANNs can also be used to guide mechanism systems [53].
In the domain of environmental design, researchers have applied ANNs in a variety of decisionmaking tasks; for example: simplifying complex environmental calculations and directly deciding
on the coping strategies for building energy efficiency [90]; finding the best responsive strategy for
building forms under changing wind environments [91]; simplify environmental computation and
returning implementation feedback on environmental simulation data [92].
RNNs also have applications in the decision-making processes within architectural design [54].
One author described a method that trains an RNN model to make design decisions in a loop (e.g.,
parameter adjusting decisions) in a parametric design system. In this case, the RNN inputs the
existing state and determines the parameter values of the next state to gradually improve the design.
In another study that aimed to produce a more efficient method to accelerate an existing design
process, a CNN-based neural network was trained to learn city evaluation data [93].
Clustering algorithms can also deal with geometric acceleration problems. For example: cleaning
up collected behavior data and eliminating illegal data [55]; clustering behavioral position data to
analyze population density information in an urban space [56]; simplifying the building city model
obtained from the 3D scanning of a drone, removing unnecessary redundant information, and then
reconstructing the city model [57]; removing similar forms in a branch of design solutions and
recommending the user with more attractive results [58]; clustering architectural forms according
to environmental indicators (e.g., lighting and cooling load) [59] (Figure 9); providing a convenient
way for architects to manage and label model files [49].
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Figure 9: Predicting the geometric features of architectural design through the machine learning of
environmental indicators, by Yousif et al.

1.6. Architectural Topology and Graphic Statics
Based on previous research, it is evident that the current use of AI in the design field mainly involves
the machine learning of design geometries. Certainly, geometry is a direct representation of design
contents, which shows the logic for materialization and inspires visual understanding by humans.
However, besides geometry, the design logic is usually represented by topology (i.e., the relationship
between each design element). The topology shows the dual relationship of geometry by focusing
on the organization and intrinsic properties [94].
The way that different objects are connected is called “Topology” (Figure 10). Topology refers
to the layout of various elements interconnected by transmission media, especially where physical
elements are distributed and cables run through them. Topology is an abstract representation method
that only uses vertexes and lines to describe the actual position and relationship of multiple objects
without considering physical properties such as the size and the shape of objects. Topology does
not relate to the details of objects or proportions; instead, it only represents the mutual relationships
between multiple objects within a certain range in the form of a graph.
To achieve interconnection between objects, a certain organizational structure must be used for
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Figure 10: Different types of topological representation for nodes and connections.
connections, which is known as a “topological structure”. This describes the arrangement and
configuration of the topology as well as the relationship between nodes. In general, topology refers
to how these objects are connected. The theory that studies the topological properties of a network
and its graphs is called graph theory. Topology refers to a connection relationship of geometry.
When the geometry undergoes deformation, its connection relationship remains unchanged. Thus,
the topological structure represented by the line graphs of nodes also has certain properties.
In the design field, researchers have applied the idea of topology in the understanding of designrelated phenomena. Ferrando et al. and Jabi et al. turned buildings into topological graphs, thereby
extracting the accessibility of each space in the building and generating an incidence matrix. The
later analysis of the rationality of the architectural space is based on its topology rather than its
geometry [72, 95]. Azizi et al. also translated the floor plan of a building into a topological graph.
With a graph encoder, two floor plans can be combined in latent space to generate a new floor plan,
which has the characteristics of two input graphs [96]. Topology is also widely used to analyze
behavior-related data in architectural space. Jorgensen et al. used an indoor camera to collect the
positions of users, then used this data to build a social relationship graph. Based on topological data,
designers can evaluate the usage of a building and propose improvements [97].
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Meanwhile, geometry-based structural design methods known as graphic statics (GS) represent a
group of techniques that has been used and developed over the past 150 years as an intuitive approach
to addressing the economics of construction [98]. In 2D/3D GS, the equilibrium of the internal and
external forces is represented by two reciprocal diagrams that are topologically and geometrically
related [99, 100, 101, 102, 103]. The form diagram shows the geometry and boundary conditions
of the structure, while the force diagram represents the topological equilibrium of the force in the
geometry of the form. The dependency of these two diagrams allows us to generate and control the
properties of one diagram from another. Moreover, a designer can explicitly control and optimize
the magnitude of the internal forces in the structure by designing the topology of the force diagram.
At the end of the 19th century, there was a shift from using GS-based structural design and analysis
methods to numerical methods in order to avoid the lengthy process of constructing force diagrams.
However, recent advances in computing power have allowed the reemergence of geometry-based
structural design methods, particularly in three dimensions, after nearly a century. Complex topological force diagrams can now be constructed in milliseconds using the current digital computation,
which allows structural designers and architects to explore the previously unexplored realm of
efficient spatial structural forms in 3D [104, 105, 106, 107, 108, 109, 110, 65].
The methods of 3D GS allow designers to create 3D funicular solutions for a given boundary
condition by designing and manipulating the force diagrams and topology of the structural form
[111, 112, 113, 114]. In the form-finding method based on reciprocal polyhedral diagrams of 3D
GS, the force diagram consists of closed polyhedral cells with planar faces. Each vertex 𝑣, edge 𝑒,
face 𝑓 , and cell 𝑐 of the form diagram Γ corresponds to a cell 𝑐† , face 𝑓 † , edge 𝑒 † , and vertex 𝑣 † of
the force diagram Γ† . The areas of each face 𝑓 † represent the magnitude of a force in the edge 𝑒 of
the form diagram (Figure 11). Based on this definition, the external faces of the force polyhedron
represent the external loads and reaction forces at the supports of the structural form. For instance,
the applied load f𝑖 in the form diagram corresponds to a face 𝑓𝑖 † . The force f𝑖 is perpendicular to
the face 𝑓𝑖 † and the area of the face represents the magnitude of the load in the form diagram.
Therefore, GS allows the transformation between the geometric form and the topological force in a
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Figure 11: Funicular structure and its corresponding topological force diagrams, from Masoud
Akbarzadeh.
design case, especially in the funicular structural design. The topology can be expressed as geometric
data. Thus, it can be visualized and used to train machine learning models.

1.7. Objectives - Machine Learning of Architectural Topology
Although machine learning is widely applied in solving design problems, existing research mainly
focuses on the learning of geometric rather than topological data. Geometry is certainly an important
aspect of design features; however, it only provides a direct understanding of a design. Rather than
the geometry, the internal logic of a design is represented as the topology, which describes the
relationship of each design element [115]. While a topology cannot be directly visualized for human
designers to understand, it can be read and understood by a machine, which highlights the method
of using machine learning techniques to learn the intrinsic logic of a design as a topology.
For example, in the field of design, geometries representing the configuration of design elements
are the main consideration [116]. The design process mainly includes the generation of these
geometries, which become the external representation of design solutions. Also, in the structural
evaluation process, the traditional evaluation method focuses on the calculation of geometries based
on the definition of the objective functions. The direct evaluation of the structural members as
geometries shows a shallow understanding of the performance of the structure.
The goal of this dissertation is to use machine learning as a framework and digital design data as
a supporting material by proposing a new structural design methodology via the machine learning
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of a topology generated by GS. This leads the design process into an era of coexistence between
human designers and machines, in which the traditional geometry-based design methodology has
lost its ability and competitiveness to adapt to this new design environment. Thus, we can assume
a future design environment involving the coexistence of machines and human designers, in which
the human designers train the machines with topological data.
We will discuss a new design method based on the present age of AI and big data. GS, as a technique
for transforming between topology and geometry, together with a neural network as the machine
learning framework, has the potential to learn the design topology behind the design geometry
(Figure 12). Different from previous geometry-based design, in which only the design geometry is
presented and considered, this new topology-based design involves human designers employing a
machine and provides examples showing the topology of a design to train machines. The machine
finds the design rules related to the topology by building machine learning surrogate models of neural
networks. It then applies the trained neural networks to generate new designs as both the geometry
and topology, thereby improving design efficiency with faster iteration speed and improving design
quality with more advanced design logic.

Figure 12: Workflow of training topological data as a representation of the design geometry using
graphic statics and machine learning methods.
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CHAPTER 2 : Methodology
2.1. Overview - How to apply machine learning in design topology
In this chapter, we introduce the basic methodology of applying machine learning to the topological
data of design-related fields, including architectural design, urban design, structural design, etc. It
provides a general workflow for the following processes: 1) obtaining the topological data of design
cases; 2) transforming the topological data into a machine learnable data structure; 3) applying
machine learning models to learn and predict the topological data.
First, there are two ways to obtain the topology from a design case. If the design is initially defined
as a generative system that controls the geometry by inputting the topology, it can be directly
collected from the system. If the design case only contains geometric data without the topology,
transformation algorithms can be applied to extract the topology from the geometry, and the topology
can be collected as the transformed result.
Next, the topology can be expressed as different types of data structures for machine learning. The
vector-based data structure contains numerical values to represent the topological features, while
the image-based data structure uses images to represent the geometric features of a topology. The
optimization and customization of the data structure to a specific problem can improve the quality
and efficiency of the machine learning process.
Finally, vector-based and image-based machine learning models can be applied to learn and predict
the design topology, depending on the type of data structure. Here, ANNs and GANs are introduced
to close the loop of the methodology.
Moreover, this chapter also provides simple design cases for solving various design problems with
the machine learning of topology, including architectural, urban, and structural design. It gives an
overview of possible applications, from which future research can be inspired.
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2.2. Obtaining Topological Data
In the domain of design, topology is regarded as the relationship between each design geometry,
such as rooms in a floor plan design, buildings in an urban plan design, and load-bearing members
in a structural design. Two methods are usually used to obtain the topological data in a design case:
either defining the design scenario as a topological system and collecting the topology, or proceeding
and transforming the geometric data and generating the topology.
2.2.1. Collecting as a Topology
The first and simplest method is to deconstruct/reconstruct the design case to find its topological
definition. Thus, the geometry is generated and controlled by the topology, and the topological data
can be directly collected (Figure 13).

Figure 13: Method 1 to collect topological data: Defining the topology.
To be specific, the parameters that control the generation of the design case can be defined, especially
in a generative design workflow such as shape grammar [117]. In different design tasks, the
parameters can be the features of rooms for architectural design, the features of buildings and roads
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for urban design, or the features of loading members in structural design. These parameters control
the generation of a topology; thus, they can also be regarded as an abstract representation of the
topology at a higher level. Some research has collected the parameters as a series of numerical
values and used it as the topology [29].
Then, under the control of the parameters, the topology is generated, representing the relationship
between each design element before the realization of the geometry. Here, the topology only contains
the nodes and edges, without the concrete information of the geometry (e.g., sizes and shapes). At
this stage, the relationship graph is widely regarded as the topology and used for research [95].
Finally, the geometry can be generated under the guidance of the topology. After the generation of
the geometry, the topological information might not be visually detected and remain hidden since
the geometry usually does not directly present the topological information. However, we can collect
the topological data from the previous stages without going through the generation of the geometry.
2.2.2. Transforming from Geometry
In some design cases, only the geometric data exists without the definition of topology. Thus, to
obtain the topological representation of the design data, transformation is required to generate the
topology from the geometry (Figure 14).
In different design tasks, the key factors of the transformation algorithm vary. For example, in the
layout design (e.g., floor plan or urban plan design), each room or urban block can be detected from
its geometry as a node in the topology. The connection relationship can be further detected and
calculated as the edges in the topology [96]. However, in the structural design, the loading members
can be regarded as the force flow between structural nodes. Thus, they can be directly transformed
as the edges in the topology, and the structural cells can be transformed as the nodes in the topology
[114].
With the generated topology, the topological data can be collected. However, to take it a step further,
some research has aimed to retrieve the control parameters to obtain a deeper abstract representation
of the design case [118]. Whether or not this is necessary depends on the complexity of the design
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Figure 14: Method 2 to collect topological data: Transforming from the geometry.
problem and the computational power of the device for training. The extraction of the parameters
can decrease the complexity of the data and release the computational load.

2.3. Machine Learnable Data Structure
Topological data can be expressed using a variety of data structures. In this part, we mainly introduce
the commonly-used design-related data structures that can be accepted by machine learning, either
vector-based as numerical values or image-based as pixel matrices. The data structure has a direct
influence on the choice of machine learning models. Optimization and customization of the data
structure to a specific problem can improve the quality and efficiency of the machine learning process.
2.3.1. Vector-based Data Structure
In the previous section, we mentioned that the design parameter can also be considered a type of
topology, which represents a deeper abstract of the topological graph. Therefore, the first data format
focuses on the digitization and representation of the design parameters (Figure 15). Once we obtain
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the design parameters, either as values to control the design (e.g., the number of elements) or as
the rule set to generate the design (e.g., the third rule in a set of 10 rules), we can translate it into
numerical values either directly or by using one-hot encoding [119]. The combined values become
a vector that can be learned by machine learning models.

Figure 15: Vector-based data format 1: Parameters as numerical values.
Besides the parameters, the topology itself is initially represented as nodes and edges, which can also
be deconstructed as the numerical values of the coordinates of nodes and the connections of edges
(Figure 16). One method used to translate these values into a vector involves directly arranging all
of the values as a list, in which the coordinates and connections of each node come in the order of
its index. For example, in Figure 16, node No. 0 is connected to the other eight nodes. Thus, it can
be expressed as a vector of (𝑥0, 𝑦0, 1, 2, 3, 4, 5, 6, 7, 8). Similarly, node No. 8 is connected to nodes
No. 1, 7, and 0. Thus, it can be expressed as a vector of (𝑥8, 𝑦8, 0, 1, 7). By merging all vectors for
all nodes together as one vector, the data becomes a list of values that can be learned by machine
learning models.

Figure 16: Vector-based data format 2: Coordinates and connections as numerical values.
Lastly, there is a special data structure designed for topological graphs called “Laplacian matrix”
[120]. In the stage of building the vector of each node, if we use binary values to represent the connectivity of a node, the merged vector of all nodes becomes a matrix with the same number of columns
and rows. In Figure 17, node No. 0 can also be expressed as a vector of (𝑥0, 𝑦0, 1, 1, 1, 1, 1, 1, 1, 1, 1)
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to indicate that its coordinates are (𝑥0, 𝑦0) and it is connected to all nine nodes, including itself.
Moreover, node No. 8 can be expressed as a vector of (𝑥8, 𝑦8, 1, 1, 0, 0, 0, 0, 0, 1, 1) to indicate that
its coordinates are (𝑥8, 𝑦8) and it is connected to nodes No. 0, 1, 7, and itself. By applying the
mathematical transformation of these vectors for nodes, a Laplacian matrix can be built and used for
machine learning.

Figure 17: Vector-based data format 3: Coordinates and connectivity as a Laplacian matrix.
2.3.2. Image-based Data Structure
Another data format for topology is image-based, in which the data are represented as an image
(i.e., a pixel matrix where each pixel contains three values of its R/G/B channels). This method
can build image data that can be observed by humans and numerically understood by a machine. In
Figure 18, the topological graph is represented as an image in a canvas of 256𝑝𝑖𝑥𝑒𝑙 ∗ 256𝑝𝑖𝑥𝑒𝑙 with
color-coding and stroke width. The nodes are labeled as red with a radius of 10 pixels, while the
edges are labeled as blue with a line stroke of 5 pixels. This canvas image contains the properties of
the topology by placing the geometry of nodes and edges within it using colors. Notably, this format
is acceptable for image-based machine learning models.

Figure 18: Image-based data format 1: Color-coded screenshot as image.
However, a direct screenshot of an image raises the risk of misdetection in the post-processing
of generated results and also increases the data size, which results in the requirement for a larger
computation capacity of the device for training. Therefore, a smarter method involves using the pixel
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values to represent the vector-based information, which increases the readability of values for the
machine and decreases the image size (Figure 19). Image-based machine learning models can still
be applied with this type of “image”, while the generated results are easier to decode and retrieve as
a topology.

Figure 19: Image-based data format 2: Pixel matrix as an image.

2.4. Training and Applying Machine Learning Models
Designers can train machine learning models with a dataset and apply the trained surrogate model
to generate a design topology. As one of the most widely used machine learning models, neural
networks use computing power to find the rules behind the data. These rules may be non-visual
and difficult for humans to understand; however, they are reflected in the neural network as weight
parameters, which are easy for digital computers to understand. A neural network is a framework
that provides an initial digital description of the rules and then optimizes these rules by learning
state data, thereby pushing the rules as close as possible to reality [121]. This can be used not only
in statistics but also in a variety of fields, as long as the data can represent the features of materials.
2.4.1. Introduction to Neural Networks
The name machine learning was first introduced by Samuel [122] to represent a computational
learning theory in AI; however, this theory had not been explicitly programmed. The concept of
machine learning, as a computational model for neural networks, was first invented by McCulloch
[123] based on the threshold theory, a mathematical algorithm. According to the model, the
activation states (0 or 1) of a neuron in the current layer are calculated through that in the previous
layer based on the logic operation rules. Thus, by inputting the initial states of neurons in the first
layer, the computation graph will feedback the output states of neurons in the last layer. Therefore,
the entire system takes several input binary states and outputs another set of states to construct a
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complete data flow that transforms the input data into the output data.
Later, Werbos [124] developed a method known as backpropagation to accelerate the training of
multi-layer networks, which feeds the error value back to the network to modify the parameters in
each neuron. By computing the gradient of the loss function between the ground truth value and the
predicted value (e.g., mean square error), the parameters in the hidden layers will be updated and
gradually approach the optimal values. With sufficient data and processing power from computers,
the weights of each neuron in the network will finally reach the condition that the total error value
is minimized.
The neural structure and backpropagation algorithm together form the basic unit of a machine
learning network, which has further inspired the development of ANN mapping vectors to vectors
[125], CNN mapping images to vectors [126], and GAN mapping images to images [127].
2.4.2. Vector-based ANN
ANNs (Figure 20) regard design data as vectors (a series of numeric numbers). Thus, it is not directly
visualized when applied to the processing of architectural design data. However, computers process
and store data as numbers, while the rendering of images is more understandable for humans. Thus,
transforming designs with appropriate data structures and then using an ANN to learn and generate
designs is usually more efficient and accurate [128, 129, 130, 131, 132, 133, 134, 135, 136, 137,
138, 139, 140, 141, 142, 143, 144, 145, 146].
In ANNs, since all data is one-dimensional (a series of numbers), the direct calculation of neurons
through activation functions between layers is applied to the network. This implies that the neuron
in the next layer 𝑦ˆ and that in the current layer 𝑥 can be expressed as a formula (see equation 2.1),
where 𝑤 and 𝑏 are the parameters that the network will determine through training. The activation
functions can be any function. Thus, one key point for ANNs is the selection of activation functions.
This depends on the compatibility between the functions and the possible attributes of the data.

𝑦ˆ = 𝑤 ∗ 𝑥 + 𝑏
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(2.1)

Figure 20: Structure of a vector-to-vector artificial neural network.
The other keyword is the selection of the loss function, which describes the method used to evaluate
how accurate the output data 𝑦ˆ is compared to the ground truth data 𝑦. However, in ANNs, the loss
function is usually set as a defined formula, such as the mean squared error (MSE) (see equation
2.2).

𝑛

𝐿𝑂𝑆𝑆(𝑦, 𝑦ˆ ) =

1 ∑︁
(𝑦 𝑖 − 𝑦ˆ𝑖 ) 2
𝑛 𝑖=1

(2.2)

Different from the activation function, the loss function should be derivable to run the backpropagation to complete the training process. With the correct setting of the two functions, as well as the
data and network structure, an ANN can become a powerful algorithm to learn and generate data
using vector-based topological data.
2.4.3. Image-based GAN
A GAN (Figure 21) is a set of neural networks used to proceed with image data [147]. Since both
input and output are image data in the network structure, a GAN is usually used to generate design
data [148, 77, 73, 34, 37, 42, 40, 27, 30, 76].
A GAN contains two neural networks: the generator for processing image data and the discriminator
for feeding back the accuracy of the generated image. For the generator, rather than deconstructing
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Figure 21: Structure of an image-to-image generative adversarial network.
images into several numbers with convolution layers, it applies deconvolution layers to enlarge the
size of the image and output a final image of the same size as the inputted image. The parameters
in the convolutional and deconvolutional kernels are the weights, which the network will determine
during the training process. It usually contains the same amount of convolutional kernels and
deconvolutional kernels. The discriminator accepts the output of the generator as input data and
outputs information on how real the generated image is compared to the ground truth image. Thus,
these two networks are trained together and adversarial between each other. GANs are widely
applied in generating images. Thus, they are suitable to use in learning and generating data using
image-based topological data. When the topology is complex and contains both vector-based and
image-based data, ANNs and GANs can work together to predict each part of the data, and then
combine and interpolate the results.

2.5. Simple Cases
In this section, we briefly introduce simple cases in different design domains that follow the above
workflow. We hope that designers and researchers can obtain inspiration from this section when
working on their projects in a variety of design types. In the following chapter, we focus on
the structural design domain and introduce three implementations of applying machine learning
techniques in structural design. Thus, this section only provides cases of possible applications in
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architectural, urban, and structural design to provide a brief overview.
2.5.1. Architectural Design Case
In architectural design, we choose the floor plan design as the sample and apply machine learning
models to generate apartment floor plans. First, the geometry of a plan is transformed into the
topology (Figure 22). Then, the boundary detection algorithm can find the contour of each room
and calculate the center node as the topological node. The door detection algorithm can find the
position of doors, according to which the connections of nodes can be found. Thus, the topology
can be generated in this manner.

Figure 22: Step 1 in the architectural design case: Generating the topology from the geometry of an
apartment floor plan.
Then, the topological graph is further transformed into vector-based data for machine learning
(Figure 23). We assume there are a maximum of 17 rooms in an apartment. Thus, a Laplacian
matrix with a dimension of 17 ∗ (17 + 1) can be extracted based on a fixed format of room settings.
Next, the machine learnable data is generated by reshaping the matrix into a 306-dimensional vector.

Figure 23: Step 2 in the architectural design case: Translating the topology with a vector-based data
structure.
Finally, an ANN can be trained with the training dataset of the input and the output data (Figure 24).
The goal of this generative tool is to generate floor plans with user inputs. Thus, we allow the user
to input the number of bedrooms and restrooms to represent the input data. Together with a random
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noise value to distinguish similar plans, the neural network predicts the 306-dimensional vector for
the topology of the generated floor plan according to the user input. Further transforming algorithms
can be developed to retrieve the topological graph and generate the geometry of the floor plan.

Figure 24: Step 3 in the architectural design case: Training and applying an ANN in generating
apartment floor plans.
This simple case provides a general workflow for similar layout problems in architectural design.
Researchers can transform architectural geometries into topological vectors and apply vector-based
machine learning models to generate design cases.
2.5.2. Urban Design Case
In urban design, we show the generation of urban maps as a simple case. First, similar to the
architectural design case, urban maps are usually represented as geometries. Thus, an algorithm
is required to transform the urban geometry into a topology (Figure 25). The boundary detection
algorithm can work to detect the contours of buildings and calculate the center points as the
topological nodes. Moreover, the distance between each building can be further calculated, according
to which the connections can be generated to represent the grouping of buildings. Thus, the topology
is obtained by merging the nodes and connections.
Next, the input and the output data can be generated as images (Figure 26). The goal of this case
is to generate the urban layout within a given boundary. Thus, the boundary of the urban map is
the input image and the topology graph is color-coded and saved as the output image. The image
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Figure 25: Step 1 in the urban design case: Generating the topology from the geometry of an urban
map.
size can be defined according to the maximum image size in the dataset; however, this should be a
constant value.

Figure 26: Step 2 in the urban design case: Translating the topology with an image-based data
structure.

Finally, a GAN model can be trained to generate a topological image by inputting an urban boundary
image (Figure 27). A topological graph can be recognized from the pixel values in the generated
image and then be transformed into urban geometries with additional generative algorithms.

Figure 27: Step 3 in the urban design case: Training and applying a GAN in generating urban maps.
In this case, we present image-based data structure and machine learning models to learn and
generate urban design cases. This image-based workflow is specifically useful when the number of
elements in the data is not fixed but presented as rasterized images, which is suitable for complex
urban design scenarios.
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2.5.3. Structural Design Case
In terms of structure design, we present two simple cases that are similar to the implementations
in Chapter 4. The first case applied a vector-based data structure and neural network to predict
the structural performance, while the second case applied an image-based data structure and neural
network to generate structural elements.
First, a structure can be generated by given parameters and rules. Path 1 in Figure 28 shows one
of the transformations between the parameters and the topology, in which we define a series of
parameters to control the boundary, nodes, and connections in the topological graph. Therefore, the
parameters can be a representation of the topology. Path 2 in Figure 28 shows another scenario in
which the topology is generated from the geometry by GS. In this situation, the topological graph
can be represented as a geometric pattern.

Figure 28: Step 1 in the structural design case: Transformation between parameters, topology, and
geometry.
Next, the input and output data can vary according to different tasks. Figure 29 presents possible data
contents and structures. In Figure 29A, parameters are transformed using one-hot encoding into a
vector, which represents the input design parameters of a structure. In Figure 29B, the corresponding
structural geometry is evaluated with performance measures; thus, the structural performance values
can be another vector showing the output evaluation values. Therefore, the two vectors together
become a dataset for predicting the structural performance from the design parameters. As a result,
ANN models can be trained and used for iterative optimization to determine the parameters and
corresponding structural geometry with the best performance (Figure 30A).
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Figure 29: Step 2 in the structural design case: (A) vector-based parameters as the input; (B)
vector-based structural performance as the output; (C) an image-based boundary as the input; (D)
an image-based topology as the output.
Moreover, for the generative task, Figure 29C presents the input data, which contains an image of
the boundary of the structural geometry. The goal of this case is to generate the structural design
within a boundary; thus, the output data is another image showing the color-coded screenshot of the
topological graph (Figure 29D). Image-based GAN models can be trained using this dataset of image
pairs to generate the topology by inputting the boundary of the geometry (Figure 30B). Still, the GS
method can be applied to transform the topology into a structural geometry under the constraints of
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Figure 30: Step 3 in the structural design case: (A) training and applying an ANN to predict the
structural performance and optimize the structural geometry; (B) training and applying a GAN to
generate the structural topology and geometry.
the boundaries.
In conclusion, a vector-based data structure with an ANN and an image-based data structure with a
GAN are the two main methods used to solve topological design problems. In the next chapter, we
will introduce the detailed implementations of machine learning in structural design as the practice
of our methodology.
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CHAPTER 3 : Implementations
3.1. Overview - What could be a practical use
In this chapter, we focus on the implementation of the method proposed in the previous chapter while
using the machine learning of topology in structural design as an example. This chapter presents
a detailed workflow, as well as the results and analysis of the practical utilization of our method.
Both vector- and image-based workflows are discussed, which involve both predictive and generative
machine learning surrogate models in topological structural design.
The first case follows the workflow of applying artificial neural network (ANN) models in vectorbased data, which involves training a fast structural evaluation model to enable the iterative optimization of shell structures. The design parameters are expressed as the one-hot encoding vector
for the input, and the buckling capacity and constructability measure as the vector for the output.
Moreover, it shows the predictive use of our method in structural optimization tasks.
This case presents the use of machine learning with topological data, starting from the use of machine
learning surrogate models to accelerate a traditional computational process of structural evaluation
and form-finding. In this case, the objective function to generate and evaluate a design is known as
expressible formulas. The machine learning model learns from the generated data and replaces the
time-consuming process by fitting the solution space while speeding up the generation and evaluation
process, thus making it possible to explore the vast topological solution space for the form-finding
task. It establishes a workflow for generating a design solution based on its topology using machine
learning. Learning from the design configurations and solutions provided by a human designer,
the machine builds a system to evaluate the performance of the design. This can help the human
designer understand the performance and features of the design, which can assist in improving the
design from the perspective of topology.
Therefore, exploring all possible solutions and filtering the ideal results should occur under a strict
time constraint using the surrogate model. With this surrogate model, the design performance
of the forms using different subdivision rules can be analyzed, and the topological solution space
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can be visualized. The conventional time-consuming form-finding process can be replaced by
the faster machine learning-assisted process. Also, this task aims to propose a machine learningassisted method that accelerates the time-consuming form-finding process of 3D graphic statics,
thereby making it possible to explore a vast topological solution space without undergoing the entire
geometry generation process. Therefore, this approach should be able to find all of the ideal forms
with better structural performance and constructability under a given design background. As such,
ideal forms can be found across the entire solution space within a reasonable time limit.
The second case follows the workflow of applying generative adversarial network (GAN) models in
image-based data while training a generative machine learning model to generate structural designs.
Additionally, since the training dataset originates from the natural structures of dragonfly wings, the
machine learning model can obtain knowledge from nature and generate funicular structures that are
similar to those of a dragonfly wing. This case shows the generative use of our method in structural
generation tasks.
Although this case is different, it inherits aspects from the previous case since both the geometry
and topology are considered. The nature-made design data of a dragonfly wing is used to train the
machine learning model. Dragonfly wings patterns are collected and used in the training process as
both the geometric and topological data to demonstrate the ability of the machine in learning design
rules from nature. By learning from nature via the machine, the generation and evaluation of the
structural design solutions can present the intelligence of the machine.
Technically, we use the methods of 2D graphic statics to construct the topological force diagram
from the given structural geometry of the wing. We then use algebraic graphic statics to unfold
the topological and geometric properties of the form and force diagrams. Then, we reconstruct
the compression-only network of the dragonfly wings for the same boundary conditions and the
edge lengths of the independent edges of the network. Comparing the magnitude of the internal
forces of the reconstructed network with the actual structure of the wing using the edge length of
the force diagram can shed light on the performance of the structure. Multiple analytical studies
will be provided to compare the results in both synthetic and natural networks. Machine learning
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techniques are then applied to learn and analyze the dragonfly wings patterns by its force diagram.
The knowledge from the machine learning models can then be transformed into design rules to help
designers fully utilize the advantages of nature. This machine learning-assisted and bio-inspired
design method improves the design quality through big data analysis and provides wider choices for
a variety of design tasks.
Finally, based on the two cases, a design tool is developed to generate and optimize funicular structures by trained machine learning surrogate models. Additional control parameters are embedded
into this tool to allow the user to interact with the machine learning models and control the generated
results. Respectively, the 2D and 3D cases of structural design generated by our tool are shown and
analyzed. Moreover, by taking one generated structure as an example, the construction and fabrication method is also proposed. Possible manufacturing processes are also discussed to materialize
the final design case.
To extend the methodology to the practical field, we also plan to publish this tool to help designers
train their own evaluative and generative machine learning models. The machine finds the design
rules and applies the trained machine learning surrogate models to generate and optimize new design
cases. Thus, the machine learning surrogate models serve as a generative toolset for human designers
to understand and generate design solutions. Designers can collect representative datasets and solve
specific problems in the design process using this tool.

3.2. Implementation 1 - from Topology to Geometry – Structure Evaluation and Optimization
This research proposes a new design approach based on an iterative machine learning algorithm
to speed up the topological design exploration of compression-only shell structures with planar
faces, considering both structural performance and construction constraints. In this research, we
show that building neural networks allows one to train a surrogate model to accelerate the structural
performance assessment of various possible structural forms without going through a significantly
slower process of geometric form-finding. The geometric form-finding methods of 3D graphic
statics are used as the primary structural design tool to generate a single-layer, compression-only
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shell with planar faces. Subdividing the force diagram and its polyhedral cells using various rules
results in a variety of topologically different compression-only structures with different load-bearing
capacities for the same boundary conditions. The solution space for all possible compression-only
forms for a given boundary condition is vast, which makes iterating through all forms to find the
ideal solutions practically impossible. After training with an iterative active sampling method,
the surrogate model can evaluate the input data, including the subdivision rules, and predict the
value of the structural performance and the construction constraints of the planar faces within
milliseconds. As a result, one can then evaluate the nonlinear relations among all the subdivision
rules and the chosen structural performance measures, and then, visualize the entire solution space.
Consequently, multiple solutions with customized thresholds of the evaluation criteria are found that
show the strength of this method of form-finding in generating design solutions. Besides, considering
the total training time of the neural network model, the proposed framework is still faster than a
traditional optimization method, such as the genetic algorithm that can find only the optimum values.
This process will result in interactive sampling methods in which the machine learning models assist
the designer in choosing and controlling different design strategies by providing real-time feedback
on the effects of the selected parameters on the design outputs.
3.2.1. Introduction
3.2.1.1. Design Background
Designing structures by considering the internal force flow in their members can significantly reduce
the use of construction materials and the related costs. In graphic statics, a designer can subdivide
the force polyhedrons to change the topology of the structural form and thus can explore a variety
of different funicular structural forms for the very same boundary condition [149]. The generated
structures are always under equilibrium for the given boundary condition. Moreover, the geometry
of the compression-only structural forms has planar faces that can be built using flat sheet materials
– due to the inherent planarity constraints of the reciprocal polyhedral diagrams. This is a great
advantage of using 3DGS over any other structural form finding technique [150, 151, 152]. While
having infinite funicular solutions for the same boundary condition might be ideal from design point
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of view, having particular construction and performative constraints seems quite necessary to choose
multiple options from this infinite solution space. We will provide the following design example to
elaborate on the necessity of having such control over the results.
Consider a single-layer, compression-only shell structure covering a circular site with a diameter of
20 meters as a design problem (Figure 31). A 2D hexagonal pattern including polygons 𝑓¯1−7 can be
used to construct the 3D polyhedral force diagram. The force diagram can be constructed as a set
of polyhedrons generated by extruding the polygons 𝑓¯1−7 in 2D to a center point downside (Figure
31c, a). Figures 31a and c illustrate the elevation and plan of the force diagram, in which the applied
loads are balanced by the reaction forces at the supports of the structure from six sides. Multiple
geometries for the form diagram can be generated from the force diagram with the constraint from
the boundary conditions, where the shell structure contains six legs with one center part (Figure
31d). The resulting shell covers the area with a diameter of 20 meters (Figure 31b).
Figure 31e illustrates an example of a shell on which the planar panels are supported by a structure
with circular Cross sections. The form can represent a glass shell structure supported by metal
frames. One can design various force diagrams by subdividing from the hexagonal faces of the
form, and derive a variety of compression-only forms. The PolyFrame [153] plugin for Rhinoceros
software [154] can be used as a computational tool to generate form diagrams from a given force
diagram.
3.2.1.2. Problem Statement
Among a variety of forms, the structural performance varies significantly when constructing the
structure with steel pipes. Based on the conclusion by [149], the load-bearing capacity of funicular
forms could be improved if the force diagram is subdivided. That means the minimum buckling
capacity of all members in an ideal form should be larger than that of the members in other forms
(Figure 32). Thus, the weakest element in the form should have the ability to bear more loads.
Other than considering it from the point of the structural performance, constructability is also
essential in actual cases. We introduce an additional evaluation criterion which does not accept
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Figure 31: Design background — a single-layer funicular shell structure with six legs across 20
meters.
faces with very large or very small areas – the maximum fabrication area for this problem is 6.25
square meters and the minimum fabrication area is 0.09 square meters (Figure 33). It would be quite
costly to construct a very large face since it requires a large production space and difficult to transfer.
It would also be inconvenient to construct very small faces since the structural members will occupy
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Figure 32: Buckling capacity based on Euler’s critical load formula: the first criteria to evaluate
the forms. E: modulus of elasticity; I: smallest area moment of inertia; K: column effective length
factor; L: length of the member.
the space between the faces and will cause a limited space for the faces and their connection to a
joint. Therefore, better solutions, from construction point of view, are those with a smaller number
of unacceptable faces. Thus, the goal is to find solutions with no unacceptable faces, i.e., the number
of unacceptable faces is equal to 0.

Figure 33: The number of unacceptable faces: the second criterion to evaluate the forms.
With these two evaluation criteria, any form that is generated by this method can be evaluated. The
conventional computational process can be used in loops and evaluation criteria to generate a variety
of forms by applying different subdivision rules for the same boundary condition (Figure 34).
Based on our experiments in this case, it usually takes around 40 seconds for an i7-6700HQ CPU to
generate a form using PolyFrame plugin [153], which uses an iterative algorithm to generate a form
diagram from a given force diagram [109]. Choosing the geometric procedures for each subdivision
is essentially a design parameters and can be changed by any other rules defined by the user. The key
point in developing subdivision rules is that in each step the generated polygons should be convex.
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Figure 34: A conventional computational form finding flowchart.
In this problem, only five subdivision rules are defined for the side parts and seven rules for the
center part. If there are only five subdivision rules for the six side parts and seven subdivision
rules for the center part of the force diagram where each subdivision rule can have five different
configurations of the segments, the total number of possible solutions will be 546,875 (56 x 7 x 5),
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resulting in a processing time of 21875000 seconds, that is, 253 days of uninterrupted computing.
Running an exhaustive search among this enormous solution space and finding all the ideal forms
with maximum buckling capacities and minimum numbers of unacceptable faces seems impossible
within a reasonable time limit. Even using a genetic algorithm approach to find the solution takes
around 10 hours and will result in single optimized solutions.
3.2.1.3. Machine Learning
Recent advances in machine learning techniques offer promising data-driven approaches to ascertain
the nonlinear and high-dimensional relations between forces and the structural performance of the
generated forms [68, 155].
Related research on the application of machine learning in structural design includes: applying
a general regression framework to the prediction of 3D form data of a bent planar surface [35];
quantifying and optimizing the aesthetics factors in structural design using artificial neural networks
[65]; generating structural forms based on the machine learning of the user-provided evaluation
data [30]; using the results in the finite element analysis (FEA) to train machine learning models
to optimize the computation process [38]; and generating small-scale truss structures based on the
machine learning of the structural performance of the building units [84]. Previous studies have
focused on the generation of target structural solutions without the purpose of exploring the entire
solution space.
In addition, there are research topics about the usage of machine learning in the automation of the
construction process. Related research includes capturing real-time images and training a neural
network to look for the defects in manufacturing [23]; training neural networks to simulate the
process of human-made woodworks [46]; applying image-based neural networks to identify the
location of the bamboo nodes and guide the construction of the bamboo structure [64]; training a
path-planning machine to generate the moving trajectory of the robotic arm while avoiding obstacles
[39]; quantitatively evaluating the safety in the construction process using machine learning [156];
detecting construction workers with motion, shape, and color features using machine learning [157];
and enhancing the decision making in contractor pre-qualification [158]. These topics are related to
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the fabrication process during construction, but they do not involve examining the constructability
from the perspective of the design before construction.
3.2.1.4. Objectives
This research aims to propose a machine learning assisted method that accelerates the timeconsuming geometric form finding process of 3D graphic statics, thus making it possible to explore
a vast topological solution space without going through the entire geometry generation process.
This approach should be able to find all the ideal forms with higher buckling capacities and smaller
numbers of unacceptable faces. We propose to address this problem by developing a surrogate model
for the form finding process. A surrogate model is a reduced model of a slower computational process (e.g., a physics-based simulation) and is usually developed to learn the nonlinear relationships
between the important input and output values of the original model without the need to entirely
run the slower model. Surrogate or meta-models are very well-known concepts in fields such as
mechanical system design or aerodynamic systems [159]. It is expected that the whole process for
one prediction should be completed within milliseconds. Therefore, exploring all possible solutions
and filtering the ideal results should take place under a strict time constraint using the surrogate
model.
With this surrogate model, the design performance of the forms using different subdivision rules can
be analyzed, and the topological solution space can be visualized. The conventional time-consuming
form-finding process can be replaced by the faster machine learning assisted process so that ideal
forms can be found among the whole solution space within a reasonable time limit.
Besides, another objective in this research was to develop a workflow that can receive other boundary
conditions with different design settings. For instance, it is shown in this research that the method can
be applied to design a funicular shell structure with a dual center subdivision rules and customized
boundary geometry. Thus, this machine learning-assisted method can fit the solution space with
various topology and constraints.
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3.2.2. Methodology
3.2.2.1. Variables Defining the Force and Form Diagrams
The first step in developing a surrogate model for our multi-objective design criteria is to define
the variables related to the form finding process. In the proposed form-finding process using 3D
graphic statics, there are three important inputs: the boundary conditions of the force diagram, the
subdivision rules of the force diagram, and the geometric constraints of the form diagram [149].
The first input describes the fixed boundary condition of the force diagram, which also defines
the external forces. Generally speaking, the boundary condition can be any closed polyhedron
representing various states of external forces. However, in this research, the boundary condition the
top face is large hexagon that is divided into seven smaller faces (Figure 35 a). By extruding the
vertices of the 2D pattern to a center point similar to Figure 31, the 3D boundary polyhedron can
be constructed (Figure 35 c). This force polyhedron corresponds to a single shell structure for the
purpose of this research. The external faces of the force polyhedron corresponds to the applied loads
and the reaction forces in a shell. Thus, the geometry of the initial force diagram with no subdivision
includes seven external loads from the top and six reaction forces on the periphery of the shell. Each
internal polyhedral cell represents the equilibrium of a node, and each face is perpendicular to a
member in the form. Once subdivided, each segment is divided into multiple polygons that represent
applied loads for the geometry of the shell.
The second input, the subdivision rules, describes the strategies by which a given original force
diagram is subdivided into several cells, resulting in a force diagram with more cells. The subdivision
in this research is based on edges. Each edge in the unit face of the original force diagram is subdivided
into several segments; the start and end points of each segment, as well as the center points of each
face, will then together become the new subdivided faces in the unit of the force diagram as a 2D
pattern (Figure 35 b). Finally, by extruding the edges of the 2D pattern to a center point below the
surface, 3D faces are generated (Figure 35 c); the faces together become the force diagram.
For each unit, five types of subdivision rules for the side unit face ( 𝑓 1 - 𝑓 6 ) (Figure 36) and seven
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Figure 35: One example of subdividing the force diagram and its related compression-only shell.
types of subdivision rules for the center unit face ( 𝑓 7 ) are developed (Figure 37). Each subdivision
rule represents a unique technique to subdivide the unit face, and each edge in the unit face can be
subdivided into several segments with different settings of the subdivision count 𝑚. For example,
rule a-3 for the side unit face first subdivides the face with the connecting lines between a center
point and the four vertices; the center points for the four subdivided faces will then be connected
by the four subdivided points (including the start and the end points) in each segment of the faces,
since the subdivision count 𝑚 is 3 in this case. All segments should be subdivided according to the
same 𝑚 value to keep the edges touching each other, thus ensuring that the force diagram is correct
as a closed polyhedron.
Therefore, in this subdivision system, the topological variables are the subdivision rules that are
applied to the seven faces and the numbers of the segments into which the edges are subdivided. A
series of eight numbers, for example 12345432, indicates the subdivision rules for the seven unit
faces of the initial force polyhedron ( 𝑓 1 :1; 𝑓 2 :2; 𝑓 3 :3; 𝑓 4 :4; 𝑓 5 :5; 𝑓 6 :4; 𝑓 7 :3) and the segment
counts (𝑚:2).
The final input is the boundary constraint for the form which is introduced as a geometric constraints
of nodes in the construction process of the form based on the geometric algorithm [114]. In this
process, the position of each node is repeatedly updated to minimize the angle between the current
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Figure 36: Different subdivision rules for the side units and the center unit.

Figure 37: Different subdivision rules for the center unit.
member and the normal vector of the corresponding face in the force diagram while keeping the
whole geometry inside the boundary constraint of a circle with a diameter of 20 meters (Figure 35
d). This geometric operation ensures that the final form precisely matches its corresponding force
diagram and touches the ideal boundary of the design space.
Thus, based on the fixed force boundary condition and the form boundary constraint as well as the
different subdivision rules for each edge as variables, a series of funicular, topologically different,
single-shell structural forms can be generated (Figure 38). PolyFrame, a plug-in tool in Rhino, is
used for the geometric computations [153].
3.2.2.2. Neural Networks
The goal of this research is to evaluate the funicular forms generated from their corresponding force
diagram based on their Euler buckling performance and the size of their planar panels. Thus, a clear
transformation of the form into understandable digital data for the computer is needed. To improve
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Figure 38: Different forms generated from different subdivided topological force diagrams.
comparability with other forms, the structural data should represent the features of the form and be
unique.
Initially, the subdivision rules can be set as eight input neurons with values of 1, 2, 3, 4, 5, 6, or 7 to
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indicate the subdivision rules for each face and how many segments into which each edge should be
subdivided. However, since the values should be discontinuous as categorical variables, the one-hot
encoding should be done to the input neurons. Thus, five or seven input neurons with binary values
of either 0 or 1 are used to replace the single neuron of 1 to 5 (side subdivision and the segment
count) or 1 to 7 (center subdivision). For example, a set of five neurons with the values of 0, 0, 1, 0,
and 0 means the face is subdivided using the third rule. In this situation, only one neuron can have
a value of 1, and the other neurons should all be 0. Thus, 42 (5 + 5 + 5 + 5 + 5 + 5 + 7 + 5) neurons
in total are used as the input layer structure for the neural network.
For the output data structure, a simple method is to directly use the values of the buckling capacity
and the number of unacceptable faces as the two output neurons. However, the normalized data is
processed as a real number between 0 and 1. This standardization ensures that the magnitude of
all the data, including the input and the output, remains in the same range. Thus, the activation
function, which describes the formula to map between the input data and the output data, is set using
the Sigmoid function (Eq. 3.1). In this formula, 𝑦ˆ represents the predicted value, 𝑥 represents the
input value, 𝑤, and 𝑏 are the weight and bias parameters, which the network will determine during
training. In addition, the loss function is a mean squared error (MSE) function (Eq. 3.2) by default.

𝑦ˆ = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 (𝑤 ∗ 𝑥 + 𝑏) =

1
1 + 𝑒 −( 𝑤∗𝑥+𝑏)

(3.1)

𝑛

𝐿𝑜𝑠𝑠(𝑦, 𝑦ˆ ) =

1 ∑︁
(𝑦 𝑖 − 𝑦ˆ𝑖 ) 2
𝑛 𝑖=1

(3.2)

Finally, the number of hidden layers in the neural network should be defined. The number of neurons
in each hidden layers is firstly set as 100 (∼ two times of the total number of the neurons in the
input and output layers) [160]. A larger network with more hidden layers does not guarantee better
performance. Thus, a 5-fold cross-validation test with 1,500 randomly generated instances, which
is commonly used to test the performance of a machine learning algorithm, is implemented with
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Tensorflow and given to the neural networks with different numbers of layers. Since all output values
are in the range of 0 to 1, to simplify the loss function to be better understood as a percentage-based
measure, the accuracy function (Eq. 3.3) is used to evaluate the accuracy of the outputs in addition
to the MSE function.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑦, 𝑦ˆ ) = 1 − | 𝑦ˆ − 𝑦|

(3.3)

To test the effect of layer sizes in the neural network on the overall performance of the surrogate
model, the validation test was given to each model. Table 1 presents the median accuracy of
different neural networks in the 5-fold cross-validation test, using a dataset of 1,500 randomly
generated instances. It can be seen that the artificial neural network with five layers has the highest
accuracy compared to the other neural networks. Thus, the neural network with five layers is chosen
as the final setting.
Table 1: 5-Fold cross-validation of neural networks with different numbers of layers.
Network Structure
2-layer ANN
3-layer ANN
4-layer ANN
5-layer ANN
6-layer ANN
7-layer ANN

Median Accuracy for
the buckling capacity (%)
93.4
95.4
97.0
98.2
97.2
96.4

Median Accuracy for
the number of unacceptable faces (%)
93.6
95.8
97.4
98.8
97.9
96.6

3.2.2.3. Iterative Training and Targeted Sampling
With the data structure, the activation and loss functions, and the neural network settings described
above, after training, the neural network model should predict the two values within milliseconds,
given a specific subdivision rule.
Thus, to test its accuracy in different domains to see whether the trained model can correctly predict
the buckling capacity and the number of unacceptable faces among different ranges of the solution
space, all possible combinations of subdivision rules (546,875 in total) were fed to the trained neural
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network, and the predicted values were then sorted. According to the sorted values, 300 samples
with the smallest/equally distributed/largest buckling capacity/number of unacceptable faces were
extracted and sent back to the geometric process to verify its accuracy.
However, according to the geometric results, the accuracy of the three sets of 100 subdivision rules
are very unsatisfying: They are only 79.6%, 71.6%, and 20.4% for the buckling capacity and 98.3%,
59.2%, and 4.2% for the number of unacceptable faces, much smaller than the expected accuracy.
Thus, the current neural network model performs well in a random domain but poorly in the domain
of extreme values. This phenomenon is caused by missing key instances in the training data. Since
all instances were generated randomly, the model over-fit specific values according to the training
set. Thus, it lost the ability to predict extreme values that were not included in the training set. It
can be concluded that targeted sampling (active sampling) is needed rather than random sampling.
To solve this problem, an iterative training method [161, 162] is proposed, adding the ground truth
values of the selected subdivision rules into the training dataset in each training loop (Figure 39).
First, the initial training data containing 175 instances are used to train the neural network model
in the first loop. The initial subdivision rules are generated by changing one subdivision rule in the
ruleset while keeping the other seven rules the same. For example, rule “𝐴 = { 1, 1, 1, 1, 1, 1, 1, 2 }"
and rule “𝐵 = { 2, 2, 2, 2, 2, 2, 2, 2 }" are contained in the first training set. The reason behind setting
up the initial input values in this manner is as follows: it generates training samples that pronounces
the effects of changing subdivision rules for a specific unit face. Therefore, the initial data set should
contain the primary knowledge for the neural network to start the first-round of training.
Based on the trained model in the first training loop, all possible combinations of subdivision rules
are predicted using the surrogate model, and the output values are sorted. Next, 150 rules with the
smallest/equally distributed/largest buckling capacity values and 150 rules with the smallest/equally
distributed/largest number of unacceptable faces are selected as the instances waiting for the geometric verification. The reason behind selecting these 300 rules is that the 200 smallest and largest
values boost the information in the domain of the extreme value area, and the 100 equally distributed
values add necessary information for the overall prediction in all domains of values. Thus, after the
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Figure 39: Machine learning assisted iterative training method.
feedback from the geometric operation has been received, the ground truth values and the selected
subdivision rules are added to the training dataset, and a new neural network model in the next loop
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will be trained.
After the iterative method had been executed five times, the accuracy of the neural network model
reached 97% and 98.6% in the randomly generated validation set. The accuracy of the smallest/equally distributed/largest results is 95.9%/99.2%, 95.1%/98.2%, and 98.5%/99.3%, significantly higher than in the previous model (i.e., with random sampling). The whole process, including
geometric operations and neural networks training and testing, took around 15.31 hours using an
Intel i7-6700HQ processor, which falls within an acceptable time limit. Using the trained model,
the prediction of the two values from a single set of the given subdivision rules takes less than 1
millisecond to complete, while an exhaustive search for all solutions would take around 6,000 hours,
and the genetic algorithm for one single solution would take around 10 hours.
3.2.3. Results
3.2.3.1. Model Training
Based on the neural network settings and the iterative training method described above, neural
network models in different loops were built and trained. Table 2 presents the testing accuracy in
each training loop. The sample solutions were iteratively updated and added to the training dataset
in each loop. 300 instances were firstly generated randomly, and they were constantly used as the
testing data for random testing. Besides, the 300 verified instances in each loop were generated as
the testing data for the results in each domain.
Table 2: Median accuracy of the neural networks in different training loops (buckling capacity (%)
/ the number of unacceptable faces (%))

Loop 1
Loop 2
Loop 3
Loop 4
Loop 5

Random
Data
87.4/95.3
94.2/97.6
96.1/97.8
97.0/98.2
97.0/98.6

Small
Results
85.3/97.9
95.8/98.7
96.1/99.3
96.3/98.6
95.9/99.4

Equal Results
87.5/96.4
93.9/97.4
95.1/97.9
96.7/98.4
95.1/98.2

Large Results
27.1/10.9
42.2/91.5
93.9/97.9
99.7/96.7
98.5/99.3

It is clear that in the first training loop, the accuracy was lower than expected. The initial data of the
175 instances were too small for the model to learn; this could have easily caused the over-fitting
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problem. As the program looped, the accuracy in loop 2 increased. In loops 3, 4, and 5, the looping
did not help much in increasing the accuracy of predicting randomly selected instances, but the
prediction of extreme values was improved. The models in loop 5 reached the ideal level of accuracy
for both the randomly testing data and the selected extreme data.
Moreover, Table 3 presents the required time for each training loop, including generating the training
instances, and the required time of the optimization program using the genetic algorithm. Two
separate procedures of the genetic algorithm were run with the gene number of 50, the crossover rate
of 0.75, and the mutation rate of 0.05. It took 9.56 hours to find the best solutions with the largest
buckling capacity and the smallest number of unacceptable faces. However, in loops 3, 4, and 5, the
best two solutions are found in the predicted 100 extreme values. The required time for loop 3 was
8.63 hours, less than the required time for the genetic algorithm. Therefore, the neural network is
faster than the genetic algorithm in reaching the same level of effect, and it is a surrogate model that
can predict all values, while the genetic algorithm only finds the single best values.
Table 3: The number of instances and required time of the neural networks in different training loops
and the genetic algorithm. An Intel i7-6700HQ processor was used for computation.

Loop 1
Loop 2
Loop 3
Loop 4
Loop 5
GA

Instances
Amount
175
475
775
1075
1375
/

Required
Time
2.03h
5.33h
8.63h
11.97h
15.31h
9.56h

Best
Found?
No
No
Yes
Yes
Yes
Yes

Surrogate?
Yes
Yes
Yes
Yes
Yes
No

Also, Figure 40 with Table 4 and 5 depicts the forms of the geometries found with extreme values
in each loop. In each loop (row), column (a) to (e) show the top 5 results with the largest buckling
capacity while column (f) to (j) show the top 5 results with the lowest number of unacceptable faces.
As the training loop proceeds, the predicted maximum buckling capacity value keeps increasing,
while the predicted minimum number of unacceptable faces value keeps decreasing. For example, the
buckling capacity values for samples 1-a, 2-a, 3-a, 4-a, and 5-a are 8.3 𝐸3(𝑘 𝑁), 15.54 𝐸3(𝑘 𝑁), 40.09
𝐸3(𝑘 𝑁), 41.98 𝐸3(𝑘 𝑁), and 42.8 𝐸3(𝑘 𝑁), respectively. Furthermore, the number of unacceptable
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faces values for samples 1-g, 2-g, 3-g, 4-g, and 5-g are 7, 5, 3, 3, and 1, respectively. That means the
neural network gradually finds better solutions with a larger buckling capacity and a smaller number
of unacceptable faces.

Figure 40: Form-finding results with the largest buckling capacity (left) and smallest number of
unacceptable faces (right) in each training loop. The neural network gradually finds better solutions.
See table 4 and 5 for statistics.
In loop 3, the global maximum buckling capacity solution “𝐴 = { 5, 5, 5, 5, 5, 5, 2, 3 }" first appears
in the top 50 samples, and in loop 5, it becomes the best prediction as sample 5-a. For the number of
unacceptable faces, even in loop 1, the model finds at least one solution with 0 unacceptable faces,
for example, sample 1-h. Furthermore, as the training goes on, the model gets improved and finds
better results with smaller number of unacceptable faces, for example, sample 5-f to 5-j have only 0
or 1 unacceptable faces. That means the training was successful, and the final model in loop 5 can
be used as a surrogate model for the further form-finding process. Therefore, it can be concluded
that the trained model has very high accuracy in the whole solution space. This surrogate model is
trustworthy for the predictions.
3.2.3.2. Form Finding
Next, using the trained model, the form-finding process can proceed. In this process, given all the
combinations of the subdivision rules, the trained surrogate model can quickly estimate the buckling
capacity and the number of unacceptable faces, almost in real time.
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Table 4: Parameter table for Figure 40 left.

1-a
1-b
1-c
1-d
1-e
2-a
2-b
2-c
2-d
2-e
3-a
3-b
3-c
3-d
3-e
4-a
4-b
4-c
4-d
4-e
5-a
5-b
5-c
5-d
5-e

𝑓1
2
2
4
1
5
3
3
1
2
4
5
5
1
5
5
5
5
5
1
5
5
5
5
5
5

𝑓2
4
4
4
5
4
3
2
3
2
3
5
5
1
5
5
5
5
5
1
5
5
5
5
5
5

𝑓3
5
4
5
3
5
4
5
3
3
5
5
5
1
5
5
5
5
5
1
5
5
5
5
5
5

𝑓4
2
2
1
2
1
5
5
1
2
5
5
5
1
5
1
5
5
5
1
5
5
5
5
5
5

𝑓5
5
5
2
5
5
1
1
1
1
1
5
5
1
5
5
5
5
5
1
5
5
5
5
5
5

𝑓6
3
3
4
3
3
5
5
1
5
5
5
5
1
5
5
5
5
5
1
5
5
5
5
5
5

𝑓7
3
3
1
7
7
5
5
5
2
5
7
7
1
2
2
2
1
7
1
1
2
1
2
1
7

𝑚
4
4
1
2
1
1
1
1
2
1
5
4
2
4
4
4
4
5
2
3
3
3
4
4
5

f𝑏 ×E3(kN)
8.30
8.05
15.38
13.94
15.52
15.54
16.32
25.19
15.51
16.07
40.09
30.28
40.02
41.98
37.54
41.98
41.79
40.09
40.02
42.68
42.80
42.68
41.98
41.79
40.99

First, to test the ability of the trained neural network in the form-finding process, examples with
a small/middle/large buckling capacity and number of unacceptable faces are found by the neural
network model. Figure 41 with Table 6 presents three examples for buckling capacity, while Figure
42 with Table 6 presents three examples for the number of unacceptable faces. The trained network
successfully predicts the two output values and finds the cases with a specific range of buckling
capacity and number of unacceptable faces.
For example, according to Table 6, the buckling capacity for sample 5-f-a is 6.71 𝐸3(𝑘 𝑁), much
smaller than the buckling capacity of 42.8 for sample 5-f-c 𝐸3(𝑘 𝑁). Thus, if the user wants to find
a solution with low buckling capacity, sample 5-f-a will be recommended. In addition, the number
of unacceptable faces for sample 5-f-f is 171, much larger than that for sample 5-f-d of 0. Similarly,
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Table 5: Parameter table for Figure 40 right.
𝑓1
5
5
1
5
1
5
5
4
5
4
1
1
2
1
3
1
4
1
4
1
1
1
1
1
1

1-f
1-g
1-h
1-i
1-j
2-f
2-g
2-h
2-i
2-j
3-f
3-g
3-h
3-i
3-j
4-f
4-g
4-h
4-i
4-j
5-f
5-g
5-h
5-i
5-j

𝑓2
4
4
4
1
4
5
1
2
2
2
3
5
1
1
1
4
5
4
3
1
2
1
4
2
2

𝑓3
5
1
4
3
5
5
3
2
3
4
1
1
1
1
5
4
5
1
4
4
2
2
2
1
2

𝑓4
2
3
2
2
2
5
5
4
2
2
2
2
2
2
4
1
3
1
1
1
4
4
5
4
3

𝑓5
3
5
4
4
3
5
5
4
5
1
1
1
1
1
2
2
2
2
3
2
4
2
1
4
4

𝑓6
1
1
1
1
1
1
2
1
2
1
4
1
1
3
4
1
2
1
5
1
1
4
2
1
1

𝑓7
4
7
7
4
4
7
7
4
7
6
6
7
7
3
6
6
6
6
6
6
3
7
5
3
5

𝑚
2
3
3
2
2
2
2
2
2
1
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2

n
3
7
0
3
2
0
5
0
3
6
1
3
0
1
3
1
3
2
2
2
1
1
0
1
1

if the user wants a form that contains a large number of unacceptable faces for comparison, sample
5-f-f will be recommended.
Table 6: Parameter table for Figures 41 and 42.

5-f-a
5-f-b
5-f-c
5-f-d
5-f-e
5-f-f

𝑓1
1
4
5
1
1
5

𝑓2
4
3
5
4
5
2

𝑓3
4
2
5
2
1
5

𝑓4
2
5
5
3
2
4

𝑓5
3
4
5
1
3
5

𝑓6
2
3
5
2
3
3

𝑓7
3
1
2
5
7
2

𝑚
5
3
3
2
4
5

f𝑏 ×E3(kN)
6.71
12.93
42.80
12.71
10.45
12.71

n
28
9
6
0
9
171

Figure 43 and Table 7 presents the resulting matrix of the form-finding process, where the vertical
axis presents the examples with different ranges of the buckling capacity and the horizontal axis
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Figure 41: Form-finding results: examples of small (sample 5-f-a) / middle (sample 5-f-b) / large
(sample 5-f-c) buckling capacity (Figures in the middle). See table 6 for statistics.
presents the examples with different ranges of the number of unacceptable faces. For example,
sample 1-a shows a form with a small buckling capacity and a large number of unacceptable faces,
which can be regarded as one of the worst results, while sample 5-e shows one of the best results, a
form with a large buckling capacity and a small number of unacceptable faces. This resulting matrix
demonstrates that the form-finding method meets the requirement for the user to be able to find the
solutions with any specific range of buckling capacity and number of unacceptable faces.
However, in our design case, ideally, the number of unacceptable faces should be 0 so that the form
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Figure 42: Form-finding results: examples of small (sample 5-f-d) / middle (sample 5-f-e) / large
(sample 5-f-f) number of unacceptable faces (Figures in the middle). See table 6 for statistics.
can be built in reality. Therefore, based on the output values, the maximum acceptable number of
unacceptable faces is set as 0 while sorting all filtered results based on the buckling capacity. Figure
44 with Table 8 presents the top three results the neural network finds. Their buckling capacity
values are more significant than those of other forms, and they are constructive in reality without
any unacceptable faces.
Therefore, based on the returning results, the neural network successfully finds multiple solutions
within the expected time limit. By changing the thresholds of the two output values, designers can be
presented with different recommended solutions and can thus obtain the ideal forms with a specific
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Figure 43: Form finding: matrix of results with different ranges of the buckling capacity and the
number of unacceptable faces. See table 7 for statistics.
buckling capacity and number of unacceptable faces.
3.2.3.3. Data Analysis
With the trained model, the entire solution space can be visualized in a matter of milliseconds. Figure
45 illustrates the data distribution of the buckling capacity and the number of unacceptable faces.
It can be inferred that among all the solutions, the cumulative distribution of the buckling capacity
is comparatively closer to a 45-degree line, which means the values are distributed more equally.
Meanwhile, most of the solutions have comparatively smaller numbers of unacceptable faces, the
distribution of the values is below the 45-degree line. Since the number of unacceptable faces is
caused by both faces that are too large and faces that are too small, subdividing the force diagrams
and generating more members in the forms does not guarantee a smaller number of unacceptable
faces, because it subdivides the large faces while producing small faces. Thus, a further subdivision
is not always suitable for all cases.
To obtain a closer look into the solution space, analyzing the relationships between the subdivision
rules on each face and the final two performance measures, there is a 10-dimensional space (six
for subdivision rules of the side units, one for subdivision rules of the center units, one for the
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Table 7: Parameter table for Figure 43.

1-a
1-b
1-c
1-d
1-e
2-a
2-b
2-c
2-d
2-e
3-a
3-b
3-c
3-d
3-e
4-a
4-b
4-c
4-d
4-e
5-a
5-b
5-c
5-d
5-e

𝑓1
4
4
5
3
4
2
4
5
1
1
4
4
4
5
2
3
5
3
3
3
4
4
1
1
1

𝑓2
4
4
3
3
4
5
4
3
1
1
4
5
5
3
2
2
3
2
2
2
5
2
1
1
1

𝑓3
2
3
4
2
3
4
2
3
1
1
3
2
2
4
4
3
3
2
2
2
1
1
1
1
1

𝑓4
1
5
5
5
5
4
1
1
1
1
5
5
5
4
5
5
4
1
1
1
4
2
1
1
1

𝑓5
4
5
3
3
5
2
4
2
1
1
5
5
5
1
3
3
3
1
1
2
4
4
1
1
1

𝑓6
5
3
5
1
5
1
5
5
1
1
5
4
3
2
1
1
3
5
5
3
4
5
1
1
1

𝑓7
2
2
2
2
2
1
2
1
1
2
3
5
6
2
1
3
2
2
4
7
7
5
3
2
2

𝑚
5
5
5
5
5
5
5
5
5
5
5
5
5
4
1
4
1
2
1
1
2
2
2
3
2

f𝑏 ×E3(kN)
11.89
12.38
12.46
12.59
12.78
10.70
11.70
11.90
22.97
23.55
7.20
7.34
7.44
11.35
14.68
8.96
13.99
14.97
15.05
26.87
12.55
12.94
33.39
36.39
38.75

n
133
146
163
131
149
99
114
108
84
90
24
38
37
30
9
9
10
2
7
6
2
1
1
0
0

Table 8: Parameter table for Figure 44.

5-f-g
5-f-h
5-f-i

𝑓1
1
1
1

𝑓2
1
1
1

𝑓3
1
1
1

𝑓4
1
1
1

𝑓5
1
1
1

𝑓6
1
1
1

𝑓7
2
6
7

𝑚
2
2
2

f𝑏 ×E3(kN)
38.75
35.48
35.45

n
0
0
0

subdivision count, one for the buckling capacity, and one for the number of unacceptable faces).
The dataset in the 10-dimensional space is then transformed to a 2-dimensional space using SelfOrganizing Map (implemented in Python [163]). Self-Organizing Map is a nonlinear manifold
learning and dimensionality-reduction method that can transform a high-dimensional space to a
lower-dimensional latent space (usually in two dimensions). As a result of this dimensionality
reduction, the nonlinear relations in the higher dimensional space can be visualized using the so
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Figure 44: Form finding: larger buckling capacity + smaller number of unacceptable faces (ideally
0). See Table 8 for statistics.
called component planes [164].
Figure 46 shows the result of the dimensionality reduction on the design space. Each of the 10
component planes corresponds to one of the 10 original dimensions, and the color coded two dimensional component planes reveal the nonlinear relationships between any of the original dimensions.
In our experiment, the first observation is the inverse relation between the buckling capacity f𝑏 and
the subdivision count 𝑚. This inverse relation implies that subdividing the initial force diagram
with more segments leads to lower buckling capacity in the majority of the design space. However,
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Figure 45: Data distribution of the buckling capacity (left) and the number of unacceptable faces
(right). The blue line represents the data distribution, while the red line represents the 45-degree
line.
some instances still have a larger buckling capacity with a larger subdivision count. For example,
the high values in the upper and lower right corners in the corresponding component plane of the
buckling capacity f𝑏 indicate that, there are cases where even with a large subdivision count, a high
buckling capacity appears. Sometimes the result also shows the cost of having a large number of
unacceptable faces (upper right corners).
In addition, the orthogonal pattern in “rule in initial face 7" 𝑓 7 to the patterns in the both objective
functions f𝑏 and 𝑛 indicates the independence of the chosen rule in the center face 7. Furthermore,
the interplay between some of the side faces indicate the one-on-one opposite relations for the
subdivision rules, which have formed local clusters on the component planes of Figure 46 ( 𝑓 1 , 𝑓 2 ,
𝑓 3 , 𝑓 4 , 𝑓 5 , and 𝑓 6 ). However, these local clusters do not clearly indicate any explainable pattern.
Another conclusion from these component planes is that none of the side faces are individually
contributing to the final outcomes and there are different combination of the first 6 rules which
results to a similar values of the objective functions. This local non-linearity is opposite to the
global and relatively smooth patterns on the component planes of Figure 46 (f𝑏 and 𝑛).
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Figure 46: The nonlinear effects of different design variables (i.e., subdivision rules) on the final
structural performance measures, using Self-Organizing Maps.

3.2.3.4. User-Defined Force Boundary and Form Constraint
In addition to the fixed force boundary and form constraint described above, the presented neural
network can learn and predict the geometric process and generate results for other force distributions
and boundary geometries. The same procedure can be applied to such cases to build another
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surrogate model with different variables of the subdivision rules.
Figure 47 introduces an example of the form generation under a user-defined asymmetric force
boundary and form constraint. The initial force pattern contains six side units and two center units
(Figure 47 a), which is different from the previous case. Moreover, each face can be geometrically
different but follow the same subdivision rules of the five side subdivision rules and the seven center
subdivision rules. The form constraint (Figure 47 d) can be any closed planar curve that the legs of
the form are forced to touch during the generation process.

Figure 47: Asymmetric condition: user-defined original force units and form constraint.
With all the settings above, the program will automatically load these prerequisites and the subdivision rules and generate the forms. Figure 48 presents examples of the force diagrams and the
corresponding forms. Since the force boundary and form constraint are asymmetric and different
from in the previous case, the structural performance and the constructability are also very different.
When the same process of iteratively training another neural network model and applying the final
trained model in the form-finding step is followed, forms with a specific range of buckling capacity
and number of unacceptable faces can also be found. Figure 49 with Table 9 presents the examples
with small/middle/large buckling capacity, and Figure 50 with Table 9 presents the examples with
small/middle/large number of unacceptable faces. Sample 6-f-a has a smaller buckling capacity
than sample 6-f-c, while sample 6-f-d has a smaller number of unacceptable faces than sample 6-f-f.
This result further demonstrates the ability of the neural network to predict and find forms with any
range of values.
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Figure 48: Asymmetric condition: example forms.
Table 9: Parameter table for Figures 49 and 50.

6-f-a
6-f-b
6-f-c
6-f-d
6-f-e
6-f-f

𝑓1
3
2
2
1
1
5

𝑓2
3
1
4
2
4
2

𝑓3
2
2
1
1
1
4

𝑓4
3
1
2
4
5
5

𝑓5
4
2
5
2
3
1

𝑓6
3
4
2
1
1
5
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𝑓7
5
7
4
7
6
2

𝑓8
4
2
5
1
2
5

𝑚
4
2
2
2
4
5

f𝑏 ×E3(kN)
3.67
5.09
10.05
9.21
5.38
8.51

n
28
2
4
2
32
93

Figure 49: Asymmetric condition: form-finding results: examples of small (sample 6-f-a) / middle
(sample 6-f-b) / large (sample 6-f-c) buckling capacity. See Table 9 for statistics.
Moreover, with the setting of a threshold for the number of unacceptable faces, forms with larger
buckling capacity are shown in Figure 51 with Table 10. However, in this case, the minimum number
of unacceptable faces is two, which means all solutions should have at least two faces that exceed
the range of constructive areas. Thus, with a threshold value of two, samples 6-f-g, 6-f-h, and 6-f-i
are found to have a larger buckling capacity.
Through the analysis of the solution space, in this case, a subdivision segment count of two would still
produce a better result that is more constructive and structurally stronger. Therefore, this machine
learning assisted evaluation method is adaptive for a variety of situations in the form finding with
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Figure 50: Asymmetric condition: form-finding results: examples of small (sample 6-f-d) / middle
(sample 6-f-e) / large (sample 6-f-f) number of unacceptable faces. See Table 9 for statistics.
Table 10: Parameter table for Figure 51.

6-f-g
6-f-h
6-f-i

𝑓1
1
2
1

𝑓2
1
2
2

𝑓3
1
2
1

𝑓4
1
2
4

𝑓5
1
2
2

𝑓6
1
2
1

𝑓7
7
7
7

𝑓8
7
7
1

𝑚
2
2
2

f𝑏 ×E3(kN)
5.62
8.35
9.21

n
2
2
2

single-shell structures.
3.2.3.5. Application of Optimizing Contriver Structures
Using our method, we further show a geometry-based generative design case to generate and optimize
a floor structure with funicular building members. This challenges the antiquated column system,
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Figure 51: Asymmetric condition: form finding: larger buckling capacity + smaller number of
unacceptable faces (smallest 2). See Table 10 for statistics.
which has been used for more than a century. By inputting the floor plan with the positions of
columns, designers can generate a variety of funicular supporting structures, which expands the
choice of floor structure designs beyond simple columns and beams while encouraging the creation
of architectural spaces with more diverse design elements. We further apply machine learning
techniques (artificial neural networks) to evaluate and optimize the structural performance and
constructability of the funicular structure, thereby finding the optimal solutions within an almost
infinite solution space. To achieve this, a machine learning model is trained and used as a rapid
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evaluator to help the evolutionary algorithm find the optimal designs. This interdisciplinary method
combines computer science and structural design to provide flexible design choices for generating
floor structures.
To re-design a space with the Maison Domino system into funicular forms, the topology should be
defined—including the graph relationship (connectivity) between each column. For any floor plans
with columns in any position, straight lines can be drawn between pairs of columns to represent the
main structural members. Once there is at least one line connecting to each column and no lines
overlap, the topology is legal and the complete graph presents the initial structural members.
Figures 52 and 53 explain the logic for constructing forces that could generate a more efficient
and ecological funicular solution from a regular Domino module as force and form dual diagrams,
respectively. As shown in Figure 53, in the funicular alternative, the connection between two columns
is re-established with a funicular arch by designing an aggregable 3D force diagram. Aggregating
the forces would cause the connections in the form to further expand to boundaries or other supports,
which ultimately become the main structural network among the columns. On the other hand,
the total applied load is represented by a horizontal polygon face at the top of the force diagram.
Subdividing the total applied load and converging the subdivided faces to different points in the
force diagram allows additional load paths to be generated in the form. Through these, the applied
loads are transferred to the main structures.

Figure 52: Section view: Funicular solution for a 2D domino structure. a) Flat structure. b) Arch
structure and its topological force diagram. c) Extendable arch structure and its topological force
diagram.

Additionally, Figures 54 and 55 show the steps for generating funicular arch floor structures from
2D layouts. The first step involves identifying connections between vertical structural elements and
establishing a connectivity map. From the connectivity map, one can determine the force boundary
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Figure 53: Perspective view: Funicular Solution for a 3D domino structure. a) Flat structure. b)
Arch structure and its topological force diagram. c) Extendable arch structure and its topological
force diagram.
that demonstrates how the applied load is distributed to each structural member. A 3D force diagram
is then created for each force boundary. The force diagrams can then be aggregated to generate
the resulting form. Furthermore, as shown in the different topologies for layouts with columns and
walls, the geometries of the constraints can also affect the connectivity map and force distribution.

Figure 54: Deriving a funicular solution from a simple layout (with four columns).

Figure 55: Deriving a funicular solution from a simple layout (with two columns and two walls).
By regarding the graph as an initial form diagram, a topological force diagram can be generated using
the graphic statics method as a dual geometry. The force diagram represents the internal and external
force distribution. Subdividing the force diagram divides the internal forces into several sub-forces,
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thereby resulting in internal structural members. With the final subdivided force diagram, the graphic
statics method is once again used again to generate the form diagram as a dual diagram under the
boundary constraints of the initial site. Therefore, a funicular arch structure can be designed using
this method. Through different subdivision strategies, this method can provide designers with highly
complex and diverse design options (Figure 56).

Figure 56: Subdivision exploration.
There is a nearly infinite number of structural forms with different topology and subdivision rules.
Optimization is achieved by evaluating each form in terms of its structural performance and material
usage. However, traditional optimization methods (e.g., enumeration and genetic algorithms (GAs))
usually cause an unacceptable time cost during the process. Therefore, similar to our previous
research, we propose a feed-forward neural network that learns the mapping between the topology
using the subdivision rules and evaluation criteria. By training with a small amount of pre-generated
data, the trained neural network gains the ability to predict structural performance and material
use with high accuracy within milliseconds. By using this neural network model, the form-finding
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process requires less time to find the best solutions.
To test the feasibility of this method, we randomly generate a space with a rectangular floor plan and
11 columns. We choose this example as the case study of using a funicular structure to re-design
an architectural space (Figure 57-1). The center points of these 11 columns can be regarded as the
connecting points for the topology. The topology of those connecting points contains 10 fixed lines
to the boundary and 30 optional internal lines, which results in 88 different types of topology. The
subdivided force diagrams can be generated by subdividing the 88 force diagrams derived from the
topology with a controlling parameter from 0 to 1. Then, the funicular forms can be created.
In the process of generating the funicular forms, there are 88 topology types and one parameter
with continuous values, which control the generation. Therefore, each form can be represented by
an 89-dimension input vector (1 value for the subdivision parameter and 88 values to represent the
typologies using a “one-hot encoding” method appropriate for non-ordered categorical data) and
the evaluation is a two-dimension output vector showing the values of the two criteria. After the
experiment, we found the optimal settings for the hidden layers as well as the activation and loss
functions, which results in a high level of accuracy in predicting the structural performance and
material use from the topology and subdivision rules.
Figure 57 presents the workflow of the machine learning process in detail. After receiving the input
settings of the columns and walls from the users, different topological graphs can be generated as
sets of parameters representing the initial boundary of each force cell (Figure 57-2). By training
a neural network (Figure 57-3) with the aforementioned method, one can find the best topological
graph with the smallest average edge length, thereby indicating the most equal distribution of the
main forces (Figure 57-4). With the selected topological graph as the initial boundaries (Figure
57-5), different subdivision rules are applied, resulting in multiple force diagrams (Figure 57-6) and
the corresponding form diagrams. Another neural network (Figure 57-7) can be trained and used to
find the best force and form diagrams, with the input as the subdivision parameters and the output
as the structural properties.
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Figure 57: Workflow of generating and optimizing a funicular arch floor structure.
For the output evaluative value, we choose to use material usage as the criterion. Finally, the
trained neural network finds the optimal results as the subdivision parameters (Figure 57-8). By
transforming the subdivision parameters into a 3D force diagram (Figure 57-9) and its corresponding
form solution, the network can generate the optimal form with the largest material savings (Figure
57-10). After training with the generated samples, the neural network can serve as an evaluation
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agent to provide real-time feedback on the two criteria values. Under the guidance of the neural
network model, forms with better structural performance and lower material use are found (Figure
58).

Figure 58: Final optimized form.
Based on the above experiment, we can conclude that architectural space structured using the Maison
Domino system can be redesigned using a funicular structure generated by the graphic statics method.
Since the topology and subdivision rules control the generation of the force diagrams, the funicular
forms are also generated as a dual geometry. A trained neural network model can find the forms
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based on user-defined evaluative metrics. The machine learning model is trained and used as a rapid
evaluator to help the evolutionary algorithm identify the optimal designs. This method spans the
interdisciplinary border of computer science and structural design to provide flexible design choices
for generating floor structures.
3.2.4. Conclusion
3D graphic statics provides a robust geometry-based structural design and analysis method to generate
funicular forms based on the corresponding force diagrams. However, the large solution space among
a variety of sets of subdivision rules requires a tremendous amount of computing power to find the
form with the best structural performance.
Meanwhile, machine learning methods (e.g., neural networks) provide an alternative approach
to building a surrogate model to predict the structural performance and the constructability of a
given set of subdivision rules. In this work, we demonstrate how, by using an iterative process, a
neural network model can be trained to accurately predict the nonlinear relations between different
topological subdivision rules (as the input variables to the 3D graphic statics procedure) and two
structural and construction-related performance measures of the geometric forms (the buckling
capacity and the number of unacceptable faces). After the surrogate model has been trained and
given all the possible subdivision rules, the two performance measures can be estimated within
seconds; this renders form finding in the whole solution space practical. Analytical plots can be
drawn using the predicted values, visualizing and analyzing the solution space.
Unlike in a traditional optimization process, such as using the genetic algorithm, which only finds
a set of (local) optimum solutions, in the machine learning assisted evaluation and form-finding
methodology, the trained surrogate learns the relationship between the input and the outputs, which
enables the designer to interactively search the entire solution space; thus, it provides more flexible
methods for multi-objective assessments of the solution space. By changing the thresholds of the
desired performance measure values, designers can easily be presented with different recommended
solutions and can thus obtain the ideal solutions within specific ranges of the output values.
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The methods presented in this research face also some limitations. Firstly, the subdivision count
𝑚 should have the same number for all faces to reserve the consistent topology of the adjacent
edges, and might limit the diversity of the subdivisions. One might set different 𝑚 values and assign
different subdivision counts for the edges of each segment, but the topological inconsistencies of
the adjacent segments should be resolved. This could result in more design options, but also with a
much wider solution space. In addition, developing more types of subdivision rules can also provide
a variety of different shells, which enlarges the solution space and makes it more difficult for the
neural network to converge. Therefore, designers should take the complexity of the subdivision rules
into consideration when extending the usage of this surrogate model.
As mentioned in the introduction as well as other publications such as [112, 113, 149], as the force
diagram is subdivided, the magnitude of the internal forces decrease in the form. Note that the form
diagram has multiple geometric degrees of freedom [165]. I.e., there are infinite form solutions with
various edge lengths for given force distribution. That is, the length of the members can change
in the form, while the internal force is constant. This problem can be addressed by optimization.
However, it could significantly add to the problem’s complexity, which the research intends to solve.
Solving the construction constraints and the buckling performance implicitly helped in finding the
best solutions by distributing the polygons with a uniform area and, therefore, edge lengths on the
entire shell. Nevertheless, the optimization results and its related training could be integrated into the
present methodology. This approach is also a precious direction of research that should be explored
further.
In the future, the tendency toward design cooperation between the human and the machine will
become more evident. The machine will assist the design process not only in simple repetitive
work but also in creative work by learning the design examples from the human. The next step of
this research is to address the above limitations, extend the usage of machine learning, and develop
more efficient surrogate models to provide a more general framework with different setups, rules,
boundaries, constraints, topology, and criteria, thus providing a real-time feedback system to advise
designers in their choice of design strategies with more evaluating options such as the internal force
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and material use.

3.3. Implementation 2 - from Geometry to Topology - Structure Generation
This research investigates the use of a geometry-based equilibrium method known as graphic statics,
as well as machine learning techniques, to relate the morphology of the structural network of
a dragonfly wing to the static equilibrium of forces for further regeneration of the network. This
approach can generate similar networks with no prior information related to the topology or geometry
of a network by merely receiving the boundary geometry of a wing. In this research, we show that
the internal network of a dragonfly wing can be assumed as a compression/tension-only structure on
a 2D plane. Consequently, another topological diagram—known as a force diagram—is constructed
from the network by using the reciprocal diagrams of graphic statics. A new wing geometry is
reconstructed from the force diagram, with its members sized according to the force magnitude. The
comparison between the reconstructed network and the real wing proves that the assumption about
the compression/tension-only network is valid. Based on this result, both form and force diagrams
are used to train machine learning models for the generation of the structural network of a wing from
a boundary geometry only. Multiple analytical studies are conducted to compare the results in both
generated and real wings. Image-based and vector-based neural networks are used to generate the
structural patterns of many other species, consisting of networks with convex polygons to show the
further application of these methods. The present study opens a venue for research in generating
systems learned from natural structures for use in many engineering and scientific applications.
3.3.1. Introduction
3.3.1.1. Previous Research on Dragonfly Wings
Nature has always been a source of inspiration for designers, engineers, and scientists. Among a
variety of natural structures, the dragonfly wing is an example of a high-performance, lightweight
structure that has intrigued many researchers to investigate its geometry and performance for use in
bio-inspired design. Previous research related to the dragonfly wing falls into three main categories:
description, measurement, and design.
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For the category of description, researchers use high-tech tools to observe dragonfly wings and
summarize their properties (usually morphology or pattern). Related research includes the following:
1) the nano-scale observation of wings, such as the description of their nanomechanical behavior
[166] and the finite element analysis of their structure and nanomechanical properties [167]; 2)
the detailed modeling and scanning of the joints, which includes studying the effect of the resilincontaining vein joints on the stress distribution within a dragonfly wing [168] and the 3D finite
element models of vein joints [169]; 3) the general description of morphology information (e.g.,
insect wing mechanical design) by comparing different insect wings (including dragonfly wings)
[170], the modeling and fabrication of dragonfly wing patterns via morphology analysis [171],
the dynamic deformation of insect wings [172], and the morphometric measurement of scanned
dragonfly wing images [173]. The first series of studies introduces dragonfly wing structures
at the nano scale, thereby explaining some phenomena and functions of these wings based on the
microstructures of their materials. The second series focuses on the description of joints in dragonfly
wings on a larger scale, with a particular focus on their structural and material properties.
The other aspect focuses on the measurement and assessment of dragonfly wings under certain
conditions. This includes the following: 1) aerodynamic performance measurements, such as the
aerodynamic data collected through a wind-tunnel test [174], the effectiveness and efficiency of two
pairs of wings when flying [175], and aerodynamic flow visualization when flying [176]; 2) other
measures of functional performance, measurements of the natural frequencies and mode shapes of
dragonfly wings [177], the superhydrophobicity and self-cleaning properties of dragonfly wings at
the nano scale [178], the functional characteristics of dragonfly wings [179], and the initiation and
progression of wing damage [180]. Since the function of dragonfly wings is flying, they deal with a
common condition of air flow. Therefore, the most important measure is the performance of these
wings under aerodynamic conditions. The functional measurements of dragonfly wings deal with
the measurement of properties under different conditions (e.g., under a certain applied load or the
impact of rain drops).
The final aspect applies the design ideas inspired by dragonfly wings (e.g., the design of new
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materials and structures). Related research includes the following: 1) designing a flight vehicle with
flapping wings inspired by the dragonfly wing [181]; 2) exploring dragonfly wings at the nano scale
and designing the nano-pattern of a medical implant material inspired by dragonfly wings [182].
Structural-related design research includes design case studies inspired by dragonfly wings and the
analysis of design cases’ performance—particularly in terms of recording the structural parameters
of artificial wings under specific loading conditions. Another aspect of design-related research
relates to the materialization of designs inspired by dragonfly wings, especially those related to
advanced materials inspired by the microstructures of these wings.
3.3.1.2. Problem Statement and Objectives
In the previous research, the logic follows three steps: 1) measuring dragonfly wings at different
scales; 2) testing the performance of dragonfly wings under different conditions; 3) mimicking
dragonfly wings for design solutions in similar environments. However, there is missing logic
between steps 2 and 3. Notably, previous research has only described the properties and functions
of dragonfly wings. Notably, the intrinsic logic and explanation are not sufficiently provided (e.g.,
why nature designs dragonfly wings in this manner).
Based on the above observation, we propose a methodology to generate the entire internal network
of a dragonfly wing by using only the boundary geometry of the wing. In this method, we use the
geometry-based equilibrium methods of graphical statics (GS) to analyze the static equilibrium of the
graph of a wing. In this method, the geometry of the structure is represented by a diagram called form,
while the magnitude and equilibrium of forces are represented by a diagram called force. Notably,
these diagrams are reciprocal (i.e., geometrically dependent and topologically dual). Graphic statics
have been used to find efficient structural forms for bridges, buildings, and long-span structures for
the past 150 years [100, 101, 102, 103, 183, 106, 112, 99, 109, 113, 184, 114, 185, 110, 186].
The geometry of the internal network of a dragonfly wing mainly consists of convex cells [187],
which may represent a compression/tension-only network on a 2D plane. This property motivated
us to analyze the dragonfly wing using GS to create a force diagram and relate the thickness of the
members to the magnitude of the forces in each node of the graph in equilibrium.
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We further used machine learning methods to generate the structural network of a dragonfly wing
by using the force diagram as the training dataset for the generation process. Image-based neural
networks can generate an output topological force diagram from an input boundary image, while
vector-based neural networks predict the geometric information and complete the final structural
form using the graphic statics method. Therefore, the results might support the argument that the
natural pattern can be deciphered, learned, and replicated using graphic statics and machine learning
methods. In the following sections, we will provide a detailed explanation of the results of this study.
The following sections present the methods and results of this study based on our proposed methodology. In this regard, our investigations and their outcomes can be divided into the following steps:
1) generating the topological force equilibrium using the methods of graphic statics for a given wing
network; 2) reconstructing a wing network using the reciprocal relationships of graphic statics; 3)
comparing the thickness of the reconstructed wing with cross-sections that are proportional to the
magnitude of the force and thickness of members of a real wing; 4) making assumptions about
the boundary members of a wing; 5) training machine learning models using the geometry of the
force diagram to generate wing networks for a given boundary geometry; 6) applying the same
methodology to generate networks for other species and examples with convex networks.
3.3.2. Graphic Statics
The geometry of a structural system with axial-only internal loads can be related to its force
equilibrium using two geometric diagrams, as proposed by Maxwell [100]: (a) the form diagram
(Γ), which represents the form of the structure, the length of members, and the locations of supports
and applied loads; (b) the force diagram (Γ† ), which consists of closed polygonal faces and shows
the equilibrium of forces in each node of the structure. The number of edges of the two diagrams is
equal and the magnitude of the force in each member of the structure is proportional to the lengths
of the corresponding edges in the force diagram. This method is known as graphic statics and has
previously been used to describe the force equilibrium of convex-only natural networks, such as a
spider web [188]. In the case of a dragonfly wing, the internal 2D pattern bounded by the boundary
edges mainly consists of convex polygons. Thus, the method of graphic statics can be used to analyze
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the static equilibrium of forces in the system.
Graphic statics is a geometry-based method in which the equilibrium of force is shown by geometric
diagrams. In 2D graphic statics, the topological force diagram shows the force magnitude of the
corresponding form diagram. The length of each edge in the force diagram represents the force
magnitude of the corresponding edge in the form diagram. Figure59 shows a sample of a tensiononly network of a spider web and its force diagram [188]. Notably, the transformation between the
force diagram and the form diagram can be achieved using the graphic statics method.

Figure 59: (a) Geometric form diagrams (Γ) and (b) topological force diagrams (Γ† ) of a spider web.
In the case of a dragonfly wing (Figure 60), its 2D pattern can be considered a structural form that
contains a group of closed polygons, with each polygon edge having a unique structural thickness.
The geometry of the internal members of the dragonfly wing mainly consists of a convex cell,
which may in turn represent a compression-only network on a 2D plane. Therefore, the internal
loading scenarios can be simplified into a compression-only form of the veins, making it possible to
quantitatively analyze and manipulate this information. This phenomenon suggests the potential to
analyze dragonfly wings from a structural engineering perspective.
The simplified version of the dragonfly wing contains only geometric information, which is a representative form diagram of the dragonfly wing. Using the graphic statics method, its corresponding
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Figure 60: Dragonfly wing samples and their patterns, from John Tann.
topological force diagram can be generated (Figure 61). The graphic statics method provides a possibility for the dragonfly wing to be considered a compression-only network. To better use graphic
statics to extract the force diagram, we assume the entire dragonfly wing as a self-stressed system, in
which the internal members bear axial compression forces while the boundary members and membrane together bear other forces. Therefore, the internal structure represents a compression-only
form and the remainder represents a tension-compression-mixed structure. Thus, the force diagram
can be extracted from the form. This workflow simplifies the complicated loading environment,
thereby making it possible to analyze and generate a dragonfly wing from a generalized perspective.

Figure 61: Force and form of the internal structure of a dragonfly wing: (a) form of the entire wing;
(b) internal form diagram containing vertexes (𝑣), edges (𝑒), and faces ( 𝑓 ); (c) internal force diagram
containing vertexes (𝑣 † ), edges (𝑒 † ), and faces ( 𝑓 † ); (d) correspondence of the dual diagram.
Finally, by mapping the force magnitude to the structural thickness, the corresponding structural
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form can be regenerated. The first goal of this research is to compare our generated dragonfly wings
with real dragonfly wings and determine whether the force distribution in the real dragonfly wing
follows the rules of graphic statics. Once proven, the force diagram can explain the intrinsic logic
of the design of the dragonfly wing by nature.
3.3.2.1. Data Preparation
Since we do not have a clear understanding of the external force of the dragonfly wing, the first step
is to exclude its boundary edges and consider the internal network of the edges. Figure 62 presents
the data preparation process. The original dragonfly wing image (Figure 62a) is transformed into the
vector-based geometry with convex and non-convex polygons (Figure 62b) using image processing
techniques. The non-convex polygons (Figure 62c) are slightly adjusted to make convex polygons
(Figure 62d). This allows the graphic statics method to work on compression-only networks. By
removing the boundary edges, the internal form (Figure 62e) is generated.

Figure 62: Data preparation: (a) original dragonfly wing image; (b) vectorized form; (c) modifying
non-convex cells (3 out of 573 (0.52%) cells); (d) modified convex form; (e) internal form.
3.3.2.2. Algebraic Solution
The next step is to generate the force diagram based on the internal form diagram. In 2D graphic
statics, each edge in the force diagram is perpendicular to the corresponding edge in the form
diagram. Figure 63a shows a form diagram containing six internal edges and six external forces
(edges). In Figure 63b, the proposed edges are presented as dark blue lines, which are perpendicular
to the edges in Figure 63a. Therefore, each vertex (𝑣 𝑖 ) in the form diagram has a dual polygon ( 𝑓𝑖† )
in the force diagram. For each polygon ( 𝑓𝑖† ), a group of equations can be derived based on its edges
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(𝑒 †𝑖 ) (Figure 63c).

Figure 63: Algebraic solution: Building equations.
Indeed, since the face 𝑓𝑖 † is a closed polygon, the sum of its edge vectors e 𝑗 † should be zero. Hence,
we obtain a vector equation
∑︁

u 𝑗 †𝑞 𝑗 = 0

𝑒†𝑗

where the sum runs over the edges 𝑒 †𝑗 of the face 𝑓𝑖† , u†𝑗 denotes the unit edge vector of the edge 𝑒 †𝑗 ,
and the 𝑞 𝑗 are the variables representing the lengths of the edges 𝑒 †𝑗 . Writing these equations around
every face 𝑓𝑖† provides a linear equation system for the edge length vector q, which can be described
by a [2𝑣 × 𝑒] matrix known as the equilibrium matrix A:

Aq = 0.

(3.4)

If the equilibrium matrix, A is of full rank (or the geometric degrees of freedom (GDoF) is zero),
then the only solution to Eq. 3.4 is the zero vector q = 0. In this case, the force diagram collapses
to a point.
However, after experiments, we found that most of the dragonfly wings in our dataset have a GDoF
of zero, which means that there are no accurate solutions for most of the cases. Thus, the algebraic
solution is not stably applicable in all the cases of the dragonfly wing.
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3.3.2.3. Iterative Solution
Besides the algebraic solution, we present the iterative method of PolyFrame ([153, 189]), which
can generate the geometries of the force diagram with a deviation (tolerance). The algorithm starts
by constructing the graph of the force diagram with incorrect edge lengths. Each polygon ( 𝑓𝑖 ) in
the form (Figure 64a) is transformed into a vertex (𝑣 †𝑖 ) in the force (Figure 64b). Then, the iterative
0

method is applied to optimize the position of each vertex (𝑣 †𝑖 ) to make the corresponding edges
perpendicular (Figure 64c). The difference between the vertical angle (90◦ ) and the angle of the two
corresponding edges (𝛼) is defined as the deviation (𝛿). The optimization process works in a loop
to minimize the value of 𝛿 (Figure 65). Through this geometric method, an approximate solution to
the force diagram can be generated.

Figure 64: Geometric solution: Iterative method to update the positions of vertices.
3.3.2.4. Internal Form and Force
The reciprocal diagrams of graphic statics allow the construction of one diagram from another. A
new geometry of the wing’s network is then generated based on the calculated force diagram. The
process of constructing one diagram from another follows the same algorithm and iterative process
explained in the previous section, and each method has its maximum and average deviations. First,
using the graphic statics method, the topological force diagram can be generated from the geometric
form diagram of the dragonfly wing (form-to-force) (Figure 66). Then, the form diagram can be
regenerated from the generated force diagram using the same method (force-to-form) (Figure 67).
The maximum deviations for the two processes are 46.64◦ and 20.78◦ , while their average deviations
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Figure 65: Flow chart of the geometric method.
are 2.64◦ and 0.64◦ . Therefore, the geometric method successfully transforms the force diagram and
form diagram with small average deviations.

Figure 66: Maximum and average form-to-force deviations in degrees (𝛿) in the generation of the
force from the form.

Figure 67: Maximum and average force-to-form deviations in degrees (𝛿† ) in the generation of the
form from the force.
Figure 68 presents the distribution of the deviation of form-to-force and force-to-form generation.
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Most of the members have a deviation smaller than 1◦ , and there are decreasing numbers of members
as the deviation increases. Only a few members have a deviation greater than 20◦ in the form-to-force
process and 10◦ in the force-to-form process. Therefore, most of the members in the force diagram
are accurately generated according to the corresponding form diagram, with the meaning of the
internal force magnitude.

Figure 68: Distribution of two deviations. 𝛿: form-to-force deviation in degrees. 𝛿† : force-to-form
deviation in degrees. 𝑛: number of members.
3.3.2.5. Thickness of the Dragonfly Wing’s Members
In the new form diagram, the cross-section of the members connected to each node can be sized
proportionally to the edge length of the force diagram, thus resulting in a constant-stress structure.
The question is whether the cross-section of the members of the actual wing matches the static force
equilibrium of each node in the network. First, the force diagram is scaled to match the maximum
thickness (projected cross-section in 2D) of the members in the real wing to assess this property. The
edges of the new form are then sized based on the force diagram to compare the member thicknesses
in the real and generated forms. Our results indicate 91.9% accuracy, which concludes that sizing
the members in the real wing may follow the static equilibrium of forces in each node.
To be specific, with the force diagram, the internal force for each form member can be obtained.
Thus, the structural thickness can be inferred, which is proportional to the force magnitude. We first
measured the thickness of the real dragonfly wing in pixels. The minimum and maximum widths are
approximately 6 pixels and 60 pixels. We found that the ratio of the minimum and maximum force
98

magnitude is also approximately 1:10. Thus, we remap the force magnitude into the range of 3 to 30
and generate the structural pipes with the radius of the remapped values. Therefore, the predicted
internal structure is generated. Figure 69 presents the comparison of the real internal structure and
the generated internal wing.

Figure 69: Internal structure: (a) real; (b) generated.
To compare the similarity of the real and the generated internal wings, the accuracy measure (𝜃) is
defined as the following process (Figure 70). First, the radius of each structural member is extracted
as 𝑟 𝑖 , and the normalized radius 𝑅𝑖 is then calculated (Equation 3.5). Thus, the value range of 𝑅𝑖
is 0 to 1. Second, for each member in the real and generated dragonfly wings, the accuracy 𝜃 𝑖 is
calculated based on the absolute error of these two values (Equation 3.6). Last, the overall accuracy
𝜃 is the weighted average of all 𝜃 𝑖 based on the volume 𝑉𝑖 of each member (Equation 3.7).

Figure 70: Flow chart of predicting and analyzing the thickness of the dragonfly wing members. 𝑟:
measured radius; 𝑅: normalized radius; 𝜃: accuracy; 𝜃 = 1 − |𝑅𝑟 𝑒𝑎𝑙 − 𝑅 𝑔𝑒𝑛𝑒𝑟 𝑎𝑡𝑒𝑑 |.
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𝑅𝑖 =

𝑟 𝑖 − 𝑚𝑖𝑛(𝑟)
𝑚𝑎𝑥(𝑟) − 𝑚𝑖𝑛(𝑟)

𝑔𝑒𝑛𝑒𝑟 𝑎𝑡𝑒𝑑

𝜃 𝑖 = 1 − |𝑅𝑖𝑟 𝑒𝑎𝑙 − 𝑅𝑖

(3.5)

|

(3.6)

Í𝑁
𝜃=

𝑖=1 𝜃 𝑖 · 𝑉𝑖
Í𝑁
𝑖=1 𝑉𝑖

(3.7)

Figure 71 presents the generated and real internal wings in our testing dataset, while Table11 shows
their deviation and accuracy. According to the statistics, in the force-to-form generation, all six test
wings have an average deviation of 2.77◦ , while 78.83% of the members have a deviation of less than
5◦ . In the form-to-force generation, the average deviation is 0.97◦ , while 97.62% of the members
have a deviation of less than 5◦ . The overall accuracy is 91.9%, which shows a high similarity
between the generated and real internal dragonfly wings.

Figure 71: Comparison of the original and generated structural thickness (internal only).
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Table 11: Deviation and accuracy table for Figure 71: 𝛿: form-to-force deviation in degrees; 𝛿† :
force-to-form deviation in degrees; 𝜃: accuracy.
Sample

𝛿
(max)
1-tf
52.26
2-bm
44.76
2-tm
42.04
3-bf
55.61
3-tf
35.35
4-bm
38.43
Average 44.74

𝛿
(ave)
2.37
2.72
2.57
2.81
3.13
3.01
2.77

%
(<5º)
0.83013
0.78754
0.82237
0.78835
0.76083
0.76544
0.78833

𝛿†
(max)
21.54
17.44
42.68
38.69
30.45
29.68
30.08

𝛿†
(ave)
0.57
0.69
0.69
0.68
0.68
0.70
0.67

%
(<5º)
0.98245
0.97179
0.97446
0.98546
0.98846
0.98057
0.97624

𝜃
0.922349
0.922321
0.935846
0.891284
0.923929
0.917173
0.918817

3.3.2.6. External Form and Force
Our proposed method can be used to reconstruct the entire wing’s geometry, including the external
edges, if (a) either the forces at the boundaries of the wing are given, or (b) the system is a selfstressed network. However, in this case, the external forces are unknown and the network is not
self-stressed by its edges simply because the outer polygon of the wing is not convex [190]. For
generative purposes only, a system of external forces is assumed such that if applied, (a) the entire
structure of the wing will perform as a compression/tension-only structure, and (b) the thickness
of all members will match the thickness of the members of the actual wing. Therefore, additional
edges are added to the force diagram of the internal network and are normal to the external edges
of the wing. Moreover, the lengths of the new edges of the force match the structural thickness of
the external members of the actual wing. A complete force diagram is obtained by merging the
internal and external force polygons. The newly reconstructed form diagram from the complete force
diagram includes both internal and external edges of the wing with thicknesses that are proportional
to the real wing.
To be specific, with the aforementioned experiments on the internal force and form, we further
investigate the external force and form of the dragonfly wing. The purpose of adding the external
force is to represent the structural thickness of the boundary members. Thus, we regard the external
force pattern as a set of compression forces acting from the boundary. Although the actual external
force pattern might be different and complicated, this modification can construct the entire force
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diagram as a compression-only force pattern. Thus, the structural thickness of the entire wing can
be predicted.
Since the external force cannot be extracted directly from the form diagram, we measure the thickness
of the external edges in the structural form of the wing and map the pixel counts to the lengths of the
corresponding edges in the force diagram (Figure 72). Each edge in the force should be perpendicular
to the boundary of the form. Thus, both the lengths and the directions can be inferred from the
original form image. With this method, the external force diagram can be generated with correct
length values.

Figure 72: Boundary thickness measurement based on the center perpendicular pixel coordinates
and the mapping to the external force diagram. T: thickness in pixels; L: length in units.
With the external force diagram (Figure 73a), the entire force diagram (Figure 73c) can be obtained
by merging the internal (Figure 73b) and external force diagrams. By transforming the entire force
diagram back to the structural form, the structural thickness of the entire wing can be inferred. This
results in the predicted dragonfly wing being complete with both internal and external members
(Figure 73d).
Figure 74 presents one example of the comparison between the real dragonfly wing and our generated
dragonfly wing. Using our graphic statics method, the structural thickness is accurately predicted
with an accuracy of 92.5%. Figure 75 shows the plot of the normalized radius (𝑅𝑖 ) of the real and
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Figure 73: Force and form diagrams for the entire wing: (a) external force diagram; (b) internal
force diagram; (c) entire force diagram; (d) form diagram with applied force.
generated dragonfly wings. The thickness distributions are highly similar, which further shows the
high accuracy of the prediction.

Figure 74: Forms with structural thickness: (a) real; (b) generated.
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Figure 75: Plot of the distribution (number of members 𝑛) of the normalized radius (𝑅𝑖 ) for the real
dragonfly wing (orange) and generated dragonfly wing (blue).
Lastly, we conclude the workflow (see Figure 76). First, the structural thickness is partially removed
from the original dragonfly wing image, with only the geometry of the wing remaining. Then, our
graphic statics method transforms the geometry of the form into the geometry of the force. By
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mapping the edge lengths in the force diagram to the structural thickness of the edge in the form
geometry, the wing is generated again with the predicted structural thickness. The accuracy of
the comparison between the real and generated dragonfly wings is high, which provides evidence
suggesting that 1) the graphic statics method can be used to analyze the dragonfly wing structures,
and 2) the intrinsic logic of the structural property of the dragonfly wing can be represented as a
topological force diagram.
3.3.2.7. Results of the Samples
Using our graphic statics method, we proceeded with another 24 pieces of dragonfly wings collected
from John Tann [191] to determine whether the accuracy remains high for other cases. A comparison
of the generated and real dragonfly wings is shown in Figure 77, with the statistics being provided
in Table 12.
Considering the entire wings with both the internal and external members, similar results were
shown to those of internal-only testing. The form-to-force generations for all 24 cases have an
average deviation of less than 3.3◦ , and the overall average deviation is 2.79◦ . In the force-to-form
generation, the average deviation for each case is less than 1◦ , and the overall deviation is 0.73◦ .
Moreover, all cases show an accuracy greater than 88.1%, with an overall average accuracy of 92.0%.
Therefore, through the comparison of additional dragonfly wing pieces, the high accuracy of the
comparison between the real and generated dragonfly wings suggests that graphic statics can be used
to reconstruct a compression/tension-only network of a dragonfly wing with a structural thickness
proportional to the in-plane static equilibrium of forces in each node. Moreover, the experiments
indicate that the force diagram is an additional attribute of the dragonfly wing that includes structural
and equilibrium information. These initial results lay the foundation for the second phase of this
research, which is related to the generative aspect of the work, with no information about the initial
topology of the network.
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Figure 76: Flow chart of applying graphic statics in generating the form and force of a dragonfly
wing.

3.3.3. Machine Learning
In the following phase, we develop two methods using machine learning models capable of generating
the entire structural form of the wing from a user input boundary with an intermediate product of
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Figure 77: Comparison of the original and generated structural thickness.
the topological force diagram. In the first method, to build the training and testing dataset for
the machine learning models, data in different stages is transformed into images. Inspired by the
identification of the main veins by [187], a similar method is developed to extract the main path
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Table 12: Deviation and accuracy table for Figure 77. 𝛿: form-to-force deviation in degrees. 𝛿† :
force-to-form deviation in degrees. 𝜃: accuracy.
Sample

𝛿
(max)
1-tf
52.26
2-bm
44.76
2-tm
42.04
3-bf
55.61
3-tf
35.35
4-bm
38.43
4-tm
55.01
5-bf
56.61
5-tf
58.88
6-bm
85.4
6-tm
41.53
7-bm
48.28
8-bm
27.71
8-tm
42.67
9-bf
45.76
9-tf
51.55
10-bf
50.87
10-tf
40.58
11-bm
56.17
11-tm
47.78
12-bf
58.43
12-tf
46.87
13-bm
52.52
13-tm
45.36
Average 49.18

𝛿
(ave)
2.37
2.72
2.57
2.81
3.13
3.01
3.08
2.8
2.8
2.7
3.24
2.83
2.45
2.65
2.91
3.16
2.63
2.9
2.89
2.82
2.64
2.66
2.52
2.71
2.79

% (<5º)
0.830133
0.78754
0.822371
0.78835
0.760836
0.76544
0.769002
0.790818
0.798701
0.795924
0.781451
0.786388
0.812821
0.811239
0.775819
0.765987
0.799039
0.777516
0.779755
0.783315
0.817714
0.823344
0.821301
0.816527
0.7942

𝛿†
(max)
23.11
16.89
43.52
39.83
32.45
31.96
25.7
22.98
29.23
38.76
40.95
26.26
30.98
23.43
36.79
59.71
25.26
54.73
29.63
28.59
59.46
84.98
95.77
26.88
38.66

𝛿†
(ave)
0.59
0.68
0.69
0.71
0.74
0.75
0.69
0.71
0.73
0.69
0.87
0.76
0.58
0.62
0.78
0.91
0.72
0.73
0.73
0.71
0.79
0.82
0.89
0.71
0.73

% (<5º)

𝜃

0.981198
0.971799
0.974462
0.976597
0.973422
0.96969
0.975466
0.971765
0.968781
0.976645
0.973387
0.96688
0.980793
0.980288
0.970803
0.963
0.974135
0.969521
0.972338
0.972112
0.970899
0.965004
0.964482
0.974257
0.9724

0.928593
0.935975
0.93833
0.901853
0.932262
0.918975
0.933478
0.934398
0.929365
0.940173
0.911666
0.927764
0.907822
0.930594
0.881393
0.901833
0.915933
0.89709
0.9047
0.934333
0.905025
0.944747
0.907044
0.911623
0.91979

of the force diagram of the dragonfly wing. Then, image-to-image machine learning models [147]
are used to learn the mapping between each stage of the dragonfly wing data and generate the force
diagram from the form boundary as an image. Finally, a dataset of 25 pieces of dragonfly wings is
collected, in which the first 21 pieces are used as the training set, and the remaining four pieces are
used as the testing set.
Additionally, a vector-based machine learning model is trained to predict the edge lengths of the
form diagram using a dataset of the edge lengths extracted from the dragonfly wing geometries.
Therefore, the four machine learning models can predict all of the information required to generate
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the structural form of the wing. To be specific, with the generated force diagram, the image data
is first transformed from line drawings into vectorized data as line geometries. However, the force
diagram can only represent the topological information of the structural form. As such, the geometric
information—including the edge lengths for the form diagram—remains missing. Therefore, another
vector-based machine learning model of an ANN is proposed to learn and predict the edge lengths
of the form diagram. Following a similar process, the trained ANN provides the edge lengths of the
corresponding form for each edge in the force. Thus, the complete structural form is generated.
However, in the first method, the force diagram must be manually reconstructed from the image to
maintain precision. To automatically generate the force diagram, we develop the second method,
which represents the vertexes’ information as the pixel values in the main path image and triangulates
the regions in the main path according to the recognized vertexes. Thus, the force diagram can be
directly generated and processed into the structural form. The first method produces more visible
information for a human to understand, while the second method generates abstract information for
the machine to rebuild the geometry.
3.3.3.1. Main Path Extraction
From the experiments of the graphic statics, it can be concluded that the force diagram is a topological
representative of the structural form of the dragonfly wing, which reveals the design logic of the
internal force patterns. Therefore, in this section, the force diagram is used as the main training
material to train machine learning models to learn and apply the design logic of the dragonfly wing
from nature.
First, pre-processing must be applied to the dataset to strengthen the learnable features. Previous
research has identified the main veins of insect wings by identifying the horizontally continuous
members as the main veins, from which the secondary wing patterns are tiled to each area separated
by the main veins [187]. Inspired by the workflow of identifying the main veins, we develop a similar
method to extract the main path of a force diagram of the dragonfly wing (Figure 78). This process
aims to simplify the force diagram and generate an intermediate geometry showing a stage between
the boundary of the force and the entire force diagram.
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Figure 78: Extracting main path of the entire force: (a) original entire force diagram; (b) force
diagram with main paths.
To be specific, the external force diagram is directly identified as the main path, while the internal
force diagram proceeds as the following workflow: 1) starting from the left root point and moving
clockwise, the script traverses all horizontally continuous lines from each point on the boundary of
the internal force diagram until it reaches a point that has previously been reached, or a point on the
boundary; 2) all of the lines that are traversed together split the internal force boundary into several
areas; 3) for each area, it contains polygons from the entire force diagram, while the average area of
all of the polygons in the area is mapped as values in the R channel of an image, the number of lines
in the area is mapped as values in the G channel of the same image, and the main paths are marked in
the B channel of that image; 4) the force diagram with main paths is then generated as a color-coded
image (Figure 78b) showing a simplified version of the entire force diagram image (Figure 78a).
Through this main path extraction process, we generate an intermediate image between the force
boundary image and the entire force diagram image, which helps to increase efficiency and accuracy
in the machine learning process that follows.
Another representation of the force main path involves combining the middle points in the force
diagram as pixel values in the main path image rather than using the color-coding (Figure 79). To
be specific, the R channel (with a value of either 0 or 255) represents the regions of each main path,
the B channel (with a value of either 0 or 255) represents the existence of the middle points, and the
G channel represents the length of the corresponding lines in the force diagram if the value of the B
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channel shows an existing middle point in that pixel. If the values in the R, G, and B channels are all
zero, the pixel is regarded as the black channel, which represents the boundaries of the main path.
This force main path can store both the pixel-based information of the boundaries of the main path
and the vector-based geometric information of the force lines.

Figure 79: Main path combining the vertexes’ information: (a) original entire force diagram; (b)
force diagram with main paths and pixel values.
3.3.3.2. From Form Boundary to Force Diagram
In the next step, we apply machine learning techniques to learn the mapping between each stage of the
dragonfly wing data and generate the force diagram from the form boundary. From the perspective
of a designer, the goal is to generate a structural form that follows the same logic as the dragonfly
wing based on the user-defined boundary of the form.
Figures 80A and B show the two methods we develop. For the first method, the entire process begins
with training three machine learning models. The first model learns the mapping between the form
boundary and the force boundary, the second model learns the mapping between the force boundary
and the force main path, and the third model learns the mapping between the force main path and the
force diagram. However, in the first method, the geometries of the force diagram must be manually
reconstructed from the image to maintain precision. To automatically generate the force diagram,
we develop the second method. This method trains the main path image with vertexes’ information
and triangulates the regions in the main path according to the recognized vertexes. Thus, the force
diagram can be directly generated and processed into the structural form. The first method produces
more visible information for a human to understand, while the second method generates abstract
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information for the machine to rebuild the geometry. Since the force diagram is representative of
the structural form and contains sufficient geometric information, the process in this step ends with
the generation of the force diagram. The following process related to the generation of the structural
form from the force diagram is introduced in the following sections.
Technically, the data format for this step is image-based. Therefore, for the image-to-image machine
learning technique, a GAN is applied in the learning and generating tasks. In the neural network
structure of the Generator in GAN, an input image is processed into an output image of the same size
using convolutional, residual, and deconvolutional layers. Another neural network, the Discriminator, works to distinguish the image generated by the Generator from the ground truth image. The
Generator feeds forward the generated result to the Discriminator, while the Discriminator feeds back
the loss and gradient to the Generator. Thus, the Generator is trained to generate the fake images
closer to the ground truth, while the Discriminator is trained to tell the fake image better apart. Since
the two networks are “competing” with one another, this system is known as “adversarial”.
Figure 81 presents the dataset used in the training process. We proceed with the dataset comprising
25 pieces of dragonfly wings, with five images for each piece (form boundary, force boundary, force
main path version 1, force main path version 2, and force diagram). We use the first 21 pieces as
the training set and the 4 remaining pieces as the testing set. To increase the size of the dataset, we
apply image augmentation techniques to rotate the training images by -15, -10, -5, 0, 5, 10, and 15
degrees.
In the training process, we use the same set of hyperparameters for all three models. The width of
the images is 1000 pixels and the height is 600 pixels. The learning rate is constantly 0.0002 for the
first 140 training epochs, which decreases to 0 for the remaining 60 training epochs. The training
time cost for each model is 7.49 hours for an Nvidia Tesla V100 computing GPU. Figure 82 presents
the loss of the Generator and Discriminator during the training processes of the three models. The
changing of the peaks and valleys indicates that the training was successful.
Moreover, for machine learning method 2, post-processing is applied to the generated image to
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Figure 80: Workflow of GAN+ANN models: (a) Method 1 with a manual process to draw the force
diagram; (b) Method 2 with an automatic process to reconstruct the force diagram.
reconstruct the force diagram (Figure 83). To be specific, the R channel is first separated, and the
skeleton geometry is extracted using sknw [192] in Python. Second, the middle points are recognized
from the G and B channels. The main path boundaries are then extracted from the black pixels,
from which the external force diagram is reconstructed. Next, the internal vertexes are inferred
from the skeleton geometry, middle points, and the main path boundaries. Finally, the internal
triangulation is generated based on the internal vertexes in Rhino [193], and the entire force diagram
is combined from the internal and external force geometries. The final geometry should be a series
of closed polygons that together create a convex network to meet the requirements of our graphic
statics method.
3.3.3.3. From Force Diagram to Structural Form
The force diagram can only represent the topological information of the structural form. As such, the
geometric information (i.e., edge lengths for the form diagram) is missing. Therefore, to learn and
predict the edge lengths, we propose another vector-based ANN machine learning model (Figure
84). In the workflow of ANN, the dual diagram of the force diagram is first generated via the
graphic statics method. Then, for each edge in the dual diagram, a vector (𝑥1, 𝑦1, 𝑥2, 𝑦2, 𝑓 ) (Figure
84a) is generated, which represents the coordinates of the start and end points as well as the force
magnitude (length for the corresponding edge in the force diagram). Additionally, the corresponding
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Figure 81: Examples of datasets from machine learning models 1, 2, 3, and 5 (25 pieces * 5 images
* 7 rotating copies; 1000*600 pixels) (21 pieces as the training set, 4 pieces as the testing set).
edge length in the real form is found; together with the vector, these become the input and output of
the ANN, respectively (Figure 84b). Once trained, the ANN can predict the actual edge length for
each edge in the dual diagram, thus helping to generate the structural form using the graphic statics
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Figure 82: The loss of the Generator (orange) and the Discriminator (blue). From top to bottom:
Loss of model 1, 2, 3, and 5.
method.
To be specific, the ANN dataset contains 86412 pieces of data from 43206 edges in the dragonfly
wing dataset, from which 82806 pieces are used as the training dataset and 3606 pieces are used
as the testing dataset. All values are normalized into the range of 0 to 1 for better training. The
ANN structure contains 4 hidden layers with 10 hidden neurons for each layer, 5 input neurons, and
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Figure 83: Post-processing to generate the force diagram of machine learning method 2.
1 output neuron. We use the Sigmoid function (Eq. 3.8) as the activation function and the mean
squared error (MSE) function (Eq. 3.9) as the loss function. The training process of the ANN takes
a CPU-only laptop several minutes to complete, with an accuracy of 97.8% for the testing dataset.
Therefore, with the predicted edge lengths, the structural form is generated.
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Figure 84: Details of the ANN: a) ANN dataset preparation; b) ANN structure.

𝑦ˆ = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 (𝑤 ∗ 𝑥 + 𝑏) =

1
1+

𝑒 −( 𝑤∗𝑥+𝑏)

(3.8)

𝑛

1 ∑︁
𝐿𝑜𝑠𝑠(𝑦, 𝑦ˆ ) =
(𝑦 𝑖 − 𝑦ˆ𝑖 ) 2
𝑛 𝑖=1

(3.9)

3.3.3.4. Results Comparison
To test the performance of our graphic statics and machine learning method, we prepared a testing
dataset with three categories of the dragonfly wing: top wing, bottom wing (male), and bottom wing
(female). Figure 85 presents the samples of the three categories, in which the top wings of males and
females are the same, while the bottom wings are different. Thus, the testing dataset contains the
input (form boundary) and the output (structural form) of dragonfly wings in these three categories.
As a result, Figure 86 presents a comparison of the real and generated dragonfly wings in the three
categories.
To compare the similarity of the wing pairs, we implement an evaluation method based on the area
and circularity of each cell in the wing pattern [187] (Figure 87 and Figure 88). Figure 87A and B
show the visualization of the two measures, while Figure 88A and B show the plot diagrams. In the
scatter plot (Figure 88A), the scatters for the real and generated dragonfly wings are generally close
and overlapping. For the cells with a similar area, the circularity of the generated dragonfly wings is
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Figure 85: Categories of different dragonfly wings.

Figure 86: Real and the generated wings. Explanation of naming: b/t: bottom/top; m/f: male/female.
higher, while the area of the generated dragonfly wings is higher for the cells with similar circularity.
This phenomenon might be caused by deviation in the graphic statics when generating the form
diagram from the force diagram. The deviation makes the angles in the cells of the form diagram
shift when compared to the designed angles in the force diagram. Meanwhile, the distribution
map (Figure 88B) also proves the above observation. However, generally speaking, the generated
dragonfly wings are similar to the real dragonfly wings. Thus, our method successfully generates
the structural form of a dragonfly wing based on its form boundary.
3.3.3.5. Advantages of Graphic Statics and Machine Learning
Based on the above results, it can be concluded that when using machine learning techniques to learn
a force diagram, the intrinsic rules can be rebuilt as surrogate models, which can be easily applied
in generative tasks using the models. Therefore, we use machine learning techniques to learn the
mapping between each stage of dragonfly wing data and produce the force diagram from the form
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Figure 87: Visualization of: (a) circularity measure on the wing polygons; (b) area measure on the
wing polygons.
boundary. Together with the graphic statics method, machine learning can learn the force diagrams
from a dragonfly wing as a compression-only network, thus helping to reveal and reproduce the
design rules of the dragonfly wing from the perspective of structural engineering.
The advantages of combining graphic statics and machine learning are presented as follows. First,
the training of the machine learning surrogate model requires a clear definition of the dataset,
which matches the exported force pattern of the compression-only form. The force pattern of the
compression-only form shows the analytical result of the structural form as a force diagram. This can
be regarded as output data for the machine learning model; thus, together with the input boundary
information, it can enable the training of the machine learning models.
Second, compared to other analytical results (e.g., FEM analysis), the force diagram can be expressed
as images that can be learned and generated by machine learning models. Moreover, the form diagram
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Figure 88: (a) Plot of the area and circularity of each polygon for the real (orange) and generated
wing (blue for method 1 and green for method 2). Top: sample bf; middle: sample bm; bottom:
sample t. (b) Smooth curve of the area and circularity of each polygon for the real (orange) and
generated wing (blue for method 1 and green for method 2). Top: sample bf; middle: sample bm;
bottom: sample t.
can be regenerated with the generated force diagram. Thus, the information in the force diagram can
represent both the topological and geometric data, making the machine learning model a generative
119

model rather than an analytical model.
Last, regarding the dragonfly wing as a compression-only form is a simplification of a variety of
layered information. With a limited dataset, the machine learning model should be trained with
clearer data without noise from unrelated or weakly related information. This simplification reduces
the number of noise features and ensures that the training process can be efficient and successful.
3.3.3.6. Experiment on the Real Loading Scenario
From the above experiments, we can determine the capability of machine learning in generating
the force diagram. Our force diagram is an abstract of the loading scenario. Moreover, from the
perspective of a form-finding tool for designers, it provides a solution with a certain degree of
accuracy. However, as previously mentioned, the actual loading scenario is not exactly correct for
the force diagram. Thus, the entire dragonfly wing might be a compression-tension-mixed situation
in which some members are bearing compression forces while others are in tension. One of the
preconditions of our graphic statics method is that the entire system is either fully in compression or
fully in tension. Although our final result shows the match of the generated structural form and the
real structural form, the actual loading scenario remains unclear. Therefore, besides the success of
our method as a form-finding tool, we want to open the discussion of the actual loading scenario to
determine whether we can conclude the real force pattern.
Therefore, we design the following experiment to explore the loading scenario (Figure 89). First,
the dragonfly wing not only contains the internal funicular members but also contains the membrane
and boundary ring, which can only bear tension forces. Therefore, we generate the triangulation of
each cell in the form diagram as an abstraction of the membrane. Second, we do not know whether
each internal member is actually in compression or tension. Besides the compression-only force
diagram for the internal members, we assume that the internal members might also bear tension
force. Also, as the reacting forces for the compression-only internal forces, the boundary members
of the dragonfly wing should bear tension. Thus, the internal members, the triangulation of the
membrane, the boundary ring, and the reacting forces as additional geometries can be merged as a
tension-only form, which works together with the compression-only internal form.
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Figure 89: Exploring the actual loading scenario of the dragonfly wing. We abstract the membrane
and boundary ring as triangulated members, which can only bear the tension force. By merging
the tension-only membrane and boundary ring with the compression-only internal structure, the
combined structural form shows a complex compression-and-tension pattern.
With this new tension-only form, we apply our graphic statics method to generate the force diagram,
under the condition that the reacting forces should be the same as the corresponding members in the
internal force diagram. Thus, we use the force boundary of the internal force diagram as the boundary
constraint for the tension-only force diagram. This operation ensures that the reacting forces from the
compression-only form and the tension-only form match each other, while the remaining members
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in the tension-only form can be transformed into the corresponding force diagram. However, the
GDoF [194] of the tension-only form diagram is 956 (greater than 0), which means that the structure
is very indeterminate and there is an infinite number of force diagrams that can be generated while
satisfying the graphic statics rules. Therefore, the generated force diagram only represents one of
the solutions, while the actual situation can be different and more complex.
Last, we map the edge lengths in the force diagram to the structural thickness in the form diagram
to generate the structural form for the tension-only portion. Then, we combine the two structural
forms and generate the entire structural form, which shows a mixed condition of the tension and
compression patterns. However, when we compare the combined structural thickness with the real
structural thickness, they clearly do not match. We consider this result to indicate that the actual
loading scenario and force pattern are more complex than we assumed. Thus, it is difficult to identify
the compression-and-tension status of each structural member in the dragonfly wing. Therefore,
we conclude that the actual force diagram with the real loading scenario is uncertain and unable
to be learned via machine learning. The previous force diagram, which abstractly represents the
structural thickness for machine learning, is suitable for revealing the morphological properties of
the dragonfly wing. As such, our method can serve as a form-finding tool for designers.
3.3.3.7. Testing Other Species With Convex Networks
Besides the training dataset for the dragonfly wings, we also collected training and testing data for
other species to test whether our graphic statics and machine learning method work in generating
patterns in other species as a generally applicable method. Figure 90 presents the details of the
datasets and the results of the species (i.e., grasshopper wing, Amazon water lily, and damselfly
wing). For each test, seven pieces of the image are collected, six of which become the training
dataset while the remaining one is used as the testing case.
The grasshopper wing is selected as the first experimental object since it is similar to the dragonfly
wing. However, previous researchers failed to generate it using their generative methods for the
dragonfly wing [187]. To be specific, the dataset contains seven grasshopper wing pieces (Figure
90A)—six of them become the training dataset and the remainder (i.e., one) becomes the testing
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Figure 90: (a) Training dataset of the grasshopper wing. (b) Results generated from the testing data
of the grasshopper wing using machine learning. (c) Comparison of the real grasshopper wing and
generated structural form. (d) Training dataset of the Amazon water lily. (e) Results generated from
the testing data of the Amazon water lily using machine learning. (f) Comparison of the real Amazon
water lily and generated structural form. (g) Training dataset of the damselfly wing. (h) Results
generated from the testing data of the damselfly wing using machine learning. (i) Comparison of
the real damselfly wing and generated structural form.
dataset. The GAN+ANN workflow (Figure 90B) is similar to the original workflow for the dragonfly
wing. Figure 90C presents the comparison results for the real grasshopper wing and generated
structural form, with the analytical plots shown in Figure 91. The generated pattern has fewer
members than the real pattern, especially in the domain with a small area and small circularity.
However, the overall distribution—especially for the main veins—is accurate. Our method performs
as expected with a smaller training dataset in grasshopper wings.
Besides insect wings, some plants also have unique patterns in their rhizomes, such as the Amazon
water lily. The rhizomes of the Amazon water lily serve as a supporting structure to hold its leaves,
while the leaves provide buoyancy to make the plant float on the water. Therefore, the structure of the
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Figure 91: The plot of the area and the circularity of each polygon for the real grasshopper wing
(orange) and the generated grasshopper wing (blue). Top: scatter plot. Bottom: distribution map.
Amazon water lily might have similar structural properties to the dragonfly and grasshopper wings,
and is thus worth exploring. As such, we also collected a small dataset of seven pieces of Amazon
water lilies (Figure 90D). Figure 90E presents a similar workflow for the case of the Amazon water
lily as the case of the grasshopper wing. Figures 90F and 92 present a comparison of the results
and analytical plots. However, in the case of the Amazon water lily, the generated pattern has more
members than the real pattern—especially in the domain with a small area and small circularity.
Also, more veins are generated. While the overall distribution is less accurate than the case for the
grasshopper wing, it still falls within our expectations.
Similarly, to finalize our experiments, we tested our method on damselfly wings (Figure 90G). The
workflow (Figure 90H) and result comparison (Figures 90I and 93) further prove the generality of
our method. From the above observation, we conclude that our graphic statics and machine learning
method can be widely applied to generate structures by learning from natural species.
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Figure 92: The plot of the area and the circularity of each polygon for the real amazon water lily
(orange) and the generated amazon water lily (blue). Top: scatter plot. Bottom: distribution map.

3.3.4. Discussion
This research proposes the use of an equilibrium method known as graphic statics combined with
machine learning techniques to analyze, reconstruct, and generate the structural topology and geometry of the network of a dragonfly wing. The proposed method suggests that the network’s convex
geometry can be considered a compression/tension-only network. Thus, an additional topological
diagram can be extracted from the network. The topological diagram shows the in-plane equilibrium
of forces in the nodes of the internal network of the real wing. The results are significant for the
following reasons: (a) sizing the members (projected cross-sections) of the reconstructed network
based on the force diagram and real wing corroborates the compression/tension-only assumption;
(b) the force diagram provides additional information about the primary and secondary members
and, combined with machine learning methods, can generate similar structural patterns using the
wing’s boundary geometry, only with no information related to the topology of the network; (c) the
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Figure 93: The plot of the area and the circularity of each polygon for the real damselfly wings
(orange) and the generated damselfly wings (blue). Top: scatter plot. Bottom: distribution map.
primary members can be identified and sized by the edge lengths of the force diagram following the
in-plane equilibrium of a compression/tension-only network; (d) the method can be used to generate
structural forms similar to other natural structures of insects and plants consisting of convex networks
merely by using the boundary geometry.
In the above experiments, we present a graphic statics method used to transform the data between
the geometric form diagram and the topological force diagram of a dragonfly wing. By generating
the force diagram and measuring the force magnitude, the structural thickness can be predicted. The
structural form generated by our method is highly similar to the real form, which proves that our
graphic statics method can be used to analyze the structural form of a dragonfly wing. As a secondary
conclusion, the experiments indicate that the topological force diagram is another representative of
the dragonfly wing besides the form diagram. This reveals the intrinsic logic of the generation of the
geometries and the thickness of the dragonfly wing. Therefore, the force diagram contains structural
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information that is also helpful for further research on dragonfly wing structures.
In the machine learning method, we inherit from the discovery of the graphic statics method and
use the topological force diagram as the learning material for training the machine learning models.
The image-based neural networks process the input boundary image into the output force diagram,
while the vector-based neural networks predict the geometric information and help generate the final
structural form with the graphic statics method. The quantitative analysis and comparison of the
real and generated results show the metrics of evaluation.
Compared to previous research on generating dragonfly wings, our method generates the entire
pattern from the boundary without any additional input information. Using our method, designers
can input a customized boundary and generate the entire pattern directly. Additionally, our method
not only generates the geometry but also predicts the structural thickness, which enables the form
to stand by itself from the perspective of structural engineering. Moreover, our method is tested
with data from other species (e.g., grasshopper wing and the Amazon water lily). Previous research
has failed to develop a widely-applied method that can be used to generate patterns from different
species. However, our method makes full use of the power of machine learning and develops a
more universal workflow for generating structural forms from a dataset that includes a wider range
of species.
Lastly, the proposed methodology has the following limitations that should be considered in the
future: (a) A larger dataset must be collected to increase the accuracy of the generated results. Our
current dataset for dragonfly wings and other species is quite limited. (b) Since the methods are
limited to 2D graphic statics, the results are limited to 2D structural networks. Future research can
consider 3D/polyhedral graphic statics to generate 3D wing structures. (c) The scope of this study
was limited to the morphological properties of the patterns. Thus, mechanical performance should
be considered in the future. (d) Although the primary assumption of this study was to consider the
vein network of the wing as a tension-/compression-only network, the structure of the wing consists
of veins and additional surfaces that restrain the kinematic degrees of freedom of the network.
The role of the faces was not considered in this study and can thus be investigated in the future.
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The ultimate objective of this research was to learn from the structural network of the dragonfly
wings and apply the design logic to the generation of lightweight, efficient structures for industrial
or architectural purposes. However, the application of this method in the design of such systems
remains unexplored.

3.4. Implementation 3 - Design Tool and Examples
3.4.1. Design Tool Development
In the above experiments, we introduce the evaluative and the generative machine learning design
methods. The generative surrogate model proposes a workflow for generating structural forms based
on existing cases, while the evaluative surrogate model accelerates the structural evaluation process
and provides a workflow for optimizing structural forms. While these two models work in different
aspects, they together suggest a new workflow that roughly generates a design solution and then
precisely optimizes it.
Therefore, in this context, we plan to develop a design tool that concludes the previous experiments by
providing designers with an easily implemented and applicable tool for generating and optimizing
design solutions. This tool can finally generate and optimize design solutions not only in the
structural design field but also for general design cases, depending on the training materials that the
user provides. Therefore, the contribution of the previous experiments is raised to a level combining
both academic and practical aspects.
3.4.1.1. General Workflow
To implement our workflow, Rhino [193] and Grasshopper [154] are used as the platforms since they
are the software that designers and researchers often use for proceeding with design data.
Figure 94 presents the general workflow exported from Grasshopper scripts. Running the script first
requires the user to input a boundary and select a model type (e.g., “Dragonfly Wing”). Second, the
script calls the pre-trained GAN models to generate the force diagram as an image. The user can
use modify the force diagram according to the recognition result from the script to ensure that the
force diagram is a network that only contains closed and convex polygons. Notably, all nodes in the
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network should have a number of connecting edges larger than or equal to three. Third, by inputting
the force diagram, the script calls the pre-trained ANN model to predict the length of each edge.
Fourth, the user can choose to train another ANN model to optimize the edge lengths to achieve the
maximum buckling capacity of the structure, or directly apply the predicted edge lengths to generate
the structural form.

Figure 94: General workflow of the design tool in Grasshopper.

Therefore, the entire workflow begins by asking the user to upload the boundary of a design and
ends with a generated structural form with both the geometry and structural thickness. It applies
both the generative and evaluative methods of machine learning and graphic statics in the previous
experiments to help designers generate and optimize a structural design case within the design
boundary.
3.4.1.2. Input Data
To be specific, the first component in the tool receives the boundary as a closed curvature and the
selection of the type as a text. It calculates the ratio between the width and height of the boundary
rectangle of the boundary and finds the best-matched type if the type is selected as “auto mode”
(Algorithm 1). The threshold values of the types are measured according to the collected data.
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Algorithm 1 Find the best matched mode
Get 𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦
Get 𝑡 𝑦 𝑝𝑒
if 𝑡 𝑦 𝑝𝑒 = “𝐴𝑢𝑡𝑜𝑀 𝑜𝑑𝑒00 then
𝑤𝑖𝑑𝑡 ℎ (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝑅𝑒𝑐𝑡 𝑎𝑛𝑔𝑙𝑒 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦) )
𝑟 𝑎𝑡𝑖𝑜 ← ℎ𝑒𝑖𝑔ℎ𝑡 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝑅𝑒𝑐𝑡 𝑎𝑛𝑔𝑙𝑒(𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦) )
𝑟 𝑎𝑡𝑖𝑜 𝐴𝑚𝑎𝑧𝑜𝑛𝑊 𝑎𝑡𝑒𝑟 𝐿𝑖𝑙𝑦 ← 1.4
𝑟 𝑎𝑡𝑖𝑜𝐺𝑟 𝑎𝑠𝑠ℎ𝑜 𝑝 𝑝𝑒𝑟 𝑊 𝑖𝑛𝑔𝑠 ← 2.65
𝑟 𝑎𝑡𝑖𝑜𝐷𝑟 𝑎𝑔𝑜𝑛 𝑓 𝑙𝑦𝑊 𝑖𝑛𝑔𝑠 ← 3.95
if 𝑟 𝑎𝑡𝑖𝑜 < 𝑟 𝑎𝑡𝑖𝑜 𝐴𝑚𝑎𝑧𝑜𝑛𝑊 𝑎𝑡𝑒𝑟 𝐿𝑖𝑙𝑦 then
𝑡 𝑦 𝑝𝑒 ← “𝐴𝑚𝑎𝑧𝑜𝑛𝑊 𝑎𝑡𝑒𝑟 𝐿𝑖𝑙𝑦 00
else if 𝑟 𝑎𝑡𝑖𝑜 < 𝑟 𝑎𝑡𝑖𝑜𝐺𝑟 𝑎𝑠𝑠ℎ𝑜 𝑝 𝑝𝑒𝑟 𝑊 𝑖𝑛𝑔𝑠 then
𝑡 𝑦 𝑝𝑒 ← “𝐺𝑟 𝑎𝑠𝑠ℎ𝑜 𝑝 𝑝𝑒𝑟 𝑊 𝑖𝑛𝑔𝑠00
else if 𝑟 𝑎𝑡𝑖𝑜 < 𝑟 𝑎𝑡𝑖𝑜𝐷𝑟 𝑎𝑔𝑜𝑛 𝑓 𝑙𝑦𝑊 𝑖𝑛𝑔𝑠 then
𝑡 𝑦 𝑝𝑒 ← “𝐷𝑟 𝑎𝑔𝑜𝑛 𝑓 𝑙𝑦𝑊 𝑖𝑛𝑔𝑠00
else
𝑡 𝑦 𝑝𝑒 ← “𝐷𝑎𝑚𝑠𝑒𝑙 𝑓 𝑙𝑦𝑊 𝑖𝑛𝑔𝑠00
end if
end if

3.4.1.3. Generating Force Diagrams
With the input boundary and type, the second step involves generating the force image using GAN
models. The script detects the boundary and saves a screenshot image to a local folder, in which the
inner area is represented in black while the external area is represented in white. The boundary of
the image is twice as large as the boundary rectangle of the input boundary to match the common
object area in the training dataset. This image becomes the input image for the GAN models. Then,
the script calls the “command” in the local system to execute the GAN scripts of the selected type to
generate the force image. We implemented the second method in the previous experiments, which
generated the force diagram automatically. The Python package “sknw” [195] works to detect the
skeleton geometry from the force image. According to the skeleton geometry, the main path geometry
is first detected as closed areas. Additional edges are then generated within those areas based on the
nodes and edges in the skeleton geometry, resulting in a series of smaller closed polygons. Finally,
the polygons are optimized to be convex to meet the requirement for graphic statics. The user can
decide to place the generated force image in the Rhino file and adjust the polygons to settle the final
force diagram, thereby ensuring that the geometry meets the requirement of a legal force diagram.
Algorithm 2 presents the workflow for this step.

130

Algorithm 2 Generate the force diagram
𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒𝐵𝑜𝑢𝑛𝑑𝑎𝑟 𝑦 ← 𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝑅𝑒𝑐𝑡 𝑎𝑛𝑔𝑙𝑒𝑠𝑐𝑎𝑙𝑒𝑏𝑦2
𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒 ← 𝑠𝑐𝑟 𝑒𝑒𝑛𝑆ℎ𝑜𝑡 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒𝐵𝑜𝑢𝑛𝑑𝑎𝑟 𝑦)
𝑓 𝑜𝑟 𝑐𝑒𝐵𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒 ← 𝐺 𝐴𝑁 𝑀 𝑜𝑑𝑒𝑙1𝑡 𝑦 𝑝𝑒 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒)
𝑓 𝑜𝑟 𝑐𝑒𝑀 𝑎𝑖𝑛𝑃𝑎𝑡 ℎ𝐼 𝑚𝑎𝑔𝑒𝑉 2 ← 𝐺 𝐴𝑁 𝑀 𝑜𝑑𝑒𝑙5𝑡 𝑦 𝑝𝑒 ( 𝑓 𝑜𝑟 𝑐𝑒𝐵𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒)
𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦 ← 𝑓 𝑜𝑟 𝑐𝑒𝑀 𝑎𝑖𝑛𝑃𝑎𝑡 ℎ𝐼 𝑚𝑎𝑔𝑒𝑉 2
𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦 ← 𝑚𝑎𝑘𝑒𝐶𝑜𝑛𝑣𝑒𝑥 ( 𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦)
𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦 ← 𝑢𝑠𝑒𝑟 𝐴𝑑 𝑗𝑢𝑠𝑡 ( 𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦)

3.4.1.4. Predicting Edge Lengths
The third component receives the force diagram and calls the pre-trained ANN model to predict the
actual length for each edge. It first calls the PolyFrame API to generate the PolyFrame format of
the force and form data. Then, it extracts the coordinates of the start and end points as well as the
force magnitude as the input data for the ANN model. It then calls the “command” in the system to
generate the result edge lengths by the pre-trained ANN model. Algorithm 3 shows the workflow in
this step.
Algorithm 3 Predict the edge length
𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎 ← 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒 ( 𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦)
𝑐1 ← 𝑐𝑜𝑜𝑟 𝑑𝑖𝑛𝑎𝑡𝑒 (𝑠𝑡 𝑎𝑟 𝑡 𝑃𝑜𝑖𝑛𝑡 ( 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎))
𝑐2 ← 𝑐𝑜𝑜𝑟 𝑑𝑖𝑛𝑎𝑡𝑒 (𝑒𝑛𝑑 𝑃𝑜𝑖𝑛𝑡 ( 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎))
𝑓 𝑚 ← 𝑓 𝑜𝑟 𝑐𝑒𝑀 𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 ( 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎)
𝐴𝑁 𝑁 𝐼 𝑛 𝑝𝑢𝑡 ← [𝑐1, 𝑐2, 𝑓 𝑚]
𝑒𝑑𝑔𝑒𝐿𝑒𝑛𝑔𝑡 ℎ𝑠 ← 𝐴𝑁 𝑁 𝑀 𝑜𝑑𝑒𝑙𝑡 𝑦 𝑝𝑒 ( 𝐴𝑁 𝑁 𝐼 𝑛 𝑝𝑢𝑡)

3.4.1.5. Finding Optimal Edge Lengths
The fourth component is optional for the user. For this component, the user can train another ANN
model to find the optimal edge lengths that generate a structural form with a larger buckling capacity.
The use of this component is optional because the training and optimization take time, and the
optimization of the structure can be generated without this component.
The first part of the component generates a series of input data, which contains a randomly-generated
coefficient between 0.5 to 1.5 for each edge. The coefficient works as a multiplier to adjust the edge
length. Then, the script calls PolyFrame API to generate the structural form under the constraints
of the coefficients and edge lengths and then calculates the buckling capacity as the output data
(Algorithm 4). Since this data-generating process is usually lengthy, a file is generated in the local
folder to avoid data missing by storing each piece of input and output data when the data generation
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script is being executed.
Algorithm 4 Generate Training Data
Get 𝑑𝑎𝑡 𝑎𝑁 𝑢𝑚𝑏𝑒𝑟
repeat
repeat
𝑖𝑛 𝑝𝑢𝑡 𝐷𝑎𝑡 𝑎 = 𝑖𝑛 𝑝𝑢𝑡 𝐷𝑎𝑡 𝑎 ∪ 𝑟 𝑎𝑛𝑑𝑜𝑚( [0.5, 1.5])
until (𝑙𝑖𝑠𝑡𝑙𝑒𝑛𝑔𝑡 ℎ (𝑖𝑛 𝑝𝑢𝑡 𝐷𝑎𝑡 𝑎) = 𝑙𝑖𝑠𝑡𝑙𝑒𝑛𝑔𝑡 ℎ (𝑒𝑑𝑔𝑒𝐿𝑒𝑛𝑔𝑡 ℎ𝑠))
𝑜𝑢𝑡 𝑝𝑢𝑡 𝐷𝑎𝑡 𝑎
←
𝑏𝑢𝑐𝑘𝑙𝑖𝑛𝑔𝐶 𝑎 𝑝𝑎𝑐𝑖𝑡 𝑦 ( 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝑃𝑒𝑟 𝑝 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦, 𝑖𝑛 𝑝𝑢𝑡 𝐷𝑎𝑡 𝑎
𝑒𝑑𝑔𝑒𝐿𝑒𝑛𝑔𝑡 ℎ𝑠, 0.3, 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎))
𝑡𝑟 𝑎𝑖𝑛𝑖𝑛𝑔𝐷𝑎𝑡 𝑎 = 𝑡𝑟 𝑎𝑖𝑛𝑖𝑛𝑔𝐷𝑎𝑡 𝑎 ∪ [𝑖𝑛 𝑝𝑢𝑡 𝐷𝑎𝑡 𝑎, 𝑜𝑢𝑡 𝑝𝑢𝑡 𝐷𝑎𝑡 𝑎]
until (𝑙𝑖𝑠𝑡𝑙𝑒𝑛𝑔𝑡 ℎ (𝑡𝑟 𝑎𝑖𝑛𝑖𝑛𝑔𝐷𝑎𝑡 𝑎) = 𝑑𝑎𝑡 𝑎𝑁 𝑢𝑚𝑏𝑒𝑟 )

∗

The second part calls for an ANN training script to train the ANN model with the generated data.
Notably, since the user usually has a limited amount of data, the number of hidden layers is set
as 2 (i.e., less than the previous experiments) to reduce the computational load. With the trained
model, the user can execute the third part of a simulated annealing (SA) algorithm to find the optimal
coefficients for edges that result in a maximum buckling capacity (Algorithm 5). The cooling ratio is
0.975 and the maximum optimization step is 10000. With the optimal coefficients, the edge lengths
are adjusted and used for the next step.
Algorithm 5 Simulated Annealing with ANN
𝐴𝑁 𝑁 𝑀 𝑜𝑑𝑒𝑙 ← 𝑡𝑟 𝑎𝑖𝑛(𝑡𝑟 𝑎𝑖𝑛𝑖𝑛𝑔𝐷𝑎𝑡 𝑎)
𝑇 ← 0.975
𝑚𝑎𝑥𝑆𝑡𝑒 𝑝 ← 10000
𝑜 𝑝𝑡𝑖𝑚𝑎𝑙𝐶𝑜𝑒 𝑓 𝑓 𝑖𝑐𝑖𝑒𝑛𝑡 ← 𝑆 𝐴(𝑇 , 𝑚𝑎𝑥𝑆𝑡𝑒 𝑝, 𝐴𝑁 𝑁 𝑀 𝑜𝑑𝑒𝑙)

3.4.1.6. Generating Structural Forms
The final component merges all relevant data and calls PolyFrame API to generate the structural
form. First, if the user has optimized the coefficients, it adjusts the edge lengths by the coefficients;
otherwise, it directly uses the edge lengths as one of the constraints. Second, a tolerance value of
0.3 is defined for the flexible constraints of the edge lengths, which implies that there can be a ±30%
offset of the edge length constraint. Third, the boundary curvature acts as the other constraint for
the form boundary. Last, PolyFrame API is called to generate the structural form with all of the
constraints (Algorithm 6).
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Algorithm 6 Generate Structural Form
if 𝑜 𝑝𝑡𝑖𝑚𝑎𝑙𝐶𝑜𝑒 𝑓 𝑓 𝑖𝑐𝑖𝑒𝑛𝑡 ≠ ∅ then
𝑒𝑑𝑔𝑒𝐿𝑒𝑛𝑔𝑡 ℎ𝑠 ← 𝑒𝑑𝑔𝑒𝐿𝑒𝑛𝑔𝑡 ℎ𝑠 ∗ 𝑜 𝑝𝑡𝑖𝑚𝑎𝑙𝐶𝑜𝑒 𝑓 𝑓 𝑖𝑐𝑖𝑒𝑛𝑡
end if
𝑡𝑜𝑟 ← 0.3
𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎 ← 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝑃𝑟 𝑒 𝑝 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦, 𝑒𝑑𝑔𝑒𝐿𝑒𝑛𝑔𝑡 ℎ𝑠, 𝑡𝑜𝑟 , 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎)
𝑠𝑡𝑟 𝑢𝑐𝑡𝑢𝑟 𝑎𝑙𝐹 𝑜𝑟 𝑚 ← 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝑃𝑖 𝑝𝑒 ( 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎, [3, 15])

3.4.1.7. Tool Usage and Requirements
Additionally, the tool and its source scripts are uploaded as a GitHub project [196] open for designers
to download and use. Appendix A shows the file structure. The pre-trained models are uploaded to
a separate address [197] (optional for users to download). Users can also train their own machine
learning models with this guidance [147].
Moreover, users must download the latest version of PolyFrame [153] for graphic statics implementation and check “requirements.txt” to set up a corresponding computation environment on their
local machines. Finally, users can use the Rhino and Grasshopper file in the project folder as an
example to generate customized structures inspired by nature using AI.
In summary, Algorithm 7 presents the algorithm of the entire workflow.
3.4.2. Web Implementation
In previous research, we developed a workflow to use graphic statics to analyze the dragonfly
wing structure and machine learning models to generate the topology and geometry of a dragonfly
wing structure. However, the current workflow involves multiple geometric algorithms and the
implementation of complex machine learning models. Thus, it is difficult for designers to follow and
use. Therefore, in this section, we introduce a web-based tool that implemented the workflow. This
includes the following components: 1) an input control panel from the user to define the constraints
of the structure; 2) a backend server that proceeds the generation of the structure with graphic statics
and machine learning models; 3) an output control panel to allow the interaction of the results for
frontend display; 4) a file manager to store and restore the generated results. On the web page,
designers can easily input the boundary and parameters of a wing/cantilever structure and generate
a funicular structural form in our cloud server. Analytical results such as Minkowski sum and FEM
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Algorithm 7 Generate Structural Form From Boundary (Entire Algorithm)
Get 𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦
Get 𝑡 𝑦 𝑝𝑒
if 𝑡 𝑦 𝑝𝑒 = “𝐴𝑢𝑡𝑜𝑀 𝑜𝑑𝑒00 then
𝑤𝑖𝑑𝑡 ℎ (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝑅𝑒𝑐𝑡 𝑎𝑛𝑔𝑙𝑒 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦) )
𝑟 𝑎𝑡𝑖𝑜 ← ℎ𝑒𝑖𝑔ℎ𝑡 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝑅𝑒𝑐𝑡 𝑎𝑛𝑔𝑙𝑒(𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦) )
𝑟 𝑎𝑡𝑖𝑜 𝐴𝑚𝑎𝑧𝑜𝑛𝑊 𝑎𝑡𝑒𝑟 𝐿𝑖𝑙𝑦 ← 1.4
𝑟 𝑎𝑡𝑖𝑜𝐺𝑟 𝑎𝑠𝑠ℎ𝑜 𝑝 𝑝𝑒𝑟 𝑊 𝑖𝑛𝑔𝑠 ← 2.65
𝑟 𝑎𝑡𝑖𝑜𝐷𝑟 𝑎𝑔𝑜𝑛 𝑓 𝑙𝑦𝑊 𝑖𝑛𝑔𝑠 ← 3.95
if 𝑟 𝑎𝑡𝑖𝑜 < 𝑟 𝑎𝑡𝑖𝑜 𝐴𝑚𝑎𝑧𝑜𝑛𝑊 𝑎𝑡𝑒𝑟 𝐿𝑖𝑙𝑦 then
𝑡 𝑦 𝑝𝑒 ← “𝐴𝑚𝑎𝑧𝑜𝑛𝑊 𝑎𝑡𝑒𝑟 𝐿𝑖𝑙𝑦 00
else if 𝑟 𝑎𝑡𝑖𝑜 < 𝑟 𝑎𝑡𝑖𝑜𝐺𝑟 𝑎𝑠𝑠ℎ𝑜 𝑝 𝑝𝑒𝑟 𝑊 𝑖𝑛𝑔𝑠 then
𝑡 𝑦 𝑝𝑒 ← “𝐺𝑟 𝑎𝑠𝑠ℎ𝑜 𝑝 𝑝𝑒𝑟 𝑊 𝑖𝑛𝑔𝑠00
else if 𝑟 𝑎𝑡𝑖𝑜 < 𝑟 𝑎𝑡𝑖𝑜𝐷𝑟 𝑎𝑔𝑜𝑛 𝑓 𝑙𝑦𝑊 𝑖𝑛𝑔𝑠 then
𝑡 𝑦 𝑝𝑒 ← “𝐷𝑟 𝑎𝑔𝑜𝑛 𝑓 𝑙𝑦𝑊 𝑖𝑛𝑔𝑠00
else
𝑡 𝑦 𝑝𝑒 ← “𝐷𝑎𝑚𝑠𝑒𝑙 𝑓 𝑙𝑦𝑊 𝑖𝑛𝑔𝑠00
end if
end if
𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒𝐵𝑜𝑢𝑛𝑑𝑎𝑟 𝑦 ← 𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝑅𝑒𝑐𝑡 𝑎𝑛𝑔𝑙𝑒𝑠𝑐𝑎𝑙𝑒𝑏𝑦2
𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒 ← 𝑠𝑐𝑟 𝑒𝑒𝑛𝑆ℎ𝑜𝑡 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒𝐵𝑜𝑢𝑛𝑑𝑎𝑟 𝑦)
𝑓 𝑜𝑟 𝑐𝑒𝐵𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒 ← 𝐺 𝐴𝑁 𝑀 𝑜𝑑𝑒𝑙1𝑡 𝑦 𝑝𝑒 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒)
𝑓 𝑜𝑟 𝑐𝑒𝑀 𝑎𝑖𝑛𝑃𝑎𝑡 ℎ𝐼 𝑚𝑎𝑔𝑒𝑉 2 ← 𝐺 𝐴𝑁 𝑀 𝑜𝑑𝑒𝑙5𝑡 𝑦 𝑝𝑒 ( 𝑓 𝑜𝑟 𝑐𝑒𝐵𝑜𝑢𝑛𝑑𝑎𝑟 𝑦𝐼 𝑚𝑎𝑔𝑒)
𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦 ← 𝑓 𝑜𝑟 𝑐𝑒𝑀 𝑎𝑖𝑛𝑃𝑎𝑡 ℎ𝐼 𝑚𝑎𝑔𝑒𝑉 2
𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦 ← 𝑚𝑎𝑘𝑒𝐶𝑜𝑛𝑣𝑒𝑥 ( 𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦)
𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦 ← 𝑢𝑠𝑒𝑟 𝐴𝑑 𝑗𝑢𝑠𝑡 ( 𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦)
𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎 ← 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒 ( 𝑓 𝑜𝑟 𝑐𝑒𝐺𝑒𝑜𝑚𝑒𝑡𝑟 𝑦)
𝑐1 ← 𝑐𝑜𝑜𝑟 𝑑𝑖𝑛𝑎𝑡𝑒 (𝑠𝑡 𝑎𝑟 𝑡 𝑃𝑜𝑖𝑛𝑡 ( 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎))
𝑐2 ← 𝑐𝑜𝑜𝑟 𝑑𝑖𝑛𝑎𝑡𝑒 (𝑒𝑛𝑑 𝑃𝑜𝑖𝑛𝑡 ( 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎))
𝑓 𝑚 ← 𝑓 𝑜𝑟 𝑐𝑒𝑀 𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 ( 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎)
𝐴𝑁 𝑁 𝐼 𝑛 𝑝𝑢𝑡 ← [𝑐1, 𝑐2, 𝑓 𝑚]
𝑒𝑑𝑔𝑒𝐿𝑒𝑛𝑔𝑡 ℎ𝑠 ← 𝐴𝑁 𝑁 𝑀 𝑜𝑑𝑒𝑙𝑡 𝑦 𝑝𝑒 ( 𝐴𝑁 𝑁 𝐼 𝑛 𝑝𝑢𝑡)
if 𝑜 𝑝𝑡𝑖𝑚𝑎𝑙𝐶𝑜𝑒 𝑓 𝑓 𝑖𝑐𝑖𝑒𝑛𝑡 ≠ ∅ then
𝑒𝑑𝑔𝑒𝐿𝑒𝑛𝑔𝑡 ℎ𝑠 ← 𝑒𝑑𝑔𝑒𝐿𝑒𝑛𝑔𝑡 ℎ𝑠 ∗ 𝑜 𝑝𝑡𝑖𝑚𝑎𝑙𝐶𝑜𝑒 𝑓 𝑓 𝑖𝑐𝑖𝑒𝑛𝑡
end if
𝑡𝑜𝑟 ← 0.3
𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎 ← 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝑃𝑟 𝑒 𝑝 (𝑏𝑜𝑢𝑛𝑑𝑎𝑟 𝑦, 𝑒𝑑𝑔𝑒𝐿𝑒𝑛𝑔𝑡 ℎ𝑠, 𝑡𝑜𝑟 , 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎)
𝑠𝑡𝑟 𝑢𝑐𝑡𝑢𝑟 𝑎𝑙𝐹 𝑜𝑟 𝑚 ← 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝑃𝑖 𝑝𝑒 ( 𝑃𝑜𝑙𝑦𝐹𝑟 𝑎𝑚𝑒𝐷𝑎𝑡 𝑎, [3, 15])

134

analysis are shown to the user. Finally, the user can export the STL model for other purposes (e.g.,
aerodynamic analysis or digital fabrication).
To be specific, Figure 95 presents the workflow of the web tool, which contains the frontend and
backend. It follows four steps: 1) the user inputs the boundary and parameters into the web page,
and HTML and JavaScript [198] transform the data from Canvas [199] into a formatted database; 2)
The server stores and proceeds the data [200, 201] and updates an indicator file; 3) The geometric
components [193, 202] and machine learning components [203, 204] in the server work together to
generate the structural model as CSV file and send it back to the web page; 4) the web page [205]
displays the model and allows the user to generate and download the STL file.

Figure 95: The workflow and data flow of the web tool.
3.4.2.1. User Input
First, the web page should receive the input boundary and parameters from the user. Figure 96
presents the icons, names, ranges, and buttons in the “Input Control Panel”. The boundary is defined
as a closed polygon of several vertexes. The user can select the number of vertexes and adjust the
positions of each vertex by dragging them on the canvas. The boundary vertexes are transformed
into numerical values based on their coordinates. Notably, the first line in the boundary is defined
as the anchor position. Thus, additional marks and geometries are drawn and shown to the user to
identify the anchor.
Moreover, the “Input Control Panel” also includes parameters that are defined as numerical values. A
set of six parameters can be inputted from the user and sent to the server. To be specific, “Subdivision
Density” defines the density of the structural members. By increasing it, more members will be
generated with a longer time cost. “Sharpness” defines the upper and lower bounds of the length
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Figure 96: Control parameters and functional buttons in the user input panel and compute panel.
constraint for each edge. Increasing it will give more freedom to the geometric generation process in
graphic statics. “Length Constraint Multiplier” defines the relaxation of the edge length constraints.
Increasing it will cause more rectangular cells than circular cells. “Boundary Constraint Magnitude”
defines the magnitude of the boundary constraint to the form. Increasing it will make the structure
attach closer to the boundary. “Iterations” defines the number of iterations in the geometric generation
process in graphic statics. Increasing it will generate a more accurate structure but with a longer
time. “Total Length of the Wing” defines the size of the generated model in millimeters. Last, the
user can select the machine learning model of different species (the default is set as the dragonfly
wing model).
Notably, the web page will restore the input parameters from when the user successfully submitted
the previous time. Thus, the user can more easily adjust the parameters. There is a button called
“Default Settings”, which can be clicked to cause the input parameters to be set as the default values.
If a new user does not understand the meaning of each parameter, he/she can move the mouse cursor
to the button of each parameter to view its name and click the “help” or “about” buttons to see
detailed instructions.
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3.4.2.2. Backend for Geometric Processes
After finishing adjustments to the six input parameters, the user can click the “Submit” button in
the “Compute” panel to send the first set of input parameters to the server. Figure 97 presents the
algorithm in the backend and front end of the server after the user submits the input parameters.
First, to avoid duplicated submissions from multiple users before the server completely responds to
the current request, an indicator value in the server is loaded by the web page. If it indicates that
a request is being proceeded, a warning message will be shown to the user when he/she clicks the
“Submit” button, and no values will be submitted to the server. The entire generation process in the
server usually takes 3 to 7 minutes. The web page will be automatically refreshed every 10 seconds
until it receives the results from the server.
When the server completes the generation process, it will send a CSV file back to the web page,
which contains the geometric information of the generated structure, the graph information for
implementing the Minkowski sum, and the numerical information of the FEM analysis. The
geometric information contains the coordinates of the start and end points of each edge, as well
as its corresponding force magnitude. The graph information stores the connectivity matrix of the
form and force diagrams. The FEM analysis results contain the deformation magnitude for each
edge in the structure.
3.4.2.3. Frontend for Display
Next, when the web page receives the data file, the user can choose a different display mode in
the “Output Control Panel” and “FEM Control Panel” (Figure 98) to turn the generated model and
Minkowski sum on or off. Also, the user can turn the FEM results under the load of self-weight or
the point load in the furthest vertex on or off.
In the case of the normal display mode, the web page regenerates the structural members according
to the information from the file and the second set of the user input parameters of the minimum radius
and maximum radius. An additional transparent box geometry is shown to indicate the anchor of
the structure. The user can control the camera using the mouse in the main display window to better
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Figure 97: Workflow in the backend and frontend of the server after the user submits the input
parameters.
view the generated model. The generated 3D model is displayed on the web page with a pre-set
lighting environment. However, to reduce the computational load from the local device, the shadow
is represented as a series of static geometries on the ground with gray lines. The color setting for
the main geometry remains constant with that in PolyFrame. In the display control panel, the user
can also turn the display of the external forces on or off.
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Figure 98: Functional buttons in the output control panel and FEM control panel.
In the case of the Minkowski sum mode, the web page reads the user input of the Minkowski sum
indicator (MSI) and calculates the corresponding status in the form-to-force transformation. The
graph information in the feedback file contains the following items: 1) the coordinates of the vertexes
in the form diagram; 2) the index of neighbor cells for each cell in the force diagram; 3) the index of
the shared edges in the neighbor cells of each cell in the force diagram; 4) the index of edges in each
cell; 5) the coordinates of the start and end points of each edge in the force diagram. By scaling
the cells in the force diagram with the MSI value and moving them to each corresponding vertex
in the form diagram, each edge in the force diagram will become an area with a certain thickness.
Therefore, with a gradually changing MSI value moving from 0 to 1, the areas shift from the edges
in the form diagram to the edges in the force diagram, thus showing the transformation between the
form and force. However, the user can still turn the external forces on or off in the Minkowski sum
mode.
For the FEM analysis, Karamba [206] is used to calculate the deformation of edges based on the user
input of the span and the material of the structure. Applicable materials include steel, wood, concrete,
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and aluminum, and the material property is embedded in Karamba. We provide two types of loading:
1) self-weight loading for all vertexes; 2) point loading for the furthest vertex to the anchor with a
magnitude of half of the self-weight. In the CSV data file, the FEM analysis portion includes the
following information for each edge: 1) coordinates (x,y,z) for the start and end points (deformation
in the Z-axis included); 2) color-coding value (R,G,B). The user can adjust the multiplier in the front
end to increase or decrease the deformation magnitude and view the color-coded edges and color
scales. When the user changes the material setting or structural thickness, a recomputation request
can be sent to the server and the FEM results will be updated in approximately 10 seconds.
3.4.2.4. Server-free Data Files
Additionally, to better help users restore the previously generated results, users can download the
data as a CSV file and save it on their local computer using the “File Manager” panel (Figure 99).
If the user inputs an email address when submitting a request to the server, when the computation
is finished, the server will send an email to the user with the CSV data file attached. By uploading
the file to the web page, users can restore the input parameters, output structure, Minkowski sum
geometry, and FEM analysis results. Restoring the previous results only requires the local computer
from the user. Thus, it is an offline process and does not require a connection to the server. Also,
the user can export and download the STL file for 3D printing or other purposes.

Figure 99: Functional buttons in the file manager panel.
3.4.2.5. UI Design of the Web Page
Therefore, with this web page implementation http://www.ai-gs.com/frontend/DFW-GH.html [207],
even users without much knowledge of machine learning and graphic statics could easily generate
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lightweight and high-performance structures within given boundaries. Figure 100 presents the web
page with the control panels unfolded, while Figure 101 shows the web page with the control panels
folded. The user can freely decide to fold or unfold each panel to better balance the UI and model
display.

Figure 100: Implemented web page with panels unfolded.

Figure 101: Implemented web page with panels folded.

141

3.4.2.6. Applications
Next, several cases are generated and shown using our web tool. The user can either submit multiple
requests to our backend server to generate structures with different input-related parameters or adjust
the output-related parameters in the front end to view and export results.
In the first case (Figure 102), structures with different input boundaries are generated. The user can
select the number of control points in the input boundary and then drag the points to adjust their
positions. Even if the user inputs an invalid boundary (e.g., crossing curvatures), our geometric
script will merge it into a pixel-based black-and-white image, and then send the image to machine
learning models. Additionally, the user is not required to input a wing-like boundary. As long as
the anchor is on the left, any cantilever structure can be generated with the input boundary, which
contains the features of dragonfly wings.

Figure 102: Generated structures with different user input boundaries.
The second case shows one example of controlling other input parameters, such as the subdivision
density (Figure 103). Among the input parameters, the subdivision density is the most important
since it directly controls the complexity of the generated structure. A smaller subdivision density
can significantly simplify the structure while keeping the features of dragonfly wing patterns. In
our recent research, we found that simplifying the structure to a certain degree would increase the
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structure performance and make it easier to fabricate in the real world. Thus, the user can consider
the fabrication ability and adjust the subdivision density. Other parameters such as sharpness and
iterations can also greatly affect the generated result; however, changing the input parameters requires
a recomputation from our server and usually takes approximately 5 minutes to respond.

Figure 103: Generated structures with different subdivision densities. Top left: SD=1.0. Top right:
SD=0.75. Bottom left: SD=0.5. Bottom right: SD=0.25.
Besides changing the input parameters, the user can also adjust the output display modes and related
indicators to show or hide the generated structures and analytical results. Figure 104 presents the case
of the Minkowski sum in different stages with different values of the indicator. The indicator defines
the position (as a percentage) of the current Minkowski sum in the form-to-force transformation.
The result is closer to the form diagram with a smaller value of the indicator, while it is closer to the
force diagram with a larger value of the indicator. The user can adjust the value of the indicator and
view the smooth transformation from the form to the force.
Also, Figure 105 presents the FEM results under different loading scenarios and materials. As
previously mentioned, in the geometric mechanism of our server, we provide the FEM results of the
deformation under the self-weight or a point load. The user can then decide to show none/one/both
of them by clicking the corresponding buttons in the output control panel or hiding the main structure
to better compare the FEM results. The color-coded scale is also shown on the right side of the web
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Figure 104: Generated Minkowski sum with different stage indicators. Top left: MSI=0.05. Top
right: MSI=0.35. Bottom left: MSI=0.65. Bottom right: MSI=0.95.
page when the corresponding FEM result is shown. The scale includes the minimum and maximum
values of the percentage of deformation compared to the span, as well as the real values of the
deformation in millimeters. When keeping the deformation multiplier constant, the user can also
directly compare the FEM results from different structures.
The final case shows the application of our web tool in exporting the results to other platforms for
various purposes. In the normal display mode, the user can adjust the minimum and maximum
radius to control the range of thickness for edges and export the structure as an STL model (Figure
106). The exported STL model can be imported to a variety of platforms—including modeling
software—for further analysis and 3D printing software for digital fabrication. Therefore, our web
tool completes the logic of the loop by accepting the user input and exporting the generated result
back to the user.
Therefore, we developed a web-based structural design tool that implements the workflow of the
graphic statics and machine learning of the dragonfly wing structures. By allowing the inputting
of boundary and control parameters directly on the web page, it helps designers generate funicular
cantilever structures without any installation on their local computer. The backend server computes
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Figure 105: FEM analysis results with different loading scenarios, materials, and structural thicknesses. Top left: self-weight load with steel material. Top right: self-weight load with concrete
material. Bottom left: point load with steel material. Bottom right: point load with steel material
and larger structural thickness.

Figure 106: Top: Structures with different minimum and maximum radius. Bottom: Exported STL
model and its 3D printing preview.
the topology and geometry of the structure, while the frontend web page displays the generated
structure, Minkowski sum, and FEM analysis results. The user can also export the STL model for
further purposes or download and upload the CSV data file to retrieve previous results.
Additionally, this web-based implementation method can not only be used in serving our workflow
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of generating structures, but can also be used in any local computational process involving geometric
generation and machine learning predictions in various design fields, such as architectural geometry
generation [34, 208], urban feature prediction and plan generation [209, 210], and structural evaluation and generation [211]. Especially when the workflow involves data flow in multiple platforms
and scripts, this implementation method can reduce the risk of errors raised by compatibility issues
on local computers, thereby serving the input and output without installation requirements for the
user.
3.4.3. Design Examples - Wing Structures
3.4.3.1. Design Exploration
With the above tool, the design of a nature-inspired structure can be achieved. With the trained
model, we can input the human-defined boundary and ask the machine learning model to generate
and optimize the structure form within the boundary. Taking the dragonfly wing as an example,
we can apply machine learning models to generate the force diagram based on the form boundary
and find the best performative force diagram in the solution space. Then, the 2D pattern can be
generated according to the predicted geometric information. When the boundary is more closed to
the dragonfly wing, the generated result is more similar to the dragonfly wing structure.
Therefore, as the showcase for the design tool, we also plan to design a structure using this tool to
show how designers can use this tool to generate a structural design. This closes the loop of the
present research to show practical use for the new workflow.
In the broader application of the engineering and design fields, the design of a nature-inspired
structure can be achieved using our method. With the trained models, we can input the humandefined boundary and ask the machine learning model to generate the structural form within the
boundary. Figure 107 presents one of the applications of designing an airplane wing. From the
dragonfly case, we learned that the design requires greater external force in the front when compared
to smaller external forces in the back. The generated force diagram matches this principle, and the
structural form contains similar features to the dragonfly wing. Additionally, by modifying the 2D
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force diagram into 3D geometries with forces represented as inclined closed polyhedrons, the overall
curvature can be created, which matches the section of a real airplane wing. Similar structures (e.g.,
cantilever roofs and floors) can also be generated using the same algorithm, which implies that our
method can have an impact on the design industry by providing a convenient and powerful machine
learning tool for structural design.

Figure 107: A broader application of generating an airplane wing using our method.
This case shows a direct application of our tool in generating dragonfly wing-like structures (i.e.,
airplane wings). Since we assume that an airplane wing has a similar loading scenario to a dragonfly
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wing, we can input the boundaries of airplane wings and generate the interior structures. Figure
108 presents examples of various wing boundaries and the corresponding generated force diagrams
and structural forms. The generated structures can be directly applied to the design of an airplane
(Figure 109).

Figure 108: Boundaries, force diagrams, and form diagrams of six airplane wings.

148

Figure 109: Renderings of the generated airplane wings.

3.4.3.2. Loading Testing Experiments
Next, we focus on the boundary from a real airplane wing, generate wing structures with different
parameters, and compare the structural performance with the traditional design and the optimized
design from previous research [212]. Figure 110 shows our design process, in which the boundary
is extracted from the original designs, and the subdivision density is changed to generate various
cases.

Figure 110: The design process of the airplane wings for testing.

We generate four different design cases, and each of them has two versions, one constrains the
minimum thickness due to the fabrication limitation (Figure 111 right), and the other does not
(Figure 111 left). Therefore, in addition to the two original designs, we 3D print the ten wings with
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the same height and volume. The scale is 1:100 compared with the real span of the wing. The
only difference is the distribution of the material in the horizontal plane due to the wing patterns.
Besides, a fixture is added to each wing to attach it to the load testing machine.

Figure 111: 3D printed models of the airplane wings for physical experiments.
In the loading testing experiments (Figure 112), we design three testing scenarios, which are out-ofplane (Figure 113), torsion (Figure 114), and wing tunnel (Figure 115). Compared with the original
design (BD and CD), most of our generated wings perform better.

Figure 112: Labels of the 3D printed physical models.
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Figure 113: Out-of-plane loading test.
To be specific, the out-of-plane stiffness defines the load-bearing capacity of the lifting force from the
air pressure. All of our generated wings without the fabrication limitation have a higher out-of-plane
stiffness (Figure 113), especially for the design of V3, the max force in the out-of-plane loading is
higher than that of BD and CD. This result reveals the advantage of our generated wings in bearing
the lifting force when flying.
Besides, the torsional stiffness is another representative of the structural performance, in which V2
and V3 of our generated wings perform better than that of BD and CD (Figure 114). It proves
that our method can quickly generate comparatively better wings from the perspective of traditional
structural loading tests.
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Figure 114: Torsional loading test.
Last, to further compare the performance in the equally-distributed wind loading, we cover the
samples with transparent plastic membranes, measure the deformation under the wind loading in the
wing tunnel, and calculate the out-of-plane stiffness (Figure 115). According to the result, most of
our generated wings have a higher stiffness than that of the original wings. The best performative
wing (V2) has a stiffness 25% higher than the original wing (BD). It proves that our generated wings
are also stiffer in air dynamic loading tests.
In addition, in the loading testing of Out of Plane and Torsion, we break the samples to see their
failure lines (Figure 116). In the out-of-plane loading test, the original design (BD) breaks near the
root area, but our generated wing (V3) breaks near the tail area. That means, when the structural
failure happens, our generated wing is safer than the original wing. Also in the torsional loading

152

Figure 115: Wing tunnel loading test.
test, the failure line in the original design (BD) is horizontal through the span direction, while the
failure line in our generated wing (V3) is vertical. That means, the failure has less impact on the
wing morphology in our generated wing. This observation further indicates that our generated wings
perform better.

Figure 116: Comparison of the failure lines.
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3.4.3.3. Fabrication Experiments
To better inherit the features from dragonfly wings before the fabrication of the structure, we first
discuss the nanostructure of the dragonfly wing and aim to mimic it more deeply. Figure 117A
presents the nanostructure pattern of the vein from a cut dragonfly wing under a microscope [213].
The thickness of the hollow pipe is not constant, with the thickness for one side being smaller than
that on the opposite side. Moreover, Figure 117B presents previous research on the morphological
statistics of dragonfly wings [170]. The peaks and valleys of a dragonfly wing are related to the
sectional thickness of the veins. When blood is flowing in the veins and providing pressure, the
dragonfly wing is deformed [214].

Figure 117: (a) nanostructure pattern in the section of the dragonfly wing by Li et al.; (b) undulating
peaks and valleys of the dragonfly wing by Donoughe et al.
Therefore, based on the previous observation, the generated structure can mimic a dragonfly wing
and be fabricated as an inflatable structure. Ideally, the thickness of the hollow pipes is different,
which causes morphological changes when adding air pressure to the structure.
Figure 118 presents a simple simulation of the morphological change when inflating. When the
stiffness is higher on the bottom than that on the top (Figure 118 left), the mesh is deformed upwards.
When the stiffness is reversed (Figure 118 right), the mesh is deformed downwards with a close ratio
between the height and width. Comparatively, when the stiffness is constant (Figure 118 middle),
deformation does not occur. This simulation provides preliminary proof of our assumption that the
varied sectional stiffness can cause different morphological changes in the inflatable structure. The
thinner portion obtains more expansion than the thicker portion when inflating, thereby deforming
the overall curvature of the form.
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Figure 118: Simulation of the morphological changes with different sectional stiffnesses before and
after inflation.
Next, the fabrication of the physical model can be achieved (Figure 119). Based on Figure 117A,
the dragonfly wing contains three layers. The upper layer and lower layer are agglutinated by the
middle layer, and they cover the hollow pipe from the top and bottom. Inspired by this phenomenon,
we design a fabrication workflow that casts the upper and lower layers separately with silicone
and glues them together using the same material. To be specific, the mold for each layer contains
two parts—the bottom mold defines the external boundary of the solid pipes, while the top mold
defines the internal boundary of the hollow pipes. Thus, by changing the morphology of the top
mold, the thickness of the cast structure can be controlled. The detailed workflow is presented as
follows: 0) Manufacture the molds (TSM1, BSM1, TSM2, BSM2) via 3D printing or CNC milling;
1) Pour silicone to fill BSM1; 2) Cover BSM1 with TSM1 and tighten the screws; 3) Inject silicone
through holes on the top of TSM1; 4) Pour silicone to fill BSM2; 5) Cover BSM2 with TSM2 and
tighten the screws; 6) Inject silicone through the holes on the top of TSM2; 7) Loosen the screw
and remove TSM1 from BSM1 after the solidification of the silicone; 8) Inject silicone to BSM1
to fill in bubbles; 9) Loosen the screw and remove TSM2 from BSM2 after the solidification of the
silicone; 10) Inject silicone into BSM2 to fill in bubbles; 11) Brush a thin layer of silicone onto
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the top of BSM2; 12) Cover BSM2 with BSM1 and tighten the screws; 13) Loosen the screw and
remove BSM1 and BSM2 after the solidification of the silicone.

Figure 119: Workflow of casting the inflatable hollow structure with flexible silicone material.

Figure 120 presents the first testing structure that we fabricated. From the cutting section, it is
evident that the thickness of the upper layer is smaller than that of the lower layer. Based on this
physical model, we inflate air into the hollow pipes and observe the deformation (Figure 121). There
is an obvious morphological change after the inflation. The overall curvature of the form is deformed
upwards, as expected. This simple structure is fabricated as a flat pattern and becomes an arch after
inflation, which covers an architectural space. This implies that our experiment is successful in the
testing form.
Next, with the same external form, we control the internal thickness of each node to fabricate the
second testing model (Figure 122). The thickness is smaller on the lower layer than that on the
upper layer for node 3, while the reverse is true for node 1. When adding air pressure, the curvature
is deformed in different directions for nodes 1 and 3, which means that each node individually
controls the deformation based on its material distribution. Moreover, we add different amounts of
air pressure (0.0, 1.0, 2.0, and 3.0 pounds per square inch (PSI)). The deformation becomes larger
when the air pressure is larger. Thus, we can control the overall degree of deformation by inflating
the structure with different amounts of air pressure.
Based on the above observation, we designed and fabricated the third testing form, which contains
two rows of seven nodes (Figure 123). The bottom layer is always thinner than the top layer for all
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Figure 120: Cast result for the first testing form.

Figure 121: Testing form No. 1. The form before and after the physical inflation experiment. The
upper layer is thinner than the lower layer in all nodes. After inflation, the expansion for the upper
layer is larger than that in the lower layer.
nodes. Thus, the entire structure should be bent as an anti-arch cantilever structure. However, under
the effect of self-weight, the middle nodes 4 and 4’ are bent in the wrong direction, which means the
cantilever structure can only support a certain maximum length under its self-weight.
In the fourth experiment (Figure 124), nodes 1, 1’, 2, 2’, 3, and 3’ have a thinner layer on the bottom,
while nodes 5, 5’, 6, 6’, 7, and 7’ have a thinner layer on the top. Additionally, the bottom layer for
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Figure 122: Testing form No. 2. The morphological change of the second testing form with different
sectional thicknesses and air pressures (pounds per square inch (PSI)). After inflation, the nodes are
bent in different directions.
nodes 2 and 2’ is thinner than that for nodes 1, 1’, 3, and 3’, while the top layer for nodes 6 and 6’ is
thinner than that for nodes 5, 5’, 7, and 7’. Nodes 4 and 4’ have the same thickness for the bottom
and the top layers. After inflating this structure, the left portion is bent toward the bottom, while the
right portion is bent toward the top. From this experiment, we know that the bending of nodes can
be applied in a larger structure with more nodes; however, the structure must be supported on the
ground on both sides at every four nodes. Therefore, building a larger inflatable structure using our
method is possible.
Next, we kept the thickness of the section nodes constant and fabricated two additional cases with
the forms of the staggered grid and honeycomb grid (Figures 125 and 126, respectively). During
fabrication, we found that the pipes were difficult to glue. Excessive glue will cause the blockage
of the hollow pipe, while insufficient glue will cause the uneven distribution of thickness. Thus, the
bending degree is difficult to control. In Figure 125, the form is difficult to bend because some pipes
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Figure 123: Testing form No. 3. A larger testing case with the same thickness for all nodes. After
inflation, the form is bent in the same direction.
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Figure 124: Testing form No. 4. A larger testing case with different thicknesses for each node. After
inflation, the form is bent in different directions.
are blocked. However, in Figure 126, the glue is distributed unevenly; thus, the bending degree is
different for nodes.
To reduce the influence of the gluing process and decrease the difficulty of bending, we enlarged the
size of the hollow pipe and adjusted its position. We fabricated another two additional cases with a
staggered grid and honeycomb grid (Figures 127 and 128, respectively). The bending degree under
the same amount of air pressure is greater, and the bending direction is more stable. Therefore, when
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Figure 125: Testing form No. 5. A larger testing case with a staggered grid but the same thickness
for all nodes. After inflation, the form is bent in the same direction to a lesser degree.

Figure 126: Testing form No. 6. A larger testing case with a honeycomb grid but the same thickness
for all nodes. After inflation, the form is bent in the same direction but to a lesser degree.
the thickness for the top layer is 3mm, the thickness for the bottom layer is 1mm, the diameter of the
external pipe is 10mm, and the diameter for the internal hollow pipe is 6mm. Moreover, the quality
of the cast and glued structure is stable and easy to bend with a portable air pump.
To summarize the above experiments, Table 13 presents the parameters for fabrication and the
bending measurements. We measure the maximum height of nodes as the bending amount and
calculate the ratio between the bending amount and the air pressure as the bending efficiency. For
the testing forms from No. 1 to No. 6, the layer thickness is larger than that in testing forms No.
7 and No. 8. Thus, the bending efficiencies for testing forms No. 7 and No. 8 are higher. Also,
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Figure 127: Testing form No. 7. A larger testing case with a staggered grid but the same thickness
for all nodes. The thickness is reduced. After inflation, the form is bent more easily.

Figure 128: Testing form No. 8. A larger testing case with a honeycomb grid but the same thickness
for all nodes. The thickness is reduced. After inflation, the form is bent more easily.
testing forms No. 6 and No. 8 have better efficiency than testing forms No. 5 and No. 7. Thus,
the basic form of a honeycomb is more efficient than that of a staggered grid. Therefore, the most
efficient fabrication parameters are as follows: 1) 10mm for the external diameter; 2) 6mm for the
internal diameter; 3) 3mm for the top layer thickness; 4) 1mm for the bottom layer thickness; 5) a
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honeycomb-like network of the basic form.
Testing Form
Type
Nodes
External Diameter
Internal Diameter
Top Layer Thickness
Bottom Layer Thickness
Bending Direction
Bending Amount
Air Pressure
Bending Efficiency
Testing Form
Type
Nodes
External Diameter
Internal Diameter
Top Layer Thickness
Bottom Layer Thickness
Bending Direction
Bending Amount
Air Pressure
Bending Efficiency

No.1
grid
2x2
10mm
4mm
1.5mm
4.5mm
Down
3.1mm
3PSI
1.03mm/PSI
No.5
staggered
nx7
10mm
4mm
4.5mm
1.5mm
Up
3.6mm
6PSI
0.60mm/PSI

No.2
grid
2x2
10mm
4mm
various
various
various
3.1mm
3PSI
1.03mm/PSI
No.6
honeycomb
nx7
10mm
4mm
4.5mm
1.5mm
Up
4.3mm
6PSI
0.71mm/PSI

No.3
grid
2x7
10mm
4mm
4.5mm
1.5mm
Up
10.7mm
12PSI
0.89mm/PSI
No.7
staggered
nx7
10mm
6mm
3.0mm
1.0mm
Up
24.3mm
6PSI
4.05mm/PSI

No.4
grid
2x7
10mm
4mm
various
various
various
9.1mm
12PSI
0.75mm/PSI
No.8
honeycomb
nx7
10mm
6mm
3.0mm
1.0mm
Up
29.8mm
6PSI
4.97mm/PSI

Table 13: The parameters and bending measurements of the experiments.
With the above experiments, we propose a 1:50 fabrication case of an airplane wing with a total
length of 750mm, in which the main wing is constructed using a solid material (PLA) to hold the
structure, while the aileron is built using a flexible material (silicone) to control the balance.
First, as Figure 129 shows, to match the section of airplane wings, we generate the 3D force diagram
from the 2D force pattern and obtain the corresponding 3D structure form that contains double
layers of funicular structural members. Then, we separate the main structure with the aileron area
and design the flexible silicone pipes with the radius settings presented above to attach to the main
structure. Along with the primary support and connectors, the final fabrication case can act as a
cantilever airplane wing structure with a flexible aileron.
To control the aileron to deform in both directions (up and down), we further test the inflation
behaviors in three different supports with three types of silicone that have different hardnesses
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Figure 129: Design process of the final fabrication case.
(Figure 130). When the support covers the entire bottom space (column 3), the aileron cannot be
bent downward. Also, when there is no support (column 1), the aileron cannot be bent upward due
to its self-weight. Therefore, we decide to use the half support to hold parts of the aileron (column
2). Thus, it can be bent downward when not inflated, and upward when inflated. Moreover, the
use of soft silicone can result in better bending efficiency. Thus, half support and soft silicone are
selected as the final setup.
Fabrication of the flexible silicone structure follows the previous process with four pieces of molds
(Figure 131). The internal diameter is 6mm and the external diameter is 10mm. Then, to fabricate
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Figure 130: Inflation test of the form with different supports and silicone hardnesses. Half support
and soft silicone are selected as the final setup.
the main structure, we cut the main structure into three parts due to the size limitation of our 3D
printer, and then print and assemble them (Figure 132).

Figure 131: Molds and cast flexible silicone structure.
After assembling all of the components, we inflate the silicone aileron and observe the morphological
change (Figure 133). It is bent in or out of the wing and performs functionally. Therefore, the
fabrication experiment is successful. Not only can our design method be used to generate an
airplane wing structure, but our fabrication method can also be applied to manufacture an aileron as
a flexible mechanism inspired by the microstructure of a dragonfly wing.
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Figure 132: 3D printed solid parts and the assembly of the final physical model.

3.4.4. Design Examples - Architectural Structures
3.4.4.1. Cantilever Roofs
The second series of cases shows a general workflow of applying our tool in generating traditional
architectural structures (e.g., cantilever roofs and arches). Different from a dragonfly wing, the
loading scenario in a cantilever structure might be more complex. A dragonfly wing is supported
from one side as the root; however, a cantilever structure can also be supported from more sides.
Thus, the boundary of a cantilever structure can first be deconstructed according to its loading
scenario to match that of a dragonfly wing, and the force diagram of each part of the boundary can

166

Figure 133: Fabricated wing structure before and after inflation.
then be generated separately and merged into the final force diagram. Moreover, the structural form
can then be generated according to the entire force diagram.
Figure 134 presents the case of a cantilever roof supported by three walls. Thus, we can apply the
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machine learning models of the dragonfly wing to generate the structure. Moreover, Figure 135
shows the case of a cantilever roof supported by three columns. Since this loading scenario is closer
to that of the Amazon lily flower, the corresponding machine learning models of the Amazon lily
flower can be used in place of the dragonfly wing models to generate the structural form. Thus, in
general, designers can rebuild the boundaries according to the loading scenario and apply different
machine learning models to generate 2D structures.

Figure 134: Workflow of the generation of a 2D cantilever structure supported by three walls on the
boundary.
3.4.4.2. Hybrid Arches
Besides generating 2D structures, our tool can also be applied to generate 3D structures with 3D
force diagrams. First, we analyze the dragonfly wing structure in a 3D situation. The 3D scanned
model of the dragonfly wing [215] shows a slightly uneven geometry that contains peaks and valleys.
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Figure 135: Workflow of the generation of a 2D cantilever structure supported by three columns
within the boundary.
Figure 136 presents the section of a 3D scanned model in which the curvature of the form represents
a section in the force that contains top and bottom members of different sizes. That implies that when
learning from a dragonfly wing by constructing a 3D force diagram with bottom faces of different
sizes, the structure can obtain curvature in the third dimension, thus becoming an arch with various
heights.

Figure 136: Form and force of a section in the 3D geometry of a dragonfly wing.
Based on the above discovery, we develop the workflow of generating an arch structure supported
by six ground points (Figure 137). Similar to the previous cases, the boundary is first deconstructed
into six parts, and the final force diagram is merged from the six generated sub-force diagrams. By
adding additional boundary members and faces toward a point in the third dimension, the 3D force
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diagram can be built. Thus, the 3D arch structure is generated under the constraints of the boundary.
Figure 138 presents various examples generated by this workflow.

Figure 137: Workflow of the generation of a 3D arch structure supported by ground on the boundary.

Figure 138: 3D arch structures supported by ground generated by our tool.
Figure 139 presents another 3D case in which the structure is supported by four columns within the
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boundary. Here, the boundary is deconstructed and the force diagrams are generated and merged.
In the process of building the 3D force diagram, the faces are added toward five center points in
different regions to ensure that the structure touches the columns as the supporting components.
Additional members are then added to close the force polygons. Moreover, the final structural form
is generated with supports from the columns. Figure 140 presents various examples generated by
this workflow.

Figure 139: Workflow of the generation of a 3D arch structure supported by columns within the
boundary.

To combine the two workflows, Figure 141 presents a more complex design with both the ground
and column supports. Additional members and faces from the previous workflows are added simultaneously to ensure support from both types. In the case of other complex loading and supporting
scenarios, designers might consider building their own rules to generate 3D force diagrams according
to the results from our tool.
3.4.4.3. Controllable Parameters
To help designers fully control the results of the generated structures, we further develop several
controllable parameters to allow users to easily adjust the force diagram and corresponding structural
form. We define three parameters as the input values from users. These include the following: 1) the
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Figure 140: 3D arch structures supported by columns generated by our tool.

Figure 141: Workflow of the generation of a 3D arch structure supported by ground on the boundary
and columns within the boundary.
number of layers to normalize the force edges to align with rings, which makes it easier to construct
for arch structures; 2) density of force edges to reduce the number of edges and simplify the structure;
3) regularity of force vertexes to regularize the vertexes with more equal distances, which makes
the distribution of structural members more equal. Figures 142 and 143 show the effects of those
parameters in the loading scenarios of ground supports and column supports. When adjusting these

172

parameters, users can consider their own design and construction constraints, such as the desired
complexity and regularity.
Moreover, we develop another geometric controllable parameter to control the structural form by
drawing input from users (Figure 144). That is, users can draw curvatures within the boundary as
the main path to guide the generation of the force and form. The main input path works directly to
modify the force diagram in the effecting areas and constrain the generation of structural members
in the form. To be specific, the edges and vertexes in the corresponding areas of the force diagram
will be reconstructed following the geometry of the main path while keeping other parameters
unchanged. Next, in the generation of the structural form, the corresponding vertexes of the form
will be constrained to the curvatures to ensure that the main path is presented in the form as the user
input. Therefore, the structural form will contain structural members that follow the curvatures of
the user input. Figures 145 and 146 present various cases with different user inputs.
3.4.4.4. Structural Evaluation and Comparison
Finally, to prove the advantages of our tool, we compare the structural performance of our generated
structure with that of other structures generated from regular force patterns (Figure 147). We keep
the total volume of all structures constant so that they can be compared. We use the following four
performance measures to compare them: 1) the total deformation of all members from Karamba
[216]; 2) the maximum deformation; 3) the minimum buckling capacity; 4) the percentage of
members with a low buckling capacity. Besides the structure generated by our tool, we also generate
three force patterns with grid distribution, triangulated distribution [217], and Voronoi distribution
[202], as well as their corresponding structural forms. The results indicate that our generated structure
performs best in measures 1, 2, and 4. This decreases the total deformation by an average of 30% and
reduces the percentage of members with low buckling capacity by an average of 34%. Therefore,
our generated structure performs better than traditional structures under the same constraints.
As a summary of this case, Figures 148 and 149 compare a complex arch structure and a simple arch
structure generated with fine-tune control parameters by our tool.
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Figure 142: Results of the user inputs to control the generated force and form in the case of ground
supports: Number of layers, density, and regularity.
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Figure 143: Results of the user inputs to control the generated force and form in the case of column
supports: Number of layers, density, and regularity.
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Figure 144: Workflow of the user input as main path drawings.

Figure 145: Results of the user inputs of main path drawings in the case of ground supports.
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Figure 146: Results of the user inputs of main path drawings in the case of column supports.

Figure 147: Comparison of the deformation of other forms with the same boundary constraints and
total volume.
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Figure 148: Design of a complex shell and its control parameters.

Figure 149: Design of a simple shell and its control parameters.
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CHAPTER 4 : Conclusion and Discussion
4.1. Scope of the Work and the Approach
In this dissertation, three implementations with different design approaches and contents are developed and introduced to support a design method based on the machine learning of the topology.
Implementation 1 proposes a method used to generate design solutions as a topology via machine
learning by helping the human designer obtain a more precise understanding of the features and the
solution space in a design system. The topological design of a funicular structure is introduced as an
example to show the feedback from the machine to the human designer. Furthermore, it shows the
use of machine learning in topological data, starting from using machine learning surrogate models
to accelerate a traditional computational process of structural evaluation and form-finding. In this
case, the objective function to generate and evaluate a design is known as expressible formulas. The
machine learning model learns from the generated data and replaces the time-consuming process by
fitting the solution space while speeding up the generation and evaluation process, thereby making
it possible to explore the vast topological solution space for the form-finding task.
Implementation 2 inherits from implementation 1 and trains multiple machine learning models to
generate the configuration and evaluate the performance based on the machine learning of the design
cases from nature. The human designer collects and processes the data on dragonfly wings as both
the geometry and the topology, while the machine learns the design rules of the dragonfly wings,
generates a cantilever structure using the trained models, and evaluates its performance. The human
designer acts as a supervisor to teach and lead the machine in learning the knowledge from nature.
The designer then implements the design rules to solve structural design problems. Although it
is different, it inherits from the previous implementation: both the geometry and the topology are
considered. The nature-made design data is used to train the machine learning model. Dragonfly
wings patterns are collected and used in the training process as both the geometric and topological
data, showing the ability of the machine in learning design rules from nature, which is at a higher
level of intelligence than that of the human designer. In learning from nature via a machine, the
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generation and evaluation of structural design solutions highlight the intelligence of the machine.
Implementation 3 combines the workflows of implementations 1 and 2 and develops a tool that
contains the generative machine learning design methods. This tool can help designers train their
generative tools to generate design cases. Also, a structural showcase is generated and optimized
based on this tool, then fabricated with digital construction methods. Generally speaking, in the
three implementations, the machine assists the human designer in different design tasks with both
external (geometry) and internal (topology) logic, thereby extending the learning and practice ability
of the human designer.

4.2. Intellectual Merit
This dissertation has intellectual merit in the following domains. First, it proposes a structural
evaluation method to improve the process of engineering problem solving (implementation 1).
Second, it impacts the scientific thinking of design by transferring knowledge from nature to a
generative bio-inspired design method and contributes to design research by providing a design
generation method based on the topology (implementation 2). Third, the machine learning toolset
developed for designers projects an applicable workflow to the design process, while the fabrication
of the final design case projects has impacts on the construction industry (implementation 3).
In implementation 1, machine learning methods provide an approach to building a surrogate model
to predict structural performance and constructability based on topology. Designers can easily be
presented with different recommended topological solutions according to the structural performance.
In implementation 2, machine learning shows its magnificent learning ability and provides the
possibility to learn and summarize the design configurations and performance of nature in terms of
both geometry and topology. In implementation 3, the workflow from the previous experiments is
merged as a tool and applied to the real design case. All three implementations combined suggest a
new understanding that considers the design geometry and topology together, in which the human
designer supervises the machine to learn and generate design geometry and topology.
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4.3. Broader Impact
The special significance of this dissertation lies in its willingness to challenge the traditional design
method by introducing AI algorithms to invent a new method. This new method will bring changes
to the design process by considering both geometry and topology with machine learning techniques.
Furthermore, based on the experience of the three implementations, this dissertation also outlines a
systematic approach to transferring techniques from computer science to the application of solving
design problems, which can certainly also be applied to the processing of design data in other
research topics.
Also, this dissertation focuses on interdisciplinary topics between the subjects of architecture and
computer science rather than a single aspect of architecture, which requires a new approach that
has not been defined by a single discipline. Besides structural design, the evaluative and generative
methods proposed in this research can be further applied in architectural design. Creative work that
exceeds the traditional boundary is offered a new possibility from the intersection between subjects.
In return, this dissertation provides a framework and tools for further research in the future.
In implementation 1, 3D GS provides a robust structural design and analysis method to generate
funicular forms based on the corresponding geometric form diagrams and topological force diagrams.
Meanwhile, machine learning methods provide an alternative approach to building a surrogate model
to predict structural performance and constructability. In this machine learning-assisted evaluation
and form-finding methodology, the trained surrogate learns the relationship between the input
topology and the output geometry, which enables the designer to interactively search the entire
topological solution space. Thus, it provides more flexible methods for multi-objective assessments
of the solution space. By changing the thresholds of the desired performance measure values,
designers can easily be presented with different recommended solutions and can thus obtain the
ideal solutions within a specific topology and geometry.
In implementation 2, machine learning shows its magnificent learning ability and provides the
possibility to learn and summarize design configurations from nature. Comparing the magnitude
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of the internal forces also sheds light on the performance of the structure. Therefore, geometry
and topology together become the main factor for the scientific evaluation of this method. In this
study, machine learning techniques are applied to learn and analyze dragonfly wing patterns based
on their topological force diagram, then transform the knowledge from the machine learning models
into design rules to generate a geometric form diagram. This machine learning-assisted bio-inspired
design method can improve design quality through big data analysis of structures.
In implementation 3, the developed toolset helps designers easily implement a workflow and then
generate cantilever design cases. This can have an impact on the design industry by providing a
convenient and powerful machine learning design tool. Also, the fabrication of the final design
case projects impacts on the construction industry. The digital fabrication method enables the
customization of the flexible structures.

4.4. Discussion - Geometry and Topology
This dissertation presents one application of AI in the field of architecture—structural design and
optimization—in which geometry and topology are the main features of a design case. The geometry
presents the visual appearance, while the topology denotes the design logic.
Instead of other architectural problems, we decided to focus on the structural domain because
the geometry of a structure can be controlled and researched more separately from other aspects.
Especially with the help of GS, the geometry can be generated and analyzed from this perspective
alone. Thus, the topological information of geometry can also be achieved through GS, which
reveals the linkage between the geometry and topology.
In the machine learning of geometry and topology, the data structure can be built quantitatively since
they are initially digitalized data—either pixelized values in an image or numerical values in a vector.
Both geometry and topology can be learned via machine learning models, with clear definitions and
objective evaluation criteria.
Certainly, geometry and topology not only exist in structural design but are also widely used in a
variety of design scenarios. For example, in the design of a floor plan, the boundaries of rooms
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relate to the geometry, while the connectivity of rooms relates to the topology [96]. In this case, the
direct machine learning of the geometry might not give a solution with high accuracy and precision;
however, using a trained model of the topology can improve the performance—similar to our work in
this dissertation. Therefore, since the geometry and topology can improve each other, they together
represent more complete design data.
Future research on machine learning with data from geometry and topology may involve deeper
discussion on the data structures used for different design scenarios. In this dissertation, the data of a
structure is obtained and transformed through GS. However, for other tasks, the data structure might
be entirely different and should thus be reconsidered. This dissertation presents a case in structural
design to reveal the general concept of data structure in design scenarios. While others can follow
this general concept, the transformation algorithms might be different.
Once the data structure has been settled, the machine learning process can be executed. In this
dissertation, we show the training and testing of two commonly-used neural networks: a GAN for
image-based data and an ANN for vector-based data. Other possible neural networks include CNNs,
RNNs, and graph neural networks (GNNs), which are also partly introduced in the methodology of
this dissertation. The choice of neural network type depends on the specific data structure.
Ultimately, the final goal of applying machine learning surrogate models in solving design problems
is to either increase productivity or improve the quality of a design. In our first case of the implementation, the surrogate model replaces some functions of the original process, thereby shortening
the calculation time and making some tasks possible that could not be previously completed in a
limited amount of time. This represents an increase in the productivity of the structural performance
calculation process. In our second case of the implementation, the surrogate model generates structure cases that perform better than traditional structures. Thus, the quality of the structural design
has been improved through the machine learning of the structural samples from nature. Therefore,
future research could take the two implementation cases as a reference.
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