Frequentist sample size determination for binary outcome data in a two-arm clinical trial requires initial guesses of the event probabilities for the two treatments. Misspecification of these event rates may lead to a poor estimate of the necessary sample size. In contrast, the Bayesian approach that considers the treatment effect to be random variable having some distribution may offer a better, more flexible approach. The Bayesian sample size proposed by Whitehead et al. (2008) for exploratory studies on efficacy justifies the acceptable minimum sample size by a "conclusiveness" condition. In this work, we introduce a new two-stage Bayesian design with sample size reestimation at the interim stage. Our design inherits the properties of good interpretation and easy implementation from Whitehead et al. (2008) , generalizes their method to a two-sample setting, and uses a fully Bayesian predictive approach to reduce an overly large initial sample size when necessary.
Introduction
Traditional sample size determination for binary outcome data in a frequentist approach is simple, straightforward, and has been implemented in many clinical trials. For example, consider a twoarm clinical trial that compares the effect of two treatments, where we are interested in testing the hypotheses H 0 : p 1 = p 2 versus H a : p 1 > p 2 , where p 1 and p 2 denote the true event rates in the two treatment groups. To obtain the sample size given some pre-specified significance level α and power β, we must first set some target point estimates of p 1 and p 2 as crude guesses of the event probabilities for two treatments, denoting them as p * 1 and p * 2 , respectively. The designed detectable effect is then θ * = p * 1 − p * 2 . The sample size can be calculated by the following standard formula (Lachin, 1977) ,
where the average event ratep * = (p * 1 + p * 2 )/2, and Z γ denotes the γ percentile of the standard normal distribution.
Since the selection of the p * 1 and p * 2 are usually based on fairly vague prior knowledge or other studies with small sample sizes, the credibility of the "working alternative hypothesis" that p 1 = p * 1 and p 2 = p * 2 is often questionable (Spiegelhalter and Freedman, 1986) . Misspecification of the event rates may lead to a poor estimate of the necessary sample size (Shih et al., 1997) . To fix this problem, many sequential designs and adaptive sample size designs incorporating interim analyses have been proposed in recent years (Gehan, 1961; Simon, 1989; Jennison and Turnbull, 2000; Gould, 2001; Denne, 2001; Friede and Kieser, 2004) . All these methods can provide substantial improvement by adjusting the sample size to achieve the target power while preserving the overall Type I error. However, previous sample size reestimation methods are based on an implicit assumption that estimates of the true unknown treatment effect do not change appreciably over time. In real life situations, this assumption is questionable, especially when more subject-level variability exists in the early recruitment period. A good specification of the expected treatment effect is still required for these frequentist designs.
In contrast, the Bayesian approach considers the treatment effect to be random variable having some distribution, and updates the prior with the data, obtaining a posterior distribution for inference.
The interpretation of a credible interval for the treatment effect seems more natural here than that of the traditional frequentist confidence interval. Moreover, the objective of a phase II trial is to accept or reject a new drug for further investigation in a phase III trial, rather than obtain a highly precise estimate of each possible response rate. Generally there are three classes of Bayesian methods for sample size determination. First, a frequentist-Bayesian hybrid approach (Brown et al., 1987; Spiegelhalter et al., 1993; Lecoutre, 1999; Lee and Zelen, 2000) , which considers the predictive probability of achieving the primary study goal based on the available data, but still aiming to control type I error. Second, some Bayesians recommend an interval length-based approach (Pham-Gia and Turkkan, 1992; Joseph et al., 1995; Pezeshk, 2003) , which uses the length of posterior credible intervals as the sample size criterion. Finally, some authors pursue a fully decision-theoretic approach (Stallard, 1998; Claxton et al., 2000; Sahu and Smith, 2006; Berry et al., 2010) , which chooses sample size to maximize an investigator-selected utility function or minimize a corresponding loss function.
The Bayesian sample size proposed by Whitehead et al. (2008) for exploratory studies on efficacy is an interval length-based approach, but includes an analogy to frequentist Type I and II errors. These authors argue that "the trial should be large enough to ensure that the data collected will provide convincing evidence either that an experimental treatment is better than a control or that it fails to improve upon control by some clinically relevant difference." Like frequentist designs, the expected treatment effect is explicitly set in the design. But the Whitehead et al. sample size does not aim to meet certain power criteria under the alternative hypothesis. Instead, the acceptable minimum sample size N is justified by a "conclusiveness" condition. In the context of a one-sample test for a binary outcome (say, efficacy), it specifies that, regardless of the data, at least one of the two following probability statements should be satisfied at the end of a trial:
where p ∈ [0, 1] denotes the success rate for the treatment, θ * ∈ [0, 1] is the expected (or desired)
treatment effect, and Y N represents any possible dataset of N patients. The threshold probabilities η 1 and η 2 are selected to reflect the degree of certainty we require for convincing evidence, with both values typically close to 1.
One potential problem is that such a sample size might be too conservative. Adding an interim stage to reestimate the sample size might offer a solution, dramatically reducing the sample size where the interim information about the true treatment effect emerges as sufficiently conclusive. Moreover, the corresponding Bayesian approach for comparing two proportions is not discussed by Whitehead et al. (2008) and merits further exploration.
At the interim stage, one can calculate the predictive power based on the interim posterior estimates of the parameters. The predictive power is actually the "re-estimated" power based on the prior and the data. Thus, a Bayesian approach to sample size estimation seems more sensible and natural here. However, in contrast to the frequentist literature, sample size reestimation has been infrequently discussed in the Bayesian setting. Some Bayesians argue that Bayesian analysis is a naturally sequential procedure, and are thus unconcerned about Type I error inflation resulting from multiple interim looks. Patient recruitment should depend on the data available at that time, and the adequacy of the resulting predictive power for making a final decision. However in practice, the sample size is usually determined before starting the trial and the schedule of interim analyses is also fixed; many trialists feel it is inappropriate to adjust the recruitment plan during the trial. Sample size reestimation, a key factor in interim analysis, is thus relevant in Bayesian design as well. Wang (2007) applies a Bayesian predictive approach to interim sample size reestimation, and compares it to other approaches such as predictive and conditional power approaches. The author recommends its application in exploratory studies, where knowledge about a test drug is still uncertain, and the adaptive sample size is based on the predictive probability of trial success.
"Personalized medicine" is a subject of intense discussion in recent years. The concept refers to the tailoring of treatments to individuals based on personal characteristics, and represents the next step in drug therapy and development toward better understanding of disease and health (Woodcock, 2007) . The field is closely related to subgroup analysis, a subject of longstanding interest to trialists. For example, a recent study suggested no improvement in the overall mortality of patients with coronary disease whether treated with percutaneous coronary intervention (PCI) or coronary-artery bypass surgery. But the results also showed age played a key role, with much lower mortality after surgery among patients 65 years or older, while lower mortality after PCI among those 55 years or younger (Hlatky et al., 2009) . Although many observational studies and pooled trials have contributed to our understanding of treatment effects at the individual level through subgroup effect analyses and development of prediction rules, a significant obstacle to the implementation of a personalized approach to trials themselves is the lack of appropriately designed studies (Garber and Tunis, 2009 ). Sample size estimation is an important issue for adequate trial design when we seek to study subgroup effects, especially in view of the well-known risk of Type I error inflation resulting from subgroups chosen post-hoc.
In this work, we first introduce a new two-stage Bayesian two-arm phase II trial design with sample size reestimation by implementing a predictive approach using the Whitehead et al. (2008) stopping rule. Then, we extend it to a four-subgroup trial design that considers an important binary covariate (gender) crossed with the treatment effect.
The remainder of the article is organized as follows. In Section 2 we introduce our proposed twostage Bayesian design in the case of a binary endpoint for a drug treatment trial. Section 3 presents the application of our design for a sample cancer trial with gender stratification, and compares its operating characteristics with those of the Whitehead et al. (2008) design. Finally, Section 4 discusses the advantages and limitations of our design, other applications, and suggests areas for further research.
Method

Initial Sample Size Calculation
In an equal-size two-arm phase II trial to test the efficacy difference between a drug and a placebo for a binary endpoint, we generalize (2) to provide an initial sample size N per group determined to satisfy at least one of the following two probability statements for any dataset of this size,
where θ * is the desired level of improvement in treatment response rate, p T and p C denote the success rates in the treatment and placebo groups, respectively, and s T and s C represent the numbers of efficacy events among N subjects in each group. Note that s T and s C can take any values in {0, 1, 2, . . . , N }.
Suppose we place vague conjugate Beta(α T , β T ) and Beta(α C , β C ) priors on p T and p C . The posterior
In similar notation, the posterior for
denoted as the beta difference distribution, denoted by Pham-Gia and Turkkan (1993) as
Although the probability density function of this distribution is complex, Monte Carlo sampling from it is straightforward by generating from two independent beta distributions. In reality it is usually unacceptable to choose a sample size of less than 10 subjects per group, and thus we assume the smallest possible N to be 10. Thus, starting from N = 10, we check
possible values of s T and s C , we increase N to N + 1 and continue to check until a minimum N is obtained that satisfies (3) for all s T and s C . Considering not much information will be available at the beginning of the trial, it is reasonable to begin with this rather conservative sample size. Note that this sample size only depends on the two threshold probabilities η 1 and η 2 , a selected prior on tumor response rates in each arm, and the target rate difference between two treatments we seek to detect.
Sample Size Reestimation
To add in a sample size reestimation step, we first assume all patients enroll simultaneously across groups, so that the numbers of patients at the interim look are the same for both groups. Suppose the efficacy data for N 1 patients are available for both groups at the interim look, with s T 1 positive responses in the treatment group, and s C1 positive responses in the control group. N 1 could be determined as a proportion of the initial sample size; for example, N 1 = 1 3 N . Define the new sample size after recruiting N 1 patients to be M , and assume there are s T 2 and s C2 successful events among these M additional patients in the treatment and control groups, respectively. From the previous discussion, the interim
, and can be easily sampled.
Our sample size reestimation is still based on a conclusiveness condition. Similar to (3), we are particularly interested in ensuring at least one of the following two conditions:
Note that both M , s T 2 and s C2 are unknown random variables at the interim stage, while N 1 , s T 1
and s C1 are observed data. At this stage, since knowledge has been gained from the data of the first N 1 patients, it is reasonable to assume that the future data will be generated based on the interim posterior distributions of p T and p C . Unlike the consideration of all possible data for the initial sample size, this assumption may greatly decrease the potential expected variability of the future data, thus substantially decreasing the sample size.
Given M , s T 2 and s C2 can be predicted using beta-binomial marginal distributions having pmfs,
and
where B is the beta function, B(x, y) = Γ(x)Γ(y) Γ(x+y) , and s T 2 , s C2 ∈ {0, . . . , M }. Following Sec 4.2 of Berry et al. (2010) , the predictive probabilities we require can be obtained as
where I(.) is the indicator function, taking the value 0 or 1, depending on whether the condition is false or true. We select the minimum sample size M so that at least one of the two predictive probabilities is no less than a desired level γ. A special case is that M could be 0, in which case
This situation suggests the interim data are already strong enough to reach a decision to stop the trial at that point due to either efficacy or futility, respectively.
When M is large, the computation in (7) and (8) 
N 1 +M are the MLE estimators of p T and p E in a frequentist version. Thus (7) and (8) can be approximated as
where Φ(x) represents the cumulative density function of a standard normal distribution. Alternatively, to also avoid calculating P (s T 2 ) and P (s C2 ) in (10) and (11) for all possible values of s T 1 and s C1 , we can approximate (10) and (11) by directly sampling s T 2 and s C2 from their beta-binomial distributions (5) and (6), obtaining {(s * T 2j , s * C2j ), j = 1, . . . , J}. Then (10) and (11) can be approximated as
and 
Final Trial Conclusion
At the end of the trial, if the final results show P r(
, then we conclude that the the test drug is minimally effective, or not as effective as we had hoped, respectively. Note in particular that our Whitehead formulation means that both conclusions may be drawn simultaneously. This is clearly an odd situation, but one that is inherent in Whitehead et al.'s definition of "conclusiveness". Of course, despite our best efforts, it may be that neither of the previous two probability statements holds, suggesting either bad luck or perhaps a data pattern for later patients that is different from that of the interim data. For temporally homogeneous data, this situation should happen rarely provided we choose the predictive probability of conclusiveness γ reasonably close to 1. Generally our proposed two-stage Bayesian sample size algorithm for each stratum is as follows:
Sample Size Estimation Algorithm:
1. Calculate the initial sample size based on the pre-specified expected effect.
2. Choose a proportion of the initial sample size, N 1 , to determine the interim time for sample size reestimation.
3. Begin the trial, and estimate the interim posterior distribution of the treatment effect at the interim time (i.e., when N 1 patients have reported their data in each treatment group). Check the conclusiveness condition, thus making a decision on whether to stop the trial there.
4. If not terminated, find the minimum sample size M so that at least one of the two predictive probabilities (7) and (8) is over a desired level γ; this is our reestimated Bayesian sample size.
5. Resume the trial, and make a conclusion on the efficacy of the drug at the end of the trial, after all N 1 + M patients in each group have reported.
Extension to Personalized Medicine
As mentioned in Section 1, patient demographics such as gender and age may be highly correlated with treatment effect. Thus, these confounding factors should be considered when testing for a treatment effect, and constitute a first step toward within-trial consideration of personalized medicine. Without loss of generality, let Y i ∈ {0, 1} be the tumor response for the ith patient (i = 1, . . . , n) , and assume the Y i follow a Bernoulli distribution with success rate p i . Then we apply a logistic regression model for p i as follows,
where
′ is a vector of covariate values for the ith patient, and β is a k × 1 vector of regression coefficients (k ≥ 3). We set x i1 = 1 for the estimation of the intercept term, and let x i2 = 1 or 0 for the treatment and placebo groups, respectively. Interaction terms, such as the multiplicative interaction between drug and gender, may also be desired in β. Suppose there are L different (x i3 , . . . , x ik ) covariate vector values in the study cohort, and all patients can be classified into one of these L strata, with a particular (x i3 , . . . , x ik ) for each stratum. We also assume equal sample size for both the drug and placebo arms within each stratum. If continuous covariates such as age and weight are included in the logistic model, then we can create a set of ranges based on their values, and use dummy variables to control the number of strata L.
Our two-stage Bayesian design can be applied to the multiple strata case, where we now aim to make a conclusiveness statement on the drug effect in each stratum. When L is small, it is easy to directly use beta priors for the probabilities of success events in each subgroup to adjust sample size within each stratum. We illustrate such subgroup analysis with a numerical example in Section 3. The sample sizes for both treatment groups are assumed equal, but we permit different sample sizes between groups with different covariate values. The four-subgroup trial includes two sub-trials proposed by our method for the two covariate groups, with final conclusions made for both groups; we simply apply the algorithm in the previous subsection to every stratum.
However, when L is large, priors are often set for β in the logistic model, rather than directly for the stratum-specific p i in (14) . Note that it is not important here to find the initial sample size so as to meet the conclusiveness condition regardless of the data, since logistic models are usually less than ideal in their handling of extreme data (i.e., when the number of success events is low even though the total number of patients is large). Our method enables the borrowing of strength from the interim data in sample size reestimation to make a conclusion on drug treatment effects.
Under either a uniform or a normal prior specification, the posterior distribution for β is complicated and does not have an analytic closed form. Although MCMC software may be used to obtain the exact distribution, the computation is extensive if using the predictive approach to test all possible datasets with the new sample size. Therefore, we again suggest use of the BCLT to simply computation.
Suppose a uniform (improper) prior is specified for β, i.e., P (β) ∝ 1. Then the posterior distribution of β follows a multivariate normal distribution as n → ∞,
where Y = (Y 1 , Y 2 , . . . , Y n ) ′ is the binary outcome data,β is the MLE of β, and X = (X 1 , X 2 , . . . , X n ) ′ is an n × k covariate matrix. Then V is an n × n diagonal matrix with ith diagonal element:
Suppose the ith and jth patients are in the drug and placebo arms within the same lth stratum,
The difference in the probabilities of tumor response between the new drug and placebo within this stratum is
Let x i = (1, 1, . . . ) ′ and x j = (1, 0, . . . ) ′ be the covariate vectors for the drug and placebo arms, respectively. By the delta method, the posterior distribution of p i − p j can be approximated by a normal distribution,
Similarly, we can check the probability criteria as in (7) and (8) in a predictive approach to reestimate sample size at the interim stage. In the presence of covariates leading to L strata, we can design a multisubgroup trial by combining multiple sub-trials as proposed above. Note that we would likely power the study at the interim look for each stratum separately; Section 3 offers an illustration. Alternatively, unpromising strata might be abandoned at the interim look as a cost-saving measure.
Application
In this section, we give a simple but representative example, which concerns a design of phase II trial for patients with non-Hodgkin lymphoma. The primary goal of this study is to design a trial with an efficient sample size to assess the efficacy of a novel natural killer (NK) cell treatment compared to placebo. A decision as to whether the new regimen deserves a test in a large confirmatory phase III trial must be made at the conclusion of this study. The decrease in the expression level for polychlorinated biphenyl (PCB) is considered as the tumor response. Little information is available for both treatments at the planning stage, but it is expected that the treatment effects may be different in women and men.
Therefore, a two-arm randomized trial stratified by gender is preferred. As in the previous section, this four-subgroup trial design reestimates the sample size after one interim analysis, to improve the chance of a conclusive decision regarding the treatment effect for both women and men. We also permit different sample sizes in the two groups.
In this study, the target difference in tumor response rates between the two treatments is set as θ * = 0.2. To retain the exploratory nature of our design, the threshold probabilities η 1 and η 2 are both fixed at 90%, fairly modest values. The proportion of the initial sample size for the interim time is fixed at N 1 = N/3. The desired conclusiveness level γ, or the threshold of predictive probability of conclusiveness, is set as 0.9. We apply very weak independent Beta(0.5,0.5) priors to the tumor response rates in all four subgroups: Trt+Women, Control+Women, Trt+Men and Control+Men.
We assume the binary outcome data is independently generated from binomial distributions with different tumor response rates in all four subgroups. To evaluate our new design, we consider the six different simulation scenarios given in Table 1 . The true tumor response rates for all four subgroups in each scenario are listed as p T W , p CW , p T M and p CM . The ∆p W and ∆p M represent the true effect differences between the treatments for women and men, respectively. The first scenario assumes that the new drug has a better treatment effect than placebo in both women and men (0.3 and 0.2, respectively). Scenario 2 instead supposes that the new treatment is superior to placebo only in women, but not in men (the differences are 0.2 and 0, respectively). In Scenario 3, no treatment difference exists between the two treatments across both gender strata. Scenario 4 indicates that the new drug is marginally better than placebo in both women and men, with the improvement in success rate as 0.1, less than the hoped-for value of θ * = 0.2. The next scenario shows the improvement in men is 0.3, while that in women is only 0.1, marginally better. The last scenario assumes that the new treatment is much more effective than placebo in women, but even worse than placebo in men. First, we calculate the initial sample size for each subgroup as in Subsection 2.1. The minimum sample size that is sufficient to make a conclusive statement on the treatment effect is 80 in each of the four subgroups. At the interim stage (N 1 = 80 × 1/3 ≈ 27), our design reestimates the sample size using the interim data by the predictive probability approach described in Section 2. Then, the conclusiveness condition is examined predictively using the new sample size. We simulated 1000 trials to investigate the operating characteristics of this approach using the R software. As a comparison, the performance of simply using the initial sample size generalized from Whitehead et al. (2008) without any sample size reestimation is also investigated. Table 2 presents the simulated operating characteristics of our design, including the average sample size per subgroup, probabilities of early termination (PET) at the interim time, and conclusiveness probabilities at the end of the trial for women and men, respectively. Operating characteristics for the fixed-sample design using the generalized Whitehead et al. sample size can be found in Table 3 . Both tables further break down the conclusiveness probabilities into their "minimal efficacy" and "futility" components.
Women Men Table 2 : Operating characteristics of our design. The E(N W ) and E(N M ) denote the average numbers in each treatment group for women and men, respectively. The P ET W and P ET M represent the probabilities of early termination due to conclusiveness at the interim time for women and men, respectively (N W max = N M max = 80, η 1 = η 2 = 0.9, γ = 0.9). Table 4 : Operating characteristics of our design (N W max = N W max = 131, η 1 = η 2 = 0.95, γ = 0.9).
Comparing the results in Tables 2 and 3 , our proposed design results in a substantial decrease in sample size for all scenarios. Whereas the fixed-sample design requires 80 men and 80 women, our design requires an average of 28-45 women and 32-44 men, depending on the scenario. Furthermore, we achieve conclusiveness in all cases, even though we require only half the sample size on average.
One drawback to our proposed design is that we observe an increased probability of reaching an incorrect conclusion. For example, in Scenario 1 where ∆p M = 0.2, we conclude that ∆p M < 0.2 18% of time, compared to only 11% for the fixed-sample design. A similar phenomenon is observed in Scenarios 2 and 3. These results should not be surprising. Although our model is estimated using the Bayesian paradigm, the results reported in Table 2 represent the frequentist operating characteristics of our proposed design. As in any sequential procedure, allowing early termination at the interim look increases the Type I and Type II error rates.
One approach to improving the percentage of correct conclusions is to adopt stricter stopping criteria. For example, we may raise the probability thresholds η 1 and η 2 from 0.9 to 0.95, which also increases the maximum sample size from 80 to 131 per subgroup for both women and men. The operating characteristics of our design under this setting are shown in Table 4 . This change decreases the probability of reaching an incorrect conclusion to that observed for the fixed-sample case (Table 3) .
Increasing η 1 and η 2 also increases the expected sample size compared to Table 2 , but the expected sample sizes are still less than those in the fixed-sample case in all but the most difficult scenarios, namely when ∆p M or ∆p W = 0.1 (exactly halfway between 0 and θ * ).
Discussion
Our design inherits the properties of good interpretation and easy implementation from Whitehead et al. (2008) , generalizes their method to a two-sample setting, and uses a fully Bayesian predictive approach to reduce an unnecessarily large sample size and save patients in exploratory studies. Moreover, we extend our method to multiple subgroups with varying categorical covariates, and allow flexible sample size within each subgroup based on interim analyses. With these merits, our design might be applied to many early phase studies, with consequent advances for personalized medicine.
Due to the different context between frequentists and Bayesians, when evaluating operating characteristics of a Bayesian approach by simulated data from fixed treatment effects, there is always an issue of how to best select control parameters such as η 1 , η 2 and γ. Our results suggest that using stricter criteria in our method can reduce some errors and improve operating characteristics while not increasing sample size beyond Whitehead et al. levels. We also tried increasing γ from 0.9 to 0.95, but the corresponding impacts on the sample sizes and the percentages of making correct conclusions were not as great.
Of course, there are also some limitations to our method. First, although we use logistic models for the case of many strata, the probability criteria are hard to determine because the interpretation for the transformation from the odds ratio to the absolute probability difference is not straightforward and depends on the baseline probability. Still more assumptions are required for the use of logistic regression models in clinical trials. For example, logistic regression often ignores some interaction terms between different covariates to decrease the number of model coefficients. In addition, in this paper we assumed independent binomial models for all subgroups, without considering any correlations between them. How to incorporate correlations into our design is a topic for future study. Finally, although the selection of the interim time and how it influences operating characteristics can be investigated by simulation studies, our future work also includes finding more general guidance for choosing N 1 , the interim sample size, a subject that is also often discussed in frequentist sequential analysis.
