Abstract. We give a combinatorial description of the Springer correspondence for classical Lie algebras of type B, C or D and their duals in characteristic 2. The combinatorics used here is of the same kind as those appearing in the description of (generalized) Springer correspondence for unipotent case of classical groups by Lusztig in odd characteristic and by Lusztig and Spaltentstein in characteristic 2.
introduction
Let G be a connected reductive algebraic group over an algebraically closed field of characteristic p. Let g be the Lie algebra of G and g * the dual vector space of g. When p is large enough, Springer [13] constructs a correspondence which associates to an irreducible character of the Weyl group of G a unique pair (x, φ) with x ∈ g nilpotent and φ an irreducible character of the component group A G (x) = Z G (x)/Z 0 G (x). For arbitrary p, Lusztig [5] constructs the generalized Springer correspondence which is related to unipotent conjugacy classes in G. Assume p = 2 and G is of type B, C or D, a Springer correspondence for g (resp. g * ) is constructed in [14] (resp. [15] ) using a similar construction as in [5, 7] . Assume G is classical. When p is large, Shoji [10] describes an algorithm to compute the Springer correspondence which does not provide a close formula. A combinatorial description of the generalized correspondence for G is given by Lusztig [5] for p = 2 and by Lusztig, Spaltenstein [9] for p = 2. Spaltenstein [11] describes a part of the Springer correspondence for g under the assumption that the theory of Springer representation is valid for g when p = 2. We describe the Springer correspondence for g and g * using similar combinatorics that appears in [5, 9] . It is very nice that this combinatorics gives a unified description for (generalized) Springer correspondences of classical groups in all cases, namely, in G, g and g * in all characteristics. Moreover, it gives rise to close formulas for computing the correspondences.
Recollections and outline
2.1. Throughout this paper, k denotes an algebraically closed field of characteristic 2 unless otherwise stated, G denotes a connected algebraic group of type B, C or D over k, g the Lie algebra of G and g * the dual vector space of g. There is a natural coadjoint action of G on g * , g.ξ(x) = ξ(Ad(g) −1 x) for g ∈ G, ξ ∈ g * , x ∈ g, where Ad is the adjoint action of G on g.
2.
2. For a finite group H, we denote H ∧ the set of irreducible characters of H. Let W G be the Weyl group of G. Denote A g (resp. A g * ) the set of all pairs (c, F ) with c a nilpotent G-orbit in g (resp. g * ) and F an irreducible G-equivariant local system on c (up to isomorphism), which is the same as the set of all pairs (x, φ) (resp. (ξ, φ)) with 2.4. For a Borel subgroup B of G, we write B = T U a Levi decomposition of B and denote b, t and n the Lie algebra of B, T and U respectively. Define n * = {ξ ∈ g * |ξ(b) = 0} and b * = {ξ ∈ g * |ξ(n) = 0}. For a parabolic subgroup P of G, we denote U P the unipotent radical of P , p and n P the Lie algebra of P and U P respectively. For a Levi subgroup L of P , denote l the Lie algebra of L. Define p * = {ξ ∈ g * |ξ(n P ) = 0}, n * P = {ξ ∈ g * |ξ(l ⊕ n P ) = 0} and l * = {ξ ∈ g * |ξ(n P ⊕ n − P ) = 0} where g = l ⊕ n P ⊕ n − P . We have p * = l * ⊕ n * P . Let π p * : p * → l * be the natural projection.
2.5. Let P be a parabolic subgroup of G with a Levi decomposition P = LU P , where rank(L) = rank(G) − 1. We identify L with P/U P and l with p/n p . Let x ∈ g and x ′ ∈ l be nilpotent elements. Consider the variety Y x,x ′ = {g ∈ G|Ad(g −1 )(x) ∈ x ′ + n P }.
The group Z G (x) × Z L (x ′ )U P acts on Y x,x ′ by (g 0 , g 1 ).g = g 0 gg −1
)/2+dim n P . We have dim Y x,x ′ ≤ d x,x ′ (see Proposition 3.1 (ii)).
Let S x,x ′ be the set of all irreducible components of Y x,x ′ of dimension d x,x ′ . Then the group A G (x) × A L (x ′ ) acts on S x,x ′ . Denote ε x,x ′ the corresponding representation. We prove in section 3 the following restriction formula
L correspond to the pairs (x, φ) ∈ A g , (x ′ , φ ′ ) ∈ A l respectively under the Springer correspondence. It suffices to consider the case where G is adjoint (see 2.3). The proof is essentially the same as that of the restriction formula in unipotent case [5] .
2.6. We preserve the notations from 2.5. Let ξ ∈ g * and ξ ′ ∈ l * be nilpotent elements. We define Y ξ,ξ ′ , S ξ,ξ ′ , ε ξ,ξ ′ as Y x,x ′ , S x,x ′ , ε x,x ′ replacing x, x ′ ,p, n p by ξ, ξ ′ ,p * , n * P respectively and adjoint G-action on g by coadjoint G-action on g * . We identify l * with p * /n * P . We have the following restriction formula
L correspond to the pairs (ξ, φ) ∈ A g * , (ξ ′ , φ ′ ) ∈ A l * respectively under the Springer correspondence. The proof of (R ′ ) is entirely similar to that of (R) and is omitted.
2.7. Let V be a vector space of dimension 2n over k equipped with a non-degenerate symplectic form β : V × V → k. The symplectic group is defined as Sp(2n) = Sp(V ) = {g ∈ GL(V ) | β(gv, gw) = β(v, w), ∀ v, w ∈ V } and its Lie algebra is sp(2n) = sp(V ) = {x ∈ gl(V ) | β(xv, w) + β(v, xw) = 0, ∀ v, w ∈ V }.
Recall (see [15] ) that for a nilpotent element ξ ∈ sp(2n) * , we associate a well-defined quadratic form α ξ : V → k, α ξ (v) = β(v, Xv) and a nilpotent endomorphism T ξ : V → V , β(T ξ (v), w) = β ξ (v, w), where X ∈ End(V ) is such that ξ(−) = tr(X−) and β ξ is the bilinear form associated to α ξ . The function χ ξ : N → N is defined as χ ξ (m) = min{k ≥ 0|T m ξ v = 0 ⇒ α ξ (T k ξ v) = 0}.
2.8. Let V be a vector space of dimension N over k equipped with a non-degenerate quadratic form α : V → k. Let β : V × V → k be the bilinear form associated to α. The orthogonal group is defined as O(N) = O(V ) = {g ∈ GL(V ) | α(gv) = α(v), ∀ v ∈ V } and its Lie algebra is o(N) = o(V ) = {x ∈ gl(V ) | β(xv, v) = 0, ∀ v ∈ V and tr(x) = 0}. When N is even, we define SO(N) to be the identity component of O(N).
Recall (see [15] ) that for a nilpotent element ξ ∈ o(2n + 1) * , we associate a well-defined bilinear form β ξ : V × V → k, β ξ (v, w) = β(Xv, w) + β(v, Xw) where X ∈ End(V ) is such that ξ(−) = tr(X−). Let v i , i = 0, . . . , m be the uniquely determined (up to multiple) set of vectors by ξ (see [15, 3.2] ).
Assume m ≥ 1. Let u i , i = 0, . . . , m−1 be a set of vectors as in [15, Lemma 3.6] , V 2m+1 the vector space spanned by u i , i = 0, . . . , m−1, v i , i = 0, . . . , m, and W = {v ∈ V |β(v, V 2m+1 ) = β ξ (v, V 2m+1 ) = 0}. Then V = V 2m+1 ⊕ W . Define T ξ : W → W by β(T ξ (w), w ′ ) = β ξ (w, w ′ ) and a function χ W : N → N by χ W (s) = min{k ≥ 0|T From now on, we always assume the decomposition V = V 2m+1 ⊕ W is a norm form of ξ, namely, if W = W χ(λ 1 ) (λ 1 ) ⊕ · · · ⊕ W χ(λs) (λ s ) with λ 1 ≥ · · · ≥ λ s (notation as in [15] ) , then m ≥ λ 1 − χ(λ 1 ). Note ifṼ 2m+1 andW are obtained from V 2m+1 and W as above, then V =Ṽ 2m+1 ⊕W is also a normal form, in particular,W ∼ = W χ(λ 1 ) (λ 1 ) ⊕ · · · ⊕ W χ(λs) (λ s ).
2.9. For n ≥ 1, let W n be a Weyl group of type B n (or C n ). The set W ∧ n is parametrized by ordered pairs of partitions (µ, ν) with µ i + ν i = n. We use the convention that the trivial representation corresponds to (µ, ν) with µ = (n) and the sign representation corresponds to (µ, ν) with ν = (1
∧ by the natural action of W n /W ′ n . The parametrization of W n by ordered pairs of partitions induces a parametrization of W ∧ n ′ by unordered pairs of partitions {µ, ν}. Moreover, {µ, ν} corresponds to one (resp. two) element(s) of (W ′ n )
∧ if and only if µ = ν (resp. µ = ν). We say that {µ, ν} and the corresponding elements of W ∧ n ′ and (W ′ n ) ∧ are non-degenerate (resp. degenerate).
Assume
The groupG/G acts on A g and on the set of all nilpotent G-orbits in g. An element in A g or a nilpotent orbit in g is called non-degenerate (resp. degenerate) if it is fixed (resp. not fixed) by this action. Then (x, φ) ∈ A g is degenerate if and only if x is degenerate, in this case A G (x) = 1 and thus φ = 1. LetÃ g be the quotient of A g byG/G. Then (2.1) induces a bijection
Let Σ ⊂ V be a line such that α| Σ = 0. LetP be the stabilizer of Σ inG and P the identity component ofP . Then P is a parabolic subgroup of G. Let L be a Levi subgroup of P and L = NP (L). Let U P , p, n P be as in 2.4. ThenP =LU P and L =L 0 . Fix a Borel subgroup B ⊂ P and letB = NG(B).
We have a well defined map
where CN (p/n P ) is the set of nilpotentP /U P -orbits in p/n P . Let c ′ ∈ f x (P x ) be a nilpotent orbit.
x (Y). We can assumeP ∈ Y. We identifyL withP /U P , l with p/n P . Let x ′ be the image of x in l andÃ
If G =G, then we omit the tildes from the notations, for example, A P =Ã P and etc.
2.12. We preserve the notations in 2.11. LetỸ x,x ′ andS x,x ′ be defined as in 2.5 replacing G byG and L byL. Note thatS x,x ′ = ∅ if and only if dim X = dimB x , where X is defined as in 2.11 with c ′ the orbit of
The subgroupH x,x ′ is described as follows.
If A, B are groups, a subgroup C of A × B is characterized by the triple (A 0 , B 0 , h) where
Assume G = SO(2n). The subset S x,x ′ ofS x,x ′ is the image inS x,x ′ of the subgroups of AG(x) × AL(x ′ ) consisting of the elements that can be written as a product of even number of generators. This is also the image of
2.13. Assume G = Sp(V ) or O(V ) with dim V odd. The definitions in 2.11 apply to g * (if G = Sp(V ), there are no conditions on the line Σ). Let ̺ ξ , f ξ , A P , A ′ P etc. be defined in this way. Then Y ξ,ξ ′ , S ξ,ξ ′ are described in the same way as Y x,x ′ , S x,x ′ in 2.12.
2.14. The correspondence for symplectic Lie algebras is determined by Spaltenstein [11] since in this case the centralizer of a nilpotent element is connected and A g = {(c, 1)}. We rewrite his results in section 8 using different combinatorics and describe the Springer correspondence for orthogonal Lie algebras in section 9. The proof will essentially be as in [5] , which is based on the restriction formula (R) and the following observation of Shoji: if n ≥ 3, an irreducible character of W n (resp. a nondegenerate irreducible character of W ′ n ) is completely determined by its restriction to W n−1 (resp. W ′ n−1 ). We need to study the representations ε x,x ′ , which require a description of the groupsÃ P andÃ ′ P . Using a similar method as in [12] , we describe these groups for orthogonal Lie algebras, duals of symplectic Lie algebras and duals of odd orthogonal Lie algebras in section 4,5 and 6 respectively.
2.15. The Springer correspondence for the duals of symplectic Lie algebras and orthogonal Lie algebras is described in section 10. The proofs are very similar to the Lie algebra case. We omit many details.
Restriction formula
Assume G is adjoint. Fix a Borel subgroup B of G and a maximal torus T ⊂ B. Let B be the variety of Borel subgroups of G. A proof of the restriction formula in unipotent case is given in [5] . The proof for nilpotent case is essentially the same. For completeness, we include the proof here.
3.1. We prove first a dimension formula. Let P be a G-conjugacy class of parabolic subgroups of G. For P ∈ P, letP = P/U P ,p = p/n P and π p : p →p be the natural projection. We assume given a G-orbit c in g and given for each P ∈ P, aP -orbit cp ⊂p with the following property: for any P 1 , P 2 ∈ P and any g ∈ G such that P 2 = gP 1 g −1 , we have π
We denote ν G the number of positive roots in G and setν = νP (P ∈ P). Let c = dim c andc = dim cp for P ∈ P.
Propsition. (i) Given P ∈ P andx ∈ cp, we have dim(c ∩ π
Proof. We prove the proposition by induction on the dimension of the group. Assume P = {G}, the proposition is clear. Thus we can assume that P is a class of proper parabolic subgroups of G and that the proposition holds when G is replaced by a group of strictly smaller dimension.
Consider the map Z
. We see that proving (iii) for Z ′ O is the same as proving that for a fixed (P ′ , P ′′ ) ∈ O, we have
It is easy to see that there are unique elements
Note the projection pr 3 of the variety in (3.3) on the z-coordinate is a union of finitely many orbitsĉ 1 
(By the finiteness of the number of nilpotent orbits, it is enough to show that the semisimple part z s of z can take only finitely many values up to L ′ ∩ L ′′ -conjugacy; but z s is conjugate to one of the elements in the finite set obtained by intersecting the set of semisimple parts of elements in cp′ ⊂ l ′ with the Lie algebra of a fixed maximal torus in L ′ ∩ L ′′ .) The inverse image under pr 3 of a point z ∈ĉ i is a product of two varieties of the type considered in (i) for a smaller group (G replaced by L ′ or L ′′ ), thus by the induction hypothesis it has dimension ≤ 1 2
is empty then the variety in (ii) is empty and (ii) follows. Hence we may assume that
Each fiber of this map is a product of two copies of the variety in (ii). It follows that the variety in (ii) has dimension equal to
. Then (ii) follows. We show that (i) is a consequence of (ii). Consider the variety {(x, P ) ∈ c × P|x ∈ π −1 p (cp)}. By projecting it to the x-coordinate and using (ii), we see that it has dimension ≤ ν G −ν +c 2 + c 2
. If we project it to the P -coordinate, each fiber will be isomorphic to the variety c ∩ π . The proposition is proved.
Let
Recall that we have the map (see [14] )
where Y , t 0 is the set of regular semisimple elements in g, t respectively. Let 
Recall that we have
where
We see that for any
3.3. Recall that we have the map (see [14] ) 
. Note also that Y 1 is smooth (since Y is smooth). We identify Y , Y 1 with open subsets of X, X 1 via the maps j 0 , j 1 respectively. We have a commutative diagram with cartesian squares
Since p 3 , p 4 are principal bundles with connected groups, we have p *
Since p 3 is a principal P -bundle we see that
It follows that End(ϕ
Next we show that
From (3.6) we see that the restriction of ϕ
is a consequence of (3.6) and the following assertion:
We have suppH 
(Recall that we have
where N L is the nilpotent variety of l. We have g = g 1 p for some p ∈ P and x = Ad(g 1 )(n+l), hence Ad(g −1 )(x) = Ad(p −1 )(n + l) ∈c ′ + n P and (x, gP ) ∈ R. This proves (3.10). We have a partition R = ∪c′Rc′, wherec ′ runs over the nilpotent L-orbits inc ′ and
Since p 3 , p 4 are principal bundles with connected group it follows that the inverse image of
(Using p * 3 this is reduced to (3.11).) For any subvariety S of X 1 , we denote S ϕ ′′ : S →Ȳ the restriction of ϕ ′′ : X 1 →Ȳ to S.
The following five numbers coincide:
Proof. Forρ ∈ W ∧ G , the multiplicity of F in H 2d ((ϕ !QlX )ρ)| c is 1 ifρ = ρ and is 0 ifρ = ρ. Hence it follows from (3.9) that the numbers in (i)(ii) are equal.
We show that
We show that L 2 = L 3 . For any x ∈ c we consider the natural exact sequence
If (3.13) is not true, then using the partition
Hence there exist i, j such that 2d
′′ . This proves (3.13). To prove (3.14), we can assume that k is an algebraic closure of a finite field F q , that G has a fixed F q -structure with Frobenius map F :
′ as above is defined over F q , that F (x) = x and that we have an isomorphism F * F ′ → F ′ which makes F ′ into a local system of pure weight 0. Then we have natural (Frobenius) endomorphisms of H
To show that a = 0, it is enough to show that (3.15) ). We prove (3.18). Using the partition (3.16), we see that it is enough to prove that H
Using the hypercohomology spectral sequence we see that it is enough to prove if i, j are such that 2d
, are compatible with f 1 , f 2 and are transitive on V and c. Note all fibers of
Applying [7, 8.4(a) ] with E 1 = F and with E 2 the local system on V whose inverse image under the natural map c ′ × G → V is F ′ ⊠Q l , we see that the numbers (iv) and (v) are equal. This completes the proof of the proposition.
3.5. Now we are ready to prove the restriction formula (R). Let the notation be as in 2.5. Let c be the G-orbit of x and c ′ be the L-orbit of
≃ c be a covering of c with group A G (x). We have the following commutative diagram
where a is the natural projection and b is given by g → Ad(g −1 )(x). Then a induces an A G (x)-equivariant bijection between S x,x ′ and the set of irreducible components of τ
. Then the number (v) in Proposition 3.4 is equal to
Hence the restriction formula (R) follows from Proposition 3.4 ((i)=(v)).
Orthogonal Lie algebras
In this section we assume G = SO(N). LetG = O(N).
4.1. Let x ∈ g be nilpotent. TheG-orbit c of x is characterized by the following data ( [2] ): (d1) The sizes of the Jordan blocks of x give rise to a partition λ of 2n, 0
Let m(λ i ) be the multiplicity of λ i in the partition λ. If N is even, then m(λ i ) is even for each λ i > 0. If N is odd, the the set {λ i > 0|m(λ i ) is odd} is {a, a − 1} for some integer a ≥ 1.
We write
can be described as follows (see [14] ). Let a i correspond to λ i , i = 1, . . . , s. ThenÃ(x) is isomorphic to the abelian group generated by
If N is even, A(x) is the subgroup ofÃ(x) consisting of those elements that can be written as a product of even number of generators.
Let c
x (Y) (see 2.11). Spaltenstein [11] has described the necessary and sufficient conditions for dim X = dim B x as follows.
From now on let c
′ be as in Proposition 4.2. LetÃ P andÃ ′ P be defined as in 2.11. Propsition. The group ZG(x) acts transitively on Y. The groupÃ P is the subgroup ofÃ(x) generated by the elements a i which appear both in the generators ofÃ(x) and ofÃ
Corollary. Y has two irreducible components (and |Ã(x)/Ã
Corollary. The groupÃ ′ P is trivial, except in the following cases where it has order 2:
) and x correspond to the form module
where l i = χ(λ i ), i = 1, . . . , k. (Note λ i are different from those in 4.1. We use here notations from [14] .) We describe the orbits c ′ and the corresponding set Y.
We identify P x with P(ker
(iii) Assume i 0 = λ j , j ≥ k + 2 and λ j ≥ λ j+1 + 1.
). Let X(Σ) be the set of nondegenerate submodules M of V satisfying the following conditions:
and every module in X(Σ) is obtained in this way. It is easily seen that 
and every module in X(Σ) is obtained in this way. It is easy to see that M = D(λ k+1 ).
Let
, where M ′ is a non-defective submodule. Hence V = M ′ ⊕M (direct sum of orthogonal submodules). Now the map t ′ : Σ ⊥ /Σ → Σ ⊥ /Σ induced by t is given by the form module
where M ′ is defined as above in cases (iv)-(v) and
. We explain case (ii) of 4.4 in some detail and the other cases are similar. In this case
Hence c ′ is of the form as stated.
4.7. The form modules (Σ ⊥ ∩ M)/Σ are described in the following.
(
x (W m (2m)) consists of two points and
. ThenP x consists of two points and f x (P x ) = {0}. We use similar ideas as in [12] . We first show that Z G (x) acts transitively on Y.
) be the groups preserving the respective quadratic forms and
By examining the cases (1)- (7) 
Let xM be the endomorphism ofM = ( 
On the other hand, we have a morphism
and it is given by the system of generators. Hence the map A(
is given by generators. It remains to identify the morphism Z/Z 0 → A ′ (x ′ ). We can show by explicit calculation on the cases (1)- (7) 
dual of symplectic Lie algebras
Assume G = Sp(V ).
5.1. Let ξ ∈ g * be nilpotent and α ξ , T ξ defined for ξ as in 2.7. The G-orbit c of ξ is characterized by the following data ( [15] ):
(d1) The sizes of the Jordan blocks of T ξ give rise to a partition of 2n. We write it as
(d2) For each λ i , there is an integer χ(λ i ) satisfy
can be described as follows ( [15] ). Let a i correspond to λ i . Then A(ξ) is isomorphic to the abelian group generated by {a i |χ(λ i ) = (λ i − 1)/2} with relations (r1) a
5.2. Let P be the stabilizer of a line Σ = {kv} ⊂ V in G.
Lemma. ξ ∈ p
′ if and only if α ξ (v) = 0 and T ξ (v) = 0.
Proof. P is the stabilizer of the flag {0 ⊂ {v} ⊂ {v} ⊥ ⊂ V }. Write v 1 = v. There exists vectors v i , i = 2, . . . , 2n such that v i , i = 1, . . . , 2n span V and β(v i , v j ) = δ j,i+n , i ≤ j. Let x ∈ n P . We have xv 1 = 0, xv i = a i v 1 ,i = 1, n + 1 and
We have ξ ∈ p ′ if and only if ξ(x) = 0 for any x ∈ n P if and only if β ξ (v 1 , v i ) = β ξ (v 1 , v n+i ) = 0,i = 2, . . . , n and α ξ (v 1 ) = 0. Thus ξ ∈ p ′ if and only if α ξ (v 1 ) = 0 and T ξ (v 1 ) = av 1 for some a ∈ k. Since T ξ is nilpotent, T ξ (v 1 ) = av 1 if and only if a = 0. The lemma is proved.
Assume c
′ = (λ ′ , χ ′ ) ∈ f ξ (P ξ ), Y = f −1 ξ (c ′ ) and X = ̺ −1 ξ (Y) (see 2.13). Propsition. We have dim X = dim B ξ if and only if (λ ′ , χ ′ ) satisfies: Assume λ i+1 = λ i > λ i−1 . λ ′ j = λ j , j = i+1, i, λ ′ i+1 = λ i+1 −1, λ ′ i = λ i −1, χ ′ (λ ′ j ) = χ(λ j ), j = i, i + 1 and χ ′ (λ ′ i ) = χ ′ (λ ′ i+1 ) ∈ {χ(λ i ), χ(λ i ) − 1} satisfies [λ ′ i /2] ≤ χ ′ (λ ′ i ) ≤ λ ′ i , χ(λ i−1 ) ≤ χ ′ (λ ′ i ) ≤ χ(λ i−1 ) + λ i − λ i−1 − 1. We have dim Y = 2m − i + 1 if χ ′ (λ ′ i ) = χ(λ i ) and dim Y = 2m − i if χ ′ (λ ′ i ) = χ(λ i ) − 1.
From now on let c
′ be as in Proposition 5.3. Let A P and A ′ P be as in 2.13.
Propsition. The group Z G (ξ) acts transitively on Y. The group A P is the subgroup of A(ξ) generated by the elements a i which appear both in the generators of A(ξ) and of
A ′ (ξ ′ ). The group A ′ P is the smallest subgroup of A ′ (ξ ′ ) such that the map A P → A ′ (ξ ′ )/A ′ P given by a i → a ′ i is a morphism.
Corollary. Y has two irreducible components (and |A(ξ)/A
In the other cases, Y is irreducible and A P = A(ξ). 
Corollary. The group
A ′ P is trivial, except if c ′ is as in Proposition with χ(λ i ) = λ i 2 , χ(λ i+2 )+ χ(λ i ) = λ i+2 and χ ′ (λ ′ i ) = χ(λ i ) − 1.
In this case, we have
We have the following cases.
dual of odd orthogonal Lie algebras
Let G = O(2n + 1).
6.1. Let ξ ∈ g * be nilpotent. Let V = V 2m+1 ⊕W be a normal form of ξ, β ξ and T ξ : W → W defined for ξ as in 2.8. The orbit c of ξ is characterized by the following data ( [15] ):
(d1) An integer 0 ≤ m ≤ n.
(d2) The sizes of the Jordan blocks of T ξ give rise to a partition of 2n − 2m. We write it as λ 1 ≤ λ 2 ≤ · · · ≤ λ 2s .
(d3) For each λ i , there is an integer χ(λ i ) satisfy
can be described as follows ( [15] ). Let a i correspond to λ i , i = 1 . . . , 2s. Then A(ξ) is isomorphic to the abelian group generated by {a i |χ(λ i ) = λ i /2} with relations
6.2. Let P be the stabilizer of a line Σ = {kv} ⊂ V in G, where α(v) = 0.
Proof. P is the stabilizer of the flag {0 ⊂ {v} ⊂ {v}
Thus if ξ ∈ p ′ then β ξ (v 1 , v i ) = 0, i = n + 1. Now let W be the subspace of V spanned by v i , i = 1, . . . , 2n. Then β is nondegenerate on W . We define a map T : W → W by β(T w, w) = β ξ (w, w ′ ), w, w ′ ∈ W . Then similar argument as in [15, Lemma 3.11] shows that T is nilpotent. One easily shows that
The lemma follows.
Let c
′ = (m ′ ; λ ′ , χ ′ ) ∈ f ξ (P ξ ), Y = f −1 ξ (c ′ ) and X = ρ −1 ξ (Y) (see 2.13). Propsition. We have dim X = dim B ξ if and only if (λ ′ , χ ′ ) and m ′ satisfy (a) or (b): (a) Assume m − 1 ≥ λ 2s − χ(λ 2s ). m ′ = m − 1, λ ′ i = λ i and χ ′ (λ ′ i ) = χ(λ i ), i = 1, . . . , 2s. We have dim Y = 0; (b) Assume that λ i+1 = λ i > λ i−1 . m ′ = m, λ ′ j = λ j , j = i + 1, i, λ ′ i+1 = λ i+1 − 1, λ ′ i = λ i − 1, χ ′ (λ ′ j ) = χ(λ j ), j = i, i + 1 and χ ′ (λ ′ i ) = χ ′ (λ ′ i+1 ) ∈ {χ(λ i ), χ(λ i ) − 1} satisfies λ ′ i /2 ≤ χ ′ (λ ′ i ) ≤ λ ′ i , χ(λ i−1 ) ≤ χ ′ (λ ′ i ) ≤ χ(λ i−1 ) + λ i − λ i−1 − 1. We have dim Y = 2s − i + 1 if χ ′ (λ ′ i ) = χ(λ i ) and dim Y = 2s − i if χ ′ (λ ′ i ) = χ(λ i ) − 1.
From now on let c
′ be as in Proposition 6.3. Let A P and A ′ P be defined as in 2.13. Propsition. The group Z G (ξ) acts transitively on Y. The group A P is the subgroup of A(ξ) generated by the elements a i which appear both in the generators of A(ξ) and of
Corollary. The variety Y has two irreducible components (and |A(ξ)/A
In this case, suppose
In the other cases, Y is irreducible and A P = A(ξ).

Corollary. The group
(notation as in [15] ). Let v i , i = 0, . . . , m be as in 2.8. We view W as a k[t] module by a i t i w = a i T i ξ w. It follows from Lemma 6.2 that P ξ is identified with P((kv 0 ⊕ ker t) ∩ α −1 (0)). Let Σ ∈ Y and Σ ⊥ = {v ′ ∈ V |β(v ′ , Σ) = 0}. The bilinear form β ξ induces a bilinear
We have that ξ ′ ∈ c ′ and β ξ ′ =β ξ . The variety Y in various cases is described in the following.
(i) Assume m ≥ 1 and m − 1 ≥ λ 1 − l 1 .
6.6. Case (i) is clear. We explain case (iii) in details. Case (ii) is similar. Let Σ = kv ∈ Y, where v = av 0 + t λ j −1 w. Let u i ∈ V 2m+1 , i = 0, . . . , m − 1 be as in 2.8. Assume a = 0. There exists w 0 ∈ W such that β(w 0 , t λ j −1 w) = 1 and α(w 0 ) = 0. Let u 0 = aw 0 + u 0 and we defineṼ 2m+1 ,W as in 2.8. Then V =Ṽ 2m+1 ⊕W (χW (λ i ) = l i ) and Σ ⊂W . Note that v = t λ j −1 (w), wherew = w + m i=0 β(aw 0 , t i w)v i ∈W and α(t l j −1w ) = α(t l j −1 w) + a 2 δ m,λ j −l j . Now we can assume V = V 2m+1 ⊕ W is a normal form of ξ, with Σ = kv ⊂ W and
We apply the results for orthogonal Lie algebras to (
6.7. We prove Proposition 6.4. In case (i), we have
In cases (ii) and (iii), we can find a normal form V = V 2m+1 ⊕ W such that Σ ⊂ W (see 6.6). Let X(Σ) be the set of all such W . We first show that Fix Σ ∈ Y and W ∈ X(Σ). Let Z W and Z Σ be the stabilizer of W and Σ in Z G (ξ) respectively. The morphism 
On the other hand, we have a morphism 
Some combinatorics
In this section we recall some combinatorics from [5, 9] . The combinatorics goes back to [3] , where it is used to parametrize unipotent representations of classical groups. We will use the same kind of combinatorial objects to describe the Springer correspondence for classical Lie algebras and their duals in characteristic 2.
7.1. Let r, s, n ∈ N = {0, 1, 2, . . .}, d ∈ Z, e = [ a 1 , a 2 , . . . , a m+d ) and B = (b 1 , b 2 , . . . , b m ) (for some m) satisfying the following conditions: 
When we consider simultaneously two elements (
, we always assume that we have chosen representatives such that 2m
We use the same convention for {A, B} ∈ Y r n,d and {A if (A, B) or (B, A) A ∩ B) . A nonempty subset I of S is called an interval of (A, B) or {A, B} if it satisfies the following conditions:
(i) if i < j are consecutive elements of I, then j − i < r + s; (ii) if i ∈ I, j ∈ S and |i − j| < r + s, then j ∈ I. We call I an initial interval if there exists i ∈ I such that i < s and a proper interval otherwise.
Let S ⊂ X r,s n (resp. Y r n,odd or Y r n,even ) be a similarity class and (A, B) (resp. {A, B})∈ S. Let E be the set of all proper intervals of (A, B) (resp. {A, B}). The set A(E) of all subsets of E is a vector space over ) is in bijection with the set of O(2n + 1) (resp. Sp(2n))-nilpotent orbits in o(2n + 1) * (resp. sp * 2n ).
Springer correspondence for symplectic Lie algebras
Assume G = Sp(2n).
8.1. Let x ∈ g be nilpotent. The orbit c of x is characterized by the following data ( [2] ): (d1) The sizes of the Jordan blocks of x give rise to a partition of 2n. We write it as
We can partition the set {1, 2, . . . , 2m + 1} in a unique way into blocks of length 1 or 2 such that the following holds:
(b1) If χ(λ i ) = λ i /2, then {i} is one block; (b2) All other blocks consist of two consecutive integers. Note that if {i, i + 1} is a block, then λ i = λ i+1 and χ(λ i ) = χ(λ i+1 ).
We attach to the orbit c the sequence c 1 , . . . , c 2m+1 defined as follows:
. We denote it ρ G (x), ρ(x) or ρ(c).
Lemma. (i) c → ρ(c) defines a bijection from the set of all nilpotent
.
Proof. (i) It is easily checked from the definition that ρ(c) ∈ D
n+1,n+1 n and the map c → ρ(c) is injective. Note that X n+1,n+1 n,1 = D n+1,n+1 n is in bijection with W ∧ n and the number of nilpotent orbits is equal to |W ∧ n | by Spaltenstein [11] . Hence the bijectivity of the map follows. In fact, given (A, B) ∈ D n+1,n+1 n , the corresponding nilpotent orbit can be obtained as follows. Let c 1 ≤ c 2 ≤ · · · ≤ c 2m+1 be the sequence a 1 ≤ b 1 ≤ · · · ≤ a m+1 . If c i+1 < c i + (n + 1), then {i, i + 1} is a block. We can recover λ i = λ i+1 and χ(λ i ) = χ(λ i+1 ) from (2) of the definition. All blocks of length 2 are obtained in this way. For the other blocks, we can recover λ i and thus χ(λ i ) = λ i /2 from (1) of the definition.
(ii) One easily checks that (A, B) has no proper intervals. It follows that V n+1,n+1 ρ(x) = {0}. On the other hand, A(x) = 1 since Z G (x) is connected by Spaltenstein [11] .
8.2. Consider a pair (x, φ) ∈ A g , then φ = 1. [11] using pairs of partitions. Note that he works under the assumption that the theory of Springer representations is valid for g in characteristic 2. Proof. One can show that the Weyl group action on H i (B) defined in [14] coincides with the classical representation. Assume χ ∈ W ∧ n correspond to the pair (c, F ) ∈ A g . We write χ = χ (c,F ) . Recall that we have the following decomposition
Theorem. The Springer correspondence
γ : A g → W ∧ n ∼ = X n+1,n+1 n is given by (x, 1) → ρ(x).
Remark. Theorem 8.2 rewrites the description of Springer correspondence by Spaltenstein
Thus for x ∈ N ,
Taking i = (dim G − n)/2 and x = 0, we get
is the sign representation. Taking i = 0 and x = 0, we get
Proof of Theorem 8.2 . By the discussion in 2.14, it is enough to show the correspondence defined is compatible with the restriction formula (R). When n = 1, by Lemma 8.3, the pair (c reg , 1) corresponds to the unit representation and the pair (c 0 , 1) corresponds to the sign representation. When n = 2, there are two representations of W 2 restricting to unit representation and two representations of W 2 restricting to sign representation. But again we know the pair (c reg , 1) corresponds to the unit representation and the pair (c 0 , 1) corresponds to the sign representation. When n ≥ 3, we show that the map is compatible with the restriction formula. Let x ∈ g and x ′ ∈ l be nilpotent elements. Note that we have
Hence it is enough to show that
. Let (A, B) ∈ X 
9. Springer correspondence for orthogonal Lie algebras 9.1. In this subsection we assume and λ m 0 = λ m 0 −1 + 1. We attach to the orbit c of x the sequence c 1 , . . . , c 2m+1 defined as follows:
Taking
Lemma. (i) c → ρ(c) defines a bijection from the set of all nilpotent
∧ is isomorphic to V 
Since the number of nilpotent orbits is equal to |∆| by Spaltenstein [11] , the bijectivity of the map follows. In fact, given (A, B) ∈ D 
(ii) The component group A G (x) is described in 4.1. Let (A, B) = ρ(x) and c 1 , . . . , c 2m+1 be as above. Let S = (A ∪ B)\(A ∩ B). Note that c 1 = 0, . . . , c m 0 ∈ S and they belong to the same interval, which is the initial interval. For i > m 0 , χ(λ i ) = λ i /2 if and only if c i ∈ S. The relations (r2) and (r3) of 4.1 say that if c i , c j belong to the same interval of (A, B), then a i , a j have the same images in A(x). Thus we get an element σ I of A(x) for each interval I of A, B and σ 2 I = 1. Moreover (r3) means that σ I = 1 if I is the initial interval.
∧ is given as follows. Let F ∈ V
2,n+1
ρ(x) . We associate to F the character of A G (x) which takes value −1 on σ I if and only if I ∈ F . 9.2. Let (x, φ) ∈ A g . We have defined ρ(x). Let ρ denote also the map
Proof. As in the proof of Theorem 8.2, it is enough to prove the map is compatible with the restriction formula (R). Note that X 
To verify the map is compatible with the restriction formula, it is enough to show that the set
under the map ρ. Let c 1 ≤ · · · ≤ c 2m+1 and c
There are various cases to consider. We describe one of the cases in the following and the other cases are similar.
Assume c 2k+1 > c 2k +1, c 2k+2 = c 2k+1 +n+2 and c
. Note that c 2j+1 − c 2j < n + 2, except if x = (n + 1) n+1 n n . In the latter case A(x) = 1. Moreover c 2j+2 − c 2j+1 ≥ 2. Hence all other intervals of Λ and Λ ′ can be identified naturally. There are two possibilities:
On the other hand, A G (x) (resp. A L (x ′ )) is an F 2 vector space with one basis element σ K (resp. σ ′ K ) for each proper interval K of Λ (resp. Λ ′ ) and S x,x ′ is the quotient of
by the subgroup H x,x ′ generated by elements of the form σ I σ
with K a proper interval of both Λ and Λ ′ . Now the compatibility between (9.1) and (9.2) is clear.
(ii) I is a initial interval of Λ. Then Λ F → Λ F ′ if and only if F = F ′ . On the other hand,
and S x,x ′ are obtained by setting σ I = σ ′ I ′ = 1 in (i). Again the compatibility between (9.1) and (9.2) is clear.
In this subsection we assume
∈ g be a nilpotent element (see 4.1). Note that we have λ 2i−1 = λ 2i . We attach to the orbit c of x the sequence c 1 , . . . , c 2m defined as follows:
. . , m, we get a well defined element {A, B} ∈ Y n+1 n,0 . We denote it ρ G (x), ρ(x) or ρ(c).
Lemma. (i) c → ρ(c) defines a bijection from the set of all nilpotent
Proof. (i) It is easily checked from the definition that ρ(c) ∈ D n+1 n,even and the map c → ρ(c) is injective. Note that D 2,n+1 n is in bijection with the set ∆ consisting of all pairs of partitions (µ, ν) such that µ i + ν i = n, ν i ≤ µ i . Since the number of nilpotent O(2n)-orbits in o(2n) is equal to |∆| by Spaltenstein [11] , the bijectivity of the map follows. In fact, given {A, B} ∈ D (ii) The component group A G (x) is described in 4.1. Note that in this case, the condition (r3) is void. By similar argument as in the proof of Lemma 9.1 (ii), one shows that AG(x) is a vector space over F 2 with basis (σ I ) I∈E , where E is the set of all intervals of ρ(x). Since A G (x) consists of the elements in AG(x) which can be written as a product of even number of generators, from the natural identification AG(x) ∧ = A(E), we get the isomorphism
Theorem. The Springer correspondenceγ :
Proof. Again it is enough to prove the map is compatible with the restriction formula (R). 
correspond to Λ and Λ ′ respectively. Then AG(x) is generated by {a i |c i = c j , ∀j = i}, AL(x ′ ) is generated by {a
The discussion in 2.12 allows us to compute ε x,x ′ and the set
One verifies the compatibility with the set 
, where λ 1 = 0. We have λ 2j = λ 2j+1 . We attach to the orbit c of ξ the sequence c 1 , . . . , c 2m+1 defined as follows:
(1) c 2j = λ 2j − χ(λ 2j ) + n + 1 + (j − 1)(n + 2), (2) c 2j−1 = χ(λ 2j−1 ) + (j − 1)(n + 2).
. We denote it ρ G (ξ), ρ(ξ) or ρ(c). is in bijection with the set ∆ consisting of all pairs of partitions (µ, ν) such that µ i + ν i = n, ν i ≤ µ i + 1. Since the number of nilpotent orbits is equal to |∆| by [15] , the bijectivity of the map follows. In fact, given (A, B) ∈ D 1,n+1 n , the corresponding nilpotent orbit can be obtained as follows. Let c 1 ≤ c 2 ≤ · · · ≤ c 2m+1 be the sequence a 1 ≤ b 1 ≤ · · · ≤ a m+1 . Then λ 2j = λ 2j+1 = c 2j + c 2j+1 − (2j − 1)(n + 2) − (n + 1) and χ(λ 2j ) = χ(λ 2j+1 ) = c 2j+1 − j(n + 2), j = 1, . . . , m, λ 1 = 0.
(ii) The component group A G (ξ) is described in 5. (A, B) , then a i , a j have the same images in A G (ξ). Thus we get an element σ I of A G (ξ) for each interval I of (A, B) and σ 2 I = 1. Moreover (r3) means that σ I = 1 if I is the initial interval.
∧ is given as follows. We associate to F the character of A G (ξ) which takes value −1 on σ I if and only if I ∈ F .
Let
(ξ, φ) ∈ A g * . We have defined ρ(ξ). Let ρ denote also the map A G (ξ) ∧ → V 1,n+1 ρ(ξ) .
Theorem. The Springer correspondence γ
Proof. By similar argument as in the proof of Theorem 8.2, it is enough to prove the map is compatible with the restriction formula (R ′ ). Note that X 1,n+1 n,d
. Let (A, B) ∈ X Let ξ = (m; (λ 2s ) χ(λ 2s ) · · · (λ 1 ) χ(λ 1 ) ) ∈ g * be nilpotent (see 6.1). We have λ 2j−1 = λ 2j . We attach to the orbit c of ξ the sequence c 1 , . . . , c 2s+1 defined as follows:
(1) c 2j = χ(λ 2j ) + (j − 1)(n + 1), j = 1, . . . , s (2) c 2j−1 = λ 2j−1 − χ(λ 2j−1 ) + (j − 1)(n + 1), j = 1, . . . , s, n,odd is in bijection with the set ∆ consisting of all pairs of partitions (µ, ν) such that µ i + ν i = n, ν i+1 ≤ µ i . Since the number of nilpotent orbits is equal to |∆| by [15] , the bijectivity of the map follows. In fact, given {A, B} ∈ D 
under the map ρ. On the other hand, A G (ξ) (resp. A L (ξ ′ )) is an F 2 vector space with one basis element σ K (resp. σ , 1) , where c is a unipotent class in G or a nilpotent orbit in g. We list the results of [8] here.
Let R be a root system of type B n , C n or D n with simple roots Π and W the weyl group. There exists a unique α 0 ∈ R\Π such that α − α i / ∈ R, ∀ α i ∈ Π. Let J ⊂ Π ∪ {α 0 } be such that J = |Π|. Let W J be the subgroup of W generated by s α , α ∈ J.
(i) Denote S W the set of special representations of W. The set of unipotent classes when char(k) = 2 is in bijection with the set (see [4, 5] )
