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            Through many research and discoveries it has been widely accepted 
that aspect-level sentiment classification is achieved effectively by using 
Long Short-Term Memory (LSTM) network combined with attention 
mechanism and memory module. As existing approaches widely depend on 
the modelling of semantic relatedness of an aspect, at the same time we 
ignore their syntactic dependencies which is already a part of that sentence. 
This will result in undesirably an aspect on textual words that are descriptive 
of other aspects. So, in this paper, to offer syntax free contexts as well as 
they should be aspect specific, so we propose a proximity-weighted 
convolution network. To be more precise, we have one way of determining 
proximity weight which is dependency proximity. The construction of the 
model includes a bidirectional LSTM architecture along with a proximity-
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1. INTRODUCTION  
Aspect-based Sentiment Classification is a fine-grained analysis that aims to detect the polarity of a 
target within a given context that is either a comment (or) review. For example,” The ingredients added to the 
Italian food are tasty and spicy but it doesn’t suit South Indian dishes”. Here the sentiment polarities for 
aspects ‘Italian food’, ’South Indian dishes’ and ‘Ingredients’ are positive, negative and neutral respectively. 
Natural Language Processing (NLP) and Information Retrieval (IR), and plays a vital role in numerous fields 
like recommendation systems. Earlier works in this area focus on manual extraction of refined features and 
feed them into classifiers like Support Vector Machine (SVM), which is usually labour intensive. So, to face 
this emerging problem, extraction of features in automatic ways have been investigated. For example, K.Xu 
[2] proposed to calculate the sentiment of textual words to the aspect based on their syntactic relationships. 
ChenZhang et al. [22] built a syntax-aware feature extractor to discover the relevant features. Despite these 
approaches being effective, A.Abdi et al. [14] argued that the modelling of semantic relatedness of an aspect 
and its textual words remained a dare, and suggested using a target-dependent LSTM network to label this 
dare. 
Having the ability to model semantic relationships between aspects and their related textual words, these 
models have gained performance over previous methodologies. Though, they ignore the syntactic 
connections between the aspect and its text-based words, which will block the adequacy of perspective based 
literary portrayals. For illustration, a given aspect may show up on various textual words that are shown close 
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to the perspective yet don't relate with the viewpoint grammatically. For example, in “Its size is absolute and 
the weight is admissible”, the aspect term size may easily be expressed by admissible based on semantic 
relatedness, but that is not the case. Syntactic parsing has been used in earlier approaches, though, the word-
level parsing will obstruct feature extraction over a variety of phrases, as the polarity of an aspect is 
calculated by a key phrase instead of a single word. To achieve the limitations declared above, we propose an 
aspect-based sentiment classification framework that supports the syntactic relationships between an aspect 
and its textual words and builds the features at the n-gram level, inside an LSTM-based architecture. 
   Encouraged by the dependency proximity mechanism, the framework uses a textual word’s 
syntactic proximity to the aspect, also known as proximity weight, to calculate its weightage in the sentence. 
We then make the proximity weights into a convolution network to know n-gram information, called as 
Proximity-Weighted Convolution Network (PWCN). Towards the end, a layer of max-pooling is taken on to 
select the most promising features for prediction. 
 
Figure 1. Proposed model architecture. 
 
Demonstrations are regulated on SemEval 2014 Task4 Datasets. The obtained results depict that 
our model attains a greater performance than a limit of state-art models, and therefore demonstrate that 
syntactical dependencies are more advantageous than semantic relatedness to aspect-based sentiment 
classification. 
 
2. ANALYSIS OF SENTIMENTS BASED ON ASPECTS 
Analysis of sentiments based on aspects is a sub-task of sentiment analysis which gives a 
cavernous understanding of the works. For instance, ‘The user interface is worse, but the reliability is good.’, 
for the user interface aspect, the polarity is negative whereas reliability is positive. To declare a polarity for a 
particular text, it should be more necessary to understand the text initially by finding out the aspect. 
    When we start focusing on aspects we will find it easier to calculate the polarity and further 
determine the sentiments most accurately. This kind of follow up will help people who read reviews and 
wanted to get to know the end opinion of the overall reviews and to decide whether to acquire the particular 
product or not. If in case, we try to find the sentiment for the entire statement we will end up in 
contradictions most of the time. For example, ‘The food is yummy but at the same time, the veggies present in 
it are half baked’, if we calculate the sentiment for the entire statement we will end up with the result as 
‘neutral’ as we have both positive and negative words. But if we concentrate on aspects, here it’s ‘food’ and 
‘ingredients’ they result as positive and negative as the word ‘yummy’ will have a positive sign concerning 
food and the word ‘half-baked’ will be a negative word for ingredients. So, people will get a clear picture of 
how to categorize them after they are been classified with the help of our suggested model. 
 To achieve this, we thought of implementing a convolution neural network (CNN) where we 
will have to find the proximity weight initially and proceed to classify the user’s opinion. The proximity 
weight calculation is done based on dependency which involves distance vectors. The distance vectors are 
measured from the main aspect terms for the verbs, adjectives and adverbs. The most important thing is to 
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train the model in such a way that it identifies noun as the aspects and the rest as its fields to which they 
should be mapped. 
              So, calculating sentiments is not a big deal but it should be worth as when it is focused on aspects. 
Moreover, it should not only focus on aspects but also its subordinates so that the distance vector graph that 
is drawn will be fruitful. At the same time, calculating sentiments for ‘n’ reviews should be made possible as 
it will help the end-user know about the product or an article that they are in search of. To accomplish all the 
above said, we have implemented a super-do algorithm that can overcome all the limitation that was found by 
other researchers and can remain successful as always. 
 
3. THE PROPOUND MODEL 
An outline of our suggested model is given in Figure 1. In this model, an n-word phrase having a 
target m-word aspect term is composed that denotes the start token of the aspect term. Each word is 
implanted into a low-dimensional real-valued vector with a matrix. Then word vectors are acquired by word 
embedding, a bidirectional LSTM is acquired to produce the hidden state vectors. Specifically, hi∈R
2d is a 
sequence of hidden states respectively acquired from the forward LSTM and the backward LSTM, where d is 
the dimensionality of a hidden state vector in a unidirectional LSTM. The representation of the hidden state is 
enhanced by the proximity weighted convolution and used to predict sentiment polarity. 
 
4. OVERVIEW OF PROXIMITY WEIGHT 
Earlier attention-based models basically aim at how to acquire a textual depiction based on its 
integrant words’ semantic relation with a corresponding aspect. These models compute attention weights 
mentioning word vector depiction in the inactive semantic space aside from syntax information. This might 
restrict the efficiency of these models to misidentify pivotal textual words for identifying the aspect. So, we 
replace this intricate modelling of aspects by assimilating the syntactical dependencies to exhibit integrant 
words’ characteristics to the aspect. That syntactical dependency information in our model is formulated as 
proximity weight, which depicts the textual words’ proximity to the aspect. Remember the instance related to 
the weight of a gadget saying that “Its size is absolute and the weight is admissible.” The bunch of words 
including {absolute, admissible} which are nearer to the aspect term weight in respect of semantics, should 
have a greater probability depicting the weight of a gadget. Further, from the viewpoint of syntax parsing, 
absolute can be securely eliminated from the set of words as it is syntactically too far away from weight, 
specifying a positive sentiment. 
    Supporting this idea, we propose a unique method which is dependency proximity, to train the 
syntactical dependency between textual words and the aspect term respectively. 
 
4.1.  DEPENDENCY PROXIMITY 
                 Aside from the decided position in the context, we also contemplate measuring the distances 
between words in the syntax dependency parsing tree. For instance, in a review “The food was delicious-must 
try the mint curry.” with food as the aspect, we initially construct a dependency tree, then calculate for a 
textual word the tree-based distance, i.e., the length of the shortest path in the tree, between word and food. If 
the aspect else has more than one word, we take the minimum of the tree-based distances between a textual 
word and all the aspect integrant words. In the unusual case where more than one dependency trees are 
available in the context, manually we set the distance between the aspect term and the textual words in other 
trees to a constant, i.e. Half of the phrase length.  
                  For a better demonstration of the suggested method, an instance is depicted in Figure 2. With the 
above-illustrated methods, the series of tree-based distances for all words in the sentence regarding the aspect 
term brass is spotted below the words in figure 2. The dependency proximity weights of the phrase are then 
allocated as: 
 
Figure 2. Dependency distance with respect to brass. 
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5. IMPLEMENTATION OF PWCN 
                   In comparison with the benefits of word-level features, Aspect-based sentiment classification 
with phrase-level features has been depicted more efficiently. So, we are motivated to suggest a proximity-
weighted convolution, which is necessarily 1-dimensional convolution with a length-l kernel, i.e. l-gram. 
Varied from the actual definition of convolution, the proximity-weighted convolution allocates proximity 
weight before convolution computation. The proximity-weight allocation process is formalized and where the 
formula represents the proximity weighted depiction of the i-th word in the sentence. Adding to that, we 
zero-pad the sentence to assure the convolution results in a series of the same length as the input. The 
convolution process includes the features that are drawn out by the convolution layer. 
While few output features of a convolution layer are awaited to be explanatory for classification, we select 
the most wanted and important feature qs∈R
2d  through a 1- dimension max-pooling layer with a kernel of 
length n, such that the most eminent feature vector qs is given to a fully connected layer, following that a 
softmax normalization to acquire the distribution y∈Rd over the deciding space on dp-way sentiment 
polarity.Our model is tutored by the standard gradient descent algorithm, with cross-entropy loss as loss and 
L2 regularization. 
 
6. DATASETS AND METHODS 
                   We run the experiments on touchstone datasets from SemEval2014. This dataset has reviews and 
comments from two genres: Gadget and Restaurant, respectively. 
     In every experiment we perform, 300-dimensional GloVe is attached to begin the word embedding. All 
model parameters of our model began with the uniform distribution. The hidden state vectors’ dimensionality 
is marked to 300. We then utilize Adam as the optimizer with 0.001 as the learning rate. The batch size is 64 
and the coefficient of L2regularization is 10-5. We take on Macro-averaged F1 and Accuracy as the 
evaluation metrics. Adding to that, the length of the n-gram is marked up to 35. 
 
 
Figure 3. Screenshot of Sample Datasets (SemEval 2014). 
6.1.  MODEL COMPARISON 
An extensive comparison is taken place between our proposed model, i.e., PWCN with dependency 
proximity (PWCN-Dep), in opposition to various state-art baseline models, as described below: 
TNet-LF - attaches Context-Preserving Transformation to secure and build up the instructive part of the text. 
It also gets benefitted from a multi-layer architecture. 
LR - with L1 regularization can not only prevent over-tuning but also has a feature selection function. 
SVM - has high versatility and high classification accuracy, and is suitable for binary classification problems. 
IAN - trains attention in between aspect and its textual words in an interactive manner with two LSTM’s. 
RAM - will take up the external memory as hidden state vectors present in the text and tries Gated Recurrent 
Unit (GRU) structure to multi-hop attention. The top-most depiction is used to predict sentiments. 
LSTM - only utilizes the hidden state vectors that are present at the end to predict the polarity. 
Bi-LSTM - is a bidirectional recurrent neural network composed of two LSTMs in opposite directions. The 
outputs of the two LSTMs are combined to represent text functions and used for emotion classification. 
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CNN - The MLL algorithm based on neural network. 
 
6.2.   EXPERIMENTAL RESULTS 
The results illustrate the basic efficiency of PWCN, which greatly out-runs LSTM, IAN and RAM 
and also accomplishes some great improvement over TNet-LF, which is one of the best-executing baseline 
models under comparison. Among the syntactic construction of sentences that are caught by the PWCN 
model, dependency proximity brings out more advantages regarding overall performance with constantly 
having greater Macro-F1 scores on datasets. The outputs also strengthen our argument that n-gram 
information is crucial for extracting features. 
 
Figure 4. Training Datasets (Gadget and Restaurant). 
 
 
Figure 5. Best model is saved while Training datasets. 
 
Furthermore, it is fascinating to notice that PWCN-based methodologies with unique syntactic 
information out-runs the other models that have the combination of syntactical and semantic information. As 
this showcases the majority of attaching syntactical dependency information to using semantic information, 
we furthermore guess that the attention mechanism will incorrectly supply term dependencies therefore it 




Figure 6. Calculation of Accuracy and F1 scores while Testing datasets. 
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To have clarity and to get to know about the effect that proximity weight has brought, we organize and 
regulate a case on an instance. More particularly, we can view the weights given by dependency proximity in 
PWCN-Dep along with its predictions as mentioned in Figure 7. 
 
 
Figure 7. Testing of datasets (PWCN-Dep). 
 
We can also notice that the present attention mechanisms make incorrect decisions on which 
textual words elaborately showcases food, as both kind of proximity weight in our model can manage this 
error clearly, which is what we expect. 
 
7. CONCLUSION AND FUTURE WORKS 
                       Earlier methodologies of using aspect information for the aspect-based sentiment classification 
from the semantic viewpoint, as the syntactic relationships between the aspect and its textual words are 
basically avoided. In this paper, we have developed a framework that attaches n-gram information and 
syntactic dependency between aspect and textual words into a usable and approachable model. Experimental 
results have illustrated the accuracy of our suggested models is 90% (as mentioned in Figure 6) and is all way 
compatible (i.e., syntax-free) and proposed that syntactic dependency is more advantageous for aspect-based 
sentiment classification than semantic relatedness. 
                     We strongly believe that it is a favourable direction to jump into solid instances to examine the 
difference that lies between PWCN models and attention-based models to accomplish a cavernous 
understanding of where syntactical dependencies dumbfound semantic relatedness. 
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