Abstract. Given smooth, projective, geometrically integral algebraic curves X and Y defined over a number field K, assuming that there is a non-constant K-morphism ϕ : X → Y , we give an upper bound on the minimum of the degrees of such morphisms. The proof is based on isogeny estimates between abelian varieties.
Introduction
We study the following problem. Given two smooth projective curves defined over a number field K, can one bound from above the minimum of the degrees of non-constant morphisms defined over K between the two curves? The principal motivation to study this problem comes from the abc conjecture.
We first recall the modular degree conjecture, which is very closely related to the abc conjecture. Let E/Q be an elliptic curve, then the work of Wiles and others ( [21] , [2] ) shows that there is a non-constant Q-morphism φ from the modular curve X 0 (N ) onto E, where N is the conductor (see [20, p. 256] ) of E. Such a morphism φ is called a modular parametrization of E. A version of the modular degree conjecture (see [19, p. 178] ) states that every elliptic curve E/Q has such a modular parametrization of degree O(N 2+ε ) for every ε > 0. It is proved in [19, Theorem 1] that this implies the abc conjecture, and conversely, the abc conjecture implies the modular degree conjecture for all Frey curves E/Q. In fact, [6, Corollary 3.1] describes an equivalence between the abc conjecture and a slightly modified version of the modular degree conjecture. So clearly the minimal degree is of great interest in the case of morphisms from modular curves to elliptic curves.
We give a general explicit upper bound for the minimal degree of morphisms of curves defined over a number field K, where, if the curves have a K-rational point, then the bound only depends on the genus of the curves, the degree of the number field, and the Faltings height of the Jacobians of the curves. The proof uses isogeny estimates and endomorphism estimates for abelian varieties over number fields. These were originally developed by Masser and Wüstholz (see [16] , [14] , [15] ), and recently refined by Gaudron and Rémond (see [8] , [9] ).
Let X and Y be smooth geometrically integral projective curves defined over a number field K, and assume that there is a non-constant K-morphism X → Y . Let µ K (X, Y ) = min{deg f ; f : X → Y is a non-constant K-morphism}.
For us the most interesting case will be when the genus of Y is g(Y ) = 1.
Before we can state our main result, we need to introduce some notions. Let i(X) denote the index of the curve X, which is the smallest positive integer m such that there is a divisor (defined over K) on X of degree m. Let p(X) denote the period of the curve X, which is the smallest positive integer m such that there is a divisor D of degree m on X K , such that σD is linearly equivalent to D for every σ ∈ Gal(K/K). Equivalently, p(X) is the smallest positive integer m such that there is an invertible sheaf L of degree m on X K such that σL ∼ = L for every σ ∈ Gal(K/K). (Remark: In general this does not imply that L is defined over K!) It is easy to see that p(X) | i(X). For more on these notions, see e.g., [11] , [12] or [3] .
For an abelian variety A of dimension g ≥ 1 defined over the number field k, [8, p. 2058 ] introduces the quantity 
Let us briefly discuss what happens if g(Y ) = 1. We still assume that there is a non-constant K-morphism from X to Y . If g(Y ) > 1, then every non-constant morphism from X to Y has degree at most
This immediately follows from Hurwitz's theorem, which says that
where R is the ramification divisor of ϕ, and deg R ≥ 0. We will show now that if g(Y ) = 0 and
Preliminaries
We introduce some notations. Throughout this section, K denotes a field of characteristic zero, and K denotes an algebraic closure of K. If A is an abelian variety over K, and m ∈ Z, then [m] A : A → A denotes the multiplication by m map. The dual abelian variety of A is denoted by A. If f : A → B is a homomorphism of abelian varieties, then f : B → A is the dual homomorphism.
Let A be an abelian variety over
. Thus φ L is an isogeny if and only if L is nondegenerate, so e.g., if L is ample (see part (4) of Proposition 2.1 below).
A polarization of A is a K-isogeny ǫ : A → A such that the base change ǫ K is of the form φ L for an ample invertible sheaf L on A K . We say in this case that (A, L) is a polarized abelian variety. By abuse of notation, we often talk about the polarization L instead of φ L . (Note that L is usually not uniquely determined by
Let (A, L) and (B, M) be polarized abelian varieties over K. The Rosati involution
(Note that this does not depend on the exact value of L and M, only on φ L and φ M .) There is a so called Rosati metric on Hom K (A, B) ⊗ Z R defined in [8] . This is induced by the quadratic form
. (For the definition of the trace map Tr :
The Rosati involution is clearly an isometry. Note that if L/K is a field extension, then the canonical map Hom K (A, B) ⊗ Z R → Hom L (A, B) ⊗ Z R is injective, and the Rosati metric on Hom K (A, B) ⊗ Z R is the restriction of the Rosati metric on Hom L (A, B) ⊗ Z R.
The following proposition collects together some basic results about invertible sheaves on curves and on abelian varieties. Proposition 2.1.
(1) If E is an elliptic curve over K, and L is an ample 
The lemma follows from the identity f
If A is an abelian variety over K, then there is a canonical invertible sheaf on A × A, called the Poincaré invertible sheaf (see [18, p. 78] The following proposition describes the polarizations of an elliptic curve.
Proposition 2.2. Let E be an elliptic curve over K. Then E has a unique principal
is the invertible sheaf on E associated to the divisor [0 E ]. Furthermore, every polarization of E has the form mǫ E for some positive integer m.
Let F be an ample invertible sheaf on E K . Then m = deg F is a positive integer (see Proposition 5.5 in [13, Chapter 7] ), and deg
because ǫ E is an isomorphism and ǫ E (0 E ) = 0 E . So using Lemma 2.1 for the homomorphism ǫ E : E → E and the invertible sheaf
−1 we see that the last identity of the proposition is equivalent
The following Proposition describes the Rosati norm of endomorphisms of elliptic curves. Proof. Note that O is a subring of End C (E), so the first part follows from [20, Ch. VI, Theorem 5.5]. The complex conjugation and the Rosati involution are both automorphisms of the ring O, and they are both involutions. If O = Z, then the only such involution is id Z . So suppose that O = Z + Zτ , where τ ∈ C is an imaginary quadratic integer. Then τ is a root of a polynomial 
The following two lemmas describe some basic properties of the Rosati norm.
Lemma 2.2. Let (A, L) and (C, M) be polarized abelian varieties over K, let B be an abelian variety over K, and let f ∈ Hom K (A, B) and g ∈ Hom K (B, C). If Ker g is finite, then g * M is a polarization of B,
Proof. Let Ker g be finite. Then g is finite, hence it is affine and therefore quasiaffine, so g * M is a polarization of B (i.e., an ample invertible sheaf on B) by Proposition 5.1.12 of [10] . Using the definition of the Rosati norm, we obtain
Lemma 2.3. Let (A, F ) be a polarized abelian variety over K, and let (E, M) be an elliptic curve over K, with its canonical principal polarization. If
Proof. This is trivial for f = 0, so suppose f = 0. Then Ker f is finite, so G = f * F is a polarization of E and |f
The following lemma gives an expression for the degree of an endomorphism of E r , where r is a positive integer and E is an elliptic curve. We will need this to prove Lemma 2.5.
The following statements hold for every M, N ∈ O r×r .
• If M, N ∈ T , then M N ∈ T .
• If M, M N ∈ T and det M = 0, then N ∈ T .
• If N, M N ∈ T and det N = 0, then M ∈ T .
So every permutation matrix and every matrix of the form I + λE i,j (where i, j ∈ {1, . . . , r} and λ ∈ O) is in T . Let S the set of matrices in O r×r which can be written as finite products U 1 · · · U k , where k ≥ 0, and each U l ∈ O r×r is either a permutation matrix or a matrix of the form I + λE i,j , and det(U l ) = 0 (so if i = j, then λ = −1). Then S ⊆ T , and if U, V ∈ S, then M ∈ T if and only if U M V ∈ T . One can easily check that for every M ∈ O r×r there are U, V ∈ S such that U M V is diagonal. Then U M V ∈ T , hence M ∈ T . Lemma 2.5. Let (E, M) be an elliptic curve over K, with its canonical principal polarization, and let r be a positive integer. Using the isomorphism φ M we identify E with E, and we also identify E r , E r and E r . Let O = End K (E), then we have a canonical ring isomorphism
corresponds to a hermitian positive definite matrix M ∈ O r×r , and det M = χ(E r , F ).
Proof. The identity φ F = φ F (see [5, (7.8) ] or [1, Corollary 2.4.6 (c)]) implies that M is hermitian. First let x ∈ O r \ {0}, and let α : E → E r be the corresponding nonzero homomorphism. Then x * M x = αφ F α = φ α * F by Lemma 2.1. Here α * F is an ample invertible sheaf on E by Lemma 2.2 (since Ker α is finite), so φ α * F = [n] E for some positive integer n, hence x * M x = n > 0. Let F denote the quotient field of O. Then F = Q if O = Z, while otherwise F is an imaginary quadratic number field. If x ∈ F r , then there is a positive integer k such that
is dense in R, while otherwise F is dense in C, so using the continuity of the map x → x * M x, we obtain that M is positive semidefinite. Then det M ≥ 0, so it is now enough to prove that det M = χ(E r , F ) > 0.
According to part (4) of Proposition 2.1, χ(E r , F ) > 0, because F is ample. Using Lemma 2.4, we obtain
Here det M ≥ 0, so det M = χ(E r , F ) > 0.
We introduce a few notions and notations for lattices. Let Ω = {0} be a lattice in a real euclidean space (E, | · |) of dimension n. Let λ(Ω) = min{|x|; x ∈ Ω \ {0}}.
Let Λ(Ω) be the smallest λ ≥ 0 such that there are linearly independent ω 1 , . . . , ω n ∈ Ω with |ω 1 |, . . . , |ω n | ≤ λ. Equivalently, Λ(Ω) is the smallest λ ≥ 0 such that {ω ∈ Ω; |ω| ≤ λ} generates a finite index subgroup of Ω. The covering radius R(Ω) of Ω is the smallest ρ ≥ 0 such that for every x ∈ E, there is an ω ∈ Ω with |x − ω| ≤ ρ. Let vol(Ω) denote the covolume of Ω. One can easily check that
In the following elementary lemma we construct a matrix S ∈ R 2r×2r from a matrix M ∈ C r×r and a number τ ∈ C, and get an expression for det S using det M and Im τ . We will use this lemma for covolume calculations of lattices in section 4. Lemma 2.6. Let r be a positive integer, A, B ∈ C r×r , s, t ∈ C, and N = A+B sA+tB tA+sB st(A+B) ∈ C 2r×2r . Then
Proof. Using row and column operations, we see that
M , s = τ and t = τ , we obtain N = S and
Morphisms and Jacobians
We fix the following notation for this section. Let K denote a field of characteristic zero, and let K be an algebraic closure of K. Let X and Y be geometrically integral smooth projective curves defined over K, of genus g(X) and g(Y ). Let Ω = Hom K (J(X), J(Y )), then Ω is a free abelian group of finite rank. The vector space R ⊗ Z Ω together with the Rosati metric is a euclidean space, and Ω is a lattice in it.
The Jacobian of the curve X is J(X) = Pic 0 (X). This is an abelian variety over K of dimension g(X), with a canonical principal polarization. We have a canonical isomorphism between J(X)(K) and the group of isomorphism classes of invertible sheaves on X K , therefore by abuse of notation we simply identify these two sets. The canonical principal polarization φ : J(X) → J(X) can be described as follows. Choose any P 0 ∈ X(K 0 ), then we get a K-morphism ι X,P0 : X → J(X), where ι X,P0 (P ) = L([P ] − [P 0 ]) for every P ∈ X(K). Then ι * X,P0 : J(X) → J(X) is a K-morphism. This does not depend on the choice of P 0 , so it is in fact a K-morphism, and moreover it is an isomorphism, with inverse −φ. (See Lemma 11.3.1 and Proposition 11.3.5 in [1] .)
Using the principal polarizations of J(X) and J(Y ), we can define the homomorphisms
the same way as in the Preliminaries. Here (f
Proof. Choose a point P 0 ∈ X(K), and let Q 0 = f (P 0 ) ∈ Y (K). As we have seen above, the principal polarizations are
Let Mor K (X, Y ) denote the set of K-morphisms from X to Y . If ϕ : X → Y is a constant morphism, then we define its degree to be zero.
where the Rosati norms are defined with respect to the canonical principal polarizations of J(X) and J(Y ).
As a special case we obtain |J(ϕ)| = |J(ϕ) † |. If ϕ is constant, then deg ϕ = 0 and J(ϕ) = 0, so we may assume that ϕ is not constant. Then
Remark 3.1. Here is another proof for Proposition 3.1. Let L and M denote the principal polarizations of J(X) and J(Y ). Let us fix a point x 0 ∈ J(X)(K), and define y 0 = ϕ(x 0 ) ∈ J(Y )(K). Using x 0 and y 0 we can construct canonical K-morphisms ι X,x0 : X → J(X) and ι Y,y0 :
for every x ∈ X(K) and y ∈ Y (K). Then ι X and ι Y are closed immersions, and
we have
where the right hand side contains intersection products. In the Chow ring
Using the definition of the intersection product (see [7, 
There is a non-constant K-morphism from X to Y if and only if U contains a nonzero element. The following proposition describes the structure of U if
Proof. Since Y is a genus one curve and E is its Jacobian, Y is a torsor over E. Hence there is a canonical K-morphism κ : E × Y → Y , such that κ(0, y) = y, κ(a, κ(b, y)) = κ(a + b, y) for every a, b ∈ E and y ∈ Y , and η :
, where π 1 : E × Y → E is the canonical projection. So basically "κ(a, y) = a + y" and "ν(y 1 , y 2 ) = y 1 − y 2 ". Then κ(ν(y 1 , y 2 ), y 2 ) = y 1 for every y 1 , y 2 ∈ Y . Let
(so basically "ρ(y 1 , y 2 , y 3 ) = y 1 + y 2 − y 3 "). We fix a morphism f 0 ∈ Mor K (X, Y ), and define
We need to prove that H is a subgroup of Ω such that p(Y )Ω ⊆ H. Since Ω ∼ = Z s for some s ∈ Z ≥0 , this will imply that |Ω/H| ≤ p(Y )
, which proves that H is closed under subtraction. Since H = ∅, this implies that H is a subgroup of Ω, and that U is a coset of H.
Let D be a divisor of degree
for every P ∈ X(K). Let t ∈ Ω be arbitrary. We need to show that there is an f ∈ Mor K (X, Y ) such that J(f ) − J(f 0 ) = p(X)t. We can define a K-morphism
Corollary 3.1. Suppose that there is a non-constant K-morphism from X to Y . Then
Proof. The first inequality and equation follow immediately from Propositions 3.1 and 3.2. Suppose that Y (K) = ∅, and choose a u 0 ∈ U . Then there is a ω ∈ Ω such
To get an upper bound for µ K (X, Y ) using Corollary 3.1, it is enough to bound λ(Ω) and R(Ω) from above. These upper bounds will depend on vol(Ω). That is why we calculate vol(Ω) in the next section.
Covolume calculation
Let (J(X), L J(X) ) and (E, L E ) be the Jacobian variety of X and the elliptic curve E = J(Y ) with their canonical polarizations. Let r be the largest nonnegative integer such that there is a K-morphism α : E r → J(X) with finite kernel. Clearly 0 ≤ r ≤ dim K (J(X)) = g(X). Let A = α(E r ) and let B = A ⊥ be the orthogonal complement of A in J(X) with respect to L J(X) (see e.g., [1, p. 125] for the definition of the orthogonal complement). Let ι A : A → J(X) and ι B : B → J(X) be the canonical embeddings.
We claim that here A and B are uniquely determined, i.e., they do not depend on α. To see this, take another K-morphism α ′ : E r → J(X) with finite kernel. 
Exchanging the roles of α and α ′ , we get that
For any two abelian K-varieties A 1 , A 2 , let ρ A1,A2 denote the smallest positive integer d such that there is a K-isogeny
is a polarized abelian variety by part (5) of Proposition 2.1. Let O = End K (E), this is either Z or an order in an imaginary quadratic number field, thus O is an integral domain. If R is an integral domain with fraction field F , and M is an R-module, then we define the rank of M over R as rank R (M ) := dim F (M ⊗ R F ). Let Ω = Hom K (J(X), E), then the Rosati involution defines an isometry Ω ∼ = Hom K (E, J(X)). Note that Rosati involution is a conjugatelinear isomorphism of O-modules. Furthermore, by Lemma 2.2 we have a canonical isometry Hom K (E, J(X)) ∼ = Hom K (E, A) , where the Rosati metric on Hom K (E, A) is defined using the polarization We assume that there is a non-constant K-morphism from X to Y , so Ω = {0}, hence r ≥ 1.
Note that Ω is a finitely generated, torsion free O-module of rank r. Define for such an O-module Ω the quantity Furthermore χ(A, F A )ρ E r ,A = min{χ(E r , γ * F A ); γ ∈ Hom K (E r , A) is a K-isogeny} = min{χ(E r , γ * L J(X) ); γ ∈ Hom K (E r , J(X)), Ker γ is finite} = √ ρ E r ×B,J(X) ρ E r ,A ≤ ρ E r ×B,J(X) .
Proof. We start by proving the last statement. If γ : E r → J(X) is a K-morphism with finite kernel, then the image of γ is A, so γ induces a K-isogeny γ : E r → A such that γ = ι A • γ. Conversely, every K-isogeny γ induces a K-morphism γ = ι A • γ : E r → J(X) with finite kernel. Here γ * L J(X) = γ * F A , so the penultimate equation is clear. Using parts (3), (4) and (5) of Proposition 2.1, we get that F A and γ * F A are ample, χ(A, F A ) > 0 and χ(E r , γ * F A ) = (deg γ)χ(A, F A ). So deg γ is minimal if and only if χ(E r , γ * F A ) is minimal, therefore χ(A, F A )ρ E r ,A = min{χ(E r , γ * F A ); γ ∈ Hom K (E r , A) is a K-isogeny}.
It is easy to see that every K-morphism E r × B → J(X) factors through the K-isogeny ϕ : A × B → J(X), (a, b) → a + b. So ρ E r ×B,J(X) = ρ E r ,A · deg ϕ ≥ ρ E r ,A .
