Abstract. Strong limit-point criteria for singular Hamiltonian differential expressions with complex coefficients are obtained. The main results are extensions of the previous results due to Everitt, Giertz, and Weidmann for scalar differential expressions.
Introduction
In this paper, we are concerned with the deficiency index problem for the singular Hamiltonian differential expression
where λ is a complex parameter, J = 0 −I I 0 , I is the n × n identity matrix, ( is the conjugate transpose of B and inequalities of Hermitian matrices are in the positive, non-negative sense. Let z = (x T , u T ) T , where x and u are n-dimensional complex-valued column vectors. We will sometimes, however, write z = (x, u) instead of z = (x T , u T )
1.2) Q(t) = −C(t) A * (t) A(t) B(t) , P(t)
T whenever there is no danger of confusion. The weight function W (t) can be reduced to the identity by the transformation z → z 1 = (x 1 , u 1 ),
3)
Thus, without loss of generality, in what follows we always suppose that W (t) = I.
A solution z is said to be square integrable and denoted as z ∈ L 2 P ([0, ∞), C 2n ) (or z ∈ L 2 P , for simplicity in notation), if
JIANGANG QI AND SHAOZHU CHEN
Since P (t) is singular, we take it for granted that L 2 P is the quotient space. The differential operator L generated by the Hamiltonian system (1.1) is formally selfadjoint. It can be shown (cf. [3, Lemma XIII.2.9]) that, with the maximal domain
P under the controlability condition that the system u = −A * u, 0 = Bu has only the trivial solution u = 0. Let N + and N − denote the numbers of linearly independent solutions of (1.1) in L 2 [0, ∞) with λ = ν + iµ for µ > 0 and µ < 0, respectively. The numbers N + and N − are known to be independent of the value of λ in the respective upper and lower complex plane (see [2, Chapter XII, Theorem 4.1.19]), and are called the deficiency indices of L in the corresponding half plane. Moreover, they satisfy n ≤ N + , N − ≤ 2n. The deficiency indices of a differential operator are crucial in the investigation of its spectra since the deficiency indices determine the number of linearly independent self-adjoint boundary conditions that one needs to get a self-adjoint extension of a minimal operator (see [2, Chapter XIII]).
We say that L is in the limit-point-n case (LP (n), for short) if N + = N − = n, and in the limit-circle case if
It is known (see [6] , [1] for scalar cases and [10] , [14] , [15] for system cases) that L is in the limit-point-n case if and only if
The further classification of the limit-point case into strong and weak limit-point cases was clearly made by Everitt, Giertz, and Weidmann [6] , [7] in the deficiency index problem of higher-order scalar differential equations. But strong limit-point case for differential operators was studied even earlier (see [4] , [5] ). Besides, some results on the bounds of spectra and the presence of pure point spectra of symmetric differential expressions are in the strong limit-point case (cf. [16, ). In this direction, see also [8] , [13] .
For the Hamiltonian system (1.1), we say that L is in the strong limit-point-n case (SLP (n), for short) if
We say that L is in the weak limit-point-n case if (1.5) holds but (1.6) does not. Clearly, SLP (n) implies LP (n) and, if n = 1, our definition of the strong limitpoint-n case coincides with that of the strong limit-point case given in [6] , [7] . The spectral theory for singular Hamiltonian systems has been considerably developed. The reader is referred to [1] , [10] , [14] , [17] for the theory of the WeylTitchmarsh M (λ) function and to [2] , [11] , [15] for the limit-point classification. However, there has been little literature on the strong limit-point case for Hamiltonian systems.
In this paper, we will establish criteria of strong limit-point-n case for the operator L generated by the singular Hamiltonian system (1.1). We will first prepare two lemmas in Section 2 and give the main results in Section 3. Some examples will be given to illustrate our criteria.
Lemmas
The following result will play an important role in this paper.
Lemma 1. The operator L is in the strong limit-point-n case if and only if
Proof. The necessity is obvious. Suppose (2.1) holds and take any pair (x, u),
Then (2.1) implies that, as t → ∞,
and hence,
Lemma 2. For every
follows from the definitions (1.4) and (2.3). Notice that the strong limit-point-n classification of L is completely determined by its domain
Consider Hermitian n × n matrices. All eigenvalues of a Hermitian matrix A are real numbers. We will denote by λ min (A) the smallest eigenvalue of A and by λ max (A) the largest. If A > 0, the roots of det(B − λA) = 0 are called the eigenvalues of B with respect to A (see [12] ). Thus, if in addition B ≥ 0, the eigenvalues of AB or BA are merely the eigenvalues of B with respect to A −1 , and hence, are all nonnegative.
Main results
In [4] , Everitt, Giertz, and McLeod gave a sufficient condition for the secondorder differential expression
to be in the strong limit-point case. For the Hamiltonian system (1.1), we have
Theorem 1. Suppose that C(t) is bounded below and B(t)
then L is in the strong limit-point-n case.
Proof. Let (x, u) ∈ D(L). By Lemma 1, we need only to prove that (2.1) holds. In view of (1.
and hence, (
, and ψ(t) = u * (t)u(t). Then
Since C(t) is bounded below, by Lemma 2, we may assume that C(t) ≥ 0, or otherwise replace C(t) with C(t) + λ 0 I. Since B(t) ≥ 0 and C(t) ≥ 0, and x and f are square integrable, (3.3) implies that lim t→∞ h(t) ≤ +∞ exists. Suppose lim t→∞ |h(t)| ≥ 2l > 0. Then there exists an N > 0 such that (3.4) |h(t)| ≥ l and ϕ(t) > 0 for t ≥ N . Set H(t) = Re(h(t)). By (3.3)
, one sees that
b(s)ψ(s)ds
for some real number K. Since
and (3.4), we get that, for all t ≥ N ,
By Schwartz inequality and (3.1),
From (3.5), (3.7), and (3.8), we have that H(t) → ∞ as t → ∞, and hence, there is an
bψds.
Now, set G(t) = t N b(s)ψ(s)ds.
In view of (3.6) and (3.9), we have
which contradicts (3.8).
Similarly, we have the following counterpart of Theorem 1. has two linearly independent solutions (x 1 (t), u 1 (t)) and (x 2 (t), u 2 (t)), where In the case where (3.1) does not hold, we may impose stronger restrictions on C(t) to guarantee the strong limit-point-n case.
Theorem 2. Suppose that C(t) is bounded above and B(t)
≤x 1 (t) = exp[( (2a + b) 2 + 4 − b)t/2] and x 2 (t) = exp[(− (2a + b) 2 + 4 − b)t/2].
Theorem 3. Suppose that B(t) ≥ 0 and C(t) is bounded below. Let b(t) = λ min (B(t)) and q(t) = λ min (C(t)).
If there exist a real number q 0 and an ε ∈ (0, 1) such that q(t) + q 0 ≥ 0 and
Proof. By Lemma 2, we may assume that q 0 = 0 and q(t) ≥ 1. For every (x, u) ∈ D(L), we will prove that (2.1) holds. Let h(t) = x * (t)u(t), ϕ(t) = x * (t)x(t), and ψ(t) = u * (t)u(t). Let H(t) = Re (h(t)). Since B(t) ≥ 0 and C(t) ≥ 0, from (3.3) we know that lim t→∞ h(t) exists (may be infinity). We claim that lim t→∞ |h(t)| = 0, for otherwise, there exist l > 0 and N > 0 such that (3.4) holds for t ≥ N . It follows from (3.6) that
We notice that lim t→∞ t N b(s)q(s)ds = ∞ follows from (3.12) and q(t) ≥ 1. Since x and f are square integrable, we have as t → ∞, By Gronwall inequality,
Using (3.6), (3.14) , and (3.15) we get, for t ≥ N ,
which contradicts (3.12) and (3.15) .
In Example 1, we know (3.11) is in the limit-circle case if a = −1 and b > 2. But, if b < 2, we may choose ε < 1 − (b/2) so that (3.12) holds, namely,
and hence, (3.11) is in the strong limit-point-1 case for every a ∈ R.
Theorem 4. Suppose that C(t) > q 0 I and B(t) ≥ 0. Set
If there exists an ε ∈ (0, 1) such that either C(t) is differentiable and
is differentiable, invertible, and
Proof. As before, we may assume q 0 = 0. From the remark in the last paragraph of Section 2, b(t) ≥ 0 since B(t) ≥ 0 and C(t) > 0. If C(t) is differentiable and (3.16) holds, then we let T (t) = C −1/2 (t) and w = (y, v) such that Set h(t) = y * (t)v(t), H(t) = Re h(t), ϕ(t) = y * (t)y(t), and ψ(t) = v * (t)v(t). We can then prove that lim t→∞ h(t) exists (may be infinity). 
t)T (t)C(t)T (t)y(t) ≤ q(t)y * (t)C −1 (t)y(t) =: ϕ(t).
Now, following the steps in the proof of Theorem 1, replacing b(t) with b(t) and ϕ(t) with ϕ(t), we can obtain a desired contradiction. If B(t) is differentiable and invertible, then we let T = B 1/2 in the transformation (3.18). The rest of the proof is similar and hence omitted. 
