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The pseudogap phenomenology is one of the enigmas of the physics of high-Tc superconductors.
Recent experimental progress has allowed the identification of high resolution details of this phase
both in momentum and real space in many members of the cuprate family. These include charac-
teristic highly anisotropic Fermi arc spectra and organisation of charge modulations into nanoscale
domains and intraunit cell discrete rotational symmetry breaking in the CuO2 plane. Here, we
present a theory which leads to these features as a result of the interplay between electronic and
nonlinear electron-phonon interactions within a model of fluctuating Cu-O-Cu bonds. Remarkably,
while nanoscale segregation is usually attributed to doping-induced disorder in cuprates, we find
that at a fundamental level, disorder is not necessary for this phenomenon.
Introduction.— The physics of high-Tc cuprate super-
conductors is one of the great challenges of contempo-
rary many-body physics. Independently of material de-
tails, high-Tc superconductors support a very rich and
complex phase diagram [1, 2]. While the Mott insula-
tor and the basic phenomenology of d-wave supercon-
ductivity itself are reasonably well understood, the na-
ture of the metallic phase from which superconductiv-
ity emerges is a mystery of the high-Tc landscape. In
particular, the origin of the pseudogap metal (PG) [3] –
a novel phase with highly suppressed low energy excita-
tions that appears as the hole doping is increased beyond
the Mott insulator phase, and also above the supercon-
ducting dome up to a characteristic temperature T ∗ – is
a widely debated topic [4]. The pseudogap has two com-
plementary intriguing features: anisotropic Fermi arcs in
momentum resolved photoemission spectra [5–7] instead
of closed Fermi surfaces expected of metallic states, and
real space nanoscale C4 (discrete rotational) symmetry-
breaking domains often associated with a local charge
modulation [8–10].
The Fermi surface properties of the PG phase [11–
18] have been theoretically linked to various mechanisms:
topological order and spin liquid physics [19], phase inco-
herent d-wave superconductivity [20–24], and the break-
ing of various electronic symmetries not necessarily re-
lated to superconductivity [25–33]. A number of elec-
tronic correlation-based approaches [34, 35] predict ne-
matic C4 symmetry-breaking real space orderings, where
the organisation of such phases into nanoscale domains is
usually considered to arise from glassiness, i.e., the disor-
dering effect of impurities [36, 37]. While the main route
to explain the high-Tc phenomenology and its associated
PG has been undertaken via electronic correlations, sev-
eral effects suggest that the coupling to the lattice modes
should not be neglected. These include the anomalous
isotope effect [38], the universal oxygen vibration fre-
quency shift in the superconducting phase [39–41], and
more recently the identification of the inequivalence of
oxygen electronic and vibrational states in the two lattice
directions of the CuO plane in the PG phase [42, 43]. Fur-
thermore, theoretical models treating at the same level
phonons and electronic correlations in a realistic way are
needed to attempt to explain recent out-of-equilibrium
light enhanced superconductivity [44], resulting from res-
onant driving of the Cu-O bond [45, 46].
A fundamentally new development in this direction has
been made through the modeling of fluctuating Cu-O-Cu
bonds [47–49]: these works were able to reproduce the d-
wave superconductivity and some characteristics of the
PG without electronic correlation effects. Interestingly,
the fluctuating bond model (FBM) predicts a uniform
smectic/nematic oxygen bond order with C2 spatial sym-
metry. The mechanism for its disintegration into the ex-
perimentally observed nanoscale domains remains how-
ever unclear.
In this Letter, we revisit the FBM and show that: (i)
its uniform smectic PG phase is intrinsically unstable to-
wards macroscopic charge separation, (ii) it is therefore
necessary to include effects of Coulomb interactions and
consider the PG phase resulting from the interplay of
bond-phonon instabilities and electron correlations, (iii)
this interplay leads to a nanoscale phase separated PG in
real space with a local C4 symmetry-breaking bond order
and Fermi arcs in momentum space, and (iv) the nano-
scale separation in this scenario does not result from
quenched disorder. However, as reported in experiments,
the PG is enhanced (reduced) by adding magnetic (non-
magnetic) impurities to the system.
Description of the model .— The FBM describes the in-
terplay of the buckling of anharmonically oscillating Cu-
O-Cu bonds and hopping of electrons via a non-linear
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2electron-phonon coupling. The Hamiltonian HFBM =
Hel + Hph + Hel−ph consists of the bare electron and
phonon Hamiltonians, and the electron-phonon interac-
tion. The bare electron Hamiltonian reads
Hel = −t0
∑
〈i,j〉,σ
c†i,σcj,σ + t
′ ∑
〈〈i,j〉〉,σ
c†i,σcj,σ − µ
∑
j,σ
nj,σ,
(1)
where cj,σ (nj,σ) is the electron annihilation (occupation)
operator of a spin-σ electron in the 3dx2−y2 orbital cen-
tered on site j, and t0 and t
′ are the nearest and next-
nearest neighbour hopping amplitudes. The bare phonon
Hamiltonian is written as the sum over the bond oscilla-
tors
Hph =
∑
b
p2b
2M
+
χ0
2
u2b +
w
16
u4b , (2)
where M is the O mass and ub its displacement per-
pendicular to the Cu-O-Cu nearest-neighbour bond b.
The oscillator potential has a double well structure with
χ0 < 0 and w > 0. The electron-phonon interaction
couples the anti-bonding electron orbital charge Qb =
1
2
∑
σ(ni,σ + nj,σ − c†i,σcj,σ − c†j,σci,σ) nonlinearly to the
displacement ub
Hel−ph = −ν
2
∑
b
u2bQb. (3)
In this Letter, we show that the effects due to the in-
terplay of HFBM and Coulomb interactions, which we
consider as maximally screened, i.e., via an on-site term
U
∑
i ni,↑ni,↓, are of defining importance. These inter-
actions are distinct from the long-range interactions be-
tween charges in antibonding orbitals ∝ QbQb′ at differ-
ent bonds considered in earlier works on FBM [48, 49].
Instability of the FBM .— Due to the large difference in
electron and O masses, the motion of the latter on each
bond can be treated as an oscillation around the quar-
tic potential minima. This allows for a mean-field (MF)
decoupling of Hb−c. The MF Hamiltonian consists of a
quadratic electron Hamiltonian with renormalised bond-
dependent hopping amplitudes tb = t0 − ν〈u2b〉/4, and a
set of isolated phonon oscillators with renormalised bond-
dependent χb = χ0 + ν〈Qb〉/2. The MF parameters 〈u2b〉
and 〈Qb〉 have to be determined self-consistently. Using
a translationally invariant MF ansatz 〈u2i,i+xˆ〉 ≡ 〈u2x〉,
〈u2i,i+yˆ〉 ≡ 〈u2y〉, one finds a C4 to C2 symmetry reducing
solution 〈u2x〉 6= 〈u2y〉 [47–49]. From the electronic view-
point, this is a bond ordered state with different hopping
strengths tx 6= ty. The PG phase is then characterised
by the splitting of the Van Hove singularity, which has
an energy scale of the order of ΩPG ∝ |tx − ty|. This
leads to a strong reduction of the density of states be-
tween the Van Hove peaks. Figure 1 shows the order
parameter ΩPG with respect to hole doping δ = 1−n (n
is the electron density) at different temperatures (solid
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FIG. 1. Pseudogap phase as a function of hole doping and for
different temperatures. The Figure shows the homogeneous
MF parameter |tx−ty| of the HFBM Hamiltonian on a 80×80
sites lattice (solid lines) and the spatial average |tx−ty| of the
residual interactions model on a 30× 30 sites lattice (dashed
lines). The inset depicts the chemical potential as a function
of the hole doping for the homogeneous MF. We observe a
negative compressibility ∂µ/∂n < 0 in the PG phase, which
indicates the instability of this phase. The parameters of both
Hamiltonians are fixed to t0 = 0.0083, t
′ = 0.0011, ν = 0.03,
w = 0.17, χ0 = −0.0025 and U = 0, where we use atomic
units (energy E0 = 27.2eV and length a0 = 0.53A˚).
lines). We notice that the corresponding Fermi surface
does not present Fermi arcs, which exhibit a C4 symme-
try. Instead, the system only has a suppression of the
spectral weight at ktx>ty = (pi, 0) or kty>tx = (0, pi).
The authors of Ref. [47] suggested that impurities would
form, in real-space, domains of the two sectors of the
symmetry-breaking, leading to a restoration of the Fermi
arcs.
A more careful analysis nevertheless shows that
this homogeneous PG solution is intrinsically unsta-
ble. The inset of Fig. 1 shows that the compressibility
∂µ/∂n = −∂µ/∂δ is negative in the PG phase. We find
this feature not to be specific to the choice of FBM pa-
rameters but rather to persist for 〈u2x〉 6= 〈u2y〉 solutions.
The effects of this instability can be visualised in real-
space calculations using an unrestricted MF approach, in
which the self-consistent averages 〈u2b〉 and 〈Qb〉 are al-
lowed to be independent for each bond. One then obtains
macroscopic phase separation with distinct uniform re-
gions of low and high electron density, without any bond
order (See Supp. Mat.). We now discuss how Coulomb
interactions must hence be included in the FBM to pre-
vent the unphysical macroscopic electron charge imbal-
ance.
The FBM+U model within MF .— We first study the
effect of a large Hubbard repulsive U on the phase sepa-
ration with the unrestricted MF decoupling ni,↑ni,↓ '
〈ni,↑〉ni,↓ + ni,↑ 〈ni,↓〉 − 〈ni,↑〉 〈ni,↓〉. The solution of
the self-consistent equations shows that, for a suffi-
3ciently large U & 3t0, the on-site interaction cures
the macrophase separation generated by the electron-
phonon interaction: the system exhibits smaller discon-
nected charge domains with lower density fluctuations
(See Supp. Mat.). However, we do not observe any local
C4 symmetry breaking. This is due to the well known
overestimation of the magnetic correlations from the MF
decoupling (see e.g. [50]). In particular, the system has
here a true gap with antiferromagnetic order at the rel-
evant dopings and temperatures, which masks any PG
features.
To observe the PG features within this MF approxi-
mation, we modify the Hamiltonian parameters to shift
the PG solutions to lower fillings (e.g. δ = 0.4),
where antiferromagnetic correlations are less exagger-
ated. Quite remarkably, in this regime, a spatially ran-
domised nanoscale phase separation emerges, with 1-
dimensional ladder like bond ordered patterns. While
the appearance of these types of non-uniformities is usu-
ally connected to the effect of impurity disorder, here
they emerge without quenched disorder.
Exact diagonalisation (ED) of the FBM+U model .—
We now characterise more rigorously the PG close to half
filling and in the presence of Hubbard interactions. To
this end, we study the FBM+U model for a 3x3 cluster
with periodic boundary conditions. We treat the Hub-
bard interactions exactly and the electron-phonon inter-
actions with an unrestricted MF decoupling. For the
unpolarised subspace of 8 electrons (density n = 0.89),
we observe macro phase separation at U = 0 with large
density fluctuations through the lattice (see Supp. Mat.).
For a moderately large interaction U = 3.6t0, these fluc-
tuations are strongly suppressed. Importantly, the C4
symmetry breaking of the bonds is manifest and survives
the formation of antiferromagnetic order.
We emphasise that the exact treatment of the FBM+U
model for larger system sizes is numerically challenging
due to the large values of U typical of the cuprates. Nev-
ertheless, we are here interested in the phonon bond order
mechanism of the PG state and the associated generation
of microphase separation. The previous numerical results
point to a scenario where electronic correlations do not
generate the PG phase but are essential to stabilize it.
To better treat larger systems in an approximate manner
without the exaggerated effects of magnetic correlations
at low hole doping, we propose to discard the spatial fluc-
tuations of the local density in the electron-phonon in-
teraction. This replacement preserves the main effect of
the repulsive interaction which is to prevent macrophase
separation. One then obtains a model with at most a
residual small U that now does not lead to magnetic
order at temperatures relevant for the PG phase. We
will see that this approximation reproduces qualitatively
the ED results of the full FBM+U model, preventing the
macrophase separation while allowing for a C4 symmetry
breaking.
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FIG. 2. PG dependence on hole doping for a fixed tempera-
ture T = 174 K on a 30×30 sites lattice for the RI model with
the parameters of Fig. 1. (a) Real space plots of the effective
electron hopping at each bond tb. For δ = 0.2, the system
presents an homogeneous C4 symmetry breaking. For smaller
dopings, we observe the formation of nanoscale domains with
ladder structures. (b) Fermi surface in the Brillouin zone.
We observe the appearance of Fermi arcs when increasing the
hole doping.
PG phase in the Residual Interactions (RI) approxima-
tion— The residual interactions model differs from the
FBM in the electron-phonon term, which is obtained by
replacing the number operators ni,σ by the average den-
sity per spin species 〈nσ〉 in the Qb of Eq. (3). The latter
gives rise to an effective Q˜b = − 12
∑
σ(c
†
j,σcj+1,σ + h.c.)
and a (total) density dependent renormalisation of the
quadratic part of the oscillator potential χ˜0 = χ0 −
ν/2〈n〉.
Figure 1 shows the pseudopap parameters obtained for
the unrestricted MF of the RI model for U = 0 at differ-
ent temperatures. These results are qualitatively similar
to the ones obtained for the homogeneous solution of the
FBM. We now characterise more in depth the PG phase
of the RI model. Figure 2 shows the PG dependence
with respect to hole doping for a fixed temperature. Fig-
ure 2(a) shows the real space distribution of the bond
order parameter: for large doping, i.e., δ = 0.2 we ob-
serve an homogeneous C4 symmetry breaking. Then, for
smaller dopings, the system adopts a microphase separa-
tion with nanoscale domains. We also study the Fermi
surface in Fig. 2(b). For δ = 0.2, the Fermi surface inher-
its the global C2 symmetry of the solution in real space,
and is only disconnected at k ' (pi, 0). For larger dop-
ings, the C4 symmetry is restored on average, and the
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FIG. 3. PG dependence on temperature for a fixed hole dop-
ing of δ = 0.1 on a 30 × 30 sites lattice for the RI model.
(a) Real space plots of the effective electron hopping at each
bond tb. The nanoscale domains are smeared out for increas-
ing temperatures. (b) Fermi surface in the Brillouin zone. As
the temperature is increased, the Fermi arcs evolve towards a
closed metallic surface.
reconstructed Fermi surface exhibits the characteristic
anisotropic Fermi arcs. The Fermi arc’s length increases
with hole doping in qualitative agreement with experi-
mental results [1].
Figure 3 depicts the dependence of the PG with re-
spect to temperature for a fixed doping. For increasing
temperature, a progressive closing of the Fermi arcs to-
wards a metallic Fermi surface is observed. In real space,
the local amplitudes of the inhomogeneous C4 symmetry
breaking then become strongly suppressed.
Role of impurities in the RI model .— The previous sec-
tion shows that the nanoscale domains appear without
the need of any type of quenched disorder. We now ad-
dress the effect of impurities on the PG phase. These are
often used as probes of the properties of high-Tc materi-
als. In particular, substituting Cu for non-magnetic Zn
suppresses the PG whereas magnetic impurities such as
Ni seem to have a minimally enhancing effect for strong
doping levels [51]. Theoretically, these features have been
shown to emerge within strongly correlated t-J type mod-
els using the c-axis response to quantify the PG [52].
Here, we show that the results obtained from the RI
model are in qualitative agreement with the impurity re-
lated phenomenology. We model the effective impurity
Hamiltonian contributions in standard fashion (see Supp.
Mat. for details): (i) non-magnetic impurity sites are
modeled as inert or excluded sites [53], (ii) magnetic im-
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FIG. 4. Effect of impurities on the real part of the c-axis
conductivity spectra in the residual interactions model for
hole density δ = 0.1, T = 174 K, and U/t0 = 1.6 on a 30 ×
30 lattice. The metallic solution (violet, dashed curve) is
compared to the PG phase with and without impurities. The
PG without impurities presents a characteristic peak. The
latter is shifted to the left (right) for Zn (Ni) impurities.
purities in the CuO plane are included as effects stem-
ming from Hund’s type interactions with localised Ni
spins derived in [52, 54]. As a measure of PG features,
we calculate the c-axis conductivity [55] in Figure 4 for
both types of impurities. The PG solutions show char-
acteristic low energy suppression in the real c-axis con-
ductivity spectrum as well as a peak, which are absent
in the metallic solution. The PG energy scale ΩPG is
often taken to be the peak position. It indeed behaves
as advertised above. Furthermore, the depth of the sup-
pression of the pure and Ni cases are similar while the
Zn PG is more filled in.
Final remarks.— We have shown that including anhar-
monic Cu-O-Cu bond oscillations in Hubbard-type mod-
els leads to a number of key features of the PG phase
including an inherent mechanism for nanoscale phase sep-
aration, Fermi arcs, and appropriate response to defects.
This points towards the fact that phonons play a key
role in dictating the properties of high-Tc cuprates, and
are not simply secondary corrections to electronic correla-
tion effects. Fundamentally, we therefore believe that our
results will fuel deeper investigations into the FBM+U
model, in particular via the treatment of electronic cor-
relation effects more exactly beyond the mean-field ap-
proximation. Moreover, the FBM+U model could also
serve as a natural basis to investigate how non-thermal
and dynamic phonon distributions can be used to be
used to enhance and control phase competition in the
cuprates. This would provide new insights into the ori-
gins of light-induced non-equilibrium superconductivity
and potentially lead to improved non-equilibrium control
of the cuprate phase diagram.
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1. - Exact diagonalisation study of the FBM+U model
In this section we consider the fluctuating bond model (FBM) with the inclusion of the Hubbard term Hamiltonian,
leading to the FBM + U model on a square lattice given by
HFBM+U = He +Hph +Hel−ph + U
∑
i
ni,↑ni,↓, (S1)
where He, Hph, and Hel−ph are given by Eqs. 1-3 of the main text and the last term is the Hubbard interaction.
A rigorous analysis of the FBM+U Hamiltonian, for U values typical for cuprate superconductors, constitutes a
great challenge due to the strong electron correlations brought by the Hubbard term. However, the mechanism which
we are interested in is the phonon bond order generation of the PG state, stabilised but not created by electron
correlations. We therefore leave aside the study of correlation-driven electron pairing or exotic orders. Instead, we
note that the competition between the macrophase instability generated by the density coupling to non-linear bond
phonons, and the repulsion generated by the U term, is a potential source of complex bond and density patterns in real
space. For a preliminary investigation of such competition, we perform an exact diagonalisation (ED) study of a 3×3
cluster for a model consisting of HFBM+U simplified by the unrestricted mean-field decoupling of the electron-phonon
interactions term Hel−ph and the Hubbard term treated exactly. We use periodic boundary conditions and a non-
polarised subspace of 8 electrons (density n = 0.89). The MF parameters 〈u2b〉, 〈Qb〉 are determined self-consistently.
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FIG. S1: Exact diagonalisation results for KBT = t0/15. (a) U = 0. (b) U = 3.6t0. (c) U = 3.6t0, ν = 0. We show
the relevant local observables on a 3× 3 lattice at electron filling 8/9. The site colors encode the on-site occupation
while the bond colors encode the values of the bond-charge Qb. The color scales are shown in the lower panel.
The results in Fig. S1(a) show that, for U = 0, there is a huge electron density imbalance across the lattice
(corresponding to macro-phase separation), which is in agreement with the instability of the PG phase in the FBM.
This imbalance is strongly suppressed for U = 3.6t0 (see Fig. S1(b)). Moreover, in this case, the bond order breaking
C4 symmetry with ladder like patterns is manifest and survives the formation of local magnetic moments at this low
doping level. For comparison, we also show, in Fig. S1(c), the case without electron-phonon coupling to confirm the
absence of nanoscale phase separation in the Hubbard model without fluctuating bonds.
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22. - Mean-field study of the FBM + U
In this section, we present the numerical results obtained for the Hamiltonian of Eq. (S1) by treating the Hubbard
term within the unrestricted mean-field approximation ni,↑ni,↓ ' 〈ni,↑〉ni,↓ + ni,↑ 〈ni,↓〉 − 〈ni,↑〉 〈ni,↓〉 and allowing
for local magnetisation. We consider lattices of 30× 30 sites. The electron-phonon interaction is also decoupled in a
mean-field manner. We perform self-consistent calculations for fillings n = 0.9, 0.8 and periodic boundary conditions.
The results, presented in Fig. S2(a)-(b), show that: (i) for U = 0, the system presents a tendency towards
macrophase separation (right plot), with a huge charge imbalance between the different domains; (ii) already at
U = 3.6t0 the Hubbard term prevents the macro phase separation (left and center plots); (iii) the competition
between the non-linear bond phonons and the U term leads to the spontaneous formation of nanoscale phase
separation (smaller domains of approximately uniform density) without any seeding by quenched disorder; (iv) at
the values of U needed to avoid the macro phase separation, the FBM+U model within a mean-field approximation
exhibits gaped AF solutions. These completely mask any PG phase bond order of the type seen, e.g. in the previous
section, for all the relevant dopings and temperatures, as seen in the left and center plots of Fig. S2(b). This is
a consequence of the well known feature of the mean-field decoupling in the Hubbard model at large U of gross
over-estimation of polarization and critical temperatures of the AF ordered phase [1].
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FIG. S2: Real space features of the FBM + U model at KBT = t0/15 for different dopings on a 30x30 sites lattice.
Parameters are set as in the main text (1a.u. = 27.2 eV = 315520 K): t0 = 0.0083, t
′ = 0.0011, ν = 0.03, w = 0.17,
χ0 = −0.0025. We set the Hubbard term to U = 3.6t0 in the left and center plots, and U=0 in the right plot. (a)
Density plots showing microphase separation with small density amplitude (left and center) and macrophase
separation with huge density amplitude (right). (b) Local spin polarisation showing strongly polarized AF phase in
the cases with finite U (left and center).
In order to check for clear pseudo-gap signatures, we therefore move to higher hole doping levels where magnetic
order is suppressed. To shift the pseudogap phase to such dopings, a substantial change of parameters (mainly the
ratio t′/t0) was required with respect to the rest of our work. We note here that the pseudogap region in the doping
axis is heavily influenced by t′/t0 as it sets the Van Hove singularity of the bare electronic system. Results are shown
in Fig. S3. Remarkably, the microphase separated solution with rich bond patterns is obtained in this case within
the full FBM+U model.
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FIG. S3: Real space features of the FBM + U model at high doping δ = 0.4 on a 40x40 sites lattice. The plot shows
the expected value of electron hopping at each bond tb. The modified list of parameters to shift the bond patterns
to high dopings are: t0 = 0.00919, t
′ = 0.001472, ν = 0.028, w = 0.17, χ0 = −0.0225., KBT = t0/10.
3. - Effect of the impurities on the pseudogap phase
In this section, we explain more in detail the study that we perform to analyze the impact of impurities on the PG
phase. We consider the substitution of Cu sites with non-magnetic Zn atoms or magnetic Ni atoms. For Ni impurities,
we use the Hamiltonian proposed by Vasˇa´tko and Munzar [2]
H = −t0
∑
〈i,j〉,σ
c˜†i,σ c˜j,σ + J
∑
〈i,j〉
(Si · Sj − 1
4
ninj) + ENi
∑
α
nα − 4K
∑
α
S′α · Sα, (S2)
where c˜†i,σ = c
†
i,σ(1 − ni,−σ) are the electron creation operators in the 3dx2−y2 orbitals projected such as to avoid
double occupancy ni =
∑
σ c
†
i,σci,σ, and Si are the spin operators of the d orbital. The Ni impurity sites are denoted as
α and host additional 3d3z2−r2 orbitals. These orbitals carry a magnetic spin S′α. The last term in Eq. (S2) describes
ferromagnetic Ni on-site interaction between d orbitals. Considering an initial AF state polarized in the z direction
and in mean-field approximation, only the Sz components survive: Sα · S′α ≈ 〈Szα〉S′zα + Szα〈S′zα 〉 − 〈Szα〉〈S′zα 〉. Since
the 3d3z2−r2 orbitals are not affected by hopping, their spin within such approximation is classical. Nevertheless,
the effect of these classical spins S′α cannot be considered as quenched disorder, as their equilibrium magnetization
is determined self-consistently with the other spins Sα: at each step of the self-consistent loop, the requirement for
〈S′zα 〉 = 1/2 sign(Szα) aligns it to the local 3dx2−y2 orbital magnetization Sα lowering the energy by −4K ′Szα〈S′zα 〉 ≈
−4K ′(Szα)2. The latter follows from that sign(4Szα) ≈ 4Szα. As a consequence, we can consider the following effective
Hamiltonian for Ni impurities: for the doped sites α we neglect the shift in the chemical potential proportional to
ENi and consider that the Hamiltonian is modified by the addition of the on-site term
Hα,Ni = −4KS2z,α = −K(nα,↑ − nα,↓)2 = −K(nα,↑ + nα,↓) + 2Knα,↑nα,↓, (S3)
which leads to a modified on-site chemical potential µi → µi + K and Hubbard strength Ui → Ui + 2K. K is set to
3/4t0.
On the other hand, we denote the Zn doped sites as λ, and we set µλ = ∞ to effectively remove the doped site
from the lattice. In order to keep the hole concentration constant in the remaining available sites, we increase this
quantity by δ˜ = δ + nZn, being nZn the concentration of Zn impurities.
4To quantify the effect of the above mentioned impurities in the pseudogap unrestricted solutions we use the frequency
dependent transverse conductivity σ1c(ω). It can be computed from the electronic spectrum as
σ1c(ω) ∼ 1
ω
∫
dω′ [f(ω′ − µ)− f(ω′ + ω − µ)]N (ω′)N (ω′ + ω) , (S4)
where N (ω) is the density of states, and f(ω) the Fermi-Dirac distribution. For completeness, we show in Fig. S4
the density of states N (ω) corresponding to the cases plotted in Fig. 4 of the main text.
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FIG. S4: Density of states N (ω) histograms for the cases considered in Fig. 4 of the main text. The number of bins
is set to 45. For the residual interactions model (FBM+RI) we set the bare hole density δ = 0.1, T = 174 K, and
U/t0 = 1.6 on a 30× 30 lattice. The rest of parameters are fixed to thee same values of the main text.
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