Abstract. It is well-known that if a symplectic integrator is applied to a Hamiltonian system, then the modified equation, whose solutions interpolate the numerical solutions, is again Hamiltonian. We investigate this property from the variational side. We present a technique to construct a Lagrangian for the modified equation from the discrete Lagrangian of a variational integrator.
Introduction
The key to explaining the long-time behavior of symplectic integrators is backward error analysis, the study of the modified equation whose solutions interpolate the discrete solutions. It is a well-known and essential fact that if a symplectic integrator is applied to a Hamiltonian equation, then the resulting modified equation is Hamiltonian as well. This strongly suggest that when a variational integrator is applied to a Lagrangian system, the resulting modified equation is Lagrangian as well. In this paper we investigate whether that is indeed the case.
We will introduce a method to construct modified Lagrangians directly from the discrete Lagrangian of the variational integrator. These modified Lagrangians produce the modified equation up to an error of arbitrarily high order in the step size. Our method is similar to an approach taken by Oliver and Vasylkevych [8] , who discuss the analogous problem for a variational semi-discretization of the semi-linear wave equation.
First we briefly review the essentials of variational integrators. Then, in Section 3, we discuss the concept of modified equations for first and second order difference equations. In Section 4 we present the construction of a Lagrangian for the modified equation. It consists of many steps and requires the introduction of some analytic concepts. The most important of those are meshed variational problems, where an extremizer is sought in a class of curves that may be nondifferentiable at some points, and k-critical families of curves, which are families of curves that almost extremize the action. Finally, in Section 5, we clarify our approach with some examples.
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In this section we give a concise introduction to variational integrators, inspired on Hairer, Lubich, and Wanner [5, Section VI.6] . For a detailed overview of the concept and an extensive bibliography, we refer to Marsden and West [6] .
A continuous Lagrangian or variational system on the Euclidean space R N is described by a smooth function L : T R N ∼ = R N × R N → R and the corresponding action integral
L(x(t),ẋ(t)) dt.
(
A smooth curve x : [a, b] → R N : t → (x 1 (t), . . . , x N (t)) is a solution of the system if and only if it is a critical point of the action S in the set of all smooth curves with the same endpoints x(a) and x(b). Formally, this condition can be written as
When integrating by parts to obtain the last equality we could ignore the boundary term because the boundary values of the curve are fixed, hence δx(a) = δx(b) = 0. Since Equation ( 2) holds for any such variation δx, the criticality of the action is characterized by the conditions 
In general this is a second order differential equation. We will assume that the Lagrangian is regular, i.e. det One approach to discretizing the Euler-Lagrange equation (3) is to discretize the action integral (1) and to consider discrete curves that are a critical points of this discrete action. Usually, one looks for a discrete Lagrange function L disc : R N × R N × R >0 → R and defines the discrete action as
hL disc (x j−1 , x j , h).
A discrete curve x = (x 0 , . . . , x n ) is a critical point of S disc in the set of all discrete curves with the same endpoints x 0 and x n for some fixed step size h if and only if it satisfies the discrete Euler-Lagrange equation
where D 1 L disc and D 2 L disc denote the partial derivatives of L disc . A discrete Lagrangian can be scaled by any nonzero h-dependent factor without affecting the dynamics. The following concept provides a natural scaling.
Definition 1. (a)
A smooth function Φ : R N 2 ×R >0 → R is a consistent discretization of a smooth function g : T R N → R if there exist the functions g i : R N n i → R such that for any smooth curve x there holds Φ(x(t), x(t + h), h) = g(x(t),ẋ(t)) +
If x is not analytic this should be interpreted as an asymptotic expansion. In particular, this implies that Φ(x(t), x(t + h), h) = g(x(t),ẋ(t)) + O(h) as h → 0.
(b) Consider a smooth function g : T (2) R N → R, where T (2) R N is the second order tangent bundle of R N . A smooth function Φ : R N 3 × R >0 → R is a consistent discretization of g if for any smooth curve x and for all t there holds Φ(x(t − h), x(t), x(t + h), h) = g(x(t),ẋ(t),ẍ(t)) + O(h) as h → 0.
Remark. In Section 4 we will introduce the symbol to denote asymptotic expansions.
Here we prefer to use the usual equality sign because in practice we can often restrict to analytic curves. We reserve the symbol for "unavoidable" asymptotic expansions, i.e. situations where we generally do not have convergence even if all the relevant functions are analytic.
There are two reasons why we put a stronger conditions in part (a) than in part (b). In Section 4 we will take Φ to be a discrete Lagrangian and we will need to write it as a power series to start our construction of a modified Lagrangian. Hence in the context of this paper, it is natural to include the existence of such an expansion in the notion of consistency. For the difference equations, for which part (b) is the relevant definition, no such assumption is necessary. Additionally, the fact that the error term is given as a power series guarantees that its derivatives also O(h). We need this property in order to prove the following important observation. Proof. From the definition of consistency it follows that there exist functions g i such that
Taking a variation of the curve x we find
where ∂L ∂x and ∂L ∂ẋ denote the partial derivatives of L. Therefore,
It follows that
Remark. In most of the literature the discrete Lagrangian L disc is chosen to be a consistent discretization of hL, rather than of L.
The discrete Lagrangian can be seen as a generating function for a symplectic map (x j , p j ) → (x j+1 , p j+1 ), determined by
In this way a variational integrator for L leads to a symplectic integrator for the corresponding Hamiltonian systemẋ
where p = ∂L ∂ẋ and the Hamilton function is given by H = p ,ẋ − L, considered as a function of x and p. The brackets · , · denote the standard scalar product on R N . Example 1. There are many ways to obtain a discrete Lagrangian L disc from a given continuous Lagrangian L. Some examples are:
in which case the symplectic map (5) is the one obtained by applying the implicit midpoint rule to (6) .
in which case the symplectic map (5) is the one obtained by applying the Störmer-Verlet method to (6), assuming L is separable. The Störmer-Verlet is a prime example of a geometric numerical integrator, as it can be used to illustrate many different concepts of geometric integration [4] .
for which the symplectic maps (5) are the ones obtained by applying the two variants of the symplectic Euler method to (6).
Modified equations
An important tool for studying the long-term behavior of numerical integrators is backward error analysis. Instead of comparing a discrete solution (x j ) j=0,...,n to a solution 
First order equations
For first order equations the notion of modified equations is well-known, see for example [2, 3, 7, 9] , [5, Chapter IX] , and the references therein. Nevertheless, defining a modified equation is a subtle matter. Let Ψ(x j , x j+1 , h) = 0 be a discretization of the differential equation. We would like to define a modified equation along the following lines.
Pseudodefinition. The differential equationẋ = f (x, h) is a modified equation for the difference equation Ψ(x j , x j+1 , h) = 0 if for any solution (x j ) j of the difference equation, the differential equation has a solution x that satisfies x(jh) = x j for all j.
However, we need to be more careful because the right hand side of the modified equation will generally be a power series in h that does not converge. We write
and denote by T k the operator which truncates a power series in h after order k,
We call this the k-th truncation of the power series. We say that two power series f and g are equal up to order k if T k (f ) = T k (g), hence "up to" is to be understood as "up to and including." Furthermore, we will need to consider families of curves parameterized by the step-size h, rather than just individual curves. Admissible families are those whose derivatives do not blow up as h → 0.
is bounded as a function of h ∈ (0, h max ], where · ∞ denotes the supremum norm.
Admissibility of a family of curves (x h ) h guarantees that in power series expansions like
2ẍ h (t) + . . . the asymptotic behavior of each term is determined by the exponent of h in that term. This is essential in much of what follows and would not be the case for general families of curves. Now we are in a position to define a modified equation.
is a modified equation for the difference equation Ψ(x j , x j+1 , h) = 0 if, for every k, every admissible family of solutions (x h ) h of the truncated differential equatioṅ
Remark. The discrete dynamics is invariant under scaling of the function Ψ by a nonzero h-dependent factor, but the condition that Ψ(x(t),
is not. This is not a problem because the scaling is constrained by the fact that Ψ is a consistent discretization of some function g.
Proof. Because of the consistency, the Taylor expansion of Ψ(x(t), x(t + h), h) takes the form Ψ(x(t),
where
, . . . depend on x and its derivatives of arbitrary order. We look for a modified equation of the forṁ
This ansatz allows us to write the higher derivatives of x as linear combinations of elementary differentials [5, Chapter III.1],
where a prime denotes differentiation with respect to x, and the arguments x and h of f and its derivatives are omitted. Plugging these expressions into Equation (7) we get
where again the arguments of f and its derivatives were omitted. By definition of modified equation this should be zero up to any order,
The h k -term of this expression is of the form
Since g, g 1 , g 2 , . . . are determined by Ψ, this gives us a recurrence relation for the f k .
Some authors (e.g. Calvo, Murua, and Sanz-Serna [2] , Hairer [3] ) use the following property as their definition of a modified equation.
Proposition 3. Consider a difference equation of the form
and let (x h ) h be an admissible family of solutions of the truncated modified equatioṅ
Proof. The difference equation can be written in the form Ψ(x j , x j+1 , h) = 0, where
. Hence any admissible family of solutions (x h ) h of the modified equation truncated after order k satisfies
Second order equations
For the purposes of this paper we need to generalize Definition 3. Since we want to consider variational integrators, we need to introduce a notion of modified equations for second order difference equations.
is a modified equation for the difference equation Ψ(x j−1 , x j , x j+1 , h) = 0 if, for every k, every admissible family (x h ) h of solutions of the truncated differential equation
As in the first order case, we have existence and uniqueness.
Proof. The Taylor expansion of Ψ takes the form
, . . . depend on x and its derivatives of arbitrary order. We look for a modified equation of the form
This first order formulation of the modified equation allows us to write the higher derivatives of x as linear combinations of elementary differentials [5, Chapter III.2],
where the arguments x, v and h of f and its derivatives were omitted, and the subscripts denote partial derivatives. Plugging these expressions into Equation (8) we get
where again the arguments of f and its derivatives were omitted. The h k -term of this expression is of the form
Since g, g 1 , g 2 , . . . are determined by Ψ h , this gives us a recurrence relation for the f k .
Example 2. Consider the differential equationẍ = −U (x), where U : R N → R is some smooth potential, and its Störmer-Verlet discretization
The modified equation is of the form
In general we should also include odd order terms, but in this example they all vanish because of the symmetry of the difference equation. We evaluate a smooth curve x on a mesh of size h. In particular we consider x j = x(t) and
We write v =ẋ, plug the above expansion into the difference equation, and replace derivatives using Equation (9) . This gives us
where the arguments x and v of the f i were omitted. The h 2 -term of this equation gives us f 0 (x, v) = −U (x). In particular, partial derivatives of f 0 with respect to v are zero. The h 4 -term then reduces to
. We find the modified equationẍ
where the argument x of U and of its derivatives has been omitted. Observe that the truncation after the second order term of this modified equation is not an Euler-Lagrange equation because the second order term h 2 12 U (3) (ẋ,ẋ) − U U contains first derivatives of x but no second derivative of x. However, we will see that it can be obtained from an Euler-Lagrange equation by solving it forẍ and truncating the resulting power series.
Example 3 (Harmonic oscillator). The simplest instance of the last example is the case that x is real-valued and U (x) = 1 2 x 2 , which gives us the difference equation
The modified equation for this difference equation is of the form
The fact that the f i do not depend on v =ẋ in this example vastly simplifies the calculations. It should be noted that this is very atypical behavior. In almost all other examples at least some f i do depend on v =ẋ. From Equation (10) we obtain the following simplified form of the expressions in Equation (9) x (3) = f ẋ,
where the arguments x and h of f and its derivatives were omitted. If x(t) = x j , then
Plugging this into the difference equation we find
The h 2 -term of this equation gives us f 0 (x) = −x, and hence f 0 (x) = −1 and f 0 (x) = 0. The h 4 -term then reduces to f 2 (x) = −x 12 , hence f 2 (x) = − 1 12 and f 2 (x) = 0. Finally, the h 6 -term gives f 4 (x) = − 1 12
Therefore, the modified equation is
In Figure 1 we see that the solution of the fourth truncation of the modified equation agrees very well with the discrete flow, even with a large step-size. Remark. In a surprising turn of events, solutions of the discrete system with step size h = 1 are periodic, as can be observed in Figure 1 . Apparently, solutions of the modified equation have a period of exactly 6. This suggests that the modified equation for h = 1 isẍ = − π 2 9 x. Indeed, one can verify that in this example the modified Equation is given explicitly byẍ
This observation can be used as the basis of a simple proof of the well-known but very nontrivial expansion
The details of this argument are presented in [10] . For general h ≤ 1 no periodicity is observed, but the solutions of the truncated modified equation are equally close or closer to the discrete solution.
Modified Lagrangians
Given a variational integrator, we would like to find a Lagrangian that produces the modified equation as its Euler-Lagrange equation. The idea is to look for a modified Lagrangian L mod (x,ẋ, h) such that the discrete Lagrangian is its exact discrete Lagrangian,
where x(t) is a critical curve for L mod with x(0) = x 0 and x(h) = x 1 . Since modified equations are generally non-convergent power series in h, the best we can hope for is to find such a modified Lagrangian up to an error of arbitrarily high order in h. Its Euler-Lagrange equation will then agree with the modified equation up to an error of the same order.
In intermediate steps of our construction we will find Lagrangians that depend on higher derivatives of the curve instead of just on x andẋ. Furthermore, the variational principle that these Lagrangians represent is unconventional: one looks for critical curves in a set of curves that need not be differentiable everywhere. Before starting the construction of a modified Lagrangian, we study this variational principle by itself. 
Natural boundary conditions and meshed variational problems
This concept is illustrated in Figure 2 .
Consider a classical variational problem on the interval [a, b] with a Lagrange function L[x]. The condition for criticality reads
are variational derivatives of L.
We assume that each of the quantities x(a), fixed and which are left free, the following necessary and sufficient conditions follow from (11): 
or equivalently: ∀j ≥ 2 :
These conditions are also sufficient, because any variation consistent with the meshed structure can be written as the sum of a smooth variation on [a, b] and variations on intervals [t, t + h] that vanish at the endpoints. In analogy with the classical case we call (12)(b) the natural interior conditions. They can also be seen as a version of the Weierstrass-Erdmann corner conditions, where the time of a corner is not allowed to be varied, but every point is a corner.
Since the Euler-Lagrange equation (12)(a) together with suitable boundary conditions already determine a unique solution, meshed variational problems are overdetermined. This should not be surprising. After all we are looking for critical curves in a set C M,h of piecewise smooth curves, but at the same time require the critical curve to be in the subset C ∞ ⊂ C M,h of smooth curves.
A meshed modified Lagrangian
Now we begin the construction of a modified Lagrangian from a given discrete Lagrangian L disc that is a consistent discretization of some continuous Lagrangian. Using a Taylor expansion we can write the discrete Lagrangian L disc x t − h 2 , x t + h 2 , h as a function of a smooth curve x and its derivatives, all evaluated at time t,
From Equation (13) we proceed by expanding L disc (·, ·, h) around the point (x(t), x(t)) to write L disc ([x], h) explicitly as a power series in h.
Remark. We could also have chosen t − 
We want to write the discrete action
as an integral. To do this we require a lemma.
Lemma 6. For any smooth function f : R → R N we have
where B i are the Bernoulli numbers. The symbol denotes an asymptotic expansion for h → 0. In general, the power series in the right hand side does not converge.
Remark. The first few terms can easily be obtained by Taylor expansion. We have
which gives the result up to order 2 after summation:
We could prove the general statement by an iteration of this procedure, but here we give a shorter albeit slightly less elementary proof.
Proof of Lemma 6. The Euler-Maclaurin formula [1, Section 23.1] gives the following asymptotic expansion:
for any smooth function g : R → R N . If we double n in this formula, we get
If we double the the argument of g instead, we get
Taking the difference yields
which is equivalent to the claimed result.
Definition 6. We call the formal power series
Note that the higher order terms of the meshed modified Lagrangian do not contribute to the Euler-Lagrange equations because they are time derivatives. However, they do contribute to the natural interior conditions. Furthermore they are needed to have (formal) equality between the discrete and the meshed modified action,
for any smooth curve x. This implies that if x is a curve such that (x(t 0 +jh)) j is critical for the discrete action, then x formally solves the meshed variational problem for L mesh .
The rest of this section is devoted to constructing a classical, first-order Lagrangian L mod : T R N → R for the modified equation. From this point on our construction differs significantly from the one presented in [8] . First we have to do some analysis.
Properties of admissible families of curves
Recall from Definition 2 that a family of curves is called admissible if their derivatives of any order are bounded as h → 0. An admissible family of real valued curves (i.e. with N = 1) is called an admissible family of functions. In particular, for a family of Lagrangians (L h ) h that is given by a power series in h and an admissible family of curves (x h ) h , the compositions L h [x h ] form an admissible family of functions.
Lemma 7.
If (x h ) h is an admissible family of curves, then for every k ∈ N the family of derivatives x (k) h h is admissible as well.
Proof. This follows immediately from the definition of admissibility. Proof. Suppose towards a contradiction that there exists an ε > 0 and a sequence (t k ) k such that |f h k (t k )| > ε. Without loss of generality we can assume ε < 1. Since lim k→∞ f h k ∞ = 0, for every j ∈ N we can find a k ∈ N such that for all ≥ k there holds f h ∞ < 1 8 ε j+1 . We claim that for every ≥ k there exists an s ∈ t − 1 2 ε j , t such that f h (t ) − f h (s ) ≥ ε 2 . Indeed, if this were not the case there would hold that
which contradicts the fact that f h ∞ < 1 8 ε j+1 . Since such an s exists, we can find an r ∈ [s , t ] ⊂ t − 1 2 ε j , t such that |f h (r )| > ε 2 ε j 2 = ε 1−j . It follows that lim sup →∞ f h ∞ ≥ lim j→∞ ε 1−j = ∞, which contradicts the assumption that (f h ) h is admissible.
Lemma 9. (a)
Let (f h ) h∈R >0 be an admissible family of functions on the same domain
Proof. (a) Since the derivatives of an admissible family of functions form an admissible family, it is sufficient to show this for k = 1.
Assume towards a contradiction that f h ∞ is not O(h ). Then there exists a sequence (h j ) j with h j → 0 such that f h j ∞ > jh . Hence
But then a contradiction follows from Lemma 8, applied to the family (f h / f h ∞ ) h :
, so the g h form an admissible family. Hence from part (a) it follows that h k f
Lemma 10. Let (f h ) h∈R >0 be an admissible family of functions with the same domain
Proof. (a) We proceed by induction on . If = 0 the claim follows from the definition of admissibility. Assume the statement holds for − 1. Observe that sup
(b) Again we use induction on . And again the claim follows from the definition of admissibility if = 0. Assume it holds for − 1 and let g h be the antiderivative of
where that maximum is taken over all integers k such that a + kh ∈ [a, b], hence k = O(h −1 ). By the induction hypothesis we have
Together, Equations (14) and (15) imply that g h ∞ = O(h ). Since the g h form an admissible family it follows that
Studying meshed variational problems for admissible families of curves instead of individual piecewise smooth curves is much more subtle. The reason for this is that the higher derivatives of variations on a mesh interval [t, t + h] tend to increase without bound as h → 0. Such variations take us outside the set of admissible families and are therefore not allowed. The next subsection provides us with a framework to circumvent this.
k-critical families of curves
Modified equations generally are nonconvergent power series and so are modified Lagrangians. To make sense of these analytically we need to truncate the power series. It will be useful to allow an unspecified truncation error in the notion of a critical curve. (c) A family of discrete curves (x j ) j (h omitted to ease notation) is k-critical for some family of actions S disc = j L disc (x j , x j+1 , h) if for any family of variations of (x j ) j there holds
In each of definitions above we assume that a full set of boundary conditions is provided and that the variations respect these boundary conditions.
Remark. The scaling of the norm in the discrete case is such that for any smooth variation δx there holds
We can characterize k-critical families of curves by a natural relaxation of the usual criticality conditions. 
(c) A family of discrete curves (x j ) j is k-critical for the family of actions S disc = j L disc (x j , x j+1 , h) if and only if it satisfies the discrete Euler-Lagrange equations with a defect of order O(h k+1 ):
Proof. 
Note that we did not include j = i−1 in the summation range, because the variation δx h must vanish at the endpoints t 0 and t 0 + h. If δx h ∞ = O(h ) for some , then by Lemma 9(b) we have δx
). Then the conditions (17) imply that δS h = O(h k+ +2 ). Since δx h 1 = O(h +1 ), this is sufficient for meshed k-criticality.
By considering smooth variations as in part (a), we can conclude that also in this case the Euler-Lagrange equations up to order k are necessary conditions. More subtle to show is the necessity of the natural interior conditions. The difficulty is that the derivatives of variations supported on a mesh interval [t, t + h] are usually unbounded as h → 0, so the set of admissible families of such variations is rather small.
We will use induction on m to show that
on k-critical families.
For m = 0 this follows from the admissibility of the family of curves.
Now fix some M and suppose the claim holds for m < M . Take any k ≥ 0 and ≥ max{2, M − k − 1}. Note that this implies k + ≥ M − 1. To construct admissible variations we consider the family of polynomials p ,h (t) of degree in t that satisfies
For each , h these conditions uniquely define a polynomial, because they are equivalent to + 1 independent linear equations in the coefficients of p ,h . Note that these polynomials satisfy the scaling relation p ,h (ht) = h p ,1 (t), from which it follows that max [0,h] 
,h = O(h −j ). In particular, we have that p
Pick any time t 0 . Consider the family of variations
where 1 A denotes the indicator function of A and v ∈ R N is a constant vector. Then δx h 1 = O(h +1 ), hence for meshed k-critical families of curves there holds that
In fact there even holds that,
which can be proved using shifted variations for which t 0 depends on h. We have already established that
= O(h k+1 ) on meshed k-critical families and the induction hypothesis implies that
and hence (since k + + 2 ≥ M + 1)
Using the fact that δx
) and the induction hypothesis we find that for all i and j in the range of this sum, except (i, j) = ( , 0),
Equation (19) now implies that the term with (i, j) = ( , 0) satisfies the same order condition:
By Lemma 10(a) it follows that
This concludes the induction step and thus the proof that the interior conditions, up to the appropriate order, are necessary for k-criticality.
(c) If the family of discrete curves (
For some index , set δx = 1 h and δx j = 0 for j = , then (δx
On the other hand, for any family of variations (δx j ) j with (δx j ) j = 1 we have
Hence (x j ) j is k-critical if the discrete Euler-Lagrange equations are satisfied up to order k.
Properties of the meshed modified Lagrangian
Now that we have established the analytic framework, it is time to list some important properties of the meshed modified Lagrangian.
Lemma 12. Let L disc be a consistent discretization of a regular Lagrangian L(x,ẋ).
Then the zeroth order term of the modified Lagrangian is the original continuous La-
Proof. We have
An essential property of the meshed modified Lagrangian is that any curve that solves the Euler-Lagrange equations automatically satisfies the natural interior conditions. Lemma 13. If a family of curves (x h ) h satisfies the Euler-Lagrange equations of L mesh up to order k then it satisfies the natural interior conditions
In other words, every k-critical family of curves for L mesh is also meshed k-critical,
Proof. Consider the same family of polynomials p ,h (t) as in the proof of Lemma 11(b) and the corresponding family of variations δx
Since these variations do not affect the discrete action
there holds for every curve that
In particular this implies Equation (18). Since the Euler-Lagrange equations are satisfied up to order k, we can proceed exactly as in the proof of Lemma 11(b).
The modified Lagrangian depends on fewer derivatives of x than L disc (cf. Proposition 5):
Proposition 14. For ≥ 1 the h -term of L mesh (as a power series in h) depends on x,ẋ, . . . , x ( ) , but not on higher derivatives of x.
Proof. Any admissible family of curves satisfies the Euler-Lagrange equations up to order −1:
Hence it follows from Lemma 13 that for all ≥ 2:
which implies that x ( ) can only occur in L mesh in terms of order at least h .
The modified equation
From Lemma 13 it follows that k-critical families of curves for L mesh satisfy the EulerLagrange equation
even though L mesh depends on higher derivatives of x. By Proposition 14, this equation takes the form
If we replace the error term by an exact zero, this is a singularly perturbed equation, whose solutions in general have increasingly steep boundary layers as h → 0. However, the condition that (x h ) h is an admissible family of curves excludes this behavior and allows us to write Equation (20) as a second order differential equation with an O(h k+1 ) defect. This is done by a simple recursion. If L disc is a consistent discretization of some regular continuous Lagrangian, then for sufficiently small h we can solve E 0 (x,ẋ,ẍ) + hE 1 (x,ẋ,ẍ) = O(h 2 ) forẍ, saÿ
Then Equation (20) (with k replaced by k + 2) implies
After making the replacements, the terms between the parentheses only depend on x and its first derivative. Hence we can solve this equation forẍ to find an expression of the formẍ = F k+2 (x,ẋ, h) + O(h k+3 ).
Note that each step of this recursion increases the order of accuracy by two. This is the case because we only replace derivatives in terms of second and higher order.
A classical modified Lagrangian
Definition 8. The modified Lagrangian is the formal power series 
where T k denotes truncation after the h k -term.
From the definition it follows that
Since this does not hold for general curves, it does not immediately imply that the Euler-Lagrange equations of both Lagrangians agree up to order k. Nevertheless, this property holds true.
Lemma 15. The meshed modified Lagrangian L mesh ([x], h) and the modified Lagrangian L mod,k (x,ẋ, h) have the same k-critical families of curves.
. Since k-critical families of curves are also (k − 1)-critical, this set contains all k-critical families of curves of both L mesh and L mod,k .
For every family of curves in C k−1 (L mesh ) we have by Lemma 13
and
We now arrive at our main result: up to truncations, the modified equation is Lagrangian in the classical sense.
Theorem 16. For a discrete Lagrangian L disc that is a consistent discretization of a regular Lagrangian L, the k-th truncation of the Euler-Lagrange equation of L mod,k (x,ẋ, h), solved forẍ, is the k-th truncation of the modified equation.
Proof. Let (x h ) h be an admissible family of solutions of the k-th truncation of the Euler-Lagrange equation for L mod,k . Then (x h ) h is k-critical for the family of actions b a L mod,k (x,ẋ, h) dt. Consider the discrete curve (x j ) j := (x(jh)) j , an admissible family of variations δx h of x h and the corresponding family of variations (δx j ) j of (x j ) j with δx j = δx(jh).
By Lemma 15, the family (
. By construction, the actions j hL disc (y(jh), y((j + 1)h), h) and b a L mesh ([y(t)], h) dt are (formally) equal for any smooth curve y. Therefore
so the family of discrete curves (x(jh)) j is k-critical for the family of discrete actions S disc (·, h). Hence (x(jh)) j satisfies the discrete Euler-Lagrange equation up to order Corollary 17. If a symplectic method is applied to a Hamiltonian system with a regular Hamiltonian, then any truncation of the resulting modified equation is Hamiltonian.
Proof. By applying the (inverse) Legendre transformation we obtain a Lagrangian system with regular Lagrangian. We can apply Theorem 16 to this Lagrangian to find a modified Lagrangian L mod,k (x,ẋ, h). For sufficiently small h, the modified Lagrangian is regular as well. Therefore we can take the Legendre transformation again and obtain a modified Hamiltonian. 
Examples

Störmer-Verlet discretization of mechanical Lagrangians
A Lagrangian L : T R N → R is called separable if there exists functions K and U such that L(x,ẋ) = K(ẋ) − U (x). The Euler-Lagrange equation of such a Lagrangian is ∂ 2 K(ẋ) ∂ẋ 2ẍ = − ∂U (x) ∂x .
Second order
We consider some mechanical Lagrangian L(x,ẋ) = 1 2 |ẋ| 2 − U (x) and use the Störmer-Verlet discretization, whose discrete Lagrangian is given by Example 1(b),
Its Euler-Lagrange equation is
We have
where the argument x of U has been omitted.
, h) we calculate the meshed modified Lagrangian as follows:
The modified equation up to second order is then obtained from
We solve this recursively forẍ. In the leading order we haveẍ = −U , the original equation, so in the second order term we can substituteẍ = −U . Hence the modified equation isẍ
as we already found in Example 2.
To obtain the classical modified Lagrangian we need to replace higher derivatives in the meshed modified Lagrangian (21) using the modified Equation (22). In fact, to get the modified Lagrangian up two order two, we only need the leading order termẍ = −U of the modified equation. We find
Observe that the first order modified Lagrangian L mod,3 (x,ẋ, h) is not separable for general U because the term U (ẋ,ẋ) depends on both x andẋ. The Euler-Lagrange equation of L mod,3 is
Note that this equation does not contain an error term. However when we solve it forẍ we again get (22), including the O(h 4 ) error term. In other words,ẍ = −U + Its Euler-Lagrange equation isẍ = − x |x| 3 . The Störmer-Verlet discretization of this system is
Plugging the potential U (x) = − 1 |x| into Equation (23), we find that the third truncation of the modified Lagrangian is
The modified equation reads
x ,ẋ 2 x |x| 7 + O(h 4 ). Figure 3 shows that this modified equation exhibits the correct qualitative long-time behavior: the orbit precesses counterclockwise (whereas the mass orbits clockwise). The precession is marginally slower for the modified equation. In [11] modified Lagrangians are used to estimate the numerical precession rates of different variational integrators.
Fourth order
We extend the calculations of Section 5. 
+ O(h 6 ).
To eliminate higher derivatives of x in the h 4 -term we can useẍ = −U + O(h 2 ) as before. To do this in the h 2 -term, the second order term of the modified equation (22) is also necessary. We apply it repeatedly until all higher derivatives are eliminated. We find Remark. The derivatives of U should be considered as covariant, contravariant, or mixed tensors depending on the context. For example:
The fourth truncation of the modified equation is most easily found from the meshed modified Lagrangian. We have 
Comparison with the modified Hamiltonian
Here we consider the symplectic Euler discretization of a mechanical Lagrangian. Its discrete Lagrangian is given by Example 1(c),
The discrete Euler-Lagrange equation is
Since we are dealing with a separable continuous Lagrangian, this is the same difference equation as the one obtained by the Störmer-Verlet method.
For this discretization we have Solving forẍ we find the modified equation
We see that the first order term of the modified equation depends on J + , even though the original Euler-Lagrange equation does not. This example illustrates how different but equivalent continuous Lagrangians lead to different discretizations and different modified Lagrangians. However, the leading order term of the modified equation is the same for all of them. This term is just the original Euler-Lagrange equation.
Conclusion and outlook
We addressed the question whether modified equations for variational integrators are Lagrangian. In a strict sense the answer is no: truncations of the modified equations are not Euler-Lagrange equations. However, they can be turned into Euler-Lagrange equations by adding higher-order corrections, or by considering the full formal power series. We developed a method to construct modified Lagrangians, starting from the discrete Lagrangian of the numerical method. This provides a new algorithm to construct the modified equation for variational integrators. Some goals for future research are extending this method to degenerate Lagrangians, to systems with (nonholonomic) constraints and to Lagrangian PDEs, as well as a rigorous study of the optimal truncation of the power series and possible long-time conservation results.
