In this paper, we propose a framework for the modelling of multivariate dynamic processes which are driven by an unobservable common autoregressive component. Economically motivated by the mixture-of-distribution hypothesis, we model the multivariate intraday trading process of return volatility, volume and trading intensity by a VAR model that is augmented by a joint latent factor serving as a proxy for the unobserved information flow. The model is estimated by simulated maximum likelihood using efficient importance sampling techniques. Analyzing intraday data from the NYSE, we find strong empirical evidence for the existence of an underlying persistent component as an important driving force of the trading process. It is shown that the inclusion of the latent factor clearly improves the goodness-of-fit of the model as well as its dynamical and distributional properties.
Introduction
The basic idea of the mixture-of-distribution hypothesis as introduced by Clark (1973) is to explain the persistence in daily price volatility by an unknown autoregressive process of price relevant information. This idea was further developed by Tauchen and Pitts (1983) to model the relationship between daily volatility and volume. In their model, volume and volatility are jointly directed by a single autoregressive latent component. While these models and further extensions (see, for example, Andersen, 1996 and Liesenfeld, 1998 , 2001 have been successfully applied to daily data, there is lacking evidence regarding their use to model intraday trading processes on financial markets.
The aim of this paper is to analyze whether on an intraday level a common autocorrelated latent component can be identified and thus evidence for the mixture-of-distribution hypothesis can be found. This objective is on the one hand motivated by the notion that the existence of an underlying autoregressive information process should be independent from the aggregation level. Therefore, a joint latent dynamic component should be identifiable not only based on daily data but also on an intraday level. On the other hand, the existence of an (unknown) information process which jointly affects all trading components is the fundamental underpinning of numerous theoretical market microstructure approaches. 1 A typical assumption is that market participants infer from the trading process with respect to the existence of information. This should cause systematic interdependencies between intraday price changes, volumes and trading intensities (see e.g. Easley and O'Hara, 1992) . In fact, using VAR-type models, recent empirical studies confirm predictions arising from theoretical literature by providing empirical evidence for distinct relationships between these variables. 2
The idea of this paper is to propose a framework which allows us to directly model the unknown underlying autoregressive (information) process by a latent dynamic component. Hence, we extend recent approaches by augmenting a VAR model for the intraday volatility, the trading volume and the trading intensity by a dynamic latent factor which simultaneously influences all three components. The so-called latent factor VAR (LF-VAR) model enables us to test for the existence of an underlying autoregressive component serving as a major driving force for contemporaneous relationships as well as interdependencies between volatilities, volumes and trading intensities. Therefore, the contribution of this paper to the literature is two-fold: It contributes, on the one hand, to the literature on dynamic multivariate latent factor models and, on the other hand, to recent literature on high-frequency financial data in which the modelling of intraday trading processes and a deeper understanding of market microstructure relations is an important task.
A well known result in the literature on multivariate latent factor models is that a single latent component is typically not sufficient to fully capture the dynamics of a multivariate system (see Andersen, 1996 , or Liesenfeld, 1998 . For this reason, Liesenfeld (2001) proposes a multi-factor model for daily volatility and volume by combining a common latent factor with additional process-specific latent components. He illustrates a significant improvement of the model's explanatory power and goodness-of-fit compared to an one-factor model. However, the major disadvantage of a latent multi-factor model is that it is computationally quite burdensome, particularly for high-dimensional processes. For this reason, we adopt the idea proposed by Bauwens and Hautsch (2003) and specify the LF-VAR model by combining a parameter driven dynamic for the latent factor with an observation driven dynamic for the individual components. 3 This approach is motivated by the idea that there is one common latent factor which serves as a proxy for the unobserved information process and jointly affects volatility, volume and trading intensity. In addition, the individual trading components are influenced by process-specific (idiosyncratic) dynamics given the latent factor. In fact, it will be shown that both types of dynamics are necessary to fully capture the strong serial interdependencies in the multivariate system. The major advantage of assuming an observation driven dynamic for the idiosyncratic components is that the LF-VAR model is easily extended to higher-dimensional processes since we do not have to include additional latent factors.
The combination of a parameter driven dynamic with observation driven dynamics results in a highly flexible model. In particular, the volatility component follows a specification which encompasses a logarithmic GARCH specification as well as a stochastic volatility (SV) model (Taylor, 1982) . Correspondingly, the specification of the volume and trading intensity components nest the Log-ACD model proposed by Bauwens and Giot (2000) as well as the stochastic conditional duration (SCD) model introduced by Bauwens and Veredas (2004) . Moreover, the impact of the latent factor on the individual processes is allowed to be different from component to component. Therefore, the LF-VAR model enables us to analyze whether and, if yes, how strong the individual processes are influenced by the common factor.
Using this model we raise several research questions: (i) Is there evidence for a joint latent component and how strong is the persistence of this factor? (ii) How strong and in which direction influences the common component the processes of intraday volatility, trading volume and trading intensity? (iii) Is a joint unobservable factor a major source for contemporaneous correlations between the individual components of the trading process? I.e., do we find differences between conditional contemporaneous correlations given the latent component and corresponding unconditional correlations? (iv) Does the inclusion of a joint parameter driven dynamic improves the goodness-of-fit and the explanatory power of the VAR model?
The LF-VAR model is estimated by simulated maximum likelihood (SML). The computation of the likelihood requires to integrate the latent component out leading to an integral of the dimension of the sample range. For this reason, we approximate the likelihood function numerically by adopting the efficient importance sampling (EIS) algorithm proposed by Richard (1998). In our applications, this approach is shown to be efficient and computationally feasible.
The empirical analysis uses transaction data from four highly liquid stocks traded at the New York Stock Exchange (NYSE). Strong empirical evidence for the existence of an autoregressive common component is provided. Hence, from an economic point of view, we clearly confirm the mixture-of-distribution-hypothesis on an intraday level. Furthermore, it is shown that the inclusion of the latent component clearly improves the goodness-of-fit as well as the and cannot be computed using a prediction error decomposition on the basis of past (observable) variables.
dynamical and distributional properties of the model. Moreover, we find that the unobservable factor is a major driving force of the interdependencies as well as contemporaneous relationships between the individual trading components.
The remainder of the paper is organized in the following way: Section 2 presents the LF-VAR model while Section 3 discusses its statistical properties. In Section 4, we illustrate the statistical inference. Section 5 shows the data and discusses the estimation results. Finally, Section 6 concludes.
The latent factor VAR model
Define {Y i , V i , ρ i }, i = 1, . . . , N, as the three-dimensional time series of positive random variables associated with the intraday process of returns, transaction volumes and trading intensities, respectively. Since the model can be applied either to (irregularly spaced) transaction data or to aggregated (regularly spaced) high-frequency data, the variables Y i , V i and ρ i can be defined in alternative ways. In the first case, ρ i would correspond to the time between consecutive trades, V i would measure the trading volume per transaction and Y i would be associated with the trade-to-trade log return standardized by √ ρ i . Then, Y 2 i would correspond to the tradeto-trade volatility per time. 4 In the second case, which is used in this paper, Y i corresponds to the log return measured over equi-distant time intervals (here 5 minute intervals), V i is the cumulated or average volume traded in the i-th interval and ρ i is the number of trades occurring during the i-th interval. Furthermore, λ i is defined as a common unobservable component that simultaneously influences Y i , V i and ρ i and follows an autoregressive process which is updated in every interval i.
as the information set consisting of the history of the observable processes . . .) and the history of the latent component Following Engle (2000) , we propose to decompose the joint conditional density given the information set
, into the product of the corresponding conditional densities. Hence,
where it is assumed that λ i depends only on its own history F * i−1 . The chosen decomposition implies a triangular structure since Y i is assumed to depend on both the contemporaneous volume V i and trading intensity ρ i , whereas V i depends only on ρ i . Finally, ρ i itself is not affected by any contemporaneous variable. Of course, the order of the variables in the decomposition is arbitrary and depends on the research objective. However, researchers are typically particularly interested in the volatility process given the contemporaneous volume and the contemporaneous trading intensity (see Engle, 2000 or Manganelli, 2000 . This motivates the order chosen in this approach.
The basic idea of the so-called latent factor VAR (LF-VAR) model is to combine observation driven dynamics with parameter driven dynamics. This structure is reflected in the specification of the processes Y i , V i and ρ i as given by
where h i , Φ i and Ψ i denote (observation driven) dynamic components and η i , u i and ε i are process-specific innovation terms which are assumed to be independent. We assume that the volatility innovations η i follow a standard normal distribution whereas the volume and trading intensity innovations u i and ε i follow a standard generalized gamma distribution depending on the parameters a 1 , m 1 and a 2 , m 2 , respectively 5 . The generalized gamma distribution allows for a high distributional flexibility including the cases of over-dispersion and under-dispersion as well as non-monotonic hazard shapes.
Note that the component h i λ δ 1 i corresponds to the conditional variance of returns given F i−1 . Accordingly, up to a constant multiplicative factor 6 , Φ i λ δ 2 i and Ψ i λ δ 3 i correspond to the conditional expected volume and the conditional expected trading intensity given F i−1 . Hence, the major idea of the LF-VAR model is to model these conditional moments on the basis of a multiplicative interaction of the processes {h i , Φ i , Ψ i } and λ i . Thus the parameters δ 1 , δ 2 and δ 3 drive the process-specific impact of λ i . Therefore, the variables h i , Φ i and Ψ i correspond to the conditional variance, the conditional expected volume and the conditional expected trading intensity given F i−1 and λ i .
Whereas specification (3) corresponds to an augmented GARCH model, (4) and (5) are associated with augmented ACD type models as proposed by Engle and Russell (1998) . Note that particularly for less liquid stocks, the continuity assumption for ε i can be questionable since the number of trades per interval is a counting variable and thus is clearly discrete. In such a case, the use of a conditional autoregressive Poisson process as proposed by Davis, Rydberg, Shephard, and Streett (2001) or Heinen (2002) could be more appropriate. However, in the 5 The probability density function of the (standard) generalized gamma distribution is given by
given application, the number of trades per (5 min) interval varies on average between 20 and 42 7 and thus can be considered as continuous. 8
For the latent factor, we assume a log-linear AR(1) process, given by
where ν i is assumed to be independent of η i , u i and ε i . By reformulating the process-specific impact of the latent factor, ln λ i,j := ln λ
it is evident that the parameters δ j act multiplicatively on the standard deviation of the latent process. 9 Since
> (<) 0 for δ j > (<) 0 with i = 1, 2, 3, the parameter δ j determines the strength and the direction of a latent shock's influence on the component j. Note that because of the symmetry of the distribution of ν i , the sign of the individual parameters δ j are not identified. Hence, we cannot distinguish between the cases δ 1 > 0, δ 2 < 0 versus
Nevertheless, we can identify whether the latent component influences the two components in the same or in the opposite direction. For that reason, we have to impose an identification assumption which restricts the sign of one of the parameters δ j . Then, the signs of all other δ j 's are identified.
Whereas the latent factor follows a parameter driven dynamic, the process-specific components h i , Φ i and Ψ i are assumed to follow a multivariate observation driven dynamic which is parameterized in terms of a VAR system:
where
ω denotes a (3 × 1) vector, and A 0 = {α 0,i } is a (3 × 3) triangular matrix where only the three upper right elements are nonzero. Furthermore, A j = {α j,ik } and B j = {β j,ik } are (3 × 3)
matrices of innovation and persistence parameters, respectively. The assumption of a logarithmic form ensures the positiveness of the individual processes without imposing additional parameter 7 See the descriptive statistics in Section 6. 8 Moreover, the individual components are modelled in a seasonally adjusted form where the original time series are divided by estimated seasonality components. This standardization step generates realizations which are clearly continuous.
9 Hence, in order to identify the δ j 's, the latent variance Var[ν i ] is normalized to one.
restrictions. This property eases the estimation of the model particularly when A 0 = 0 and/or when additional explanatory variables are included. The triangular structure of A 0 reflects the used decomposition of the joint density in (1).
Note that the idiosyncratic innovation processes in (8) are updated based on variables which are completely observable even when there exists a latent component. This reduces the computationally effort and is particularly important to make the model applicable and estimable even for high-dimensional processes. However, on the other hand, this structure implies that the innovations z i implicitly depend on λ i which is evident by expressing z i alternatively as
Hence, the latent factor λ i influences the observation driven components {h i , Φ i , Ψ i } not only directly according to the specifications (3) to (5) but affects them also through the corresponding innovation processes. I.e., a shock in the latent factor in period i influences {h i , Φ i , Ψ i } not only in period i, but (through z i ) also in the following periods which causes autocorrelations between the individual processes. The resulting dynamic properties of the assumed process will be discussed in Section 3.
In order to illustrate the parameterizations of the individual components in more detail, assume for simplicity A 0 = 0, p = q = 1, and diagonal parameterizations of A 1 and B 1 . Then, the model is rewritten as
Hence, it is evident that the latent component λ i can be interpreted as an additional regressor which is statically included and is driven by its own dynamics according to (6).
We call the first component of the LF-VAR model a latent factor GARCH (LF-GARCH) model, whereas the second and third component is referred to a latent factor ACD (LF-ACD) model. These specifications nest several model classes. The LF-GARCH model encompasses a basic (Log-)GARCH specification as well as the stochastic volatility (SV) model proposed by Taylor (1986) and permits both competing models to be tested against each other.
In particular, for α 11 = 0, (13) can be rewritten as an SV model, while for δ 1 = 0 it resembles a logarithmic GARCH specification which can be easily extended to the EGARCH model as introduced by Nelson (1991) . Furthermore, for β 11 = 0 it can be interpreted as an SV model that is mixed with a further random variable. Accordingly, the LF-ACD models as specified in (14) and (15) 3 Properties of the model
Weak stationarity
The following proposition establishes the stationarity properties of the model:
Proposition 1: Let |a 0 | < 1 and |ς| < 1 for all values of ς satisfying
where I denotes a (3 × 3) identity matrix. Then, the processes (2) through (5) are weakly stationary.
Proof: See Appendix A.1. Table 1 illustrates that the inclusion of a latent component has a strong influence on the standard deviation, the kurtosis as well as the serial dependence in the second moments of the simulated return process. We observe that processes generated by high parameter values of α 0 and δ 1 imply a high unconditional variance, overkurtosis, fat tails as well as a strong serial dependence in the conditional variance. It is evident that an LF-GARCH process allows for a high distributional and dynamical flexibility and captures the well known statistical properties of typical financial return series.
Unconditional moments
10 All tables and figures are shown in the Appendix. 11 Since the distribution of returns under a LF-GARCH process is symmetric and the conditional mean is set to zero, only the quantiles of the right tail of the distribution are shown.
Similar findings are revealed for simulated LF-ACD processes (Table 2) . Again, an increase of the latent parameters α 0 and δ 3 leads to a significant rise of the unconditional variance as well as of the autocorrelations of the resulting process. As for LF-GARCH processes, it is apparent that a high serial dependence in both the observation driven component and the parameter driven component generate distributions with strong fat tail behavior. These effects are even amplified when the Weibull parameter a 3 is larger than one (specifications (15) and (16) i and ρ i is close to zero. 13 This picture changes clearly when we allow for a non-zero latent factor (Figures 9 and 10) . Here, the persistent parameter driven dynamics imply a significant rise of the cross-autocorrelations between both processes. Figures 11 and 12 illustrate the effects when the latent factor reveals no serial dependence (α 0 = 0), however, high standard deviations. Because of the strong impact of λ i (implied by high values of δ 1 and δ 2 ) the persistence in the CACF is clearly reduced. In Figure 12 the observation driven components interact positively whereas λ i influences both processes in opposite directions leading to a clear reduction of the CACF between Y 2 i and ρ i . Similar effects can be observed in Figures 13 to 15 where the observation driven and parameter driven components work in opposite directions. Finally, Figure 16 shows the impact of the latent component when the individual observation driven processes reveal a different persistence. In this case, it is evident that λ i dominates the (joint) dynamics of the resulting processes and makes them more similar.
12 Since the volume component is parameterized similarly, it reveals the same properties and same interactions with the other processes. For this reason, we refrain from showing the results for three-dimensional processes since it would lengthen the exposition considerably.
13 The asymmetric cross-autocorrelations between Y 2 i and ρ i are caused by the fact that the return innovation ξi is driven by the square root of hi, whereas ρi is driven by Ψi itself. 
SML estimation of the LF-VAR model
Since the latent process is not observable the conditional likelihood function must be integrated with respect to λ i using the assumed (log-normal) distribution of the latter. Hence, the integrated log likelihood function is given by (17) is performed numerically using the efficient importance sampling (EIS) method proposed by Richard (1998) . This algorithm was shown to work very well in the context of the class of latent factor models (see Liesenfeld and Richard, 2002 or, Bauwens and Hautsch, 2003) .
To implement the EIS algorithm, the integral (17) is rewritten as
denotes a sequence of auxiliary importance samplers indexed by auxiliary parameters φ i . Then, the importance sampling estimate of the likelihood is obtained
where {λ
denotes a trajectory of random draws from the sequence of auxiliary importance samplers m and R such trajectories are generated. The idea of the EIS approach is to choose a sequence of samplers for m(λ i |L i−1 , φ i ) that exploits the sample information on the λ i 's revealed by the observable data. Therefore, as shown by Richard (1998) , the EIS principle is to choose the auxiliary parameters {φ i } n i=1 in a way that provides a good match between
in order to minimize the Monte Carlo sampling variance ofL R (W ; θ). Richard (1998) illustrates that this minimization problem can be split up into solvable low-dimensional subproblems. To define the importance sampler itself let
denotes the integrating constant. The implementation of EIS requires to select a class of density kernels k(·) for the auxiliary sampler m(·) which provide a good approximation to the product f (·)χ(·). As discussed by Richard (1998), a convenient and efficient possibility is to use a parametric extension of the direct samplers, Gaussian distributions in this context. Since the function g(·) appearing in (17) is essentially a product of different exponential functions, we propose to approximate it by a normal density kernel
which is itself an exponential function in terms of ln λ i based on the auxiliary parameters φ i = (φ 1,i , φ 2,i ). Exploiting the property that the product of normal densities is itself a normal density,
and can show that
Hence, the auxiliary sampler m(·) is a normal distribution with conditional mean µ i and conditional variance π 2 i . By omitting irrelevant multiplicative factors, we obtain the integrating constant as
As shown by Richard (1998), the Monte Carlo variance ofL R (W ; θ) can be minimized by splitting the minimization problem into n minimization problems of the form
where φ 0,i is a constant and {λ
) denotes a trajectory of random draws from the sampler m with auxiliary parameters φ i (θ) which themselves depend on the model parameters θ.
In practice the implementation of the ML-EIS estimator requires the following steps:
(ii) For i : n → 1 solve the least squares problem characterized by the (auxiliary) linear
i denotes the regression error term. These problems are solved sequentially starting at i = n, under the initial condition χ(L n , φ n+1 ) = 1 and ending at i = 1. Liesenfeld and Richard (2002) recommend to iterate the procedure about three to five times to improve the efficiency of the approximations.
on the basis of the conditional mean and variance given in (24) and (25) in order to draw R trajectories {λ
. These trajectories are used to calculate the likelihood according to (19) .
The residuals of the individual processes are computed on the basis of the trajectories drawn from the sequence of auxiliary samplers which are used to compute the likelihood function in (19), leading to R residual series for each variablê
Summary statistics of the residuals as well as residual diagnostics are computed for each of the R sequences separately.
Empirical results

Regression results
The empirical study uses transaction data from the AOL, Boeing, IBM and JP Morgan stock Therefore, the resulting time series consist of 8008 observations of 5 min log midquote returns, the average 5 min trading volume and the number of transactions occurring in each interval as a measure for the trading intensity. Table 3 shows the mean, standard deviation, minimum, maximum, different quantiles, kurtosis as well as the univariate and multivariate Ljung-Box statistic associated with the individual time series. The latter is computed according to Ljung and Box (1978) and is given by
where k denotes the number of different time series, s the number of lags taken into account and C j is the jth residual autocovariance matrix. For k = 1, the multivariate Ljung-Box statistic reduces to the well known univariate one. The quite high Ljung-Box statistics in Table 3 indicate that the 5 min trading data reveal strong serial (cross-)dependencies.
In order to account for intraday seasonality effects in return volatilities, volumes and trading intensities, we standardize these variables by their corresponding seasonality component. To ensure model parsimony, we restrict the models to specifications with a maximal lag order of two. For all processes and all stocks, we find significant evidence for the existence of a persistent latent component. As revealed by the estimates of the parameter α 0 , the strongest serial dependence in the latent component is observed for the volatility and trading intensity processes, whereas it is lower for trading volumes. It turns out that both the parameter driven dynamic as well as the observation driven dynamic interact. In particular, α 0 declines when observation driven dynamics are included. Accordingly, in the observation driven component, the innovation parameter declines and the persistence parameter is driven towards one when the latent factor is taken into account. Hence, news enter the model primarily through the latent component, which is in line with the idea that the underlying factor serves as a proxy for the unobserved information process. Furthermore, it is shown that the inclusion of the latent component increases the goodness-of-fit as well as the dynamical properties of the model.
Actually, for the volatility and the volume processes, a pure parameter driven dynamic in form of a SV and SCD specification, respectively (column (3)), outperforms a pure observation driven dynamic in form of a logarithmic GARCH or ACD specification, respectively (column (2)).
Nevertheless, we observe that neither the parameter driven component nor the observation driven component can be rejected. Hence, for nearly all time series, the best goodness-of-fit is obtained by specifications (4) or (5) which include both types of dynamics. Tables 7 to 10 give the estimation results for multivariate LF-VAR models including all three trading components. In order to identify the sign of the parameters δ j , we restrict δ 1 to be positive. As in the univariate models, we ensure model parsimony by restricting the maximal lag order to two. In addition, we restrict A 2 and B 2 to be diagonal matrices. The major findings can be summarized as following:
(i) We find significant evidence for a persistent latent common component with an autoregressive parameter which is on average aroundâ 0 ≈ 0.94. It turns out that the impact of the latent component is quite robust over all individual specifications. This result indicates that the latent factor seems to capture an underlying common autoregressive process which is obviously not covered even by high-parameterized observation driven dynamics. The estimated parameters δ 1 , δ 2 and δ 3 are significantly positive indicating that a latent shock affects the volatility, the average trading volume and the trading intensity in the same direction. However, it turns out that the underlying joint component influences primarily the volatility and volume component, whereas its impact on the trading intensity is comparably low 16 .
(ii) For all four stocks, the VAR specifications without latent factor (columns (1) (iii) The worst performance is observed for specification (4), where any observation driven dynamics are omitted and only a parameter driven dynamic is included. Hence, a single common autoregressive component is not sufficient to completely capture the dynamics of the multivariate system which is in line with the findings by Andersen (1996) or Liesenfeld (1998). Therefore, as in the univariate models we can neither reject the parameter driven dynamic nor the observation driven dynamic. Actually, the best performance is revealed by specifications which include both types of dynamics confirming the basic idea of the proposed model.
(iv) The inclusion of the latent factor leads to a significant decline of the magnitude of the parameters α 12 0 and α 13 0 . This indicates that the conditional contemporaneous correlations between ξ 2 i and V i as well as between ξ 2 i and ρ i given λ i are lower than the corresponding unconditional correlations. However, in contrast, the parameter α 23 0 remains relatively stable indicating that the (negative) contemporaneous relation between V i and ρ i is widely unaffected by the latent factor. Furthermore, it is shown that the inclusion of λ i reduces the impact of 16 For AOL it is even insignificant. the individual idiosyncratic innovations and increases the persistence in the observation driven dynamics. Similarly, as indicated by a decline of the magnitude of the non-diagonal elements in A 1 and B 1 , the latent factor reduces the cross-autocorrelations between the individual observation driven components. Hence, in accordance with the results for the univariate models, we find evidence that news enter the model primarily through the latent factor, whereas the impact of the process-specific innovations declines.
Since our major findings are quite robust across the different stocks, we can conclude that there is clear empirical evidence for the existence of an underlying persistent factor which jointly affects all individual trading components and is a major driving force for interdependencies as well as contemporaneous relationships between the particular processes.
In order to analyze the impact of shocks on the LF-VAR process, we rely on the concept of the generalized impulse response function (GIRF) introduced by Koop, Pesaran, and Potter (1996) which is given by
is the magnitude of the shock, and h denotes the number of periods over which the GIRF is computed. As shown in this representation, the GIRF conditions on the shock and on the history of the process whereas innovations occurring 
where the conditional expectations are estimated by sample averages based on 5, 000 simulated paths of X i , X i+1 , . . . , X i+h given the corresponding conditioning information and using the parameter estimates of specification (8) in Tables 7 through 10 . For all processes, we observe a positive, persistent response of ξ 2 i , V i and ρ i due to a shock in the latent component. In most cases, the impulse response function declines monotonically and approaches zero after around 30-40 lags.
Conclusions
In this paper, we propose a statistical framework to model multivariate systems which are driven by an underlying common latent component. The basic idea of the so-called latent factor VAR (LF-VAR) model is to combine a multivariate observation driven (VAR-type) dynamic with an underlying univariate parameter driven dynamic which jointly affects all individual components of the system. Whereas the observation driven dynamic is updated by process-specific innovations which are completely observable given the process history, the parameter driven component follows an autoregressive process which is updated by unobservable innovations independent from the idiosyncratic components.
The model is used to analyze whether evidence for a joint latent autoregressive component in intraday trading processes on financial markets is found. Economically this approach is motivated by the mixture-of-distribution hypothesis as postulated by Clark (1973) Using intraday data from four blue chip stocks traded at the New York Stock Exchange, we find clear evidence for the existence of a joint latent dynamic component and thus a clear confirmation of the mixture-of-distribution hypothesis on an intraday level. It is shown that a latent shock simultaneously drives the return volatility, the trading volume as well as the trading intensity in the same direction. However, the strength of the latent factor's influence on the individual components differ significantly. An interesting finding is that the unobserved component primarily influences the volatility and the volume whereas its impact on the trading intensity is comparably weak.
Moreover, our results show that the latent factor is an important driving force for interdependencies between the particular components. Actually, we observe that the conditional contemporaneous correlations as well as cross-autocorrelations given the latent factor are lower than the corresponding unconditional ones. Hence, we can distinguish between effects that can be related to the unobserved information flow in the market and effects that can be attributed to trading mechanisms given the latent information. In this sense, the LF-VAR model is a valuable approach for the analysis of market microstructure relationships and provides deeper insights into the underlying data generating process.
A further important finding is that the inclusion of a latent factor significantly improves the goodness-of-fit of the model as well as its dynamic and distributional properties. Hence, taking explicitly a joint unobserved autoregressive component into account leads to an improved statistical model for financial trading processes. Nonetheless, it turns out that a single parameter driven dynamic is not sufficient to completely capture the dynamics of the multivariate system and that the inclusion of additional process-specific dynamics for the individual components is required to obtain a well-specified model. The fact that a specification which includes both the parameter driven dynamic as well as the multivariate observation driven dynamic provides the best goodness-of-fit and highest explanatory power confirms the underlying idea of the LF-VAR model. 
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. . .
and I denotes a (3 × 3) identity matrix. Under the assumption that the absolute value of the eigenvalues of B lie inside the unit circle, i.e. |ς| < 1 for all values of ς satisfying
can be rewritten as
corresponding to an infinite moving average representation in terms of the elements of z 0,i and
, where L denotes the lag operator.
The innovation components z i−j can be written as
i . Since, the product of an i.i.d. variate and a strictly stationary variable is strictly stationary, the vector z i itself is strictly stationary. Table 1 : Simulated unconditional moments for differently parameterized LF-GARCH processes. The model corresponds to the specification given by (6), (10) and (13). The simulations are based on 100 sets of 50, 000 observations. Evaluated statistics: Standard deviation, maximum, 75%-, 90%-, 95%-, 99%-quantile and kurtosis of the simulated return process as well as the Ljung-Box statistic (associated with 20 lags) for squared returns. The conditional mean return is set to zero.
A.2 Simulation results
A.2.1 Simulated moments of LF-GARCH and LF-ACD processes
(1) (2) (3) (4) (5) (6) (7) 
A.2.2 Autocorrelation and cross-autocorrelation functions of simulated bivariate LF-VAR processes
The following figures show autocorrelation functions (ACF) and cross-autocorrelation functions (CACF) implied by bivariate LF-VAR(1,1) processes for the return volatility and the trading intensity. The model is specified as a two-dimensional version of the processes as given by (1) 
A.3 Descriptive Statistics
Empirical autocorrelation and cross-autocorrelation functions
The Table 4 : Maximum likelihood efficient importance sampling (ML-EIS) estimates of different parameterizations of (LF-)GARCH models up to a lag order of p = q = 2 for 5 min log returns based on the AOL, Boeing, JP Morgan and IBM stocks traded at the NYSE. The model corresponds to the specification shown in (6), (10) and (13) Table 5 : Maximum likelihood efficient importance sampling (ML-EIS) estimates of different parameterizations of (LF-)ACD models up to a lag order of p = q = 2 for 5 min average trading volumes based on the AOL, Boeing, JP Morgan and IBM stocks traded at the NYSE. The model corresponds to the specification shown in (6), (11) and (14), where, however, higher lags are included. Data extracted from the 2001 TAQ data base. Sample period 02/01/01 to 31/05/01. Overnight observations are excluded. The models are re-initialized at every trading day. Standard errors are computed based on the inverse of the estimated Hessian. The ML-EIS estimates are computed using R = 50 Monte Carlo replications based on 5 EIS iterations. Diagnostics: log likelihood function (LL), Bayes Information Criterion (BIC), average diagnostics (mean, standard deviation and Ljung-Box (LB) statistic based on 20 lags) over all trajectories of the residuals. Table 6 : Maximum likelihood efficient importance sampling (ML-EIS) estimates of different parameterizations of (LF-)ACD models up to a lag order of p = q = 2 for the number of trades in 5 min intervals based on the AOL, Boeing, JP Morgan and IBM stocks traded at the NYSE. The model corresponds to the specification shown in (6), (12) and (15) Table 7 : Maximum likelihood efficient importance sampling (ML-EIS) estimates of different parameterizations of (LF)-VAR models up to a lag order of p = q = 2 models for the log return volatility, the average volume and the number of trades per 5 min interval for the AOL stock traded on the NYSE. Data extracted from the 2001 TAQ data base. The model is specified as given by (1) Table 10 : Maximum likelihood efficient importance sampling (ML-EIS) estimates of different parameterizations of (LF)-VAR models up to a lag order of p = q = 2 models for the log return volatility, the average volume and the number of trades per 5 min interval for the IBM stock traded on the NYSE. Data extracted from the 2001 TAQ data base. The model is specified as given by (1) (Table 10 ).
A.4 Estimation results
A.4.1 Univariate Models
AOL Boeing (1) (2) (3) (4) (5) (1)(2)
