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DYNAMICAL SAMPLING FOR SHIFT-PRESERVING
OPERATORS
A. AGUILERA, C. CABRELLI, D. CARBAJAL, AND V. PATERNOSTRO
Abstract. In this note, we solve the dynamical sampling problem for a class of
shift-preserving operators L : V → V acting on a finitely generated shift-invariant
space V . We find conditions on L and a finite set of functions of V so that the
iterations of the operator L on the functions produce a frame generator set of V .
This means that the integer translations of the generators form a frame of V .
1. Introduction
Dynamical Sampling addresses the problem of recovering a signal that evolves
from its spatial-time samples. That is, let D be a bounded operator (the evolution
operator) and f an unknown signal that we want to recover. Assume that we
have insufficient samples of f . Will it be possible to compensate for this lack of
information from f , if we sample the evolved signals at the same locations? i.e.
sampling the signals Df,D2f, ...?
Mathematically, this question can be reformulated as follows (see [6]): Let H be a
separable Hilbert space, D : H → H a bounded operator and F = {fi : i ∈ I} ⊂ H
a set of functions. Find conditions on D and F such that {Djfi : i ∈ I, j ∈ K} is a
basis or a frame of H. Here, I and K are subsets of N ∪ {0}.
This problem has recently attracted a lot of attention and has been set in different
scenarios. See [1],[7],[3],[2],[8],[6],[9] for different instances of the dynamical sampling
problem. In [21],[22],[23],[26], the authors studied the problem of when a given frame
can be represented as a discrete orbit of an operator. See also [10],[27] for posible
applications.
One case that is mathematically very deep and rich is when H is infinite-dimen-
sional, D is a bounded normal operator and F is finite. This case has been tackled
using techniques from different areas such as spectral theory, Hardy spaces, and
Carleson measures (see [6],[9],[17],[5],[18]). In particular, it has been proved that in
this case the iterations of a finite set of functions under a bounded normal operator
will never be a basis (see [6] and [17]), so only frames are possible and require many
hypotheses on D and F . On the other hand, the finite-dimensional case was solved
completely for general linear transformations in [6], (see also [17]). However, in this
case, no estimates of the frame bounds were given.
In this article, we study the Dynamical Sampling problem for shift-preserving
operators acting on shift-invariant spaces of L2(Rd), as we describe below.
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A shift-invariant space is a closed subspace V of L2(Rd) that is invariant under
the action of translations along Zd (or a lattice in a more general case). A set
Φ ⊂ V is a set of generators of V if V = S(Φ) = span
{
Tkϕ : ϕ ∈ Φ, k ∈ Z
d
}
,
where Tkf(x) = f(x− k). If V = S(Φ) for a finite set Φ then V is said to be finitely
generated, and its length is the minimum cardinal of all sets of generators of V . If
the integer translates of a set of generators form a frame of S(Φ) we say that Φ is a
frame generator set. An operator L : V → V is said shift preserving if it commutes
with integer translates (i.e. LTk = TkL for every k ∈ Z
d).
The dynamical sampling problem for shift-preserving operators that we study and
solve in this article is the following.
Assume that V is a finitely generated shift-invariant space of length ℓ and that
F = {f1, ..., fm} ⊂ V . Let L : V → V be a bounded shift-preserving operator.
Find necessary and sufficient conditions on F and L in order that the collection{
Ljfi : i = 1, ...,m ; j = 0, ..., ℓ − 1
}
is a frame generator set of V .
As an application, we can think that we want to recover the shift-invariant space
V and we only know some functions f1, ..., fm in V (i.e. the set F). If F is not a
set of generators, then the integer translates of the functions in F are not enough
to obtain the whole space V. So we resort to the evolution operator L to get a frame
generator set.
To solve the dynamical sampling problem for shift-preserving operators, we make
intensive use of the concept of range function, range operator and fiberization tech-
niques, (see Section 2 for definitions and properties).
The results require a thorough understanding of the structure of shift-preserving
operators. The invariant space V is isomorphic to a field of finite-dimensional sub-
spaces of ℓ2(Zd) (each one is a value of the range function) and the shift-preserving
operator is isomorphic to a field of linear transformations acting on these subspaces
(the range operator).
Since each value of a range operator is a linear transformation acting on a finite-
dimensional space, the main idea behind this program is to translate the well known
structure of these linear transformations to our shift-preserving operator. This re-
quires certain uniformity across the different values of the range operator. In this
regard, we will turn to the theory of s-diagonalization of shift-preserving operators
that is fully developed in [4].
The key point in our analysis will be to reduce the problem of dynamical sampling
for a shift-preserving operator acting on a finitely generated shift-invariant space,
to a family of dynamical sampling problems where the operator that we iterate (the
fiber of the range operator) acts on a finite-dimensional space (the fiber spaces).
Then, we apply the known results on the finite-dimensional dynamical sampling to
this case. Since our problem requires that the frame bounds are uniform across the
fiber spaces, we obtain an estimate of the frame bounds for the finite-dimensional
case, (see Section 3).
Using this estimate we obtain our main result that solves the dynamical problem.
That is, we give necessary and sufficient conditions on L an F to extend the set F
to a frame generator set by iterating L on the functions in F .
The paper is organized as follows. In Section 2 we provide the basics of the theory
of shift-invariant spaces and shift-preserving operators needed for the development
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of the whole paper. In particular, we review the theory of s-diagonalization for shift-
preserving operators. The main results are presented in Section 3. In Subsection
3.1 we give frame bound estimates for the finite-dimensional case of dynamical
sampling. Then, in Subsection 3.2 we solve the dynamical sampling problem for
shift-preserving operators.
2. Preliminaries
2.1. Shift-invariant spaces and frame generator sets.
In this subsection, we review some of the standard facts on shift-invariant sub-
spaces of L2(Rd) and recall a caracterization of frames on these spaces using a
technique known as fiberization. These spaces have been used in Approximation
theory, Sampling theory, and Wavelets, and their structure is very well known. See
[24],[12],[13],[25],[14] in the euclidean case, and [19],[15],[11] in the context of topo-
logical groups. We now state the precise definitions and some properties of these
spaces. For properties of frames see [20].
Definition 2.1. A closed subspace V ⊂ L2(Rd) is shift invariant if for each f ∈ V
we have Tkf ∈ V for any k ∈ Z
d, where Tkf(x) = f(x− k).
Given a countable set Φ ⊂ L2(Rd), the shift-invariant space generated by Φ is
V = S(Φ) = span
{
Tkϕ : ϕ ∈ Φ, k ∈ Z
d
}
and Φ is called a set of generators of V . When Φ is a finite set, we say that V is a
finitely generated shift-invariant space.
We will denote by E(Φ) the family of translations of Φ, i.e.
E(Φ) =
{
Tkϕ : ϕ ∈ Φ, k ∈ Z
d
}
.
When E(Φ) forms a frame of V we will say that Φ is a frame generator set of V.
The structure of a shift-invariant space can be studied in terms of its range func-
tion. This technique is known as fiberization.
Let L2([0, 1)d, ℓ2(Zd)) be the Hilbert space of all vector-valued measurable func-
tions ψ : [0, 1)d → ℓ2(Zd) with finite norm, where the norm is given by
‖ψ‖ =
(∫
[0,1)d
‖ψ(ω)‖2ℓ2 dω
)1/2
.
The Fourier transform of f ∈ L1(Rd) is given by
fˆ(ω) =
∫
Rd
f(x)e−2πi〈x,ω〉 dx,
and extends by density to an isometric isomorphism in L2(Rd).
Proposition 2.2. [14, Proposition 1.2] The map T : L2(Rd) → L2([0, 1)d, ℓ2(Zd))
defined by
T f(ω) = {fˆ(ω + k)}k∈Zd ,
is an isometric isomorphism. We call T f(ω) the fiber of f at ω. Moreover, it
satisfies that
T Tkf(ω) = ek(ω)T f(ω),
where ek(ω) = e
−2πi〈ω,k〉, k ∈ Zd.
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Definition 2.3. A range function is a mapping
J : [0, 1)d → { closed subspaces of ℓ2(Zd) }
ω 7→ J(ω).
It is said that a range function J is measurable if the scalar function ω 7→
〈PJ(ω)u, v〉 is measurable for every u, v ∈ ℓ
2(Zd), where PJ(ω) is the orthogonal
projection from ℓ2(Zd) onto J(ω).
Shift-invariant spaces are characterized in terms of range functions as the following
theorem, due to Bownik, shows.
Theorem 2.4. [14, Proposition 1.5] A closed subspace V ⊂ L2(Rd) is shift invariant
if and only if there exists a measurable range function J such that
V = {f ∈ L2(Rd) : T f(ω) ∈ J(ω) for a.e. ω ∈ [0, 1)d}.
Furthermore, if V = S(Φ) for some countable set Φ ⊂ L2(Rd), then
J(ω) = span{T f(ω) : f ∈ Φ }
for a.e. ω ∈ [0, 1)d.
We call the subspace J(ω) the fiber space of V at ω. Under the convention that
two range functions are identified if they are equal a.e. ω ∈ [0, 1)d, the correspon-
dence between V and J is one-to-one.
In particular, when Φ is a finite set, the previous theorem allows us to translate
some problems in infinite-dimensional shift-invariant spaces, into problems of finite
dimension that can be treated with linear algebra.
The next lemma was proved by Helson (see [24]) and will be useful in the main
results of this paper.
Lemma 2.5. Let V ⊂ L2(Rd) be a shift-invariant space. For each f ∈ L2(Rd) we
have that
T (PV f)(ω) = PJ(ω)(T f(ω)).
It is possible to give a characterization of frames of a shift-invariant space V in
terms of its fibers as shown in the next result which will be crucial for our problem.
Theorem 2.6. [14, Theorem 2.3] Let Φ ⊂ L2(Rd) be a countable set. Then the
following conditions are equivalent:
(i) The system E(Φ) is a frame of V with bounds A,B > 0;
(ii) The system {T ϕ(ω) : ϕ ∈ Φ } ⊂ ℓ2(Zd) is a frame of J(ω) with uniform
bounds A,B > 0 for a.e. ω ∈ [0, 1)d.
Recall that the length of a finitely generated shift-invariant space V ⊂ L2(Rd)
is defined as the smallest natural number ℓ such that there exist ϕ1, ..., ϕℓ ∈ V
with V = S(ϕ1, ..., ϕℓ). An equivalent definition of the length in terms of the range
function J associated to V is ℓ = ess supω∈[0,1)d dim J(ω).
The spectrum of V is defined by the set
σ(V ) =
{
ω ∈ [0, 1)d : dim J(ω) > 0
}
.
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2.2. Shift-preserving operators and s-diagonalization. In this subsection, we
give a brief exposition on the structure of shift-preserving operators and s-diagona-
lization. For a more comprehensive treatment of this topic we refer the reader to [4]
and [14].
Definition 2.7. Let V ⊂ L2(Rd) be a shift-invariant space and L : V → L2(Rd) be
a bounded operator. We say that L is shift preserving if LTk = TkL for all k ∈ Z
d.
Shift-preserving operators are the natural operators acting on shift-invariant
spaces. They were introduced by Bownik in [14], where he also studied their prop-
erties through the concept of range operator. The notion of range operator permits
to decode the action of a shift-preserving operator throughout its fiber map. These
last two concepts are a very natural tool for studying shift-invariant spaces. Shift-
preserving operators are in one to one correspondence with range operators.
Definition 2.8. Let V be a shift-invariant space with range function J . A range
operator on J is a mapping
R : [0, 1)d →
{
bounded operators defined on closed subspaces of ℓ2(Zd)
}
,
such that the domain of R(ω) is J(ω) for a.e. ω ∈ [0, 1)d.
It is said that R is measurable if ω 7→ 〈R(ω)PJ(ω)u, v〉 is a measurable scalar
function for every u, v ∈ ℓ2(Zd).
In [14, Theorem 4.5], Bownik proved that given a shift-preserving operator L :
V → L2(Rd), there exists a measurable range operator R on J such that
(1) (T ◦ L)f(ω) = R(ω) (T f(ω)) ,
for a.e. ω ∈ [0, 1)d and f ∈ V . If range operators which are equal almost everywhere
are identified, the range operator associated to L is unique.
Conversely, if R is a measurable range operator on J with
ess sup
ω∈[0,1)d
‖R(ω)‖ <∞
then, there exists a bounded shift-preserving operator L : V → L2(Rd) such that
the intertwining property (1) holds, and its norm operator is given by
(2) ‖L‖ = ess sup
ω∈[0,1)d
‖R(ω)‖.
We will consider the particular case where L : V → V . Thus, this implies that
L has a corresponding range operator R such that R(ω) : J(ω) → J(ω) for a.e.
ω ∈ [0, 1)d. The following result is due to Bownik (see [14]).
Theorem 2.9. Let V be a shift-invariant space and L : V → V a shift-preserving
operator with associated range operator R. Then, the adjoint operator L∗ : V → V is
also shift preserving and its corresponding range operator R∗ satisfies that R∗(ω) =
(R(ω))∗ for a.e. ω ∈ [0, 1)d. As a consequence, L is self-adjoint if and only if R(ω)
is self-adjoint for a.e. ω ∈ [0, 1)d, and L is a normal operator if and only if R(ω) is
a normal operator for a.e. ω ∈ [0, 1)d.
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The structure of a shift-preserving operator L acting on a shift-invariant space
V can be studied in terms of its range operator, as suggested by (1). When V is a
finitely generated shift-invariant space, R can be seen as a field of linear transfor-
mations acting on finite-dimensional spaces. We can exploit this fact to translate
the structure of these linear transformations back to the shift-preserving operator L
through the isometric isomorphism T . In particular, this correspondence between
L and R allows us to introduce a notion of diagonalization for shift-preserving oper-
ators, which is called s-diagonalization. This theory has been extensively developed
in [4]. Here, we present the main definitions and results. For instance, we have a
simpler representation of a bounded, normal, shift-preserving operator.
Definition 2.10. We say that a sequence a = {a(j)}j∈Zd ∈ ℓ
2(Zd) is of bounded
spectrum if aˆ ∈ L∞([0, 1)d), where aˆ(ω) =
∑
j∈Zd
a(j)ej(ω).
Now, we give the definitions of s-eigenvalue and s-eigenspace of a shift-preserving
operator.
Definition 2.11. Let V be a shift-invariant space and L : V → V a bounded
shift-preserving operator. Given a ∈ ℓ2(Zd) a sequence of bounded spectrum, let
Λa : V → V be the operator defined by Λa =
∑
j∈Zd a(j)Tj . We say that Λa is an
s-eigenvalue of L if
Va := ker (L− Λa) 6= {0}.
We call Va the s-eigenspace associated to Λa.
It is easy to see that the bounded spectrum assumption of a guarantees that
Λa is well-defined and bounded (see [4, Proposition 4.1]). Furthermore, Va is a
shift-invariant subspace of V and for every f ∈ Va, we have that Lf = Λaf. Since
Λ̂af = aˆfˆ , we see that for every f ∈ Va,
R(ω)(T f(ω)) = T (Lf)(ω) = T (Λaf)(ω) = aˆ(ω)T f(ω),
for a.e. ω ∈ [0, 1)d. This shows that the s-eigenvalues of L are closely related with
the eigenvalues of its range operator, as we state in the next result whose proof is
given in [4].
Proposition 2.12. Let V be a shift-invariant space with range function J such that
dim J(ω) < ∞ for a.e. ω ∈ [0, 1)d, L : V → V a bounded shift-preserving operator
and a ∈ ℓ2(Zd) a sequence of bounded spectrum. Then, the following statements
hold:
(i) If Λa is an s-eigenvalue of L, then λa(ω) := aˆ(ω) is an eigenvalue of R(ω)
for a.e. ω ∈ σ(Va).
(ii) The mapping ω 7→ ker (R(ω)− λa(ω)I), ω ∈ [0, 1)
d is the measurable range
function of Va, which we will denote JVa .
We remark that if Va ∩ Vb = {0}, then aˆ(ω) 6= bˆ(ω) almost everywhere in
σ(Va) ∩ σ(Vb), that is, aˆ(ω) and bˆ(ω) correspond to different eigenvalues of R(ω)
(see [4, Proposition 4.7]).
Definition 2.13. Let V be a finitely generated shift-invariant space and L : V → V
a bounded shift-preserving operator. We say that L is s-diagonalizable if there exist
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r ∈ N and a1, . . . , ar sequences of bounded spectrum such that Λa1 , . . . ,Λar are
s-eigenvalues of L and
V = Va1 ⊕ · · · ⊕ Var ,
where Λaj and Vaj for j = 1, ..., r are given in Definition 2.11. In this case, we say
that (V,L, a1, ...ar) is an s-diagonalization of L.
When L is s-diagonalizable and (V,L, a1, ...ar) is an s-diagonalization of L, then
R(ω) is diagonalizable for a.e. ω ∈ σ(V ) (see [4, Theorem 6.4]). In particular, the
range function J associated to V has the following decomposition in direct sum
J(ω) = JVa1 (ω)⊕ · · · ⊕ JVar (ω),
for a.e. ω ∈ [0, 1)d, where JVas (ω) = ker(R(ω) − aˆs(ω)) is the range function
associated to the shift-invariant subspace Vas for every s = 1, ..., r.
Remark 2.14. In [4, Theorem 6.13], it was proved that given an s-diagonalizable
shift-preserving operator L acting on a finitely generated shift-invariant space V ,
there always exists an s-diagonalization of L, say (V,L, a1, ..., ar), with the property
that the spectra of the s-eigenspaces of L satisfy the condition σ(Vas+1) ⊆ σ(Vas)
for every s = 1, ..., r − 1.
We define for s = 1, . . . , r − 1 the sets Bs := σ(Vas) \ σ(Vas+1) and Br := σ(Var).
Then, σ(V ) =
⋃r
s=1Bs where the union is disjoint. Given s ∈ {1, . . . , r}, notice that
for a.e. ω ∈ Bs we have that JVaj (ω) 6= {0} for 1 ≤ j ≤ s and JVaj (ω) = {0} for
s < j ≤ r, i.e. R(ω) has exactly s different eigenvalues in Bs.
Moreover, the construction of such s-diagonalization is based on [4, Theorem 6.8]
where the s-eigenvalues obtained satisfy that
aˆs(ω) =
{
λs(ω), ω ∈ σ(Va)
K + s otherwise
, ω ∈ [0, 1)d
where λs(ω) : σ(Vas) → C is a measurable function which is an eigenvalue of R(ω)
almost everywhere in σ(Vas) and K > 0 is a constant such that K ≥ ‖R(ω)‖ for a.e.
ω ∈ [0, 1)d.
This facts will be needed in Subsection 3.2.
The following generalized Spectral Theorem was obtained in [4] for bounded,
shift-preserving operators which are normal.
Theorem 2.15. Let V be a finitely generated shift-invariant space and L : V → V
a bounded shift-preserving operator. If L is normal, then it is s-diagonalizable and,
if (V,L, a1, . . . , ar) is an s-diagonalization of L, we have that
L =
r∑
s=1
ΛasPVas ,
where PVas denotes the orthogonal projection of L
2(Rd) onto Vas for s = 1, . . . , r.
Finally, we add the next proposition which relates the s-diagonalization of a
normal operator and its adjoint.
Proposition 2.16. Let V be a finitely generated shift-invariant space and L : V →
V a bounded shift-preserving operator. If L is normal, the following statements hold:
(i) L and L∗ are s-diagonalizable.
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(ii) If Λa is an s-eigenvalue of L, then Λ
∗
a is an s-eigenvalue of L
∗ and ker(L∗−
Λ∗a) = Va. Furthermore, Λ
∗
a = Λb, where b ∈ ℓ
2(Zd) is defined by b(j) :=
a(-j) for j ∈ Zd.
(iii) If (V,L, a1, . . . , ar) is an s-diagonalization of L, then (V,L
∗, b1, . . . , br) is an
s-diagonalization of L∗, where Λbs = Λ
∗
as for s = 1, . . . , r.
Proof. Since L is normal, so is L∗ and by Theorem 2.15, L and L∗ are s-diagonalizable,
which proves (i).
Furthermore, assume that Λa is an s-eigenvalue of L. Let f, g ∈ V , we have that
(3) 〈Λaf, g〉 =
〈
aˆfˆ , gˆ
〉
=
〈
fˆ , aˆgˆ
〉
.
On the other hand, it is easy to see that
aˆ(ω) =
∑
j∈Zd
a(-j)ej(ω).
Thus, if we define b ∈ ℓ2(Zd) by b(j) := a(-j) for j ∈ Zd, we deduce from (3) that
〈Λaf, g〉 = 〈f,Λbg〉 , that is Λ
∗
a = Λb.
On the other hand, L−Λa is a normal operator and so {0} 6= Va = ker(L−Λa) =
ker ((L− Λa)
∗) = ker (L∗ − Λb), from which we conclude that Λb is an s-eigenvalue
of L∗, as we wanted to see in (ii).
For (iii), it only remains to observe that if (V,L, a1, . . . , ar) is an s-diagonalization
of L, then we have that V = Va1 ⊕ · · · ⊕ Var , which is also a decomposition into
s-eigenspaces of L∗ since ker(L∗−Λbs) = Vas for every s = 1, . . . , r by item (ii). 
3. A Dynamical Sampling problem for shift-preserving operators
Given a set of functions F = {fi : i ∈ I} in a Hilbert space H and a bounded
operatorD : H → H, the dynamical sampling problem consists on finding conditions
on D and F for {Djfi : i ∈ I, j ∈ K} to be a frame of H, where I,K ⊆ N ∪ {0}.
The finite-dimensional case of this problem has been solved in [6]. Whereas,
for the infinite-dimensional case, a characterization theorem was given for normal
operators iterating a finite set of functions in [6] and [17]. Moreover, the following
condition was also proved in [17] for the finite-dimensional setting.
Theorem 3.1. Let H be an n-dimensional Hilbert space and let D : H → H be a
linear transformation. Let I = {1, . . . ,m}, K = {0, . . . , n − 1} and let {fi : i ∈
I} ⊆ H. Then, {Djfi : i ∈ I, j ∈ K} is a frame of H if and only if for each
λ ∈ spec(D∗), {
Pker(D∗−λI)fi : i ∈ I
}
is a frame of ker(D∗ − λI). Here, spec(D∗) denotes the set of eigenvalues of D∗.
In what follows, we formulate a dynamical sampling problem for shift-preserving
operators. Let V be a finitely generated shift-invariant space whose length is ℓ.
Suppose that I = {1, . . . ,m} is a finite index set and K = {0, . . . , ℓ − 1}. Let
{fi : i ∈ I} be a set of functions in V and let L : V → V be a bounded shift-
preserving operator. We want to give conditions for the system
(4)
{
Ljfi : i ∈ I, j ∈ K
}
to be a frame generator set of V .
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Our approach on solving this problem is through fiberization techniques. Let J
be the range function of V and let R be the associated range operator of L. Recall
that by Theorem 2.6, the system in (4) is a frame generator set of V if and only if
its fibers form a frame of J(ω) with uniform bounds for a.e. ω ∈ [0, 1)d. On the
other hand, by the intertwinig property of T and R given in equation (1), we have
that T (Ljfi)(ω) = R(ω)
j(T fi(ω)).
This allows us to reduce our problem to a finite-dimensional dynamical sampling
problem by studying conditions for the system{
R(ω)j(T fi(ω)) : i ∈ I, j ∈ K
}
to be a frame of J(ω) for a.e. ω ∈ [0, 1)d. For this, one would like to apply Theorem
3.1 with D = R(ω) at almost every ω ∈ [0, 1)d. To translate back results from the
range operator to the shift-preserving operator L, we need uniformity in the frame
bounds. However, in Theorem 3.1 frame bounds estimates were not provided. For
this, we need to obtain frame bounds for the set of iterations in terms of the frame
bounds of the frame of the projections of the elements of F and reciprocally.
We divide this section in two subsections. The first one is devoted to give frame
bounds estimates for the finite-dimensional case of dynamical sampling. Then, in
the second subsection, we apply these results to solve the problem of dynamical
sampling for shift-preserving operators.
3.1. Finite-dimensional dynamical sampling. Along this subsection we will
assume that H is an n-dimensional complex Hilbert space and R : H → H is a
linear transformation. Let I = {1, . . . ,m} and K = {0, . . . , k} where k ≥ n − 1.
Moreover, for λ ∈ C we will denote by Eλ = ker(R
∗−λI) and by PEλ the orthogonal
projection of H onto Eλ. As before, spec(R
∗) will denote the set of eigenvalues of
R∗.
To obtain frame bounds estimates for Theorem 3.1, we need to study each direc-
tion separately. In one direction, we have the following result.
Theorem 3.2. If
{
Rjfi : i ∈ I, j ∈ K
}
is a frame of H with frame bounds A,B > 0,
then for every λ ∈ spec(R∗), we have that {PEλfi : i ∈ I} is a frame for Eλ, with
bounds A/Cλ and B/Cλ, where Cλ =
∑
j∈K |λ|
2j .
Proof. Let λ ∈ C be an eigenvalue of R∗ and f ∈ Eλ. It is suffices to observe that∑
j∈K
∑
i∈I
|〈f,Rjfi〉|
2 =
∑
j∈K
∑
i∈I
|〈R∗jf, fi〉|
2
=
∑
j∈K
∑
i∈I
|〈λjf, fi〉|
2
=
∑
j∈K
|λ|2j
∑
i∈I
|〈f, PEλfi〉|
2.

In the other direction, more work is required. We will ask for R to be a normal
linear transformation in order to have a decomposition of H into an orthogonal
sum of eigenspaces. The proof of the following theorem is inspired by [21, Theorem
5.1.], where frame bounds estimates where provided for the infinite-dimensional
dynamical sampling problem, assuming that the operator is normal and only one
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function is being iterated. For this, we make use of two quite technical lemmas
whose statements and proofs we postpone to the end of this subsection.
We will denote by Pk the Hilbert space of the polynomials with complex coeffi-
cients of degree less than or equal to k, provided with the inner product
〈p, q〉 =
k∑
j=0
cjdj ,
where p(z) =
∑k
j=0 cjz
j and q(z) =
∑k
j=0 djz
j .
Theorem 3.3. Assume that R is normal and let λ1, . . . , λr ∈ C be such that R =∑r
s=1 λsPEλs . If for every s = 1, . . . , r,
{
PEλsfi : i ∈ I
}
is a frame for Eλs with
frame bounds As, Bs > 0, then
{
Rjfi : i ∈ I, j ∈ K
}
is a frame for H with bounds
A
 r
αΛ
r−1∑
u=0
(
r − 1
u
)2
‖R‖2u
−1 and B
r k∑
j=0
‖R‖2j
 ,
where
(5) αΛ = min
1≤s≤r
r∏
u=1
u 6=s
|λs − λu|
2 > 0,
and A = minsAs, B = maxsBs.
Observe that the bounds estimates obtained only depend on the operator norm,
the number of eigenvalues of R and, in the upper bound, the number of iterations
|K| = k.
Proof. Consider U : ℓ2(I ×K) → H the synthesis operator of
{
Rjfi : i ∈ I, j ∈ K
}
which is defined by
Uc =
∑
i∈I
∑
j∈K
cijR
jfi
for every c ∈ ℓ2(I ×K). Observe that we have
Uc =
∑
i∈I
∑
j∈K
cijR
jfi =
∑
i∈I
∑
j∈K
cij
r∑
s=1
λjsPEλsfi
=
∑
i∈I
r∑
s=1
∑
j∈K
cijλ
j
s
PEλsfi.(6)
The idea of this proof will be to estimate the frame bounds through the synthesis
and the analysis operator. In order to do that, we will decompose U into three
auxiliary operators.
First, since H = Eλ1 ⊕ · · · ⊕ Eλr , where the sums are orthogonal, and each Eλs
has a frame with the same constants A and B, then the union of these frames, i.e.
(7)
{
PEλsfi : i ∈ I, s = 1, . . . , r
}
,
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is a frame for H with constants A and B. Let C : ℓ2(I × {1, . . . , r}) → H be the
synthesis operator of (7) given by
Ca =
∑
i∈I
r∑
s=1
aisPEλsfi
for a ∈ ℓ2(I × {1, . . . , r}).
Secondly, define P : ℓ2(I × K) → P
|I|
k as c = (cij)i,j 7→ (pi)i∈I where pi(z) =∑k
j=0 cijz
j . If we endow the space P
|I|
k with the norm
‖(pi)i∈I‖P|I|
k
=
(∑
i∈I
‖pi‖
2
Pk
)1/2
=
∑
i∈I
∑
j∈K
|cij |
2
1/2 ,
we have that P is an isometry.
Next, we define T : P
|I|
k → ℓ
2(I × {1, . . . , r}) as the evaluation operator
(8) (pi)i∈I 7→ (pi(λs))i∈I,s∈{1,...,r},
which turns out to be surjective. Indeed, given any vector (w1, . . . , wr) ∈ C
r, one
can construct the Lagrange polynomial of degree r−1 which interpolates the points
(λ1, w1), . . . , (λr, wr).
Now, we can rewrite (6) using C, P and T as
Uc =
∑
i∈I
r∑
s=1
(TPc)is PEλsfi = C TPc,
and therefore, if f ∈ H,
(9) ‖U∗f‖2 = ‖P ∗T ∗C∗f‖2 = ‖T ∗C∗f‖2.
Given that T is a surjective operator, then T ∗ is bounded from below by a positive
constant. In particular,
inf
{
‖T ∗a‖ : a ∈ ℓ2(I × {1, . . . , r}), ‖a‖ = 1
}
= γ > 0.
Moreover, it is well known that given an operator M such that TM = I, then
γ = 1/‖M‖ (see, for instance, [16]). Let M : ℓ2(I ×{1, . . . , r})→ P
|I|
k be defined as
(10) (wis)i∈I,s∈{1,...,r} 7→ (pi)i∈I ,
where for every i ∈ I, pi denotes the Lagrange polynomial of degree r − 1 which
interpolates (λs, wis), s = 1, . . . , r. We get that TM = I. Hence, in order to
estimate γ we need to estimate ‖M‖. We leave the details of this calculation for
Lemma 3.4 from which we obtain that γ ≥
(
r
αΛ
∑r−1
u=0
(r−1
u
)2
‖R‖2u
)−1/2
. Therefore,
from (9) we deduce that
‖U∗f‖2 ≥ γ‖C∗f‖2 ≥ γA‖f‖2 ≥ A
 r
αΛ
r−1∑
u=0
(
r − 1
u
)2
‖R‖2u
−1 ‖f‖2,
12 A. AGUILERA, C. CABRELLI, D. CARBAJAL, AND V. PATERNOSTRO
which gives us a lower frame bound for
{
Rjfi : i ∈ I, j ∈ K
}
. On the other hand,
by Lemma 3.6 it follows that
‖U‖2 = ‖CTP‖2 ≤ B‖T‖2 ≤ B
r k∑
j=0
‖R‖2j
 ,
from which we obtain an upper frame bound for
{
Rjfi : i ∈ I, j ∈ K
}
. 
We now state and prove the lemmas used in Theorem 3.3.
Lemma 3.4. Let M : ℓ2(I ×{1, . . . , r})→ P
|I|
k be the operator given by (10). Then
‖M‖ ≤
 r
αΛ
r−1∑
u=0
(
r − 1
u
)2
‖R‖2u
1/2 ,
where αΛ is defined as in (5).
Proof. Let w = (wis)i∈I,s∈{1,...,r} ∈ ℓ
2(I × {1, . . . , r}). Recall that for every i ∈ I,
given the points (λs, wis), s = 1, . . . , r, the Lagrange polynomial which interpolates
them is given by pi(z) =
∑r
s=1wisBs(z), where
Bs(z) =
r∏
u=1
u 6=s
z − λu
λs − λu
,
then,
‖M(w)‖
P
|I|
k
= ‖(pi)i∈I‖P|I|
k
=
∑
i∈I
∥∥∥∥∥
r∑
s=1
wisBs
∥∥∥∥∥
2
Pk
1/2
≤
∑
i∈I
(
r∑
s=1
|wis|‖Bs‖Pk
)21/2
≤
(∑
i∈I
(
r∑
s=1
|wis|
2
)(
r∑
s=1
‖Bs‖
2
Pk
))1/2
=
(
r∑
s=1
‖Bs‖
2
Pk
)1/2
‖w‖ℓ2(I×{1,...,r}).(11)
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Furthermore, recalling that for every s = 1, . . . , r, |λs| ≤ ‖R‖, then
‖Bs‖
2
Pk
=
∥∥∥∥∥∥∥∥
r∏
u=1
u 6=s
z − λu
λs − λu
∥∥∥∥∥∥∥∥
2
Pn
=
1∏
u 6=s |λs − λu|
2
∥∥∥∥∥∥
∏
u 6=s
z − λu
∥∥∥∥∥∥
2
Pn
≤
1
αΛ
1 +
∣∣∣∣∣∣
∑
u 6=s
λu
∣∣∣∣∣∣
2
+
∣∣∣∣∣∣∣∣
∑
1≤u<v≤r
u,v 6=s
λuλv
∣∣∣∣∣∣∣∣
2
+ · · ·+
∣∣∣∣∣∣
∏
u 6=s
λu
∣∣∣∣∣∣
2

≤
1
αΛ
1 + (r − 1)2‖R‖2 + (r − 1
2
)2
‖R‖4 + · · ·+ ‖R‖2(r−1)

=
1
αΛ
r−1∑
u=0
(
r − 1
u
)2
‖R‖2u.
Finally, it follows from the latter and (11) that
‖M‖ ≤
 r
αΛ
r−1∑
u=0
(
r − 1
u
)2
‖R‖2u
1/2 .

Remark 3.5. Observe that using the equivalence between norms ‖ · ‖1 and ‖ · ‖2,
we can obtain instead the following bound
‖Bs‖
2
Pk
≤
1
αΛ
(
r−1∑
u=0
(
r − 1
u
)
‖R‖u
)2
=
1
αΛ
(1 + ‖R‖)2r ,
and therefore,
‖M‖ ≤
(
r
αΛ
)1/2
(1 + ‖R‖)r .
Lemma 3.6. Let T : P
|I|
k → ℓ
2(I × {1, . . . , r}) be defined as in (8). Then
‖T‖ ≤
r k∑
j=0
‖R‖2j
1/2
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Proof. Let (pi)i∈I ∈ P
|I|
k , using that for every s = 1, . . . , r, |λs| ≤ ‖R‖, we see that
‖T (pi)i∈I‖ℓ2(I×{1,...,r}) =
(∑
i∈I
r∑
s=1
|pi(λs)|
2
)1/2
=
∑
i∈I
r∑
s=1
∣∣∣∣∣∣
k∑
j=0
cijλ
j
s
∣∣∣∣∣∣
2

1/2
≤
∑
i∈I
r∑
s=1
 k∑
j=0
|cij ||λs|
j
2

1/2
≤
∑
i∈I
r∑
s=1
 k∑
j=0
|cij |
2
 k∑
j=0
|λs|
2j
1/2
≤ ‖(pi)i∈I‖P|I|n
r k∑
j=0
‖R‖2j
1/2 .

3.2. Dynamical sampling for shift-preserving operators. In this subsection
we assume that V is a finitely generated shift-invariant space of length ℓ. We
show the solution of the dynamical sampling problem for a bounded, normal, shift-
preserving operator L : V → V acting on a set of functions F = {fi : i ∈ I} of V .
That is, we give conditions on L and F in order that the system{
Ljfi : i ∈ I ; j ∈ K
}
is a frame generator set of V , where I = {1, . . . ,m} and K = {0, . . . , ℓ− 1}.
The conditions found are reminiscent of the conditions for the finite-dimensional
case. These are obtained through the theory of s-diagonalization of shift-preserving
operators, which was developed in [4] and reviewed in the previous section.
We prove two theorems, one for the necessary conditions and one for the sufficient
conditions. In the first theorem, the assumption of normality of the shift-preserving
operator is not needed.
Theorem 3.7. Let V be a finitely generated shift-invariant space of length ℓ, and
let L : V → V be a bounded, shift-preserving operator. Suppose I = {1, . . . ,m} and
K = {0, . . . , ℓ− 1}. Let {fi : i ∈ I} be a set of functions in V .
If
{
Ljfi : i ∈ I, j ∈ K
}
is a frame generator set of V with bounds A,B > 0, then
for every s-eigenvalue Λa of L
∗, if Va = ker(L
∗ − Λa), we have that {PVafi : i ∈ I}
is a frame generator set of Va with frame bounds
A
ℓ−1∑
j=0
‖L‖2j
−1 and B.
Proof. Suppose that
{
Ljfi : i ∈ I, j ∈ K
}
is a frame generator set of V with frame
bounds A,B > 0. Then, by Theorem 2.6,{
T (Ljfi)(ω) : i ∈ I, j ∈ K
}
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is a frame of J(ω) with uniform bounds A,B for a.e. ω ∈ [0, 1)d. By (1) we have
that {
R(ω)j(T fi(ω)) : i ∈ I, j ∈ K
}
is a frame of J(ω) with uniform bounds A,B for a.e. ω ∈ [0, 1)d.
Let Λa be an s-eigenvalue of L
∗. By Theorem 2.9 and item (i) of Proposition 2.12,
we have that â(ω) is an eigenvalue of R∗(ω) for a.e. ω ∈ σ(Va). Then, Theorem 3.2
implies that the set
(12)
{
PJVa (ω)(T fi(ω)) : i ∈ I, j ∈ K
}
is a frame of JVa(ω) with bounds A/Ca(ω) and B/Ca(ω) for a.e. ω ∈ σ(Va), where
Ca(ω) =
∑ℓ−1
j=0 |â(ω)|
2j .
Note that by (2) we have that
1 ≤ Ca(ω) =
ℓ−1∑
j=0
|â(ω)|2j ≤
ℓ−1∑
j=0
‖R(ω)‖2j ≤
ℓ−1∑
j=0
‖L‖2j .
Then, we are able to obtain uniform bounds for (12) for a.e. ω ∈ σ(Va). Finally,
using Lemma 2.5 and Theorem 2.6, we get that {PVafi : i ∈ I} is a frame generator
set of Va with lower bound A
(∑ℓ−1
j=0 ‖L‖
2j
)−1
and B as an upper bound. 
Different from the finite-dimensional case of the dynamical sampling problem, for
a sufficient condition we need to add an extra uniformity assumption.
Definition 3.8. Let V be a finitely generated shift-invariant space, and let L : V →
V be a bounded shift-preserving operator with range operator R. We say that L
has the spectral gap property if there exists a constant c > 0 such that |λ − λ′| ≥ c
for every λ 6= λ′ in spec(R(ω)) and for a.e. ω ∈ σ(V ).
Theorem 3.9. Let V be a finitely generated shift-invariant space of length ℓ, and
let L : V → V be a bounded, normal, shift-preserving operator with the spectral gap
property. Let I = {1, . . . ,m}, K = {0, . . . , ℓ − 1} and let {fi : i ∈ I} be a set of
functions in V .
Then,
{
Ljfi : i ∈ I, j ∈ K
}
is a frame generator set of V if and only if for every
s-eigenvalue Λa of L
∗, if Va = ker(L
∗−Λa), we have that {PVafi : i ∈ I} is a frame
generator set of Va with the same frame bounds..
Proof. The necessity has been proved in Theorem 3.7.
For the converse, recall that since L is a normal operator, then L∗ is s-dia-
gonalizable (see Proposition 2.16). As discussed in Remark 2.14, there exists an
s-diagonalization of L∗ (V,L∗, a1, . . . , ar) such that σ(Vas+1) ⊆ σ(Vas) for every
s = 1, . . . , r − 1 and, given that L has the spectral gap property, there exists a
constant c > 0 such that
(13)
∣∣aˆs(ω)− aˆu(ω)∣∣ ≥ c
for a.e. ω ∈ [0, 1)d and for every u 6= s, with u, s = 1, . . . , r.
Now, suposse that
{
PVasfi : i ∈ I
}
is a frame generator set of Vas for every s =
1, ..., r with bounds A,B > 0. Then, by Theorem 2.6,{
T (PVasfi)(ω) : i ∈ I
}
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is a frame of JVas (ω) with uniform bounds A, B for a.e. ω ∈ [0, 1)
d and for every
s = 1, ..., r. By Lemma 2.5, we have that{
PJVas (ω)(T fi(ω)) : i ∈ I
}
is a frame of JVas (ω) with uniform bounds A, B for a.e. ω ∈ [0, 1)
d and for every
s = 1, ..., r.
Recall that the number of eigenvalues of R(ω) may vary through the different
values of ω. In order to apply Theorem 3.3, we need to split [0, 1)d into measurable
sets where the number of eigenvalues is constant. For that, as in Remark 2.14, let
us define for h = 1, . . . , r − 1, the sets Bh := σ(Vah) \ σ(Vah+1) and Br := σ(Var).
Then, we have that each Bh is the set of all ω ∈ σ(V ) for which R(ω) has exactly h
different eigenvalues. Furthermore,
[0, 1)d =
r⋃
h=1
Bh ∪
(
[0, 1)d \ σ(V )
)
.
Fix h ∈ {1, . . . , r}. For a.e. ω ∈ Bh, we have that
{
PJVas (ω)(T fi(ω)) : i ∈ I
}
is a
frame of JVas (ω) for s = 1, . . . , h. Theorem 3.3 implies that
(14)
{
R(ω)j(T fi(ω)) : i ∈ I, j ∈ K
}
is a frame of J(ω) for a.e. ω ∈ Bh with frame bounds
A
 r
αΛ(ω)
h−1∑
u=0
(
h− 1
u
)2
‖R(ω)‖2u
−1 and B
h ℓ−1∑
j=0
‖R(ω)‖2j
 ,
αΛ(ω) = min
1≤s≤h
h∏
u=1
u 6=s
|âs(ω)− âu(ω)|
2.
Observe that since (13) holds, we might as well asume that c < 1, and so αΛ(ω) ≥
c2h ≥ c2r for a.e. ω ∈ Bh. On the other hand, by (2) we know that ‖R(ω)‖ ≤ ‖L‖
almost everywhere. In this way, we are able to obtain the following uniform bounds
for a.e. ω ∈ Bh,
A
 h
αΛ(ω)
h−1∑
u=0
(
h− 1
u
)2
‖R(ω)‖2u
−1 ≥ A
 r
c2r
r−1∑
u=0
(
r − 1
u
)2
‖L‖2u
−1
and
B
h ℓ−1∑
j=0
‖R(ω)‖2j
 ≤ B
r ℓ−1∑
j=0
‖L‖2j
 .
Since these bounds are the same on every Bh for h = 1, . . . , r, we have that (14) is
a frame of J(ω) for a.e. ω ∈ [0, 1)d with uniform bounds and therefore{
Ljfi : i ∈ I, j ∈ K
}
is a frame generator set of V with bounds A
(
r
c2r
∑r−1
u=0
(r−1
u
)2
‖L‖2u
)−1
and
B
(
r
∑ℓ−1
j=0 ‖L‖
2j
)
. 
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