Abstract. If σ is an automorphism and δ is a σ-derivation of a ring R, then the subring of invariants is the set R (δ) = {r ∈ R | δ(r) = 0}. The main result of this paper is Theorem. Let δ be a σ-derivation of an algebra R over a commutative ring K such that
If R is a ring with an automorphism σ, we say that an additive map δ : R −→ R is a σ-derivation if
δ(rs) = δ(r)s + σ(r)δ(s),
for all r, s ∈ R. We define the subring of invariants to be the set R (δ) = {r ∈ R | δ(r) = 0}.
It was shown in [HN] that algebraic automorphisms always act with nonzero invariants on nonnilpotent algebras. The analogous result for algebraic derivations was proven in [B] . The simplest examples of σ-derivations are ordinary derivations, which occur when σ is the identity map, as well as maps of the form 1−σ. Therefore the results in this paper generalize results on the invariants of automorphisms and derivations. However, the results on automorphisms and derivations were obtained using group-graded rings, whereas our arguments are entirely combinatorial. In fact, we will present an example in which the 0-eigenspace of a σ-derivation is not a subring, thus the techniques of group-graded rings cannot be applied to this more general situation. Since we would like to apply our results to prove that various subrings and one-sided ideals contain nonzero invariants, we will not be assuming that our rings have a unit element.
We now define the terms we will be using throughout this paper. R will be an algebra over a commutative ring K and the automorphism σ and σ-derivation δ will be assumed to be K-linear transformations. We will be assuming that δ is algebraic over K. By this we mean that
for all r ∈ R, where a n−1 , . . . , a 1 , a 0 ∈ K and a 0 −1 ∈ K. We let t : R −→ R be defined as
since a 0 is invertible in K, a standard argument from linear algebra implies that the restriction t : R 0 −→ R 0 is surjective. Therefore, it is now clear that
for all j ≥ 1. If k = 1, then we say that δ is separable and in this special case, t maps R onto R (δ) . We should point out that we will be neither making any assumptions on whether σ is algebraic, nor assuming that there exists any additional relationship between σ and δ. We will make use of the following notation: if A, B, C are subsets of R then AB # C is the span over K of the elements from the union of the sets B, AB, BC, and ABC. If A is any subset of R, then we let l.ann R (A) = {r ∈ R | rA = 0}. Subsets B of R with the properties that σ(B) = B and δ(B) ⊆ B are known, respectively, as σ-stable and δ-stable. Subsets satisfying both properties are called (σ, δ)-stable. For any A ⊆ R, we let A (δ) = A ∩ R (δ) . A ring with no nonzero nilpotent (σ, δ)-stable ideals is called (σ, δ)-semiprime and a ring with no nonzero nilpotent σ-stable ideals is called σ-semiprime. Note that in the special case where σ is algebraic, semiprime and σ-semiprime are equivalent.
We will prove, by induction on m, that for any 0 ≤ m ≤ n and for every
Note that for every x ∈ L,
Thus the m = 0 case is done. Next, assume that n > m ≥ 0 and, by the induction hypothesis, we may assume that (
By the induction hypothesis,
However, l ∈ t(L), and thus
As a result, we now have
The proof of (*) is now complete and the proof of the lemma follows by letting m = n in (*).
We can now prove our first main result. It is worth noting that in part (ii) of the following theorem, we prove the existence of nonzero invariants in L even though L is not necessarily σ-stable.
Theorem 2. Let δ be a σ-derivation of an algebra R over a commutative ring K such that
for all r ∈ R, where a n−1 , . . . , a 1 , a 0 ∈ K and a 0 −1 ∈ K.
We continue with
for any m ≥ 1.
Proof.
We proceed by induction on m. The m = 1 case follows by letting L = R in Lemma 1, as we have
Note that if A is any δ-stable subring of R, then t(RA) ⊆ t(R)A + Rδ(A) = T A + Rδ(A). (***)
We now define a collection of δ-stable left ideals as follows:
and L j+1 = Rt(RL j ) + t(RL j ), for j ≥ 0. We claim that, for any j ≥ 1,
We proceed by induction on j. For j = 1, we have
and so,
Now let j ≥ 1; since T m and T m+1 are δ-stable, it follows by (***) and the induction hypothesis on j that
Thus, we now have
as desired. Next, we define a sequence of integers g(j) as
It then follows that g(0) = f ((m − 1)k + 1) and g(j + 1) = (g(j) + 1)(n + 1), for j ≥ 0. We claim that
for j ≥ 0 and we will proceed by induction on j. The j = 0 case follows by the induction hypothesis on m as
By the induction hypothesis on j and the surjectivity of σ, for all i ≥ 0, we have
It now follows from (****) and Lemma 1 that
Since g(j + 1) = (g(j) + 1)(n + 1), this implies that
as desired. As a result, for any j ≥ 0, we have
Since T is a subring,
However, it is easy to see that g(k) = f(mk + 1), thus
as desired, thereby concluding the proof.
In Lemma 3, we assumed that t(R) is a subring. We now give an example which shows that t(R) need not be a subring. Since t(R) is the 0-eigenspace of R, this illustrates why it was necessary to prove the results in this paper without using group-graded rings. If we let d denote the inner derivation of S induced by e, then we note that d 2 (s)e = −d(s)e, for all s ∈ S. Therefore, it is easy to see that
As a result, it is clear that δ 4 = δ 2 and σ 2 = 1. We can observe that
Since S is simple, there exist s 1 , s 2 ∈ S such that (e − 1)s 1 es 2 e = 0. Furthermore, since d(es 2 )e = 0, it follows that
However, and so, t(R) is not a subring.
In the next lemma we will show that if t(R) is σ-stable, then t(R) must be a subring. In this case, it easily follows that t (R) l is δ-stable, for all l ≥ 1, thus the hypotheses of Lemma 3 are satisfied. One large class of σ-derivations with the property that t(R) is σ-stable is q-skew derivations. A q-skew derivation is a σ-derivation with the property that there exists some invertible q ∈ K such that δσ = qσδ.
Lemma 5. If t(R) is σ-stable, then t(R) is a subring of R.
Proof. Let r, s ∈ t(R); then we have
where F i,δ,σ is a noncommutative polynomial in δ and σ. Each monomial in F i,δ,σ is of degree k 2 such that δ appears k 2 − i times and σ appears i times. Therefore, whenever i < k, every monomial in F i,δ,σ must contain a string in which δ appears at least k consecutive times. Since t(R) is stable under both σ and δ and δ k (t(R)) = 0, it now follows that F i,δ,σ (r) = 0, for all i < k. However, since δ i (s) = 0, for all
2 (rs) = 0 and so,
rs ∈ t(R).
We can now prove our second main result.
Theorem 6. Let δ be a σ-derivation of an algebra R over a commutative ring K such that t(R) is σ-stable and
for all r ∈ R, where a n−1 , . . . , a 1 , a 0 ∈ K and a 0 −1 ∈ K. (ii) If R is (σ, δ)-semiprime, then t(R) is (σ, δ)-semiprime.
Proof. Since t(R)
is σ-stable, it follows by Lemma 5 that t(R) satisfies the hypotheses of Lemma 3. The proof of (i) now follows immediately from Lemma 3. For (ii), if t(R) is not (σ, δ)-semiprime, then t(R) contains a (σ, δ)-stable ideal I = 0 such that I 2 = 0. Therefore RI is a (σ, δ)-stable left ideal of R and so, RI is not nilpotent. Hence, by Lemma 3, t(RI) is also not nilpotent. However, by (***) in the proof of Lemma 3,
t(RI) ⊆ t(R)I + Rδ(I) ⊆ I + Rδ(I).
Since I is δ-stable, continuing in the manner, we see that t(RI) = t j (RI) ⊆ I + Rδ j (I), for all j ≥ 1. Recall that δ k (I) ⊆ δ k (t(R)) = 0; therefore, by letting j = k, it follows that t(RI) = t k (RI) ⊆ I.
Thus (t(RI))
2 ⊆ I 2 = 0, which contradicts the fact that t(RI) is not nilpotent. Thus t(R) is (σ, δ)-semiprime.
For the special case where δ is separable, we can sharpen Theorem 6 and we record this as
