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1. Introduction
Let G be a complex semisimple Lie group. Then the principal series representations of G are de-
ﬁned and play an important role in the representation theory of G . One of problems about principal
series representations is a description of the space of homomorphisms between such representations
(cf. [Žel75, p. 720, II]). In this paper, we determine when there exists a nonzero homomorphism be-
tween principal series representations of a complex semisimple Lie group. We also determine the
existence of nonzero homomorphisms between twisted Verma modules. This gives a generalization of
results of Verma [Ver68] and Bernstein, Gel’fand and Gel’fand [BGG71]. Moreover, our argument gives
a new proof of their results.
Our proof is based on the induction using the Duﬂo–Želobenko 4-term exact sequences [Duf75,
1.11 Proposition]. To proceed by the induction, we need a vanishing result for Ext-groups. We prove
that for principal series representations (or twisted Verma modules) M,N , Hom(M,N) = 0 implies
Extk(M,N) = 0 for all k ∈ Z0. (See the second paragraph of Theorem 1.2.) We prove the main theo-
rems and such a vanishing result at the same time.
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N. Abe / Journal of Algebra 330 (2011) 468–481 469We state our main results. Let g be the Lie algebra of G , h its Cartan subalgebra,  the root system
for (g,h) and W the Weyl group of . Using the Killing form we identify g with g∗ = HomC(g,C).
Then the Killing form also deﬁnes a non-degenerate bilinear form on g∗ . We denote this form by
〈·,·〉. For α ∈ h∗ , put αˇ = 2α/〈α,α〉 and sα(λ) = λ − 〈αˇ, λ〉α. Take a positive system + ⊂ . Then
+ determines a Borel subalgebra b. Put n = [b,b]. Let O be the Bernstein–Gel’fand–Gel’fand cat-
egory [BGG76, Deﬁnition 1] for (g,b) and M(λ) the Verma module with highest weight λ − ρ for
λ ∈ h∗ where ρ is the half sum of positive roots. Fix an involution σ of g such that σ |h = −idh . The
category O has a dualizing functor δ deﬁned by δM = HomC(M,C)h-ﬁnite where the action is given
by (X f )(m) = f (−σ(X)m). Put k = {(X, σ (X)) | X ∈ g} ⊂ g ⊕ g. For M,N ∈ O, we deﬁne the g ⊕ g-
module L(M,N) = HomC(M,N)k-ﬁnite where the action is given by ((X, Y ) f )(m) = σ(X) f (−Ym).
Then under some identiﬁcation g ⊗R C 	 g ⊕ g, the principal representations of G are L(λ,μ) =
L(M(−μ), δM(−λ)).
For λ ∈ h∗ , let λ be the integral root system of λ, Wλ the Weyl group of λ . Let P be the
integral weight lattice of . Then it is well known that Wλ = {w ∈ W | wλ − λ ∈ Z}. Let wλ be
the longest element of Wλ . Put 
+
λ = + ∩ λ . Then +λ determines the set of simple roots Πλ . Put
Sλ = {sα | α ∈ Πλ} and W 0λ = {w ∈ Wλ | wλ = λ}. For w ∈ Wλ , let 	λ(w) be the length of w as an
element of Wλ .
For a sequence of simple reﬂections s1, . . . , sl ∈ Sλ and μ ∈ h∗ , we deﬁne a subset Aλ(s1,...,sl)(μ)
of h∗ as follows. Take a simple root α ∈ Πλ such that si = sαi . Put βi = s1 · · · si−1(αi) for i = 1, . . . , l.
For μ ∈ h∗ , put
Aλ(s1,...,sl)(μ) =
{
μ′ ∈ h∗
∣∣∣ for some 1 i1 < · · · < ir  l, μ′ = sβir · · · sβi1μ and〈βˇik , sβik−1 · · · sβi1μ〉 ∈ Z<0 for all k = 1, . . . , r
}
.
(When l = 0, put Aλ() = {μ}.) For a reduced expression w = s1 · · · sl ∈ Wλ , it will be proved that the set
Aλ(s1,...,sl)(μ) is independent of the choice of a reduced expression (Proposition 2.6). We write A
λ
w(μ)
instead of Aλ(s1,...,sl)(μ). If λ is integral (namely, W = Wλ), we write A(s1,...,sl)(μ) (resp. Aw(μ)) instead
of Aλ(s1,...,sl)(μ) (resp. A
λ
w(μ)).
Now we state the main theorems of this paper. Let H be the category of Harish–Chandra modules
of G .
Theorem 1.1. Let λ ∈ h∗ , μ1,μ2 ∈ λ + P and w1,w2 ∈ Wλ . Assume that λ is dominant, i.e., 〈αˇ, λ〉 /∈ Z<0
for all α ∈ + . Then HomH(L(M(w1λ), δM(μ1)),L(M(w2λ), δM(μ2))) = 0 if and only if
w−11 wλAλwλw1 (wλμ1) ∩ W 0λw−12 Aλw2 (μ2) = ∅.
Moreover, if HomH(L(M(w1λ), δM(μ1)),L(M(w2λ), δM(μ2))) = 0, then we have ExtkH(L(M(w1λ),
δM(μ1)),L(M(w2λ), δM(μ2))) = 0 for all k ∈ Z0 .
We can determine when there exists a nonzero homomorphism between principal series repre-
sentations of G from Theorem 1.1 (see Lemma 3.1).
Let Tw be the twisting functor for w ∈ W [AL03, 6.2] and w0 the longest element of W (see
also Arkhipov [Ark04, Deﬁnition 2.3.4]). The modules {TwM(μ)}w,μ are called the twisted Verma
modules [AL03]. These modules are the same as shuﬄed Verma modules as deﬁned in [Irv93].
Theorem 1.2. We have HomO(Tw1M(μ1), Tw2M(μ2)) = 0 if and only if w1Aw−11 (μ1) ∩
w2w0Aw0w−12
(w0μ2) = ∅ for w1,w2 ∈ W and μ1,μ2 ∈ h∗ .
Moreover, if HomO(Tw1M(μ1), Tw2M(μ2)) = 0, then ExtkO(Tw1M(μ1), Tw2M(μ2)) = 0 for all
k ∈ Z0 .
The proof of Theorem 1.2 gives a new proof of the famous result of Verma [Ver68] and Bernstein,
Gel’fand and Gel’fand [BGG71] about homomorphisms between Verma modules (Corollary 2.7).
470 N. Abe / Journal of Algebra 330 (2011) 468–481If inﬁnitesimal characters are all integral and regular, then twisted Verma modules correspond
to the principal series representations under the Bernstein–Gel’fand–Joseph–Enright equivalence of
categories [BG80] (see [AL03]). In this case, the ﬁrst statement of Theorem 1.2 is a special case of
Theorem 1.1. If inﬁnitesimal characters are singular, the corresponding block of the category of Harish–
Chandra bimodules is equivalent to a certain subcategory of p-presentable modules in O where p is a
certain parabolic subalgebra. Such objects are studied in [MS05]. In [MS05], it is proved that principal
series representations correspond to shuﬄed costandard modules under this equivalence. Therefore,
Theorem 1.1 describes homomorphisms between shuﬄed costandard modules.
We summarize the contents of this paper. We give a proof of Theorem 1.2 in Section 2. Theorem 1.1
is proved in Section 3.
2. Proof of Theorem 1.2
In this section, we prove Theorem 1.2. The proof of Theorem 1.2 proceeds by, ﬁrst induction on
	(w1) and second, backward induction on 	(w2).
Put Bx(μ) = xAx−1 (μ) and B(s1,...,sl)(μ) = s1 · · · sl A(sl,...,s1)(μ). First we check the basis step, namely
w1 = e and w2 = w0. In this case Bw1 (μ1) ∩ Bw2w0(w0μ2) = {μ1} ∩ {w0μ2}. From Tw0M(μ2) 	
δM(w0μ2) [AL03, Corollary 5.1] and [Hum08, Theorem 6.12, Theorem 3.3(c)], we get the following
lemma.
Lemma 2.1. We have Hom(M(μ1), Tw0M(μ2)) = 0 if and only if μ1 = w0μ2 . Moreover, we have
ExtkO(M(μ1), Tw0M(μ2)) = 0 for all k ∈ Z>0 .
Now we start to argue an inductive step. To do it, we need the following lemma which is easy to
prove. We omit the proof.
Lemma 2.2. Let α be a simple root.
(1) If 〈μ, αˇ〉 /∈ Z<0 , then A(sα)(μ) = {μ} and B(sα)(μ) = {sαμ}.
(2) If 〈μ, αˇ〉 ∈ Z<0 , then A(sα)(μ) = {μ, sα(μ)} and B(sα)(μ) = {μ, sα(μ)}.
(3) Let s, s1, . . . , sl be simple reﬂections. Then A(s,s1,...,sl)(μ) =
⋃
μ′∈A(s)(μ) sA(s1,...,sl)(sμ
′) and
B(s1,...,sl,s)(μ) =
⋃
μ′∈B(s)(μ) B(s1,...,sl)(μ
′).
Remark 2.3. The only things we use about the set A(s1,...,sl)(μ) in the rest of this paper are the prop-
erties in the above lemma and A()(μ) = {μ}. We remark that these properties give a characterization
of the set A(s1,...,sl)(μ).
Recall that the proof of Theorem 1.2 proceeds by, ﬁrst backward induction on 	(w2) and second,
induction on 	(w1). We start the ﬁrst induction, namely, we prove the following lemma. The argu-
ment of the second induction is the same, so we will omit it.
Lemma 2.4. Let w1 = s1 · · · sl be a reduced expression of w1 ∈ W . Then we have HomO(Tw1M(μ1),
Tw0M(μ2)) = 0 if and only if w0μ2 ∈ B(s1,...,sl)(μ1).
Moreover, if HomO(Tw1M(μ1), Tw0M(μ2)) = 0, then ExtkO(Tw1M(μ1), Tw0M(μ2)) = 0 for all
k ∈ Z0 .
Remark 2.5. From this lemma, B(s1,...,sl)(μ1) is independent of a choice of a reduced expression. This
implies that A(s1,...,sl)(μ) is independent of a choice of a reduced expression. Since A
λ
(s1,...,sl)
(μ) only
depends on a Coxeter group (Wλ, Sλ), we get the following corollary.
Corollary 2.6. Let w = s1 · · · sl be a reduced expression of w ∈ Wλ and μ ∈ h∗ . Then Aλ(s1,...,sl)(μ) is inde-
pendent of the choice of a reduced expression.
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basis step. Put M = Tw0M(μ2). We write Hom,Ext instead of HomO,ExtO .
Assume l > 0 and take a simple root α such that sl is a reﬂection corresponding to α. First
assume that 〈α,μ1〉 /∈ Z<0. Then we have Tw1M(μ1) 	 Tw1sl M(slμ1) by [AL03, Proposition 6.3(i)].
Hence we have Hom(Tw1M(μ1),M) = 0 if and only if Hom(Tw1sl M(slμ1),M) = 0. By the induction
hypothesis, Hom(Tw1sl M(slμ1),M) = 0 if and only if w0μ2 ∈ Bw1sl (slμ1). On the other hand, we
have B(s1,...,sl)(slμ1) =
⋃
μ′∈B(sl )(slμ1) B(s1,...,sl−1)(μ
′) = B(s1,...,sl−1)(slμ1) by Lemma 2.2(1), (3). Hence
we have Hom(Tw1M(μ1),M) = 0 if and only if w0μ2 ∈ B(s1,...,sl−1)(μ1).
If Hom(Tw1M(μ1),M) = 0, then Hom(Tw1sl M(slμ1),M) = 0 since we have Tw1M(μ1) 	
Tw1sl M(slμ1). By the induction hypothesis, Ext
k(Tw1sl M(slμ1),M) = 0 for all k ∈ Z0. Hence we
get Extk(Tw1M(μ1),M) = 0 for all k ∈ Z0.
Next, assume that 〈α,μ1〉 ∈ Z<0. By Lemma 2.2(2), (3), we have
B(s1,...,sl)(μ1) = B(s1,...,sl−1)(μ1) ∪ B(s1,...,sl−1)(slμ1).
Hence we have the following.
We have w0μ2 ∈ B(s1,...,sl)(μ1) if and only if w0μ2 ∈ B(s1,...,sl−1)(μ1) or w0μ2 ∈ B(s1,...,sl−1)(slμ1).
Hence to prove a similar recursive property for homomorphisms, it is suﬃcient to prove the following.
(Here, we use the induction hypothesis.)
We have Hom(Tw1M(μ1),M) = 0 if and only if Hom(Tw1sl M(μ1),M) = 0 or Hom(Tw1sl M(slμ1),
M) = 0.
This is equivalent to the following.
We have Hom(Tw1M(μ1),M) = 0 if and only if Hom(Tw1sl M(μ1),M) = 0 and Hom(Tw1sl M(slμ1),
M) = 0.
We prove this claim.
From the assumption 〈α,μ1〉 ∈ Z<0, we have the following exact sequence [AL03, Proposi-
tion 6.3(ii)].
0 → Tw1sl M(μ1) → Tw1sl M(slμ1) → Tw1M(μ1)
f→ Tw1sl M(μ1) → 0. (2.1)
From this, we get the following exact sequence.
0 → Hom(Tw1sl M(μ1),M)→ Hom(Tw1M(μ1),M)→ Hom(Tw1sl M(μ1),M). (2.2)
From this exact sequence, Hom(Tw1sl M(μ1),M) = 0 and Hom(Tw1sl M(slμ1),M) = 0 imply
Hom(Tw1M(μ1),M) = 0.
Conversely, assume that Hom(Tw1M(μ1),M) = 0. Then from the exact sequence (2.2), we have
Hom(Tw1sl M(μ1),M) = 0. From the induction hypothesis, we have Extk(Tw1sl M(μ1),M) = 0 for all
k ∈ Z0. Put L = Ker( f ) where f is deﬁned in (2.1). Then from the exact sequence (2.1), we get exact
sequences
0 → Tw1sl M(μ1) → Tw1sl M(slμ1) → L → 0 (2.3)
and
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Put Ext−1 = 0. From the exact sequence (2.3) and the long exact sequence of Ext, we have the exact
sequence
Exti−1
(
Tw1sl M(μ1),M
)→ Exti(L,M) → Exti(Tw1sl M(slμ1),M)→ Exti(Tw1sl M(μ1),M) (2.5)
for all i ∈ Z0. Since Extk(Tw1sl M(μ1),M) = 0 for all k we have Exti−1(Tw1sl M(μ1),M) =
Exti(Tw1sl M(μ1),M) = 0. From the exact sequence (2.5), we have
Exti(L,M) 	 Exti(Tw1sl M(slμ1),M). (2.6)
From the exact sequence (2.4) and the long exact sequence of Ext, we have the exact sequence
Exti
(
Tw1sl M(μ1),M
)→ Exti(Tw1M(μ1),M)→ Exti(L,M) → Exti+1(Tw1sl M(μ1),M) (2.7)
for all i ∈ Z0. Since Extk(Tw1sl M(μ1),M) = 0 for all k, we have Exti(Tw1sl M(μ1),M) =
Exti+1(Tw1sl M(μ1),M) = 0. From the exact sequence (2.7), we have
Exti
(
Tw1M(μ1),M
)	 Exti(L,M). (2.8)
By (2.6) and (2.8) we get
Exti
(
Tw1M(μ1),M
)	 Exti(Tw1sl M(slμ1),M). (2.9)
Recall that we assumed Hom(Tw1M(μ1),M) = 0. Therefore, we get Hom(Tw1sl M(slμ1),M) 	
Hom(Tw1M(μ1),M) = 0 by (2.9).
Finally, we prove the second statement of the lemma. We already know that
Hom
(
Tw1M(μ1),M
)= 0
implies (2.9) and
Hom
(
Tw1sl M(slμ1),M
)= 0.
By the induction hypothesis, we have
Extk
(
Tw1sl M(slμ1),M
)= 0
for all k ∈ Z0. By (2.9), we get
Extk
(
Tw1M(μ1),M
)= 0
for all k ∈ Z0. 
Using induction on 	(w2) and the same argument, we get Theorem 1.2.
Using Theorem 1.2 we recover a result of Verma [Ver68] and Bernstein, Gel’fand and Gel’fand
[BGG71]. (For simplicity, we assume that, the inﬁnitesimal character is regular integral.)
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M(v2μ)) = 0 if and only if v1  v2 .
Proof. By Theorem 1.2, we have that Hom(M(v1μ),M(v2μ)) =0 if and only if v1μ∈w0Aw0(w0v2μ).
(Recall that by the deﬁnition, Ae(μ1) = {μ1}.) It is equivalent to w0v1μ ∈ Aw0 (w0v2μ). By the deﬁ-
nition of Aw0(w0v2μ), if w0v1μ ∈ Aw0 (w0v2μ), then there exist positive roots β1, . . . , βr such that
w0v1μ = sβr · · · sβ1w0v2μ and 〈βˇk, sβk−1 · · · sβ1w0v2μ〉 ∈ Z<0. Since μ is regular dominant integral,
we have
w0v2  sβ1w0v2  · · · sβr · · · sβ1w0v2 = w0v1.
Hence we get w0v2  w0v1. Therefore we have v1  v2.
Conversely, assume that v1  v2. Then we have w0v1  w0v2. Let w0v2 = s1 · · · sm be a reduced
expression. Take sm+1, . . . , sl ∈ S such that s1 · · · sm · sm+1 · · · sl is a reduced expression of w0. Take a
simple root αi such that si = sαi and put βi = s1 · · · si−1(αi). Since w0v1  w0v2, we can take 1 
j1 < · · · < jn m such that s j1 · · · s jn is a reduced expression of w0v1. Take 1 i1 < · · · < im−n m
such that {i1, . . . , im−n, j1, . . . , jn} = {1, . . . ,m}. Then we have
w0v1 = sβim−n · · · sβii w0v2, sβik · · · sβi1 w0v2 < sβik−1 · · · sβi1 w0v2.
Since μ is dominant integral regular, from the second inequality, we have
〈βˇik , sβik−1 · · · sβi1 w0v2μ〉 ∈ Z<0.
Hence we have w0v1μ ∈ Aw0(w0v2μ). 
3. Proof of Theorem 1.1
In this section, we prove Theorem 1.1. Fix a dominant weight λ ∈ h∗ . We state Theorem 1.1 again.
Recall that H is the category of Harish–Chandra modules of G . It is a full-subcategory of the category
of g ⊕ g-modules.
Before proving Theorem 1.1, we explain how to get the condition of
Hom
(L(M(λ1), δM(μ1)),L(M(λ2), δM(μ2))) = 0
from Theorem 1.1. (In Theorem 1.1, λ1 ∈ Wλ1λ1 is assumed.) To do it, we use the following lemma.
Lemma 3.1. Let λ1,μ1 ∈ h∗ be such that λ1 − μ1 ∈ P and w ∈ W . Put − = −+ and −λ1 = −+λ1 .
(1) There exists w ′ ∈ Wλ1 such that + ∩ (w ′w−1)−1− ∩ wλ1 = ∅.
(2) Take w ′ as in (1). Then we have L(M(wλ1), δM(wμ1)) 	 L(M(w ′λ1), δM(w ′μ1)).
Proof. (1) Since w−1+ ∩ λ1 is a positive system of λ1 , there exists w ′ ∈ Wλ1 such that
w−1+ ∩ λ1 = (w ′)−1+λ1 . Since (w ′)−1−λ1 = (w ′)−1(− ∩ λ1 ) = (w ′)−1− ∩ λ1 , we have
+ ∩ (w ′w−1)−1− ∩ wλ1 = w(w−1+ ∩ (w ′)−1− ∩ λ1 ) = w(w−1+ ∩ (w ′)−1−λ1 ∩ λ1 ) = ∅.
(2) By the condition on w ′ , for all α ∈ + ∩ (w ′w−1)−1− we have 〈αˇ,−wλ1〉 /∈ Z. Hence
by [Duf77, 4.8 Proposition] we have L(M(wλ1), δM(wμ1)) 	 L(M(w ′λ1), δM(w ′μ1)). 
Let λ1, λ2,μ1,μ2 ∈ h∗ . If there exists a nonzero homomorphism from L(M(λ1), δM(μ1)) to
L(M(λ2), δM(μ2)), we have λ1 ∈ Wλ2 and μ1 ∈ Wμ2 by comparing inﬁnitesimal characters. Take
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dominant element λ such that λ1, λ2 ∈ Wλλ. This is a situation of Theorem 1.1.
Now we prove Theorem 1.1. The proof of this theorem is similar as that of Theorem 1.2 but requires
more technical details because of possible singularity of μ. Namely, we use, ﬁrst backward induction
on 	λ(w1) and second induction on 	λ(w2). Since we have [Jos82, 4.7 Corollary], the inductive step
is the same. We omit the details. We prove the basis step, namely, we prove the following.
Lemma 3.2. We have HomH(L(M(wλλ), δM(μ1)),L(M(λ), δM(μ2))) = 0 if and only if wλμ1 ∈ W 0λμ2 .
Moreover, if wλμ1 /∈ W 0λμ2 , ExtkH(L(M(wλλ), δM(μ1)),L(M(λ), δM(μ2))) = 0 for all k ∈ Z0 .
The following lemma is essentially proved in [Jos82]. For α ∈ Πλ , let Cα be Joseph’s version of the
Enright completion functor [Jos82]. Recall that M ∈ O is called α-free if the canonical map M → CαM
is injective.
Lemma 3.3. Let μ ∈ λ + P and α ∈ Πλ .
(1) If N ∈ O is α-free and 〈αˇ,μ〉 ∈ Z0 then L(Mλ(sαμ),CαN) 	 L(Mλ(μ),N).
(2) Let w ∈ Wλ . If 〈αˇ,wλ〉 ∈ Z0 and 〈αˇ,μ〉 ∈ Z0 , then L(M(sαwλ),M(sαμ)) 	 L(M(wλ),M(μ)).
(3) Let w ∈ Wλ . If 〈αˇ,wλ〉 ∈ Z0 and 〈αˇ,μ〉 ∈ Z0 , then L(M(sαwλ), δM(sαμ)) 	 L(M(wλ), δM(μ)).
(4) Assume that μ is anti-dominant. Then L(M(wλ),M(μ)) 	 L(M(λ),M(w−1μ)).
(5) Take v ∈ Wλ such that vμ is anti-dominant. Then we have L(M(wλλ), δM(μ)) 	 L(M(vwλλ),
δM(vμ)).
(6) Assume that μ is dominant. Then L(M(wλ), δM(μ)) 	 L(M(λ), δM(w−1μ)).
(7) We have L(M(wλλ), δM(μ)) 	 L(M(λ),M(wλμ)).
Proof. (1) Put M = M(μ) and M ′ = M(sαμ) in [Jos82, 3.8 Lemma]. Then we get (1).
(2) Take N = M(μ) in (1) and use [Jos82, 2.5 Lemma].
(3) Let λ˜ ∈ λ + P be a regular element such that λ˜ is dominant. Then by [Jos83, 2.5 Lemma],
we have CαδM (˜λ) 	 δM(sαλ˜). For g ⊕ g-module N , let Nη be a g ⊕ g-module such that N = Nη as
a vector space and the action of g ⊕ g is twisted by (X, Y ) → (Y , X). Using [Jos82, 2.8], we have
L(M (˜λ),CαδM(μ)) 	 L(M(sαλ˜), δM(μ)) 	 L(M(μ), δM(sαλ˜))η 	 L(M(μ),CαδM (˜λ))η . Notice that
δM(sαλ˜) is α-free. Hence we have L(M(μ),CαδM (˜λ))η 	 L(M(sαμ), δM (˜λ))η 	 L(M (˜λ), δM(sαμ))
by (1). Therefore we have CαδM(μ) 	 δM(sαμ). We get (3) by (1).
(4) Let w = s1 · · · sl be a reduced expression. Take αi ∈ Πλ such that si = sαi . We prove
L(M(wλ),M(μ))	 L(M(sk · · · slλ),M(sk−1 · · · s1μ)) (3.1)
by induction on k. Since λ is dominant and sαk (sk · · · sl) < sk · · · sl , we have 〈αˇk, sk · · · slλ〉 ∈ Z0. Since
μ is anti-dominant and sαk (sk−1 · · · s1) > sk−1 · · · s1, we have 〈αˇk, sk−1 · · · s1μ〉 ∈ Z0. Applying (2) to
w = sk · · · sl , μ = sk−1 · · · s1μ and α = αk , we have
L(M(sk · · · slλ),M(sk−1 · · · s1μ))	 L(M(sk+1 · · · slλ),M(sk · · · s1μ)).
By the induction hypothesis, we have
L(M(sk · · · slλ),M(sk−1 · · · s1μ))	 L(M(wλ),M(μ)).
Hence we get (3.1). Put k = l, then we get (4).
(5) Let v = s1 · · · sl be a reduced expression. Take αi ∈ Πλ such that si = sαi . We prove
L(M(wλλ), δM(μ))	 L(M(sk · · · slwλλ), δM(sk · · · slμ)) (3.2)
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L(M(sk · · · slwλλ), δM(sk−1 · · · s1vμ))	 L(M(sk−1 · · · slwλλ), δM(sk−2 · · · s1vμ)).
By a direct calculation, we have sk−1 · · · s1vμ = sk · · · slμ and sk−2 · · · sl vμ = sk−1 · · · slμ. Hence we get
L(M(sk · · · slwλλ), δM(sk · · · slμ))	 L(M(sk−1 · · · slwλλ), δM(sk−1 · · · slμ)).
By the induction hypothesis, we have
L(M(sk · · · slwλλ), δM(sk · · · slμ))	 L(M(wλλ), δM(μ)).
Hence we get (3.2). Putting k = 1 we get (5).
(6) Let w = s1 · · · sl be a reduced expression. Take αi ∈ Πλ such that si = sαi . We prove
L(M(wλ), δM(μ))	 L(M(sk · · · slλ), δM(sk−1 · · · s1μ)) (3.3)
by induction on k. Since λ is dominant and sαk (sk · · · sl) < sk · · · sl , we have 〈αˇk, sk · · · slλ〉 ∈ Z0. Since
μ is dominant and sαk (sk−1 · · · s1) > sk−1 · · · s1, we have 〈αˇk, sk−1 · · · s1μ〉 ∈ Z0. Applying (3) as w =
sk · · · sl , μ = sk−1 · · · s1μ and α = αk , we have
L(M(sk · · · slλ), δM(sk−1 · · · s1μ))	 L(M(sk+1 · · · slλ), δM(sk · · · s1μ)).
By the induction hypothesis, we have
L(M(sk · · · slλ), δM(sk−1 · · · s1μ))	 L(M(wλ), δM(μ)).
Hence we get (3.3). Putting k = l we get (6).
(7) Take v ∈ Wλ such that vμ is anti-dominant. By (5), we have
L(M(wλλ), δM(μ))	 L(M(vwλλ), δM(vμ)).
Since vμ is anti-dominant, we have δM(vμ) 	 M(vμ). Hence we get
L(M(wλλ), δM(μ))	 L(M(vwλλ),M(vμ)).
By (4), we have
L(M(vwλλ),M(vμ))	 L(M(λ),M((vwλ)−1vμ))= L(M(λ),M(wλμ)).
We get (7). 
Deﬁne a thick O˜ as the full subcategory in the category of g-modules consisting of all ﬁnite-
generated modules on which U (b) acts locally ﬁnite. We use the following lemma.
Lemma 3.4. If μ1 = μ2 , then Extk˜(M(μ1), δM(μ2)) = 0 for all k ∈ Z0 .O
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Let O˜(l) be a full-subcategory of O˜ consisting of modules M such that (H−λ(H))lMλ = 0 for all H ∈ h
where Mλ is the generalized λ-weight space of M . Then we have O˜ =⋃l O˜(l) . Therefore, it suﬃces
to prove ExtkO˜(l) (M(μ1), δM(μ2)) = 0.
By an argument of Bernstein, Gel’fand and Gel’fand [BGG76], the category O˜(l) has enough pro-
jective objects. Moreover, the projective cover P (μ) of M(μ) has a standard ﬁltration and, if M(λ)
appears in P (μ), then λ − μ ∈ ∑α∈+ Z0α. Hence this completes the proof of the lemma by the
argument of [Hum08, 6.12 Theorem]. 
Proof of Lemma 3.2. We may assume μ1,μ2 ∈ Wλλ. Take a dominant weight μ ∈ Wλμ1 = Wλμ2.
Let w1,w2 ∈ Wλ be such that μ1 = w1μ and μ2 = w2μ.
First assume that μ is regular. Let η be the functor deﬁned in the proof of Lemma 3.3. Using
Lemma 3.3(5), (7) and η(L(M, δN)) 	 L(N, δM), we have
L(M(wλλ), δM(μ1))= L(M(wλλ), δM(w1μ))	 η(L(M(w1μ), δM(wλλ)))
	 η(L(M(wλμ), δM(wλw−11 wλλ)))	 η(L(M(μ),M(w−11 wλλ))).
Using Lemma 3.3(6), we have
L(M(λ), δM(μ2))= L(M(λ), δM(w2μ))	 L(M(w−12 λ), δM(μ))	 η(L(M(μ), δM(w−12 λ))).
Hence we get
ExtkH
(L(M(wλλ), δM(μ1)),L(M(λ), δM(μ2)))
	 ExtkH
(L(M(μ),M(w−11 wλλ)),L(M(μ), δM(w−12 λ))). (3.4)
Recall that H is the category of Harish–Chandra modules and it is a full-subcategory of the category
of g ⊕ g-modules. Using U (g ⊕ g) 	 U (g) ⊗ U (g), we regard an object of H as a U (g)-bimodule. For
μ ∈ h∗ , let χμ : Z(g) → C be the algebra homomorphism corresponding to μ. Put
Hμ =
{
X ∈ H ∣∣ X(Kerχμ)k = 0 for some k}.
If μ is dominant, the functor M → L(M(μ),M) from O to Hμ is exact. When μ is regular, Soergel
[Soe86] gave an exact functor from O˜ to Hμ which gives an equivalence of categories. The restriction
of this functor on O is equal to M → L(M(μ),M). Hence by (3.4) and the assumption that μ is
regular, we have
ExtkH
(L(M(wλλ), δM(μ1)),L(M(λ), δM(μ2)))	 ExtkO˜(M(w−11 wλλ), δM(w−12 λ)). (3.5)
By [Hum08, Theorem 3.3(c)], HomO˜(M(w
−1
1 wλλ), δM(w
−1
2 λ)) = 0 if and only if w−11 wλλ = w−12 λ.
Namely, wλw1 ∈ W 0λw2. (Notice that w−1λ = wλ .) This is equivalent to wλμ1 ∈ W 0λμ2. If wλμ1 /∈
W 0λμ2, then we have Ext
k
H(L(M(wλλ), δM(μ1)),L(M(λ), δM(μ2))) = 0 for all k ∈ Z0 by Lemma 3.4
and (3.5). Hence this completes the proof of the lemma in this case.
Now we prove the claim for general μ. Take a dominant regular element μ0 ∈ μ + P . Let Tμμ0
(resp. Tμ0μ ) be the translation functor of O from μ0 to μ (resp. μ to μ0) and θμμ0 (resp. θμ0μ ) the
translation functor of H from μ0 to μ (resp. μ to μ0) with respect to the left g-action. Then we have
θ
μ
μ0L(M,N) = L(M, Tμμ0N) and θμ0μ L(M,N) = L(M, Tμ0μ N) for M,N ∈ O. Since Tμμ0 commutes with δ
[Hum08, 7.1 Proposition], Tμμ0M(w1μ0) 	 M(w1μ) = M(μ1) and Tμμ0M(w2μ0) 	 M(w2μ) = M(μ2),
we have
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and
L(M(λ), δM(μ2))	 L(M(λ), δTμμ0M(w2μ0)).
Using θμμ0L(M,N) = L(M, Tμμ0N) for M,N ∈ O, we have
ExtkH
(L(M(wλλ), δM(μ1)),L(M(λ), δM(μ2)))
	 ExtkH
(L(M(wλλ), Tμμ0δM(w1μ0)),L(M(λ), δTμμ0M(w2μ0)))
	 ExtkH
(
θ
μ
μ0L
(
M(wλλ), δM(w1μ0)
)
,L(M(λ), δTμμ0M(w2μ0))).
The pair (θμμ0 , θ
μ0
μ ) is an adjoint pair and both functors are exact. Hence we have
ExtkH
(
θ
μ
μ0L
(
M(wλλ), δM(w1μ0)
)
,L(M(λ), δTμμ0M(w2μ0)))
	 ExtkH
(L(M(wλλ), δM(w1μ0)), θμ0μ L(M(λ), δTμμ0M(w2μ0)))
	 ExtkH
(L(M(wλλ), δM(w1μ0)),L(M(λ), Tμ0μ δTμμ0M(w2μ0)))
	 ExtkH
(L(M(wλλ), δM(w1μ0)),L(M(λ), δTμ0μ Tμμ0M(w2μ0))).
Put X = L(M(wλλ), δM(w1μ0)). The module δTμ0μ Tμμ0M(wμ0) has a ﬁltration 0 = M0 ⊂ M1 ⊂ · · · ⊂
Mr = δTμ0μ Tμμ0M(wμ0) such that {Mi/Mi−1 | 1 i  r} = {δM(wvμ0) | v ∈ W 0μ} [Jan79, 2.3 Satz (b)].
Then we have
ExtkH
(L(M(wλλ), δM(μ1)),L(M(λ), δM(μ2)))	 ExtkH(X,Mr). (3.6)
Since λ is dominant, M → L(M(λ),M) is an exact functor. Hence we have an exact sequence
0 → L(M(λ),Mi−1)→ L(M(λ),Mi)→ L(M(λ),Mi/Mi−1)→ 0. (3.7)
This implies the following exact sequence:
ExtkH
(
X,L(M(λ),Mi−1))→ ExtkH(X,L(M(λ),Mi))→ ExtkH(X,L(M(λ),Mi/Mi−1)). (3.8)
Take vi ∈ W 0μ such that Mi/Mi−1 	 δM(w2viμ0). We have
ExtkH
(
X,L(M(λ),Mi/Mi−1))	 ExtkH(X,L(M(λ), δM(w2viμ0))). (3.9)
Recall that X = L(M(wλλ), δM(w1μ0)). Since μ0 is regular, by the ﬁrst part of this proof, we get
HomH
(
X,L(M(λ),Mi/Mi−1)) = 0 if and only if wλw1μ0 ∈ W 0λw2viμ0. (3.10)
If wλw1μ0 /∈ W 0λw2viμ0, then ExtkH
(
X,L(M(λ),Mi/Mi−1))= 0 for all k ∈ Z0. (3.11)
Set i0 = min{i | wλw1μ0 ∈ W 0λw2viμ0}. (If wλw1μ0 /∈ W 0λw2viμ0 for all i, put i0 = r + 1.) We prove
the following claim by induction on i.
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(
X,L(M(λ),Mi))= 0 for all k ∈ Z0. (3.12)
If i = 0, then M0 = 0. So we have ExtkH(X,L(M(λ),M0)) = 0 for all k ∈ Z0. Assume that 0 <
i < i0. Since i < i0, we have wλw1μ0 /∈ W 0λw2viμ0 by the deﬁnition of i0. By (3.11), we have
ExtkH(X,L(M(λ),Mi/Mi−1)) = 0 for all k ∈ Z0. By the induction hypothesis, ExtkH(X,L(M(λ),
Mi−1)) = 0 for all k ∈ Z0. By (3.8), we have ExtkH(X,L(M(λ),Mi)) = 0. Hence we get (3.12).
Next, we prove the following claim by induction on i.
For all i0  i  r, we have HomH
(
X,L(M(λ),Mi)) = 0. (3.13)
By (3.7), we have an exact sequence
0 → HomH
(
X,L(M(λ),Mi0−1))→ HomH(X,L(M(λ),Mi0))
→ HomH
(
X,L(M(λ),Mi0/Mi0−1))→ Ext1(X,L(M(λ),Mi0−1)).
By (3.12), we have HomH(X,L(M(λ),Mi0−1)) = Ext1(X,L(M(λ),Mi0−1)) = 0. Hence we have
HomH
(
X,L(M(λ),Mi0))	 HomH(X,L(M(λ),Mi0/Mi0−1)).
By (3.10) and the deﬁnition of i0, we have HomH(X,L(M(λ),Mi0/Mi0−1)) = 0. Hence we have
HomH(X,L(M(λ),Mi0)) = 0.
Now assume that i0 < i  r. By (3.7), we have an exact sequence
0 → HomH
(
X,L(M(λ),Mi−1))→ HomH(X,L(M(λ),Mi)).
By the induction hypothesis, we have HomH(X,L(M(λ),Mi−1)) = 0. From the above exact sequence
we get HomH(X,L(M(λ),Mi)) = 0. Hence we have (3.13).
We prove the lemma. Since μ1 = w1μ and μ2 = w2μ, wλμ1 ∈ W 0λμ2 if and only if wλw1 ∈
W 0λw2W
0
μ . Recall that {v1, . . . , vr} = W 0μ . Hence we have wλμ1 ∈ W 0λμ2 if and only if wλw1 ∈
W 0λw2vi for some i. Since μ0 is regular, wλw1 ∈ W 0λw2vi if and only if wλw1μ0 ∈ W 0λw2viμ0.
Therefore, we get the following.
wλμ1 ∈ W 0λμ2 if and only if i0  r. (3.14)
If wλμ1 ∈ W 0λμ2, then (3.6), (3.13) and (3.14) imply
HomH
(L(M(wλλ), δM(μ1)),L(M(λ), δM(μ2))) = 0.
If wλμ1 /∈ W 0λμ2, then by (3.14), we have i0 = r + 1. Hence by (3.6) and (3.12), we have
ExtkH
(L(M(wλλ), δM(μ1)),L(M(λ), δM(μ2)))= 0
for all k ∈ Z0. This completes the proof of the lemma. 
4. Example
In this section, let g = sl(3,C) and consider homomorphisms between twisted Verma modules.
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Aw (μ), regular case.
w
μ
λ s1λ s2λ s1s2λ s2s1λ w0λ
e λ s1λ s2λ s1s2λ s2s1λ w0λ
s1 λ λ, s1λ s2λ s2λ, s1s2λ s2s1λ s2s1λ,w0λ
s2 λ s1λ λ, s2λ s1s2λ s1λ, s2s1λ s1s2λ,w0λ
s1s2 λ λ, s1λ s2λ s1λ, s2λ, s1s2λ s2λ, s2s1λ λ, s2λ, s2s1λ,w0λ
s2s1 λ s1λ λ, s2λ s1λ, s1s2λ s1λ, s2λ, s2s1λ λ, s1λ, s1s2λ,w0λ
w0 λ λ, s1λ λ, s2λ λ, s1λ, s2λ, s1s2λ λ, s1λ, s2λ, s2s1λ Wλ
Table 4.2
The structure of TwM(xλ).
w
x
e s1 s2 s1s2 s2s1 w0
e
1
2 3
4 5
6
2
4 5
6
3
4 5
6
4
6
5
6
6
s1
2
4 5
6
2
1 4 5
3 6
4
6
4
3 6
5
6
6
5
s2
3
4 5
6
5
6
3
1 4 5
2 6
6
5
2 6
4
6
4
s1s2
4
6
6
4
2 6
5
6
5
2 6
1 4 5
3
6
4 5
3
s2s1
5
6
5
3 6
4
6
3 6
1 4 5
2
6
4
6
4 5
2
w0 6
6
4
6
5
6
4 5
2
6
4 5
3
6
4 5
2 3
1
4.1. Regular case
Fix a regular dominant integral element λ ∈ h∗ . Then W = Wλ = {e, s1, s2, s1s2, s2s1,w0} where
S = Sλ = {s1, s2}. The set Aw(μ) is given in Table 4.1.
Using this list, we can determine when Hom(Tw1M(μ1), Tw2M(μ2)) = 0. (There are 690 pairs of
(w1,w2,μ1,μ2) ∈ W 2 × (Wλ)2 such that Hom(Tw1M(μ1), Tw2M(μ2)) = 0.) For example, we have
Hom
(
Ts2M(s2s1λ), Ts1M(s1s2λ)
) = 0. (4.1)
In fact, w1Aw−11
(μ1) = s2As2 (s2s1λ) = {s2s1λ, s1λ} and w2w0Aw0w−12 (w0μ2) = s2s1As1s2 (s1λ) ={s2s1λ, s2λ}. Hence w1Aw−11 (μ1) ∩ w2w0Aw0w−12 (w0μ2) = {s2s1λ} = ∅. On the other hand, we have
Hom
(
Ts2M(s2s1λ), Ts1M(s1λ)
)= 0. (4.2)
In this case, we have w1Aw−11
(μ1) = s2As2 (s2s1λ) = {s2s1λ, s1λ} and w2w0Aw0w−12 (w0μ2) =
s2s1As1s2 (s1s2λ) = {s2λ,w0λ,λ}. Hence w1Aw−11 (μ1) ∩ w2w0Aw0w−12 (w0μ2) = ∅.
Let L(μ) be the irreducible quotient of M(μ). The radical ﬁltration of a twisted Verma module
TwM(xλ) is given in Table 4.2 [MS05, 9.1]. Here, we denote L(λ), L(s1λ), L(s2λ), L(s1s2λ), L(s2s1λ),
and L(w0λ) by 1,2,3,4,5, and 6 respectively. We can also see that (4.1) and (4.2) hold from Table 4.2.
For example, a homomorphism in (4.1) is given by Ts2M(s2s1λ) L(s2s1λ) ↪→ Ts1M(s1s2λ).
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Aw (μ), singular case.
w
μ
λ s2λ s1s2λ
e λ s2λ s1s2λ
s1 λ s2λ s2λ, s1s2λ
s2 λ λ, s2λ s1s2λ
s1s2 λ λ, s2λ λ, s1s2λ
s2s1 λ s2λ Wλ
w0 λ λ, s2λ Wλ
Table 4.4
The structure of TwM(xλ), singular case.
w
x
e s2 s1s2
e
1
2
3
2
3
3
s1
1
2
3
3
3
2
s2
2
3
2
1 3
3
s1s2 3
1 3
2
3
2
s2s1
2
3
3
3
2
1
w0 3
3
2
3
2
1
4.2. Singular case
Let λ ∈ h∗ be a dominant integral element such that StabW (λ) = {e, s1}. Then the set Aw(μ)
is given in Table 4.3. Then there are 172 pairs of (w1,w2,μ1,μ2) ∈ W 2 × (Wλ)2 such that
Hom(Tw1M(μ1), Tw2M(μ2)) = 0. For example, we have
Hom
(
Ts2M(s2λ), Ts1M(s1s2λ)
) = 0. (4.3)
In fact, w1Aw−11
(μ1) = s2As2 (s2λ) = {s2λ,λ} and w2w0Aw0w−12 (w0μ2) = s2s1As1s2 (λ) = {s2λ}. On the
other hand, we have
Hom
(
Ts1s2M(s2λ), Ts1M(s1s2λ)
)= 0. (4.4)
In this case, we have w1Aw−11
(μ1) = s1s2As2s1 (s2λ) = {λ} and w2w0Aw0w−12 (μ2) = s2s1As1s2 (λ) ={s2λ}.
The radical ﬁltration of a twisted Verma module TwM(xλ) is given in Table 4.4. Here, we denote
L(λ), L(s2λ), and L(s1s2λ) by 1,2 and 3 respectively. From this table, one can see (4.3) and (4.4) hold.
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