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Sharp interface limit of a non-mass-conserving Cahn–Hilliard
system with source terms and non-solenoidal Darcy flow
Kei Fong Lam ∗
Abstract
We study the sharp interface limit of a non-mass-conserving Cahn–Hilliard–Darcy
system with the weak compactness method developed in Chen (J. Differential Geom-
etry, 1996). The source term present in the Cahn–Hilliard component is a product
of the order parameter and a prescribed function with zero spatial mean, leading to
non-conservation of mass. Furthermore, the divergence of the velocity field is given
by another prescribed function with zero spatial mean, which yields a coupling of
the Cahn–Hilliard equation to a non-solenoidal Darcy flow. New difficulties arise in
the derivation of uniform estimates due to the presence of the source terms, which
can be circumvented if we consider the above specific structures. Moreover, due to
the lack of mass-conservation, the analysis is valid as long as one phase does not
vanish completely, leading to a local-in-time result. The sharp interface limit for a
Cahn–Hilliard–Brinkman system is also discussed.
Key words. Sharp interface limit, Cahn–Hilliard equation, non-solenoidal velocity, Darcy
flow, Brinkman flow, varifold
AMS subject classification. 35B40, 35K57, 35Q35, 35Q92, 35R35, 76T99.
1 Introduction
The Cahn–Hilliard equation
∂tϕ =∆µ, µ = −ε∆ϕ + ε−1Ψ′(ϕ) (1.1)
is a well-known model for spinodal decomposition and has seen many applications in
models involving multiple phases of matter [37]. In (1.1), ϕ is the order parameter which
distinguishes the two phases separated by thin interfacial layers, Ψ is a potential with two
equal minima (e.g. at ±1) with derivative Ψ′, µ is the chemical potential for ϕ, and ε > 0
is a small parameter related to the thickness of the interfacial layer. A key property is
the conservation of mass, that is, when (1.1) is posed in a bounded domain Ω ⊂ Rd and
furnished with Neumann boundary conditions ∂νϕ ∶= ∇ϕ ⋅ ν = 0 on ∂Ω, it holds that
∫
Ω
ϕ(t)dx = ∫
Ω
ϕ(0)dx ∀t > 0,
where ϕ(0) is the initial condition for ϕ. This property allows for the interpretation that
the Cahn–Hilliard equation is the H−1-gradient flow of the Ginzburg–Landau functional
[19]
∫
Ω
1
ε
Ψ(ϕ) + ε
2
∣∇ϕ∣2 dx. (1.2)
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It is possible to consider material effects for the phases of matter, for instance, if the
phases are modelled as solids with different elastic properties. Then, a model coupling the
Cahn–Hilliard equation and a quasistatic linear elasticity system is used [31, 32, 40, 55].
One may also model the phases as incompressible fluids [11], leading to coupled systems
of Navier–Stokes–Cahn–Hilliard type [1, 45] or Cahn–Hilliard–Darcy type [22, 42, 43].
Further applications of the Cahn–Hilliard equation are image inpainting [12] to fill
in damaged or missing regions of an image using data from surrounding areas, and also
in the mathematical modelling of tumour growth [21, 30, 35, 54]. Our motivation stems
from the latter application which utilizes a new class of continuum models to capture the
basic behaviour of the tumour, such as its growth by consuming a chemical species that
serves as a nutrient, and tumour elimination by apoptosis, by affixing source terms in the
Cahn–Hilliard equation. There is additional coupling of the Cahn–Hilliard equation with
a reaction-diffusion equation for the chemical species, and/or Darcy-type equation for a
velocity field. Let us mention that in inpainting and tumour growth the Cahn–Hilliard
equation is modified in such a way that the mass-conservation property is lost.
In this work we study the following Cahn–Hilliard–Darcy system
divv =H,
Kv = −∇p + (µ + χσ)∇ϕ,
∂tϕ + div (ϕv) = div (m(ϕ)∇µ) + Uϕ,
µ = ε−1Ψ′(ϕ) − ε∆ϕ − χσ,
∂tσ + div (σv) = div (n(ϕ)∇(σ − χϕ)) + S.
(1.3)
The above system is composed of a convective Cahn–Hilliard equation with source term
Uϕ and variable mobility m(ϕ) that is coupled to an equation for the variable σ with
source term S and variable mobility n(σ) through the fluxes. For positive values of χ, the
appearance of div (χm(ϕ)∇σ) in the equation for ϕ, after substituting the definition of
µ, and of div (χn(ϕ)∇ϕ) in the equation for σ lead to a type of cross-diffusion coupling
between ϕ and σ, and can be used to model chemotaxis and active transport mechanisms,
respectively [34, 35]. Both variables ϕ and σ are transported by a volume-averaged mixture
velocity v [1] which is governed by Darcy’s law with pressure p and inverse permeability
K. The term H accounts for sources and sinks in the mass balance due to the gain or loss
of volume from the term Uϕ. This system of equations arises for example when modelling
tumour and healthy cells as inertia-less fluids [18, 30, 35, 54] and its variants have been
previously studied analytically [33, 36, 44]. Note that the velocity v is non-solenoidal if
H is non-zero, and in the presence of the source terms H, Uϕ, and S, the system (1.3)
admits an energy identity of the form
d
dt
∫
Ω
1
ε
Ψ(ϕ) + ε
2
∣∇ϕ∣2 + 1
2
∣σ∣2 − χσϕdx
+ ∫
Ω
m(ϕ) ∣∇µ∣2 + n(ϕ) ∣∇(σ − χϕ)∣2 +K ∣v∣2 dx
= ∫
Ω
Uϕµ + S(σ − χϕ) +H (p − ϕµ − 1
2
∣σ∣2) dx.
(1.4)
Note that the cross-diffusion mechanisms accounting for chemotaxis and active transport
leads to a term χσϕ without a definite sign under the time derivative. Moreover, for non-
solenoidal flow, the pressure p appears explicitly in the energy identity. Also of interest is
the Cahn–Hilliard–Brinkman system [14], which modifies the Darcy law Kv = −∇p + (µ +
χσ)∇ϕ to the following Brinkman equation [13] with capillary effects:
−div (2ηDv) +Kv = −∇p + (µ + χσ)∇ϕ,
2
where the constant η > 0 can be interpreted as the viscosity, and Dv ∶= 1
2
(∇v + (∇v)⊺) is
the rate of deformation tensor.
The main goal of this work is to establish the behaviour of solutions in the singular
limit (also known as the sharp interface limit) in which the thickness of the interfacial
layer ε tends to zero. Heuristically, in the limit ε → 0, the domain Ω is partitioned into
two sets: Ω+ where ϕ is close to +1 and Ω− where ϕ is close to −1. These sets are separated
by a moving hypersurface Γ whose evolution is coupled to partial differential equations
posed in Ω±, which results in a free boundary problem. The formal identification of sharp
interface limits for phase field models in great generality can be obtained rather easily with
the method of matched asymptotic expansions [29, 48], but the rigorous passage (ε → 0)
have only been showed for a handful of models. For the Cahn–Hilliard equation and its
variants we mention three methodologies for the rigorous passage.
The first method constructs approximate solutions to the phase field model via asymp-
totic expansions. The leading zeroth order term of the expansion is built from smooth
solutions of the limiting free boundary problem, while the subsequent terms are obtained
from rigorously solving the systems of equations arising from matching expansions order-
by-order. The error between the approximate solutions and the true solution to the phase
field model is controlled by spectral estimates of the Cahn–Hilliard operator [16], and the
number of terms in the expansion depends on a desired decay rate for the error. This
method has been applied to the Cahn–Hilliard equation [9], the Cahn–Larche´ system [4],
the convective Cahn–Hilliard equation [5], and a diffuse interface model for tumour growth
[26]. Let us also mention a related method performed with Hilbert expansions [15] and
the convergence of fully discrete numerical solutions of the Cahn–Hilliard equation [28].
While this method of rigorous asymptotic expansions can yield a convergence rate in ε,
it is a local-in-time result, as it is expected that the free boundary problem admits only
local-in-time smooth solutions. Furthermore, the construction of approximate solutions
can become cumbersome rather quickly and good decay estimates are needed for the error
terms.
The second method utilises the well-known results of Modica–Mortola [46] on the
Gamma-convergence of the Ginzburg–Landau functional (1.2) to a constant multiple of the
perimeter functional, and the work of Sandier and Serfaty [50] on the Gamma-convergence
of gradient flows. Le [41] took advantage of the fact that the Cahn–Hilliard equation is
the H−1-gradient flow of the Ginzburg–Landau functional (1.2) in order to pass to the
limit ε→ 0. However, this method is only limited to gradient flows, and thus source terms
in the Cahn–Hilliard system have to be formulated in such a way that the system can be
expressed as a gradient flow of some functional [49]. In addition, this method requires
a priori smoothness on the limit hypersurface Γ in the limiting free boundary problem
(C3-regularity) and an H1-variant of a De Giorgi conjecture to hold.
The third method seeks uniform bounds in ε for the variables in appropriate function
spaces and passing to the limit ε → 0 with weak compactness methods. One obtains
as a consequence the existence of a weak solution to the free boundary problem, where
the hypersurface Γ is represented as a varifold, and the mean curvature is formulated as
the first variation of the varifold. The convergence holds global-in-time, but unlike the
first method, no convergence rate in ε can be deduced. This method has been used for
the Cahn–Hilliard equation in the seminal work of Chen [17] (cf. Stoth [53] for the radial
setting), and have seen successful applications to the Navier–Stokes–Cahn–Hilliard system
[3, 6], the Cahn–Larche´ system [32], the Hele–Shaw–Cahn–Hilliard system [25, 47], and
a model for lipid raft formation with a surface Cahn–Hilliard equation [2]. It is worth
pointing out that a uniform bound on the mean value of the chemical potential µ can be
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obtained if the mean of ϕ stayed uniformly away from −1 and 1. One way to guarantee
this is to enforce that the mean of ϕ(0) lies in (−1,1) and use the mass-conservation
property of the Cahn–Hilliard equation. Thus, the references mentioned above for this
weak compactness approach do not deal with a source term in the Cahn–Hilliard equation,
which would automatically destroy the mass-conservation property. The main purpose of
this work is to provide a result in this direction.
Let us illustrate the main obstacle in deriving uniform estimates even for the Cahn–
Hilliard equation with a bounded source term Z, that is,
∂tϕ =∆µ +Z, µε = −ε∆ϕ + ε−1Ψ′(ϕ),
whose solutions satisfy the energy identity
d
dt
∫
Ω
1
ε
Ψ(ϕ) + ε
2
∣∇ϕ∣2 dx + ∫
Ω
∣∇µ∣2 dx = ∫
Ω
Zµdx. (1.5)
A key observation to control the right-hand side is to employ a splitting and the Poincare´
inequality, leading to
∫
Ω
Zµdxds = ∫
Ω
Z(µ − µ)dx + µ∫
Ω
Z dx ≤ C∥∇µ∥L2(Ω) +C ∣µ∣ ,
where µ ∶= 1∣Ω∣ ∫Ω µdx is the spatial mean of µ. Hence, uniform estimates can be obtained
from (1.5) if the spatial mean µ can be bounded uniformly in ε, or bounded by the terms
on the left-hand side of (1.5) so that a Gronwall argument can be applied. The method
of controlling µ established in the seminal work of Chen [17] relies on ∫Ω ε−1Ψ(ϕ)dx
is uniformly bounded beforehand. This is the main difference between previous works
[3, 6, 17, 25, 32, 47] and the current work, where we need to derive an estimate on the
mean value µ absent of any uniform estimates. We overcome this technical difficult by
considering source term Z of the form Uϕ for a prescribed function U with zero spatial
mean, which allows us to adapt the proof of [17, Lem. 3.4] to derive the first uniform
estimate from the energy identity (1.4), and subsequent uniform estimates then follow.
On the other hand, observe that under natural boundary conditions we do not necessarily
have mass conservation for ϕ:
1
∣Ω∣ ∫Ω ϕ(t)dx −
1
∣Ω∣ ∫Ω ϕ0 dx = ∫
t
0
1
∣Ω∣ ∫ΩUϕdxds, (1.6)
as the right-hand side of (1.6) need not be zero. To employ the weak compactness ma-
chinery developed by Chen [17] and analyse the sharp interface limit of (1.3), we have
to estimate the right-hand side of (1.6), and thus place an upper bound on the terminal
time T for which the mean of ϕ(t) stays away from −1 and 1 for all t ∈ [0, T ]. Physically,
this means that in the time interval [0, T ] under consideration, neither phases of matter
can vanish completely. An upper bound on the terminal time means the nature of our
sharp interface analysis is local-in-time, as oppose to previous global-in-time results in the
literature.
An interesting feature of the term div (n(ϕ)χ∇ϕ) in equation for σ, as revealed in
formally matched asymptotic analysis and supported by numerical simulations [35], is
that for χ > 0, σ will experience a jump across the hypersurface Γ. More precisely,
[σ]+− = 2χ on Γ, (1.7)
where [f]+− (x) ∶= limδ→0(f(x + δν(x)) − f(x − δν(x))) denotes the jump of the quantity
f across Γ. Here, x ∈ Γ and ν is the normal vector field on Γ pointing into Ω+, with
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points x + δν(x) ∈ Ω+ and x − δν(x) ∈ Ω−. For physically relevant situations, σ represents
the density of a chemical in the system, and should always be non-negative. In the case
χ = 0, such a qualitative behaviour can be proved with the help of a weak comparison
principle, and boundedness may even be shown if the initial condition is bounded. But
it turns out that the same arguments cannot be applied when χ > 0, and establishing an
L∞(0, T ;L∞(Ω)) estimate for σ by the Moser–Alikakos iteration [8] seems not possible
due to the cross-diffusion type term div (n(ϕ)χ∇ϕ). Even if ϕ ∈ L2(0, T ;H3(Ω)) - which
is typical for weak solutions to Cahn–Hilliard systems, preliminary calculations suggest
at best one obtains σ ∈ L∞(0, T ;Lq(Ω)) for all q ∈ (2,∞) with the estimates dependent
on the value of q, and thus at present no qualitative statements can be made about σ
for positive values of χ. In fact, we have observed in numerical simulations that negative
values of σ can appear if χ is chosen inappropriately.
Hence, a secondary goal of this paper is to ascertain that the jump condition (1.7)
is present in the limit ε → 0. Then, in the sharp interface limit, σ satisfies second order
equations in the bulk regions Ω− and Ω+, for which certain comparison principles may be
available, and the jump condition (1.7) can give an indication of the appropriate range of
values for χ to choose to achieve physically relevant numerical simulations.
The outline of the paper is as follows: In Sec. 2 we introduce the notation and several
preliminary results that will be useful in studying the sharp interface limit. The main
result is stated in Sec. 3. We derive uniform estimates in Sec. 4, compactness statements
in Sec. 5, and then pass to the limit in Sec. 6. In Sec. 7 we discuss analogous sharp
interface limits for the zero-velocity variant and the solenoidal Brinkman variant.
2 Useful preliminaries
2.1 Notation
The identity matrix will be denoted by I . For any two vectors a,b ∈ Rd, the tensor
product a ⊗ b ∈ Rd×d is defined as (a ⊗ b)ij = aibj for 1 ≤ i, j ≤ d. The Jacobian matrix
of a differentiable vector-valued function Y ∶ Ω → Rd is denoted as ∇Y ∈ Rd×d, and the
Hessian of a twice-differentiable scalar function ψ ∶ Ω → R is denoted as D2ψ. For the
sharp interface limits, we obtain a decomposition of the domain Ω into two disjoint time-
dependent subsets Ω+ and Ω− separated by a time-dependent interface Γ. The jump of a
function f across Γ is defined as
[f]+− (x) ∶= lim
δ→0
(f(x + δν(x)) − f(x − δν(x))) ,
for x ∈ Γ, with a normal vector ν of Γ pointing to Ω+ such that x + δν(x) ∈ Ω+ and
x − δν(x) ∈ Ω−. Furthermore, we will denote the normal velocity of the interface Γ by V,
and the characteristic function of any measurable set A by 1A.
Function spaces. We use the notation Lp ∶= Lp(Ω) and W k,p ∶= W k,p(Ω) for any p ∈[1,∞], k > 0 to denote the standard Lebesgue spaces and Sobolev spaces equipped with
the norms ∥ ⋅ ∥Lp and ∥ ⋅ ∥W k,p. In the case p = 2 we use notation Hk(Ω) = W k,2(Ω)
and ∥ ⋅ ∥Hk ∶= ∥ ⋅ ∥W k,2 . The space-time cylinder Ω × (0, T ) is denoted as Q, and for any
t ∈ (0, T ), we denote Ω × (0, t) as Qt. Similarly, we denote ∂Ω × (0, T ) by Σ. For any
Banach space X, its dual is denoted as X ′, and for any p ∈ [1,∞], the norm of the
Bochner space Lp(0, T ;X) will sometimes be denoted as ∥ ⋅ ∥Lp(X). We will often use the
isometric isomorphism Lp(Qt) ≅ Lp(0, t;Lp) for t ∈ (0, T ] and any p ∈ [1,∞). Furthermore,
we use the notation Lp(Q) ∶= Lp(QT ) and (Lp(Q))d denotes the space of vector-valued
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functions f ∶ Q → Rd where each component belongs to Lp(Q). The space Lp(Q)d×d is
defined analogously for tensor-valued functions.
The mean of a function f will be denoted as f ∶= 1∣Ω∣ ∫Ω f dx. We introduce the space
L
p
0 ∶= {f ∈ Lp(Ω) ∶ ∫Ω f dx = 0}, p ∈ [1,∞], as the space of Lp(Ω)-functions with zero mean.
Moreover, we define H2n ∶= {f ∈H2(Ω) ∶ ∂νf = 0 on ∂Ω}, where ∂νf ∶= ∇f ⋅ν is the normal
derivative of f on ∂Ω.
For k ∈ N∪{∞}, we denote by Ckc (Ω) the space of Ck-functions with compact support
in Ω, and by Ck0 (Ω) the space of Ck-functions that have zero trace on ∂Ω. For a Banach
space B and α ∈ (0,1), we denote the space C0,α([0, T ];B) as the set of functions f ∈
C0([0, T ];B) such that ∥f∥C0,α([0,T ];B) <∞ where
∥f∥C0,α([0,T ];B) ∶= sup
t∈[0,T ]
∥f(t)∥B + sup
0≤τ<t≤T
([f]α,B(τ, t)) ,
[f]α,B(τ, t) ∶= ∥f(t) − f(τ)∥B∣t − τ ∣α .
Weakly continuous functions. For a Banach space X with dual space X ′, we denote
the space C0w([0, T ];X) as the set of functions f ∶ [0, T ] → X such that t ↦ ∥f(t)∥X is
bounded and the mapping t ↦ ⟨φ, f(t)⟩X is continuous on [0, T ] for all φ ∈ X ′, where ⟨⋅, ⋅⟩X
denotes the duality pairing between X and its dual. Furthermore, we say that fn → f
strongly in C0w([0, T ];X) if and only if
⟨φ, fn(t)⟩X → ⟨φ, f(t)⟩X in C0([0, T ]) ∀φ ∈ X ′.
Measures and total variation. For a locally compact, separable metric space Z with
Borel σ-algebra B(Z), let C0c (Z;Rd) denote the closure of compactly supported continuous
functions f ∶ Z → Rd with respect to the supremum norm. The space of Rd-valued finite
Radon measures, denoted by M(Z;Rd) can be seen as the dual space of C0c (Z;Rd) [10,
Thm. 1.54], that is, λ ∈M(Z;Rd) = (C0c (Z;Rd))′ if and only if λ[v1 + v2] = λ[v1] + λ[v2]
for all v1,v2 ∈ C0c (Z;Rd) and
∥λ∥ ∶= sup{λ[v] ∶ v ∈ C0c (Z;Rd), ∥v∥L∞(Z) ≤ 1} <∞.
We use the notation M(Z) ∶= M(Z;R). For λ ∈M(Z;Rd), its total variation, denoted
by ∣λ∣, is given as
∣λ∣ (B) = sup⎧⎪⎪⎨⎪⎪⎩
∞
∑
j=1
∣λ(Bj)∣ ∶ Bj ∈ B(Z) pairwise disjoint, B = ∞⋃
j=1
Bj
⎫⎪⎪⎬⎪⎪⎭
for every B ∈ B(Z), where ∣λ(Bj)∣ denotes the measure of Bj with respect to λ. For an
open set Ω ⊂ Rd, the set BV (Ω) ∶= {f ∈ L1(Ω) ∶ ∇f ∈ M(Ω;Rd)} denotes the space of
functions of bounded variations. The total variation of f ∈ BV (Ω) is defined as
∥∇u∥Md ∶= ∣∇u∣ (Ω) ∶= sup{∫
Ω
udivY dx ∶ Y ∈ C1c (Ω;Rd), ∥Y ∥L∞ ≤ 1} ,
and we equipped BV (Ω) with the norm ∥f∥BV ∶= ∥f∥L1 + ∥∇f∥Md . Moreover, the space
BV (Ω,{0,1}) denotes the set of all f ∈ BV (Ω) such that f(x) ∈ {0,1} for a.e. x ∈ Ω. It
is well-known that W 1,1(Ω) embeds continuously into BV (Ω) with ∥∇u∥L1 = ∥∇u∥Md =∣∇u∣ (Ω).
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Varifolds. A general (d − 1)-varifold V on Ω ⊂ Rd is a Radon measure on the Grass-
mannian manifold G(Ω) ∶= Ω×Pd−1, where Pd−1 is the set of (d−1)-dimensional subspaces
of Rd and can be identified as with Sd−1/{ν,−ν}, i.e., the set of all normals modulo ori-
entation. This allows us to associate the (d − 1)-dimensional subspace P ∈ Pd−1 with the
normal vector in Sd−1/{ν,−ν} perpendicular to P . Henceforth, we will reuse the symbol P
to denote an element in Sd−1/{ν,−ν}. The mass measure ∥V ∥ of the varifold V is a Radon
measure on Ω defined by
∥V ∥(A) = ∫
A×Pd−1
dV (x,P ) for A ⊂ Ω.
Furthermore, its first variation, denoted by δV , is a linear functional on C10(Ω;Rd) defined
as
⟨δV,Y ⟩ ∶= ∫
Ω×Pd−1
∇Y ∶ ( I − P ⊗P ) dV (x,P ) ∀Y ∈ C10(Ω;Rd). (2.1)
A varifold V is said to have a generalised mean curvature H if H is a ∥V ∥-measurable
vector-valued function satisfying
⟨δV,Y ⟩ = −∫
Ω
Y ⋅H d∥V ∥(x) ∀Y ∈ C10(Ω;Rd).
2.2 Assumptions and auxiliary results
Throughout this paper, the following assumptions hold unless stated otherwise.
(A1) Ω ⊂ Rd, d = 1,2,3, is a bounded domain with smooth boundary ∂Ω. The constants
χ and K are positive.
(A2) The functions m,n ∈ C0(R) satisfy
m0 ≤m(s) ≤m1, n0 ≤ n(s) ≤ n1 ∀s ∈ R
with positive constants m0, m1, n0 and n1.
(A3) Ψ ∈ C3(R) is a non-negative function with minima at ±1 and satisfies
∫
1
−1
√
2Ψ(s)ds = 1, Ψ′(±1) = 0, Ψ(y) ≤ 1 + ∣y∣2 ∀y ∈ [−1,1], (2.2)
and
∃c0 > 0 s.t. Ψ′′(y) ≥ c0 ∣y∣q−2 ∀ ∣y∣ > 1 − c0, (2.3)
for some exponent q ≥ 4. As a consequence, there exist positive constants k0, k1 such
that
Ψ(y) ≥ k0 ∣y∣q − k1 ∀ ∣y∣ > 1 − c0. (2.4)
(A4) For all ε ∈ (0,1], ϕε0 ∈H1(Ω), σε0 ∈ L2(Ω), and there exists a positive constant E0 and
a constant u0 ∈ (−1,1), independent of ε, such that
ϕε0 = u0, E(ϕε0, σε0) ∶= ∫
Ω
1
ε
Ψ(ϕε0) + ε2 ∣∇ϕε0∣2 + 12 ∣σε0∣2 − χσε0ϕε0 dx ≤ E0.
Furthermore, there exist Ω+(0) ⊂⊂ Ω with 1Ω+(0) ∈ BV (Ω,{0,1}) and σ0 ∈ L2(Ω)
such that σε0 → σ0 weakly in L
2(Ω) and ϕε0 → −1 + 21Ω+(0) strongly in L2(Ω).
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(A5) U(x) ∈ C0,1(Ω) ∩L∞0 (Ω) is given, and T > 0 is a fixed constant satisfying
∣u0∣ + T ∥U∥L∞(Ω) < 1, (2.5)
where u0 ∈ (−1,1) is the mean of the initial condition ϕε0. Furthermore, S(x, t) and
H(x, t) are prescribed functions satisfying S ∈ L2(0, T ;L2(Ω)),H ∈ L∞(0, T ;L∞0 (Ω)).
The value ∫ 1−1
√
2Ψ(s)ds can be seen as the surface tension which we rescale to 1, and
the other assumptions in (2.2), along with (2.3), will be used to show the assertions in
Lemmas 2.1 and 2.2 below. (A2) implies the mobilities are non-degenerate, while (A4)-
(A5) allow us to deduce the first uniform estimate, which other uniform estimates then
follow from. The condition (2.5) places an upper bound on the time interval [0, T ] for
which the sharp interface analysis is valid. In particular, under (2.5) we show that the
mean satisfies ϕε(t) ∈ (−1,1) for all t ∈ [0, T ]. Furthermore, compared to the Cahn–Hilliard
case [17] the stronger assumption q ≥ 4 in (2.3) is need to derive uniform estimates for the
analysis of the Cahn–Hilliard–Darcy system.
We now present some preliminary results that will be crucial in proving our main
results. While they have been used extensively in the literature [3, 6, 17, 25, 32, 47], we
are unable to find a reference (aside from similar results in Daube [23]). Due to their
relative importance in the study of the sharp interface limit, we sketch the proofs for the
benefit of the reader.
Lemma 2.1. There exists a positive constant C0 such that
f(y) ∶= (∣y∣ − 1)2 ≤ C0Ψ(y) ∀y ∈ R. (2.6)
Proof. For ∣y∣ ≥ 1 − c0, let C1 be a constant such that C1c0(1 − c0)q−2 ≥ 2. where q ≥ 4
is the exponent in (2.3). Then, C1Ψ
′′(y) ≥ 2 = f ′′(y) for all ∣y∣ ≥ 1 − c0. Using that
Ψ(±1) = f(±1) = Ψ′(±1) = f ′(±1) = 0, we obtain from the fundamental theorem of calculus,
C1Ψ
′(y) ≥ f ′(y), C1Ψ(y) ≥ f(y) ∀ ∣y∣ ≥ 1 − c0.
For ∣y∣ ≤ 1 − c0, let C2 be a constant such that C2 = 1/(min∣y∣≤1−c0 Ψ(y)). By assumption
Ψ(y) > 0 for ∣y∣ ≤ 1− c0, and so C2 is finite. Then, as f(y) ≤ 1 for ∣y∣ ≤ 1− c0, we have that
C2Ψ(y) ≥ 1 ≥ f(y) ∀ ∣y∣ ≤ 1 − c0.
The desired constant C0 can be taken as C0 =max(C1,C2).
Lemma 2.2. The function
W (y) ∶= ∫ y
−1
√
2Ψ˜(s)ds where Ψ˜(s) ∶=min (Ψ(s),1 + ∣s∣2)
is bijective and there exists a positive constant C1 such that for all y1, y2 ∈ R,
C1 ∣y1 − y2∣2 ≤ ∣W (y1) −W (y2)∣ ≤√2 ∣y1 − y2∣ (1 + ∣y1∣ + ∣y2∣). (2.7)
Proof. For the second inequality of (2.7), using (1 + ∣s∣2) 12 ≤ (1 + ∣s∣) yields
∣W (y1) −W (y2)∣ = ∣∫ y1
y2
√
2Ψ˜(s)ds∣ ≤√2∫ y1
y2
√
1 + ∣s∣2 ds
≤
√
2∫
y1
y2
(1 + ∣s∣)ds ≤√2(1 + ∣y1∣ + ∣y2∣)∫ y1
y2
1ds.
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Meanwhile, for the first inequality, we claim that Ψ˜(y) ≥ min(C−10 ,1)(∣y∣ − 1)2, where C0
is the constant in (2.6). Indeed, from (2.6), Ψ(y) ≥ C−10 (∣y∣ − 1)2, and so
Ψ˜(y) ≥min(C−10 (∣y∣ − 1)2,1 + ∣y∣2).
If C0 ≥ 1, we further obtain Ψ˜(y) ≥ C−10 min((∣y∣−1)2,1+ ∣y∣2) = C−10 (∣y∣−1)2, and if C0 ≤ 1,
then
Ψ˜(y) ≥min(C−10 (∣y∣ − 1)2,1 + ∣y∣2) ≥min((∣y∣ − 1)2,1 + ∣y∣2) = (∣y∣ − 1)2.
This yields the claim. Then, we see that
∣W (y1) −W (y2)∣ = ∣∫ y1
y2
√
2Ψ˜(y)ds∣ ≥√2min(C−10 ,1)∫ y1
y2
∣∣s∣ − 1∣ ds.
Without loss of generality, we assume y2 < y1, and a case analysis will yield the first
inequality of (2.7). There are five cases to consider:
(1) (1 ≤ y2 < y1), we have
2∫
y1
y2
∣∣s∣ − 1∣ ds = 2∫ y1
y2
s − 1ds = ((y1 − 1)2 − (y2 − 1)2)
= (y1 − y2)(y1 − y2 + 2y2 − 2) ≥ ∣y1 − y2∣2 .
(2) (0 ≤ y2 < y1 ≤ 1), a similar computation to case (1) yields
2∫
y1
y2
∣∣s∣ − 1∣ ds = 2∫ y1
y2
1 − sds = ((y2 − 1)2 − (y1 − 1)2)
= (y2 − y1)(y2 − y1 + 2y1 − 2) ≥ ∣y1 − y2∣2 .
(3) (0 ≤ y2 ≤ 1 < y1), using triangle inequality and Young’s inequality leads to
1
4
∣y1 − 1 + 1 − y2∣2 ≤ 1
2
((y1 − 1)2 + (1 − y2)2) = ∫ y1
y2
∣∣s∣ − 1∣ ds.
(4) (y2 < y1 < 0), consider a similar argument to cases (1)-(3) with the subcases (4i)
y2 < y1 ≤ −1 where ∣∣s∣ − 1∣ = −(1 + s), (4ii) −1 ≤ y2 < y1 < 0 where ∣∣s∣ − 1∣ = 1 + s, and
(4iii) y2 < −1 < y1 < 0 where we compute
∫
−1
y2
−(1 + s)ds + ∫ y1
−1
1 + sds = 1
2
((y1 − (−1))2 + (−1 − y2)2) ≥ 1
4
∣y1 − y2∣2 .
(5) (y2 < 0 < y1), consider the four subcases (5i) −1 < y2 < 0 < y1 < 1, (5ii) y2 < −1, y1 > 1,
(5iii) y2 < −1, 0 < y1 < 1, and (5iv) −1 < y2 < 0, y1 > 1. A short computation yields
2∫
y1
y2
∣∣s∣ − 1∣ ds =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
2(y1 − y2) − y21 − y22 for (5i),
2 + (y1 − 1)2 + (1 + y2)2 for (5ii),
2 − (1 − y1)2 + (1 + y2)2 for (5iii),
2 + (y1 − 1)2 − (1 + y2)2 for (5iv).
For (5i) observe that y1−y2 < 2, and so ∣y1 − y2∣2 < 2(y1−y2). Using also that y21 ≤ y1,
−y2 ≥ y22 we infer
2(y1 − y2) − y21 − y22 ≥ y1 − y2 > 12 ∣y1 − y2∣2 .
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By Young’s inequality we have the inequalities (y1−y2)2 ≤ 2(y21+y22), −2y1 ≥ −12y21−2
and 2y2 ≥ −12y22 − 2, and so for (5ii)
2 + (y1 − 1)2 + (1 + y2)2 ≥ 1
2
(y21 + y22) ≥ 14 ∣y1 − y2∣2 .
For (5iv), since −1 < y2 < 0, it holds that −(1 + y2)2 ≥ −1 and y22 ≤ 1. Thus, for
δ ∈ (1
2
,1), η ∈ (0,2 − δ−1), by Young’s inequality −2y1 ≥ −δy21 − δ−1 and adding a
non-positive term η(y22 − 1), we infer that
2 + (y1 − 1)2 − (1 + y2)2 ≥ 2 + y21 − 2y1 ≥ (1 − δ)y21 + ηy22 + 2 − δ−1 − η
≥
1
2
min((1 − δ), η) ∣y1 − y2∣2 .
The last case (5iii) proceeds in a similar fashion by exchanging the roles of y1 and
y2.
The injectivity of W follows from the first inequality of (2.7). From definition, Ψ˜(y) = 0
if and only if y = ±1, and the derivative W ′(y) = (Ψ˜(y)) 12 is positive for all y ≠ ±1. Hence
W (⋅) is strictly increasing over R, which together with injectivity implies that W (⋅) is
bijective.
Lemma 2.3. Let B be a Banach space and let {fn}n∈N be a bounded set in L∞(0, T ;B)
such that, for every 0 ≤ t1 < t2 ≤ T , the set {∫ t2t1 fn(t)dt ∶ n ∈ N} is relatively compact in
B. Moreover, suppose that there exists α ∈ (0,1) and a constant C > 0 such that for all
0 ≤ τ < t ≤ T and n ∈ N,
∥fn(t) − fn(τ)∥B∣t − τ ∣α ≤ C. (2.8)
Then {fn}n∈N is relatively compact in C0,β([0, T ];B) for all 0 < β < α.
Proof. Fix h > 0 and set (τhf)(t) = f(t + h) as the time translations of f . Then, for
0 ≤ t ≤ T − h, we have by (2.8),
sup
t∈[0,T−h]
∥(τhfn)(t) − fn(t)∥B ≤ sup
t∈[0,T−h]
C ∣h∣α = C ∣h∣α → 0 (2.9)
as h → 0 uniformly in n ∈ N. Hence, {fn}n∈N is relatively compact in C0([0, T ];B) [51,
Thm. 1], and so there exists a function f ∈ C0([0, T ];B) such that along a subsequence
fnj → f strongly in C
0([0, T ];B) as j → ∞. Alternatively, one may use (2.8) to deduce
equicontinuity of {fn}n∈N and apply the Banach-space-valued Arzela`–Ascoli theorem [39,
Ch. III, § 3, Thm. 3.1]. Furthermore, passing to the limit nj →∞ in (2.8) yields
sup
0≤τ<t≤T
([f]α,B(τ, t)) ≤ C,
and so the limit function f belongs to C0,α([0, T ];B). It remains to show that
sup
0≤τ<t≤T
([fnj − f]β,B(τ, t)) → 0 as j →∞ (2.10)
for any β ∈ (0, α), and the proof is similar to the proof of compact embeddings in Ho¨lder
spaces. Let η > 0 and δ > 0 be arbitrary and for 0 ≤ τ < t ≤ T , set X1 ∶= {(τ, t) ∶ ∣t − τ ∣ ≤ δ}
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and X2 ∶= {(τ, t) ∶ ∣t − τ ∣ ≥ δ}. Then, a short computation shows that
(1) sup
(τ,t)∈X1
([fnj − f]β,B(τ, t)) = sup
(τ,t)∈X1
(∣t − τ ∣α−β [fnj − f]α,B(τ, t))
≤ sup
(τ,t)∈X1
([fnj ]α,B(τ, t) + [f]α,B(τ, t)) δα−β ≤ Cδα−β ,
(2) sup
(τ,t)∈X2
([fnj − f]β,B(τ, t)) ≤ 2δ−β∥fnj − f∥C0([0,T ];B),
and so upon choosing δ sufficiently small such that Cδα−β < 1
2
η, and then choosing j
sufficiently large so that Cδ−β∥fnj − f∥C0([0,T ];B) < 12η, we arrive at
sup
0≤τ<t≤T
([fnj − f]β,B(τ, t)) ≤ C (δα−β + δ−β∥fnj − f∥C0([0,T ];B)) < η,
for arbitrary η > 0. This yields (2.10).
3 Main result
We introduce a new variable θε defined as
θε ∶= σε − χϕε, (3.1)
and consider the Cahn–Hilliard–Darcy system
divvε =H in Q, (3.2a)
Kvε = −∇pε + (µε + χθε + χ2ϕε)∇ϕε in Q, (3.2b)
∂tϕ
ε + div (ϕεvε) = div (m(ϕε)∇µε) + Uϕε in Q, (3.2c)
µε = ε−1Ψ′(ϕε) − ε∆ϕε − χθε − χ2ϕε in Q, (3.2d)
∂t(θε + χϕε) + div ((θε + χϕε)vε) = div (n(ϕε)∇θε) + S in Q, (3.2e)
vε ⋅ ν = ∂νϕε = ∂νµε = ∂νθε = 0 on Σ, (3.2f)
ϕε(0) = ϕε0, θε(0) = σε0 − χϕε0 in Ω. (3.2g)
The energy associated to (3.2) is
E(ϕε, θε) = ∫
Ω
1
ε
Ψ(ϕε) + ε
2
∣∇ϕε∣2 + 1
2
∣θε∣2 − χ2
2
∣ϕε∣2 dx, (3.3)
and solutions satisfy the energy identity
E(ϕε(t), θε(t)) + ∫
Qt
m(ϕε) ∣∇µε∣2 + n(ϕε) ∣∇θε∣2 +K ∣vε∣2 dxds
= E(ϕε0, θε0) + ∫
Qt
Uϕεµε + Sθε +H (pε −ϕεµε − 1
2
∣θε + χϕε∣2) dxds, (3.4)
which can be obtained by testing (3.2c) with µε, (3.2d) with ∂tϕ
ε, (3.2e) with θε, (3.2b)
with vε, summing the resulting equalities, integrating by parts and using (3.2a), and
integrating in time. By taking the divergence of (3.2b) and using (3.2a), we obtain an
elliptic equation for the pressure pε:
−∆pε = KH − div ((µε + χθε + χ2ϕε)∇ϕε) in Q,
∂νp
ε = 0 on Σ,
(3.5)
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with homogeneous Neumann boundary conditions. Since the addition of a time-dependent
constant is also a solution to the above elliptic equation, we demand pε satisfies the mean-
zero condition pε = 0 for unique solvability. Furthermore, integrating (3.2a) and the
boundary condition vε ⋅ ν = 0 on Σ necessary implies that the source term H has zero
spatial mean.
The formal sharp interface limit of (3.2) is
divv =H, Kv = −∇p in Ω+ ∪Ω−, (3.6a)
−div (m∇µ) = U −H, ∂tθ + div (θv − n∇θ) = S − χH in Ω+, (3.6b)
−div (m∇µ) = −U +H, ∂tθ + div (θv − n∇θ) = S + χH in Ω−, (3.6c)[v]+− ⋅ ν = 0, [µ]+− = 0, [θ]+− = 0, 2µ + 2χθ = [p]+− = κ on Γ, (3.6d)
2(−V + v ⋅ ν) = [m∇µ]+− ⋅ ν, 2χ(−V + v ⋅ ν) = [n∇θ]+− ⋅ ν on Γ, (3.6e)
m∂νµ = 0, n∂νθ = 0, v ⋅ ν = 0 on ∂Ω ∖ Γ. (3.6f)
In the above κ,V and ν denote the mean curvature, normal velocity, and unit normal of
the interface Γ, respectively, and we have used the notation
m =
⎧⎪⎪⎨⎪⎪⎩
m(1) in Ω+,
m(−1) in Ω−, n =
⎧⎪⎪⎨⎪⎪⎩
n(1) in Ω+,
n(−1) in Ω−.
We remark that the jump condition [θ]+− = 0 is equivalent to the jump condition[σ]+− = 2χ as observed in the formal analysis in Garcke et al. [35]. Indeed, we will show
below that ϕε converges (along a subsequence) to −1+21Ω+ for some set Ω+ ⊂Q of bounded
variation. If θ and σ are the limits of {θε}ε>0 and {σε}ε>0, respectively, then by (3.1) one
obtains
θ = σ − χ + 2χ1Ω+ =
⎧⎪⎪⎨⎪⎪⎩
σ+ + χ in Ω+,
σ− − χ in Ω−, so that [σ]+− = 2χ ⇔ [θ]+− = 0.
Hence, if we can show that in the limit {θε}ε>0 converges to a function θ with [θ]+− = 0 on
the interface Γ, we have ascertained the jump condition (1.7) in the sharp interface limit
when the parameter χ is non-zero.
The main result on the sharp interface limit of (3.2) is formulated as follows.
Theorem 1 (Sharp interface limit). For ε > 0, let (ϕε, µε, θε,vε, pε) be a solution to (3.2)
with initial data (ϕε0, σε0). Then, there exists a sequence {εj}j∈N, εj → 0 as j →∞ with the
following properties.
(1) There exists a measurable set Ω+ ⊂ Q with
Ω+ ∶= ⋃
t∈[0,T ]
Ω+(t) × {t}, Ω+(t) ⊂ Ω for all t ∈ [0, T ]
such that 1Ω+ ∈ L
∞(0, T ;BV (Ω,{0,1})) ∩ C0, 14 ([0, T ];L1(Ω)), 1Ω+ ∣t=0 = 1Ω+(0) in
L2(Ω), and
ϕεj → ϕ ∶= −1 + 21Ω+(t) a.e. in Q and strongly in C0,α([0, T ];L2(Ω))
for any α ∈ (0, 1
8
).
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(2) There exist Radon measures λ,{λik}1≤i,k≤d on Q, Radon measures λt, {λtik}1≤i,k≤d
on Ω for a.e. t ∈ (0, T ), such that dλ(x, t) = dλt(x)dt, dλik(x, t) = dλtik(x)dt and
( 1
εj
Ψ(ϕεj) + εj
2
∣∇ϕεj ∣2) dxdt → λ weakly* in M(Q),
(εj∂xiϕεj∂xkϕεj) dxdt → λik weakly* in M(Q),
with
∣∇1Ω+(t)∣ (Ω)dx ≤ dλt(x) for a.e. t ∈ (0, T ).
(3) There exists a Radon measure V = V t dt on Q × Pd−1 such that
∫
T
0
⟨δV t,Y ⟩dt = ∫
Q
∇Y ∶ ( I dλt − (dλtik )ik) dt ∀Y ∈ C10(Ω;Rd).
Furthermore, for a.e. t ∈ (0, T ), there exist λt-measurable functions {cti}1≤i≤d and
vector-valued functions {νti}1≤i≤d such that
0 ≤ cti ≤ 1,
d
∑
i=1
cti ≥ 1,
d
∑
i=1
νti ⊗ νti = I λt − a.e.,
and the varifold V = V t dt has the following representation
∫
Ω×Pd−1
Y (x,P )dV t(x,P ) = ∫
Ω
d
∑
i=1
cti(x)Y (x,νti (x))dλt(x), (3.7)
for all Y ∈ C0c (Ω × Pd−1).
(4) There exist functions µ ∈ L2(0, T ;H1(Ω)), θ ∈ C0w([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)),
v ∈ L2(Q)d and p ∈ L2(0, T ;L20(Ω)) such that
µεj (resp. θεj)Ð→ µ (resp. θ) weakly in L2(0, T ;H1(Ω)), (3.8a)
θεj Ð→ θ weakly* in L∞(0, T ;L2(Ω)), (3.8b)
θεj Ð→ θ strongly in L2(Q), (3.8c)
vεj Ð→ v weakly in L2(Q)d, (3.8d)
pεj Ð→ p weakly in L2(Q), (3.8e)
with
⟨θ(0), φ⟩ = ⟨θ0, φ⟩ = ⟨σ0 + χ − 2χ1Ω+(0), φ⟩ for all φ ∈ L2(Ω). (3.9)
(5) Let ϕ ∶= −1 + 21Ω+ . Then, the quintuple (V,µ, θ,v, p) is a varifold solution to the
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sharp interface limit (3.6) with initial values (1Ω+(0), θ0) in the sense that
0 = ∫
Q
v ⋅ ∇ζ + ζH dxdt, (3.10a)
0 = ∫
Q
Kv ⋅Y − pdivY + 21Ω+ div ((µ + χθ)Y )dxdt, (3.10b)
0 = ∫
Q
m(ϕ)∇µ ⋅ ∇ζ − 21Ω+(∂tζ +∇ζ ⋅ v + Uζ) + (U −H)ζ dxdt (3.10c)
− ∫
Ω
21Ω+(0)ζ(⋅,0)dx,
0 = ∫
Q
n(ϕ)∇θ ⋅ ∇ζ − (2χ1Ω+(t) + θ)(∂tζ +∇ζ ⋅ v)dxdt (3.10d)
− ∫
Q
Sζ + χHζ dxdt − ∫
Ω
(2χ1Ω+(0) + θ0)ζ(⋅,0)dx,
0 = ∫
Q
21Ω+ div ((µ + χθ)Y )dxdt − ∫ T
0
⟨δV t,Y ⟩dt (3.10e)
hold for all ζ ∈ C∞(Q) such that ζ(T ) = 0 and for all Y ∈ C0([0, T ];C10 (Ω;Rd)).
Furthermore, for a.e. 0 ≤ τ < t ≤ T , it holds that
λt(Ω) + 1
2
∥θ(t)∥2L2 + ∫ t
τ
∫
Ω
m(ϕ) ∣∇µ∣2 + n(ϕ) ∣∇θ∣2 +K ∣v∣2 dxds
≤ λτ (Ω) + 1
2
∥θ(τ)∥2L2 + ∫ t
τ
∫
Ω
Uϕµ + Sθ +H (p − µϕ + 1
2
∣θ + χϕ∣2) dxds. (3.11)
Remark 3.1. The jump conditions [µ]+− = [θ]+− = 0 in (3.6) are implicitly encoded in the
requirement that µ and θ belong to L2(0, T ;H1(Ω)).
Remark 3.2. Theorem 1 generalizes the result of Melchionna and Rocca [47] and of Fei
[25] (case α = 0) by considering source terms Uϕ and H, and a coupling to a convection-
reaction-diffusion equation through the non-zero parameter χ.
We end this section with a brief illustration on how (3.10) forms an appropriate weak
formulation for (3.6). Assume for the moment that (3.6) has a sufficiently smooth solution(Ω±,Γ, µ, θ,v, p, κ), and denote the integration with respect to the Hausdorff measure on
Γ by dΓ. We apply Reynold’s transport theorem to ∫Ω+(t) ζ dx for functions ζ ∈ C1(Q)
such that ζ(T ) = 0, leading to
−∫
Ω
1Ω+(0)ζ(⋅,0)dx = ∫ T
0
∫
Ω
1Ω+(t)∂tζ dxdt − ∫
T
0
∫
Γ(t)
Vζ dΓdt, (3.12)
where we recall that V is the normal velocity of Γ associated to ν, the unit normal pointing
into Ω+, and hence the appearance of a minus sign on the last term of the right-hand side.
Employing divv =H and the divergence theorem on Ω+(t) we find that
∫
T
0
∫
Γ(t)
2(−V + v ⋅ ν)ζ dΓdt = ∫ T
0
∫
Ω
−21Ω+(t)(∂tζ + v ⋅ ∇ζ +Hζ)dxdt
− ∫
Ω
21Ω+(0)ζ(⋅,0)dx.
(3.13)
Then, the derivation of (3.10c) and (3.10d) follows directly from (3.13) and the equations
involving µ and θ in (3.6). We point out that one has to use [v]+− ⋅ν = 0 in the derivation of
(3.10d). The derivation of (3.10a) is clear from testing divv =H in Ω± with an arbitrary
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test function ζ ∈ C1(Q) and using [v]+− ⋅ ν = 0 on Γ. Meanwhile, using the well-known
result that the first variation of the area of Γ in the direction of an arbitrary vector field
Y ∈ C1(Ω;Rd) is
δ
δΓ
Area(Γ)[Y ] = ∫
Γ
div ΓY dΓ = ∫
Γ
−κY ⋅ ν dΓ,
where div Γ denotes the surface divergence and the above surface integration-by-parts
formula differs to the classical formulation by a sign since ν points into Ω+, we obtain for
the relation 2(µ + χθ) = κ the weak formulation
∫
Ω+(t)
2div ((µ + χθ)Y ) dx = −∫
Γ(t)
2(µ + χθ)ν ⋅Y dΓ
= −∫
Γ(t)
κν ⋅Y dΓ = δ
δΓ
Area(Γ)[Y ].
This motivates (3.10e). Lastly testing the Darcy law Kv = −∇p in Ω± with an arbitrary
Y ∈ C1(Ω;Rd) yields
∫
Ω
Kv ⋅Y − pdivY dx = −∫
Γ
[p]+− ν ⋅Y dΓ = −∫
Γ
2(µ + χθ)ν ⋅Y dΓ
= −∫
Ω
21Ω+ div ((µ + χθ)Y ) dx,
which motivates (3.10b).
4 Uniform estimates
In this section, the symbol C will denote constants that are independent of ε and may
vary from line to line.
4.1 First estimate
Let
ε0 ∶=min (1, k0/χ2) , (4.1)
where k0 is the constant in (2.4). By (2.4) it holds that
∥ϕ∥2L2 ≤ ∫{∣ϕ∣≤1−c0}(1 − c0)2 dx + ∫{∣ϕ∣>1−c0} k−10 Ψ(ϕ) + k1 dx
≤ k−10 ∥Ψ(ϕ)∥L1 +C. (4.2)
For ε ∈ (0, ε0], we have 12ε ≥ χ22k0 , and so together with Young’s inequality, (4.2) yields a
lower bound for the energy E defined in (3.3):
E(ϕε(t), θε(t)) ≥ ∫
Ω
(1
ε
− χ
2
2k0
)Ψ(ϕε(t)) + ε
2
∣∇ϕε(t)∣2 + 1
2
∣θε(t)∣2 dx −C
≥ ∫
Ω
1
2ε
Ψ(ϕε(t)) + ε
2
∣∇ϕε(t)∣2 + 1
2
∣θε(t)∣2 dx −C ∀ε ∈ (0, ε0].
(4.3)
We now consider the energy identity (3.4) and estimate the right-hand side as follows: By
(A5) and the Poincare´ inequality, we see that
∫
Ω
Uϕεµε + Sθε dx = ∫
Ω
Uϕε(µε − µε) + Sθε dx + µε∫
Ω
Uϕε dx
≤ C∥U∥L∞∥ϕε∥L2∥∇µε∥L2 + ∥S∥L2∥θε∥L2 + µε∫
Ω
Uϕε dx.
(4.4)
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To handle the last term involving the mean µε we adapt the proof of [17, Lem. 3.4] as
follows: Let ψ be a C2(Ω)-function with ∂νψ = 0 on ∂Ω, and denote
eε ∶= 1
ε
Ψ(ϕε) + ε
2
∣∇ϕε∣2 , Aε ∶= eε − ε∇ϕε ⊗∇ϕε. (4.5)
Then, we obtain after multiplying (3.2d) with ∇ψ ⋅∇ϕε, integrating over Ω and integrating
by parts
∫
Ω
µε∇ψ ⋅ ∇ϕε dx = ∫
Ω
(1
ε
Ψ′(ϕε) − ε∆ϕε − χθε − χ2ϕε)∇ψ ⋅ ∇ϕε dx
= ∫
Ω
∇eε ⋅ ∇ψ − εdiv (∇ϕε ⊗∇ϕε) ⋅ ∇ψ − χ(θε + χϕε)∇ψ ⋅ ∇ϕε dx
= ∫
Ω
−Aε I ∶D2ψ + χ(∇θε ⋅ ∇ψ + (θε + χ
2
ϕε)∆ψ)ϕε dx,
where I denotes the identity tensor, D2ψ denotes the Hessian of ψ and we used the
relation
1
2
∇(∣∇f ∣2) = div (∇f ⊗∇f) −∆f ∇f.
Meanwhile, on the left-hand side we have
∫
Ω
µε∇ψ ⋅ ∇ϕε dx = −∫
Ω
ϕε∇µε ⋅ ∇ψ + (µε − µε)ϕε∆ψ dx − µε∫
Ω
ϕε∆ψ dx,
so that upon combining we obtain
µε∫
Ω
ϕε∆ψdx = ∫
Ω
D2ψ ∶ Aε I − 1
2
χ2 ∣ϕε∣2∆ψ dx
− ∫
Ω
(∇(µε + χθε) ⋅ ∇ψ + (µε − µε + θε)∆ψ)ϕε dx
≤ C (1 + ∥ψ∥2C2(Ω)) (∫
Ω
eε + ∣ϕε∣2 + ∣θε∣2 dx)
+ 1
8
∥m 12 (ϕε)∇µε∥2L2 + 14∥n 12 (ϕε)∇θε∥2L2 ,
(4.6)
where we have used the boundedness and positivity of the mobilities m(⋅) and n(⋅), i.e.,∥∇µε∥L2 ≤ 1√m0 ∥m 12 (ϕε)∇µε∥L2 . Choosing ψ to be the unique solution to
−∆ψ = −U in Ω, ∂νψ = 0 on ∂Ω with ψ = 0,
which is possible as U has zero spatial mean, then the left-hand side of (4.6) reads as
µε ∫Ω Uϕε dx, while by the assumption (A5) that U ∈ C0(Ω) and classical elliptic theory
yields ψ ∈ C2(Ω) ∩ C0(Ω) satisfying ∥ψ∥C2(Ω) ≤ C∥U∥C0(Ω) ≤ C. Thus, substituting the
above estimate to the right-hand side of (4.4), and integrating in time from 0 to t, we
arrive at
∫
Qt
Uϕεµε + Sθε dxds ≤ C (∫
Qt
eε + ∣ϕε∣2 + ∣θε∣2 dxds) +C∥S∥2L2(Q)
+ 2
8
∥m 12 (ϕε)∇µε∥2L2(Qt) + 14∥n 12 (ϕε)∇θε∥2L2(Qt).
(4.7)
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To estimate the source term involving H ∈ L∞(0, T ;L∞0 (Ω)), we employ the splitting (cf.
[36])
∫
Qt
H (pε − µεϕε − 1
2
∣θε + χϕε∣2) dxds
= ∫
Qt
H(pε − µεϕε)dxdt + ∫
Qt
H (ϕε(µε − µε) − 1
2
∣θε + χϕε∣2) dxds
≤ ∫
Qt
H(pε − µεϕε)dxds + 1
8
∥m 12 (ϕε)∇µε∥2L2(Qt) +C∥θε∥2L2(Qt) +C∥ϕε∥2L2(Qt),
(4.8)
Introducing the operator N ∶ L20 →H2n ∩L20 as N (f) = u where u is the unique solution to
−∆u = f in Ω, ∂νu = 0 on ∂Ω with u = 0.
By the Lax–Milgram theorem and elliptic regularity the solution u lies in H2n ∩ L20 with∥u∥H2 ≤ C∥f∥L2 . Then, it is easy to check that N (−µε∆(ϕε − ϕε)) = µε(ϕε −ϕε) and so
pε =N (KH − div [(µε − µε + χθε + χ2ϕε)∇ϕε] − µε∆(ϕε −ϕε))
=N (KH − div [(µε − µε + χθε + χ2ϕε)∇ϕε]) + µε(ϕε − ϕε)
=∶ zε + µε(ϕε − ϕε).
By the definition of the variable zε, for any ζ ∈H2n(Ω), we obtain by integrating by parts
and the homogeneous Neumann boundary conditions
∫
Ω
∇zε ⋅ ∇ζ dx = ∫
Ω
KHζ + (µε − µε + χθε + χ2ϕε)∇ϕε ⋅ ∇ζ dx
= ∫
Ω
KHζ −ϕε∇(µε − µε + χθε) ⋅ ∇ζ − (ϕε(µε − µε + χθε) + 1
2
χ2 ∣ϕε∣2)∆ζ dx.
Substituting ζ = N (zε) so that the left-hand side becomes ∥zε∥2
L2
, and by the elliptic
estimate ∥N (zε)∥H2 ≤ C∥zε∥L2 , this leads to
∥zε∥2L2 ≤ K∥H∥L2∥N (zε)∥L2 + ∥ϕε∥L3∥∇(µε − µε + χθε)∥L2∥∇N (zε)∥L6
+ (∥ϕε∥L3∥µε − µε + χθε∥L6 +C∥ϕε∥2L4) ∥∆N (zε)∥L2
≤ C∥zε∥L2 (K∥H∥L2 + ∥ϕε∥L3 (∥∇µε∥L2 + χ∥θε∥H1) + ∥ϕε∥2L4) ,
where we have used the Poincare´ inequality to deduce ∥µε − µε∥L6 ≤ C∥µε − µε∥H1 ≤
C∥∇µε∥L2 . Then, using ∫ΩH dx = 0, we find
∫
Qt
H(pε − µεϕε)dxds = ∫
Qt
H(zε + µε ϕε)dxds = ∫
Qt
Hzε dxds
≤ CK∥H∥2L2(Q) +C ∫ t
0
∥ϕε∥L3 (∥∇µε∥L2 + ∥θε∥H1) + ∥ϕε∥2L4 ds
≤
1
8
∥m 12 (ϕε)∇µε∥2L2(Qt) + 14∥n 12 (ϕε)∇θε∥2L2(Qt)
+C (1 + ∫ t
0
∥θε∥2L2 + ∥ϕε∥2L4 ds) .
Substituting the above estimate into (4.8) we infer for the source term involving H in the
energy identity (3.4) the following estimate
∫
Qt
H (pε − µεϕε − 1
2
∣θε + χϕε∣2) dxds
≤ C + 1
4
∥m 12 (ϕε)∇µε∥2L2(Qt) + 14∥n 12 (ϕε)∇θε∥2L2(Qt)
+C ∫
Qt
Ψ(ϕε) + ∣θε∣2 dxds,
(4.9)
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where we employed (2.4) and a similar calculation to (4.2) to deduce
∥ϕε∥2L4 ≤ C + ∫
Ω
∣ϕε∣q dx ≤ C (1 + ∫
Ω
Ψ(ϕε)dx) .
In particular, we note that this motivates the assumption q ≥ 4 in (A3). We are now in a
position to derive the first uniform estimate. Let us define the quantity
G(ϕε, θε) ∶= 1
2ε
∥Ψ(ϕε)∥L1 + ε2∥∇ϕε∥2L2 + ∥θε∥2L2 . (4.10)
Then, using (4.3), the estimation on the source terms (4.7) and (4.9), the boundedness of
the initial energy (A4) and the estimate (4.2), we obtain from (3.4) the following integral
inequality
G(ϕε(t), θε(t)) + 1
2
∥m 12 (ϕε)∇µε∥2L2(Qt) + 12∥n 12 (ϕε)∇θε∥2L2(Qt) +K∥vε∥2L2(Qt)
≤ C +C ∫
t
0
G(ϕε(s), θε(s))ds.
By virtue of Gronwall’s inequality in integral form [34, Lem. 3.1] we infer the uniform
estimate
1
ε
∥Ψ(ϕε)∥L∞(0,T ;L1) + ε2∥∇ϕε∥2L∞(0,T ;L2) + ∥θε∥2L∞(0,T ;L2)
+ ∥m 12 (ϕε)∇µε∥2L2(Q) + ∥n 12 (ϕε)∇θε∥2L2(Q) + ∥vε∥2L2(Q) ≤ C, (4.11)
for all ε ∈ (0, ε0], where ε0 is defined in (4.1).
4.2 Second estimates
Building on (4.11) we now derive subsequent uniform estimates. There exists a positive
constant C2 such that the Modica–Mortola ansatz function w
ε =W (ϕε), where W is the
bijective function defined in Lemma 2.2, satisfies
∥wε∥L∞(0,T ;W 1,1) ≤ C2. (4.12)
Indeed, by (4.2), (4.11), and the second inequality of (2.7), we infer that
∥∇wε(t)∥L1 ≤ ∫
Ω
1
ε
Ψ(ϕε(t)) + ε
2
∣∇ϕε(t)∣2 dx ≤ C,
∥wε(t)∥L1 = ∥W (ϕε(t)) −W (−1)∥L1 ≤ C ∫
Ω
∣ϕε(t) + 1∣ (2 + ∣ϕε(t)∣)dx
≤ C (1 + ∥ϕε(t)∥2L2) ≤ C,
for a.e. t ∈ [0, T ]. As a further consequence of (4.11), (2.4) and (2.6), we obtain
∥ϕε(t)∥Lq ≤ C, ∥ ∣ϕε(t)∣ − 1∥L2 ≤ Cε 12 ∀t ∈ (0, T ]. (4.13)
4.3 Ho¨lder-in-time uniform estimates
For any y ∶= 2q
q−2 ∈ (2,4], we obtain from (3.2c) that
∥∂tϕε∥L2(0,T ;(W 1,y)′) ≤ ∥ϕε∥L∞(0,T ;Lq)∥vε∥L2(Q) +C (∥∇µε∥L2(Q) + ∥ϕε∥L2(Q)) .
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Using that θε is bounded in L∞(0, T ;L2(Ω))∩L2(0, T ;H1(Ω)) ⊂ L 103 (Q) and ϕε is bounded
in L∞(0, T ;Lq(Ω)) ⊂ L 103 (Q) in three spatial dimensions, from (3.2e) we infer that
∥∂tθε∥
L
5
4 (0,T ;(W 1,5)′) ≤ (∥θε∥L 103 (Q) + χ∥ϕε∥L 103 (Q))∥vε∥L2(Q)
+C (∥∂tϕε∥L2(0,T ;(W 1,y)′) + ∥∇θε∥L2(Q) + ∥S∥L2(Q)) ,
and altogether this implies for any y = 2q
q−2 ∈ (2,4],
∥∂tθε∥
L
5
4 (0,T ;(W 1,5)′) + ∥∂tϕε∥L2(0,T ;(W 1,y)′) ≤ C. (4.14)
We now use the above estimates to obtain Ho¨lder-in-time bounds for ϕε and wε. By virtue
of the absolute continuity of Banach space-valuedH1(0, T ) functions [24, Lem. 2.2.1, p. 44],
we consider (3.2c) as the following equality in (W 1,y)′: for any 0 ≤ τ < t ≤ T ,
ϕε(t) − ϕε(τ) = ∫ t
τ
div (m(ϕε)∇µε) − div (ϕεvε) + Uϕε ds. (4.15)
Let φ ∈ C∞(Rd) satisfy 0 ≤ φ ≤ 1 in Rd, φ = 0 in Rd ∖B1, where B1 is the ball centered at
the origin with radius 1 and ∫Rd φdx = 1. Let η0 denote a small positive number, and for
any η ∈ (0, η0), let ϕεη denote the mollification of ϕε defined as
ϕεη(x, t) = ∫
B1
φ(y)ϕε(x − ηy, t)dy = −η−d∫
Rd
φ( (x−z)
η
)ϕε(z, t)dz (4.16)
for x ∈ Ω, t ≥ 0 and η ∈ (0, η0] and ϕε has been extended in the exterior neighbourhood{x ∉ Ω ∶ dist(x,∂Ω) < η} via ϕε(x + ην(x), t) = ϕε(x − ην(x), t) for x ∈ ∂Ω, η ∈ (0, η0] and
t ≥ 0. Then, keeping in mind the following standard properties of mollifiers:
∥fη∥Lr ≤ ∥f∥Lr , ∥∇fη∥Lr ≤ Cη−1∥f∥Lr for any 1 ≤ r <∞, (4.17)
we obtain from testing (4.15) with the function Xη ∶= ϕεη(t) − ϕεη(τ)
∫
Ω
(ϕε(t) −ϕε(τ))Xη dx = ∫
Ω
−∇Xη ⋅ (∫ t
τ
−ϕεvε +m(ϕε)∇µε ds) +Xη (∫ t
τ
Uϕε ds) dx
≤ ∥ϕε∥L∞(0,T ;Lq)∥vε∥L2(Q) ∣t − τ ∣1/2 ∥∇Xη∥Ly
+m1∥∇µε∥L2(Q) ∣t − τ ∣1/2 ∥∇Xη∥L2
+ ∥Uϕε∥L2(Q) ∣t − τ ∣1/2 ∥Xη∥L2 .
Using (4.17) and the uniform estimate (4.13), we see that
∥Xη∥L2 ≤ ∥ϕε(t) −ϕε(τ)∥L2 ≤ 2∥ϕε∥L∞(0,T ;L2) ≤ C,∥∇Xη∥Ly ≤ Cη−1∥ϕε∥L∞(0,T ;Ly) ≤ Cη−1,
and so
∫
Ω
(ϕε(t) −ϕε(τ))Xη dx ≤ C ∣t − τ ∣1/2 (1 + η−1) .
Together with the following estimate [17, (3.2)-(3.4)]
∥ϕεη(t) −ϕε(t)∥2L2 ≤ C∥∇wε(t)∥L1 ≤ Cη ∀t ∈ [0, T ], (4.18)
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we have
∥ϕε(t) −ϕε(τ)∥2L2 ≤ C (η + ∣t − τ ∣1/2 (1 + η−1)) .
Dividing through by ∣t − τ ∣β for some β > 0 and choosing η =min(η0, ∣t − τ ∣γ) for some γ > 0.
Then, the resulting right-hand side now reads as C(∣t − τ ∣γ−β + ∣t − τ ∣1/2−β + ∣t − τ ∣1/2−γ−β),
and for this to be bounded for any 0 ≤ τ < t ≤ T , we require 1
2
≥ β + γ, γ ≥ β. Choosing
β = γ = 1
4
and taking the supremum over 0 ≤ τ < t ≤ T we infer the estimate
sup
0≤τ<t≤T
∥ϕε(t) − ϕε(τ)∥2
L2∣t − τ ∣1/4 ≤ C. (4.19)
Following the arguments in the proof of [17, Lem. 3.2] we obtain an analogous estimate
for wε:
sup
0≤τ<t≤T
∥wε(t) −wε(τ)∥L1∣t − τ ∣1/8 ≤ C. (4.20)
4.4 Uniform estimate for the spatial mean of µε
We now derive a uniform estimate for the mean value µε. Observe from (3.2c), the mean
value ϕε satisfies
ϕε(t) = u0 + ∫ t
0
∣Ω∣−1∫
Ω
Uϕε dxds,
where u0 ∈ (−1,1) is the mean value of the initial condition ϕε0 that is independent of ε.
Recalling the mollifier ϕεη , from the proof of [17, Lem. 3.4] we infer the following estimate
∥ϕεη∥L∞ ≤ 1 +Cη− d2 ∥(∣ϕε∣ − 1)∥L2 ≤ 1 +Cη− d2 ε 12 , (4.21)
so that by (4.18),
∣ϕε(t)∣ = ∣u0 + ∫ t
0
∣Ω∣−1∫
Ω
U(ϕε −ϕεη) + Uϕεη dxds∣
≤ ∣u0∣ +C∥U∥L∞∥ϕε − ϕεη∥L2(Qt) + t∥U∥L∞∥ϕεη∥L∞(0,T ;L∞(Ω))
≤ ∣u0∣ +C (η 12 + η− d2 ε 12 ) + T ∥U∥L∞ .
(4.22)
Together with (2.5), this in turn implies that there exists ε1 > 0 such that for all ε ∈(0,min(ε0, ε1)],
∫
Ω
(ϕεη −ϕεη)ϕε dx = ∫
Ω
(ϕεη −ϕε)ϕε + (ϕε)2 − 1dx + ∣Ω∣ (1 − (ϕε)2) + ∣Ω∣ϕε(ϕε −ϕεη)
≥ ∣Ω∣ (1 − (ϕε)2) −C∥ϕεη −ϕε∥L2∥ϕε∥L2 − ∥ ∣ϕε∣2 − 1∥L1
≥ ∣Ω∣ (1 − (ϕε)2) −C(η 12 + ε 12 )
≥ ∣Ω∣ (1 − (∣u0∣ + T ∥U∥L∞)2) −C (η 12 + ε 12 (1 + η− d2 )) > 0,
if we choose η sufficiently small but independent of ε. In the above we have used (4.18)
and (4.13) to deduce that
∣ϕε(ϕε − ϕεη)∣ ≤ C∥ϕε∥L2∥ϕε − ϕεη∥L2 ≤ Cη 12 ,
∥ ∣ϕε∣2 − 1∥L1 ≤ ∥ ∣ϕε + 1∣ ∣∣ϕε∣ − 1∣ ∥L1 ≤ C∥ ∣∣ϕε∣ − 1∣ ∥L2 ≤ Cε 12 .
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Then, returning to the equality (4.6) and this time choose ψ as the solution to
−∆ψ = −(ϕεη − ϕεη) in Ω, ∂νψ = 0 on ∂Ω with ψ = 0,
as in the proof of [17, Lem. 3.4], with
∥ψ∥C2(Ω) ≤ C∥ϕεη∥C1(Ω) ≤ Cη−1 (1 + ε 12 η− d2 ) ,
we find that
∣µε(t)∣ ≤ C∥ψ∥C2(Ω) (1 + ∥∇µε(t)∥L2 + ∥∇θε(t)∥L2) ,
i.e., µε is bounded in L2(0, T ) and Poincare´’s inequality yields
∥µε∥L2(Q) ≤ C. (4.23)
4.5 Uniform estimates for the pressure
It remains to derive uniform estimates for the pressure. From (3.5), the pressure pε satisfies
∫
Ω
∇pε ⋅ ∇ζ dx = ∫
Ω
KHζ − (µε + χθε + χ2ϕε)∇ϕε ⋅ ∇ζ dx
for all ζ ∈H1(Ω). Choose ζ =N (pε) ∈H2n ∩L20, integrating by parts and using the elliptic
estimate ∥N (pε)∥H2 ≤ C∥pε∥L2 yields
∥pε∥2L2 = ∫
Ω
KHN (pε) +ϕε∇(µε + χθε) ⋅ ∇N (pε)dx
+ ∫
Ω
ϕε(µε + χθε)∆N (pε) + 1
2
χ2 ∣ϕε∣2∆N (pε)dx
≤ C∥pε∥L2 (1 + ∥ϕε∥L3 (∥µε∥H1 + ∥θε∥H1) + ∥ϕε∥2L4) .
(4.24)
Then, using (4.11), (4.12) and (4.20) we have
∥pε∥L2(Q) ≤ C. (4.25)
5 Compactness
For each ε ∈ (0, ε2], where ε2 = min(ε0, ε1), ε0 is defined in (4.1) and ε1 is the constant
from the derivation of (4.23), let (ϕε, µε, θε,vε, pε) denote a solution to (3.2). Then, by the
uniform estimates (4.11)-(4.14), (4.19), (4.20), (4.23), (4.25), we immediately deduce the
existence of functions θ,µ ∈ L2(0, T ;H1), v ∈ L2(Q)d and p ∈ L2(0, T ;L20) such that the
convergence statements (3.8a), (3.8b), (3.8d) and (3.8e) hold along a subsequence {εj}j∈N
converging to zero. We claim additionally that
θεj Ð→ θ strongly in C0w([0, T ];L2(Ω)) ∩L2(Q),
which will allow us to attain the initial condition for θ. The strong convergence in
L2(Q) follows from the application of [51, § 8, Cor. 4] and the uniform boundedness in
L2(0, T ;H1(Ω))∩W 1, 54 (0, T ; (W 1,5(Ω))′). For the strong convergence in C0w([0, T ];L2(Ω)),
we argue as in [27, (3.119)]. Let φ ∈ C∞c (Ω) and define fj(t) ∶ [0, T ] → R by fj(t) ∶=
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∫Ω θεj(t)φdx. Boundedness of θεj in L∞(0, T ;L2(Ω)) implies that fj is bounded uni-
formly for every t ∈ [0, T ], and by the boundedness of ∂tθεj in L 54 (0, T ; (W 1,5(Ω))′) one
observes that
∣fj(t) − fj(τ)∣ ≤ ∣⟨∫ t
τ
∂tθ
εj(s)ds,φ⟩
W 1,5
∣ ≤ ∥φ∥W 1,5∥∂tθεj∥L 54 (0,T ;(W 1,5)′) ∣t − τ ∣ 15
≤ C ∣t − τ ∣ 15 ,
with a constant C not depending on j. Hence {fj}j is also equicontinuous and by the
Arzela`–Ascoli theorem
∫
Ω
θεj(t)φdx → ∫
Ω
θ(t)φdx strongly in C0([0, T ]) ∀φ ∈ C∞c (Ω).
Using a density argument for φ ∈ L2(Ω) yields the desired assertion. We now infer some
compactness for {ϕεj}j∈N and {wεj}j∈N.
Lemma 5.1. Let 0 < α < 1
8
. There exists a measurable set Ω+ ⊂ Q of finite perimeter, i.e.,
1Ω+(t) ∈ L
∞(0, T ;BV (Ω,{0,1})) such that
wεj Ð→ w ∶= 1Ω+ weakly* in L∞(0, T ;W 1,1(Ω)),
wεj Ð→ 1Ω+ strongly in C
0,α(0, T ;L1(Ω)) ∩L1(Q) and a.e. in Q,
ϕεj Ð→ ϕ ∶= −1 + 21Ω+ strongly in C0,α([0, T ];L2(Ω)) ∩L2(Q) and a.e. in Q.
Furthermore, there exists a positive constant C such that for all 0 ≤ τ < t ≤ T ,
∫
Ω
∣1Ω+(t) − 1Ω+(τ)∣ dx ≤ C ∣t − τ ∣ 14 , ∥∇1Ω+(t)∥Md = ∣∇1Ω+(t)∣ (Ω) ≤ C,
that is, 1Ω+ ∈ L∞(0, T ;BV (Ω,{0,1})) ∩C0, 14 ([0, T ];L1(Ω)).
Proof. The estimate (4.20) shows that the time translation of wε satisfies
∥τhwε −wε∥L1(0,T−h;L1) ≤ C ∣h∣ 18 (T − h)→ 0 as h→ 0,
uniformly in ε. By the compact embedding W 1,1(Ω) ⊂⊂ L1(Ω), for every 0 ≤ t1 < t2 ≤ T ,
the set {∫ t2t1 wε(s)ds ∶ ε ∈ (0, ε2]} is relatively compact in L1(Ω). Then, together with
(4.12), Lemma 2.3 and [51, § 6, Thm. 3] imply that there exists a subsequence {εj}j∈N and
a function w such that for any α ∈ (0, 1
8
),
wεj → w in C0,α([0, T ];L1(Ω)) ∩L1(Q) and a.e. in Q.
Let ϕ be the function defined by the relation w(x, t) =W (ϕ(x, t)). This is well-defined as
W (⋅) is bijective. Then, by the first inequality of (2.7), we obtain
C1 ∣ϕεj(x, t) − ϕ(x, t)∣2 ≤ ∣wεj(x, t) −w(x, t)∣ for a.e. (x, t) ∈ Q.
Using the convergence results for {wεj}j∈N this then yields that ϕεj → ϕ a.e. in Q and
strongly in L2(Q). To show that ϕεj → ϕ in C0,α([0, T ];L2(Ω)) with Lemma 2.3, it
suffices to show that, for any 0 ≤ t1 < t2 ≤ T , the set F ∶= {∫ t2t1 ϕεj(t)dt ∶ j ∈ N} is
relatively compact in L2(Ω). The estimate (4.13) implies that {ϕε}ε∈(0,ε2] is bounded in
L∞(0, T ;Lq(Ω)) for q ≥ 4, then by Ho¨lder’s inequality,
∥∫ t2
t1
ϕεj(⋅, t)dt∥q
Lq(Ω)
≤ ∣t2 − t1∣q−1 ∥ϕεj∥qLq(Ω×(t1,t2))
≤ T q∥ϕε∥q
L∞(0,T ;Lq) ≤ c,
(5.1)
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for some positive constant c. So, F is bounded in Lq(Ω) ⊂ L2(Ω). The claim then follows
from the application of the Kolmogorov–Riesz compactness theorem [7, Thm. 2.32] once
we show that, for all δ > 0, there exist η > 0 and a subset V such that for all f ∈ F , a ∈ Rd
with ∣a∣ < η,
∫
Ω
∣f(x + a) − f(x)∣2 dx < δ and ∫
Ω∖V
∣f(x)∣2 dx < δ.
Here, we have extended all f ∈ F by zero outside Ω and retained the same notation. For
the former condition, we choose
η <
C1δ
T 2C2
,
where C1 is the constant in (2.7) and C2 is the constant in (4.12). Then, by Ho¨lder’s
inequality, the first inequality of (2.7), Fubini’s theorem, absolute continuity on lines for
W 1,1 functions, we obtain (suppressing the dependence on t),
∫
Ω
∣∫ t2
t1
ϕεj(x + a) −ϕεj(x)dt∣2 dx ≤ ∣t2 − t1∣∫ t2
t1
∫
Ω
∣ϕεj(x + a) −ϕεj(x)∣2 dxdt
≤
T
C1
∫
t2
t1
∫
Ω
∣wεj(x + a) −wεj(x)∣ dxdt ≤ T
C1
∫
1
0
∫
t2
t1
∫
Ω
∣∇wεj(x + aξ)∣ ∣a∣ dxdtdξ
≤ η
T 2
C1
∥∇wεj ∥L∞(0,T ;L1) < δ.
For the latter condition, we choose V to be any compact subset of Ω such that its measure
satisfies
∣Ω ∖ V ∣ < δ qq−2 c− 2q−2 ,
where c is the constant in (5.1). Then, by Ho¨lder’s inequality,
∫
Ω∖V
∣∫ t2
t1
ϕεj(x, t)dt∣2 dx ≤ ∥∫ t2
t1
ϕεj(t)dt∥2
Lq(Ω)
∣Ω ∖ V ∣ q−2q < δ.
By the embedding W 1,1(Ω) ⊂ BV (Ω), the limit function w belongs to L∞(0, T ;BV (Ω)).
Then, applying Fatou’s lemma to the second estimate of (4.13) for ϕε shows that the limit
function ϕ satisfies ∣ϕ(x, t)∣ = 1. Using the definition of the function W in Lemma 2.2 and
the first identity of (2.2), it holds that w(t) ∈ BV (Ω,{0,1}) for all t ∈ [0, T ]. Defining the
following measurable sets
Ω+(t) ∶= {x ∈ Ω ∶ lim
δ→0
1∣Bδ(x)∣ ∫Bδ(x)w(y, t)dy = 1} , Ω−(t) ∶= Ω ∖Ω+(t)
for any t ∈ [0, T ] allows us to consider w(x, t) as the characteristic function 1Ω+(t)(x) of
Ω+. Furthermore, the set Ω+ ⊂ Q has finite perimeter, as its characteristic function belongs
to the space BV (Ω,{0,1}). Then, by the relation ϕ = W −1(w) we obtain the assertion
that ϕ = −1 + 21Ω+(t).
The assertion regarding the total variation ∣∇1Ω+(t)∣ (Ω) follows from applying the
weak lower semicontinuity of the BV-norm to the estimate for ∇wεj in (4.12). Meanwhile,
arguing as in [17], by (4.19) and the strong convergence of ϕεj to ϕ in C0([0, T ];L2(Ω)),
it holds that
∥1Ω+(t) − 1Ω+(τ)∥L1 = ∥1Ω+(t) − 1Ω+(τ)∥2L2 = 14∥ϕ(t) − ϕ(τ)∥2L2
= lim
εj→0
1
4
∥ϕεj(t) −ϕεj(τ)∥2L2 ≤ C ∣t − τ ∣ 14 .
The proof is complete.
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We define eε(ϕε) as the Ginzburg–Landau density and ξε(ϕε) as the discrepancy den-
sity by
eε(ϕε) ∶= 1
ε
Ψ(ϕε) + ε
2
∣∇ϕε∣2 , ξε(ϕε) = ε
2
∣∇ϕε∣2 − 1
ε
Ψ(ϕε).
Then, the uniform estimate (4.11) implies
∥eε(ϕε)∥L∞(0,T ;L1) + ∥ε∇ϕε ⊗∇ϕε∥L∞(0,T ;L1) ≤ C. (5.2)
For 1 ≤ i, k ≤ d, we introduce the linear functionals on C0c (Q):
⟨λε, Y ⟩ ∶= ∫
Q
eε(ϕε)Y dxdt, ⟨λεik, Y ⟩ ∶= ∫
Q
ε∂xiϕ
ε∂xkϕ
ε Y dxdt, (5.3)
for Y ∈ C0c (Q). The integrals are well-defined as eε(ϕε) and ε∂xiϕε∂xkϕε are L1(Q)-
functions. Hence we can interpret λε and λεik, for 1 ≤ i, k ≤ d, as Radon measures.
Lemma 5.2. There exist a subsequence {εj}j∈N converging to zero, Radon measures λ(x, t)
and {λik(x, t)}1≤i,k≤d on Q, Radon measures λt(x) and {λtik(x)}1≤i,k≤d on Ω for a.e. t ∈(0, T ) such that
λεj → λ(x, t) weakly* in M(Q), dλ(x, t) = dλt(x)dt,
λ
εj
ik
→ λik(x, t) weakly* in M(Q), dλik(x, t) = dλtik(x)dt. (5.4)
Furthermore,
∣∇1Ω+(t)∣ (Ω) ≤ λt(Ω), (5.5)
and there exists a function E(t) such that the energy (3.3) satisfies
E(ϕεj(t), θεj(t))→ E(t) ∶= λt(Ω) + ∫
Ω
1
2
∣θ(t)∣2 dx − χ2
2
∣Ω∣ (5.6)
and for a.e. 0 ≤ τ ≤ t ≤ T with the notation ϕ(x, s) ∶= −1 + 21Ω+(s)(x), we have
E(t) + ∫ t
τ
∫
Ω
m (ϕ) ∣∇µ∣2 + n (ϕ) ∣∇θ∣2 +K ∣v∣2 dxds
≤ E(τ) + ∫ t
τ
∫
Ω
Uϕµ + Sθ +H (p −ϕµ − 1
2
∣θ + χϕ∣2) dxds. (5.7)
Proof. The estimate (5.2) and the compactness of Radon measures yield the existence
of λ and λij . The decomposition of λ into a spatial component λ
t ∈ M(Ω) and a time
component follows from the application of the disintegration theorem, see for example [38,
Proof of Prop. 3.15]. In particular, the L∞-boundedness in time from (5.2) ensures the
limit measure λ is absolutely continuous in time, i.e.,
λ(A × I)→ 0 whenever ∣I ∣→ 0 with measurable I ⊂ [0, T ]
for all measurable A ⊂ Ω, cf. [3, p. 407]. The same assertion also applies to the signed
measures {λik}1≤i,k≤d by repeating the procedure for the positive and negative parts re-
spectively.
Recalling the definition of the Modica–Mortola ansatz wεj = W (ϕεj), by Young’s
inequality, one obtains for a.e. t ∈ (0, T ),
∣∇wεj(t)∣ (Ω) = ∥∇wεj (t)∥L1(Ω) ≤ ∥eεj(ϕεj (t))∥L1(Ω).
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Passing to the limit j → ∞ and using the lower semicontinuity of the BV-norm yields
(5.5). By (4.2) and (4.11), the function
E(ϕε(t), θε(t)) = ∫
Ω
eε(ϕε(t)) + 1
2
∣θε(t)∣2 − χ2
2
∣ϕε(t)∣2 dx (5.8)
is bounded uniformly in ε for a.e. t ∈ [0, T ], and thus we can define a pointwise limit (along
subsequences)
E(t) ∶= lim
j→∞
E(ϕεj(t), θεj(t)) for a.e. t ∈ [0, T ].
Using a similar derivation to the energy identity (3.4), for any 0 ≤ τ < t ≤ T , it holds that
∫
t
τ
∫
Ω
m(ϕεj) ∣∇µεj ∣2 + n(ϕεj) ∣∇θεj ∣2 +K ∣vεj ∣2 dxds
= ∫
t
τ
∫
Ω
Uϕεjµεj + Sθεj +H (pεj −ϕεjµεj − 1
2
∣θεj + χϕεj ∣2) dxds
+ E(ϕεj(τ), θεj(τ)) − E(ϕεj(t), θεj(t)).
(5.9)
For fixed 0 ≤ τ < t ≤ T such that E(t) and E(τ) are defined, passing to the limit j →∞ in
the above equality and employ the weak/strong convergences leads to
∫
t
τ
∫
Ω
Uϕµ + Sθ +H (p − ϕµ − 1
2
∣θ + χϕ∣2) dxds +E(τ) −E(t)
for the right-hand side. Meanwhile, the boundedness and continuity of the mobility m,
a.e. convergence of ϕεj to ϕ in Q and Lebesgue’s dominating convergence theorem yields
that m
1
2 (ϕεj)ζ → m 12 (ϕ)ζ strongly in L2(Q)d for any ζ ∈ L2(Q)d. Hence, together
with the weak convergence of ∇µεj we obtain that m 12 (ϕεj)∇µεj → m 12 (ϕ)∇µ weakly in
L2(Q)d. A similar argument shows n 12 (ϕεj)∇θεj → n 12 (ϕ)∇θ weakly in L2(Q)d. The
inequality (5.7) follows from applying the weak lower semicontinuity of the L2(Q)-norm
to the left-hand side of (5.9).
It remains to show the explicit form for the limit E(t) in (5.6). For this purpose,
consider testing (5.8) with an arbitrary test function δ ∈ C∞c (0, T ) and then passing to the
limit j →∞, yielding
∫
T
0
δ(t)λt(Ω)dt = lim
j→∞
∫
Q
δ(t)eεj (ϕεj)dxdt
= ∫
T
0
δ(t)(E(t) − ∫
Ω
1
2
∣θ(t)∣2 − χ2
2
∣ϕ(t)∣2 dx) dt. (5.10)
In the above we have used the strong convergence of θεj in L2(Q) to show that
∣∫
Q
δ (∣θεj ∣2 − ∣θ∣2) dxdt∣ ≤ ∥θεj + θ∥L2(Q)∥θεj − θ∥L2(Q)∥δ∥L∞(0,T )
≤ C∥θεj − θ∥L2(Q) → 0, (5.11)
and a similar argument can be applied to pass to the limit for the term δ ∣ϕεj ∣2. Note
that ∣ϕ(x, t)∣2 = ∣−1 + 21Ω+(t)(x)∣2 = 1 for a.e. (x, t) ∈ Q, and so this yields the expression
(5.6).
Remark 5.1. Due to the presence of the source terms in the energy identity (5.7), the
“sharp interface” energy E(t) need not be monotone, compared to previous studies in the
literature.
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Lemma 5.3. There exist λ-measurable functions {pil(x, t)}1≤l≤d, and λ-measurable unit
vectors {νl}1≤l≤d such that 0 ≤ pil ≤ 1, ∑dl=1 pil ≤ 1, ∑dk=1 νk ⊗ νk = I λ-a.e. in Q, and the
symmetric, positive semi-definite matrix Υ = (Υik)1≤i,k≤d defined as
Υ ∶= pi1ν1 ⊗ ν1 + ⋅ ⋅ ⋅ + pidνd ⊗ νd λ − a.e. in Q (5.12)
satisfies
dλik(x, t) = Υik(x, t)dλ(x, t) λ − a.e. in Q. (5.13)
Proof. The proof can be found in [17, § 3.5] and [38, § 3.2.7], and so we briefly sketch
the details. The main point is that the crucial result [17, Thm. 3.6] on the non-negativity
of the discrepancy measure ξεj(ϕεj) in the limit j → ∞ depends only on the form of
equation (3.2d) and can be applied in our present setting, as µεj + χθεj + χ2ϕεj ∈ L2(Ω)
for a.e. t ∈ (0, T ). This shows that
∫
Q
Y ⊗Z ∶ (dλik)1≤i,k≤d ≤ ∫
Q
∣Y ∣ ∣Z∣ dλ ∀Y ,Z ∈ C0c (Q;Rd), (5.14)
which implies the measures {λik}1≤i,k≤d are absolutely continuous with respect to λ, and
leads to the existence of λ-measurable functions Υik such that (5.13) holds. The sym-
metry and positive semi-definiteness of Υ are inherited from the matrix εj∇ϕεj ⊗ ∇ϕεj .
Then, there exists an orthonormal basis {νl}1≤l≤d composed of eigenvectors of Υ with
corresponding eigenvalues {pil}1≤l≤d such that Υ can be expressed as in (5.12). Due to
(5.14), it holds that 0 ≤ (Υζ) ⋅ ζ ≤ ∣ζ∣2 and so no eigenvalues can be greater than 1, while
the assertion ∑dl=1 pil ≤ 1 can be obtained from passing to the limit j →∞ in the following
inequality:
∫
Q
Y tr(εj∇ϕεj ⊗∇ϕεj)dxdt ≤ ∫
Q
∣Y ∣ (eεj(ϕεj ) + ξεj(ϕεj)) dxdt,
for Y ∈ C0(Q), leading to (using that {νl}1≤l≤d are orthonormal and so tr(νk⊗νk) = ∣νk ∣2 =
1)
∫
Q
Y
d
∑
l=1
Υll dλ(x, t) = ∫
Q
Y
d
∑
l=1
pil dλ(x, t) ≤ ∫
Q
∣Y ∣ dλ(x, t),
i.e., ∑dl=1 pil dλ ≤ dλ and so ∑dl=1 pil ≤ 1 λ-a.e. in Q. Furthermore, as {νk}1≤k≤d is an
orthonormal basis, a simple calculation shows that (∑dl=1 νl ⊗ νl)ζ = ζ for any ζ ∈ Rd with
ζ = ∑di=1 ζiνi. Hence, ∑dk=1 νk ⊗ νk = I λ-a.e. in Q.
6 Passing to the limit
We recall the following strong convergences:
ϕεj → −1 + 21Ω+ strongly in C0([0, T ];L2(Ω)) ∩L2(Q),
θεj → θ strongly in L2(Q).
Testing (3.2a) with an arbitrary test function ζ ∈ C1(Q) and integrating by parts, then
passing to the limit leads to
0 = ∫
Q
v ⋅ ∇ζ + ζH dxdt. (6.1)
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Then, testing (3.2c) expressed as
∂t(1 + ϕεj) + div (ϕεjvεj) = div (m(ϕεj)∇µεj) + Uϕεj
with an arbitrary test function ζ ∈ C1(Q) such that ζ(T ) = 0, integrating in time, inte-
grating by parts and passing to the limit, where we use the boundedness and continuity
of m(⋅) to deduce the strong convergence of m(ϕεj)∇ζ to m(−1 + 21Ω+)∇ζ in L2(Q)d via
the dominated convergence theorem, leads to (3.10c). Similarly, testing (3.2e) expressed
as
∂t(θεj + χ(1 +ϕεj)) + div ((θεj + χϕεj)vεj) = div (n(ϕεj)∇θεj) + S
with an arbitrary test function ζ ∈ C1(Q) such that ζ(T ) = 0, integrating in time, inte-
grating by parts and passing to the limit yields (3.10d). Meanwhile, testing (3.2b) with
an arbitrary Y ∈ C0([0, T ];C10 (Ω;Rd)), and upon integrating by parts yields
0 = ∫
Q
(Kvεj +∇pεj − (µεj + χθεj)∇(1 + ϕεj) − χ2
2
∇ ∣ϕεj ∣2) ⋅Y dxdt
= ∫
Q
Kvεj ⋅Y − (pεj − χ2
2
∣ϕεj ∣2) divY + div ((µεj + χθεj)Y ) (1 +ϕεj)dxdt.
Passing to the limit leads to (3.10b) once we used Y = 0 on ∂Ω and the divergence theorem
to deduce that
∫
Q
∣ϕεj ∣2 divY dxdt → ∫
Q
∣−1 + 21Ω+(t)∣2 divY dxdt = ∫
Q
divY dxdt = 0.
It remains to pass to the limit in the equation (3.2d) and construct the varifold. Testing
(3.2d) with Y ⋅ ∇(1 +ϕεj), where Y ∈ C0([0, T ];C10 (Ω;Rd)) is arbitrary, leads to
∫
Q
(eεj(ϕεj) − εj∇ϕεj ⊗∇ϕεj) I ∶ ∇Y dxdt
= −∫
Q
Y ⋅ ∇(1 + ϕεj) (µεj + χθεj − χ2ϕεj) dxdt
= ∫
Q
(1 +ϕεj)div ((µεj + χθεj)Y ) + χ2
2
∣ϕεj ∣2 divY dxdt.
Passing to the limit j →∞ yields for the right-hand side
∫
Q
21Ω+(t) div ((µ + χθ)Y ) dxdt.
The left-hand side can be handled in a similar fashion to [17, §3.5], and we obtain
∫
Q
∇Y ∶ ( I −Υ) dλt(x)dt = ∫
Q
∇Y ∶ ( I − d∑
i=1
(piiνi ⊗ νi)(x, t)) dλt(x)dt
= ∫
Q
∇Y ∶
d
∑
i=1
cti(x) ( I − (νi ⊗ νi)(x, t)) dλt(x)dt,
where cti(x) ∶= pii(x, t) + 1d−1 (1 −∑dj=1 pij(x, t)). Indeed, a short calculation using ∑di=1 νi ⊗
νi = I and ∑di=1 I = d I shows that the second equality:
I −
d
∑
i=1
piiνi ⊗ νi =
d
∑
i=1
pii I −
d
∑
i=1
piiνi ⊗ νi + d
d − 1
⎛⎝1 −
d
∑
j=1
pij
⎞⎠ I − 1d − 1 ⎛⎝1 −
d
∑
j=1
pij
⎞⎠ I
=
d
∑
i=1
pii( I − νi ⊗ νi) + 1
d − 1
⎛⎝1 −
d
∑
j=1
pij
⎞⎠(
d
∑
i=1
I − νi ⊗ νi) = d∑
i=1
cti( I − νi ⊗ νi).
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The properties 0 ≤ pii and ∑di=1 pii ≤ 1 imply that cti ≥ 0, and similarly, cti = d−2d−1pii +
1
d−1(1 − ∑j≠i pij) ≤ d−2d−1 + 1d−1 = 1 thanks to the property 0 ≤ pii ≤ 1. This establishes
the assertion that 0 ≤ cti ≤ 1. Moreover, using ∑di=1 pii ≤ 1 we easily infer that ∑di=1 cti =
∑di=1 pii + dd−1 (1 −∑dj=1 pij) = dd−1 − 1d−1 ∑di=1 pii ≥ 1.
For a.e. t ∈ (0, T ) we define a Radon measure V t on Ω × Pd−1 by
dV t(x,P ) ∶= d∑
i=1
cti(x)dλt(x) δνi(t,x)(P ), (6.2)
where δν(P ) is the projection onto the hyperplane normal to ν. In particular, identifying
P
d−1 with Sd−1/{ν,−ν}, then δν is just a Dirac measure at ν, i.e., δν(A) = 1 if ν = A
and 0 if ν ≠ A. Then, we define the varifold V = V t dt and see that (6.2) satisfies the
representation formula (3.7). Furthermore, by (2.1) we have
∫
Q
∇Y ∶
d
∑
i=1
cti(x) ( I − (νi ⊗ νi)(x, t)) dλt(x)dt
= ∫
Q×Pd−1
∇Y ∶ ( I − P ⊗P )dV t(x,P )dt = ∫ T
0
⟨δV t,Y ⟩dt,
which leads to (3.10e).
7 Sharp interface limits for other variants
7.1 Zero-velocity variant
We can easily adapt the above proof to study the sharp interface limit of (3.2) with zero
velocity:
∂tϕ
ε = div (m(ϕε)∇µε) + Uϕε in Q, (7.1a)
µε = ε−1Ψ′(ϕε) − ε∆ϕε − χθε − χ2ϕε in Q, (7.1b)
∂tθ
ε + χ∂tϕε = div (n(ϕε)∇θε) + S in Q, (7.1c)
∂νϕ
ε = ∂νµε = ∂νθε = 0 on Σ, (7.1d)
ϕε(0) = ϕε0, θε(0) = σε0 − χϕε0 in Ω, (7.1e)
The key difference between the analysis for (3.2) and (7.1) is that we obtain uniform
estimates for {∂tϕε}ε∈(0,1] and {∂tθε}ε∈(0,1] in the more regular space L2(0, T ;H1(Ω)′).
This is evident from the inspection of (7.1a) and (7.1c) once the analogue of the first
uniform estimate (4.11) is derived. With the better regularity, we can deduce that the
limit θ of the (sub)sequence {θεj}j∈N also belongs to C0([0, T ];L2(Ω)), and in particular
the initial condition θ0 is attained a.e. in Ω and as an equality in L
2(Ω), rather than as in
(3.9). The corresponding sharp interface limit of (7.1) is simply (3.6b)-(3.6f) with H = 0,
v = 0 and neglecting the condition [p]+− = κ on Γ, i.e.,
−div (m∇µ) = U , ∂tθ + div (θv − n∇θ) = S in Ω+, (7.2a)
−div (m∇µ) = −U , ∂tθ + div (θv − n∇θ) = S in Ω−, (7.2b)[µ]+− = 0, [θ]+− = 0, 2µ + 2χθ = κ on Γ, (7.2c)
−2V = [m∇µ]+− ⋅ ν, −2χV = [n∇θ]+− ⋅ ν on Γ, (7.2d)
m∂νµ = 0, n∂νθ = 0 on ∂Ω ∖ Γ. (7.2e)
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Furthermore, in this case we can take the exponent q in (2.3) to be q > 2 like in the original
analysis of Chen [17] as oppose to q ≥ 4 in the current analysis for the Cahn–Hilliard–Darcy
system and the analysis for the Cahn–Hilliard–Brinkman system below. We summarize
this in the following theorem.
Theorem 2 (Sharp interface limit for the zero-velocity variant). For ε > 0, let (ϕε, µε, θε)
be a solution to (7.1) with initial data (ϕε0, σε0). Assume that (2.3) holds with an exponent
q > 2. Then, there exists a sequence {εj}j∈N, εj → 0 as j → ∞ such that properties (1),(2), (3) of Theorem 1 hold, as well as:
(4) There exist functions µ ∈ L2(0, T ;H1(Ω)), θ ∈ C0([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω))
such that (3.8a)-(3.8c) are satisfied with θ(0) = θ0 ∶= σ0 + χ − 2χ1Ω+(0) in L2(Ω).
(5) The triplet (V,µ, θ) is a varifold solution to (7.2) with initial values (1Ω+(0), θ0) in
the sense that (3.10c)-(3.10e) and (3.11) with v = 0, H = 0 are satisfied.
7.2 Solenoidal Brinkman variant
We consider replacing the non-solenoidal Darcy law with a solenoidal Brinkman law, that
is, consider (3.2c)-(3.2g) with
divvε = 0 in Q, (7.3a)
−div (2ηDvε) +Kvε = −∇pε + (µε + χθε + χ2ϕε)∇ϕε in Q, (7.3b)
vε = 0 on Σ, (7.3c)
where Dv ∶= 1
2
(∇v + (∇v)⊺) and η > 0 is a fixed constant. The corresponding sharp
interface limit is
divv = 0, −div (2ηDv) +Kv = −∇p in Ω+ ∪Ω−, (7.4a)
−div (m∇µ) = U −H, ∂tθ + div (θv − n∇θ) = S − χH in Ω+, (7.4b)
−div (m∇µ) = −U +H, ∂tθ + div (θv − n∇θ) = S + χH in Ω−, (7.4c)
2µ + 2χθ = κ, [µ]+− = 0, [θ]+− = 0 on Γ, (7.4d)[v]+− = 0, [p]+− ν − 2η [Dv]+− ν = κν on Γ, (7.4e)
2(−V + v ⋅ ν) = [m∇µ]+− ⋅ ν, 2χ(−V + v ⋅ ν) = [n∇θ]+− ⋅ ν on Γ, (7.4f)
m∂νµ = 0, n∂νθ = 0, v = 0 on ∂Ω ∖ Γ. (7.4g)
In particular, the velocity v is continuous across the interface, as dictated by the condition[v]+− = 0, the Darcy law Kv = −∇p in (3.6a) is replaced by the Brinkman law −div (2ηDv)+
Kv = −∇p and the Young–Laplace law [p]+− = κ in (3.6d) is replaced by the stress balance[p]+− ν − 2η [Dv]+− ν = κν.
Let us point out that for the non-solenoidal case divvε = H, if we prescribe that H
belongs to the space L∞(0, T ;H2n ∩ L∞0 ), then we infer that the pressure pε satisfies the
Poisson equation
−∆pε = KH − 2η∆H − div ((µε + χθε + χ2ϕε)∇ϕε) in Ω.
For the calculations in Section 4.1 in dealing with the term H(pε − µεϕε) appearing on
the right-hand side of (3.4), it is desirable to have a homogeneous Neumann boundary
∂νp
ε = 0 on ∂Ω for the pressure, so that we can also set pε = 0, and write
pε =N (KH − 2η∆H − div ((µε − µε + χθε + χ2ϕε)∇ϕε)) + µε(ϕε −ϕε).
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However, in doing so we then introduce additional boundary terms of the form
∫
∂Ω
2η(Dvε)ν ⋅ vε − pεvε ⋅ ν,
to the energy identity (3.4) when we test the Brinkman equation (7.3b) with vε, and this
boundary term seems not to vanish if we prescribe ∂νp
ε = Kvε ⋅ ν − 2η∆vε ⋅ ν = 0 on ∂Ω.
Hence, we consider only the solenoidal case (7.3) and the sharp interface analysis
simplifies considerably. The weak formulation for the Brinkman subsystem (7.3) is
∫
Ω
2ηDvε(t) ∶ Dζ +Kvε(t) ⋅ ζ − (µε(t) + χθε(t) + χ2ϕε(t))∇ϕε(t) ⋅ ζ dx = 0 (7.5)
for a.e. t ∈ (0, T ) and for all ζ ∈ H10,σ(Ω), where the space H10,σ(Ω) is the completion of
C∞0,σ(Ω) ∶= {f ∈ C∞0 (Ω)d ∶ divf = 0} with respect to the H1(Ω)d norm, and the pressure
is eliminated. Testing (3.2c) with µε, (3.2d) with ∂tϕ
ε, (3.2e) with θε, and (7.5) with vε
leads to the energy identity
E(ϕε(t), θε(t)) + ∫
Qt
m(ϕε) ∣∇µε∣2 + n(ϕε) ∣∇θε∣2 +K ∣vε∣2 + 2η ∣Dvε∣2 dxds
= ∫
Qt
Uϕεµε + Sθε dxds + E(ϕε0, θε0),
where E(ϕε, θε) is given in (5.8). Then, from this energy estimate we can derive the uniform
estimates (4.11)-(4.13) and (4.23) with additionally the control ∥η1/2Dvε∥L2(Q) ≤ C, so that
by Korn’s inequality (recall the boundary condition (7.3c)) we infer that vε is bounded in
L2(0, T ;H1(Ω)d).
Furthermore, employing the boundedness of vε in L2(0, T ;L6(Ω)d), we find that
div (ϕεvε) and ∂tϕε are bounded in L2(0, T ;H1(Ω)′). By the interpolation inequality∥f∥L3 ≤ ∥f∥1/2L2 ∥f∥1/2L6 and the boundedness of θε in L∞(0, T ;L2(Ω)) ∩L2(0, T ;L6(Ω)), we
find that div (θεvε) and ∂tθε are bounded in L 43 (0, T ;H1(Ω)′). Then, the Ho¨lder-in-time
uniform estimates (4.19)-(4.20) follow from before.
We can derive estimates on a pressure variable, abusing notation and denoted as pε
again, by standard arguments in the study of solenoidal fluid equations. From the weak
formulation (7.5), we define a distribution F ε as
⟨F ε,ζ⟩ = ∫
Ω
2ηDvε(t) ∶ Dζ +Kvε(t) ⋅ ζ + ϕε(t)∇(µε(t) + χθε(t)) ⋅ ζ dx
+ ∫
Ω
ϕε(t)(µε(t) + χθε(t))div ζ + 1
2
χ2 ∣ϕε(t)∣2 div ζ dx
for ζ ∈H10,σ(Ω). Denoting by H−1 the dual space of H10,σ(Ω), and employing the uniform
estimates obtained above, we find that F ε is bounded in L2(0, T ;H−1) (cf. similar calcu-
lations in (4.24)) and F ε vanishes on the subspace C∞0 ([0, T ];C∞0,σ(Ω)) by (7.5). Applying
for example [52, § IV, Lem. 1.4.1] shows that there exists a unique pε ∈ L2(0, T ;L20(Ω))
satisfying F ε = −∇pε in the sense of distributions for a.e. t ∈ (0, T ) and
∥pε∥L2(Q) ≤ C∥F ε∥L2(0,T ;H−1) ≤ C (7.6)
for positive constants C independent of ε. We formulate the sharp interface limit for the
solenoidal Cahn–Hilliard–Brinkman system in the following theorem.
Theorem 3 (Sharp interface limit for the solenoidal Brinkman system). For ε > 0, let(ϕε, µε, θε,vε) be a solution to (3.2c)-(3.2g), (7.5) with initial data (ϕε0, σε0). Then, there
exists a sequence {εj}j∈N, εj → 0 as j →∞ such that properties (1), (2), (3) of Theorem
1 hold, as well as:
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(4) There exist functions µ ∈ L2(0, T ;H1(Ω)), θ ∈ C0w([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)),
v ∈ L2(0, T ;H10,σ(Ω)), p ∈ L2(0, T ;L20(Ω)) such that (3.8a)-(3.8c), (3.8e), (3.9) and
vε Ð→ v weakly in L2(0, T ;H1(Ω)d)
are satisfied.
(5) The quadruple (V,µ, θ,v) is a varifold solution to (7.4) with initial values (1Ω+(0), θ0)
in the sense that (3.10a), (3.10c)-(3.10e) are satisfied with H = 0, and
0 = ∫
Q
2ηDv ∶ DY +Kv ⋅Y − pdivY + 21Ω+ div ((µ + χθ)Y ) dxdt, (7.7)
holds for all Y ∈ C0([0, T ];C∞0 (Ω;Rd)). Furthermore, for a.e. 0 ≤ τ < t ≤ T and
ϕ(x, s) = −1 + 21Ω+(t)(x), it holds that
λt(Ω) + 1
2
∥θ(t)∥2L2 + ∫ t
τ
∫
Ω
m(ϕ) ∣∇µ∣2 + n(ϕ) ∣∇θ∣2 +K ∣v∣2 + 2η ∣Dv∣2 dxds
≤ λτ(Ω) + 1
2
∥θ(τ)∥2L2 + ∫ t
τ
∫
Ω
Uϕµ + Sθ dxds.
(7.8)
Proof. The sharp interface energy inequality (7.8) follows from a similar argument as in
the proof of Lemma 5.2. It remains to derive (7.7), which can be viewed as the weak
formulation of the Brinkman system (7.4a), (7.4e). Returning to (7.5), integrating by
parts, and using the recovery of a pressure pε yields
⟨F ε,Y ⟩ = ⟨−∇pε,Y ⟩
⇒∫
Q
2ηDvε ∶ DY +Kvε ⋅Y + (1 +ϕε)div ((µε + χθε)Y ) + χ2
2
∣ϕε∣2 divY dxdt
= ∫
Q
pε divY dxdt
(7.9)
for all Y ∈ C0([0, T ];C∞0 (Ω;Rd)). Passing to the limit along a subsequence {εj}j∈N, εj → 0
as j →∞ and employing the convergences properties outlined in point (4) yields (7.7).
We point out that one may also consider scaling the viscosity η, which was a fixed
constant, with ε, i.e., η = εβ for some β > 0. It turns out that for any β ∈ N, a formally
matched asymptotic analysis shows that the sharp interface limit for the Brinkman variant
with η = εβ is (3.6), the sharp interface limit of the Darcy variant (with H = 0). However,
with the above compactness approach we can prove this for any β ∈ R>0 due to the following
observations:
(1) Due to the choice η = εβ , ∥vε∥L2(Q) and ∥εβ2Dvε∥L2(Q) are uniformly bounded.
(2) We still obtain ∥pε∥L2(Q) ≤ C by following an analogous computation to (7.6).
(3) When passing to the limit in (7.9), thanks to ε
β
2 ∥Dvε∥L2(Q) ≤ C and
∣∫
Q
εβDvε ∶ DY dxds∣ ≤ Cεβ2 ∥DY ∥L2(Q) → 0,
we obtain (3.10b).
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(4) There exists ξ ∈ L2(Q)d×d such that εβ2Dvεj → ξ weakly in L2(Q)d×d. Passing to
the limit in the associated energy identity yields (3.11) with H = 0 and an additional
non-negative term ∫ tτ ∫Ω 2 ∣ξ∣2 dxds on the left-hand side, which we can subsequently
neglect and as a result recover (3.11) with H = 0.
Theorem 4 (Alternate sharp interface limit for the solenoidal Brinkman system). Let
β ∈ R>0 and set η = εβ. For ε > 0, let (ϕε, µε, θε,vε) be a solution to (3.2c)-(3.2g), (7.5)
with initial data (ϕε0, σε0). Then, there exists a sequence {εj}j∈N, εj → 0 as j → ∞ such
that properties (1), (2), (3), (4) of Theorem 1 hold, as well as:
(5) The quadruple (V,µ, θ,v) is a varifold solution to (3.6) with H = 0 and initial values(1Ω+(0), θ0) in the sense that (3.10a)-(3.10e) and (3.11) are satisfied with H = 0.
In particular, the above result can be seen as a “sharp interface” analogue of [14,
Thm. 2.11], which asserts that the solutions to the Cahn–Hilliard–Brinkman model (with
U = 0 and neglecting the equation for θ) converge to solutions to the Cahn–Hilliard–Darcy
model (with H = U = 0 and neglecting the equation for θ) as η → 0.
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