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ABSTRACT 
We describe a computational method, known as the Nevanlinna algorithm, for the 
matrix-valued Nevanlinna-Pick interpolation. The original interpolation problem for- 
mulated using the Carathhodory class of matrix-valued rational functions is first 
converted to an equivalent setting using the Schur class of rational functions. As a 
result, the necessary and sufficient Pick’s condition for the interpolation becomes 
consistent with the scalar-valued formulation, so that some efficient techniques 
developed for the scalar-valued interpolation can be employed or modified for the 
matrix-valued case. We give a brief, yet sufficiently clear, derivation and a detailed 
arithmetic complexity analysis for the algorithm. We show that an n-point matrix-val- 
ued Nevanlinna-Pick interpolation using the new algorithm requires approximately 
95nm3 complex arithmetic operations, where m is the matrix dimension. 
1. INTRODUCTION 
The classical Nevanlinna-Pick interpolation problem 122,211 has recently 
been shown to be very useful in systems control engineering, particularly in 
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the H”-control theory [4,5], stable systems design [2], and system sensitivity 
minimization [26]. From a mathematical point of view, the 
Nevanlinna-Pick interpolation has been generalized to obtain very abstract 
results [20,12,23,4,11], which have also been directly and indirectly applied 
to systems control engineering and many other practical areas 
[lo, 26,4,2,3,5]. On the other hand, numerical algorithms for such an 
interpolation have also been proposed [l]. 
We have investigated the computational complexity and parallelism of the 
Nevanlinna-Pick interpolation for the scalar-valued case in [18,19]. Although 
the matrix-valued interpolation is more difficult, it is more important since it 
provides optimal solutions for many multiinput multioutput control systems, 
which are the most demanding settings in applications. In this paper, we 
describe a computational method, known as the Nevanlinna algorithm [9], for 
the calculation of the matrix-valued Nevanlinna-Pick interpolation, and give a 
detailed analysis of its computational complexity. 
Let M(Z) be an m x m matrix-valued rational function in the complex 
variable z, and denote by 
%?= {M(z): M(z) + M*(z) > Oin IzI< 1) 
the so-called Caratheodory class of matrix-valued rational functions, where 
M* is the complex conjugate transpose of M and M + M* > 0 means that 
the matrix M + M* is nonnegative definite. Given n distinct points 
zi, Q>...> 2” in the unit disk 1 zI < 1 and n m x m complex matrices 
W,, W,, ’ ’ ’ , W, in the Caratheodory class g’, the problem is to find an 
m x m rational matrix Q(Z) in %? such that 
@(Zk) = W,, k = 1,2,...,n. 
It is well known [8,9] that this problem is solvable if and only if the Pick 
matrix P, defined by 
PC = 
w, +w,* 
[ 1 l - GZl (mn)x(mn) 
is nonnegative definite. In general, this interpolation problem has nonunique 
solutions even in the scalar-valued setting, as shown in [19]. 
2. REFORMULATION OF THE PROBLEM 
Since the Pick matrix P, is different from that of the scalar-valued setting 
[5, 18,191, we first reformulate the problem as follows: Introduce the so-called 
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Schur class 9 defined by 
9= (M(z):llMll< lin lzl < I}, 
where 11 M 11 is the spectral norm of the matrix M(z) over the open unit disk 
IzI < 1; namely, the largest eigenvalue of the constant matrix M, := 
s~p,,,,~[M(z)M*(z)]~‘~, in which A ‘1’ indicates the Hermitian square 
root of the matrix A. Note that it is possible to use a different norm of the 
matrix (defined on the open unit disk), or even simply replace 11 M II Q 1 by 
M( z)M *(z) < Z in the above, with a routine modification in the following 
discussions. 
We first show that for a given <p E G?, the matrix Z + Q(z) is nonsingular 
in lzl < 1. Indeed, if it is singular, then there is a constant vector x z 0 such 
that [I + @,3x = 0, which yields x = - @x and XT = -XT@*, so that 
0 < 2XTX = -X[@ + @*lx =G 0, 
a contradiction. Let 
9(z) = [I - aqz)][Z + a+)]-‘, 121 < 1. (I) 
Then it follows that 
z + 9 = z + [I - @][Z + a]-’ = 2[z + CD-‘, 
which implies that the matrix Z + U(z) is invertible in I z I < 1. Conse- 
quently, solving Equation (1) gives 
@p(z) = [I - 9(z)][Z + +)I-‘, IZI < 1. (2) 
Observe that the two identities, (1) and (21, have the same pattern. More 
importantly, we notice that 1I’ ~9 if and only if @ E &?“, as pointed out in 
[8]. To verify this, we first note that 
z - VP* = z - [2[z + a]-’ - z][2[z + @*l-r - I] 
= 2[ z + @]-‘[a + a*][ z + @*I-’ a 0, 
which implies that VP* < Z for Izl < 1, or II’PII < 1; namely, 9 E9. 
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Conversely, given a T ~9, we have ]l?jl < 1, so that 
@ + @* = [I - T][Z + yr]-r + [I + **]-‘[I - **I > 0, 
which means @ E E’. 
Now, we can reformulate the above problem as the following: Given n 
distinct points zr, za, . . . , z, in the unit circle 1 zI < 1 and n m X m complex 
matrices W,,W,,..., W,, in the Caratheodory class S’, find an m X m 
rational matrix 9 in the Schur class 9 such that 
*‘( Zk) = [I - w,][ I + WJ’, k = 1,2 ,..., n. 
Here, we remark that since the matrix W, is in the class g’, the matrix 
Z + W, is invertible, k = 1,2, . . . , n, as argued above. Note also that this 
reformulated problem is solvable if and only if the new Pick matrix Z’, 
defined by 
p = z - **(zl)*(Q) 
s 
[ 
1 - ZlZk 1 (mn)x(mn) 
is nonnegative definite, which is the same as that in the scalar-valued setting 
[5, 18,191. To show this, it suffices to observe that 
which shows that P, is nonnegative definite if and only if Z’, is nonnegative 
definite. 
Now, we return to the reformulation of the interpolation problem. Once a 
solution q(z) for the reformulated problem is found, a solution for the 
original problem is obtained via 
Q(z) = [I - ?(z)][Z + q(z)]-‘. 
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Indeed, we have 
@.(Zk) =[z - Wk)l[Z + wk)lr 
=[z-[z-wk][z+w,]-‘][z+[z-wJ[z+w,]-’]-’ 
= [[I + Wk] - [I - w,]][z + WJ’ 
x[[[z + w,] + [I - wJ][z + wJl]-’ 
= 2wJ z + wJ’[2[ z + WJ’] -I 
= w, for k = 1,2 ,..., n. 
3. DERIVATION OF THE ALGORITHM 
We now derive a simple, yet efficient, algorithm for the aforementioned 
matrix-valued Nevanlinna-Pick interpolation problem. The derivation that we 
present here preserves the basic idea of [9]. First, we point out that under the 
nonnegative definiteness condition of the Pick matrix P,, we must have 
I]W,W,* ]I < 1; otherwise the interpolation problem is not solvable. A verifica- 
tion of this has been given in [I91 and hence is omitted here. For each 
k = 1,2, . . . . n, let Ye, be an m X m matrix-valued rational function such 
that ]]qk 11 < 1, which will be determined later, and define 
M  
k 
:= Zk(l - Xk4 
I”;kl(Zk - 2) 
[I - wkw,*]-““[y’k - Wk] 
x[z - wpPk]-‘[z - wk*wky2, (3) 
where as before, Al/’ denotes the Hermitian square root of A, and A-‘/’ 
is the mverse of Al/‘. Since both its scalar product (the coefficient) and its 
matrix product are Blaschke products, Mk is analytic in JzJ < 1 with ]I M, II 6 1 
for 1 .zI < 1. It then follows form the Schwarz lemma that Mk belongs to 9. 
For n arbitrarily chosen matrices K,, K,, . . . , K, in the Schur class 9, 
define 
9 k+l = [Z - KkK;]-“‘[Mk - Kk][Z - K;Mk]+[Z - K;Kk]1’2. (4) 
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From (4), we have 
[I - KkZi;]1’2’Pk+k+l[Z - K;Kk]-1’2 = [Mk - K,][Z - KfMk]-f (5) 
Using the notation 
uk := [I - K, K;]1’2!4’k+l[ Z - K;Kk]-1'2 
and solving (5) for M,, we obtain 
M, = [U, + K,][Z + U,K:]-‘. (6) 
On the other hand, it follows from (3) that 
z 
k 
(1 _ zkzl [I - WkW,*]1’2Mk[ Z - W:Wk]-1’2 
= [Tk - wk][z - wcwk]-‘. (7) 
Then, using the notation 
v, := ;:I” ,;; [Z - WkWc]1’2Mk[Z - w,*wk]-1’2 (8) 
k 
and solving (7) for ?k, we obtain 
q, = [vk + w,][ z + vkw;]-‘, (9) 
which is a Blaschke product and so satisfies Il*kll < 1, as required. 
Now, the computational algorithm works as follows: To start with, pick an 
arbitrary matrix q”+ i such that IIY’,, iI1 < 1 and n arbitrarily chosen matri- 
ces K,, K,,..., K, from the Schur class 9. For example, we may choose 
‘l! n+1 = I,,, and K, = K,= a.. = K, =OmXm 
for simplicity of calculation. Then, we recursively compute ‘Pi(z) for i = n, 
n - l,..., 1. The final result is w(z) = Yr,(z). 
Given the complex numbers zi and the m X m complex matrices Wi for 
1 < i < n, and a particular value of z, the matrix-valued Nevanlinna-Pick 
interpolation algorithm shown in Table 1 computes the complex matrix W(z). 
Since the intermediate matrices V,, are functions of the complex value z, the 
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TABLE 1 






z and .zjr Wi for 1 Q i Q n. 
Wz). 
Compute the m x m diagonal matrix V, and the m X m matrix 9, by 
V” = ‘zJzn - z) I,,,, 
z,(l - Z”Z) 
9, = [V” + WJZ + V”W,*]_‘. 
For i = n - 1, n -Z,..., 1 compute the m X m matrices Vi and ‘Pi by 
v, = I’iK’i - ‘1 
* Zi(l - ZiZ) 
[I - wiwi*]1’29i+1[1 - wi*wi]-“2, 
Yd = [Vi + WJZ + viwi*l-1. 
The final matrix ‘Pi(z) is the desired solution ‘P(Z). 
algorithm needs to be repeated whenever 9(z) is required to be evaluated at 
another value of z. 
4. COMPLEXITY OF THE ALGORITHM 
Generally speaking, when a new computational method is introduced, 
there are several fundamental issues which are worthy of being investigated: 
(1) Numetical analysis: the numerical stability, accuracy, and the conver- 
gence rate. In this category, one can include issues related to approximation 
order and best (or exact) coefficients of bounds involved in the algorithm. 
(2) Parallelization: parallel complexity of the algorithm on a generic 
model of parallel computer; issues related to implementation on specific 
parallel computers such as shared and distributed memory multiprocessors. 
Systolic array implementations are also in this category. 
(3) Computational complexity: a detailed count of the number of arith- 
metic operations. 
In this paper, we are mainly concerned with the computational complexity 
problem of the proposed algorithm, to make our earlier investigation [18,19] 
complete. We will address numerical-analysis issues in the future. We are 
interested in a detailed arithmetic operation count, since this directly relates 
to the running time of the algorithm in terms of the input size, i.e., the order 
of the interpolation. In many applications such as robust control of multiinput 
multioutput biomedical and engineering systems (neural networks, computer 
networks, power networks, industrial automatic assembly-lines etc.), the 
interpolation can be of very high order. 
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The matrix-valued Nevanlinna-Pick interpolation algorithm that we 
proposed uses the following matrix operations: addition, subtraction, multipli- 
cation, inversion, square root, and inverse square root. Following the conven- 
tional method of analysis, we first count the total of arithmetic operations 
required by the algorithm. For iterative algorithms, the arithmetic operations 
per iteration step are counted. The number of iteration steps, on the other 
hand, is a function of the convergence properties of the algorithm as well as 
the input values and the size of the input matrix. 
It can be easily verified that the matrix addition (or subtraction) algorithm 
requires a total of rn2 arithmetic operations for two m X m matrices. The 
operation count for the matrix multiplication algorithm is not that simple. The 
standard matrix multiplication algorithm requires m2(2m - 1) = 0(m3> 
arithmetic operations. However, there exist faster algorithms. For example, 
the Strassen algorithm [25] uses only 0(rn”gz7) = 0(m2~so7) arithmetic oper- 
ations by reducing an m X m matrix product problem to seven (m/2) X 
(m/2) matrix product problems plus several matrix additions and subtrac- 
tions. More advanced algorithms use generalizations of Strassen’s technique 
as well as entirely new techniques to further reduce the total number of 
arithmetic operations [I7,7]. The best algorithm to date, proposed by 
Coppersmith and Winograd, requires O(m2.376 ) arithmetic operations [6]. It 
is now customary to say that the multiplication of two m X m matrices 
requires O(ma> arithmetic operations, where 2 < CY < 3, leaving the optimal 
value of (Y to future development. However, we must remark that there are 
instability problems associated with fast matrix multiplication algorithms, and 
that these algorithms perform faster only if m is large, usually when m > 250. 
The computation of vi = (Vi + W,>(Z + V,W,*>-i requires the use of 
matrix addition, multiplication, and inversion subprograms. This computation 
is to be performed for all i from n down to 1. In order to invert an m X m 
matrix, we can use the Gaussian elimination algorithm, which requires 
trn3 + 0(m2) arithmetic operations. 
The computation of V,, is simple and easily accomplished by using only 
scalar operations. However, after the first step, we need to compute Vi by 
computing the square root and the inverse square root of the matrices 
1 + W,Wi* and 1 + W,* Wi, respectively. The square root of a complex 
matrix can be computed by using Newton’s method or any of its variants 




First, compute the square root of the matrix using Newton’s method, 
then invert the resulting matrix. 
Combine the square-root and inversion steps to obtain an iterative 
algorithm for the inverse square root. One approach was described in 
1241. 
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TABLE 2 
ARITHMETIC OPERATIONS REQUIRED BY THE MATRIX SUBPROGRAMS 






2m3 - m2 
$m3 + O(m’) 
+m3 + O(m’) per step 
The square-root and inverse square-root algorithms are iterative tech- 
niques. In the case of Newton’s method for computing the square root, the 
convergence rate is quadratic and the algorithm uses one matrix inversion and 
one matrix multiplication per step. The total number of arithmetic operations 
per step is thus equal to $%n3 + O(m2>. The number of iteration steps for 
Newton’s algorithm is a function of the size and the spectral distribution of 
the matrix, and is usually in the range 6 Q k < 10 for matrices of reasonable 
size and stiffness. The inverse square-root algorithm (scheme II) described in 
[24] requires three matrix multiplications and a single matrix inversion, thus a 
total of ?$n3 + O(m’> arithmetic operations per step. However, we will 
assume that the inverse square root is computed via the square root and that 
Newton’s method requires k iteration steps to compute the square root of a 
given m X m matrix. 
Using the operation count summarized in Table 2, we calculate the 
higher-order terms (m3 terms) in the number of arithmetic operations 
required by the matrix-valued Nevanlinna-Pick interpolation as follows: 
Step 1 requires 2 multiplications and 1 inversion: $m” arithmetic operations. 
Step 2 requires 6 multiplications, 2 inversions, and 2 square-root operations: 
12m3 + ?$rn3 + Fkm3 arithmetic operations for each i = n - 1, n - 
2 1. > a.-> 
Thus, we obtain a total of +[20 + (28k + 52Xn - l>]m3 arithmetic opera- 
tions. Taking an approximate value for k = 8, we find that the matrix-valued 
Nevanlinna-Pick interpolation algorithm requires approximately 95nm3 arith- 
metic operations. 
5. CONCLUSION 
In this paper, we have described the Nevanlinna algorithm for the 
matrix-valued Nevanlinna-Pick interpolation by reformulating the original 
problem to an equivalent problem which is consistent with the scalar-valued 
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interpolation. We have given a brief description of the derivation and a 
detailed arithmetic complexity analysis of the algorithm. We will investigate 
other important issues of the matrix-valued Nevanlinna-Pick interpolation, 
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