A general approach is presented for building transpor-
Introduction
There have been several attempts to create natural language interfaces for databases [15, 10, 51 . Many of these natural language interfaces to databases are transportable, that is, they can be adapted to new domains by changing the lexicon and the domaindependent knowledge. They usually rely on relational databases or Prolog databases. This basis influences the types of knowledge to be acquired and how this knowledge is represented. Generally, the effort to acquire the knowledge needed to use the natural language interface for a new domain is high.
In this paper we provide a framework of how natural language interfaces with low-effort knowledge acquisition may be realized for object-centered knowledge representation systems, in particular those similar to KLONE. The key property we strived for with our approach was cost-effective knowledge acquisition for the natural language interface. The way we achieved this property was basically to exploit as much as possible the knowledge about syntactic and semantic constraints that is implicit in the knowledge base.
The next sections describe the YAKS knowledge representation system, the SARA natural language processing component, and the knowledge acquisition. Then the limitations of both our current system and the approach in general are discussed. The approach is compared to related work.
The YAKS Knowledge Representation System
The YAKS knowledge representation language (in a former version named KRS [l] ) distinguishes between terminological knowledge ("vocabulary" to be used to express facts) and assertional knowledge (facts about individuals (instances) in the application domain).
The terminological knowledge consists of concept definitions and role definitions. A concept can be thought of as an abstract set of individuals. The concrete individuals that belong to a concept are called the in-slancfs of that concept. A T O~C is a binary relation from a concept A to a concept B , i.e., a set of pairs of instances. A is called the domain of the role and B is called the range of the role. Conc.epts and roles are defined with constructors that each describe a subset of the set of all possible individuals or individual pairs, respectively.
The key property of YAKS in respect to the construct.ion of the natural language interface is that the concepts in a YAKS knowledge base are implicitly arranged into a taxonomy, i.e., a hierarchy with multiple inheritance. The deductive capabilities of YAKS aim at deciding the subsumptional relations in this hierarchy. Sinc.e the YAKS language is very powerful, the deductions are not completely computable. Yet, we have not found a single case where this has been a problem in practice.
YAKS has a uniform language for data modeling (describing concepts and roles) and querying, i.e., all construc,ts that c,an be used to model a concept or role can also be used to query for one.
For a detailed description of YAKS see [2] 3 The Natural Language Processor
Since the effort to implement a sophisticated natural language processor is high, we chose to implement a case frame parser [16, 
Knowledge Acquisition and Generation of Case Frames
In our approach, the knowledge acquisition for the natural language interface consists of adding annotations to the knowledge base. These annotations are simpl'e and small, but suffice to construct all information the natural language interface needs. In this section we describe the type of information the annotations contain and how it is used in WkU to generate the case frames. See [6, 141 for a detailed description.
There are two main types of information present in the annotations: (1) information about individual words and ('2) information about grammatical constructions.
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The word information associates each c,oncept or role with its natural language synonyms (if any) and with simple phrases that represent this concept or role. The variety of the phrases covered by the annotations to a concept or role X is increased by using the inheritance mechanism to derive parts of these phrases from the SOME (Agent, user) SOME (Theme, file)).
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The information about grammatical constructions enables the generation of the case frames or other parser control information. This annotation is needed for roles only. In Y M , it describes which cases must be inserted into which case frames. Nothing more than the name of a case table entry has to be given in it, since the exact set of case frames to put a case into and the corresponding filler for each insertion can be deduced from the YAKS modeling.
The annotations in LIu<R are now described one by one;
please refer to the example given in figure 1.
Word Annotations
The simplest form of annotation to a concept or role X is the synonym list: The VERB and NOUN annotations give a list of verbs and nouns, respectively, that can denote the concept or role X they are annotated to; the same word can be annotated to multiple concepts or roles. For instance, Zugriff (access) refers to the concept access. Similarly, abfragen (to query) refers to read-access. The latter is a verb with a separable prefix and is therefore given in two parts.
Often nouns can be specialized by prefixing an adjective. The ADJECTIVE annotation to X expresses this prefixing: It lists a number of adjectives that can be used to specialize a noun in order to denote X . The suitable nouns for this are all nouns that are annotated to any superconcept or superrole of X . This shows one of the ways inheritance is used in the construction of case frames: Whenever an annotation to X specifies a part P of a natural language construct to be added to another construct A , then A is inherited from the superconcepts or superroles of X . For instance, sequentieller Zugriff (sequential access) refers to seq-access, where Zugriff is inherited from the annotation of the direct superconcept access.
Compound nouns are written as a single word in German, so they could all be put into the dictionary and just annotated in the NOUN list. However, this would be extremely tedious, since compound nouns are very Only the words Zugriff and Lesen need to be in the dicItionary, the compound is algorithmically broken into )these components.
Grammatical Construction Annotat ions
All the above annotations merely describe phrases that represent individual concepts; no case frames are built from them. The source of cases for the case frames are the roles. This is where the information about grammatical constructions is used, which tells what cases to insert where. Similar Annotations could be used to generate the information that is needed to control other natural language processors.
As an example, the Agent role describes who performs an action, e.g., it relates an access to the user who performs it. Usually, actions are expressed by the main verb of a sentence, e.g., schreiben (to write) in the sentence der Benutzer schreibt (the user writes). The agent is the subject of such a sentence, e.g., der Benutzer (the user). What "subject of the sentence" means is described in the case table (not shown here) in an entry named agent-case. In this situation, the following cases must be generated: In the case frame of any concept X that specifies a filler F for the Agent role, an agent-case case with allowed filler F must be inserted. In the example given above, this happens for the concept access only; the generated case is an agent-case with filler user. This case is then inherited to the case frames of subconcepts.
In general, whenever the relationship expressed by a role can be represented as a case in a case frame, appropriate cases have to be inserted into the case frames of either the domain concept or the range concept of the role, sometimes into both. What to insert has to be given in the annotations: A case table entry is required that lists the correct syntactical forms for the case; the name of this entry has to be annotated to the role X as either AT-DOHAII, meaning that the case is inserted in the case frames of the domain concept of X or as AT-RAIGE, to insert into the case frames of the range concept of X . The filler in the AT-DOWAII case is the range concept and vice versa. These cases are inherited via the case frame formalism, unless a concept explicitly specifies a filler when referring to a role: This more specialized filler is then used in the case frames of this concept and its subconcepts, resulting in stronger semantic restrictions for the parser.
in the example, the annotations at Agent and Theme result in case frames for access and its subconcepts that allow to parse, among others, the following inputs (none of the punctuation is necessary in WR): 
Interpretation of Parser Output
For an answering system, the case frame instantiations generated by the parser have to be interpreted in order to build a knowledge base query that corresponds to the user input.
Most systems need a complicated semantic analysis in order to interpret the output of the natural language parser. Such an analysis is not needed for WKR: most of the restrictions are already enforced by the parser itself, since it is semantically directed; the remaining ambiguities are resolved in the query answering, because queries that make no sense will of course not return any result.
In W, the interpretation of the parser output is a simple recursive conversion: Upon generation of the case frames, we add some information to every case that is used in this conversion process. This information describes a part of a YAKS query expression, that has to be used in a query if the case containing it has been filled. Most of the instantiations can simply be processed in a top-down manner, only the instantiations for certain grammatical constructions require some more complicated processing. In any case, this processing is purely mechanical. No further semantic processing is necessary. Most ambiguities that remain after parsing need not be explicitly resolved, anyway, since the wrong interpretations result in queries that return no answer at all.
When a parsing technique other than case frame parsing shall be used, the interpretation of parser output gets more complicated, but it will always be possible to derive the information necessary to do it from the taxonomic knowledge base so that no additional knowledge acquisition for the natural language interface is needed.
Experiences, Limitations, Generality
A medium-sized example we made to test YAKR, took about 400 person hours for the domain modeling. YAKS was still unstable at that time and we did not know ourselves how to use it properly, so it is more realistic to calculate cost with a development time of 200 hours. The example consists of about 160 concepts, 130 roles, and 1000 instances and models C++ (which proved to be a very complicated domain) and a small part of the internal view of the NIH Class Library [9].
We needed less than 10 hours to add the annotations; thus, the additional effort was less than 5 percent.
A second example models the use and purpose of 69 Unix user commands [12]. It consists of 290 concepts (90 of which are actions), 170 roles, and 430 instances most of which are unnamed and are used to describe the actions. The development time of this model was about 110 person hours. Unix proved to be a less complicated domain, but the modeling was still difficult, especially since control of the model gets increasingly difficult with increasing size. Adding the annotations took 30 hours, which is about 27 percent additional effort. This difference in the relative cost of annotating compared to the first example has two reasons: One is that the annotator of the C++ examples was experienced in the annotation system while the annotator of the Unix example was not. The other is that the Unix domain was simpler, which saved time when modeling, but did hardly affect the work needed for the annotations.
Our experiences were that the natural language knowledge acquisition (i.e. adding the annotations) is indeed unproblematic, so the adaptability of the interface is high. But on the other hand the syntactic and semantic coverage of WKR is too limited in practice.
In addition, the following effect occurs: Consider the (imaginary) set W of ways to express a certain abstract query in German natural language. Suppose we partition W into the set W + of inputs that can be handled by a given modeling M plus annotation, and the set W -that cannot. Then we find, no matter how good the annotations are, that the structure of W + reflects the structure of M. In other words, in order to maximize a user's chance of being understood by the system, this user should know about the structure chosen for the internal knowledge model. This effect is of course present in any natural language system but may be more important for YPKR since its great power and flexibility makes it difficult to "guess" the internal knowledge structure correctly.
It is not quite clear how easily the annotations could be extended to cover more complex natural language utterances. Many extensions will be straightforward: For example, SARA is currently much more limited than the query language provided by YAKS, since, e.g., conjunctions cannot be handled; a corresponding extension would be useful. It would be no problem to replace our natural language processing component with a more sophisticated one, without any need to change the annotations at all. On the other hand, it will, for example, be difficult to describe classes of paraphrases by annotations.
Related Work
Two kinds of approaches for transportable natural language interfaces have to be discussed: (1) Integrated systems that are built for a certain application and (2) stand-alone interfaces that can be adapted for use with any application. We give one example of each plus a short discussion of an interface to another taxonomic knowledge base system. TEAM [lo] is a natural language interface to relational databases. TEAM makes use of four knowledge sources: the augmented phrase structure grammar, the lexicon, the conceptual schema, and the database schema. The grammar is fixed; the other knowledge sources have to be updated for a new database. The lexicon contains word information for morphological, syntactic, and semantic processing. With our approach, the lexicon can be reduced to a dictionary (without semantic information); the semantic information can be derived via the annotations. The conceptual schema consists of sort information and constraints on the arguments of nonsort predicatee. With our approach, no such schema is necessary at all; the information can completely be deduced from the knowledge base itself. The database schema consists of information that enables the mapping of the intermediate representation to a query expressed in a relational query language. With our approach, as described above, this mapping can be done based on information that is also derived from the knowledge base using the annotati-
The Core Language Engine CLE [3] , is a sophisticated general purpose natural language processor that can be coupled to any application. The syntactic processing works stand-alone, while the semantic processing must interact with the application to resolve ambiguities. Our approach can be used to integrate the CLE with an application that is based on a taxonomic knowledge base. To do that, for example the case frames could be interpreted as sets of semantic constraints. The main difficulty is that the conversion of parsing output into knowledge base queries (or other operations) gets more complicated.
Another integration of a natural language interface with a KL-ONElike knowledge base is described rather briefly in [SI. The natural language component is realized by customizing the natural language processor TELI [4] . The knowledge structures of TELI are similar to those used in SARA, but there is no inheritance hierarchy for the case frames. Case frames have to be constructed by hand. The integration does not work with general modelings and restricts to frames describing actions.
Conclusion
If a natural language interface shall be added to an application that is based on a taxonomic knowledge base, it is not necessary that this natural language interface requires a costly and complicated knowledge acquisition process. By making effective use of the information contained in the knowledge base, only minimal additional information is necessary, in order to control a natural language parser and to interpret its outputs. This additional information has to provide a mapping from words to concepts and relations in the knowledge base and from grammatical constructions to relations in the knowledge base.
Since knowledge acquisition in taxonomic knowledge bases is a complicated process, the additional effort 154 required for the natural language process is small; our experience indicates that the relative effort is about 15 percent, if modeling ia done by hand. This makes costeffective engineering of restricted natural language interfaces possible for a large class of knowledge based systems.
