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Abstract 
Let (Z,) be a subordinator independent of0 < U < 1 and let u and v be positive constants. 
Solutions to the "in law" equation Z. =~ UZ.+v exist under certain conditions and they have 
a distribution function which is continuous on the positive reals. A discrete version of this 
equation is here formulated inwhich ordinary multiplication is replaced by a lattice-preserving 
operation whose definition involves a subcritical Markov branching process. It is shown that 
the existence, uniqueness and representation theory for the continuous problem transfers to the 
discrete problem. Specific examples are exhibited, and extension to two-sided iscrete laws is 
explored. 
Keywords: Characterization a d structure theory; Infinitely divisible distributions; Processes 
with independent increments; Branching processes 
1. Introduction 
Let S, be the nth partial sum of the independent sequence of random variables 
(r.v.'s) {X,: n > 1} having a common law L(XI), and let 0 _< U < 1 be an independent 
scaling r.v. For fixed m, n ~ N we may seek those laws L(Xa) for which scaling S"+, by 
U yields S,,: 
S,, ~- US,.+,. (1.1) 
Here ~ denotes equality in law. When U is constant, solutions comprise the class of 
semi-stable laws, a result due to L6vy (1954). A continuous-time version of this 
problem fixes u, v > 0 and seeks the law L(Z~) of a L6vy process (Zt), independent of 
U, and satisfying 
Z, ~ UZ,+~. (1.2) 
See Pakes (1992a) and (1993) for reviews, and extensions, of work in which L(U) is 
restricted to a beta law, usually beta(a, 1) for some a > 0. 
We say that L(XI) solves (1.1) when a partial sum process exists satisfying (1.1) for 
the given m and n. Similarly for L(ZO solving (1.2). All known explicit solutions of(1.1) 
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are infinitely divisible (infdiv) and since there is no loss of generality in terms of 
mathematical development if we work in terms of (1.2), we will do this in the sequel, 
but remarking on (1.1) when necessary. However, we stress that it is not known if 
solutions of (1.1) are always infdiv. 
Pakes (1992b) has investigated the case of general L(U). In essence he shows that 
solutions comprise a mixture of stable laws; see (2A)-(2D). Consequently, solution 
laws are absolutely continuous apart from a possible jump at the origin. 
Our purpose in this paper is to explore a parallel theory for discrete laws by 
replacing the above multiplication by U with the discrete multiplication operation, 
denoted by ®, of van Harn et al. (1982) (denoted by HSV). This is defined in terms of 
the composition semi-group ~ induced by a Markov branching process (MBP) (M,: 
t > 0). The problems we treat are fully described in Section 2, together with some 
notation and essential detail about solutions of (1.2). 
Our main results, in Section 3, show for a given ~" that there is a one to one relation 
between solutions of (1.1) or (1.2) and of the corresponding discrete problem. In 
particular, existence and uniqueness theory for (1.1)/(1.2) transfers to the discrete 
problem. Here we are concerned only with positive solutions to (1.1)/(1.2) and such 
have either a finite first moment or an algebraically decreasing upper tail; see Theorem 
2.1 below. By contrast, the upper tail of solutions to our discrete problem can inherit 
a slowly varying factor from ~'. 
In Section 4 we present a variety of examples which subsume the very specific 
examples of Alzaid and A1-Osh (1990, 1991). In Section 5 we explore the extent o 
which we can follow Pakes' (1992b) construction of two-sided solutions for (1.1)/(1.2). 
This turns on finding analogues for discrete laws of the decomposition of two-sided 
stable laws into independent s able components which are spectrally positive and 
negative, respectively; see Bingham et al. (1987, pp. 342, 348). It appears this can be 
done only when the index of stability does not exceed unity. 
The present study was inspired by Steutel's (1990) abstract and, apart from a few 
remarks in subsequent sections, it was written independently of the full account of his 
work in van Harn and Steutel (1993, denoted hereafter by vHS). In Section 6 we 
discuss the relation between our approaches, but suffice it to say here that vHS restrict 
themselves to the case L(U) = beta(a, 1). 
2. The problem, and some background 
The data of our problem are fixed positive integers m, n and a random variable 
0 < Q < 1 satisfying P(0 < Q < 1) > 0. we seek non-trivial laws of an i.i.d, sequence 
of t~ +-valued r.v.'s {Ni} satisfying the "in law" equality 
NI + .." + Nm~-Q®(NI  + ... + Nn+m), (2.1) 
where ® is the above-mentioned discrete multiplication operation and the factors on 
the right-hand side are independent. The continuous-time v rsion posits a positive 
compound Poisson process (C,), fixed u, v > 0, and it asks for non-trivial laws L(C1) 
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for which 
Cu ~ Q ® C.+~. (2.2) 
For the reason given above we will work mainly with (2.2). 
Let ~ be the set of p.g.f.'s of N +-valued r.v.'s, generically denoted by N with p.g.f.g. 
For such a r.v. N define the N +-valued product Q ® N, by its p.g.f., 
E(s o ® N) = E [g(F(s, - log  Q))]. (2.3) 
Here f f  = (F(., t): t > 0) is a composition semigroup of p.g.f.'s: 
F(s,t + r) = F(F(s,r),t). (2.4) 
Each element of o ~ is realized as the p.g.f, of M, where (Mr: t >_ 0) is a MBP. Its 
offspring law has p.g.f.f(s) -= ~j > op~s ~ and its splitting rate is p > 0. We assume the 
MBP is not supercritical, m = ~jpj < 1, which is equivalent o the condition 
~@N~0 when 0 < c~ < 1 and ~--* 0. 
In principle, o~ can be obtained by quadrature of the backward equation 
8F 
8t a(F), F(s,0) s, (2.5) 
where a(s) = p(f(s) - s). A special case occurs whenf(s) = Po + (1 - po)s and then 
F(s,t) = 1 - (1 - s )exp( -  ppot). (2.6) 
When PPo = 1 this is called the standard semigroup by vHS (see van Harn and Steutel 
(1979) for its inception). We refer the reader to the standard monograph accounts of 
MBP theory, Harris (1963), Athreya and Ney (1972), and Asmussen and Hering 
(!983). See HSV for the connection with ®. 
Let R = (1 - m)p. When m < 1, we could impose the condition 
R = 1. (2.7) 
This is equivalent to the expectation relation E(~®N)=~E(N)  provided 
E(N) < oc. The last equality holds in the absence of (2.7) when E(N) = oe. We 
impose (2.7) only when necessary, though it transpires that ~ must be subcritical; see 
Theorem 3.1 below. 
If the law L(C1) solves (2.2) then its p.g.f, g solves the non-linear integral equation 
(g(s)) u = e [ (g(F(s, -- log Q)))u + ~] = f ~ [g(F(s, - log x))] u +~ f2(dx), (2.8) 
where f2 is the distribution function of Q. Essentially, the same equation is associated 
with (2.1): just set u = m and v = n. However, the inverse relation of these pairs of 
equations differ. Any p.g.f, solution of the discrete-time version of (2.8) gives a law 
L(N1) solving (2.1), i.e., (2.1) and its integral equation are equivalent. A p.g.f, solution 
of (2.8) can be interpreted in terms of (2.2) only if g is infinitely divisible (infdiv). 
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Although all known examples are infdiv, the general situation remains unresolved. In 
the sequel we will confine our attention to (2.2) and (2.8) since results for (2.1) follow 
easily from those below. 
When (2.2) holds then (2.8) implies that the quasi-stationarity relation (4.14) of vHS 
holds in our wider setting. In our notation this reads 
C, ~- M-,ogQ(C,+~), (2.9) 
where (Mr(i)) denotes the MBP with initial condition Mo = i. 
Integral equations analogous to (2.8) have corresponding relations to (1.1) and (1.2). 
Suppose (Zt) is a subordinator solving (1.2). If 2(0) denotes the Laplace-Stieltjes 
transform (LST) of L(Z1), then 
(,~(0))" = E[ ( ,~(0u) )"+v] .  (2.10) 
The properties of this equation are developed by Pakes (1992b), and those we need 
here now follow. Let L~a(6, A) be the class of non-increasing functions 2: I~+ -~ [0, 1) 
satisfying 1 - 2(0) = AO6(1 + o(1)) as 0 --+ 0 + for some positive constant A, and let 
~(6)  = 0A>oL, e(b,A). We will say L(X)e  L>e(6) if its LST is in £,~(~). 
2A. If ~ > 0 and 2 e 5¢(6) solves (2.10), then 
E(U6)= u . (2.11) uq-v  
We will always assume that (2.11) is satisfied. 
2B. L,e(6, A) contains at most one solution. If that solution is an LST then 6 < 1. 
Solutions in ~a(6) comprise a one-parameter scale family: if 2(0) e £P(6, i) solves (2.10) 
then so does 2(OA 1/~) ~ ~e(6,A). 
2C. Suppose 6 = 1 in (2.11). Then (2.10) has a solution 2 e L~a(1, 1), and it is an LST 
if v/u e t~. 
Hence, if6 = m = 1 then we have solutions L(XI)  e 5e(1) of(1.1) which differ only 
by a scaling constant. If this solution is infdiv then we also have a solution of (1.2) 
when u = 1. The case 3 = 1 is important because it generates solutions when 6 < 1. 
2D. Suppose 6 < 1 in (2.11). If (Yt) is a subordinator such that E(YO = 1 and 
Yu ~- UaYu+~, (2.12) 
then (1.2) has the solution Z1 = SY~/~ where S is independent of Y1 and has the 
positive stable law with LST exp( - AO6), A > 0, and L(ZO is the unique solution of 
(1.2) in 5e(6, A). 
A similar assertion holds for (1.1) with the subordinator replaced by partial sums of 
independent copies of a positive random variable having unit mean but without the 
infdiv requirement. It is interesting to note that convergence rate limit theorems for 
subcritical continuous-state branching processes can give limit laws having the above 
structure of L(Z1); see Pakes (1988, Theorem 1.1(ii)). 
It is important for our results below to observe, when 6 < 1, that restricting LST 
solutions to membership of ~c~'(6) imposes no essential loss of generality. It follows 
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from Theorem (3.4) in Pakes (1992b) that any solution L(YO of (2.12) lies in &°(1). 
Consequently, solutions L(Z1) constructed according to (2D) must be in ~(6). In the 
other direction, if 2 is an LST solution of (2.10), then qJ(0) = 2(01/6) solves 
(~9(0))" = E[(q/(OU6))"+~], (2.13) 
whence 2 6 5a(6) if q/is an LST. More generally, if if'(0 + ) exists, finite or infinite, then 
2 ~ 5¢(6). In particular, we have the following result for one-sided solutions (but which 
need not be true for two-sided solutions; see Pakes (1993)). 
Theorem 2.1. I f2  solves (2.10) and 2(0) = 1 - OaL(1/O) where L is slowly varying at 
infinity (SV), then 0 < l imx.~ L(x) < oo exists, i.e., )~ ~ 5('(6). 
3. Construction and uniqueness of solutions 
Anticipating that solutions of (2.8) will be regularly varying functions of (1 - s)- 1 
(Bingham et al., 1987), we define solution classes as follows. Let 6 > 0, and L be 
continuous and positive on [0, ~ ), SV, and suppose L(x) ~ 0 as x ~ vo when 6 = 0. 
Denote by fq(6,L) the set of continuous, positive, and non-decreasing functions 
g: [0, 1] ~ (0, 1] having the local expansion 1 - g(s) ~ (1 - s)6L(1/(1 - s)) as s ~ 1 - .  
The asymptotic equivalence should be noted: it admits many more functions than 
would an assumption of equality. If L(x) ~ ~, a positive constant, then we use the 
notation f¢(6, K). In this case 6 > 0. 
Recalling that F(s, t) > s for 0 < s < 1 and that 
E(M,) = exp( - Rt), 
the following necessary condition may be obtained with a proof similar to that for 
(2.11) given by Pakes (1992b). 
Theorem 3.1. If(2.2) has a non-trivial solution in if(f, L) then 
E(&. )_  u u + v" (3.1) 
Remarks. (1) It follows that o~ must be subcritical and ~ > 0. 
(2) When L(XO ~ if(l, ~c) then (3.1) follows by taking the expectation of (2.9). 
Suppose u, v > 0 and a subcritical semigroup ~ are fixed. The proof of the 
uniqueness Theorem 2.1 in Pakes (1992b) can be modified for our discrete problem. 
The result is that if gl ~ f9(6, L) (i = 1, 2) solve (2.8) then they are identical if their SV 
components satisfy L l (x ) -  La (x )~ 0 as x--, ~ .  This somewhat weak conclusion 
arises from our light assumptions about gl; it need not be a p.g.f. 
The approach we now develop gives a representation f any solution g which makes 
it clear that uniqueness ensues from (2B) above. We begin by recalling some facts 
about ~-. 
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For 0 < s < 1 define (cf. (2.5)) 
~(s )= exp l -R f ldx /a (x )  ]. 
Clearly, ~(') is decreasing and ~(1)=0.  The integral can be written as 
S~/(1 -s)(e(x)/x)dx where e(x)= [xa(1 -x - l ) ]  -1 ~ R -1. Consequently, 
~(s) = (1 - s)f(1/(1 - s)), (3.2) 
where f is SV. Let ~ denote the inverse function of ~. Then 
1 -~(s )  =sJg(1/s), (3.3) 
where Jg is SV. Moreover, the integrated backward equation (2.5) gives 
F(s, t) = ~(e-gt~(s)).  (3.4) 
This representation (with a minor change) is derived by HSV, but it was not then new. 
A form of(3.4) appears in Harris (1963, p. 109), and it is used by Karlin and McGregor 
(1968, Eq. (16)) in their treatment of the embeddability problem, and by Pakes (1979, 
p. 55), to prove limit theorems for immigration processes. 
Finally, observe that 
c = lim eR'(1 - -  F (0 ,  t)) 
l--~ ct3 
= lim eR'(1 - ~(e-S')) 
t---~ oo 
--- lim (~(s))- 1(1 - s) 
s - - * l  
~ (~f~s~ m Is )  = exp -- s 1 - ds, (3.5) 
and c > 0 iff ~pj j log+j  < ~.  We call this the LOG-condition. 
Define U = QR, so (2.11) and (3.1) are equivalent conditions. Substitution into (3.4) 
yields 
F(s, - l og  Q) = ~(U~(s)). (3.6) 
Our first result shows that solutions of (2.8) give solutions of(2.10). In the sequel u, v 
and ~ are fixed. 
Theorem 3.2. Let L(Q) be fixed, and suppose (3.1) holds for some 6 > O. I f  (2.8) has 
a solution 9 e f~(6,L)for some SV L, then 2(0) = 9(~(0)) solves (2.10)for 0 <_ 0 <_ 1. 
Moreover, as x ~ oo , 
L(x) ~Ag°(x) (3.7) 
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for some constant 0 < A < ~.  The domain of ). can be extended to ~+ and this 
extension solves (2.10) and lies in ~(6,A).  
Proof. That 2 solves (2.10) follows by direct substitution i to (2.8) and (3.6). Next, the 
hypothesis on g and (3.3) yield, as 0 ~ 0 +, 
1 - 2(0) ~ 06~¢t'6(1/0) L(1/Odtl(1/O)), 
and by virtue of Theorem 2.1, the coefficient of 06 tends to some constant A > 0. But 
JC(x)((x/JC(x)) -~ 1 and (3.7) now follows from the asymptotic uniqueness of pairs of 
conjugate SV functions (Bingham et al., 1987, p. 28). Thus, we have a non-increasing 
function 2 defined in [0, 1] and having the appropriate local expansion ear the 
origin. Hence, it must coincide in this interval with the unique solution in ~(6, A) of 
(2.10) guaranteed by (2B)-(2D) above. This proves the final assertion. [] 
Remarks. (1) In (3.7) we see that the function L characterizing the SV component of 
g contains contributions A and fi from the solution of (2.10) and a SV contribution 
from ~.  
(2) A solution of (2.8) uniquely determines a scale family of solutions of (2.10) which 
in turn determine L(U), and hence L(Q). 
In our next result we pass from solutions of (2.10) to solutions of (2.8). 
Theorem 3.3. Suppose (3.1) holds and 2 ~ 5f(6, 1) solves (2.10). Let A > 0 and define 
g(s) = 2(A1/6~(s)). (3.8) 
Then g solves (2.8) and g ~ f#(6, L) where L satisfies (3.7). 
Remark. This in essence isan existence theorem for (2.8) because 5e(6, 1) contains one 
solution of (2.10). 
Proof  of  Theorem 3.3. Substituting into (2.8) and using (3.6) gives 
(g (s)) u = E [2 u + V(A 1/6 U~ (s))] 
= E U." + V(A 1/6~(~(U~(s))))3 
= E [ (g (F (s, - log Q)))~ + ~3. 
Since 2 and ~ are non-increasing, g is non-decreasing, it is continuous, and as s --, 1 - 
we have from (3.2) that 
1 - g(s) ~ A~6(s) = (1 - s)~A¢~(l/(1 -- s)). [] 
If the LOG-condition is satisfied then Y(x)~ c-a. Hence, the above-mentioned 
uniqueness result for (2.8) and (3.3) show that aJ(6, x) contains exactly one solution for 
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each x = Ac -~ > 0. For  the general case it is now expedient to change our notation, 
writing g•f#(6 ,A , .~)  whenever g is continuous and non-decreasing, and 
1 - g(s) ~ A~6(s). We know that any solution in a function class c.9(6,L) must be in 
fq(6, A, ~,~) for some A (see (3.2) and (3.7)) and that such a solution exists. 
Theorem 3.4. Suppose (3.1) is satisfied and A > O. Then the solution of(2.8) given by 
(3.8) is the only one in f~(6, A, ~) .  
Proof. Suppose there are solutions gi • f¢(6, A, ~)  (i = 1, 2). The construction in the 
proof of Theorem 3.2 gives solutions 2 • £,°(6) of (2.10) and 1 - 21(0) ~ 1 - 22(0) as 
0 ~ 0 +. It follows from Theorem 2.1 that 21 = 22, implying 91 = g2. [] 
Our last general result gives sufficient conditions for a solution of (2.8) to give 
a solution to (2.2). To state it recall that 
Q6(s) = 1 - ~(s )  
is the p.g.f, of the limiting law of Mr, given Mt > 0, when Mo has a tail which is 
regularly varying with index - 6; see Asmussen and Hering (1983, p. 122). Considera- 
tion of 1 - Qo(s) as s --* 1 - shows that Q~ is never a p.g.fwhen 6 > 1. These remarks 
provide an immediate and natural proof of Lemma 4.2 in vHS. 
Theorem 3.5. Suppose (3.1) holds and let A > O. Let U = QR and ~O(O) be the unique 
solution of(2.13) satisfying ~b'(O + ) = - 1. Then: 
(i) g(s) = ~k(A~6(s)) is the unique solution in (q(6,A,~)  of(2.8). 
(ii) I f  ~9(O) is the LST  of a distribution function F then g is a P.gf iff 6 <<_ 1 and then 
g(s) = fo  {exp[ - xA(1 - Qa(s))]}F(dx). (3.9) 
(iii) I f  for some ot • [6, 1], 2,(0) = ~k(0 ~) is an infdiv LST  then g is an infdiv p.gf  
Proof. Assertion (i) is just a restatement of above results. The representation (3.9) 
arises from direct substitution into the integral form of q~. When 6 < 1 the integrand is 
the p.g.f, of a compound Poisson law and hence g is the p.g.f, of a mixture of such laws. 
If 6 > 1 then 1 - g(s) = O((1 - s) d) for some d • (1, 6). It follows that g is not a p.g.f. 
Finally, the hypothesis of (iii) implies for each t > 0 that (2,(0)) t is the LST of 
a distribution function F,.t, say. Hence, 
(g(s))' = fo{eXp [ - xA l / a (1  - -  Q6/a(s))]} F,,,(dx) 
and since Q6i~ is a p.g.f, then so is gt, i.e., g is infdiv. []  
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Remarks. (1) Our results show that (2.1) (respectively, (2.2)) has a solution iff (1.1) 
(respectively, (1.2)) does so. The remarks under (2C) above show that (2.1) has 
a solution L(N~) when m = 1, and if it is infdiv then (2.2), with u = 1, also has 
a solution. 
(2) Let (a(t)): t >_ 0) be a standard ~-stable(6) process, i.e., a compound Poisson 
process where a(t) has the p.g.f, exp( - t(1 - Q~(s))); see HSV, eq. (5.5) and vHS. If(Yt) 
is the subordinator defined in (2D) and is independent of(a(t)), then since the LST of 
Y1 is if, an easy computation gives the representation 
C. ~- a(Y). 
This generalizes (4.6) in vHS. It also is the analogue of the representation forZa given 
in (2D) because SYI/~ ~- S(Y1) where (S(t)) is a standard stable subordinator f index 
3, independent of Y1. A similar representation holds for the partial sums in (2.1) with 
Yt replaced by the partial sums mentioned under (2D). 
To obtain another epresentation, let {q(n)} denote partial sums of independent 
copies of t/(1) whose p.g.f, is Q~(s). If B has the compound Poisson p.g.f. ~,(A(1 - s)) 
and is independent of {q(n)} then C1 - q(B). If ip is infdiv then this can be extended to 
a process representation for (Ct) generalizing that given by vHS, Eq. (4.6). 
(3) IfL(Z1) solves (1.2) then so does L(AZ1), A > 0. The corresponding property for 
(2.2) is that L(a ® C1) is a solution for a ~ (0, 1). How does this relate to the occurrence 
of the free parameter A in (3.9)? With r = - loga, calculation of the p.g.f, of a ® C~ 
using (2.4) and (3.4) gives 
g(F(s, z)) = tp {Aa~(~(e-gt(~(s)))} = ~(Aaa~(s)) ,  
i.e., L(a ® C1) s ~(6, Aa R6, ~).  This emphasises A as a free parameter arising from the 
continuous ingredient 2(') of the solution 9(s). As we will see, our parameter A corres- 
ponds to the parameter c in vHS's solution (their (4.3)) when L(Q) = beta(s, 1). See the 
remarks following Theorem 4.2. 
(4) The definition of f#(6, A, ~)  and (3.3) imply that L(C1) has a regularly varying 
upper tail with index - 3 provided 3 < 1, or 3 = 1 and the LOG-condition fails. If 
this condition holds and 3 = 1 then E(C1) -- A/c. 
(5) Observe from (3.9) that P(C~ = 0) = ~b(A) > 0. This contrasts with (1.2) where 
P(Z~ =O)>Oi f fP (U=O)>O.  
4. Examples 
The known solutions of (1.2) can be grouped into two types which we here treat 
separately. We shall invoke the above results to establish two characterization 
theorems for general ~ ,  and then look at specific cases later. 
(C1) Let U = c, a constant in (0, 1). Then (1.2) has a solution iff (c,u,v) satisfies 
c ~ = u/(u + v) for some 3 ~ (0, 1], and then 
2(0) = exp( - AO~), (4.1) 
294 A.G. Pakes/Stochastic Processes and their Applications 55 (1995) 285-300 
the LST of the general positive stable law with index 8; see Pakes (1992a) for 
comments about this example. 
The corresponding solution of (2.2) with Q = c 1/R has the p.g.f., 
g(s) = exp( - A~(s))  
defining an ~-stable(6) law. This gives the following assertion. 
Theorem 4.1. Suppose c ~ = u/(u + v) where O < c < l and 0<6<1.  Let (Ct) be 
a non-trivial compound Poisson process and 
N _-__ Q ® C,+v. (4.2) 
Then any two of the following assertions implies the third: 
(i) N_~ C.; 
(ii) Q = cl/g; and 
(iii) (Ct) is an ~-stable(6) process. 
(C2) We choose 0 < 6 < 1 and v, u, v > 0 and then L(U ~) = beta(a, b) where a = uv 
and b = vv. This ensures (2.11) holds. It is easy to check that (2.13) is satisfied by 
~b(0) = (1 + O/v) -v, (4.3) 
so ~k(AvO) generates the gamma family Gain(v, A). Using (2D), the solution L(ZI) of 
(1.2) has LST 
2(0) = (1 + AO~) -v, A > 0, (4.4) 
corresponding to the following generalized beta density for U: 
= xa'~- 1(1 - -  x3)b-1; (4.5) G'(x) B(a, b) 
see Pakes (1992b). Let L(F) have the LST (4.3) and L(S) be the standard positive stable 
law, i.e., A = 1 in (4.1). Then Z1 ~- SF 1/~. 
The law L(Z1) , given by (4.4), can be called the generalized positive Linnik law after 
the symmetric case with v = 1 identified by Linnik (1962, p. 67). Also, see Anderson 
and Arnold (1990) but note that the term "Laha family" is occasionally applied to the 
symmetric laws identified by Linnik. This attribution stems from the proof of their 
unimodality by Laha (1961) who, however, gives full credit o Linnik. The laws defined 
by (4.4) with v = 1 are called Mittag-Leffler laws by Pillai (1990) because, when A = 1, 
the distribution function is 1 - E~( - x ~) where E~(x) is the Mittag-Leffier function. 
This is an unfortunate attribution causing confusion with the well-known class of limit 
laws for occupation times of Markov processes. For these, see Bingham et al. (1987, 
Sections 8.0.5 and 8.11). 
Putting (4.4) together with the results above gives the second of our characteriza- 
tion results. 
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Theorem 4.2. Let u, v, > O, 0 < 6 < 1 and o~ be given and suppose (4.2) holds. Then any 
two of the following implies the third: 
(i) N_~ C,; 
(ii) QR has the density (4.5) with a = uv and b = uv; and 
(iii) The P.gf of C1 is (with A > 0 an arbitrary constant) 
g(s) = [1 + A~a(s)] -v .  (4.6) 
Remarks. This solution was found by vHS for the particular case b = 1, i.e., v = 1Iv. 
Their notation and definition of some constants differs from ours, and in particular 
their condition (4.4) is just our 6 < 1. Their paper can be consulted for further 
properties of L(CI). In addition, they start with the equation C ~ U ® (C + W) 
where W has p.g.f, h and is independent of C, which has p.g.f .g. Under our 
assumptions, iteration of the p.g.f, form of this equation shows that g can be 
interpreted as the p.g.f, of the limiting law of the populat ion size of a branching 
process with immigration. Reproduction is governed by ~,  immigration epochs form 
an ordinary renewal process {Sj:j > 1} with $1 --- - log U, and immigration num- 
bers are independent with law L(W ). Such processes are considered by Pakes and 
Kaplan (1974) and their results show that the limit law L(C) exists iff E(log ÷ W ) < oo. 
In this case g(s)= E[1-I[=Ih(F(s, SJ)]. This product form simplifies greatly when 
L(U) = beta(a, 1), leading to the differential equation used by vHS, Section 4. 
We look now at particular forms of o~, first setting 
f(s) = q + (1-- p -- q)s + ps2/(1 +7--7s) ,  
where q > 0, p + q < 1 and p,7 > 0. If 7 = 0 we have a linear birth, death and 
replacement process, but if 
p= and q - l+7 '  
we obtain a geometric offspring law. Let r = p/q and/2 = (1 + J r  and note that the 
offspring mean is m = 1 - q + q/2. Hence, ~ is subcritical iff/2 < 1. Calculation yields 
1- -S  
~(s) - (1 -/2S,,,,K,/I,,/ (4.7) 
where K =/22/((1 + r)/2 - r). In the geometric ase we have K =/2 /K  = 7. 
Setting 7 = 0 gives ~(s)  = (1 - s)/(1 - rs) and R = p(q - p). The standard semig- 
roup (2.6) results when r = 0 and then the laws L(CJ  in Theorem 4.1 are the discrete 
stable laws of Steutel and van Harn (1979), namely, g(s) = exp( - A(1 - s)O). In this 
case Q = (u/(u + v)) 1/#q~ and C, -~ Jlr(AX/aSt) where .At(.) is a unit rate Poisson process 
and (St) is an independent stable (6) subordinator. The Poisson laws are recovered 
when 6 = 1. 
Allowing r > 0, but setting 6 = 1, gives the Polya-Aeppl i  laws for which 
g(s) = exp( - A(1 - s)/(l - rs)); see Johnson and Kotz (1969, p. 197). If 6 < 1 we 
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obtain a p.g.f, which resembles that of the Poisson-Pascal  law. The last-named law 
results if a(s) can be chosen so ~(s)  = 1 - ((1 - r)/(1 - rs)) ~ for some 0 < r < 1 and 
v > 0. This can hold only when 6 = 1 and then we must choose ~ so that 
lmm 
f (s) = s + - -  
vr 
I (1 - rsy_  1] (1 - rs ) .  
\1 - r /  
The right-hand side can be a p.g.f, only when v < 1, and it is a p.g.f, if we also have 
v+l<( l+ l - -~Vm_ ) ( l - r )  v. 
This is satisfied, for example, when v = 1, in which casef(s)  is quadratic in s. When 
v < 1 then m can be chosen close enough to unity to satisfy the inequality. 
Similar comments apply also to Theorem 4.2. When r = 0, (4.6) becomes 
g(s) = (1 + A(1 -- s)a) -v,  (4.8) 
and L(C1) can reasonably be named a discrete Linnik law. It is infdiv and in the above 
notation, Ct ~ Jff(FJ/6St) where L(F) = Gam(v,A). See Devroye (1993) for the case 
t = 1 and for random number generation. The case b = v = u = v = 1 was obtained 
by Alzaid and A1-Osh (1990). When 6 = 1, i.e. L(Q R) = beta(uv, vv), we obtain the 
negative binomial family whose p.g.f, can be expressed in the more familiar form 
1 - r t ' ]  v 
= \1  
where n = A/(1 + A) can take any value in (0, 1). This result was obtained by Alzaid 
and A1-Osh (1991) when q = u = v = 1. 
Set A = 1, 3 = ½ and v e N in (4.8). This gives the p.g.f, of the reduced random 
variable T (v ) /2 -  v where T(v) is the vth return time to zero of the symmetric 
Bernoulli random walk starting at the origin. If v = 1, so L(Q ~) = beta(uv, v), then (2.2) 
takes the form C,/~ ~- Q ® C 1 +air, for all a > 0. This augments an example of vHS; see 
their (4.10). 
Still assuming 7 = 0 but r > 0, (4.7) yields ~(s )= (1 -  s ) / (1 -  rs). Choosing 
6 = v = 1 gives a zero-modified geometric law for L(C1) which can be expressed as 
g(s) = 1 -  ch + Cb- -  
(1 -/3)s 
fl = q~ + (1 - ~b)r 
and q~ ~ (0, I) is arbitrary. Allowing v # 1 yields a mixture of negative binomial laws. 
The mixing is a consequence of allowing binary splitting in the MBP. 
When r ,~ ,>0 we can let r~0 and 7-~ ~ so that l imp=m< 1. Then 
~(s) ~ (1 - s) 1 -m and L(CO is approximated by a discrete Linnik law. 
Many other offspring laws can be devised to give explicit expressions for ~(s), 
leading to expressions for g(s) resembling those above but not readily identified with 
named laws. All these havef" (1)  < ~.  An example where this fails is as follows. 
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When d < 1 the function 4~(s) = 1 - (1 - s) ~ is the p.g.f, of a law, named the Sibuya 
(1979) law by Devroye (1993), though it occasionally appears earlier in the branching 
process literature as an example for infinite offspring means. Here we define a subcriti- 
cal offspring law by f(s) = 1 - (1 - s)m~p(s). This leads to 
~(s)  = 
1-s  
(1 - m + m(1 --s)~) 1/A 
lms  
(1 - m~k(s)) 1/a 
Now set v = 1 (i.e., a = u and b = v) in (4.5), the density of QR) and 6 = A. The p.g.f, of 
L(C1) can be written as 
g(s) = 1 - rc + rc 
4)(s) 
1 + u - u4~(s) '  
where n = A/(1 + A) and kt = (m + A)/(1 - m). Hence, L(C1) is a simple mixture of the 
point mass at zero and a geometric ompound of the Sibuya law. Note that this 
compound is a discrete Linnik law. 
5. Two-s ided solutions 
When 6 < 1 an interpretation i transform terms of the construction (2D) shows 
that general solutions in L(6) of (2.10) are obtained from the LST of Y1, ~(0), by 
replacing 0 with the stable cumulant function AO ~. It was shown by Pakes (1992b), 
when 0 < 6 < 2, that replacing 0 with the L6vy exponent of a strictly stable law gives 
the characteristic function (CF) of a two-sided solution of (1.2). 
Does this idea transfer to our discrete setting? Yes, provided 0 < 6 _< 1! Define an 
integer-valued if-stable(h) process (a(t)) to be the difference of independent non- 
negative such processes. Its CF may be expressed as q~(r) = exp( - t~(T)) where 
~(T) = A [p~(e  i~) + q~(e- i~)],  
A > 0, and p + q = 1. This is analogous to the decomposition of a real and strictly 
stable non-normal CF into spectrally positive and negative stable factors. Now 
consider an integer-valued r.v. N which can be expressed as N -~ na - n2 where the 
ni are independent non-negative integer-valued random variables. We call this the 
decomposition property. Then, in the spirit of (2.3), we define Q ® N by its CF, 
E { 9, (F(e i~, - log Q))gz(F(e -'~, - log Q))}, 
where gi is the p.g.f, ofni. A compound Poisson law with rate 2 and jump law L( J )  has 
the decomposition property although the component laws are not uniquely defined. 
Their masses at the origin can be varied, but any such pair of laws have means 
)~E(J; J > 0) and )~E(J; J < 0), respectively. It is clear, though, that (2.2) is meaningful 
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in terms of an integer-valued compound Poisson process (Ct), and its solution is given 
by the following theorem. 
Theorem 5.1. Provided ~, defined in Theorem 3.5, is an infdiv LST,  the two-sided 
version of(2.2) has a solution L(Cx) whose CF is tp(z) = ~b(~(z)). 
Remarks. (1) These solutions comprise a two-parameter family indexed by A and p, 
and the solution of Theorem 3.5 is recovered by setting p = 1. They inherit an obvious 
uniqueness property from their one-sided components. In particular, it is not possible 
to construct analogues of the mixed semistable solutions to (1.2) found by Pakes 
(1994). 
(2) A similar assertion holds for the two-sided version of (2.1). This requires the 
prior assumption that N1 has the decomposition property. As above, we do not need 
~k to be infdiv. 
Proof. This is based on the construction of Pakes (1992b, p. 329). Some computation 
based on (3.6) shows that the CF of Q ® tr(t) is E[-exp( - QR~t~(z))]. In essence we are 
asserting that Ct -~ a(Yt) where (Yz) is the subordinator whose LST is (~O(0)) t and it is 
independent of (a(t)). Hence, Q ® Cu + v ---- Q ® a(Y, + v) and the CF of this is, from the 
hypotheses of Theorem 3.5, 
E [exp( - QR6 y,, + ,, ~ (z))] = E [exp ( - Y,, ¢ ('c))] = (~, (¢ (z)))", 
the CF of Cu. [] 
We mention just one special case. When 6 = 1 and ~- is standard, our solution is 
a mixed two-sided Poisson (2sP) law whose p.g.f, is, for 0 < s < 1, 
fo  {exp [ -- xA(1 - ps - qs- 1)]} F(dx), 
and which reduces to the 2sP law itself when QR = u/(u + v). The latter sometimes 
appears in connection with the M/M/1 queue and related random walks; see Haight 
(1967, p. 74) for its properties. This solution is analogous to the general Cauchy laws 
arising for the corresponding continuous problem (1.2); see Pakes (1992a) for these. 
However, in another very significant way the 2sP law corresponds to a degenerate 
law, but in a way which suggests there is no discrete analogue of the real stable(6) laws 
when 1 < 6 < 2. Let S, be the sum of n independent copies of N which has the 
decomposition property with #i = E(ni) < oo. Then a simple computation using (3.2) 
and (3.3), or via Theorem 8.4 in HSV, gives the following discrete law of large 
numbers. 
Theorem 5.2. Choose the sequence {c.} so that c~ ,,~ n/¢(n). Then 
cn l  (~ Sn :=;> ~]1-~]2 
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where the ~h are independent and ~-stable(1) with P.gf exp[/zi~(s)]. The limit law is 
independent of the decomposition used for N. 
The conclusion we draw is that even when N is centered, i.e. #1 = ~2, the limit law is 
non-degenerate and symmetric about the origin and it depends on #1. These proper- 
ties sharply distinguish the discrete case from the classical aw of large numbers. 
Moreover, it seems there is no finer distributional convergence rate analogous to the 
central imit theorem and hence no analogues of two-sided stable laws. 
6. Concluding remarks 
The general approach we have adopted in this paper differs to that of vHS. We have 
relied on properties of the non-linear integral equation (2.10) and the representation 
(3.4) for ~ .  On the other hand, vHS work directly with an alternative formulation of 
the discrete problem (see the last remark after Theorem 4.2 above) which gives a linear 
integral equation for the p.g.f, of L(C1). This reduces to a tractable differential 
equation, but only when L(Q) is a mixture of 6o and beta(a, 1); see Pakes (1992a, b). 
Our emphasis has been on the transference of known theory for (1.1)/(1.2) to the 
discrete problem, tail behaviour of the laws so determined, and examples. On the 
other hand, vHS were much concerned with properties of a-stability and discrete 
self-decomposability. In addition, they introduce a generalized multiplication of 
positive random variables in terms of continuous state branching process emigroups 
and they use a technique of Poisson mixing to transfer their discrete results to 
continuous versions. All our results have immediate analogues in a still more general- 
ized continuous domain. We will demonstrate his in a separate note, together with 
some details about subcritical continuous tate branching processes. 
Finally, we include some remarks to amplify the sense in which (1.2) characterizes 
the scale family of solutions for L(ZI), when they exist. The general theory of Pakes 
(1992b) is directed toward determining L(ZO when L(U) is given. The reverse 
determination is made as follows. If L(ZI) ~ 5f(6) then L(Zt) ~ L~°(8) whenever t > 0 
and hence EZ ° < ~ when 0 < 8. If also L(ZO solves (12) then for 0 _< 0 < 8, 
E(Z °) 
E(U°) - 0 ; (6.1) E(Z.+v) 
in essence the Mellin transform of L(U). Consequently, the LST of - log  U is 
uniquely determined by L(Zl). Similar remarks apply to (1.1), and they extend also to 
the more general two-sided solutions considered by Pakes (1992a, b) because (6.1) 
holds with Zt replaced by J Z,[. 
The moments E(Z °) can be computed from 2(0) via 
E(z° )  = r (  - 0) ~-0-  l(,~(~)),d~, 
valid if 0 < 0. The singularity at 0 = 0 introduced by the gamma function vanishes in 
(6.1), and the resulting function of 0 can be continued into [0,8). 
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