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Abstrat: In this paper we introdue and analyze a lass of diusion type equations related to ertain non-
Markovian stohasti proesses. We start from the forward drift equation whih is made non-loal in time by the
introdution of a suitable hosen memory kernelK(t). The resulting non-Markovian equation an be interpreted
in a natural way as the evolution equation of the marginal density funtion of a random time proess l(t). We
then onsider the subordinated proess Y (t) = X(l(t)) where X(t) is a Markovian diusion. The orresponding
time evolution of the marginal density funtion of Y (t) is governed by a non-Markovian Fokker-Plank equation
whih involves the memory kernel K(t). We develop several appliations and derive the exat solutions. We
onsider dierent stohasti models for the given equations providing path simulations.
1 Introdution
In this introdution, we desribe and motivate the themes developed in the paper. Historial notes will be
presented in Setion 2.
Brownian motion B(t), t ≥ 0, is a stohasti proess with many properties. It is at the same time Gaussian
and Markovian, has stationary inrements and is self-similar. A proess X(t), t ≥ 0, is said to be self-similar
with self-similarity exponent H if, for all a ≥ 0, the proesses X(at), t ≥ 0, and aHX(t), t ≥ 0, have the same
nite-dimensional distributions. Brownian motion is self-similar with exponent H = 1/2. In ontrast, fra-
tional Brownian motion BH(t), t ≥ 0, is Gaussian, has stationary inrements, is self-similar with self-similarity
exponent 0 < H < 1, but is not Markovian, unless H = 1/2, in whih ase the frational Brownian motion
beomes Brownian motion. When 1/2 < H < 1, the inrements of frational Brownian motion have long-range
dependene [49℄.
Beause Brownian motion is Markovian with stationary inrements, its nite-dimensional distributions an
be obtained from the marginal density funtion
fB(x, t) =
1√
4πt
e−x
2/4t, x ∈ R (1)
at time t ≥ 0. This density funtion is the fundamental solution of the standard diusion equation:
∂tu(x, t) = ∂xxu(x, t), (2)
1
whih in integral form reads:
u(x, t) = u0(x) +
∫ t
0
∂xxu(x, s)ds, u0(x) = u(x, 0). (3)
Thus, fB(x, t) is a solution of Eq. (3) with u0(x) = δ(x), where δ(x) is the Dira delta distribution. We allow,
throughout the paper, funtions to be distributions.
Remark 1.1. We follow the physis onvention of not inluding the fator 1/2 in Eq. (2). Therefore, in this
paper, standard Brownian motion B(t), t ≥ 0, is suh that, for eah time t ≥ 0, B(t) ∼ N(0, 2t). The tilde
notation X ∼ fX(x) indiates that the random variable X has the probability density funtion fX(x).
Our goal is to extend Eq. (3) to non-Markovian settings. We will onsider non-loal, frational and strethed
modiations of the diusion equation. These modied equations will be alled Non-Markovian diusion equa-
tions, beause, while they originate from a diusion equation, the orresponding proess, whose probability
density funtion is a solution of these modied equations, will be typially non-Markovian.
To motivate the modiations, onsider rst the non-random proess l(t) = t, t ≥ 0, whih depits a
non-random linear time evolution and let fl(τ, t) denote its density funtion at time t. Therefore one has
fl(τ, t) = δ(τ − t) where δ(x) is the Dira distribution. It is natural to interpret fl(τ, t) as the fundamental
solution of the standard forward drift equation:
∂tu(τ, t) = −∂τu(τ, t), τ, t ≥ 0, (4)
whih in integral form reads:
u(τ, t) = u0(τ)−
∫ t
0
∂τu(τ, s)ds, u0(τ) = u(τ, 0). (5)
The general solutions are of the form u(τ, t) = u0(τ − t) and thus, when u0(τ) = δ(τ), the solution of Eq. (4)
is indeed u(τ, t) = δ(τ − t). Observe that the variable τ ≥ 0 plays the role of a spae variable.
We will onsider the following generalization of the forward drift equation (5)
u(τ, t) = u0(τ) −
∫ t
0
K(t− s)∂τu(τ, s)ds, τ, t ≥ 0, (6)
where K(t), with t ≥ 0, is a suitable kernel hosen suh that the fundamental solution of Eq. (6) is a probability
density funtion at eah t ≥ 0. We refer to Eq. (6) as the non-Markovian forward drift equation.
The presene of the memory kernel K in Eq. (6) suggests a orresponding modiation of the diusion
equation (3). Namely, we will onsider the equation:
u(x, t) = u0(x) +
∫ t
0
K(t− s)∂xxu(x, s)ds, x ∈ R, t ≥ 0. (7)
Its fundamental solution turns out to be:
f(x, t) =
∫ ∞
0
G(x, τ)h(τ, t)dτ, (8)
where
G(x, t) =
1√
4πt
exp(−x2/4t), (9)
and h(τ, t) is the fundamental solution of Eq. (6).
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The solution (8) is a marginal (one-point) probability density funtion. We will onsider dierent random
proesses whose marginal probability density funtion oinides with it. As illustration, onsider the following
examples
1
.
Example 1.1. If we hoose:
K(t) =
t−1/2√
π
, t ≥ 0, (10)
then we have, see Eq. (65 and Eq. (70):
h(τ, t) =
1√
πt
exp
(
−τ
2
4t
)
, τ ≥ 0, t ≥ 0, (11)
as the fundamental solution of Eq. (6). Now onsider the proess
D(t) = B(l(t)), t ≥ 0, (12)
where B is a standard Brownian motion and l(t) ≥ 0 is a random time-hange (not neessarily inreasing),
independent of B, whose marginal density funtion is given by h(τ, t). One possible hoie for the random time
proess is simply:
l(t) = |b(t)|, t ≥ 0,
where b(t), t ≥ 0, is a standard Brownian motion [9,18℄. Suh a random time proess l(t), t ≥ 0, is self-similar
of order H = 1/2.2 Let now B(t), t ≥ 0, be another standard Brownian motion independent of b(t). Thus,
the proess (see also [3℄)
D(t) = B(|b(t)|), t ≥ 0, (13)
has marginal density dened by Eq. (8) with h(τ, t) given by Eq. (11).
But, D(t) is not the only proess with density funtion f(x, t), given by Eq. (8). For example, the proess
Y (t) =
√
|b(1)|B1/4(t), t ≥ 0 , (14)
where B1/4 is an independent frational Brownian motion with self-similarity exponent H = 1/4, has the same
one-dimensional probability density funtions as the previous proess D(t), t ≥ 0, see Eq. (40) with β = 1/2.
Example 1.2. The frational Brownian motion in Eq. (14) has a self-similarity exponent H < 1/2. The
inrements of suh a proess are known to be negatively orrelated [31, 32, 49℄. To allow for the presene of
frational Brownian motion BH(t) with 0 < H < 1, we introdue a seond (non-random) time-hange t→ g(t),
where g(0) = 0 and g(t) is smooth and inreasing, that is we onsider the non-Markovian diusion equation
u(x, t) = u0(x) +
∫ t
0
g′(s)K (g(t)− g(s)) ∂xxu(x, s)ds. (15)
whose fundamental solution is now:
f(x, t) =
∫ ∞
0
G(x, τ)h(τ, g(t))dτ, (16)
where h is the fundamental solution of Eq. (6). If K(t) is as in Eq. (10) and g(t) = t2α, with 0 < α < 2, then
the proesses:
D(t) = B(|b(t2α)|), t ≥ 0,
Y (t) =
√
|b(1)|Bα/2(t), t ≥ 0,
have a marginal density funtion dened by Eq. (16) with h(τ, t) as in Eq. (11), whih is the fundamental
solution of Eq. (15). In this ase Y (t) is dened through an independent frational Brownian motion Bα/2 with
Hurst's parameter H = α/2 and thus 0 < H < 1. This is a speial ase of Eq. (78).
1
In these examples we refer to fats whih are justied later in the paper through forward referenes. The reader may want to
fous at this point only on the examples and ignore the referenes.
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Another possible hoie for a random time proess with marginal density given by Eq. (11) is the loal time in zero of a
standard Brownian motion [4℄. In this ase the time-hange proess l(t) is inreasing.
3
The preeding examples illustrate the themes pursued in the paper. We will fous, however, not only on
power-like kernels suh as those dened in Eq. (10), but also on exponential-like kernels suh as:
K(t) = e−at, a ≥ 0. (17)
We also onsider what happens when the Brownian motion B(t), t ≥ 0, is replaed by a more general linear
(time-homogeneous) diusion Q(t), t ≥ 0, governed by the Fokker-Plank equation3,
∂tu(x, t) = Pxu(x, t), (18)
where Px is a linear operator independent of t ating on the variable x ∈ R. In other words we onsider the
non-Markovian diusion equation:
u(x, t) = u0(x) +
∫ t
0
g′(s)K(g(t)− g(s))Pxu(x, s)ds. (19)
We show that its fundamental solution is:
f(x, t) =
∫ ∞
0
G(x, τ)h(τ, g(t))dτ, (20)
where G(x, t) is the fundamental solution of Eq. (19), while h(τ, t) is the fundamental solution of Eq. (6). We
also provide expliit solutions when Px is the dierential operator assoiated with Brownian motion with drift,
when it is assoiated with Geometri Brownian motion and when the kernel K(t) is the power kernel and the
exponential kernel.
In order not to dwell on tehnialities, we suppose impliitly, throughout the paper, that we have suient
regularity onditions, to justify the algebrai manipulations that are performed. The paper is organized as
follows:
 Historial notes are presented in Setion 2.
 In Setion 3 we study the non-Markovian forward drift equation (6) and its orresponding random time
proess l(t). We derive suitability onditions on the kernel K(t). We end the setion by noting that a
self-similar time-hange proess, for instane with self-similarity parameter H = β, requires the hoie
K(t) = Ctβ−1/Γ(β) with 0 < β ≤ 1.
 In Setion 4 we study the non-Markovian diusion equation (15) and its solutions, and we disuss its
various stohasti interpretations.
 In Setion 5 we illustrate the fat that the stohasti representation is not unique.
 In Setion 6 we study the more general non-Markovian Fokker-Plank equation and derive its solution Eq.
(20).
 In Setion 7 we go thorough several examples with Pxu(x, t) = ∂xxu(x, t), that is, when the underlying
diusion proes is Brownian motion. We onsider non-Markovian diusion equations, assoiated with the
β-power kernel K(t) = tβ−1/Γ(β), 0 < β ≤ 1, and with the exponential-deay kernel K(t) = e−at, a ≥ 0.
We also onsider dierent hoies of the deterministi saling funtion g(t), for example a logarithmi time
sale g(t) = log(t+ 1) is onsidered.
 In Setion 8 we fous on appliations when the underlying diusion proess is not standard Brownian
motion. We onsider the ase of Brownian motion with drift and Geometri Brownian motion and we
study the orresponding equations with the β-power kernel and the exponential-deay kernel.
 Setion 9 ontains a summary and onluding remarks.
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Also known as the forward Kolmogorov equation.
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2 Historial notes
Non-Markovian equations like Eq. (7), or more generally Eq. (19), are often enountered when studying physial
phenomena related to relaxation and diusion problems in omplex systems (see Srokowsky [47℄ for examples).
Equations of the type (7) have been studied for example by Kolsrud [22℄. He obtained Eq. 8), but without
providing spei examples. A similar study was done by Wyss [51℄ who, however, foused only on power-like
kernels K(t) = Ctβ−1.
Sokolov [45℄ (see also Srokowsky [47℄), studied the non-Markovian equation
∂tP (x, t) =
∫ t
0
k(t− s)LxP (x, s)ds, (21)
where Lx is a linear operator ating on the variable x. He provided a formal solution in the form of Eq. 20).
Observe, however, that our equation (19) diers from Eq. (21), not only by the presene of the saling funtion
g(t), but also by the hoie of the memory kernel. Our kernel K(t) and Sokolov's kernel k(t) are related by the
equation:
K(t) =
∫ t
0
k(s)ds⇒ K˜(s) = k˜(s)/s, s > 0, (22)
where the tilde indiates the Laplae transform, see Eq. (25). The suitability onditions for these memory
kernels are thus not the same (these onditions are developed in Setion 3). For example, onsider the simple
exponential-deay kernel e−at, a ≥ 0. This hoie of the kernel is safe in the ontext of Eq. (19), i.e. for the
hoie K(t) = e−at, but is dangerous if one onsiders Eq. (21) with the kernel k(t) = e−at. In the ase of
Eq. (19), the exponential-deay kernel orresponds to a system for whih non-loal memory eets are initially
negligible. In fat, K(t) = e−at → 1 as t → 0 and thus the system appears Markovian at small times. On the
other hand, the hoie k(t) = e−at orresponds to the kernel K(t) = a−1(1−e−at) whih for small times behaves
like t. In this ase Sokolov [45℄ notied that the orresponding equations are only reasonable in a restrited
domain of the model parameters and for ertain initial and boundary onditions.
Our starting point is dierent from that of the previous authors. Instead of starting diretly from the Fokker-
Plank equations (18), we start from the forward drift equation (5) whih is then generalized by introduing a
memory kernel K(t), Eq. (6). One is then naturally led to the non-Markovian diusion equations (15 and (19)
after the introdution of the saling funtion g(t). In fat, in spei ases, it is sometimes simpler to solve rst
the non-Markovian forward drift equation (6) and then use the solution to solve the non-Markovian diusion
equation (15) or (19) by using (16) or (20). The form of the solution (16) or (20) has now a ready-made interpre-
tation. For example, in Eq. (20) the funtion G(x, t) is the fundamental solution of the Markovian equation (18)
and the funtion h(τ, t) is the fundamental solution of the non-Markovian equation (6) and it is these two solu-
tions that ontribute to Eq. (20) whih is the fundamental solution of the non-Markovian diusion equation (19).
Furthermore, the form (16) or (20) has a natural interpretation in terms of subordinated proesses, see Eq.
(12). Aording to Whitmore and Lee [23℄, the term subordination was introdued by Bohner [5,6℄. It refers
to proesses of the form Y (t) = X(l(t)), t ≥ 0, where X(t), t ≥ 0, is a Markov proess and l(t), t ≥ 0, is a
(non-negative) random time proess independent of X . The marginal distribution of the subordinated proess
is learly:
fY (x, t) =
∫ ∞
0
fX(x, τ)fl(τ, t)dτ, t ≥ 0, x ∈ R, (23)
where fX(x, t) and fl(τ, t) represent the marginal density funtions of the proesses X and l. Therefore, Eq.
(16) or Eq. (20) an be interpreted in terms of subordinated proesses, with Eq. (6) haraterizing the random
time proess l(t) and Eq. (18) haraterizing the Markov parent proess X(t).
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The stohasti interpretation through subordinated proesses, rst suggested by Kolsrud, is very natural
beause Y (t) = X(l(t)) has a diret physial interpretation. For example, in equipment usage, X(t) an be the
state of a mahine at time t and l(t) the eetive usage up to time t. In an eonometri study, X(t) may be
a model for the prie of a stok at time t. If l(t) measures the total eonomi ativity up to time t, the prie
of the stok at time t should not be desribed by X(t) but by the subordinated proess Y (t) = X(l(t)). The
resulting subordinated proess Y (t) is in general non-Markovian. In this way, the non-loal memory eets are
attributable to the random time proess l(t) and to its dynamis whih is in general non-loal in time, see Eq. (6).
Note, however, that the solution of Eq. (19) represents only the marginal (one-point) density funtion of the
proess and therefore annot haraterize the full stohasti struture of the proess. As we note in the paper,
there are also proesses that are not subordinated proesses that serve as stohasti models for non-Markovian
diusion equations like Eq. (19) or Eq. (21).
For example, onsider in Eq. (7) the β-power kernel K(t) = tβ−1/Γ(β), with 0 < β ≤ 1. From a stohasti
point of view, the fundamental solution of this equation, also alled the time-frational diusion equation
of order β, an be interpreted as the marginal density funtion of a self-similar stohasti proesses with
parameter H = β/2. This proess, for example, an be taken to be a subordinated proess Y (t) = B(l(t)),
with a suitable hoie of the random time l. In Kolsrud [22℄, the random time l is taken to be related to
the loal time of a d = 2(1 − β)-dimensional frational Bessel proess, while in Meershaert et al. [34℄ (see
also [1, 1517, 21, 40, 48℄), in the ontext of a Continuous Time Random Walk (CTRW), it is hosen to be the
inverse of the totally skewed stritly β-stable proess. The interested reader is referred to the wide literature
onerning the relationship between CTRW and non-Markovian diusion equations and its appliations. See
for instane, [2, 13, 14, 19, 28, 35,36, 41, 42, 50, 52℄ and referenes therein.
Shneider [43℄, moreover, in a very general mathematial onstrution, introdued the so-alled Grey Brow-
nian motion. This proess is a self-similar proess with stationary inrements whih, as turns out, an be
represented by Y (t) = ΛβBH(t), t ≥ 0, where BH is a frational Brownian motion with H = β/2 and Λβ is a
suitable hosen random variable independent of BH (see Mura et al. for details [38, 39℄). This proess has a
marginal density funtion that evolves in time aording to the time-frational diusion equation of order β. In
this ase the non-Markovian property is due to the presene of the frational Brownian motion. As we show in
the paper, long-range dependene an be made to appear through the time-saling funtion g(t), see Eq. (15)
and Example 1.2. Figures 4, 5 and 6 display trajetories of the proesses D(t) and Y (t) and orresponding
density funtions.
3 The non-Markovian forward drift equation
We start with the following generalization of Eq. (5), namely:
u(τ, t) = u0(τ) −
∫ t
0
K(t− s)∂τu(τ, s)ds, τ, t ≥ 0, (24)
where K(t), with t ≥ 0, is a suitable hosen kernel. We then hoose a random time proess l(t) suh that,
for eah t ≥ 0, its marginal density fl(τ, t) is the fundamental solution of Eq. (24). Observe that Eq. (24) is
non-loal beause u(τ, t) involves u(τ, s) at all 0 ≤ s ≤ t. Equation (24) will be alled non-Markovian forward
drift equation, see Setion 1, Eq. (6).
It is onvenient to work with Laplae transforms. We indiate by L{ϕ(x, t); t, s} the Laplae transform of
the funtion ϕ with respet to t evaluated in s ≥ 0, namely:
L{ϕ(x, t); t, s} =
∫ ∞
0
e−tsϕ(x, t)dt, s ≥ 0. (25)
If the funtion ϕ depends only on the variable t we write simply ϕ˜(s), beause in this ase there is no ambiguity
onerning the integration variable. In partiular we let K˜(s) denote the Laplae transform of the kernel K.
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Proposition 3.1. Let fl(τ, t) denote the fundamental solution of Eq. (24). Then,
L{fl(τ, t); t, s} = 1
sK˜(s)
exp
(
− τ
K˜(s)
)
, τ, s ≥ 0, (26)
and zero for τ < 0.
Proof: we take the Laplae transform with respet to the variable t in Eq. (24):
∂τ u˜(τ, s) =
u0(τ)
sK˜(s)
− u˜(τ, s)
K˜(s)
, (27)
thus Eq. (26) is a solution, in the distributional sense, when u0(τ) = δ(τ). Indeed the general solution ofEq.
27) with u0(τ) = δ(τ) is:
ϕ(τ, s) =
θ(τ)
sK˜(s)
exp
(
− τ
K˜(s)
)
+ C exp
(
− τ
K˜(s)
)
, τ ∈ R,
where C is a real onstant and where
θ(x) =
{
1, x ≥ 0,
0, x < 0
(28)
is the Heaviside's step funtion. Sine we require ϕ(τ, t) = 0 for τ < 0, we get C = 0 i.e. Eq. (26). 
3.1 Suitability onditions on the kernel K
We must hoose the kernel K suh that the fundamental solution of Eq. (24) is a probability density in τ ≥ 0.
We observe that if fl(τ, t) satises Eq. (24) and Eq. (26), then it is automatially normalized for eah t ≥ 0.
In fat, for a funtion ϕ(x, t) for whih it is always possible to hange the order of integration, one has:∫
R
ϕ(x, t)dx = 1⇐⇒
∫
R
ϕ˜(x, s)dx = s−1. (29)
Sine Eq. (26) satises the right-hand side of Eq. (29), we get
∫
R+
fl(τ, t)dτ = 1. One still needs, however, to
hoose the kernel K suh that fl(τ, t) ≥ 0 for all τ, t ≥ 0.
In order to get a suitable ondition on the kernel K, we make use of the notion of ompletely monotone
funtion. Reall that a funtion ϕ(t) is ompletely monotone if it is non-negative and possesses derivatives of
any order and:
(−1)k d
k
dtk
ϕ(t) ≥ 0, t > 0, k ∈ Z+ = {0, 1, 2, . . .}. (30)
We observe that as t → 0, the limit of dkϕ(t)/dtk may be nite or innite. Typial non-trivial examples are
ϕ(t) = exp(−at), with a > 0, ψ(t) = 1/t and φ(t) = 1/(1+ t). It is easy to show that if ϕ and ψ are ompletely
monotone then their produt ϕψ is as well. Moreover, if ϕ is ompletely monotone and ψ is positive with rst
derivative ompletely monotone then the funtion ϕ(ψ) is ompletely monotone.
We have the following haraterization of ompletely monotone funtions [10℄:
Lemma 3.1. A funtion ϕ(s), dened on the positive real line, is ompletely monotone if and only if is of the
form:
ϕ(s) =
∫ ∞
0
e−tsF (dt), s ≥ 0,
where F is a nite or innite non-negative measure on the positive real semi-axis.
Hene, to ensure that fl(τ, t) ≥ 0 for all τ, t ≥ 0, it is enough to require that the funtion dened in Eq.
(26) must be ompletely monotone, as a funtion of s, for any τ ≥ 0, and thus that the kernel K satises the
following:
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Suitability onditions
1. sK˜(s) is positive with rst derivative ompletely monotone,
2. 1/K˜(s) is positive with rst derivative ompletely monotone.
Indeed, we an view Eq. 26) as the produt of the two ompletely monotone funtions 1/u and exp(−τu), the
rst evaluated at u = sK˜(s) and the seond evaluated at u = 1/K˜(s).
3.2 Examples
Example 3.1 (β-power kernel). If we hoose:
K(t) =
tβ−1
Γ(β)
,
we get K˜(s) = s−β. In this ase sK˜(s) = s1−β is positive and has rst derivative (1 − β)s−β ompletely
monotone if and only if 0 < β ≤ 1. Moreover, 1/K˜(s) = sβ is positive with rst derivative βsβ−1 ompletely
monotone if and only if 0 < β ≤ 1. Therefore, a good hoie for the kernel K is:
K(t) =
tβ−1
Γ(β)
, 0 < β ≤ 1. (31)
Example 3.2 (Exponential-deay kernel). Choosing:
K(t) = exp(−at), a ≥ 0, (32)
we get sK˜(s) = s/(s+ a) whih is positive with rst derivative a(s+ a)−2 ompletely monotone for any a ≥ 0.
Moreover, 1/K˜(s) = (s+ a) is positive if a ≥ 0 with rst derivative ompletely monotone.
Example 3.3 (β-power with exponential-deay kernel). Choosing:
K(t) =
tβ−1
Γ(β)
exp(−at), 0 < β ≤ 1, a ≥ 0, (33)
we have K˜(s) = (s + a)−β . Therefore, sK˜(s) = s(s + a)−β whih is positive if a ≥ 0 with rst derivative
(s+ a)−β(1− βs(s+ a)−1) ompletely monotone if 0 < β ≤ 1. Moreover, 1/K˜(s) = (s+ a)β is positive if a ≥ 0
with rst derivative β(s+ a)β−1 ompletely monotone if 0 < β ≤ 1.
The following theorem states that a self-similar random time proess l(t), t ≥ 0, is assoiated with the kernel
K(t) in Example 3.1:
Theorem 3.1. If the time-hange proess l(t), t ≥ 0, is self-similar (for instane of order H = β), with
marginal probability density fl(τ, t) satisfying Eq. (26), then we must have:
K(t) = C
tβ−1
Γ(β)
, 0 < β ≤ 1, (34)
for some positive onstant C.
Proof: The self-similarity ondition entails that for any τ, t ≥ 0 and for any a > 0:
a−βfl(a−βτ, t) = fl(τ, at).
If we take the Laplae transform and set f˜(τ, s) = L{fl(τ, t); t, s}, we have:
a−β f˜l(a−βτ, s) =
1
a
f˜l
(
τ,
s
a
)
.
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Using Eq. 26) we get that for any τ, s ≥ 0 and a > 0:
a−β
K˜(s)
exp
(
−a
−βτ
K˜(s)
)
=
1
K˜( sa )
exp
(
− τ
K˜( sa )
)
.
Sine this relation is valid for any hoie of τ ≥ 0 and s ≥ 0, putting τ = 0 and s = a, we get:
a−β
K˜(a)
=
1
K˜(1)
.
Thus, for any a > 0:
K˜(a) = K˜(1)a−β,
whih is the Laplae transform ofEq. 34). If we add moreover the ondition of omplete monotoniity we nd:
0 < β ≤ 1 as indiated in Example 3.1. 
4 Non-Markovian diusion equation
We fous here on the non-Markovian diusion equation (15) introdued in the rst setion. There are two
ingredients:
1. The fundamental solution ofEq. 24), denoted here by h(τ, t) and dened by Eq. (26).
2. The fundamental solution G(x, t), dened by Eq. (9), of the standard diusion equation whih is the
one-dimensional density of the standard Brownian motion.
The following theorem ombines these two ingredients and provides the fundamental solution of a orresponding
non-Markovian diusion equation.
Theorem 4.1. Let h(τ, t) denote the fundamental solution of Eq. 24), so that by Proposition 3.1, one has:
L{h(τ, t); t, s} = 1
sK˜(s)
exp
(
− τ
K˜(s)
)
, τ, s ≥ 0, (35)
for a suitable hoie of K. Let g be a stritly inreasing funtion with g(0) = 0 and let G(x, t) be dened by Eq.
(9). Then,
f(x, t) =
∫ ∞
0
G(x, τ)h(τ, g(t))dτ, (36)
is the fundamental solution of the non-Markovian diusion equation:
u(x, t) = u0(t) +
∫ t
0
g′(s)K (g(t)− g(s)) ∂xxu(x, s)ds. (37)
Proof: see Setion 6. 
We have immediately the following:
Corollary 4.1. If H(x, t) is a solution of the standard diusion equation with initial ondition H(x, 0) = u0(x),
then the funtion:
u(x, t) =
∫ ∞
0
H(x, τ)h(τ, g(t))dτ (38)
is a solution of Eq. (37).
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Proof: If, for any t ≥ 0, the funtion f(x, t) dened in Eq. (36) is the fundamental solution of Eq. (37) then a
general solution is given by:
u(x, t) =
∫
R
f(x− y, t)u0(y)dy =
∫
R
∫ ∞
0
G(x − y, τ)u0(y)h(τ, g(t)) dτ dy
=
∫ ∞
0
(∫
R
G(x− y, τ)u0(y)dy
)
h(τ, g(t))dτ =
∫ ∞
0
H(x, τ)h(τ, g(t))dτ. 
We observe that:
1. The equation (35) states that h(τ, t) is the fundamental solution of Eq. (24).
2. While G(x, t) is the fundamental solution of the standard diusion equation obtained when u0(x) = δ(x),
the general solution, denoted H(x, t) in the above theorem, results from a general initial ondition u0(x).
Many physial phenomena, espeially related to relaxation proesses in omplex systems, are desribed by non-
Markovian master equations like Eq. (37). K(t) is a memory kernel and g(t) is just a time-saling funtion.
Suh equations are often argued by phenomenologial onsiderations and an be more or less rigorously derived
starting from a mirosopi desription [7, 20, 47, 53℄.
5 The stohasti representation is not unique
The solution of the non-Markovian diusion equation an be viewed as the marginal density funtion of the
subordinated proess, see Eq. (12)
D(t) = B(l(g(t))), t ≥ 0,
sine its marginal density is:
fD(x, t) =
∫ ∞
0
G(x, τ)fl(τ, g(t))dτ.
Here, for eah t ≥ 0, D(t) ∼ fD(x, t), B(t) ∼ G(x, t) and l(t) ∼ fl(τ, t). In the notation of Theorem 4.1, we
have fD(x, t) = f(x, t) and fl(τ, t) = h(τ, t). The Laplae transform of fl(τ, t) with respet to t is given by Eq.
(35).
This stohasti representation is not unique (see Example 1.1, Example 1.2 and examples below). Indeed,
the non-Markovian diusion equation haraterizes only the marginal, that is one-point, probability density
funtion. However, proesses with a dierent dependene struture an have the same marginal density f(x, t).
Additional requirements ould be imposed so as to speify the stohasti model more preisely.
Example 5.1. If we require the random time proess lβ(t), t ≥ 0, to be self-similar of order β, then in view of
Theorem 3.1, the kernel must be hosen as in Eq. (34) and we must have 0 < β ≤ 1. We will study this ase
more in details in Setion 7. Here we just observe that if we onsider a standard frational Brownian motion
Bβ/2 of order β/2, then f(x, t) is also the marginal distribution of
Y (t) =
√
lβ(1)Bβ/2(t), (39)
where Bβ/2(t) is assumed to be independent of lβ(1).
In fat, beause lβ(t), t ≥ 0, is self-similar of order H = β, one has:
D(t) = B(lβ(t)) =
d
√
lβ(t)B(1) =
d
√
lβ(1)t
β/2B(1) =
d
√
lβ(1)t
β/2Bβ/2(1) =
d
√
lβ(1)Bβ/2(t) = Y (t), (40)
where =
d
denotes here the equality of the marginal distributions.
Both D(t), t ≥ 0, and Y (t), t ≥ 0, are self-similar proesses with Hurst's exponent H = β/2. However, while
Y (t), t ≥ 0, has always stationary inrements, this is not in general true in the ase of the proess D(t), t ≥ 0.
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6 Non-Markovian Fokker-Plank equation
We onsidered up until now proesses of the type B(l(g(t))), where B is a standard Brownian motion. What
happens if we replae B by a more general diusion? Namely, what happens if instead of starting with the
standard diusion equation (2) we start with a more general Markovian Fokker-Plank equation:
∂tu(x, t) = Pxu(x, t), x ∈ R, t ≥ 0, (41)
where Px is a linear operator, independent of t, ating on the variable x? We have the following generalization
of Theorem 4.1:
Theorem 6.1. Suppose that h(τ, t) is a probability density funtion satisfyingEq. 26)
L{h(τ, t); t, s} = 1
sK˜(s)
exp
(
− τ
K˜(s)
)
, τ, s ≥ 0, (42)
for a suitable hoie of K. Let g be a stritly inreasing funtion with g(0) = 0 and G(x, t) be the fundamental
solution of Eq. (41). Then the fundamental solution of the integral equation:
u(x, t) = u0(t) +
∫ t
0
g′(s)K (g(t)− g(s))Pxu(x, s)ds (43)
is
f(x, t) =
∫ ∞
0
G(x, τ)h(τ, g(t))dτ. (44)
We provide two versions of the proof. The rst starts with the solution f(x, t) in Eq. (44) and veries that it
satises Eq. (43). The seond starts from the partial integro-dierential equation (43) and derives the solution
f(x, t) under ertain assumptions stated below Eq. (49).
Proof 1: For rst we observe that
L{f(x, t); g(t), s} = 1
sK˜(s)
L{G(x, t); t, K˜(s)−1}. (45)
With the hange of variables g(s) = z, we write:
u(x, g−1(w)) = u0(x) +
∫ w
0
K (w − z)Pxu(x, g−1(z))dz, w = g(t). (46)
We want to show that Eq. (44) with the hoie (42) solves Eq. (43). If we take the Laplae transform of Eq.
(43) using Eq. (46), we get:
L{u(x, t); g(t), s} = u0(x)
s
+ K˜(s)PxL{u(x, t); g(t), s}
that is:
sL{u(x, t); g(t), s} − u0(x) = sK˜(s)PxL{u(x, t); g(t), s}. (47)
Now, if we substitute on Eq. (47) a solution of the form (44),
u(x, t) =
∫ ∞
0
H(x, τ)h(τ, g(t))dτ, (48)
we have:
K˜(s)−1L{H(x, t); t, K˜(s)−1} = u0(x) + PxL{H(x, t); t, K˜(s)−1}
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i.e. we have, with obvious notations:
τH˜(x, τ) = u0(x) + PxH˜(x, τ),
in whih one readily reognizes the Laplae transform of the Markovian Fokker-Plank equation with the same
initial ondition u0(x). Therefore:
∂tH(x, t) = PxH(x, t), H(x, 0) = u0(x).
This argument shows not only that Eq. (44) is the fundamental solution of Eq. (43), but also that a general
solution is given by Eq. (48) (see Corollary 4.1). This result is summarized in Corollary 6.1 (see below).
Proof 2: We now start from Eq.(43) and we use integral transforms in order to get the fundamental solu-
tion. Let F denote the Fourier transform operator and let:
(Fϕ)(k, t) = ϕ̂(k, t) =
∫
R
eikxϕ(x, t) dx .
Sine û0(k) = 1, and sine (FPxu)(k, t) = (FPxF−1Fu)(k, t) = P̂kû(k, t), where P̂k = (FPxF−1)k denotes the
Fourier transform of the operator Px, we have:
û(k, g−1(w)) = 1 +
∫ w
0
K(w − z)P̂kû(k, g−1(z))dz.
Taking the Laplae transform we have:
L{û(k, g−1(w));w, s} = s−1 + P̂kK˜(s)L{û(k, g−1(w));w, s},
whih is the same as:
L{û(k, t); g(t), s} = s−1 + P̂kK˜(s)L{û(k, t); g(t), s}.
Therefore: (
K˜(s)−1 − P̂k
)
L{û(k, t); g(t), s} = s−1K˜(s)−1.
Denoting 1(k) = 1, we have:
L{û(k, t); g(t), s} = 1
sK˜(s)
(
K˜(s)−1 − P̂k
)−1
1(k), (49)
where we suppose that the operator
(
K˜(s)−1 − P̂k
)−1
is well dened and ats on the onstant funtion 1(k) = 1.
Observe that the Fokker-Plank equation (41) is obtained from Eq. (43) by setting K(t) = 1, for eah t ≥ 0,
that is K˜(s) = s−1, and g(t) = t, for eah t ≥ 0. In this ase Eq. (49) beomes:
L{Ĝ(k, t); t, s} = (s− P̂k)−11(k). (50)
where G(x, t) is the fundamental solution. Taking the inverse Fourier transform, we get:
L{G(x, t); t, s} = F−1
{
(s− P̂k)−11(k) ; k, x
}
, (51)
where:
F
−1 {ϕ(k, s) ; k, x} = 1
2π
∫
R
e−ikxϕ(k, s)dk. (52)
Replaing s by K˜(s)−1 in Eq. (51), one has:
L{G(x, t); t, K˜(s)−1} = F−1
{
(K˜(s)−1 − P̂k)−11(k) ; k, x
}
. (53)
12
Going bak to Eq. (49) and inverting the Fourier transform we obtain in view of Eq. (53):
L{u(x, t); g(t), s} = 1
sK˜(s)
F
−1
{(
K˜(s)−1 − P̂k
)−1
1(k) ; k, x
}
=
1
sK˜(s)
L{G(x, t); t, K˜(s)−1}.
that is Eq. (45). 
Remark 6.1. If the Markovian proess is a Brownian motion one has Px = ∂
2
∂x2
. The Fourier transform of Px
is P̂k = −k2 and Eq. (49) beomes:
L{û(k, t); g(t), s} = 1
sK˜(s)
(
K˜(s)−1 + k2
)−1
1(k),
where (
K˜(s)−1 + k2
)−1
1(k) =
1(
K˜(s)−1 + k2
) ,
whih is well dened beause K˜(s)−1 is positive.
Corollary 6.1. If H(x, t) is a general solution of the Markovian Fokker-Plank equation (41) with initial
ondition H(x, 0) = u0(x), then the funtion:
u(x, t) =
∫ ∞
0
H(x, τ)h(τ, g(t))dτ (54)
is a general solution of Eq. (43).
>From a stohasti point of view, f(x, t) ould be seen as the marginal distribution at time t of the subor-
dinated proess:
D(t) = Q(l(g(t))) (55)
where Q is the diusion governed by the Fokker-Plank equation (41) and l(t) is the random time proess,
independent of Q(t), with marginal distributions dened by h(τ, t).
7 Examples involving standard Brownian motion
In the following examples, we onsider stohasti models where the operator Px in Eq. (41) is ∂xx, namely
the operator orresponding to standard Brownian motion. We will study more general operators in the next
setion. We shall hoose various kernels K(t) and various strething funtions g(t). We let h(τ, t) denote the
fundamental solution of the non-Markovian forward drift equation (24). Sine the orresponding stohasti
models are not unique, we will mainly fous on the subordinated proess B(l(t)), t ≥ 0. However, we also give
examples of other appropriate stohasti models.
7.1 Time-frational diusion equation
Let g(t) = t. Consider the β-power kernel:
K(t) =
tβ−1
Γ(β)
, 0 < β ≤ 1, (56)
and let h(τ, t) denote the fundamental solution of the non-Markovian forward drift equation (24) with kernel
(56).
Remark 7.1. In view of Theorem 3.1, suh a kernel arises if one requires h(τ, t) to be the marginal density
funtion of a self-similar random time proess l(t) of order β.
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InsertingEq. 56) in Eq. (37) we obtain the following equation:
u(x, t) = u0(t) +
1
Γ(β)
∫ t
0
(t− s)β−1 ∂xxu(x, s) ds , (57)
whih is sometimes alled the time-frational diusion equation [27,44℄. In view of Theorem 4.1, the fundamental
solution is:
f(x, t) =
∫ ∞
0
G(x, τ)h(τ, t) dτ,
where h(τ, t) satises:
L{h(τ, t); t, s} = sβ−1e−τsβ , τ, s ≥ 0. (58)
Suh a funtion h(τ, t) an be expressed as:
h(τ, t) = t−βMβ(τt−β), (59)
where Mβ(r), is dened for 0 < β < 1 by the power series [24, 25℄:
Mβ(r) =
∞∑
k=0
(−r)k
k!Γ [−βk + (1− β)]
=
1
π
∞∑
k=0
(−r)k
k!
Γ [(β(k + 1))] sin [πβ(k + 1)], r ≥ 0.
(60)
The above series denes a transendental funtion (entire of order 1/(1− β)) [12℄.
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Figure 1: Plot of the density funtion h(τ, t) = t−βM(τt−β) at time t = 1, for dierent values of the parameter
β = [1/4, 1/2, 3/4].
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Remark 7.2. The funtion h(τ, t) in Eq. (59) represents the fundamental solution of the time-frational
forward drift equation (see also [15℄):
u(τ, t) = u0(τ) − 1
Γ(β)
∫ t
0
(t− s)β−1∂τu(τ, s)ds. (61)
This equation redues to the standard drift equation when β → 1.
7.1.1 Properties of the M-funtion
It is useful to reall some important properties of the M -funtion [12,29℄. These are best expressed in terms of
the funtion
Mβ(τ, t) = t−βMβ(τt−β), (62)
dened for any τ, t ≥ 0 and 0 < β < 1.
1. The Laplae transform of Mβ(τ, t) with respet to t is:
L{Mβ(τ, t); t, s} = sβ−1e−τs
β
, τ, s ≥ 0. (63)
2. The above equation suggests that in the singular limit β → 1 one has:
M1(τ, t) = δ(τ − t), τ, t ≥ 0. (64)
3. If β = 1/2:
M1/2(τ, t) =
1√
πt
exp(−τ2/4t), τ, t ≥ 0. (65)
4. The M -funtion is a partiular ase of a Fox H-funtion [30, 44℄. We indiate with
M{ϕ(x);x, u} =
∫ ∞
0
ϕ(x)xu−1dx, (66)
the Mellin transform of a funtion ϕ(x), x ≥ 0, with respet to x evaluated in u ≥ 0. The Fox H-funtion
Hm,np,q (z) = H
m,n
p,q
(
z
∣∣∣ (ai, αi)i=1,...,p
(bj , βj)j=1,...,q
)
,
is haraterized by its Mellin transform as follows:
M{H m,np,q (z); z, u} =
A(u)B(u)
C(u)D(u)
, (67)
with
A(u) =
m∏
i=1
Γ(bj + βju), B(u) =
n∏
j=1
Γ(1 − aj − αju),
C(u) =
q∏
i=m+1
Γ(1− bj − βju), D(u) =
p∏
j=n+1
Γ(aj + αju).
Here: 1 ≤ m ≤ q, 0 ≤ n ≤ p, αj , βj > 0 and aj , bj ∈ C (see [11, 33, 46℄ for more details).
Starting from Eq. (63) and skipping to the Mellin transform, it is easy to show that we have the following
relation:
Mβ(τ, t) = t−βH1,01,1
(
τt−β
∣∣∣ (1− β, β)
(0, 1)
)
, τ, t ≥ 0, 0 < β < 1. (68)
15
5. Using the representation Eq. (68) and Eq. (67) we have for any η, β ∈ (0, 1), see also [29℄:
Mν(x, t) =
∫ ∞
0
Mη(x, τ)Mβ(τ, t)dτ, ν = ηβ x ≥ 0. (69)
The expression (59) for the funtion h(τ, t) follows from Eq. (63), that is:
h(τ, t) =Mβ(τ, t), τ, t ≥ 0. (70)
Moreover, when β → 1,Eq. 64) gives h(τ, t) = δ(τ − t) as expeted (see Remark 7.2). Comparing Eq. (9) and
Eq. (65) one observes that:
G(x, t) =
1
2
M1/2(|x|, t). (71)
Using Theorem 4.1 and Eq. (69) together with Eq. (70) and Eq. (71) we reover the fundamental solution of
the time-frational diusion equation [27℄:
f(x, t) =
∫ ∞
0
G(x, τ)h(τ, t)d τ =
1
2
∫ ∞
0
M1/2(|x|, τ)Mβ(τ, t) dτ
=
1
2
Mβ/2(|x|, t) =
1
2
t−β/2Mβ/2(|x|t−β/2). (72)
Several plots of the M -funtion are presented: in Figure 1 the funtion h(τ, t) = Mβ(τ, t) is drawn at a xed
time t = 1 and for dierent values of the parameter β; in Figure 2 is presented the plot of f(x, t) = 12Mβ/2(|x|, t)
at a xed time t = 1 and for dierent values of β; in Figure 3 is shown the time evolution of f(x, t) for xed
β = 1/2.
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Figure 2: Plot of the density funtion f(x, t) given by Eq. (72) at time t = 1, for dierent values of the
parameter β = [1/4, 1/2, 3/4, 1]. For β = 1 one reovers the standard Gaussian density (71).
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Figure 3: Plot of the density funtion f(x, t) for xed β = 1/2, at dierent times t = [0.1, 1, 10, 102].
7.1.2 Stohasti interpretations of the solution
From a stohasti point of view, the funtion h(τ, t) in Eq. (59) an be regarded as the marginal distribution of
lβ(t), t ≥ 0,
where lβ(t), t ≥ 0, is an H-ss random time with H = β. We have that for eah integer m ≥ 0:
E(lβ(t)
m) =
m!
Γ(βm+ 1)
tβm. (73)
In fat, from Eq. (58), for eah integer m ≥ 0, we have :∫ ∞
0
τmsβ−1e−τs
β
dτ = m!s−mβ−1,
whih, inverting the Laplae transform, gives Eq. (73).
For instane, with the suitable onventions [8℄, lβ(t), t ≥ 0, an be viewed as the loal time in zero at time t
of a d = 2(1− β)-dimensional Bessel proess [37℄. The funtion f(x, t) in Eq. (72) is then the marginal density
funtion of
D(t) = B (lβ(t)) ,
whih is self-similar with H = β/2. In this ase, beause lβ(t) is self-similar of order β, we immediately have
an example of a dierent proess with the same marginal distribution of D(t) (see Example 5.1). In fat, if
we onsider a standard frational Brownian motion Bβ/2 of order β/2, then f(x, t) an also be seen as the
marginal distribution of
Y (t) =
√
lβ(1)Bβ/2(t), (74)
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Figure 4: Trajetory of the proess B(lβ(t)) (top panel), with 0 < t < 1 and β = 1/2. The random time proess
is hosen to be l1/2(t) = |b(t)| where b(t) is a standard Brownian motion (see Example 1.1). The orresponding
trajetory of the random time proess is presented in the middle panel. The estimated variane, omputed on
a sample of dimension N = 5000, is presented in logarithmi sale in the bottom panel and ts perfetly the
theoretial urve 2t1/2/Γ(3/2).
where Bβ/2(t) is assumed to be independent of lβ(1) (see Example 5.1). The proess Y (t), t ≥ 0, is alled grey
Brownian motion [43℄.
From Eq. (73) one an derive immediately all the moments for the proesses D(t) and Y (t). For any integer
m ≥ 0 
E(D(t)2m+1) = E(Y (t)2m+1) = 0;
E(D(t)2m) = E(Y (t)2m) =
2m!
Γ(βm+ 1)
tβm.
(75)
Beause 0 < β < 1, the variane grows slower than linearly with respet to time. In this ase one speaks about
slow anomalous diusion. Moreover, the inrements of the frational Brownian motion Bβ/2(t) do not have
long-range dependene. In ontrast, the next example allows for the presene of long-range dependene through
the introdution of a saling funtion g(t) = tα/β (see also Example 1.2).
7.2 Strethed time-frational diusion equation
If in the setup of Setion 7.1, where the kernel K(t) is given by Eq. (56), we introdue a saling time
g(t) = tα/β
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Figure 5: Marginal density funtion f(x, t) = 12M1/4(|x|, t) of the proess B(l1/2(t)) at time t = 1 and x ∈
[−5, 5]. The histogram is evaluated over N = 104 simulated trajetories of the proess B(|b(t)|) (Figure 4).
with α > 0, then the integral equation (57) is replaed by Eq. (37), namely
u(x, t) = u0(t) +
1
Γ(β)
α
β
∫ t
0
s
α
β
−1
(
t
α
β − sαβ
)β−1
∂xxu(x, s)ds. (76)
Therefore, using Eq. 59):
h(τ, g(t)) = g(t)−βMβ(τg(t)−β) = t−αMβ(τt−α),
and, using Eq. (72), the fundamental solution f(x, t) of Eq. (76) reads:
f(x, t) = f(x, g(t)) =
1
2
t−α/2Mβ/2(|x|t−α/2), t ≥ 0. (77)
The funtion f(x, t), t ≥ 0, is the marginal distribution of the proess
D(t) = B
(
lβ(t
α/β))
)
, t ≥ 0.
The time-hange proess lβ(t
α/β) is self-similar of order H = α and the proess D(t) is then self-similar with
H = α/2. In the ase 0 < α < 2, the funtion f(x, t) is also the marginal density of
Y(t) =
√
lβ(1)Bα/2(t), t ≥ 0, 0 < α < 2, (78)
where Bα/2(t) is a standard fBm of order H = α/2 independent of lβ(1). The proess Y(t), t ≥ 0, is alled
generalized grey Brownian motion [38℄.
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Figure 6: Trajetory of the proess
√
lβ(1)Bα/2(t) (top panel), with 0 < t < 1, β = 1/2 and α = 3/2. The
random variable l1/2(1) is Gaussian, see Eq. (65). The estimated variane, omputed on a sample of dimension
N = 5000, is presented in logarithmi sale in the middle panel together with the theoretial urve 2t3/2/Γ(3/2).
In the bottom panel the histogram, evaluated over a sample of N = 104 trajetories, ts the exat marginal
density Eq. (77) at time t = 1.
In this ase, for any integer m ≥ 0:
E(D(t)2m+1) = E(Y(t)2m+1) = 0;
E(D(t)2m) = E(Y(t)2m) = 2m!
Γ(βm+ 1)
tαm.
(79)
We have slow diusion when 0 < α < 1 (the variane grows slower than linearly in time) and fast diusion
when 1 < α < 2 (the variane grows faster than linearly in time). In this ase the inrements of the proess
Y(t) exhibit long-range dependene.
7.3 Exponential-deay kernel
Let g(t) = t. With the exponential-deay kernel:
K(t) = exp(−at), a ≥ 0, t ≥ 0, (80)
we obtain the following equation:
u(x, t) = u0(x) +
∫ t
0
e−a(t−s)∂xxu(x, s)ds. (81)
In this ase K˜(s) = (s + a)−1 and the marginal distribution of the random time proess l(t), t ≥ 0, is dened
by Eq. (26):
L{fl(τ, t); t, s} = s+ a
s
e−τ(s+a), τ ≥ 0.
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Figure 7: Plots of the marginal density of the random time fl(τ, t)Eq. 82) as a funtion of τ at times t =
[0.5, 1, 1.5], and with a = 1. The vertial line orresponds to a point mass (delta funtion).
Therefore,
fl(τ, t) = e
−τa (δ(τ − t) + aθ(t− τ)) = e−taδ(τ − t) + ae−τaθ(t− τ), (82)
where θ(x) is the step funtion (28). A graphial representation of the time evolution of fl(τ, t) is presented in
Figure 7.
Remark 7.3. The funtion fl(τ, t) dened in Eq. 82) is the fundamental solution, in the sense of distributions,
of the exponential forward drift equation:
u(τ, t) = u0(τ) −
∫ t
0
e−a(t−s)∂τu(τ, s)ds.
This follows from Proposition 3.1. To hek it diretly we note that fl(τ, 0) = δ(τ) and for any t > 0:
−
∫ t
0
e−a(t−s)∂τfl(τ, s)ds = −
∫ t
0
e−a(t−s)∂τ
(
e−asδ(τ − s) + ae−aτθ(s− τ)) ds
= −
∫ t
0
e−a(t−s)
(−e−asδ′(τ − s) + ae−aτδ(s− τ)− a2e−aτθ(s− τ)) ds
= e−atδ(τ − t) + ae−atθ(t− τ) + ae−a(t+τ)θ(t− τ)(eat − eaτ )
= e−atδ(τ − t) + ae−aτθ(t− τ) = fl(τ, t),
where we have used the fat that: ∫ t
0
δ′(τ − s)ds = δ(t− τ).
We observe that when a→ 0 we reover the forward drift equation (5) and indeed fl(τ, t) = δ(τ − t).
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As noted in Example 3.2, Eq. (82) atually denes a probability density for any t ≥ 0. The following proposition
provides its moments.
Proposition 7.1. For eah integer m ≥ 0 one has:
E(l(t)m) =
m!
am
(
1− e−at)+ e−at(tm − m∑
k=1
m!
k!
tkak−m
)
. (83)
Proof: for any t ≥ 0, we must evaluate:∫ ∞
0
τmfl(τ, t)dτ = e
−attm + a
∫ t
0
τme−aτdτ,
where we have used Eq. (82). In order to evaluate the exponential integral in the above equation we write:
a
∫ t
0
τme−aτdτ = (−1)ma∂ma
[
(1 − e−at)(a−1)] = (−1)ma m∑
k=0
(
m
k
)
∂ka (1− e−at)∂m−ka (a−1)
=
m∑
k=0
(−1)km!
k!
ak−m∂ka (1− e−at) =
m!
am
(1 − e−at)−
m∑
k=1
m!
k!
tkak−me−at
thus one has Eq. 83). 
The funtion fl(τ, t) an be written:
fl(τ, t) = e
−atδ(τ − t) + (1− e−at)ϕ(τ, t), τ, t ≥ 0, a ≥ 0, (84)
where:
ϕ(τ, t) = a
e−aτθ(t− τ)
1− e−at , τ, t ≥ 0, a ≥ 0. (85)
Beause fl(τ, t) is a probability density, then so is ϕ(τ, t). The orresponding random time proess l(t), t ≥ 0,
an then be hosen to be:
l(t) = btt+ (1 − bt)j(t), t ≥ 0, (86)
where bt, t ≥ 0, is a stohasti proess suh that, for any xed t ≥ 0, bt is a Bernoulli random variable with
Pr(bt = 1) = e
−at
and Pr(bt = 0) = 1 − e−at, and j(t), t ≥ 0, is a stohasti proess, independent of bt, with
marginal distribution given by ϕ(τ, t).
Remark 7.4. The random time l(t) dened by Eq. (86) annot be inreasing everywhere. This is due to the
fat that bt and j(t) are independent and Pr(j(t) < t) = 1 for any t ≥ 0. Indeed, suppose that l(t) is inreasing.
This implies that for any t ≥ 0 and ǫ > 0:
1 = Pr(l(t+ ǫ) ≥ l(t)∣∣ bt = 1) = Pr(l(t+ ǫ) ≥ t)
= Pr(l(t+ ǫ) ≥ t
∣∣ bt+ǫ = 1)Pr(bt+ǫ = 1) + Pr(l(t+ ǫ) ≥ t∣∣ bt+ǫ = 0)Pr(bt+ǫ = 0)
= e−a(t+ǫ) +
(
1− e−a(t+ǫ)
)
Pr(j(t+ ǫ) ≥ t)
= 1−
(
1− e−a(t+ǫ)
)
Pr(j(t+ ǫ) < t)
therefore taking ǫ→ 0 we get 1 = e−at with a, t ≥ 0, whih is a ontradition as soon as a 6= 0 and t > 0.
On the other hand, a trivial example of an inreasing proess with marginal distribution given by Eq. (82)
is:
l(t) = min(X, t), t ≥ 0, (87)
where X is an exponentially distributed random variable: X ∼ ae−aτ , τ ≥ 0.
We now turn to Eq. 81). We have the following result:
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Proposition 7.2. The fundamental solution of Eq. (81) is:
f(x, t) = e−atG(x, t) + (1 − e−at)φ(x, t), (88)
with:
φ(x, t) =
√
a
4(1− e−at)
{
ex
√
a
Erf
(
x
2
√
t
+
√
at
)
− e−x
√
a
Erf
(
x
2
√
t
−
√
at
)
− 2 sinh(|x|√a)
}
, (89)
where Erf(x) = 2√
π
∫ x
0 e
−y2dy and where Erf(−x) = −Erf(x).
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Figure 8: Plot of the fundamental solution f(x, t), Eq. (88), at time t = 1, for dierent values of the parameter
a = [0, 0.1, 1, 2]. When a = 0 we have the standard Gaussian density.
Proof: by Theorem 4.1 andEq. 85), the fundamental solution of Eq. (81) is:
f(x, t) =
∫ ∞
0
G(x, τ)fl(τ, t) dτ = e
−atG(x, t) + (1− e−at)φ(x, t), (90)
where
φ(x, t) =
∫ ∞
0
G(x, t)ϕ(τ, t)dτ.
We have that:
φ(x, t) =
a
1− e−at
∫ ∞
0
G(x, τ)e−aτ θ(t− τ)dτ.
One has to evaluate:
χ(x, t) =
∫ t
0
e−x
2/4τe−aτ√
4πτ
dτ, x ∈ R, t ≥ 0. (91)
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First we observe that:
χ(0, t) =
∫ t
0
e−aτ√
4πτ
dτ =
1
2
√
a
2√
π
∫ √at
0
e−y
2
dy =
1
2
√
a
Erf(
√
at).
after the hange of variables y =
√
aτ . Beause Erf(−u) = −Erf(u) we an write:
χ(0, t) =
1
4
√
a
{
Erf(
√
at)− Erf(−
√
at)
}
. (92)
Now, for any x ∈ R:
χ(x, t) =
1
4
√
a
{
ex
√
a
Erf
(
x
2
√
t
+
√
at
)
− e−x
√
a
Erf
(
x
2
√
t
−
√
at
)}
− 1
2
√
a
sinh(|x|√a), (93)
beause:
d
dτ
[
1
4
√
a
{
ex
√
a
Erf
(
x
2
√
τ
+
√
aτ
)
− e−x
√
a
Erf
(
x
2
√
τ
−√aτ
)}]
=
1
4
√
a
{
2√
π
ex
√
a exp
(
−
[
x
2
√
τ
+
√
aτ
]2)(
−x
4
τ−3/2 +
√
a
2
√
τ
)}
− 1
4
√
a
{
2√
π
e−x
√
a exp
(
−
[
x
2
√
τ
−√aτ
]2)(
−x
4
τ−3/2 −
√
a
2
√
τ
)}
=
1√
4πτ
exp
(
−x
2
4τ
− aτ
)
.
Moreover, beause Erf(±∞) = ±1, we haveEq. 93), whih atually redues to Eq. (92) when x = 0. Therefore,
the fundamental solution of Eq. (81) is:
f(x, t) = e−atG(x, t) +
√
a
4
{
ex
√
a
Erf
(
x
2
√
t
+
√
at
)
− e−x
√
a
Erf
(
x
2
√
t
−
√
at
)}
−
√
a
2
sinh(|x|√a), (94)
whih an be rewritten as Eq. (88). 
Remark 7.5. With the hoie (86) the proess:
B(l(t)) = B(btt+ (1− bt)j(t)), t ≥ 0,
has marginal density (88). Observe that, for any t ≥ 0:
B(btt+ (1− bt)j(t)) =
d
btB(t) + (1− bt)B(j(t)),
whih naturally orresponds to Eq. 88).
Remark 7.6. We observe that Eq. (88) redues to G(x, t) when a = 0 (see Figure 8), whih is as expeted
beause the memory kernel disappears. For small times, the non-loal memory eets are negligible and the
proess appears Markovian. Fig. 8 displays the fundamental solution at xed t and various values of a, whereas
Fig. 9 displays the fundamental solution at xed a and various values of t.
For large times we have:
lim
t→∞
f(x, t) = lim
t→∞
φ(x, t) = φ(x),
where:
φ(x) =
√
a
2
(cosh(x
√
a)− sinh(|x|√a)) =
√
a
2
e−|x|
√
a, x ∈ R. (95)
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Figure 9: Plot of the fundamental solution f(x, t), Eq. (88), at time t = [0.5, 1, 1.5], and a = 1. The dashed
line represents the asymptoti distribution φ(x), Eq. (95).
Remark 7.7. In view of Eq. (82), it is always possible to hoose the random time proess l(t), t ≥ 0, suh
that it beomes stationary at large times, in the sense of nite-dimensional densities. With this hoie, the
subordinated proess B(l(t)) tends to a stationary proess with asymptoti marginal distribution given by Eq.
(95). For instane, if we look at Eq. (87), as t → ∞ we have l(t) = X ∼ ae−aτ , τ ≥ 0. A less trivial example
an be onstruted by replaing the random variable X with a stationary proess X(t), t ≥ 0, suh that for
eah t ≥ 0 the random variable X(t) has an exponential distribution with mean E(X(t)) = a−1. The resulting
proess l(t) = min(X(t), t) is not inreasing, has marginal distribution dened by Eq. (82) and tends to X(t)
for large t. See Fig. 10.
Remark 7.8. To obtain an idea on how fast the stationary regime is reahed, one an look at the variane of
the subordinated proess. Using Eq. (83) with m = 1, we nd:
E(B(l(t))2) =
2
a
(1− e−at), (96)
whih, for large times, tends exponentially to 2/a (i.e. the variane of eq. 95).
7.4 Exponential-deay kernel with logarithmi saling time
What happens if we hoose an exponential kernel K(t) = e−at and a logarithmi saling time? That is:
g(t) = log(t+ 1), t ≥ 0. (97)
Sine g′(t)K(g(t)− g(s)) = (t+ 1)−a(s+ 1)a−1, we get:
u(x, t) = u0(x) +
1
(t+ 1)a
∫ t
0
(s+ 1)a−1∂xxu(x, s)ds. (98)
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Figure 10: Trajetory of the proess B(l(t)) (top panel), with 0 < t < 10, E(B(1)) = 1, l(t) = min(t,X(t))
where X(t) is an exponential White Noise with mean one. The orresponding trajetory of the random time
l(t) proess is presented in the middle panel. The estimated variane is omputed on a sample of dimension
N = 500. The smooth blak line in the bottom panel orresponds to σ2(t) given by Eq. (96) and the stationary
value is lim
t→∞
σ2(t) = 1.
Its fundamental solution is:
f(x, t) =
1
(t+ 1)a
G(x, log(t+ 1))−
√
a
2
sinh(|x|√a)
+
√
a
4
{
ex
√
a
Erf
(
x
2
√
log(t+ 1)
+
√
alog(t+ 1)
)
− e−x
√
a
Erf
(
x
2
√
log(t+ 1)
−
√
alog(t+ 1)
)}
(99)
Remark 7.9. As in Remark 7.7, onsider a random time proess l(t), t ≥ 0, with marginal distribution dened
by Eq. (82), that beomes stationary for large times. The subordinated proess B(l(log(t + 1))), t ≥ 0, has
marginal density funtion dened by f(x, t) of Eq. (99). Observe that in this ase the random time proess
l(log(t+ 1)) is no longer asymptotially stationary. This is beause the translational time-invariane is broken
by the logarithmi transformation. However, we an always onsider a random time proess l
∗
(t), t ≥ 0, with
the same marginal distribution of l (log(t+ 1)), whih beomes stationary for large times. Thus, the proess
B(l
∗
(t)) still has a marginal density funtion dened by f(x, t) but beomes stationary as t→∞, in the sense
of nite-dimensional distribution, with asymptoti marginal distribution given by Eq. (95). See Fig. 11.
Remark 7.10. While B(l(t)), t ≥ 0, satises Eq. (96) and thus has a variane whih tends exponentially fast to
the limit value 2/a, here the stationary regime is reahed more slowly. Indeed, the variane of the subordinated
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proess is:
E(B(l
∗
(t))2) =
2
a
(
1− 1
(t+ 1)a
)
, (100)
whih, for large times, onverges to the stationary value 2/a with a power-like behavior.
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Figure 11: Trajetory of the proess B(l(log(t + 1))) (top panel), with 0 < t < 10, E(B(1)) = 1, l(t) =
min(t,X(t)) where X(t) is an exponential White Noise with mean one. The orresponding trajetory of the
random time proess l(log(t + 1)) is presented in the middle panel. The estimated variane is omputed on
a sample of dimension N = 500. The smooth blak line in the bottom panel orresponds to Eq. (96). The
stationary value is lim
t→∞
σ2(log(t + 1)) = 1. The stationary regime is ahieved more slowly than in the ase of
Figure 10.
8 Examples involving other diusions
We shall now onsider examples of frational and strethed Fokker-Plank equations involving diusion operators
other than Px = ∂xx whih orresponds to standard Brownian motion. We will hoose K(t) = tβ−1/Γ(β) and
g(t) = tα/β as in Setion 7.1 and onsider the partial integro-dierential equation:
u(x, t) = u0(x) +
1
Γ(β)
α
β
∫ t
0
s
α
β
−1
(
t
α
β − sαβ
)β−1
Pxu(x, s)ds, 0 < β ≤ 1, α > 0. (101)
Its fundamental solution is the marginal density of the proess:
D(t) = Q(lβ(tα/β)), (102)
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where Q(t), t ≥ 0, is the stohasti diusion assoiated to Px and lβ(t), t ≥ 0, is a suitable self-similar random
time proess. One has the following partiular ases:
• When α = β and 0 < β ≤ 1, Eq. (101) beomes the time-frational Fokker-Plank equation:
u(x, t) = u0(x) +
1
Γ(β)
∫ t
0
(t− s)β−1 Pxu(x, s)ds, 0 < β ≤ 1, (103)
whose fundamental solutions are the marginal distributions of the proess:
D(t) = Q(lβ(t)),
and are given by:
fD(x, t) =
∫ ∞
0
fQ(x, τ)flβ (τ, t)dτ, (104)
where
flβ (τ, t) = t
−βMβ(τt−β), τ, t ≥ 0, 0 < β ≤ 1 (105)
and fQ(x, t) is the probability density of Q(t).
• When β = 1 and α > 0 we get a time-strethed Fokker-Plank equation:
u(x, t) = u0(x) +
∫ t
0
αsα−1Pxu(x, s)ds, 0 < β ≤ 1. (106)
In this ase fl(τ, t) = δ(τ − tα) and we get:
fD(x, t) = fQ(x, tα),
whih orresponds to the strethed diusion:
D(t) = Q(tα), α > 0.
• The ase α = β = 1 is trivial and orresponds merely to the Markovian ase where the equation is:
u(x, t) = u0(x) +
∫ t
0
Pxu(x, s)ds
whose fundamental solution is the density funtion of D(t) = Q(t), namely the Markovian proess.
In the following subsetions we study the above equations under partiular hoies of the Fokker-Plank
operator Px. In all the ases onsidered, we also give the results involving the exponential-deay kernel.
8.1 Brownian motion with drift
Let µ ∈ R and σ2 > 0 be given. Consider a linear diusion B(µ) = B(µ,σ) on R satisfying the stohasti
dierential equation:
dB(µ)(t) = µdt+ σdB(t), t ≥ 0, (107)
where B(t), t ≥ 0, is a standard Brownian motion. The proess B(µ)(t), t ≥ 0, is alled Brownian motion with
drift µ. It orresponds merely to a Brownian motion plus a drift term, namely:
B(µ)(t) = µt+ σB(t), t ≥ 0. (108)
The marginal density funtion of B(µ)(t), t ≥ 0, is:
fB(µ)(x, t) =
1
|σ|√4πt exp
(
− (x− µt)
2
σ24t
)
, t ≥ 0, x ∈ R, (109)
whih is the fundamental solution of the Fokker-Plank equation:
∂tu(x, t) = −µ∂xu(x, t) + σ2∂xxu(x, t), t ≥ 0. (110)
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8.1.1 The β-power kernel.
We onsider the frational Fokker-Plank equation, see Eq. (103) (see also [35℄):
u(x, t) = u0(x) +
1
Γ(β)
∫ t
0
(t− s)β−1 (−µ∂xu(x, s) + σ2∂xxu(x, s))ds, 0 < β ≤ 1. (111)
Its fundamental solution an be regarded as the marginal density funtion of the proess:
D(t) = B(µ)(lβ(t)), t ≥ 0, 0 < β ≤ 1, (112)
where the proess lβ(t), t ≥ 0, is a self-similar random time proess with parameter H = β/2, independent of
B(µ), suh that its marginal distribution is given by Eq. (105).
Proposition 8.1. The fundamental solution of Eq. (111) is:
fD(x, t) =
∫ ∞
0
fB(µ)(x, τ)flβ (τ, t) dτ, t ≥ 0, x ∈ R,
i.e.
fD(x, t) =
∫ ∞
0
1
|σ|√4πτ exp
(
− (x− µτ)
2
4σ2τ
)
Mβ(τ, t)dτ, t ≥ 0, x ∈ R, (113)
whih is equal to:
fD(x, t) = e
µx/2σ2 1
2|σ|
∞∑
k=0
(−µ2tβ/4σ2)k
k!
t−β/2H2,02,2
(
|xσ−1|t−β/2
∣∣∣ (1/2, 1/2), (1− β/2 + βk, β/2)
(0, 1), (k + 1/2, 1/2)
)
, (114)
where the Fox H-funtion is dened by Eq. (67).
Proof: In order to evaluate fD(x, t) we write:
fD(x, t) = |σ|−1eµx
′/2σ
∫ ∞
0
e−µ
2τ/4σ2G(x′, τ)Mβ(τ, t)dτ,
where G(x, t) is the standard Gaussian density, see Eq. (9) and x′ = x/σ. In view of Eq. (71), we have to
evaluate an integral of the form:
Φ(x, t) =
1
2
∫ ∞
0
e−aτM1/2(|x|, τ)Mβ(τ, t)dτ, x ∈ R, t ≥ 0, a ≥ 0. (115)
One has:
Φ(x, t) =
1
2
∫ ∞
0
e−aττ−1/2M1/2(|x|τ−1/2)t−βMβ(τt−β) dτ
=
1
2
∫ ∞
0
1
y
M1/2
( |x|
y
)
2ye−ay
2
t−βMβ(y2t−β) dy.
after the hange of variables y =
√
τ . Beause of the symmetry, it is enough to onsider only the ase x ≥ 0.
We get:
Φ(x, t) =
1
2
(M1/2 ⋆ Yt)(x), x ≥ 0,
where
(ϕ ⋆ φ)(x) =
∫ ∞
0
1
y
ϕ
(
x
y
)
φ(y)dy
indiates the Mellin onvolution and where:
Yt(x) = 2xe
−ax2t−βMβ(x2t−β), x ≥ 0, t ≥ 0. (116)
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Figure 12: Plot of the fundamental solution f(x, t), Eq. (114), with β = 1/2, at time t = 1, for dierent values
of the parameters µ = [1, 1.5, 2] and σ = [1, 1.5, 2].
Using the Mellin onvolution theorem we get:
M{2Φ(x, t);x, u} = M{M1/2(x);x, u}M{Yt(x);x, u}. (117)
Beause ofEq. 68) andEq. 67), this an be written as:
M{2Φ(x, t);x, u} = Γ(u)
Γ(1/2 + u/2)
M{Yt(x);x, u}. (118)
We now evaluate:
M{Yt(x);x, u} =
∫ ∞
0
e−ax
2
2xt−βMβ(x2t−β)xu−1 dx.
After the hange of variables x2t−β = z, we get
M{Yt(x);x, u} =
∫ ∞
0
(ztβ)
1
2 (u−1)e−azt
β
Mβ(z)dz
= t
β
2 (u−1)
∞∑
k=0
(−atβ)k
k!
∫ ∞
0
zk−
1
2+
u
2 Mβ(z)dz
= t
β
2 (u−1)
∞∑
k=0
(−atβ)k
k!
M{Mβ(x);x, k + 1/2 + u/2}
= t
β
2 (u−1)
∞∑
k=0
(−atβ)k
k!
Γ(1/2 + k + u/2)
Γ(1 + βk − β/2 + βu/2) ,
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Figure 13: Plot of the fundamental solution f(x, t), Eq. (114) with β = 1/2, µ = 1, σ = 1, at times t = [0.1, 1, 2].
where we have used Eq. (68) and Eq. (67). Thus:
M{2Φ(x, t);x, u} =
∞∑
k=0
(−atβ)k
k!
t
β
2 (u−1) Γ(u)Γ(1/2 + k + u/2)
Γ(1/2 + u/2)Γ(1 + βk − β/2 + βu/2) .
Inverting the Mellin transform,Eq. 67) gives:
Φ(x, t) =
1
2
∞∑
k=0
(−atβ)k
k!
t−β/2H2,02,2
(
|x|t−β/2
∣∣∣ (1/2, 1/2), (1− β/2 + βk, β/2)
(0, 1), (k + 1/2, 1/2)
)
, (119)
with x ∈ R and t ≥ 0. Therefore, the fundamental solution of Eq. (103) an be expressed as:
fD(x, t) = e
µx/2σ2 1
2|σ|
∞∑
k=0
(−µ2tβ/4σ2)k
k!
t−β/2H2,02,2
(
|xσ−1|t−β/2
∣∣∣ (1/2, 1/2), (1− β/2 + βk, β/2)
(0, 1), (k + 1/2, 1/2)
)
,
that is Eq. (114). 
When µ = 0 and σ = 1,Eq. 114) redues to:
fD(x, t) =
1
2
t−β/2H2,02,2
(
|x|t−β/2
∣∣∣ (1/2, 1/2), (1− β/2, β/2)
(0, 1), (1/2, 1/2)
)
,
that is, using the redution formula for the Fox H-funtion [30℄,
fD(x, t) =
1
2
t−β/2H1,01,1
(
|x|t−β/2
∣∣∣ (1− β/2, β/2)
(0, 1)
)
=
1
2
Mβ/2(|x|, t).
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Figure 14: Trajetory of the proess D(t) = B(µ)(l1/2(t)) dened in Eq. 112) with β = 1/2 (top panel). The
random time proess is l1/2(t) = |b(t)|, where b(t) is a standard Brownian motion (middle panel). The variane
and the mean are evaluated over a sample of size N = 5 · 104 and t the theoretial values (bottom panel).
As expeted, we reover in this ase the fundamental solution of the time-frational diusion equation (72).
Moreover, if we set β = 1 in Eq. (114) we have:
fD(x, t) = e
µx/2σ2 1
2|σ|
∞∑
k=0
(−µ2t/4σ2)k
k!
t−1/2H2,02,2
(
|xσ−1|t−1/2
∣∣∣ (1/2, 1/2), (1/2+ k, 1/2)
(0, 1), (1/2 + k, 1/2)
)
,
= eµx/2σ
2
∞∑
k=0
(−µ2t/4σ2)k
k!
1
2|σ| t
−1/2H1,01,1
(
|xσ−1|t−1/2
∣∣∣ (1/2, 1/2)
(0, 1)
)
=
1
|σ|√4πt exp
(
− (x− µt)
2
4σ2t
)
,
and we reover fB(µ)(x, t).
In Figure 12 and Figure 13 we have used Eq. (113) to plot the fundamental solution (114) with β = 1/2
for dierent values of the parameters µ and σ at xed time and, for xed parameters, at dierent times t. As
expeted, the fundamental solution is not symmetri in spae with a time-growing skewness. Moreover, due
to the presene of the positively taken drift term (µ = 1), the probability to nd the partile in the positive
semi-axis inreases with time (g. 13).
In Figure 14 is presented a trajetory of the proess D(t) = B(µ)(lβ(t)) with β = 1/2. Using Eq. (73) it is
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Figure 15: Marginal density funtion f(x, t) of the proess B(µ)(l1/2(t)) at time t = 1Eq. 114). The histogram
is evaluated over N = 105 simulated trajetories (see Figure 14).
easy to write all the moments of the proess:
E(D(t)m) =
[m/2]∑
k=0
(
m
2k
)
2k!(m− k)!
k!
σ2kµm−2k
tβ(m−k)
Γ(β(m− k) + 1) , 0 < β ≤ 1, (120)
where m is an integer greater than zero and [a] indiates the integer part of a. Therefore, we have:
m(t) = E(D(t)) = µ
tβ
Γ(β + 1)
, (121)
and
σ2(t) = E(D(t)2)−m(t)2 = 2µ2 t
2β
Γ(2β + 1)
− µ2 t
2β
Γ(β + 1)2
+ 2σ2
tβ
Γ(β + 1)
. (122)
In the bottom panel of Figure 14 the mean and the variane have been estimated from a sample of trajetories
of the proess B(µ)(l1/2)(t). Then, they have been ompared with the theoretial values given above. In Figure
15 we ompare the theoretial density funtion f(x, t) given by Eq. 114) at time t = 1 with an histogram
evaluated over a sample of N = 105 trajetories.
8.1.2 Exponential-deay kernel
The exponential-deay kernel ase is straightforward. The non-Markovian Fokker-Plank equation is:
u(x, t) = u0(x) +
∫ t
0
e−a(t−s)(−µ∂xu(x, s) + σ2∂xxu(x, s))ds, a ≥ 0. (123)
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If we indiate by G(x, t) the fundamental solution of the Markovian equation; i.e. Eq. (109)
G(x, t) = 1|σ|√4πt exp
(
− (x− µt)
2
4σ2t
)
, t ≥ 0, x ∈ R, (124)
then, using Eq. (82), the fundamental solution of Eq. (123) is:
f(x, t) = e−atG(x, t) + (1− e−at)Φ(x, t), (125)
where:
Φ(x, t) =
a
1− e−at e
µx/2σ2
∫ t
0
e−x
2/4σ2τe−(a+µ
2/4σ2)τ
|σ|√4πτ dτ.
Using Eq. (91) and Eq. (93) we have:
Proposition 8.2. The fundamental solution of Eq. (123) is:
f(x, t) = e−atG(x, t) − ae
µ
2σ2
x
2|σ|
√
a+ µ
2
4σ2
sinh
(
|xσ−1|
√
a+
µ2
4σ2
)
+
+
ae
µ
2σ2
x
4|σ|
√
a+ µ
2
4σ2
{
exp
(
x
|σ|
√
a+
µ2
4σ2
)
Erf
(
x
2|σ|√t +
√(
a+
µ2
4σ2
)
t
)
− exp
(
− x|σ|
√
a+
µ2
4σ2
)
Erf
(
x
2|σ|√t −
√(
a+
µ2
4σ2
)
t
)}
. (126)
When t→∞ we obtain the stationary distribution:
φ(x) =
ae
µ
2σ2
x
2|σ|
√
a+ µ
2
4σ2
(
cosh
(
x|σ−1|
√
a+
µ2
4σ2
)
− sinh
(
|xσ−1|
√
a+
µ2
4σ2
))
that is:
φ(x) =
a
2|σ|
√
a+ µ
2
4σ2
exp
(
µx/2σ2 − |xσ−1|
√
a+
µ2
4σ2
)
. (127)
8.2 Geometri Brownian motion
Let µ ∈ R and σ2 > 0 be given. Consider a linear diusion S on R dened by the stohasti dierential equation:
dS(t) = µS(t)dt+ σS(t)dB(t), t ≥ 0, (128)
where B(t), t ≥ 0, is a standard Brownian motion. The proess S(t), t ≥ 0, is alled Geometri Brownian
motion. If S starts in x0 at time t = 0 (i.e. P (S(0) = x0) = 1), then a solution of Eq. (128) is:
S(t) = x0 exp
[
(µ− σ2/2)t+ σB(t)] , t ≥ 0, x0 > 0. (129)
The marginal density funtion of S(t) is the log-normal distribution:
fS(x, t) =
1
x|σ|√4πt exp
−
(
log(x/x0)− (µ− σ2/2)t
)2
σ24t
 , t ≥ 0, x ≥ 0. (130)
The funtion fS(x, t) is a solution of the Fokker-Plank equation:
∂tu(x, t) =
[
(2σ2 − µ) + (4σ2 − µ)x∂x + σ2x2∂xx
]
u(x, t), x ≥ 0, (131)
with deterministi initial ondition
u0(x) = δ(x − x0), x ≥ 0, x0 > 0. (132)
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8.2.1 β-power kernel
If we introdue the β-power kernel K(t) = Γ(β)−1tβ−1, 0 < β ≤ 1, in this setting we obtain the following
frational Fokker-Plank equation:
u(x, t) = u0(x) +
1
Γ(β)
∫ t
0
(t− s)β−1 [(2σ2 − µ) + (4σ2 − µ)x∂x + σ2x2∂xx] u(x, s)ds, x ≥ 0. (133)
A solution of the above equation with initial ondition given by Eq. (132) is given by (see Corollary 6.1):
fD(x, t) =
∫ ∞
0
fS(x, τ)Mβ(τ, t)dτ (134)
whih is the marginal distribution of the proess
D(t) = S(lβ(t)), t ≥ 0, 0 < β ≤ 1, (135)
starting almost surely in x0 > 0, where lβ(t), t ≥ 0, is a self-similar random time proess with H = β/2,
independent of the geometri Brownian motion S(t) and with marginal density funtion given by Eq. (105). It
is easy to see that:
fD(x, t) =
1
x|σ| exp
(
log(x/x0)(µ − σ2/2)
4σ2
)
1
2
∫ ∞
0
e−aτM1/2(|x′|, τ)Mβ(τ, t) dτ,
where:
a = (µ− σ2/2)2/4σ2, x′ = log(x/x0)/σ.
We have the same integral as in Eq. (115). Therefore:
Proposition 8.3. for eah t ≥ 0:
fD(x, t) =
1
x|σ| exp
(
log(x/x0)(µ− σ2/2)
4σ2
)
×
×
∞∑
k=0
1
k!
(
− (µ− σ
2/2)2tβ
4σ2
)k
t−
β
2 H2,02,2
(
|x′|t−β2
∣∣∣ (1/2, 1/2), (1− β/2 + βk, β/2)
(0, 1), (k + 1/2, 1/2)
)
. (136)
This result an be obtained diretly from Eq. (114) beause our proess is:
D(t) = x0 exp(B
(µ′)(lβ(t))),
where B(µ
′)
is a Brownian motion with drift µ′ = (µ− σ2/2). When β = 1 we reover Eq. (130). Moreover, if
µ = σ2/2 (i.e. µ′ = 0) we have (see Figure 16):
fD(x, t) =
1
x|σ| t
−β/2Mβ/2
(∣∣∣∣ log(x/x0)σ
∣∣∣∣t−β/2) , x ≥ 0, t ≥ 0, (137)
whih is the marginal probability density of:
D(t) = x0e
σB(lβ(t)), t ≥ 0.
In Figure 16 we show the plot of the fundamental solution f(x, t) in the partiular ase given by Eq. (137).
Here we an see the behavior of the solution varying the parameter β. For β = 1 we reover the log-normal
density (130) with µ = σ2/2. In Figure 17 we point out the dependene of the solution with respet to the drift
parameter µ for xed β = 1/2, t = 1, σ = 1 and x0 = 1. In Figure 18 we present the time evolution of the
fundamental solution with β = 1/2 and β = 1/4.
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Figure 16: Plot of the fundamental solution f(x, t), Eq. (136) at time t = 1, when µ = σ2/2 = 1Eq. 137),
x0 = 1, for dierent values of the parameter β = [1/4, 1/2, 3/4, 1]. For β = 1 f(x, t) redues to the log-normal
density (130). The angular point orresponds to the initial value x0 = 1 and is due to the presene of | log(x/x0)|
in the solution.
In Figure 19 we present a trajetory of the proess D(t) = S(lβ(t)) with β = 1/2, Eq. (135). We shall now
ompute the mean and the variane of the proess D(t). We have that:
E(S(t)) = E
(
x0 exp
[
(µ− σ2/2)t+ σB(t))]) = x0 exp [(µ− σ2/2)t]E (eσB(t)) .
Therefore, beause:
E(eσB(t)) =
∫
R
eσxG(x, t)dx = eσ
2t 1√
4πt
∫
R
e−
(x−2σt)2
4t dx,
we have:
E(S(t)) = x0 exp
[
(µ+ σ2/2)t
]
. (138)
In the same way one has:
E(S(t)2) = x20 exp
[
(2µ+ 3σ2)t
]
. (139)
Using the above equations we have:
E(S(lβ(t))) = x0E
(
exp
[
(µ+ σ2/2)lβ(t)
])
= x0
∞∑
k=0
(µ+ σ2/2)k
k!
E(lβ(t)
k),
whih, using Eq. (73), beomes:
E(S(lβ(t))) = x0
∞∑
k=0
(
(µ+ σ2/2)tβ
)k
Γ(βk + 1)
= x0Eβ((µ+ σ
2/2)tβ),
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Figure 17: Plot of the fundamental solution f(x, t), Eq. (136), with β = 1/2, σ = 1, x0 = 1, at time t = 1, for
dierent values of the parameter µ = [0.1, 1/2, 1, 2]. For µ = 1/2 we have Eq. (137), see also Figure 16.
where Eβ(z) =
∞∑
k=0
zk/Γ(βk + 1) is the Mittag-Leer funtion of order β [26℄. Similarly:
E(S(lβ(t))
2) = x20E
(
exp
[
(2µ+ 3σ2)lβ(t)
])
= x20Eβ((2µ+ 3σ
2)tβ).
Finally one has: 
m(t) = E(D(t)) = x0Eβ((µ+ σ
2/2)tβ)
σ2(t) = E(D(t)2)−m(t)2 = x20
[
Eβ((2µ+ 3σ
2)tβ)− Eβ((µ+ σ2/2)tβ)2
] (140)
8.2.2 Exponential-deay kernel
We now onsider the exponential-deay kernel K(t) = e−at, a ≥ 0. The non-Markovian Fokker-Plank equation
is:
u(x, t) = u0(x) +
∫ t
0
e−a(t−s)
[
(2σ2 − µ) + (4σ2 − µ)x∂x + σ2x2∂xx
]
u(x, s)ds, a ≥ 0. (141)
We denote by G(x, t) the fundamental solution of the Markovian equation; namely Eq. (130)
G(x, t) = 1
x|σ|√4πt exp
−
(
log(x/x0)− (µ− σ2/2)t
)2
σ24t
 , x, t ≥ 0. (142)
Then, using Eq. (82), the fundamental solution of Eq. (123) is:
f(x, t) = e−atG(x, t) + (1− e−at)Φ(x, t), (143)
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Figure 18: Plot of the fundamental solution f(x, t), Eq. (136), with β = 1/4 (left panel) and β = 1/2 (right
panel), at dierent times t = [0.5, 1, 2, 10].
where:
Φ(x, t) =
1
1− e−at
[
a
|σ|xe
log( x
x0
)( 2µ−σ
2
4σ2
)
∫ t
0
G(x′, τ)e−a
′τ dτ
]
, x ≥ 0
and:  a
′ = (µ−σ
2/2)2
4σ2 + 4a, a, µ ≥ 0, σ > 0,
x′ = log(x/x0)/σ, x ≥ 0.
(144)
Thus, as in Eq. (94), we have:
Proposition 8.4.
f(x, t) = e−atG(x, t)
+
a
|σ|xe
log( x
x0
)( 2µ−σ
2
4σ2
)
{
1
4
√
a′
exp(x′
√
a′)Erf
(
x′
2
√
t
+
√
a′t
)
− exp(−x′
√
a′)Erf
(
x′
2
√
t
−
√
a′t
)}
− a
4|σ|x√a′ e
log( x
x0
)( 2µ−σ
2
4σ2
) sinh(|x′|
√
a′). (145)
The stationary distribution, obtained as t→∞, is:
Φ(x) =
a
4|σ|x√a′ exp
(
log
( x
x0
)(2µ− σ2
4σ2
))
(cosh(x′
√
a′)− sinh(|x′|
√
a′). (146)
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Figure 19: Trajetory of the proess D(t) = S(l1/2(t)) dened in Eq. (135) with β = 1/2 (top panel). The
random time proess is l1/2(t) = |b(t)| (middle panel). The variane and the mean are evaluated over a sample
of size N = 5 · 104 and are presented together with the theoretial funtions, Eq. (140), in the bottom panels.
9 Conlusions
Theorem 6.1 states that the fundamental solution f(x, t) of a non-Markovian diusion equation of the form (43)
u(x, t) = u0(t) +
∫ t
0
g′(s)K (g(t)− g(s))Pxu(x, s)ds, x ∈ R, t ≥ 0, (147)
is
f(x, t) =
∫ ∞
0
G(x, τ)h(τ, g(t))dτ, (148)
where G(x, t) is the fundamental solution of the Markovian equation (41) and h(τ, t) is the fundamental solution
of the non-Markovian forward drift equation
u(τ, t) = u0(τ) −
∫ t
0
K(t− s)∂τu(τ, s)ds, τ, t ≥ 0, (149)
If the memory kernel K(t) is hosen in a suitable way (see Setion 3), the solution f(·, t) preserves non-
negativity and normalization for all t ≥ 0. Thus, it an be interpreted as the marginal density funtion of a
non-Markovian stohasti proess. In view of Eq. (148), this stohasti proess is naturally interpreted as a
subordinated proess Eq. (55).
We foused on two kind of memory kernels: the power kernel K(t) = tβ−1/Γ(β), 0 < β ≤ 1, and the
exponential-deay kernel K(t) = e−at, a ≥ 0.
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The rst provides the so-alled time-frational Fokker-Plank equations (101). In partiular we studied
the ase Px = ∂xx (see Setion 7.1), whih orresponds to the hoie of a standard Brownian motion for the
parent Markov model. In this ase, the fundamental solution an be written in terms of an entire transendental
funtion, see Eq. (72), and is related to a Fox H-funtion through Eq. (68). We have also onsidered more
ompliated ases, namely Brownian motion with drift µ (see Setion 8.1) and Geometri Brownian motion
(see Setion 8.2). In these ases the fundamental solutions an be written in terms of a superposition of Fox
H-funtions, see Eq. (114 and Eq. (136).
The exponential-deay kernel orresponds heuristially to a system in whih the non-loal memory eets
are negligible for small times. In fat, the fundamental solution an always be written in the form of Eq. (88),
f(x, t) = e−atG(x, t) + (1− e−at)φ(x, t), t ≥ 0,
where G(x, t) is the fundamental solution of the Markovian equation, and where the funtion φ(x, t) is a proba-
bility density whih beomes stationary for large times. Therefore, it is always possible to nd stohasti models
that beome stationary for large times and whose marginal density is given by Eq. (148).
However, see Subsetion 5, the stohasti representation is not unique, that is, there are many dierent
stohasti proesses whose marginal density is f(x, t). For example, onsider the ase where Px = ∂xx and
g(t) = t. Then, f(x, t) is the marginal density of B(l(t)), t ≥ 0, where B(t) is astandard Brownian motion and
where l(t) is a random time proess satisfying Eq. (149). If the random time l(t) is required to be self-similar
of order β, then in view of Theorem 3.1, the memory kernel must be a power funtion K(t) = tβ−1/Γ(β) with
0 < β ≤ 1. The orresponding non-Markovian diusion equation (147) is alled in this ase time-frational diu-
sion equation of order β (see Subsetion 7.1). The orresponding random time proess l(t) = lβ(t), an be the lo-
al time of a d = 2(1−β)-dimensional frational Bessel proess or, alternatively, the inverse of the totally skewed
stritly β-stable proess. However, f(x, t) is also the marginal density of the proess Y (t) =
√
lβ(1)Bβ/2(t),
where Bβ/2 is a frational Brownian motion independent of the random time lβ(t). In all the previous exam-
ples, the self-similarity parameter H = β/2 is restrited to the region 0 < H ≤ 1/2. We an obtain stohasti
proesses with higher values of the self-similarity parameter by introduing the time-saling funtion g(t). In
this way, for example hoosing g(t) = tα/β , 0 < α < 2, we obtain the proess D(t) = B(lβ(t
α/β)), t ≥ 0, and
the proess Y(t) = √lβ(1)Bα/2(t), t ≥ 0, whih are self-similar with parameter H = α/2 so that 0 < H < 1
(see Subsetion 7.2). In ontrast to D(t) the proess Y(t) has stationary inrements.
The solution of the non-Markovian equation (147) an be stated expliitly in all the ases onsidered. We
omputed it analytially and graphed it in partiular ases. This solution is a marginal (one-point) density
funtion. We have then presented various random proesses whose marginal density funtion oinides with
that solution.
Aknowledgments
This work has been arried out in the framework of a researh projet for Frational Calulus Modelling (URL:
www.fraalmo.org). It was pursued while Antonio Mura was visiting Boston University as a reipient of a
fellowship of the Maro Polo projet of the University of Bologna. The authors appreiate partial support by
the NSF Grants DMS-050547 and DMS-0706786 at Boston University, by the Italian Ministry of University
(M.I.U.R) through the Researh Commission of the University of Bologna, and by the National Institute of
Nulear Physis (INFN) through the Bologna branh (Theoretial Group). Finally, the authors would like to
thank the anonymous referees for their omments.
40
Referenes
[1℄ E. Barkai, CTRW pathways to the frational diusion equation, Chem. Phys. 284 (2002) 1327.
[2℄ E. Barkai, R. Metzler and J. Klafter, From ontinuous time random walk to frational Fokker-Plank equation,
Phys. Rev. E 61 (2000) 132-138.
[3℄ B. Baeumer, M. Meershaert, and E. Nane, Brownian subordinators and frational Cauhy problems, Transations
of the Amerian Mathematial Soiety, to appear. [E-print http://arxiv.org/abs/0705.0168℄
[4℄ L. Beghin and E. Orsingher, The distribution of the loal time for pseudoproesses and its onnetion with
frational diusion equations, Stohasti Proess. Appl. 115 (2005) 10171040.
[5℄ S. Bohner, Harmoni Analysis and the Theory of Probability, University of California Press, Berkeley, 1955.
[6℄ S. Bohner, Subordination of non-Gaussian stohasti proesses, Pro. Nat. Aad. Sienes, USA 48 (1962) 1922.
[7℄ M. Dentz et al. Time behavior of solute transport in heterogeneous media: transition from anomalous to normal
transport, Adv. Water Resoures 27 (2004), 155173.
[8℄ C. Donati-Martin, B. Roynette, P. Vallois and M. Yor, On onstants related to the hoie of the loal time at 0, and
the orresponding It measure for Bessel proesses with dimension d = 2(1 − α); 0 < α < 1, Studia Sientiarum
Mathematiarum Hungaria, to appear (2007). [E-print http://hal.arhives-ouvertes.fr/hal-00141513/en/℄
[9℄ W. Feller, An Introdution to Probability Theory and its Appliations, Vol. 1, 3-rd edn., Wiley, New York, 1968.
[1-st edn. 1957℄
[10℄ W. Feller, An Introdution to Probability Theory and its Appliations, Vol. 2, 2-nd edn., Wiley, New York, 1971.
[1-st edn. 1966℄
[11℄ C. Fox, The G and H-Funtions as Symmetrial Fourier Kernels. Trans. Amer. Math. So. 98 (1961) 395-429.
[12℄ R. Goreno, Yu. Luhko and F. Mainardi, Analytial properties and appliations of the Wright funtion, Frational
Calulus and Applied Analysis 2 (1999) 383-414. [E-print http://arxiv.org/abs/math-ph/0701069℄
[13℄ R. Goreno and F. Mainardi, Frational diusion proesses: Probability distributions and ontinuous time random
walk, in: G. Rangarajan and M. Ding (Editors), Proesses with Long Range Correlations, Springer Verlag, Berlin,
2003, pp. 148-161. [Leture Notes in Physis, No 621℄
[14℄ R. Goreno, F. Mainardi, E. Salas and M. Raberto, Frational Calulus and Continuous-Time Finane III: the
Diusion Limit, in M. Kohlmann and S. Tang editors, Mathematial Finane, 171180 (2001), Basel: Birkhauser
(Switzerland).
[15℄ R. Goreno and F. Mainardi, Continuous time random walk, Mittag-Leer waiting time and frational diusion: a
mathematial approah, In R. Klages, G. Radons and I.M. Sokolov (Editors), Anomalous Transport: Foundations
and Appliations, Wiley-VCH, Weinheim, 2008, pp. 93-127. [E-print http://arxiv.org/abs/0705.079℄
[16℄ R. Goreno, F. Mainardi and A. Vivoli, Continuous time random walk and parametri subordination in frational
diusion, Chaos, Solitons and Fratals 34 (2007) 87-103. [E-print http://arxiv.org/abs/ond-mat/0701126℄
[17℄ P. Grigolini, A. Roo and B.J. West, Frational alulus as a marosopi manifestation of randomness, Phys.
Rev. E 59 (1999) 2603-2613.
[18℄ T. Hida, Brownian Motion, Springer-Verlag, New York - Heidelberg - Berlin, 1980.
[19℄ R. Hilfer and L. Anton, Frational master equations and fratal time random walks. Phys. Rev. E 51 (1995)
R848R851.
[20℄ V. M. Kenkre, R. S. Knox, Generalized-master-equation theory of exitation transfer, Physial Review B 9 (1974)
5279-5290.
[21℄ D. Kleinhans and R. Friedrih, Continuous Time Random Walks: Simulation of ontinuous trajetories, E-print
http://arxiv.org/abs/0707.3221, pp. 7.
41
[22℄ T. Kolsrud, On a lass of probabilisti integrodierential equations, in: S. Albeverio, J.E. Fenstad, H. Holden, T.
Lindstrøm (Editors), Ideas and Methods in Mathematial Analysis, Stohastis and Appliations, Vol I, Cambridge
University Press, Cambridge, 1990, pp. 168-172.
[23℄ M.L. T. Lee; G. A. Whitmore, Stohasti Proesses Direted by Randomized Time, Journal of Applied Probability
30 (1993) 302-314
[24℄ F. Mainardi, Frational relaxation-osillation and frational diusion-wave phenomena, Chaos, Solitons and Fra-
tals 7 (1996) 1461-1477.
[25℄ F. Mainardi, Frational alulus: some basi problems in ontinuum ad statistial mehanis, in: A. Carpinteri
and F. Mainardi (Editors), Fratals and Frational Calulus in Continuum Mehanis, Springer Verlag, Wien and
New York, 1997, pp. 291-348. [Reprinted in http://www.fraalmo.org℄
[26℄ F. Mainardi and R. Goreno, On Mittag-Leer-type funtions in frational evolution proesses, J. Comput. Appl.
Math. 118 (2000) 283-299.
[27℄ F. Mainardi, Yu. Luhko and G. Pagnini, The fundamental solution of the spae - time frational diusion equation,
Frational Calulus and Applied Analysis 4 (2001) 153-192. [E-print http://arxiv.org/abs/ond-mat/0702419℄
[28℄ F. Mainardi, M. Raberto, R. Goreno and E. Salas, Frational alulus and ontinuous-time nane II: the
waiting-time distribution, Physia A, 287 (2000), 468481.
[29℄ F. Mainardi, G. Pagnini and R. Goreno, Mellin transform and subordination laws in frational diusion proesses,
Frational Calulus and Applied Analysis 6 (2003) 441-459. [E-print http://arxiv.org/abs/math/0702133℄
[30℄ F. Mainardi, G. Pagnini and R. K. Saxena, Fox H funtions in frational diusion, J. Comput. Appl. Math.178
(2005) 321-331.
[31℄ B.B. Mandelbrot, Note on the denition and stationarity of frational Gaussian noise, Journal of Hydrology 30
(1976) 407-409.
[32℄ B.B. Mandelbrot and J.W. Van Ness, Frational Brownian motions, frational noises and appliations, SIAM
Review 10 (1968) 422-433.
[33℄ A.M. Mathai and R.K. Saxena, The H-funtion with Appliations in Statistis and Other Disiplines, Wiley Eastern
Ltd, New Delhi, 1978.
[34℄ M. Meershaert, D. Benson, H. Sheer, B. Baeumer, Stohasti solution of spae-time frational diusion equa-
tions, Physial Review E 65 (2002) 041103/1-4.
[35℄ R. Metzler and J. Klafter, The random walk's guide to anomalous diusion: a frational dynamis approah, Phys.
Reports 339 (2000) 1-77.
[36℄ R. Metzler and J. Klafter, The restaurant at the end of the random walk: Reent developments in the desription
of anomalous transport by frational dynamis, J. Phys. A. Math. Gen. 37 (2004) R161-R208.
[37℄ S.A. Molhanov and E. Ostrovskii, Symmetri stable proesses as traes of degenerate diusion proesses, Theory
of Probability and its Appliations 14 (1969) 128-131.
[38℄ A. Mura and F. Mainardi, A lass of self-similar stohasti proesses with stationary inrements to model anomalous
diusion in physis, submitted. [E-print http://arxiv.org/abs/0711.0665℄
[39℄ A. Mura and G. Pagnini, Charaterization and simulation of a lass of stohasti proesses related to anomalous
diusion, J. Phys. A: Math. Theor. (2008), in press. [E-print http://arxiv.org/abs/0801.4879℄
[40℄ A. Piryatinska, A.I. Saihev and W.A. Woyzynski, Models of anomalous diusion: the subdiusive ase, Physia
A 349 (2005) 375-420.
[41℄ E. Salas, R. Goreno and F. Mainardi, Frational alulus and ontinuous-time nane, Physia A, 284 (2000),
376384.
42
[42℄ E. Salas, R. Goreno and F. Mainardi, Unoupled ontinuous-time random walks: Solution
and limiting behavior of the master equation, Physial Review E 69 (2004) 011107/1-8. [E-print
http://arxiv.org/abs/ond-mat/0402657℄
[43℄ W.R. Shneider, Grey noise, in: S. Albeverio, J.E. Fenstad, H. Holden, T. Lindstrøm (Editors), Ideas and Methods
in Mathematial Analysis, Stohastis and Appliations, Vol 1, Cambridge Univ. Press, Cambridge (1990), pp.
261-282.
[44℄ W.R. Shneider, Frational diusion, in: R. Lima, L. Streit and D. Vilela Mendes (Editors), Dynamis and
Stohasti Proesses, Theory and Appliations, Springer Verlag, Heidelberg, 1990, pp. 276-286. [Leture Notes in
Physis No 355℄
[45℄ I.M. Sokolov, Solutions of a lass of non-Markovian Fokker-Plank equations, Phys. Rev. E 66 (2002) 041101/1-5.
[46℄ H.M. Srivastava, K.C. Gupta and S.P. Goyal, The H-Funtions of One and Two Variables with Appliations, South
Asian Publishers, New Delhi, 1982.
[47℄ T. Srokowski, Non-Markovian Lévy diusion in non homogeneous media, Physial Review E 75 (2007) 051105/1-8.
[E-print http://arxiv.org/abs/ond-mat/0611056℄
[48℄ A. A. Stanislavsky, Subordinated Brownian Motion and its Frational Fokker-Plank Equation, Physia Sripta
67 (2003) 265-268.
[49℄ M.S. Taqqu, Frational Brownian motion and long-range dependene, in: P. Doukhan, G. Oppenheim and M.S.
Taqqu (Editors), Theory and Appliations of Long-range Dependene, Birkäuser, Boston - Basel - Berlin, 2003, pp.
5-38.
[50℄ G.H. Weiss, Aspets and Appliations of Random Walks, North-Holland, Amsterdam, 1994.
[51℄ M.M. Wyss and W. Wyss, Evolution, its frational extension and generalization, Frational Calulus and Applied
Analysis 4 (2001) 273-284.
[52℄ G.M. Zaslavsky, Chaos, frational kinetis and anomalous transport, Phys. Reports 371 (2002) 461-580.
[53℄ R. Zwanzig, Memory eets in irreversible thermodynamis, Physial Review 124 (1961) 983-992.
43
