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1. INTRODUCTION 
For solving fourth-order elliptic partial differential equations that are the 
Euler-Lagrange equations of integrals whose integrands involve second- 
order derivatives, it is very desirable to use “compatible” triangular finite 
elements which can be pieced together to form a global function which has 
continuous first derivatives across interfaces. Argyris and others have con- 
structed 21-parameter and 18-parameter families of quintic polynomial 
triangular finite elements which will do this. Other families of compatible 
triangular finite elements have been constructed by Clough and Tocher [7, 
pp. 226, 2291, Bazeley et al. [3’], Irons [9, p. 311, and others (see [l, pp. 375- 
377; 10; and 121 for additional references). 
We define below, in Sections 2-3, new 15-parameter and 12-parameter 
families of compatible triangular finite elements which can be obtained from 
Irons’ l&parameter family by imposing suitable restrictions on the boundary 
values and gradients. Our families use a single rational function in each 
triangle, like those of Bazeley et al. and Irons, whereas Clough and Tocher’s 
12-parameter family uses three different polynomial functions instead. 
Our basic 15-parameter family di,, is obtained by adjoining to the 12- 
parameter family of tricubic polynomial finite elements proposed earlier by 
one of us [4], three special rational finite elements used implicitly by 
Irons ([9, p. 311; see also [12, p. 1991). 
Our new 12-parameter family @ia is obtained from Q1a by including only 
those elements whose values are cubic polynomials and whose gradients are 
quadratic polynomials along each edge. These can be uniquely interpolated 
in any one triangle to given corner values and gradients and midpoint normal 
derivatives (Theorem 2). Both @I5 and Q12 are afine-covuriunt, by which we 
mean that they are carried into themselves under all affine transformations. 
In Section 4, we analyze the corner discontinuities in second derivatives 
(“C2-incompatibility”) of the preceding elements, and show how they arise 
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naturally from analytic data given independently on the three edges of a 
triangle. For C2-compatible edge data, the elements are given by the tricubic 
blending scheme studied in [2, 3, and 51. We show that this scheme yields 
from C2-compatible polynomial boundary values of degree n and derivatives 
of degree n - 1 or less, polynomial triangular elements of degree at most n. 
In Section 5, we define local interpolation schemes II,, and l7i, which project 
C”(T) in any triangle T into @i5 and @i2 , respectively. Unfortunately, these 
interpolation schemes are not affine-covariant. 
In Section 6, we show that when 17,, and fl,, are pieced together in any 
triangulated polygon (R, T), they yield continuously dzjjferentiable piecewise 
rational global interpolants n,*[w] E C’(R) (j = 12, 15) from any z1 E C2(R). 
We then show that for n E C4(R), these interpolants have O(h4) accuracy; 
we also compare their asymptotic efficiency (as h J 0) with those of other 
methods. In Section 7, we show how to compute these global interpolants by 
using (dual) bases of “cardinal” functions for ni5 and J7,, , and exhibit these 
cardinal functions. 
In Section 8, we obtain similar results for a new nine-parameter family of 
finite elements. We show that this scheme is different from that proposed by 
Zienkiewicz and studied by GoEl [SJ, and give reasons for preferring it. 
In the Appendix, we study further the tricubic blending scheme studied 
in [2, 3, and 51. This scheme is known [3] to interpolate consistently to Cl- 
compatible boundary data if and only if they are C2-compatible. We exhibit 
a new “modified” scheme of tricubic blending which interpolates to Cl- 
compatible boundary data in general. We then exploit this scheme to obtain, 
by the Rayleigh-Ritz method, approximate solutions that satisfy Dirichlet- 
type boundary conditions exactly. 
2. THE SUSSPACE djlB(T) 
As has been explained elsewhere [4], the family of “tricubic” polynomials 
is the set of all polynomials which are cubic along parallels to each of the three 
edges. Algebraically, they can be most easily expressed using the “areal” 
or burycentric coordinates of Moebius: x = xi , y  = x2 , z = x0, with 
x + y  + x = 1, which map any given triangle into the standard triangle1 
T, in the (x, y)-plane having vertices at P,, = (0, 0), Pi = (1,0) and 
P2 = (0, 1). Thus xi = 1 at Pj , while both other xk are zero there, and the 
1 Barnhill et aI. [2] use a dz’#erent standard triangle with vertices at (1, 0), (0, l), 
(1, 1); it can be obtained from the one used here by setting x’ = x + y, y’ = y, 
2 = 1 - x’. 
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edge opposite PI has the equation xi = 0. Most important for us, in the 
standard triangle the family of tricubicpolynomials has the basis 
1, x, y, x2, XY7 y2, 2, X2Y, xy2, y3, x2y(x + Y), XY2(X + Y). (1) 
Thus it consists of all cubic polynomials plus linear combinations of the 
quartic multiples of xyz = xy - xy(x + y). 
FIG. 1. The standard triangle T, . 
Our basic 15parameter family @r5 = @r5( T,) of triangular elements is 
spanned by the subspace of tricubic polynomial finite elements and the 
following special rational finite elements: 
$0 = X12X21(% + x2) = X”Y/(X + Y), 
$1 = Y”4(Y + 4, rp2 = x2x/(.2 + x). 
(2) 
Note that +i and 4% are obtained from #,, by permuting cyclically x, y, z (or, 
equivalently, the subscripts of x1 , x2 , x,,). 
l&mu&. Not only is the set of & invariant under cyclic permutations of 
the vertices of T,; in addition, 
MY, 4 =&x, Y) = XY”/(X + Y) = XY - Al(x, Y), 
etc. Hence Q15(TS) is invariant under (the affine transformation induced by) 
any permutation of the vertices. It follows that each of the six affine trans- 
formations mapping the standard triangle T, onto a given triangle T carries 
@i5( T,) into the same subspace of functions on T. We define @r5( T) to be this 
subspace, and have proved the first statement of 
THEOREM 1. The subspaces cI&(T) are u$ine covuriant. For any T, the 
elements of G&,(T) h uve at worst cubic polynomial values and gradients on its 
edges Ei: q = 0. 
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Proof. Since “tricubic” polynomials are (by definition, see [4]) of degree 
four or less and at most cubic along parallels to the edges of T, their values 
and gradients are polynomials of degree at most three along any edge. It 
therefore suffices to prove the second conclusion of Theorem 1 for the three 
functions c$~ of (2). Each of these has a discontinuity in the crossderivative at a 
different corner; thus, letting a”$/& 3y or bev denote %,~~,,/LJy)/~x: 
a240 - x3 + 3x2y 1 on (x, O), 
-__ = ax ay (x+y)3 
= 1 _ 3XY2 +Y3 
(x + Y>” I 0 on (0,~)~ 
(3) 
for x # 0, y # 0. Moreover, since the denominators of the $j and their 
bounded derivatives2 are constant along the edge xj = 0 and divide the 
numerator along the other two edges, we know that V& is a polynomial of 
degree at most three. Q.E.D. 
Irons Quartic Elements 
We now establish the connection between our tricubic rational elements and 
the quartic elements defined by Irons [9], who writes L, , L, , L, where we 
write X, y, z. He defines two families of rational elements: E and 6. In our 
notation, 
x2y2z x2y% 2 2 
fO=1--X+I--y’ 
x2y2x - ___ ~o=;‘“s-,-y. (4) 
Moreover xy2/(x + y) = xy - $. , and consequently 
~o=~,+42+x2(y+ l)z-((x+ l)y%-XX, 
%=+1-42-x2(y+ 1)x-(x+ l)y2x+xz. 
These formulas, and their counterparts under cyclic permutations of x, y, z 
show that Irons’ six rational functions span, in any vector space containing all 
tricubic polynomials, the same subspace as our three rational elements $j , 
defined in (2). Thus the $j p rovide, together with the 15 quartic monomials 1, 
x, y,..., xy3, y4 a simple and convenient basis for Irons’ subspace G&(T). 
Algebraic Digression 
We shall next clarify the relation between our Q15(T), Irons’ quartic 
subspace G&(T), and the rational functions 
2 2 x2yZ(1 - x - y) 
To = (x + “a;;; + z) = (1 - x) (1 - y) (5) 
2 Thus x + y = 1 on the edge z = 0, while on the edge x = 0, the factory would 
make the quotient ~(0, y)/y unbounded as y 4 0 if the polynomial in the numerator 
did not contain y as a factor. 
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introduced in 1965 (see [12, p. 117, 1st ed.] for references) by Bazeley, 
Cheung, Irons, and Zienkiewicz [3’] with the same intention. Since E,, , 
when put over a common denominator, becomes x2y2.z times 
(2 - x - YMl - x) (1 -Y) = (1 + 4/(1 - 4 (1 - y), 
it might seem as if 7s was simpler. Actually, however, 7s becomes doubly 
infinite like csc 2+/r” at (1, l), and is simply infinite all along the lines x = 1 
and y = 1 parallel to the two adjacent edges. 
In notable contrast, E,, and 6, have nowhere more than a first-order singular- 
ity; in particular, this is true at (1, 1) b ecause 1 + z vanishes there. Moreover 
the factor 1 + z also makes possible the “partial fraction” decomposition 
(4); no such reduction is possible for the Q . The method of partial fractions, 
which we used in Section 2 to reduce Irons’ quadratic denominators to linear 
form, does not work for rational functions of two variables in general. It is a 
corollary that the rational singular elements of Bazeley et al. [3’] do not 
span our basic singular functions +i which are simply infinite along the 
parallel through one vertex to the opposite side and nowhere doubly infinite, 
or vice versa. For these reasons, we consider Irons’ choice of singular functions 
(which is equivalent to ours) to be preferable to that of [3’]. 
3. THE SUBSPACE Q&(T) 
Our 12-parameter family @i2(T) of finite elements is most simply defined 
as the set of all functions u E @i5(T) which satisfies the following, clearly 
affine-covariant condition. 
(i) The gradient Vu of u is quadratic along all three edges ET: xj == 0 
of T. 
The associated interpolation scheme, to be discussed further in Section 7, 
is one of a class of 12-parameter schemes discussed by Zienkiewicz in [12, 
p. 116 (1st ed.), p. 200 (2nd ed.)]. However, we believe that our approach is 
simpler and our formulas more explicit. The key result is the following. 
THEOREM 2. There is one and only one u E Q(T) which satisfies (i) and, 
in addition: 
(ii) assigns given values to u and Vu at the corners of T; 
and 
(iii) has a spec$ed normal derivative at the midpoint of each edge. 
The set of all such functions is a 12-dimensional subspace Q,,(T) of&(T). 
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Proof. It is obvious that @I2 is a (linear) subspace, and that every cubic 
polynomial has a quadratic gradient along any straight line. Further, by 
Theorem 1, the functions of @r5 have at worst cubic values and gradients on 
any edge Ej of T. Since the tangential derivative of any cubic function is 
quadratic, it follows that condition (i) is equivalent to three homogeneous 
linear scalar equations, and so that the subspace @ra is at least 12-dimensional. 
On the other hand, given the nine values of u, u, , u, (or u and VU) at the 
corners of T, the cubic values of u along the edges Ej are uniquely determined. 
And, given also the normal derivative &L/&Z at the midpoint of each Ej , the 
quadratic normal derivative is likewise uniquely determined by this value 
and its values at the endpoints of Ej (two corners). 
Finally, these boundary values and gradients uniquely determine the 
interior values of any function in @i5 . For example, suppose that two dif- 
ferent functions g, h E CD,, have the same boundary values and gradients; 
clearlyf = (g ~ h) E @r5 will satisfyf = Of = 0 on aT. Moreover,fwill also 
have zero cross-derivatives a2fl%s,%sj at the vertices, where alasi denotes 
directional differentiation parallel to the ith side. Since each of the functions 
dj has a discontinuity in these derivatives at a different vertex, the coefficients 
of the & in the expansion off will necessarily be zero. Finally, since the only 
tricubic polynomial with zero edge values and zero edge gradients is the zero 
polynomial, the tricubic polynomial component of f  must also be zero, 
implying that f  = 0; hence g = h is uniquely determined. 
To recapitulate, we have shown that the subspace @ia of @i5 defined by 
condition (i) is: (a) at least 12-dimensional, and (b) at most 12-dimensional. 
This completes the proof. 
COROLLARY. A basis for Q12 is given by the 10 cubic monomials, and any 
two of the cj of (4) (j = 0, 1, 2). 
Proof. The factor xzy2z makes l t, = 0 on aT, , and VQ, = 0 on E,: x = 0 
and E,: y  = 0. For a similar reason, cj = 0 on aT, and VEX E 0 on aTS\Ej , 
j = 1, 2. Moreover, on E, , &,/ay = x2x/(1 - Z) = x(1 - X) is quadratic; 
thus the cj satisfy condition (i), and so are in @r2 . Finally, or and e2 have 
singularities on different pairs of lines; hence they are linearly independent 
module polynomials, though E o , q , c2 are not, since c0 + c1 + c2 = xyz. 
Being 12 linearly independent functions in @r2 , they must form a basis. 
4. CORNER INCOMPATIBILITIES 
We now adopt the point of view of [5], and consider the problem of inter- 
polating to boundary data on the edges Ei: xi = 0 of T. Specifically, let 
values fj and normal derivatives gj be given as cubic functions. We shall 
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clarify further the role of the functions $i of (2) in matching jumps in cross- 
derivatives. 
To fix ideas, we will consider the corner at (0,O) of the standard triangle. 
Using area1 coordinates, the other corners can be treated similarly. We discuss 
four compatibility conditions at each corner. Thus, letting u(x, 0) =f.Jx), 
~(0, y) = jr(y), ZJ~(X, 0) = gs(x) and u,(O, y) = g,(y), these conditions are: 
and 
l$-j$f2(4 = $MYh 
lj$f2’(4 = ‘;tt”n &5(Y), 
$gl’(Y) = l$p2(4, 
ljg g2’(4 = l$ g,‘(y). 
(64 
(6’3) 
(64 
These conditions correspond to the continuity at the corner (0,O) of u, 
U, = au/as, , U, = au/as, and u,?, = iYu/&,as, , respectively. 
Thus, clearly, u is continuous at (0, 0) if and only if (6a) holds. These 
conditions correspond to the continuity at the corner (0,O) of u, u, = %u/&, , 
U, = au/as, and u,, = a%/as,as, , respectively. Thus, clearly, u is continuous 
at (0,O) if and only if (6a) holds. 
P-Compatibility 
Boundary data on the fi and gi are evidently incompatible with having a 
continuously differentiable interpolant unless (6b) and (6~) hold; we shall 
therefore call them the conditions of “P-compatibility” at the relevant 
corner. 
To illustrate P-incompatibility at the corner (0, 0) of the standard triangle 
T, , observe that the following two rational functions are continuous, but have 
discontinuous gradients: 
9 = x”y/(x + YY and r,8 = xys/(x + y)a. 
Thus fi = f2 = 0 for both $I and $, but as regards the gradients: 
(7) 
h/(% 0) = 1, VW4 Y) = 0; &(x, 0) = 0, $40, Y) = 1. (7’) 
Hence if (6a) holds, a unique linear combination a# + b$ can be found to 
match any two given incompatibilities arising from the failure of (6b) and 
(6~) to hold. 
Note that # + & = xy/(x + y), but that (unlike the other cases) it is 
impossible to match both 
$-gf2’(4 - $)%(Y) = B 
40914713-7 
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and 
by a function of the form p(~, y)/(~ + y). F or, any such function differs from 
CLX~/(X + y) for some constant 01 by a polynomial with /I = fi’ = 0. Since 
fi =fi = 0 and g, = g, = (Y for tiy/(x + y), we must have /3 = fi’ = --a. 
Lkontinuities in Cross-Derivatives 
To achieve global Cl-compatibility with fewer than 18 elements, it seems 
to be necessary to include elements whose cross-derivatives have discon- 
tinuities at corners; e.g., which fail to satisfy (6d) at (0,O). Fortunately, the 
discontinuity at (0, 0) (say) can be uniquely matched by a multiple of 
x”y/(~ + y), which has bounded second derivatives and for which 
f2W =.L(y) = 0 =gdYh 
yet g,(x) = x so that 
$$g2’(4 - $$(Y) = 1. 
It follows that, if a rational function u has bounded second derivatives, and if 
%y(O, 0) - u,,(O, 0) = 01, then v  = u - c1x2y/(x + y) satisfies all four 
compatibility conditions (6a)-(6d) at (0, 0). 
C2-Compatibility 
We shall call (6d) the condition of “Ca-compatibility” of g, and g2 at the 
corner (0,O); and we shall say that given fi E C2 and gj E Cl ( j = 0, 1,2) are 
P-compatible when (6a)-(6d) and their cyclic counterparts are satisfied. 
This is equivalent to the existence of an interpolant u E C2(T) with u =fj 
and &A/&Z = gj on E, for j = 0, 1, 2. It does not, of course, imply that every 
u E Cl(T) which has continuous second derivatives in the interior of T, and 
for which &/an is continuously differentiable on each edge and satisfies 
(6d) and its cyclic counterparts, is in C2(T). 
Unfortunately, any discontinuity in cross-derivatives is necessarily 
accompanied by unbounded third derivatives which are not even in L2(T). 
Moreover there are a continuum of approximations 
4(x, Y; Y) = YX~/(YX + Y) + polynomial 
to the same fi and gi which all have “linearly independent singularities”; 
the difference of any two has an unbounded third derivative. For this reason, 
we think that no finite element approximation to a general u(x, y) with 
discontinuous cross-derivative has a higher order of accuracy than ours (which 
has O(h2) accuracy; see Section 6). 
COMPATIBLE TRIANGULAR FINITE ELEMENTS 539 
However, the condition of P-compatibility does imply a good deal for 
rational functions whose denominators are of the form which we and Irons 
use; e.g., (X + y) at (0,O). Thus for u E @rs , (6d) implies analyticity at 
(0, 0), while (6d) and its cyclic counterparts are equivalent to the condition 
that u be a polynomial. This is a special case of a much more general result 
about smooth rational interpolation; we shall establish this generalization 
here for tricubic blending. 
Tricubic Blending 
The rest of this section will explain some interesting connections between 
the subspaces Q,,(T) and G&(T), their boundary data, and the tricubic 
blending scheme studied in [2, 3, and 51. In the first place, as is shown in 
[3, Lemma 4.21, the tricubic blending scheme & of [2] interpolates consistently 
to given Cl-compatible values fj and normal derivatives gj if and only if the 
compatibility condition (6d), and its cyclic counterparts at the other two 
vertices, are all satisfied. We next prove the following. 
LEMMA 1. The tricubic blending interpolant of [2] to any given Gcompa- 
,ible cubic polynomial boundary data fj and gj is a tricubic polynomial, and all 
,ricubic polynomials are obtained in this way. 
Proof. As in [4], there are 12 linearly independent tricubic polynomials, 
each of which has cubic values along the edges of T (by definition), and cubic 
gradients there (being at most quartic). Moreover, each tricubic polynomial is 
its own cubic Hermite interpolant along parallels to any edge, and so is its 
own interpolant under tricubic blending. 
Finally, there are 3(4 + 4) = 24 possible choices of fj and gj , and 
3 . 4 = 12 linearly independent compatibility conditions of the form (6a)- 
(6b). Hence, there is just one tricubic polynomial interpolant to given C2- 
compatible cubic u = fj and au/an = gi on the edges of T, and this is given by 
tricubic rational blending as defined in [2]. 
Our next result generalizes [5, Theor. I]. 
LEMMA 2. Tricubic blending carries polynomials into polynomials of at most 
the same degree. 
Proof. Since both the projectors @‘j of [2] and the degree of a polynomial 
are invariant under affine transformation, it suffices to consider the effect of 
the &‘s of [2] on monomials k x y  z. Moreover since Hermite interpolation is 
exact for 1 < 3, we can assume that 1 >, 4. This makesF(x, 0) = FU(x, 0) = 0 
in [2, (24)], and gives 
B,(x”y”) = y”[(3x - 2y) + l(y - x)]k+=, 
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which obviously has degree at most K + 1. Since the tricubic blending operator 
& of [2, (29)] is a polynomial in the @? , the lemma follows. 
We now establish our main result. 
THEOREM 3. The rational interpolant obtained by tricubic blending as 
dejined in [2] is a polynomial of degree n or less ;f and only ;f  the fi and gj are 
C2-compatible polynomials of degrees n and n - I or less, respectively. 
Proof. We make a simple dimension count; the cases n = 0, 1, 2, 3 follow 
from Lemma 1. 
For any n, the subspace of polynomials p(x, y) of degree n or less has 
dimension (n + 1) (n + 2)/2. By [5, p. 482, C orollary], the null space consists 
of multiples of xayaza; since the degree of pq is deg(p) + deg(q), it has 
dimension (n - 5) (n - 4)/2 f  or n > 3. Hence the range of the tricubic 
blending operator, restricted to polynomials of degree n or less, has dimension 
$(n2 + 3n + 2 - n2 + 9n - 20) = 6n - 9. Moreover, by Lemma 2 and 
[3, Lemma 4.21, its members all have different edge polynomials fi and gj , 
of degrees at most n and n - 1, respectively. 
On the other hand, there are 3n linearly independent polynomials gj of 
degree n - 1 or less; hence, the space of all possible fj and gj (C2-compatible 
or not) has dimension 6n + 3. The dimension excess 
(6n + 3) - (6n - 9) = 12 
is precisely the number of linearly independent conditions for C2-compa- 
tibility, completing the proof. 
5. SETS OF DEFINING PARAMETERS 
In this section, we describe various convenient sets of defining parameters 
for elements of the space @r5 . In all cases, we will include u and its edgewise 
derivatives (or equivalently, u and VU) at the three corners as nine of the 
defining parameters. In symbols, these are? 
u, %z 9 u, at P,; u, @, , e), at PIi 
(9) 
u,(g),, ($J, at P2- 
Evidently, six more parameters are needed to specify an element of @rs. 
3 We are here using thermodynamic notation, whereby (%/a~), means the rate of 
change of u with respect to y  when z is held constant, etc. 
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For al5 , the best choice for these is provided by the values of the normal 
derivative au/&z and its tangential rate of change a2u/asan at the midpoints 
of the sides. In the notation of Section 4, these can be designated as 
gdt> and gj’(3) forj=O, 1,2. (10) 
We next prove their sufficiency. 
THEOREM 4. Exactly one rational triangular element of Q, assumes any 
given set of numerical values of the 15 linear functionals listed in (9) and (10). 
Proof. The nine values of (9) are consistent with just one set of Cl-corn- 
patible cubic polynomial values of u on the edges Ej of T. They also determine 
the values of g,(O) and gj( 1) on each edge (at its ends). On each edge, the two 
values of (10) are consistent with just one cubic polynomial value of au/&z. 
It remains to prove that these edge values of u and au/an uniquely determine 
the interior values; we now prove this, 
First, they obviously determine the C2-discrepancy at (0, 0), 
waxa~) (PO) - (wan ax) (po) = g,‘(o) - gm (11) 
and its cyclic counterparts. Hence, they determine the coefficients of the & 
in the expansion of u in the & and the 12 tricubic polynomials of (1). But the 
remainder will have C2-compatible cubic boundary values and normal deriva- 
tives which, by Theorem 3, have a unique (tricubic polynomial) interpolant in 
@15 *
We have proved in passing the following interesting result. 
COROLLARY 1. One and only one function u(x, y) E G,, assigns to the fj(s) 
and gj(s) given Cl-compatible cubic polynomial values on the edges. 
The argument used to prove Theorem 4 shows, in fact, that any set of 
defining parameters which uniquely determine Cl-compatible cubic poly- 
nomial values f?(s) and gi(s) can be used. For example, we have the following. 
COROLLARY 2. Taken with the nine values of the functionals of (9), the six 
values of the gj’(0) and g;(l) (i.e., the six cross-derivatives u&O, 0), u&O, 0), 
etc.) uniquely determine any u E aI . 
Irons’ quartic elements are obtained from @is by adjoining to (1) the three 
linearly independent quartic polynomials x4, y4, and x2y2 (or equivalently, 
x2y2, y???, and x2x2), thus making it possible for the fi(s) to be arbitrary 
Co-compatible quartic polynomial functions, There follows 
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THEOREM 5. Exactly one (quartic) rational triangular element of Q18 
assigns given values to the 15 linear functionals of Theorem 4, and to the fj(+) 
for j = 0, 1, 2. Each such element is uniquely determined by its Cl-compatible 
quarticpolynomial boundary values fj( ) s an cu ic o d b p ly nomial normal derivatives 
gd+ 
Proof. The proof is just like the proof of Theorem 4, except that the 
remainder after subtracting off appropriate multiples of the & has quartic 
instead of cubic edge values. To complete the proof, one notes that, by 
Theorem 3, C2-compatible quartic polynomial values fj(s) and cubic normal 
derivatives g,(s) determine a unique quartic polynomial. 
THEOREM 6. Taken with the 9 values of the functionals of (9), the three 
C2-discrepancies M,, , 01~ , 01~ and the three normal derivatives gj(+) at the mid- 
points of the edges uniquely determine any u E di,, . 
Proof. Consider the differences 
etc. 
It suffices to prove that if 01~ = gj(+) = 0 for j = 0, 1,2, and u = u, = u, = 0 
at the vertices, then u E 0. But 01~ = 0 for all j implies that u(x, y) is a tricubic 
polynomial, whence u = u, = uy = 0 at the vertices implies (by Hermite 
interpolation) that u = 0 on all edges; hence by [4] and [5] it implies that 
u = xyz(ax + by + cz), where ax + by + cz is a general linear function. 
If also all gj(h) = 0, then u = Vu at the midpoints of the edges; moreover, 
u is a cubic polynomial along any line joining two of these, since this is 
parallel to a side. Consequently, again by Hermite interpolation, u = 0 along 
these lines (X = $, y = &, x = $), which would imply 
which is incompatible with u being a nonzero tricubic polynomial. 
Remark. Unfortunately, unlike Theorem 4, Theorem 6 does not lead 
to a P-compatible interpolation scheme, because the values of au/&z at the 
corners and the gj($) at the midpoints do not uniquely determine the cubic 
normal derivatives along the edges. 
6. GLOBAL INTERPOLATION SCHEMES 
The preceding results facilitate the construction of global schemes for 
Cl-compatible piecewise rational interpolation to any function u E C2(R) in 
any triangulated polygon (R, 7). In discussing these schemes, we shall let h 
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be the maximum diameter of any triangle, and we shall assume that no triangle 
is scalene (so as to imply uniform error bounds). 
Scheme 1 
To interpolate by a piecewise rational function whose restriction to any 
one triangle of (R, T) belongs to @i5 , we use Theorem 4. Namely, we make 
the interpolant match in each triangle the corner values of u and Vu and the 
midpoint values of au/an and a%/asan. The interpolating functions will then 
have Cl-compatible cubic values and normal derivatives along the edges 
(“ 1 -cells”) of the triangulation. 
THEOREM 7. In a triangulated polygon with N vertices and E edges, 
Scheme 1 defines an approximating subspace of 3N + 2E dimensions. 
This result is a corollary of Theorem 4 and our other previous results. We 
now suppose that (R, T) is simply connected, with n boundary vertices (an 
n-gon) subdivided by i + 1 interior vertices, so that 
i+n-N=-1 (Euler-PoincarC characteristic). (15) 
It follows by induction on i that (R, T) must have E = 2n + 3i edges and 
T = n + 2i triangles. From this fact one easily calculates 
E=3N-n-3 and T=2N-n-2, (16) 
whence 3N + 2E = 9N - 2n - 6. We conclude with the following. 
COROLLARY. In Theorem 7, if (R, ) . 7 1s simply connected and there are n 
boundary vertices, then the approximating subspace constructed has 9N - 2n - 6 
dimensions. 
Scheme 2 
Likewise, to interpolate by a piecewise rational function whose restriction 
to any triangle of (R, T) is in @is , we use Theorem 2. This time, the inter- 
polant is chosen to match in each triangle the corner values of u and Vu and 
the midpoint values of au/an by a function of @i2 . We have similarly 
THEOREM 8. In any triangulated polygon (R, T) with N vertices and E 
edges, Scheme 2 defines an approximating subspace of 3N + E dimensions. 
COROLLARY. If (R, 7) is simply connected, then Scheme 2 gives an approxi- 
mating subspace of 6N - n - 3 dimensions. 
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Since Irons’ scheme requires 12N - 3n - 9 parameters, we see that our 
Scheme 2 requires only about half as many unknowns in a finely subdivided 
triangle (plus (n + 3)/3). Th e essential point is that, in a finely subdivided 
polygon, n = 0( 4Z) as N t co. 
Error Analysis 
Since Schemes 1 and 2 as defined above are obtained by piecing together 
local interpolation schemes, their error analyses are local. Both Schemes 1 
and 2 reproduce all cubits but not all quartic polynomials. Thus one would 
expect their orders of accuracy to be O(h4), a result which we now prove 
in the following theorem. 
THEOREM 9. Let T be any triangle with vertices PI = (x1 , yl), Pz = (x2y2), 
P3 = (x3 , y3). Let v  be the @,,-interpolant (@,,,-interpolant) to u E C4(T) 
determined by Scheme 1 (Scheme 2). Also let e(x, y) = u(x, y) - v(x, y). Then 
there exists a constant K4 independent of the triangle T and the function u such 
that 
where 
1 e(i*i)(x, y)I < K4 11 u II4 (cs&+i a) h4-i-j, 
II u II4 = sup 1 zdyx, y)] 
k+z=4,(2,dd 
(17) 
(17') 
i + j < 1, for all (x, y) E T, where a is the smallest angle and h is the diameter 
of T. When i + j = 2, (17) holds in T except possibly at PI , Pz , P3 . 
Proof. The triangle T can be mapped into the standard triangle T, with 
vertices (0, 0), (1, 0), (0, 1) using the affine transformation 
Let the lengths of the sides of T be given by a, b, c with a the smallest and 
c = h the greatest. Since the area of T is I J l/2 where J is the Jacobian of 
the transformation (18), 
Thus for the transformation inverse to (18) 
(19) 
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We consider i(x’, y’), the transform by (18) in T, of the interpolation error 
e(x, y) in T. Since derivatives eu*j)(x, y) of order y = i + j in T are linear 
combinations of derivatives Fz) (x’, y’) of the same order y = K + I in T, , 
we have for all i + j < 2: 
1 etisj)(x, y)[ < 1 I%,h-Y(csc a)’ 1 [ Fz)(x’, y’)l , all y < 2. (20) 
P%kl=v 
The factor h-7 in (20) comes from the fact that the ratios of lengths in T to 
those in T, are O(h); see (19). We bound the j Pl)(~‘,y’) in terms of the 
fourth derivatives of 1, the transform of u in T, . These derivatives of zi are 
related to those of u by factors O(h4). 
LEMMA 3. There exists a constant Kz such that 
Proof. Expand z2([, 7) in T, in a Taylor series about (x’, y’) through 
cubic terms with remainder R(f, T), obtaining zi = $J + R, p a cubic poly- 
nomial. Let 17 and 17, be generic symbols for I7r, and III, alike, in T and T, , 
respectively; both I7 and 17, reproduce cubic polynomials. Since 
we have: 
p(x), y’) = @‘, y’), 
E = ~2 - l7&i = d - l7,(p + R) = -l7,R at (x’, Y’). 
On the other hand z, = 17~ is transformed by (18) to 
5 = n,c = f (L&i) (Xi’, yi') Fi , 
i=l 
where each Li is a fixed finite linear combination of derivatives of order at 
most two, and the fii are the transforms of the cardinal functions Fi for inter- 
polation Scheme 1 (Scheme 2). Therefore, for all k, I with k + I < 2, we have 
t?(ksz)(~‘, y’) = f  (L,R) (x;, yi’) @‘)(x’, y’). 
i=l 
But the Fi E&(TJ; h ence they have continuous first derivatives and uni- 
formly bounded second derivatives, continuous in T, except at the corners. 
Thus the F!L*l) are uniformly bounded. Moreover, since R(Anu)(x’, y’) = 0 z 
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if X + p < 4, R(f, 7) can be expanded in a Taylor series about (x’, y’), 
yielding 
where (.$‘, 7’) is on the line joining (5,~) and (x’, y’). Therefore, 
LiR(Xi’,Yi’) = 1 LiiP~ (h’, Vi’) (Xi’ - X’Y (yi’ - y’)W!) (EL!) 
A+u=4--ai 
where 01~ is the order of the operator Li . This shows that LiR(xi’, yi’) can 
be bounded in terms of fourth derivatives of zi and proves Lemma 3. 
Finally, transforming back to the triangle T, 
1 zwyx’,y’)I < K3h4 c 1 dkqX,y)I , h+#U=4. (22) 
k+l=4 
Combining inequalities (20) (21), and (22) gives (17) and proves the theorem. 
COROLLARY. Consider the interpolant given by Scheme 1 or 2 to any 
function II E C4(R) in a polygon R, under any triangulation T into triangles of 
diameter h or less whose vertex angles all exceed 01. Then the error is bounded 
by (17). 
A similar argument shows that the error in approximating any u E O(T) 
by its @,,-interpolant as defined by Theorem 6 (Irons’ scheme) is O(h5) in u, 
O(h4) in Vu, and O(h3) in the second partial derivatives. 
The argument used to prove Theorem 9 can be modified to prove ana- 
logous results for r = 2, 3. Namely, if v = IT,,[u] is obtained from u E C’(T) 
by interpolating to its values and normal derivatives on aT through Scheme 1, 
then 
1 &‘)(x, y)l < K jl u IjT (csc ~l)~++-~, 
where 
II 24 llr = sup 
k+z=r,(r,YkT 
ZPyx, y)I . 
The same is true of nr2[u], and of the scheme IIs to be defined in Section 8. 
These results are essentially “best possible. ” There is no finite-dimensional 
subspace whose elements approximate to all x2y1+‘/(x + yy) for all y, 
1 < y < 2, and all E, 0 < E < 1, with a higher order of accuracy. 
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7. FORMULAS FOR CARDINAL FUNCTIONS 
One can implement the global interpolation scheme of Section 6 computa- 
tionally as follows. Take as basic global unknowns: (i) the values of u and its 
partial derivative u, , uy at the vertices Pj of the given triangulated polygon, 
and (ii) the values of au/&z and 8%/&z&, (i.e., of gj($) and gj’($)) at the mid- 
points Qj of its edges. To compute from these unknowns the interpolant 
171s of 8,s in any individual triangle, then proceed as follows. 
First, compute au/as, and au/& at each vertex Pk with adjacent sides Ei 
and Ej from the values us and uy there. From u and Vu at the corners, one 
can compute the fj . Then knowingf<‘(+) and g’(i), compute each directional 
derivative au/&z, in the direction of the centroid, scaled by multiplying by the 
distance to the centroid. Likewise knowing f:(S) and gj’(& compute each 
a2u/ac,asj at the midpoint of each edge. 
The resulting values aj of u, of the au/& and au/as, at the corners and the 
au/&, , a2u/acjasj at the midpoints of the edges are affine covariant linear 
functionals y1 ,..., yls on @is . Hence, their “cardinal functions” Fl ,... , F15 , 
defined by the biorthogonality property that y?(F,) = &, (which makes 
n,, = a,F, + ... + a,,F,,) can be represented by a single set of formulas 
in terms of barycentric coordinates x = xi , y = x2 , x = x0 . Five of the 
cardinal functions with respect to this new scheme are (cf. (4)): 
(a) For 3/l = f4PO)I Fl = 3x2 - 2x3 + 3e2 + 3~~ ,
(b) For y4 = a4pows2 , F4 = xz2 + 3<,/2 - q + 26, + 6, , 
(b’) For y7 = wpo)iasl , F, = yz2 + 3~~12 - c2 - 26, - S, , 
(4 For ylo = wQ2wc2 , F,, = 126,) 
(d) For y13 = aq~2)/ac2as2 , F13 = -66, . 
The remaining ten cardinal functions may be obtained from these five by 
permuting x, y, z cyclically. 
The above functions can be computed easily using the following observa- 
tions. The subspace of elements of Cp,, which satisfy u = Vu = 0 at the 
corners is spanned by 6 elements, given by the l j and 6$ of Irons (which also 
have zero gradient on all edges except Ej).4 This implies that the cardinal 
function associated with any condition at Qj must be a linear combination of 
the q and Sj alone. The functions Fl , F4, and F7 may be obtained by first 
matching the fj , as determined by univariate interpolation on the edges of 
T followed by trilinear blending [2]. For example, Fl will have 
f2{l) = 2x3 - 3x2 + 1, the cubic Hermite polynomial satisfying f2(0) == 1, 
f2’(0) = f2(1) = f2’(l) = 0. Likewise fi(y) = 2y3 - 3y2 + 1 and fo(s) == 0. 
’ This makes them more convenient than our +j for constructing cardinal functions. 
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Trilinear blending from these data gives a cubic polynomial, by [5] or Theo- 
rem 3. We then add to this polynomial multiples of the ei and Sj chosen to 
make aFJac, and iY2F,/acjasj zero at the midpoint of each edge. 
Cardinal Functions joy D12 
Results similar to those of Theorem 4 hold for the subspace @ra of Theo- 
rem 2. Indeed, inspection of Theorem 2 gives the following corollary. 
COROLLARY. Exactly one element of D12 takes on given numerical values for 
the nine junctionals listed in (9) and the three gj(&), j = 0, 1, 2. 
The resulting interpolation scheme is not affine covariant; but it can be 
made so by replacing the gj($) = au(Qj)/ac, much as we did for @is . We list 
below four of the resulting cardinal functions: 
(a) For y1 = 4Po), F1 = 3x2 - 2z3 + 3~ + 3~~ .
(b) For y4 = a4po)/as2 , Fp = xx2 + $e, - Ed .
(b’) For y, = au(P,)/as, , F, = yx2 + se1 - Ed. 
(4 For ylo = wz2)iac2 7 F,, = 126, . 
8. A NINE-PARAMETER FAMILY 
The simplest set of edge conditions from which to construct “conforming” 
triangular elements is obtained by giving u, U, , uy at each vertex of a trian- 
gulated polygon (R, T), and then using: (i) cubic interpolation between and 
end-values and end-slopes of u to determine cubic functions ji(s) on the edges, 
and (ii) linear interpolation between end-values to determine au/an = g$(s) as 
a linear function on each edge. 
Any interpolation scheme which interpolates a function u(x, y) E Cl(T) 
in any triangle to such P-compatible edge data will yield a continuously 
differentiable function u in P. Moreover, if (R, T) has N nodes, such a scheme 
involves only 3N parameters in all. 
We suggest taking for this interpolation scheme in each triangle T those 
functions u = G,,(T) which have “linearly varying normal derivatives”. 
All quadratic polynomials have this property, which gives us the six basic 
functions 1, X, y, x2, xy, y2. In addition, there always exists a cubic poly- 
nomial with the property, giving a 7-dimensional polynomial subspace. 
Hence the constraint on corner incompatibilities must be the same for @a as 
for Q12 , and our basis must contain two nonpolynomial rational elements. 
In the standard triangle T, , the relevant cubic polynomial is (x” - y3)/3. 
For this binomial, evidently au/an = 0 on the sides x = 0 and y  = 0, while 
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au/an = (y - x)/d/z on the hypotenuse z = 0. In the standard triangle, the 
quadratic polynomials also satisfy the difference equation 
%(O, 0) - %(O, 0) = %(O, 1) - $(I, O), 
since 1, x, y, x2, xy, y2 all do. 
(24) 
But unfortunately, the boundary conditions for Q+, are not affine invariant. 
Hence the simple use of barycentric coordinates in a general triangle does not 
reduce the problem of finding a suitable basis to that for the standard triangle. 
Hence we have included calculations below which determine in any triangle a 
cubic polynomial with linear normal derivatives. 
Specific Formulas 
By placing its longest side on the x-axis, and the opposite vertex on the 
y-axis, any triangle can be assumed to have vertices at (ar, 0), (0, /3), (-y, 0), 
where OL, 6, y are positive, as in Fig. 2. For this choice of coordinates, we next 
ask which cubic polynomials 
(O,P) 
A- (- Y,O) (a,01 x 
FIG. 2. General triangle in standard position for Q9 . 
u = ax3 + bx2y + cxy2 + dy3 (25) 
have linear normal derivatives on all three sides. Evidently, u, = 0 when 
y = 0 if and only if b = 0. It remains to consider the other two sides. On the 
side /3x + ay = 801, clearly 
au/an = ,6u, + O~U, = 3fiax2 + pcy2 + ~O~CXJJ + 301dy2. 
This is a linear function of position on this side if and only if (for ZJ = 0): 
(Bx + q) I (3Pax2 + by2 + 2c=y + Wy2). (25) 
This is the case if and only if 
3Ga + (bz - 24 c + 3q3d = 0. (25’) 
Likewise, au/an is a linear function on the side /3x - yy = -/3~ if and only if 
(changing (y. into -r): 
3y2a + (/?” - 2~~) c - 3/3yd = 0. 
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Hence, a cubic polynomial with the desired property is 
(2oey - B”) x3 + 3WY2 + B(a - Y) y3. (26) 
For the standard triangle, y = 0 and p = OL = 1; hence (26) simplifies to 
-x3 + y3, which checks. 
Relation to GoZs Method 
Our g-parameter scheme resembles that proposed by Go&l [8] for triangles, 
and later developed by Go&l and Dupuis [13]. Both schemes use all quadratic 
polynomials and only rational functions as singular elements. In both cases, 
the rational singular elements vanish to second order near the singular 
vertices, and hence have continuous first derivatives and bounded second 
derivatives. 
Our scheme for compatible piecewise g-parameter rational interpolation 
in triangles, based on the singular elements of Irons’ piecewise 18-parameter 
scheme, has linear denominator. As a result, it avoids the need for numerical 
quadrature more frequently than the singular elements developed by Go&l 
and Dupuis, who use the T,, of (5) and its cyclic counterparts, which have 
quadratic denominators. Thus, to integrate xmtn/(x + y) over T,s, we can 
reduce analytically to polynomial integrands and ls [x”/(x f y)] dx dy, 
since y = (x + y) - x. Finally, 
ss T 8 &dxdy = jol& jol-’ xm dx = l/(m + 1)2. 
APPENDIX: MODIFIED TRICUBIC BLENDING 
It was shown in [5, Theor. 4, Cor.] and [3, Lemma 4.41, that the tricubic 
blending operator & of [2] carries any quintic polynomial into itself. On the 
other hand, all C2-compatible functions of @is are quintic polynomials. 
Hence, to determine the effect of & on @rs or any of its subspaces, it suffices 
to know its effect on an element u E @is which is C,-incompatible at precisely 
one corner, and its counterparts under cyclic permutations of x, y, x. But 
u = x”yz”/(x + y) is such an element, for which a straightforward computa- 
tion based on [2, Theor. 41 gives 
&[u] = $u + $xyz2 = u + +xyz” (5) = u + a,(~, y, z). 
Since &[xyx2] = xyz2 as above, it follows that 
(Al) 
&hl = Qw - !&I 
642) 
= - $24 - *xys + $4 + &xyz” = $q) . 
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This shows that 6~s = q+(y - ~)/(y + X) is an eigenfunction of & with 
eigenvalue Q, whence in particular & is not a projector, as was already noted 
in [3]. 
More than that, since the three uj (i = 0, 1, 2) are linearly independent, it 
gives us the complete “eigenspace structure” (intrinsic Jordan decomposi- 
tion) of &. 
THEOREM Al. For the tricubic blending operator & acting on QIrc , the 
eigenspace for the eigenvalue I is the subspace of polynomials in G18 . The other 
eigenvalue is $; its eigenspace is spanned by the uj . The operator & is diagonaliz- 
able (nonderogatory). 
From the considerations of Section 4, there follows also another result. 
LEMMA. Let u E C1( T) have a gradient Vu that is continuously ds@rentiable 
along each edge Ei . Then u = C;=o ciaj + v, where v  is F--compatible. 
Taken together with the results of [3], this lemma suggests a new scheme 
of “modified tricubic blending” that has a noteworthy advantage over the 
scheme of [2]; namely, it can be applied consistently to P-compatible 
boundary data, even if they are P-incompatible, whereas (see Section 4) 
& cannot then be applied consistently. More precisely, the lemma above 
implies 
THEOREM A2. For u as in the preceding lemma, define the modified tricubic 
blending operator E as follows. 
E[u] = i cjuj + &[v] = &[u] + + f  cjuj . (-43) 
j=O j=O 
Then E is a projector which carries u into a function having the same boundary 
values and gradient. 
As a result, E seems a better operator to use than the & of [2] in applica- 
tions of the finite element method. 
Matching Boundary Conditions 
Suppose we wish to solve a linear elliptic source problem L[u] = s(x, y) 
in a triangulated polygon (R, T), subject to compatible Dirichlet-type bound- 
ary conditions on aR. The formulas given above show how one can combine 
trilinear or modified tricubic blending, as defined in this appendix following 
[2], with the Rayleigh-Ritz or Galerkin method, to get approximate solutions 
that exactly satisfy the boundary conditions. 
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We consider first second-order problems. We constrain edge values on aR 
to be the given values. We then allow values on the interior edges to be given 
by arbitrary cubic polynomials, constrained to be continuous at vertices. If  
there are V interior vertices and E interior edges, this gives V + 2E degrees 
of freedom. We then consider, for each such choice, its trilinear blending 
function in each triangle. Finally, we supplement the family of functions so 
obtained (which will be continuous piecewise cubic polynomials) by an 
arbitrary linear combination of the functions given, in barycentric in each 
individual triangle, as XJLZ. This allows us to match any continuous piecewise 
cubic polynomial function away from the boundary. We believe that it has 
O(h4) accuracy for 24 E C4. 
The case of fourth-order elliptic operators is more difficult. Here we must 
match the given distributions of u and au/& on the boundary (i.e., the given 
Dirichlet-type boundary conditions). We shall describe below several ways 
to do this, assuming for simplicity that the exact solution v  E C2(R), R as 
always a polygon. For any triangulation 7 of R, we can then construct a 
piecewise tricubic-blended interpolant to ZI as follows. 
In interior triangles, we can use either piecewise “quintic” or “reduced 
quintic” polynomial interpolation [l, pp. 375-771. This will give a “vertex 
C2-compatible” interpolant, whose edge values and gradients are preserved 
under ordinary [2] tricubic blending (by [3] as before), as well as under the 
modified tricubic blending described in this appendix. In boundary triangles, 
we likewise apply tricubic blending to the same interpolated values and normal 
derivatives (hence gradients) on interior edges, but use the given (exact) values 
and normal derivatives to the (boundary) edges in JR. Note that, since all 
edge values and gradients are preserved under tricubic blending, the global 
interpolants constructed in this way will be in Cl(R) (i.e., “conforming”) 
as well as vertex C2-compatible and, by Theorem 3, piecewise quintic 
polynomials in interior triangles. We conjecture that these interpolants will 
have O(P) resp. O(h5) accuracy, for u E C6 resp. u E C5. 
Alternatively, we can restrict edge values and normal derivatives (gradients) 
along interior edges to the classes of (vertex) Cl-compatible fj and gj allowed 
by our subspaces GQ, @I2 , and @, , respectively. Then we can interpolate 
to these and to the exact u and au/an given by the Dirichlet-type boundary 
data on exterior edges, by the modified tricubic blending scheme described 
in this appendix. This will again give a “conforming” interpolant in Cl(R) 
in all cases, but approximating u to presumably lower order of accuracy. 
The approximants to the solution obtained by the Rayleigh-Ritz method 
from the corresponding subspaces of functions should have at least as great 
orders of accuracy (in the mean-square sense) as the interpolants described 
above. 
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