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EXECUTIVE SUMMARY 
Multimodal integration research did not become a prominent theme in the study of perception 
until quite recently. Over the last couple decades, the once-popular modular approach has rapidly 
been replaced with an understanding that information arising from multiple modalities must be 
integrated in order to form a cohesive representation of external events. The unity assumption 
asserts that this integration is driven by amodal commonalities between signals. Although there 
are other binding agents, commonality in time and space are the two that are most emphasized in 
the literature. From our very early interactions within the environment, we learn that external 
signals arising from a common time and location typically belong to a unitary object or event. 
Co-occurrences generally bring about redundant information. Our cognitive system facilitates 
pooling of neural activation arising from information redundancy. This multimodal neural 
pooling can lead to behavioral enhancement known as intersensory facilitation.  
Synesthesia is an abnormal interrelation of the senses where stimulation of one sensory 
modality also triggers sensations in another sensory modality. The research-based evidence 
supports that synesthesia is truly a perceptual phenomenon, despite a history of being called into 
question. Further, there is evidence that all individuals experience a milder form of cross-sensory 
correspondences, sometimes referred to as weak synesthesia. This more common form manifests 
in language, perceptual similarity judgments, and perceptual interactions. These manifestations 
of weak synethesia are evidenced by measureable changes in performance. Though the 
correspondences of weak synesthesia are more abstract than those experienced by synesthetes, 
weak synesthetic links posses a quantifiable degree of dimensional overlap.  
Attention is closely linked with perception and there are many important distinctions to 
be made within attention: automatic versus controlled processing, exogenous versus endogenous 
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control, and covert versus overt shifts. Interactions between the modes of attention must be 
understood to effectively design empirical tests of attention. Attention may be focused on spatial 
location, objects within external space, or information arising from one modality versus others. 
Generally it is supported that focusing attention on a particular location, object, or modality 
speeds up processing for that corresponding location, object, or modality (i.e., “prior entry”). 
Studies of human performance have clearly demonstrated that the presence of 
information arising from one modality can affect processing of information arising from another 
modality. However, the influence between two modalities is not always symmetrical. While 
many asymmetries in multimodal links have been identified, their cause has not been firmly 
established. One major clue comes from intersensory bias, where one modality can dominate 
another by a comparatively heavier weighting during integration. Sometimes this dominance is 
complete, but more often, the bimodal percept is distinct from either input in isolation. In 
audiovisual interactions, vision tends to dominate spatial tasks whereas audition tends to 
dominate temporal tasks. However, one must be careful not to overemphasize a dichotomous 
classification of tasks as either spatial or temporal, since many tasks are more appropriately 
categorized as spatiotemporal. A continuum model is presented to account for a variety of 
findings that do not fit current theoretical predictions.  
The influence of amodal commonalities other than space and time are also considered. 
Synesthetic correspondence is offered as a formerly overlooked amodal binding property. It is 
suggested that the degree of dimensional overlap determines, at least in part, the strength of 
binding between multimodal features of a given percept. The program of research presented here 
was designed to evaluate this suggestion as well as to examine the spatiotemporal continuum 
 xiv 
model and to demonstrate that failure to consider synesthetic correspondence in the design of 
perception research has led to gaps in current perceptual theory.  
The current program of research tests the following main hypotheses: 1) Synesthetic 
correspondence is an amodal property that serves to bind intersensory signals and manipulating 
this correspondence between pairs of audiovisual signals will affect performance on a temporal 
order judgment (TOJ) task; 2) Manipulating emphasis during a TOJ task from spatial to temporal 
aspects will strengthen the influence of task-irrelevant auditory signals; 3) The degree of 
dimensional overlap between audiovisual pairs will moderate the effect of synesthetic 
correspondence on the TOJ task; and 4) There are gaps in current perceptual theory due to the 
fact that synesthetic correspondence is a potential confound that has not been sufficiently 
considered in the design of perception research. The results support these main hypotheses. 




In his influential text, The Principles of Psychology, James referred to interrelations of 
the senses, or what he termed synesthetic phenomena, as “strange idiosyncrasies” (1983/1890, 
p.29). Similarly, Helmholtz taught that sensory data of the different senses are totally 
incompatible with each other. Despite an abundance of empirical evidence to the contrary, the 
influence of these seminal ideas on the approach to perception research has persisted. Indications 
that cases of multimodal integration are not merely perceptual flukes have been available for 
nearly a century. Schiller (1935) presented one of the first compilations citing numerous 
empirical works that demonstrated interrelations of the senses. Thus, even the early years of this 
field produced evidence that each modality does not function in isolation. Still, the importance of 
multimodal integration remains underplayed. As a result, perception has traditionally been 
oversimplified by a ‘modular approach’, treating each modality as though it were operating 
independently (e.g. Driver & Spence, 2004; Shams, Kamitani, & Shimojo, 2004). Only recently 
has the understanding emerged that multimodal interactions are the rule rather than the exception 
(Shimojo & Shams, 2001). 
Transduction of environmental energy into meaningful code is essential for survival. Few 
of the defining characteristics of what can be considered living (e.g., metabolism, reproduction, 
motility) could be accomplished without a means of gaining information concerning external 
events. The perceptual system is capable of strategically exploiting the torrent of available input. 
This is no small feat considering both the ratio of irrelevant to critical information in the 
environment and the noise inherent in the sensory system. Consider the concept of sensor fusion. 
In order for a single sensor to avoid misses, sensitivity can be increased. However, increasing 
sensitivity is problematic because it also increases the rate of false alarms. The logical paradox 
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between increasing sensitivity while minimizing false alarms can be solved by coupling different 
types of sensors (i.e., those that are tuned to different forms of environmental energy) in a 
‘sensor fusion’ device (Stein, Stanford, Wallace, Vaughan, & Jiang, 2004). Activation criteria 
can be specified for each sensor, in addition to a requirement for temporal synchrony of 
activation across sensors.  
Integration of multiple sensory signals was used by our single-celled progenitors and was 
likely among the earliest forms of sensory processing. Complex multicellular organisms evolved 
sensory receptors that could segregate information derived by type of receptor, thus increasing 
the ability to detect (sensation) and interpret (perception) environmental changes. Environmental 
pressures helped select the number and type of sensory receptors, and this became a driving force 
in speciation (Stein, et al., 2004). Sensory receptor diversification allows monitoring of a variety 
of environmental cues in parallel and also allows for the substitution of one system for another 
(e.g., using touch and sound to navigate in darkness). Parallel sensory processing can decrease 
detection thresholds and increase accurate identification (i.e., intersensory facilitation). This is 
especially so during valid co-occurrences, or cases where different sensory modalities bring 
redundant information about the same external event (Bertelson & de Gelder, 2004). Organisms 
with the ability to assess multiple sensory modalities can utilize both segregated and pooled 
information by way of neural integration (Boenke, Deliano, & Ohl, 2009). Over time, certain 
brain areas of multisensory organisms became specialized with the ability to process unimodal 
information and other parts with multimodal information (Stein, et al., 2004). 
1.1 A Brief History of Multimodal Research 
Though multimodal perception did not receive the attention of researchers it now boasts 
until quite recently, the phenomenon was noted in early psychological studies. For instance, 
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Brewster (1839) found that prisms causing visual misperception of inverted objects led to 
corresponding tactile misperception. Muller (1838) noted that the existence of the ventriloquist 
effect implies integration of auditory and visual inputs, thus limiting the degree of their 
respective autonomy (as cited in Bertelson & de Gelder, 2004). The first systematic multimodal 
research movement did not occur until the late 1950s. At this time, active movement research 
received the most attention. This line of research led to the discovery that adaptation occurred 
when a viewer observed his or her own hand in active movement through prisms, but adaptation 
did not occur when a viewer’s hand was moved by experimenter or else remained immobile 
(e.g., Held, 1965). Recalibration was also observed when participants were presented with 
simultaneous noise bursts and prisimatically displaced light flashes (e.g., Canon, 1970). Wallach 
first developed a general view of perceptual adaptation as based on ‘informational discrepancy’ 
in the late 1960s (Wallach, Bacon, & Schulman, 1978).  
Audiovisual spatial interaction has been studied in more detail than any other case of 
bimodal interaction because both sensory modalities are exteroceptive and allow for a degree of 
control over stimulus parameters. (Note that this degree of empirical control is in contrast to the 
earlier active movement investigations as these involved proprioception.) A well-studied and 
popular example of audiovisual interaction arising from informational discrepancy is the 
Ventriloquist Effect (Howard & Templeton, 1966). This illusion is experienced when a 
ventriloquist “throws” his or her voice such that the sound seems to be originating from the 
ventriloquist’s dummy (or when sounds seem to be coming from the on-screen event when 
viewing a movie at the theater). The ventriloquist effect demonstrates a form of audiovisual 
conflict. That is, the auditory modality sends signals regarding the location of sound origination 
while the visual modality presents a conflicting (and in this case invalid) location of sound 
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origination. This phenomenon is a case of perceptual bias where the spatial separation of 
discordant auditory and visual signals is underestimated or ignored up to a separation of 15-20° 
(Colin, Radeau, Soquet, Dachy, & Deltenre, 2002). 
Meanwhile, another line of research was taking place that involved on-line effects. On-
line effects are immediate responses to multimodal stimulation. One such effect is termed 
‘spatial fusion’ and is the impression that two discordant inputs belong to the same event (i.e., an 
invalid co-occurrence). More generally, fusion results in a congruous, unitary perception formed 
from incongruent inputs (Bertelson & Aschersleben, 2003). Binding is a broader term that 
includes illusory fusion as well as veridical multimodal integration. The resulting fused percept 
is typically distinct from either of the incongruent inputs (Bertelson & de Gelder, 2004). Another 
distinct form of on-line effect is termed ‘immediate crossmodal bias’. This is observed when 
participants are asked to make judgments involving stimuli occurring in one modality while 
ignoring distractors in a separate modality. For example, a selective localization task might 
require participants to make a forced left/right choice regarding the location of a visual target 
while ignoring the location of auditory distractors. Such immediate bias measurements have 
become the standard paradigm of the current field (Bertelson & de Gelder, 2004).  
The earlier works considered thus far have been concerned with the perception of spatial 
attributes. However, a more recent line of investigation pertinent in a historical survey of 
multimodal perception research involves event classification (e.g., speech recognition). This is 
where the study of phenomena such as the McGurk Effect fit in (McGurk & MacDonald, 1976). 
The McGurk effect is an example of the class of fusion percepts in which the resulting precept is 
distinct from either input. In this case, the visual signal is the spoken phoneme ‘ga’ and conflicts 
with the auditory signal of the pronounced phoneme ‘ba’ resulting in the distinct percept ‘da’. 
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 Examples of environmental fusions that are outside of the linguistic realm have also been 
discovered. For instance, during musical note perception (Saldaña & Rosenblum, 1993) and the 
parchment skin illusion (Jousmäki & Hari, 1998). The first is an extension of the McGurk effect 
using audiovisual stimuli from a plucked versus a bowed cello string (Saldaña & Rosenblum, 
1993). Observer perceptions are effected not only by the auditory stimulus, but also by the visual 
stimulus presented, as evidenced by reports during audiovisual cello signal conflict. The 
parchment skin illusion is a audiotactile fusion where presenting auditory feedback that 
accentuates the high frequency sounds of an observer rubbing his or her hands together near a 
microphone increases the observer’s tactile perception of palm dryness (Jousmäki & Hari, 1998). 
Fusion studies have more recently been extended into the influence on emotion. Evidence has 
been put forth to show that the combination of tone of voice and facial expression can effect 
perception of emotion (de Gelder & Vroomen, 2000).  
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2. MULTIMODAL INTEGRATION 
 Much of what is understood about perception has been derived from unimodal studies, as 
these have traditionally been the focus within perception research. Though the body of unimodal 
studies have contributed greatly to our current understanding of perception, its overemphasis has 
left critical gaps in perceptual theory (Driver & Spence, 1998). Daily interactions within the 
environment are almost never truly unimodal. Rather, the experience is of a clamorous world 
where events engender stimulation in multiple modalities simultaneously. As a bus approaches 
an intersection, an observer may see the color, shape, and size of the bus, hear sound of the 
engine, detect vibration of the sidewalk, feel the heat coming off the bus, smell the exhaust 
fumes, and perceive the passage of time as the bus arrives. Even the highly controlled example of 
locating a light in a sensory deprivation chamber would require integration between visual, 
vestibular, and kinesthetic information (i.e., oculomotor feedback regarding the position of the 
eyes within their orbit as well as muscle feedback regarding the position of the trunk in relation 
to the head). Although both processing and external signals are noisy and can sometimes lead to 
perceptual errors, more often intermodal redundancy enhances performance. This is due to the 
pooling of corresponding neural activation (Bertelson & de Gelder, 2004). Though the sensory 
channels are differentiated, the experience is not of a fragmented collection of sensations, but 
rather an integrated perception (Soto-Faraco, Spence, & Kingstone, 2004). Sensory information 
from multiple modalities must be integrated online and continuously despite vast differences in 
initial cognitive encoding (Driver & Spence, 1998). Empirical and theoretical development in 
multimodal integration is crucial to achieving a more complete understanding of perception. 
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2.1.1 Assumption of Unity Theory 
 The assumption of unity holds that the greater the number of amodal properties shared by 
environmental signals, the more likely it is that they have arisen from a common external event 
(Vroomen & Keetels, 2006; Welch & Warren, 1980). Amodal properties are those that can be 
determined without reference to any one specific sensory modality (Brown, 2005). The most 
important of these amodal properties are commonality in time and space (Vroomen & Keetels, 
2006). Other, sometimes debated, amodal properties include number, semantic content, temporal 
patterning, intensity, shape, and orientation to name a few (Brown, 2005; Colin, et al., 2002; 
Vatakis & Spence, 2006). Following this assumption, multisensory integration should be reduced 
or absent when signals are separated too far in time or space. Indeed, our sensory experience of 
the world is that sights, sounds, smells, and other feedback originating from a single event 
generally occur around the same time and in a common location. Empirical evidence also 
supports the assumption of unity theory. Stimulation that occurs within a specified temporal and 
spatial window is generally bound into a single perceptual event (Koppen & Spence, 2007). The 
unity assumption is posited as the mechanism by which both illusory and veridical binding 
occur. 
2.1.2 Maturation of Multimodal Integration 
  Sensory experience has a profound role on the maturation of intersensory processing. 
Two conflicting theories regarding the development of multimodal integration are prominent. 
The first asserts that the senses start out independent from one another and then intersensory 
associations develop with experience during the first months and years of life (King, 2004). The 
second argues that the senses are unified at birth and gradually become differentiated from each 
other over the course of development (Bower, 1971). The empirical evidence regarding infant 
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perception of the relation between modalities provides some support for both ideas. Some 
intersensory perceptual abilities are present at birth while others emerge gradually. Newborn 
infants associate crossmodal sensory information on the basis of temporal relations while spatial 
relations come to play a more important function later in life (King, 2004). Auditory functioning 
is more fully developed at birth than is vision. By an age of six months, infant audition reaches 
nearly adult functional levels (DeCasper & Spence, 1986). Taking the comparative 
developmental maturity and the superior temporal resolution of audition into account, it logically 
follows that perhaps newborns rely more on temporal relations than on spatial ones because their 
auditory systems are more reliable than their immature visual systems. That is, the heavier 
reliance on temporal relations through the first several months of life may be due to greater 
variance inherently produced by the less developed visual system.   
2.1.3 Behavioral Consequences of Multimodal Integration 
 Enhanced performance in the presence of bimodal versus unimodal stimuli is widely 
reported. Generally it is thought that the redundancy of multimodal stimuli, or the so-called 
target redundancy effect, leads to performance enhancement. Facilitatory performance effects 
include faster reaction time, increased accuracy, and decreased detection thresholds (Teder-
Salejarvi, Di Russo, McDonald, & Hillyard, 2005; Wallace, 2004). Intersensory facilitation of 
reaction time is a term specifically given to the behavioral result of more rapid RTs to 
multisensory compared to unisensory events. This specific term was first used decades before the 
more recent surge of interest in multimodal research (Bernstein & Edelstein, 1971). Two 
competing explicative models have been offered for intersensory facilitation of reaction time. 
The race model posits that faster bimodal RTs arise because the more quickly detected of the two 
cues triggers the overall response.  The coactivation model suggests that parallel processing of 
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multiple sensory channels interact at the sensory processing, response selection, and/or motor 
execution level and that these interactions facilitate performance (Giard & Peronnet, 1999). 
2.1.4 Neural Basis of Multimodal Integration 
Intersensory facilitation has more recently been investigated at the neural level. The 
superior colliculus (SC), a midbrain structure most noted for its role in initiating and controlling 
gaze shifts, is a polysensory area containing a variety of afferent inputs from areas traditionally 
associated with early unimodal processing. These afferents converge onto single neurons, 
rendering them multisensory (Stein, et al., 2004). Superior colliculus multisensory neurons are 
topographically ordered such that the resulting receptive fields overlap in sensory space. Single-
cell recordings of multisensory SC neurons have revealed that integration is most often achieved 
through summation of the individual inputs. The resulting neural activity is sometimes 
superadditive (i.e., greater than the sum of unimodal inputs in isolation) and rarely subadditive 
(Stein, et al., 2004). Note, however, that even subadditive multimodal integration will yield 
greater neural activity than either modality in isolation. For example, a nonzero result of the 
bimodal waveform minus the summation of unimodal waveforms is often used to define the 
processing stage at which multimodal integration has occurred in event-related potential (ERP) 
studies (Gondan, Vorberg, & Greenlee, 2007). 
The degree of multimodal neural enhancement can be described by the following rules: 
1) the spatial rule; 2) the temporal rule; and 3) the rule of inverse effectiveness (Smits, 2009). 
The spatial rule outlines that multimodal neural response increases with degree of spatial overlap 
because stimuli fall within increasingly aligned receptive field excitatory regions. Conversely, 
response depression can result from spatially disparate presentations where one stimulus lands 
within the inhibitory region of the other modality’s receptive field. The temporal rule outlines 
 10 
that multimodal neural response will increase with perceived synchrony of the multimodal inputs 
due to maximal overlap in respective periods of peak activity. Finally, the rule of inverse 
effectiveness states that enhancement is greatest when multimodal stimuli are presented at or near 
their respective response thresholds (Meredith & Stein, 1983). Taken together, the behavioral 
and neurological evidence fit well with the assumption of unity’s emphasis on spatial and 
temporal commonality across multimodal paired inputs. 
2.2 Synesthesia 
Synesthesia, meaning “to perceive together”, is an atypical form of interrelation of the 
senses. Specifically it is a condition in which an otherwise normal person experiences sensations 
in one modality when a second modality is stimulated (Martino & Marks, 2001; Ramachandran 
& Hubbard, 2001b). This definition describes what is sometimes termed crossmodal synesthesia, 
but there are forms of intermodal synesthesia as well (Grossenbacher & Lovelace, 2001). In 
either case, the inducer is the stimulation that triggers the synesthetic perception, called the 
concurrent. The specific concurrent induced is consistent across multiple presentations of a 
given inducer, but the inducer-concurrent pair varies from one synesthete to the next. These 
perceptions are not experienced by the majority of people under comparable conditions 
(Grossenbacher & Lovelace, 2001). Female synesthetes are more common than males with a 
ratio of 6:1 (Baron-Cohen, Burt, Smith-Laittan, Harrison, & Bolton, 1996).  Prevalence estimates 
vary greatly from 1 in 20 to 1 in 20,000 individuals, partially due to varying methodologies and 
definitional criteria (Ramachandran & Hubbard, 2001b). 
There exist many varieties of synesthesia. These are classified by the category of 
triggering inducers and the respective category of induced concurrents. For example, sound-color 
synesthesia (i.e., seeing hues when hearing certain auditory attributes) has been documented as 
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far back as Greek antiquity when philosophers sought to quantify the ‘color of music’ (van 
Campen, 1997). Currently, grapheme-color synesthesia (i.e., experiencing hues upon viewing 
certain printed symbols) is widely accepted as the most commonly occurring form among 
synesthesia researchers (Ramachandran & Hubbard, 2001b). Historically though, the scientific 
community as a whole has largely discounted the phenomenon altogether. The more common 
dismissals include that the ‘so-called’ synesthetes are crazy, looking for attention, having 
hallucinations elicited by prior drug use, merely remembering childhood associations (e.g., a 
childhood book with the number 3 printed in blue), or simply being metaphorical (e.g., sharp 
cheese or bitter cold). While it is true that pharmacological synesthesia can be experienced while 
under the influence of certain drugs (e.g., LSD or mescaline), this form does not explain 
developmental synesthesia or acquired synesthesia. Developmental synesthesia appears to 
emerge in early childhood, run in families, and have an X-linked dominant mode of transmission 
(Grossenbacher & Lovelace, 2001). Acquired synesthesia is more rare and is the result of brain 
injury (Grossenbacher & Lovelace, 2001). The lingering doubts regarding the validity of 
synesthesia as a truly perceptional phenomenon are surprising given the abundance of 
compelling empirical evidence. 
2.2.1 Evidence that Synesthesia is a Truly Perceptual Phenomenon 
Inducer-concurrent pairings are stable within an individual synesthete over long periods 
of time. In one study, a group of nine speech-color synesthetes were compared to an age-, 
gender-, and IQ-matched group of nine controls. All participants were asked to describe the color 
sensation experienced on hearing each of a list of 130 items. The control participants were 
informed they would be retested one week later. The experimental group members (i.e., 
synesthetic participants) were not told they would be retested and were brought back one year 
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later. The results showed that the synesthetes were far more accurate (92.3%) one year later than 
the control group participants were (37.6%) one week later (Baron-Cohen, Harrison, Goldstein, 
& Wyke, 1993). Though these results can be used as evidence against several of the common 
rebuttals, they cannot refute the possibility that the associations are based on memory.  
Perhaps the most compelling evidence for the validity of synesthesia as a perceptual 
phenomenon, rather than one based on memories, comes from studies of perceptual grouping and 
the pop-out effect. Indeed, these two tasks are often used to diagnostically test whether a 
phenomenon is truly perceptual. Ramachandran and Hubbard (2001a) found that when 
presenting participants with a black and white array of ‘5’s with mirror image ‘2’s embedded and 
arranged so as to form a shape, the synesthetic participants were much more accurate than 
control participants (81.25% versus 59.4%) in detecting the embedded shapes (see Figure 1). 
Though the control participants did perform better than chance, the synesthetes reported much 
lower task difficulty due to pop-out arising from the induced colors associated with the ‘5’s and 
the ‘2’s respectively (Ramachandran & Hubbard, 2001a).  
 (a)                                    (b) 
 
Figure 1. Example display used in Ramachandran and Hubbard's synesthetic pop-out test. Panel 
(a) depicts the black and white array as presented to participants. Panel (b) is an illustrative 
example of what synesthete participants report to perceive. 
Ramachandran and Hubbard (2001a) also presented synesthetic findings involving 
perceptual grouping principles. When presented with an array of numbers and given a forced-
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choice between reporting horizontal rows or vertical columns, the probability that control 
participants will choose one orientation over the other is at chance. However, participants can be 
biased to report one orientation over the other on the basis of shape similarity (e.g., 4 and 7 or 0 
and 8 are more readily grouped than 4 and 0). Matrices were carefully constructed such that 
shape-based grouping would lead to one orientation while (induced) color-based grouping would 
lead to the alternative orientation (see Figure 2). As hypothesized, synesthete participants 
grouped based on induced colors approximately 90% of the time while control participants 
grouped based on shape approximately 60% of the time. 
(a)                                    (b) 
 
Figure 2. Illustration of Ramachandran and Hubbard’s synesthetic perceptual grouping test. In 
this example, (panel a) non-synesthetes would tend to report that the numbers can be 
perceptually grouped in columns based on shape, (panel b) whereas a synesthete with the 
specific number-color mappings depicted would tend to report that the numbers can be 
perceptually grouped in rows based on induced color.  
2.2.2 Proposed Neural Models of Synesthesia 
Grossenbacher and Lovelace (2001) propose that a disinhibited feedback mechanism is 
the neurological underpinning of synesthesia. Signals from multiple sensory pathways converge 
on specific multimodal areas of the brain and are reciprocated to unimodal areas via feedback 
connections. These authors suggest that, although in most people the feedback connections are 
inhibited to avoid synesthetic perception, in synesthetes the feedback is disinhibited. This means 
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that inducer sensory signals are sent along the unimodal pathway and feedback signals are 
propagated back along the concurrent pathway (see Figure 3).  
 
Figure 3. Illustration of Grossenbacher and Lovelace's Disinhibited Feedback Mechanism 
demonstrating how an event processed along the inducer sensory pathway is sent to the 
concurrent sensory processing area.  
Ramachandran and Hubbard (2001b), on the other hand, propose that synesthesia may be 
the result of some form of cross-wiring. Specifically, these authors point to the substantial 
number of prenatal connections between different brain areas that exist in the immature brain. 
These connections are removed through a process called pruning prior to birth (Ramachandran & 
Hubbard, 2001b). They suggest that there may be a genetic mutation leading to a failure of 
pruning between synesthetically corresponding neural areas. Potentially, both theories may 
explain some part of synesthetic perception. Regardless, the abundance of evidence pointing to 
the legitimacy of this phenomenon should not be ignored by mainstream neuroscience because of 
the obvious implications for understanding normal sensory functioning (Ramachandran & 
Hubbard, 2001b). This is especially so in regards to the study of normal multimodal integration. 
2.3 Normal Crossmodal Correspondences: “Weak Synesthesia” 
 Martino and Marks (2001) used the terms weak synesthesia and strong synesthesia to 
distinguish a form of intersensory correspondence that is much more common than that 
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experienced by synesthetes. Whereas only a synesthete demonstrates the strong form as 
experienced through perception of the concurrent sensation, weak synesthesia is experienced by 
most normal observers. Weak synesthesia is expressed through language (i.e., synesthetic, or 
crossmodal metaphor), perceptual similarity (i.e., congruence relations), and perceptual 
interactions during information processing (i.e., Garner interference). Whereas the inducer-
concurrent relationship delimitative of strong synesthesia is literal, unidirectional, and absolute, 
the analogous crossmodal correspondences of weak synesthesia are metaphorical, bidirectional, 
and contextual (Martino & Marks, 2001). 
2.3.1 Language 
One expression of weak synesthesia is evidenced through language. Synesthetic 
metaphors are common expressions in which words appropriate for perception in one modality 
are used to describe an experience in another modality (Marks, 1982). Examples in language 
such as ‘sharp cheese’, ‘bitter cold’, or ‘loud shirt’ do not come across as odd even though, for 
instance, cheese is in fact soft (tactile) while we speak of it as being sharp (gustatory). Such 
examples are prevalent in everyday language because there are underlying mechanisms that drive 
these synesthetic connections in a naturalistic way (Ramachandran & Hubbard, 2001b).  
Further evidence of weak synesthetic links comes from the study of the evolution of 
language.  Köhler first developed a set of abstract stimuli and asked participants to assign a given 
name to each of them (as cited in Werner & Wapner, 1952). These figures were further 
developed and explored by Werner and Wapner (see Figure 4). When given the pair of abstract 
shapes illustrated in Figure 4 and asked to assign one shape the name ‘kiki’ and the other 
‘bouba’, participants will consistently assign ‘kiki’ to the abstract figure with sharp corners and 
‘bouba’ to the rounded one.  These results are consistent across 95% of observers though they 
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have no prior experience with either the visual stimuli or the invented names. This is because the 
sharp visual changes of one shape mimic the abrupt tongue/palate and phonemic inflection of the 
sound “kiki”. This study provided the first strong evidence of naturalistic constraints on sound-
object mapping. These and similar findings have implications on the development of proto-
languages. 
 
Figure 4. The name Kiki is most often assigned to a trapezoid with more jagged lines and acute 
points (panel a), while the name Bouba is most often assigned to the more rounded shape with 
smooth curves (panel b). 
2.3.2 Perceptual Similarity 
Weak synesthesia is also evidenced through observer judgments of perceptual similarity, 
specifically during crossmodal magnitude matching. Magnitude estimation is a psychophysical 
technique where observers are first asked to assign a value to a stimulus at a moderate reference 
intensity and then to continue assigning values as intensity is varied randomly from the reference 
(Schiffman, 2001b). For example, a 1000 Hz sound stimulus may be presented at 40 dB while an 
observer is asked to assign a value between 10 and 100 to that stimulus. The sound is then 
presented over many trials at 1000 Hz alternating between the reference and randomly varying 
sound pressure levels (SPL). The observer’s magnitude estimations are then correlated with 
actual intensity to gauge the relationship between perception and sensation (Stevens, 1936). 
While Fechner first discovered that there is a calculable relationship between stimulus attributes 
and their perceptual consequences, Stevens later found that though most of these are linear (e.g., 
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weight and heaviness), some are logarithmic. For example, brightness of a light increases by the 
intensity raised to one-third power (I1/3) whereas pain from electric shock increases by a power 
of three (I3) (Schiffman, 2001b).  
Similar to magnitude estimation, magnitude matching is a psychophysical technique 
where observers are asked to adjust the level of one stimulus attribute to match varying levels of 
another presented attribute (Marks, 2004). For example, participants might be asked to match the 
intensity of a hue to the size of an object. Crossmodal matching is similar to magnitude 
matching; only now, the stimulus attributes being compared are from two separate modalities. 
For example, an observer may be asked to adjust the frequency of a sound stimulus to match the 
hue of a visual stimulus (Marks, 2004). Congruence relations, the sharing of relative values of 
perceptual attributes from different stimuli, generally demonstrate a polar relationship. These 
relations have been found between many perceptual pairings such as pitch and color, loudness 
and brightness, or vertical position and pitch. 
Congruence relations may be intramodal or crossmodal. Intramodal congruence relations 
are seen between features within a single modality that share a common dimension. For instance, 
vertical spatial position and direction indicated by a visual arrow are consistently related such 
that high is matched with up-pointing, and low is matched with down-pointing, arrowheads. 
However, the congruence relations between crossmodal pairings (and even certain intramodal 
pairings) are abstract. An example of an abstract intramodal pairing is that of auditory pitch and 
loudness. Albeit the pair shares a common modality, they have no common referent so the 
relation is abstract. Crossmodal congruence relations, however, remain the most abstract, 
figurative, or even metaphorical. Evidence suggests that crossmodal congruence relations drive 
similarity perception at the holistic, rather than the attribute, level. This would imply that 
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similarity perception occurs at a relatively early perceptual level (Melara, 1989). Some authors 
remain dubious of this holistic view because it would imply that information remains 
undifferentiated with regard to modality during early perceptual processing (e.g., Marks, 2004). 
Regardless, there is agreement that there must be some form of early processing, as indicated by 
results of perceptual interaction studies. 
2.3.3 Perceptual Interactions  
Finally, weak synesthesia is demonstrated via perceptual interactions. Crossmodal 
perceptual interaction is evidenced when the interpretation of data in one sensory modality is 
influenced by information available in another sensory modality (Bertelson & de Gelder, 2004). 
Research has focused on two related, but distinct types of crossmodal perceptual interaction: 
Garner interference and congruence effects. One or both types of perceptual interaction emerge 
during speeded classification tasks.  Speeded classification tasks involve selective attention 
where observers must identify specific attributes of a target stimulus as quickly as possible while 
ignoring other, irrelevant attributes (Ben-Artzi & Marks, 1995).  
Garner interference. Garner’s early studies utilizing the speeded classification paradigm 
were focused on intramodal attributes. For example, participants might be asked to selectively 
attend to size while ignoring color of a visual stimulus (Garner, 1977). In many cases, the 
orthogonal variation of an irrelevant attribute yields slower reaction time and decreased accuracy 
in the speeded classification of the relevant attribute when compared to baseline. This trend is 
termed ‘Garner interference’ (Melera & Marks, 1990). Garner interference traditionally has been 
used to distinguish separable versus integral dimensions. Stimulus attributes are said to be 
separable if the orthogonal variation of one does not affect classification of the other. In other 
words, if observers are able to selectively attend to one attribute while successfully filtering out 
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the irrelevant attribute then the attributes are separable (Marks, 2004). Conversely, when the 
orthogonal variation of an irrelevant attribute does effect speeded classification of the target 
attribute, the two are defined as integral. 
Garner (1977) found that color and size are separable dimensions, as demonstrated by 
nearly identical performance on baseline tasks (irrelevant dimensions constant) versus filtering 
tasks (irrelevant dimensions orthogonally varied). This indicates that orthogonal variation of the 
irrelevant attribute did not affect classification of the target attribute. Auditory pitch and 
loudness, however, are integral variables and although they share no common referent, the 
variation of one drastically interferes with classification (speeded or otherwise) of the other. In 
fact, perceived auditory intensity, or loudness, is highly sensitive to frequency variation (see 
Figure 5).  
 
Figure 5. An equal-loudness contour graph depicts the perceived loudness of frequencies at 
varying SPLs. Each contour on the graph is measured in phons where a phon is defined as the 
number of dB SPL of a standard tone (1000-Hz) that would be perceived as equally loud as a test 
tone (Schiffman, 2001).  
Using a reference tone of 1000 Hz at 40 dB SPL, the average listener will perceive other 
frequencies to be of equal loudness at intensities varying from approximately 90 dB SPL at 20 
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Hz (the lower frequency threshold of hearing), down to approximately 33 dB SPL at 4000 Hz 
(the approximate peak of human auditory sensitivity), and gradually rising again near the upper 
frequency threshold of hearing to approximately 48 dB (Schiffman, 2001b). If plotting this 
example, all points falling on this contour would measure 40 phons. Note that it is no 
coincidence that the frequency range of greatest sensitivity overlaps with the frequency range of 
human speech and other sounds critical for human survival (i.e., 2-5 kHz). Finally, the speeded 
classification paradigm has been used more recently to discover crossmodal integral variables. 
For example, pitch and spatial position demonstrate Garner interference when orthogonal 
variation of one decreases performance on speeded classification of the other when compared to 
baseline performance (e.g., Melara & O’Brien, 1987).  
Congruence effects. A second type of crossmodal perceptual interaction revealed by the 
speeded classification paradigm is evident by enhanced performance when stimuli have 
congruent aspects when compared to performance for stimuli with incongruent aspects. 
‘Congruent aspects’ are stimulus dimensions that are matched in at least some loose, general way 
when compared to ‘incongruent aspects’ whose dimensions are mismatched (Marks, 2004). 
Using a previously described example, an up-pointing arrowhead would be considered 
congruent, or matching, with a high spatial position, and incongruent, or mismatching, with a 
low spatial position (see Figure 6). Some describe congruent aspects in more detail by referring 
to ‘dimensional overlap’ (Kornblum, Hasbroucq, & Osman, 1990). In the case that there is no 
dimensional overlap in a stimulus pair, then the related task is non-congruent. (This is associated, 
though not synonymous, with the idea of separable variables discussed previously). If there is 
dimensional overlap in a stimulus pair, then the related task is considered congruent when the 
mapping is such that the polarities are matched, and incongruent if the mapping is such that the 
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polarities are mismatched. The degree of overlap is a more concrete way to discuss the 
variability of dimensional match, which can range from quite literal to much more abstract, 
metaphorical, or vague.  Also, the concept of dimensional overlap delineates integral variables 
according to the degree to which they affect performance. 
 
Figure 6. Example of congruent versus incongruent stimulus dimensions. The left panel 
illustrates congruent dimensions of the up-pointing and high spatial position of the arrow on the 
left. The right panel illustrates incongruent dimensions of up-pointing but low spatial position of 
the arrow on the right. 
Though there are some researchers who suggest that congruence effects and Garner 
interference arise from a common mechanism (Ben-Artzi & Marks, 1995), the two are distinct 
perceptual interactions. Whereas congruence effects are observed as performance enhancement 
when comparing congruent to incongruent stimulus pairs, Garner interference is a performance 
decrease observed when comparing orthogonal variation of an irrelevant, but integral dimension 
compared to baseline. Often, but not always, the two forms co-occur. Garner interference is more 
likely to occur in isolation than are congruence effects (Marks, 2004). There are, however, 
exceptions; for example, when viewing an illustration of a hand, participants were better able to 
discriminate whether a near-threshold tactile stimulus was delivered to their index finger versus 
the pinky when the illustration included an arrow pointing to the congruent, rather than 
incongruent finger. Further, performance in both the congruent and incongruent conditions 
exceeded that during baseline, or the no-pointer condition (Pasalar, Ro, & Beauchamp, 2010). 
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This is an illustration of congruence effects with no accompanying Garner interference. Whereas 
Garner interference pertains to a global decrease in performance across levels of the variables, 
congruence effects represent within-stimulus-level performance variability.  
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3. DISTINCTIONS WITHIN ATTENTION 
Despite James’ assertion that “everyone knows what attention is” (1983/1890, p.403), the 
term ‘attention’ is used in varying psychological contexts and its meaning is not universally 
agreed upon (Pashler, 1998). There is agreement that attention is closely linked to perception. 
Titchner’s law of prior entry states that attended stimuli are processed more rapidly than 
unattended stimuli (Titchner, 1908). Driver and Spence (2004) elaborate that ‘selective attention’ 
is a catchall term encompassing cognitive activities that allow deeper processing of certain 
information. Information that receives deeper processing generally has more behavioral 
relevance to our current goals, higher intrinsic salience, and/or greater biological significance. 
Additionally, attention is largely regarded as a finite, cognitive resource whose devotion to some 
task leaves less of that resource available for other tasks (Galotti, 2004). 
3.1 Automatic versus Controlled Processing 
 Automatic processing is associated with easy or over-learned tasks and operates in 
parallel, indicating no strain on capacity limitations (Galotti, 2004). Automatic processing 
initiates a learned sequence that proceeds without observer control (Schneider & Shiffrin, 1977). 
The activation of this sequence is almost guaranteed given a particular input configuration, but 
only after an appreciable amount of training (Schneider & Chein, 2003). Controlled processing is 
required for more cognitively demanding tasks. Controlled processing usually operates serially, 
is capacity limited, and is under conscious control (Galotti, 2004). Unlike automatic processing, 
the sequence of elements are not retrieved from long term memory, but instead are temporarily 
activated by the observer in a manner that requires attention (Schneider & Shiffrin, 1977). The 
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benefit of this type of capacity-costly processing is that it can be applied in novel situations as it 
does not require endless hours of training (Schneider & Chein, 2003). 
3.2 Exogenous versus Endogenous Control of Attention 
Voluntary attentional shifts are termed endogenous and are controlled by perceiver 
generated signals and top-down processes (Klein & Shore, 2000). Endogenous attention begins 
with central focus; it is characterized as voluntary or strategic, and allows for selection of 
information that is relevant to our current conscious goals (Driver & Spence, 2004; Goldsmith & 
Yeari, 2003; Klein & Shore, 2000). The effects of endogenous attention tend to be larger and 
longer-lasting (Driver & Spence, 1998). Conversely, exogenous attention begins with a widely-
spread focus and is reflexive, automatic, and stimulus-driven (Goldsmith & Yeari, 2003). 
Attention may be drawn under exogenous control when spatially or temporally asymmetric 
stimulation occurs (Klein & Shore, 2000); especially when the stimulation is received 
simultaneously by more than one sensory channel (Spence, McDonald, & Driver, 2004). In his 
pioneering text, William James (1890) referred to these two distinct forms as active and passive 
attention. Qualitative differences between the two forms of attention have been enumerated and 
it is believed that each arises from a distinct neural substrate (Driver & Spence, 1997; Peelen, 
Heslenfeld, & Theeuwes, 2004). Therefore, it is important that studies of attention consider 
endogenous and exogenous forms separately.  
Posner’s (1980) cuing paradigm has been used extensively to distinguish exogenous and 
endogenous visual attention. Typically with this cuing paradigm, predictive central cues are used 
to prompt endogenous attention while non-predictive peripheral cues are used to attract 
exogenous attention.  The general results indicate that performance is higher for targets 
appearing in cued rather than uncued locations for both endogenous and exogenous attention 
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(Peelen, et al., 2004). However, in the exogenous condition only, a pattern emerges called 
inhibition of return. Namely, when the cue precedes the target by more than about 250 ms, 
performance for targets in the correctly cued location is decreased (Posner & Cohen, 1984). 
 Receptor orienting has been shown to be more rapid under exogenous attentional control. 
Further, exogenous attention appears to be unaffected by memory load or predictive validity of 
signaling stimuli, unlike endogenous attention (Klein, 1994). Early reports suggested that both 
forms of attention utilized the same attentional resources, but attributed the behavioral 
differences to the ‘transportation’ mechanism. Transportation is fast and automatic for 
exogenously controlled attention while slow and voluntary for endogenously controlled 
attention. Klein (1994) suggests that it is not only the metaphorical vehicle that differs for the 
two forms of attention, but also the “passenger” (p. 169). Specifically, that the mechanisms, 
pathways, and processing characteristics are distinct between attention under the two forms of 
control. Some refer to attention as being endogenously pushed versus exogenously pulled. 
3.3 Covert versus Overt Attention 
 Exogenous and endogenous attention are often mistakenly aggregated or else studied 
independently. However, normal function involves a complex interplay between the two and 
their control over both overt and covert orienting in a manner that may be cooperative or 
competitive (Klein, 1994; Klein & Shore, 2000; Peelen, et al., 2004). Overt attention involves 
physical orienting of sensory receptors to focus on an external event. Covert attention involves 
an attentional shift that occurs despite a lack of physical movement. For instance, covert visual 
attention is shifted without eye movement (Driver, 2001). There is agreement that within 
exogenous attention, covert and overt attention are strongly linked, and that this may be because 
both covert shifts and receptor orientation are cued by similar external events (Klein & Shore, 
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2000). However, whether or not endogenously controlled covert attention is simply a 
manifestation of unexecuted motor plans (i.e., programmed but uninitiated overt shifts) is a 
subject of much debate (Klein & Shore, 2000).   
 Variations of the basic Posner cuing paradigm have been used to isolate covert and overt 
visual attention through the use of eye-tracking devices (Klein, 1994; Spence & Driver, 1997). 
Alternatively, some researchers lacking access to eye monitoring equipment have designed 
studies utilizing stimulus onset asynchronies (SOAs) too short to allow for saccadic eye 
movement. These researchers defend this methodology by pointing out that the display would be 
blank by the time a potential overt eye-movement were completed (Klein, 1994).  
3.4 Interactions Between the Modes of Attention 
3.4.1 Overt  
The interplay between exogenous, endogenous, overt, and covert attention is complex 
and only partly understood. There is evidence for cognitive networks of inhibitory gating 
mechanisms that can prevent overt orienting. When an external source of continuous stimulation 
is removed, it is hypothesized that the sudden offset can trigger an exogenous deactivation of the 
inhibitory gating, thus allowing for the extremely rapid endogenous overt orienting (e.g., express 
saccades) that has been observed under such circumstances (Klein & Shore, 2000; Trappenberg, 
Dorris, Munoz, & Klein, 2001). Further, it is suggested that endogenous disengagement from a 
fixation stimulus is a necessary preparatory step of overt orienting. It has been shown that when 
a constant unique target stimulus is presented with changing distractors, participants follow 
instructions and endogenously orient to the target singleton. However, when a new distractor is 
added at the time of target presentation, exogenous attention is pulled toward the onset of the 
new distractor (see Figure 7).  
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Figure 7. When presented with circles arranged symmetrically around a central fixation (panel a) 
that subsequently all but one change in color, participants endogenously orient to the unchanging 
singleton (panel b). However, when a new distractor is added at the same time as the distractor 
feature change, exogenous attention is simultaneously cued to its onset (panel c).  
The results show that performance decreases for target detection, a large proportion of 
eye movements are made toward the irrelevant distractor despite intention to move toward the 
target, most of these errors are immediately redirected toward the target, and the observer lacks 
awareness of ever having oriented towards the distractor. Theeuwes and colleagues (1998) have 
suggested that endogenous and exogenous shifts are programmed in parallel. In this case, the 
slower acting endogenous shift inhibits and overwrites the quicker, but erroneous, exogenous 
shift. This paradigm is distinct from the similar antisaccade task, where participants are 
presented with an exogenous peripheral stimulus that endogenously instructs participants to 
orient to a target in a different location. The antisaccade peripheral distractor is task-relevant, 
unlike the task-irrelevant abrupt onset distractor demonstrated here.  
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3.4.2 Covert  
As with endogenous-exogenous interactions in overt attention, there remains debate 
regarding the extent to which salient peripheral external events can capture attention or be 
ignored when they are task irrelevant (Klein & Shore, 2000). Seemingly contradictory results 
have supported that covert attention can be exogenously drawn by certain task-irrelevant, though 
salient, stimuli (e.g., stimulus onset/offset or presence of a singleton) despite successful 
endogenous filtering of other stimuli (Klein & Shore, 2000). The SOA for exogenous disruption 
of endogenous filtering is approximately 150-200 ms. When the distractor precedes the target by 
more than 200 ms, it does not appear to affect performance. Further, exogenous distractor 
interference on endogenous target performance may depend on whether the distractor and target 
share a feature property critical to task performance. This concept is encompassed in the 
contingent involuntary orienting hypothesis (Folk, Remington, & Johnston, 1992). Folk and 
colleagues (1992) suggest that the mechanism that guides endogenous attention is the 
instantiation of an appropriate attentional control setting (ACS), or a generated rule that 
determines which signals will result in orienting.   
3.5 Space-Based Attention versus Object-Based Attention 
 Researchers have provided seemingly contradictory evidence as to whether attention is 
allocated to unparsed regions of space or to perceptual groupings (Driver, 2001; Goldsmith & 
Yeari, 2003).  Despite early debate, there is now a general consensus that space, objects, or both 
can be selected as relevant sources of information (Egly, Driver, & Rafal, 1994). Specifically, 
selective attention is a system used to allow preferential access to deeper processing and 
cognitive algorithms both to particular regions of space and to the objects within that space 
(Klein & Shore, 2000).  
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Vision has the highest spatial resolution of all the senses. Spatial attention can be 
selectively focused on a region of space subtending an area as small as 1° of visual angle 
(Johnston & Dark, 1986). Attention can be directed to the parafovea and regions that are 
spatially disparate, but only at the cost of precision, accuracy, and depth of processing. Attention 
can also be focused on the basis of objectness (i.e., perceptual groupings) rather than spatial 
location per se (Driver, 2001; Johnston & Dark, 1986). For example, early evidence was 
presented in the previously mentioned Rock and Gutman (1981) study where participants 
performed poorly on a memory test of shapes from an unattended stream even though they were 
presented in spatially overlapping arrays with shapes from an attended visual stream.  Similarly, 
when shown super-imposed video of a hand game and a ballgame and asked to respond to a 
particular event occurring in only one of the streams, participants were unable to report events in 
the unattended stream, even when the events were quite strange (Neisser & Becklen, 1975). 
Distractors that can be perceptually grouped with targets because, for example, they share 
uniform connectedness within an enclosed region, show greater inference effects than equally 
distanced distractors that are not perceptually grouped with those same targets (Driver, 2001).   
 There remains some question as to how the attentional system shifts between or 
incorporates information from both space-based and object-based attention. There is evidence to 
support the idea that exogenous cues consistently induce object-based attention while 
endogenous cues generally induce space-based attention (Egly, et al., 1994). Goldsmith and 
Yeari (2003) suggest that endogenous and exogenous cues are confounded by the initial focus of 
attention. These are centrally focused for endogenous versus diffusely spread for exogenous 
attention. They argue that it is this initial focus, rather than the mode of cuing that determines 
whether attention will be space-based or object-based. Goldsmith and Yeari posit that for both 
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endogenous and exogenous cuing, circumstances that foster diffuse focus are more likely to 
engender object-based effects. Both space-based and object-based attention place an emphasis on 
stimuli that are spatially discrete, thus further consideration is warranted for stimuli that are 
temporally discrete. Temporally discrete stimuli are dynamic objects and these can be termed 
‘events’ (Berger, Martelli, & Pelli, 2003). Event-based attention is more complex and has not 
received much empirical attention. 
3.6 Modal Attention 
Although the space-based versus object-based distinction requires further clarification, 
there remains evidence of yet another form of attention allocation. Selective modality-based 
attention is the ability to attend to specific sensory modalities. Early belief regarding modality 
and attention was that input from each sensory modality could be processed independently 
(Driver & Spence, 2004). Behavioral evidence from dual-tasks, speeded classification tasks, and 
cuing tasks as well as neurobiological evidence from ERP and fMRI research indicates that the 
hypothesis that each sensory modality acts as a separate attentional resource is incorrect. Instead, 
it is now understood that selective attention must be coordinated across the different senses 
(Driver & Spence, 2004). Behavioral findings demonstrate that there are crossmodal interactions 
in selective attention, especially concerning space-based attention. Neurobiological findings 
bolster the behavioral findings by suggesting that crossmodal links involving spatial synergies 
are present in selective attentional processing (Eimer, 2004). Multimodal prior entry, an 
extension of Titchner’s law of prior entry (see Section 3), holds that attending to a specific 
sensory modality speeds up processing of stimulation arising in that modality (Spence, Shore, & 
Klein, 2001).  
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3.6.1 Behavioral Evidence of Modal Attention 
Dual-task performance is enhanced when the relevant stream consists of multimodal 
stimuli originating from the same spatial location. However, performance is degraded when 
multimodal stimuli originate from disparate spatial locations. Note that the former of these 
echoes intersensory facilitation. The latter, on the other hand, is distinct. When sensory 
information in one modality is spatially disparate from a second, performance is worse than 
baseline for either modality presented in isolation. This result, the spatial modulation of dual-task 
performance, has been demonstrated when multimodal inputs are task relevant (e.g., attending to 
audio and video of a person speaking) and when one of the sensory inputs is irrelevant (e.g., 
monitoring for target characters in a random list while shadowing a speech stream). As discussed 
previously within the context of weak synesthesia, crossmodal distractor interference has been 
demonstrated in speeded classification tasks. When making speeded judgments in response to 
stimulation in one modality and stimulation from a second modality is also presented, 
performance can be affected. Explicitly, performance decreases when the crossmodal distractor 
is incongruent and increases when congruent (Driver & Spence, 2004). In a variation of the 
cuing paradigm, it has been demonstrated that when spatial expectancy is cued for one modality, 
detection performance in a second modality occurring in the cued location is also enhanced, 
though to an attenuated extent (Driver & Spence, 2004). For example, when cued for a visual 
target, reaction time for an auditory stimulus appearing in the cued location is significantly 
decreased, but not to the same degree as reaction time for a visual stimulus. Similar trends have 
been demonstrated for other modality pairings.  
Crossmodal links in exogenous spatial attention have been examined in yet another 
variant of the cuing paradigm. Driver and Spence (1998) presented a orthogonal-cuing method 
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where peripheral cues exogenously direct attention laterally, followed by target presentation 
requiring a vertical participant response (e.g., left/right cues prompt up/down responses). The 
equiprobable lateral cue is nonpredictive and does not induce response bias on the orthogonal 
elevation judgment (e.g., a bias toward responding ‘right’ following an exogenous rightward 
cue). Similarly, this pattern has emerged in endogenous paradigms where central, nonpredictive 
cues in one modality can serve to push spatial attention in other modalities to a cued region even 
when such a shift has proven counterproductive (e.g., Ho & Spence, 2005). 
3.6.2 Neurobiological Evidence of Modal Attention  
Electrophysiological studies have corroborated behavioral findings that there exist 
crossmodal links activated when currently irrelevant modalities are presented at the location of 
expected stimulation in a relevant modality (Eimer, 2004). Surprisingly, such unexpected events 
affect processing in the early sensory-perceptual stages with elevated ERP components in the 
first 200 ms after stimulus onset. These early components reflect activation within modality-
specific (i.e., unimodal) cortical regions thought previously to be unaffected by multisensory 
integration. ERP components beyond 200 ms diminish, reflecting that crossmodal links do not 
affect post-perceptual processes and thus cannot simply be the result of strategy.   
One thought is that intersensory facilitation might be a reflection of an attentional 
gradient in hemispace arising from asymmetric hemispheric activation (Kinsbourne, 1993). This 
simplistic ‘hemispheric-activation account’ can be tested by manipulating posture such that 
hands are crossed while the participant makes responses. According to the hemispheric-
activation account, in a neutral arm position, spatial congruency effects would arise from a shift 
of spatial attention toward the side of the body contralateral to cognitive activation (e.g., 
rightward attentional shift when left hemisphere is activated). This possibility has been tested 
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and refuted by studies that ask participants to cross their hands over the body midline while 
keeping their gaze fixed straight ahead, such that there is a mixed mapping between the senses 
(see Figure 8). Such studies have found that in a hands-crossed posture, attentional shift remains 
toward the relevant external side even though the anatomical side is switched (e.g., rightward 
attentional shift when left hand crossed to the right of body midline even though left hand 
corresponds with right hemispheric activation). These findings indicate that spatial coordinates 
of crossmodal interactions are not fixed by hemispheric projections, but rather receptors from 
one modality (i.e., hands) can be remapped with receptors from another modality (i.e., eyes) to 
maintain consistent mapping of external space (Driver & Spence, 1998). Indeed, it is now 
believed that afferent signals arising from the separate modalities are represented in the superior 
colliculus by corresponding maps of sensory space that are also in register with motor 
representations (Giard & Peronnet, 1999).  
 
Figure 8. Illustration of a research method comparing neutral (panel A) and hands-crossed 
(panel B) postures. 
 ERP studies have also demonstrated attentional shifts of multimodal attention in response 
to unimodal exogenous spatial cuing and anticipatory multimodal shifts in response to unimodal 
endogenous cuing. It is suggested that attentional shifts may be hard-wired and mediated by a 
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supramodal attentional control system located in the frontoparietal region (Eimer, 2004). 
Similarly, PET and fMRI results suggest activation of brain areas traditionally considered to be 
modality-specific during multimodal processing. Such findings indicate that in addition to the 
widespread notion of feedforward convergence from modality specific to multimodal brain areas, 
there may be a supramodal attentional control system responsible for the transfer of spatial 
information from multimodal areas back to sensory-specific areas (and between unimodal areas 
themselves) via back-projections (Macaluso & Driver, 2004).  
Extinction. Individuals with brain injury also provide neurobiological evidence of 
modality-based attention. Patients with unilateral brain damage, particularly those with right-
hemisphere lesions, often demonstrate a pattern where single stimuli presented to either side are 
detected with no indication of deficit. However, when stimuli are presented to both sides 
concurrently, stimulation on the contralesional side is typically missed (Driver & Spence, 1998; 
Ladavas & Farne, 2004). Extinction is thought to arise from a pathological attentional 
mechanism that favors input to the unimpaired hemisphere in instances of competition. 
Extinction has been extended to crossmodal demonstrations using concurrently presented stimuli 
from two sensory modalities. A tactile stimulus presented to the contralesional (affected) side is 
missed when visual simultaneous stimulation is delivered near the ipsilesional hand (Ladavas & 
Farne, 2004). This, again, demonstrates the existence of crossmodal links in attention and 
perception (Driver & Spence, 1998).  
3.6.3 Multisensory Prior Entry 
 Multisensory prior entry is the idea that attending to one modality speeds up perceptual 
processing of stimulation delivered in that modality. This is akin to Titchner’s assertion that 
attended stimuli are processed more rapidly than unattended stimuli, or the law of prior entry 
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(see section 3). Due to discrepancies in the literature on multisensory prior entry, there remains 
heated debate regarding its very existence. Interpretation of previous results may have been 
confounded by response biases, response priming artifacts, spatial attention, or failures to 
manipulate modal attention successfully.  
Spence and colleagues (2001) conducted a series of experiments designed to circumvent 
many of the confounds inherent in previous research. They utilized a novel methodology in 
which participant attention was always manipulated in a direction orthogonal to response. For 
example, participants might be asked to attend to one modality while responding whether the 
first stimuli appeared on the left or right of midline. Whereas spatial biases might have 
confounded previous results when auditory stimuli were presented from headphones while visual 
stimuli were presented from computer screens, the multimodal stimuli used here were always 
presented from identical spatial locations. Even though potential confounds were addressed, 
these authors found clear support for multisensory prior entry. When attention was directed to 
touch, visual stimuli had to lead by a much greater interval in order for the point-of-subjective-
simultaneity (PSS) to be achieved (i.e., for participants to judge that the visual and tactile stimuli 
were presented simultaneously). One unexpected result was that accuracy for detecting which 
modality was presented first was improved when bimodal stimulation was presented from 
opposite sides rather than the same location. This result may have occurred due to binding of the 
audiotactile stimulation when stimuli were presented from a common spatial location.   
3.6.4 Crossmodal Links in Attention 
 Studies of crossmodal links in attention have primarily focused on spatial attention and 
on links between audition, vision, and touch (Driver & Spence, 1998). Whether cued 
endogenously or exogenously, touch and vision have been shown to draw each other into spatial 
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register with one another. Endogenous crossmodal shifts are attenuated (approximately 50%) 
when compared to the corresponding attentional effect for exogenously cued crossmodal shifts. 
Touch and audition are symmetrically linked such that endogenous or exogenous shifts of 
attention in one modality induce corresponding attentional shifts in the other. Interestingly, while 
audition and vision seem to have similar symmetrical links in endogenous attention, the same is 
not so for exogenous attention. There is an asymmetry in the audiovisual crossmodal link in 
exogenous spatial attention. The asymmetry is revealed when nonpredictive auditory cues affect 
visual attention, whereas the spatial distribution of auditory covert attention is unaffected by 
nonpredictive visual cues (Driver & Spence, 1998). The mechanisms behind such asymmetries 
are examined in the following section. 
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4. INTERSENSORY BIAS 
 Intersensory bias is a potential outcome of multisensory integration where the 
information from one modality is weighted differently than information from other modalities. In 
this way, perceptual interpretation of attributes of one modality may be biased towards the value 
of the more heavily weighted modality (e.g., Soto-Faraco, et al., 2004). Intersensory bias is 
related to a particular form of modality-based attention, namely exogenous modality-based 
selective attention. The phenomenon appears to be purely perceptual, and in no way attributable 
to some strategic or decisional effect (Koppen, Levitan, & Spence, 2009). 
4.1 Modality Dominance 
4.1.1 Visual Dominance 
 For a majority of the history of this topic, belief regarding modality dominance, or the 
ability of one modality to ‘win out’ over another proximal modality, was that vision always 
dominates multimodal perception (e.g., Shams, Kamitani, & Shimojo, 2002). An archetypical 
example of visual dominance is demonstrated when participants report that straight surfaces feel 
curved to the touch when simultaneously viewing the surface through prisms that make straight 
edges appear curved (Gibson, 1933). During a resurgence several decades after an initial interest 
in the topic, researchers went on to demonstrate visual dominance in judgments of shape (Rock 
& Victor, 1964), location (Pick, Warren, & Hay, 1969), orientation (Over, 1966), size (Fishkin, 
Pishkin, & Stahl, 1975), and memory tasks (Posner, Nissen, & Klein, 1976). 
Visual dominance is often induced by the presentation of ambiguous or artificially 
conflicting stimuli. Perhaps the best-known example of this is the perceptual result generated 
during the “Ventriloquist Effect” (Howard & Templeton, 1966, p. 361). Here, the observer 
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receives conflicting audiovisual input. The auditory modality indicates that the speech is 
originating from the ventriloquist (veridical), but the visual modality indicates that the dummy 
produces the speech (illusory). Assuming the ventriloquist is skilled, he or she is able to ‘throw’ 
his or her voice and the observer compellingly perceives that the dummy is the source of the 
voice. Empirical research on the ventriloquist effect generally incorporates very basic auditory 
and visual signals such as point lights and sound bursts. Participants are presented with signals 
that are moderately separated in space (15-20°) and are asked to perform either discrepancy 
detection tasks or pointing tasks. In the former, participants are asked to indicate whether sources 
originate from the ‘same’ or ‘different’ location. In the latter, participants are asked to point in 
the direction of one of two signals (Colin, et al., 2002). When conditions are right, the 
ventriloquist effect will occur and participants will underestimate or ignore the spatial separation 
in favor of the origin of the visual signal. In this case, vision dominates audition.  
Crossmodal aftereffects are evident as lingering perceptual modifications occurring 
subsequent to removal of the conflicting information source. During recalibration, vision has 
been shown to remain constant while it is the other modality that adapts and later recalibrates to 
normal (Harris, 1965). Early visual dominance theories generally focused on the reliability and 
accuracy of visual input (Posner, et al., 1976). Namely, that vision is the dominant sensory 
modality due to its superior perceptual reliability and accuracy compared with other sensory 
modalities. Posner et al. further elaborated that visual dominance stems from the characteristic 
that visual stimuli are inherently less alerting than non-visual stimuli. They suggest that 
observers must allocate more attention to visual information to compensate for its low alerting 
capabilities. Thus, fewer attentional resources are left available for processing of non-visual 
input and these other modalities contribute less to overall perception. However, even Posner et 
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al. noted that visual dominance was not impervious to modification, but rather depended on a 
number of factors such as relations between stimuli and observer attention allocation. These 
authors put forth a set of propositions regarding visual dominance that, taken together, imply that 
while under most circumstances vision will dominate, under some it will not (Posner, et al., 
1976).  
4.1.2 Auditory Dominance  
As reviewed above, there exist many instances of visual dominance where conflicting 
information is modified by a heavier weighting of visual input. Over time and especially more 
recently, however, a growing number of reports have demonstrated cases where vision is 
modified by audition (Shams, et al., 2002). At a point it became clear that any sweeping 
generalizations claiming vision to be the most important or dominant modality were incorrect 
(Welch & Warren, 1980). The majority of auditory dominance findings involve modification of 
temporal perception of the visual stimulus. Irrelevant auditory stimuli can capture visual 
attention and shift the apparent timing of visual events (Binda, Morrone, & Burr, 2009). As a 
direct analogy to the “ventriloquist effect”, the ability of auditory signals to alter the perceived 
timing of visual signals is often termed temporal ventriloquism (Morein-Samir, Soto-Faraco, & 
Kingstone, 2003). Audition has been found to be weighted more heavily in audiovisual 
perception of frequency (Gebhard & Mowbray, 1959; Myers, Cotton, & Hilp, 1981), duration 
(Ben-Artzi & Marks, 1995; Burr, Banks, & Morrone, 2009; Walker & Scott, 1981), temporal 
resolution (Scheier, Nijwahan, & Shimojo, 1999), and temporal order judgment (Boenke, et al., 
2009). 
Frequency. Analogous to cases of visual dominance, presenting the observer with 
ambiguous or conflicting multimodal stimuli can induce auditory dominance. One of the earliest 
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reported cases yielding empirical evidence for auditory dominance came from studies comparing 
auditory flutter with visual flicker (Gebhard & Mowbray, 1959). Previously, it had been 
established that observers were accurate in detecting small differences of frequency for both 
flicker and flutter. The smallest discernable frequency change is dependent on the reference 
frequency. Over a small range where the two modalities can be compared (about 1-45 Hz), the 
auditory and visual frequency relative difference limens (∆F/F) are comparable, varying from 
approximately .005 to .025. This variation reflects only 0 to 0.5 standard deviations from 
correctly matching the actual rate (see Figure 9).  
 
Figure 9. Average observer frequency judgment deviation from actual frequency of auditory 
flutter and visual flicker. 
Given these previous findings with intramodal frequency comparison, Gebhard and 
Mowbray (1959) hypothesized that an intermodal frequency matching of auditory flutter to 
visual flicker, or vice versa, would be fairly simple to do and would result in a trend line lying 
between the two intramodal result patterns. Instead, these authors found that task completion was 
quite difficult with accuracy being an order of magnitude worse than intramodal matching. 
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Further, they discovered an effect that they coined auditory driving. That is, changes in the 
physical rate of flutter induced changes in the perceived rate of flicker. Matches are more 
accurate (i.e., closer to veridical frequency) when flicker is matched to flutter. Auditory flutter 
seems to drive the perceived frequency of visual flicker. Auditory driving is also evidenced by 
subjective reports and the effect seems to increase at progressively higher frequencies (Myers, et 
al., 1981). 
 Duration. Auditory dominance has also been demonstrated in studies of perceived 
duration. Duration of a one-second tone is consistently judged to be longer than a separately 
presented one-second light, given that the intensities of each are moderately matched (Walker & 
Scott, 1981) . Because the perceived duration of a tone is longer than that of a light of equal 
veridical length, audio-visual perceptual conflicts arise when a light and tone are presented 
simultaneously for an interval of about a second. Walker and Scott (1981) demonstrated a form 
of auditory capture where the perceived duration of an audiovisual stimulus was similar to that of 
a tone alone, and significantly different from a light alone. Further, they demonstrated that 
perceived duration of a gap in an otherwise continuous tone is longer than that of a gap in an 
otherwise continuous light. Again, the perceived duration of a gap in an otherwise continuous 
bimodal stimulus was perceived similarly to the gap in tone alone and significantly different 
from a gap in light alone. A trend emerged where auditory dominance over vision increased at a 
1500 ms interval (97% bias) versus a 1000 ms interval (67% bias). The magnitudes demonstrated 
in this auditory bias effect are comparable to corresponding time courses of visual bias 
demonstrated in previous studies (e.g.,Welch & Warren, 1980). 
Temporal resolution. Scheier, Nijhawan, and Shimojo (1999) demonstrated that auditory 
capture can act to enhance or degrade visual temporal resolution. Temporal resolution is often 
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expressed in terms of the just noticeable difference (JND) between the presentation of two 
stimuli, or the smallest temporal gap where two stimuli do not become perceptually fused 
(Shimojo & Shams, 2001). Auditory modulation of visual JNDs were obtained by presenting 
irrelevant sounds temporally adjacent to the visual target stimuli. Participant performance in 
determining the order of two visual stimuli was enhanced by presenting auditory stimuli before 
and after a pair of visual targets (i.e., A-V-V-A). Conversely, temporal resolution was degraded 
when auditory distractors were presented between the pair of visual targets (i.e., V-A-A-V) (as 
cited in Shimojo & Shams, 2001). These findings have proven robust to spatial variation 
(Vroomen & Keetels, 2006). Scheier and colleagues suggest that auditory capture is the 
mechanism responsible for the modulation of task accuracy. Because auditory temporal 
resolution was not explicitly tested, it is possible that a more accurate explanation would 
consider the effect of visual driving as well.   
Temporal-order judgment. Temporal-order judgment (TOJ) tasks are those that require 
participants to indicate which of multiple temporally asynchronous stimuli was presented first. 
The TOJ task can be utilized to determine the point of subjective simultaneity (PSS), or the 
relative timing required for presentation of multimodal stimuli to be perceived as occurring 
concurrently. PSS can be determined using the method of constant stimuli to calculate the point 
at which the participant is 50% likely to indicate that one stimulus preceded the other. The 
temporal integration involved in multimodal PSS is affected by both physical transmission and 
sensory processing time differences between the modalities (e.g., van Eijk, Kohlrausch, Juola, & 
van de Par, 2009). Interestingly in the case of audiovisual stimuli, although auditory simple RT is 
quicker than visual simple RT (e.g., Stone, et al., 2001; Walker & Scott, 1981), the physical 
transmission time for auditory stimuli is slower than that for visual stimuli (i.e., the speed of 
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sound is slower than the speed of light). Similarly, some have reported that PSS is reached only 
when visual stimuli are presented prior to auditory stimuli presentation (e.g., Zampini, Guest, 
Shore, & Spence, 2005). Part of the reason for this seeming contradiction between differences in 
modality transmission time and behavioral data is that the transduction of light on the retina is 
slower than the transduction of sound on the basilar membrane (Massaro, Cohen, & Smeele, 
1996). Still, this cannot fully make-up for the vast difference in physical transmission times (e.g., 
at a distance of 10 m light will arrive 30 ms before the sound). The remaining difference is likely 
due to attentional mechanisms such as those involved in Posner’s assertion that auditory stimuli 
have a greater ‘alerting’ effect.  
Contradictory results have also been put forth indicating that visual stimulation must be 
presented prior to auditory stimuli in order to achieve PSS (though the opposite is more often the 
case). The values determined for PSS vary greatly because they depend on a number of factors 
including task demands, cognitive factors, stimulus intensity, stimulus duration, and individual 
differences. The more intense a stimulus, the more likely it is to be judged as having preceded a 
less intense stimulus up to a certain SOA. Stimulus intensity can be controlled for using a 
method to adjust both stimuli to matched intensity thresholds (e.g., 75% threshold for both 
auditory and visual stimuli). Despite such experimental controls, between-subjects variability has 
been broadly reported. Boenke, Deliano, and Ohl (2009) demonstrated that even though notable 
individual differences in PSS values are present, values across participants converge towards a 
common attractor value as duration of bimodal stimulation increases. These authors suggest that 
a multisensory integration mechanism stabilizes perceived asynchronies with increasing stimulus 
duration.  
During typical TOJ tasks, participants may be asked either to indicate which modality 
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occurred first (onset or offset) or to indicate the location of the modality which occurred first 
(Boenke, et al., 2009). Typically the latter variety is used to avoid potential modality bias (i.e., 
tendency to select one modality over the other). However, this variation may incidentally bias 
perception nonetheless by placing more emphasis on spatial aspects of the task. By shifting task 
demands away from a temporal towards a spatial emphasis, visual bias may occur (see section 
5.3 for a more thorough discussion).  
4.2 Crossmodal Masking 
 The above examples reflect cases where visual or auditory signals are somewhat ignored 
in favor of the alternate source. For example, duration judgment was 67% biased by the auditory 
stimulus lasting 1000 ms in Walker and Scott’s (1981) study. Though experimental discordances 
reported are typically less than 100% bias (Bertelson & Radeau, 1981), there are instances where 
conflicting modality adds little or nothing to the overall perception (Fendrich & Corballis, 2001). 
There are cases of seemingly complete modality dominance where participants wholly disregard 
information from the non-dominant modality. In these cases, participants respond to bimodal 
stimuli no differently than they do to the dominant modality in isolation. Further, observers often 
report that they are unaware that any other signals have occurred. One such case can occur when 
participants are presented with intensity-matched auditory, visual, and audiovisual stimuli and 
asked to determine the occurrence of each modality independently. For instance, a left-button 
press might indicate the detection of an auditory cue and a right-button press a visual cue. During 
bimodal presentations, participants would be asked to press both buttons. Though participants are 
equally accurate in detecting either stimulus in isolation, they respond to audiovisual stimuli as 
though only the visual input were present and are unaware that any non-visual signals have 
occurred (Koppen, et al., 2009; Posner, et al., 1976). This phenomenon is termed the Colavita 
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Visual Dominace Effect (Colavita, 1974). In studying such cases, one may wonder whether a 
mechanism similar to those in forward or backward masking might be at play. 
Masking involves the presentation of a target stimulus and a mask stimulus that 
suppresses perception of the target stimulus (Raab, 1963). This can occur whenever stimuli with 
specific parameters occur close together in time or space. In forward masking, the mask stimulus 
is presented before target onset. Conversely, in backward masking, the target stimulus is 
presented before mask onset. Visual persistence is one factor contributing to visual forward 
masking where neural activity cessation following visual stimulation is sluggish (Schiffman, 
2001a). The percept may linger beyond veridical mask offset and interfere with perception of 
target onset. A more general masking hypothesis rests on the idea that perception involves two 
distinct processing channels (Breitmeyer & Ganz, 1976). Structural information is processed 
along sustained channels, whereas spatial location information is processed along transient 
channels. Within this model, forward masking arises from intrachannel lateral inhibition via 
center-surround antagonism of sustained cell receptive fields. Backward masking arises from 
interchannel inhibition where transient cells laterally inhibit the activity of sustained cells.  
Masking is therefore explained in terms of a multichannel model where sensory integration of 
sustained channel information occurs at different levels of visual processing (Breitmeyer & 
Ganz, 1976). Given what we are now beginning to understand regarding multimodal integration, 
it is reasonable to question whether information in multiple modalities might affect each other in 
a manner similar to traditional, unimodal masking. 
 Koppen, Levitan, and Spence (2009) designed an investigation of the Colavita Visual 
Dominance Effect in order to determine whether this phenomenon was truly perceptual or 
merely the result of post-perceptual strategy. They accomplished this by first determining 75% 
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detection thresholds for each participant using a LED and a 4,000 Hz pure tone, both presented 
from a distance of 60 cm. Participants were then presented with the standard Colavita signal 
detection task where they were instructed to press separate visual and auditory response keys. As 
expected, the Coalvita visual dominance effect manifested. The results showed significantly 
more visual-only than auditory-only responses. Using signal detection theory (SDT), Koppen 
and colleagues determined the number of hits, misses, false alarms, and correct rejections made 
by participants for each sensory modality. They were then able to calculate the sensitivity (d’) 
and the response criterion (c) adopted by participants during the task. Results indicated that 
sensitivity to auditory stimuli decreased in the presence of concurrent visual stimuli. Further, 
participants were significantly more liberal in responding to bimodal than a unimodal targets 
(Koppen, et al., 2009), likely due to an intersensory facilitation effect. Though the stimuli were 
presented concurrently in the bimodal condition, it is known that the timing of auditory versus 
visual stimuli varies according to several factors (see section 5.1.2). The perceptual suppression 
of the auditory stimulus in the presence of the visual stimulus might reflect a form of crossmodal 
masking where the visual stimulus initiates lateral inhibition of auditory information in the 
sustained sensory channel.    
4.3 Task-Context Dependent Modality Dominance 
Welch and Warren (1980) provided what is arguably the most comprehensive view of 
intersensory bias to date. The “New View” they presented integrates what were the three 
predominant explanations at that point (Welch & Warren, 1980, p.661). Among these 
explanations of intersensory bias, both the Modality Precision Hypothesis and the Modality 
Appropriateness Hypothesis point toward the idea that audition will dominate temporal tasks 
while vision will dominate spatial tasks.  
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Modality precision hypothesis. Under this hypothesis, intersensory bias can be explained 
by the assumption that when two sensory modalities provide discrepant information, the 
resulting perceptual outcome will favor the modality with the more precise resolution within the 
task context. While audition has a higher temporal resolution, vision has a higher spatial 
resolution (Welch & Warren, 1980). The superior spatial resolution of vision is most pronounced 
for central, foveal vision and becomes increasingly degraded in the periphery. Further, visual 
localization is limited to observer field of view. External events occurring outside the line-of-
sight can be localized via audition, assuming there are audible signals given off by that event. 
Modality appropriateness hypothesis. In the Modality Appropriateness Hypothesis, the 
assumption is that for simple tasks the different modalities are not differentially effective, but in 
more complex tasks modalities show superiority due to differential information processing 
characteristics (Welch & Warren, 1980). For instance, auditory spatial localization is certainly 
feasible; it is something we are all able to do and that individuals with little-to-no vision rely on 
(Després, Candas, & Dufour, 2005). However, for individuals with normal functioning in all 
sensory modalities, vision is the most appropriately designed for spatial judgments. The more 
suited modality will dominate others in a given task.  
Directed-attention hypothesis. The third explanation of intersensory bias integrated into 
Welch and Warren’s view rests on the idea that the bias can be explained by differential 
allocation of attention to the conflicting modality information. That is, the more-attended 
modality has a dominating role in the overall perception of multimodal input. There is an 
important distinction here between what Welch and Warren term “salience”, or the ability of a 
stimulus to elicit attention, and observer bias towards directing attention towards a particular 
modality. As used here, salience is reminiscent of the “alerting effect” discussed by Posner and 
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colleagues, where salience is measured by the degree to which stimuli serve to alert an organism 
of their presence (Posner, et al., 1976, p. 160). A more modern interpretation of this same 
distinction is discussed in the previous section on endogenously (bias) and exogenously 
(salience) controlled attention.  
Optimal cue combination model. Optimal cue combination draws on many of the same 
concepts pulled together in Welch and Warren’s (1980) “New View”, along with more modern 
concepts from Bayesian modeling (Ernst & Banks, 2002). Specifically, this theory posits that for 
any multimodal task, the integrated perception will result from an optimal weighting of the 
inputs according to their respective signal-to-noise ratios (Berger, et al., 2003; Ernst & Banks, 
2002). This idea is reinforced by findings that when visual input is degraded (e.g., by blurring or 
by presentation during saccades), auditory inputs become more heavily weighted for perception 
of visual location (Binda, et al., 2009). Similarly, when auditory signals are degraded, visual 
frequency can change perception of auditory frequency (i.e., reverse of auditory driving) (Wada, 
Kitagawa, & Noguchi, 2003). Though there are alternative flexible weighting theories of 
intersensory bias, optimal cue combination is most successful in explaining the role of auditory 
stimuli in disambiguating between multiple possible interpretations of ambiguous visual stimuli 
(Berger, et al., 2003). The Bayesian model also fits some counter-intuitive audiovisual 
integration behavioral data such as the finding that visual signals (i.e., lip-reading) are most 
effective in speech perception during cases of moderate, as opposed to high, auditory noise (Ma, 
Zhou, Ross, Foxe, & Parra, 2009). 
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4.4 Auditory Dominance Outside the Realm of Temporal Tasks 
 Though most findings in multimodal integration demonstrate that audition dominates in 
temporal tasks whereas vision dominates in spatial tasks, some argue that there are exceptions 
where audition dominates perception in other types of tasks (e.g., Shimojo & Shams, 2001).  
4.4.1 Motion Perception 
 Motion perception involves an important spatial aspect. Therefore, cases where audition 
alters vision in motion perception have been posited as evidence that contradicts the modality 
appropriateness hypothesis (i.e., vision should bias audition in a spatial task, but not vice versa). 
Sekuler, Sekuler, and Lau (1997)  presented one such example where auditory information 
altered perception in a motion perception task with two equally feasible visual interpretations. A 
visual display depicted two identical circles moving towards one another, coinciding, and then 
moving apart. This could be interpreted as two objects passing in the middle and continuing 
along an uninterrupted path, or as a second equally feasible event of two objects colliding in the 
middle before bouncing back in opposite directions.  
When this visual display is presented in isolation, interpretation generally favors passing. 
There is an increase towards the colliding interpretation when a pause of increasing duration is 
included at the point of coincidence. The inclusion of a transient sound stimulus (i.e., an audible 
click) at the point of, prior to, or after coincidence facilitates the collision interpretation 
significantly. A sound presented just prior to coincidence has almost as much of an enhancing 
effect on the bouncing interpretation as a sound presented at coincidence. But, a sound presented 
just after coincidence, while still promoting the bouncing interpretation, has a significantly 
smaller effect (Sekuler, et al., 1997). 
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4.4.2 Illusory Flash 
 Shams, Kamitani, and Shimojo (2000) presented findings in which they established the 
discovery of a visual illusion induced by sound. Unlike previous demonstrations of auditory 
influence outside temporal perception such as the alteration in motion perception presented by 
Sekuler et al. (1997), the illusory flash is not limited to a case of ambiguity or visual degradation. 
Shams and colleagues found that when presenting participants with a single visual flash, the 
perceived number of flashes depends on the number of simultaneously presented auditory beeps. 
For example, a single flash paired with a single beep is perceived as a single flash, where as a 
single flash paired with a double beep is perceived as a double flash. The illusory flash persists 
within a 100 ms SOA timeframe, consistent with reports of multimodal integration processes. 
The perceptual illusion has been found to be robust to manipulations of stimulus variables and to 
observer discrepancy awareness. That is, even when participants are aware that the visual disc is 
only flashed one time, they persist in observing multiple flashes in the presence of multiple beeps 
(see Figure 10). Conversely, altering the number of flashes did not affect the accurate perception 
of the number of presented beeps (Shams, et al., 2002; Shams, et al., 2004).  The visually evoked 
responses recorded during illusory flash presentation were qualitatively similar to those during 
veridical flash. Additionally, auditory presentation modulated activity in visual cortical areas as 
early as V1 (Shams, Kamitani, Thompson, & Shimojo, 2001). Taken together, these findings 
strongly suggest that crossmodally induced effects mimic unimodal response in the cognitive 
mechanisms and neural pathways utilized. These are true perceptual effects and not the result of 
response bias or some similar artifact.  
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Figure 10. Illusory flash results presented in Shams, Kamitani, and Shimojo (2000). 
4.5 Multisensory Fusion: Intersensory Modification without One-way Domination  
 The concept of illusory fusion involves the percept that discordant inputs belong to the 
same event (Bertelson & Aschersleben, 2003). In terms of neural pooling, illusory fusion is an 
instance of an invalid co-occurrence, or a case where sensory information arising from two 
separate events is mistakenly taken as redundancy. Fusion is a form of cross-sensory binding that 
generally results in a percept that is distinct from either input (Bertelson & de Gelder, 2004). An 
illustrative example is the McGurk effect. During the McGurk illusion, the observer fuses 
information about manner of articulation (i.e., stop vs. fricative) and voicing (i.e., voiced vs. 
voiceless) from the auditory signal with information about the place of articulation (i.e., alveolar 
vs. bilabial) from the visual signal (Brown, 2005; Massaro, 1999). The resulting percept, ‘da’ is 
an intermediary interpretation based on a weighting of both auditory and visual input.  
Often it is the case that in addition to a moderating effect of one input on a second, the 
effect of the second on the first can also be observed. Though one could argue that this is always 
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true except in cases of total modality dominance (e.g., crossmodal masking), this possibility has 
not always been explicitly tested. In a study akin to the auditory driving line of research, 
Fendrich and Corballis (2001) demonstrated an audiovisual cross-capture effect. First they 
showed that a sound burst (i.e., an auditory click) has the ability to modify the perceived timing 
of a visual event. Specifically, the perceived position of a rotating visual marker at the time of a 
visual flash was modified. This study was designed to disentangle the influence of auditory 
capture from that of visual capture. These are confounded in traditional auditory driving studies.  
Participants were asked to indicate the location of a visual marker in one of twelve 
positions on a clock face at the time of visual flash presentation (see Figure 11). The visual 
marker was depicted as an open circle that rotated clockwise around the region within a larger 
circle. The visual flash was produced by the disappearance of the inner circle and outer ring. An 
audible click was presented before, on, or after the visual flash. For example, if the visual marker 
was located at the 12 o’clock position at the time of visual flash presentation, the audible click 
could occur at the 10, 11, 12, 1, or 2 o’clock position. Findings indicated that when the audible 
click occurred before the visual flash, reported location of the marker at the time of visual flash 
was shifted earlier. When the audible click occurred after the visual flash, the reported location 
of the visual marker was shifted later. In other words, auditory capture occurred. When 
participants were instead asked to indicate the location of the target marker at the time of the 
click, similar but much smaller visual capture effects were observed. Fendrich and Corballis 
(2001) suggest a temporal cross-capture of vision and audition that they term, intersensory 
temporal locking (ITL). A similar capture asymmetry has been reported in other studies of 
audiovisual interaction (Shams, et al., 2000; Wada, et al., 2003; Welch & Warren, 1980). 
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Figure 11. Display used in Fendrich and Corballis's 2001 temporal cross-capture study. 
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5. CROSSMODAL BINDING 
5.1.1 Exceptions to the Rule? 
Many researchers have investigated the effect of visual input on auditory perception, but 
the mechanisms underlying this effect are not well studied or understood (Marks, 2004). Though 
much of the evidence fits within the framework presented by Welch and Warren (1980), the 
respective findings of Sekuler et al. (1997) and of Shams et al. (2000) are presented as evidence 
contradicting this framework (see section 4.4). Whereas Welch and Warren outline a number of 
reasons why vision will dominate spatial tasks and audition will dominate temporal tasks, these 
two studies are offered as cases where auditory input is dominating perception in a “spatial task”. 
However, it is argued here that neither of these respective experimental tasks would have 
meaning if temporal factors were absent (i.e., if static displays were presented). 
Sekuler and colleagues’ task involves motion perception. The perception of motion itself 
requires integration of spatial change as a function of time, s = f(t) (Johansson, 1976). In fact, 
some claim that it is the temporal relation only, as opposed to spatiotemporal integration, that 
determines the audiovisual interaction observed during motion perception (Allen & Kolers, 
1981). On the other hand, there are also many examples of motion perception where vision 
dominates discrepant auditory input. For example, auditory and visual illusory induced motion 
presented synchronously, but in opposite directions, will be interpreted in favor of the visual 
illusory motion only (Soto-Faraco, et al., 2004). 
Presenting temporally sequential and spatially adjacent visual or auditory stimuli can 
induce illusory motion. Typically in the visual case, a point-light stimulus is presented to the left 
or right of central fixation followed by a second point-light stimulus presented to the opposite 
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side of central fixation. The illusory effect is that of a light stimulus originating at the location of 
the first stimulus that then travels to and terminates at the location of the second 
stimulus. When presented unimodally, participants have no difficulty in determining the 
direction of induced motion in either the visual or auditory modality. However, when discrepant 
audiovisual signals are presented, observers are unable to correctly identify the direction of the 
auditory stream while perception of the visual stream is unaffected by the incongruent direction 
of auditory motion (Soto-Faraco, et al., 2004). This is a phenomenon called crossmodal dynamic 
capture (Sanabria, Soto-Faraco, Chan, & Spence, 2004). Thus, solely within motion perception 
tasks, there exist examples of both auditory dominance (Sekuler, et al., 1997) and visual 
dominance (Soto-Faraco, et al., 2004). 
The results of Sekuler and colleagues (1997) can potentially be explained by a flexible 
weighting theory of intersensory bias (e.g., the optimal cue combination model). Such models 
suggest that the auditory input is more heavily weighted in this case due to the ambiguity in the 
visual signal (i.e., higher degree of variance). Shams and colleagues (2000) posit that their 
‘illusory flash’ is resilient to such explanations because the visual stimulus is not ambiguous or 
degraded in any way. Here again, however, the task is not purely spatial as it involves integration 
of temporal aspects (i.e., temporal patterning). Temporal patterning is put forth as an amodal 
property that serves to bind multimodal stimuli by the unity assumption (e.g., Brown, 2005; 
Colin, et al., 2002; Vatakis & Spence, 2006). It has been demonstrated that auditory 
manipulations that increase contrast between individual beeps also increase the number of 
illusory flashes perceived (Wilkie, Stevens, & Dean, 2008). In the case of the illusory flash, 
perhaps it is other commonalities between the inputs that induce artificial binding (i.e., fusion).  
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5.1.2 Away from Dichotomy, Toward a Continuum 
The studies highlighted in the previous section exemplify an unresolved pattern in the 
literature that might be attributable to an overemphasis on the dichotomous classification of tasks 
as either spatial or temporal. Many tasks are more accurately described as spatiotemporal with 
some falling toward the spatial end, and others falling toward the temporal end of a 
‘spatiotemporal continuum’. All other factors being equal, perception during tasks that fall near 
the spatial end of the continuum are dominated by visual input. Correspondingly, perception 
during tasks that fall near the temporal end of the continuum are dominated by auditory input. 
The closer to the midrange of the continuum a task falls, the more equally balanced the 
audiovisual input will be in the final, integrated perception. Only tasks falling at either extreme 
will induce complete modality dominance, or crossmodal masking. If the above assumptions 
hold true, then it should be possible to modulate the respective weighting of auditory and visual 
information by manipulating task emphasis from spatial to temporal or vice versa. This 
possibility is elaborated in the program of research conducted for this dissertation, but before 
delving into these studies, the bounds of intersensory binding are considered. 
5.2 Spatiotemporal Bounds 
As discussed previously, time and space are considered to be the most important amodal 
factors contributing to the assumption of unity for multimodal binding (e.g., Zampini, et al., 
2005). Indeed, one would be hard pressed to imagine cases where external events did not occur 
at a particular point in time and space. This does not imply, however, that the unity assumption is 
restricted only to synchronous or spatially overlapping multimodal signals. Instead, multimodal 
binding can occur within somewhat flexible temporal and spatial windows. This inherent 
flexibility is in fact necessary for audiovisual integration given the temporal discrepancies in 
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physical transmission, sensory transduction, and neural processing between auditory and visual 
signals (Massaro, et al., 1996). These temporal discrepancies can lead to spatial discrepancies 
(i.e., as is the case for crossmodal dynamic capture). Congruous with behavioral ‘temporal 
window’ investigation results, neural evidence suggests that slightly discrepant information can 
be integrated by a temporal extension of activation beyond the point of initial stimulation 
(Massaro, et al., 1996). 
There are, however, limitations to audiovisual spatial and temporal windows. Outside 
these boundaries lies an inhibitory region where perceptual processes may act to suppress neural 
response. This inhibition degrades the signal in order to disambiguate separate external events 
(Stein, et al., 2004). The bounds of the spatial and temporal windows required for audiovisual 
binding do vary with changing task-demands. This is demonstrated by the degree to which 
spatial or temporal manipulations disrupt audiovisual binding within different task contexts. For 
example, the McGurk effect is only temporally flexible up to 180 ms but is not degraded by 
spatial separation (Colin, Radeau, Delenre, & Morais, 2001; Munhall, Gribble, Sacco, & Ward, 
1996). The Ventriloquist effect, on the other hand, has little temporal flexibility (though strict 
synchrony is not required) and degrades with distance (e.g., effect occurs at 20 but not at 60 
degrees of separation) (Colin, et al., 2002). Because speech is a predominantly auditory task, 
temporal desynchonization of audiovisual components are far more devastating in the perception 
of speech than is spatial misalignment (Zampini, et al., 2005). The position of a given task on the 
spatiotemporal continuum is operationally defined by its susceptibility to manipulations of 
spatial and temporal coincidence. Tasks that are impervious, or at least less susceptible, to 
temporal manipulations depend more toward spatial aspects and will lie further on the spatial end 
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of the continuum. Conversely, tasks that are less susceptible to spatial manipulations depend 
more on temporal aspects and will lie further toward the temporal end of the continuum. 
5.3 Additional Amodal Commonalities 
 While commonality in space and time are regarded as the most powerful amodal 
properties serving to bind signals together, this does not mean that additional amodal properties 
should be disregarded. Indeed, several amodal properties (e.g., number, shape, size) have been 
investigated and found to provide an important role in intersensory binding.  Though it has not 
previously been treated as such, it is proposed here that synesthetic correspondence itself can act 
as an amodal binding property. Just as commonality in time or space does not always result in a 
bound percept, not all signals sharing a synesthetic commonality will necessarily be bound. For 
clarity, two or more signals that have been bound by way of synesthetic congruency will be 
referred to here as having been SynCed. Under this assertion, integral variables (i.e., signals 
whose orthogonal variation affects judgment on another “irrelevant” signal) are those that have 
been SynCed. Separable variables, on the other hand, are those that have not been SynCed.  In 
this way, it is SynCing (synesthetic congruence facilitated binding) that renders some variables 
integral while others remain separable. Behavioral consequences such as Garner Interference 
arise because one cannot truly “orthogonally vary” part of a SynCed whole. Further, just as the 
spatiotemporal unity assumption requirements are somewhat flexible, the likelihood that signals 
sharing a synesthetic commonality will be perceived as a whole is flexible. Whereas before the 
binding windows existed in time and space, here the flexibility stems from the degree of 
synesthetic dimensional overlap. The greater the dimensional overlap, the stronger the binding 
and the more likely the observer is to perceive a unified signal.  To test the prediction that 
synesthetic dimensional overlap can moderate the strength of audiovisual binding, the program 
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of research presented here is designed to assess the strength of the influence audiovisual pairs 





6. PROGRAM OF RESEARCH 
This series of studies was designed to investigate the role of synesthetic correspondence 
on the phenomenon of crossmodal binding. Whereas other amodal properties have been 
considered (e.g., direction, number, shape, size), the role of synesthetic correspondence, and 
specifically the degree of dimensional overlap, has largely been neglected. The following 
hypotheses were tested: 
H1: Synesthetic correspondence is an amodal property that serves to bind 
intersensory signals and manipulating this correspondence between pairs of 
audiovisual signals will affect performance on a TOJ task.  
H2: Manipulating emphasis during a TOJ task from spatial to temporal 
aspects will strengthen the influence of task-irrelevant auditory signals.  
H3: The degree of dimensional overlap between audiovisual pairs will 
moderate the effect of synesthetic correspondence on the TOJ task.  
H4: Synesthetic correspondence is a confound that has affected empirical 
investigations of multimodal perception. 
 
Studies 1-3 in this series were intended to demonstrate that synesthetic correspondence 
affects performance during a task that has previously been shown to elicit temporal 
ventriloquism, a form of auditory capture. Once having demonstrated that synesthetic 
correspondence does in fact facilitate crossmodal binding, the final study in this series, Study 4, 
was intended to illustrate that synesthetic correspondence presents a confound that perception 
researchers do not, but should, consider when designing empirical studies. The studies included 




Study 1A: Manipulating Synesthetic Correspondence During Temporal Order Judgment  
Study 1B: A Shift from Spatial towards Temporal Emphasis  
Study 2: Manipulating Synesthetic Dimensional Overlap 
Study 3: Investigating the Temporal Ventriloquist Effect  
Study 4: A Meaningful Difference in Empirical Outcomes 
6.1 Studies 1-3: Effects of Synesthetic Correspondence on Crossmodal Binding 
Previous researchers have investigated auditory capture utilizing the temporal 
ventriloquist effect (e.g., Morein-Zamir, Soto-Faraco, & Kingstone, 2003). Such research has 
demonstrated that presenting task-irrelevant auditory signals before and after a pair of visual 
target signals improves TOJs by perceptually pulling the visual signals further apart temporally 
(i.e., further in perceptual time, not veridical time). For example, when given the task of 
identifying the position (e.g., higher or lower) of the first of two asynchronous visual stimuli, 
participants perform better when a task-irrelevant pair of auditory stimuli are presented before 
and after the pair of target visual stimuli (i.e., A1-V1-V2-A2) than when the same pair of 
irrelevant auditory stimuli are presented between the pair of visual stimuli (i.e., V1-A1-A2-V2). 
Note that an improvement in TOJ performance corresponds with a shorter visual point of 
subjective simultaneity (PSS) value. As illustrated in Figure 12, Studies 1-3 extended this 
method by including a manipulation of the synesthetic correspondence between the audiovisual 
pairs (i.e., A1-V1 and A2-V2).               
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Figure 12. Illustration of the approximate experimental set-up for Studies 1-3. The left panel 
depicts a Congruent trial while the right panel depicts an Incongruent trial.  
Previous research gives some indication of what was expected for baseline visual PSS, 
baseline AV PSS, and the ideal temporal distance for temporal ventriloquism to occur. The 
smallest visual PSS value under optimal conditions has been reported at approximately 20ms, 
where optimal conditions include highly trained participants with maximally visible stimuli 
(Grossberg & Grundewald, 1997). The current research was intentionally designed to use sub-
optimal conditions (e.g., intensity level at 75% threshold). Therefore, baseline visual PSS was 
expected be longer than 20ms. Published results for baseline AV PSS are not as straightforward.  
As was discussed in section 4.1, some have reported that in order for an audiovisual pairing to be 
perceived as synchronous, the auditory stimulus must be presented slightly before the visual 
stimulus, whereas the majority have reported that the visual stimulus must be presented first 
(e.g., Zampini, et al., 2005). Boenke, et al. (2009) published average AV PSS values in their 
“high intensity condition” similar to those reported for visual PSS in optimal conditions (i.e., ~20 
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ms) with visual leading. However in their “low intensity condition” average AV PSS values were 
closer to 50 ms with visual leading. Boenke and colleagues show that while a number of factors 
greatly affect AV PSS (e.g., task demands, stimulus duration), individual differences play a large 
role in this value. Similarly, Stone and colleagues (2001) reported a range of individual 
differences spanning from -21ms (auditory leading) to +150 ms (visual leading) with a mean AV 
PSS of approximately +50 ms across their participants. It was expected that the current results 
would fall into this reported range. The maximal temporal ventriloquist effect has been reported 
to occur with an audiovisual separation of approximately 100 ms (Vroomen & Keetels, 2011).  
These previous findings were used to guide the SOA values chosen for the current series of 
studies (see Figure 13). 
 
Figure 13. Stimulus presentation order, SOAs, and duration for Flanking (panel a) versus 
Interposing (panel b) trials. Ideal AV-SOA temporal ventriloquism is ±100 ms. Average reported 
AV PSS is at +50 ms (visual leading). Shortest reported visual PSS under ideal circumstances is 
at ±20 ms. 
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6.1.1 Procedure: Studies 1-3 
 The methods for studies 1-3 are similar except for subtle manipulations that will be 
discussed in each section, respectively. Participants were seated in a sound attenuated room 21 
inches in front of a 22-inch Dell monitor. A chinrest was used to ensure viewing distance was 
maintained throughout the computer task. Once consent was obtained, participants were asked to 
complete a hearing test followed by a computer task and, finally, a post-task questionnaire. The 
consent form was approved by the Georgia Institute of Technology Institutional Review Board 
under standard protocol (see Appendix A). The hearing test was conducted using the standard 
procedure for threshold audiometry recommended by the American National Standards Institute 
(ANSI) (2004). The computer task was comprised of several subtasks. These first measured 
individual participant 75% threshold levels and baseline PSSs before moving into the main task. 
Finally, the post-session survey was used to collect participant demographic information and to 
assess participant strategy during the computer task (see Appendix A).   
Hearing test. The hearing test was used to confirm participant self-report of normal 
auditory functioning. A Micro Audiometrics Corporation DSP Pure Tone Audiometer ® was 
used following the ANSI standards. Once the headphones were properly adjusted for fit, 
participants were asked to raise a hand in order to non-verbally communicate tone detection. The 
experimenter stood behind the participant (i.e., out of the participant’s view) for the duration of 
the test. Each session began with a 1000 Hz tone at 40 dB delivered monaurally. This tone is 
easily audible by individuals with normally functioning hearing (ANSI, 2004). Once the 
participant indicated detection, the amplitude was lowered in 10 dB steps until the participant no 
longer reported detection. The tone was then increased in 10 dB steps until the participant 
reported detection, at which point the tone was again decreased, and so forth, until the 50% 
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detection point was determined (i.e., the amplitude at which the participant reported being able to 
detect the tone 50% of the time). These steps were then repeated starting with a 30 dB tone at 
frequencies of 2000 Hz, 4000 Hz, 8000 Hz, 500 Hz, and 250 Hz, in that order (as per ANSI 
standards), for each ear. 
Determination of 75% threshold. Threshold values were used to ensure that high and low 
frequency tones were of equal perceptual loudness as well as to equate the detectability across 
modality (i.e., crossmodal matching where visual signals seem as ‘bright’ as auditory signals are 
‘loud’). A 75% detection threshold was specifically chosen because it allows the bimodal 
performance advantages of inverse effectiveness (see Section 2.1.4) while minimizing the risk of 
a complete dominance of one modality over the other.   
Participant individual 75% visual and auditory thresholds were determined using a 
detection task. The detection task utilized the QUEST (quick estimate by sequential testing) 
procedure included in Psychophysics Toolbox (PST), a downloadable collection of procedures 
that utilize the Matlab programming environment (Brainard, 1997; Watson & Pelli, 1983). For 
the visual threshold procedure, participants were instructed to maintain their gaze on a central 
cross while visual stimuli were displayed 4.5° above or below fixation (in Study 2 only, the 
stimuli were instead presented to the left or right of fixation). Visual stimuli were small, gray 
disks subtending 0.5° displayed on a black background that remained on-screen until a response 
was made or until a predefined time-out. Participants were given 2.5 seconds to respond by key-
press to a displayed stimulus. Whether the participant detected a given stimulus or not was used 
to calculate the contrast of the following stimulus until the 75% threshold level was converged 
upon. For the auditory threshold procedure, participants were again asked to maintain central 
fixation while high (1000 Hz) and low (330 Hz) frequency auditory signals of 25 ms duration 
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were presented via Altec Lansing ACS90 computer speakers. Again, participants were given 2.5 
seconds to respond by key-press and responses determined the amplitude of subsequent stimuli 
until the 75% threshold level was converged upon. The calculated 75% threshold values for the 
upper visual, lower visual, high-frequency auditory, and low-frequency auditory stimuli were 
used during the remainder of the computer task.   
Determination of baseline PSS subtasks. After completing the threshold determination 
subtasks, participants completed the baseline PSS subtasks. As previously discussed, the PSS is 
defined as the duration of time between the presentation of two stimuli (i.e., the SOA) required 
for a participant to be equally likely to judge that one versus the other occurred first. Both the 
visual and audiovisual baseline PSS were determined using a TOJ procedure. For the visual 
baseline PSS subtask, participants were asked to indicate which of the two visual stimuli (upper 
or lower) appeared first by responding with a key press. The Quest procedure was used to 
converge upon the individual’s baseline PSS and these values were stored for later comparison 
with main task results. For the audiovisual baseline PSS subtask, participants were asked to 
indicate whether an auditory or visual stimulus appeared first. The asynchrony at which the 
participant was equally likely to indicate one modality versus the other was stored as his or her 
baseline audiovisual PSS.  
Main task. Each trial of the main task included two visual stimuli (upper/lower or 
left/right) and two auditory stimuli (high/low frequency). As was the case in the earlier 
measurement subtasks, main task visual stimuli were grey discs (RGB value determined during 
75% threshold determination) subtending 0.5° presented on a black background 4.5° from central 
fixation. Likewise, main task auditory stimuli were puretones (amplitude determined during 75% 
threshold determination) of 25 ms duration presented at either 1000 or 330 Hz. Participants were 
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asked to make a temporal order judgment about the visual stimuli only. Each trial of the main 
task could be ‘Flanking’ or ‘Interposing’ as well as ‘Congruent’ or ‘Incongruent’ as described 
below: 
• Flanking trials were those where the two auditory signals were 
presented before and after the pair of visual trials (A1, V1, V2, A2).  
• Interposing trials were those where the two auditory signals were 
presented between the pair of visual signals (V1, A1, A2, V2).  
• Congruent trials were those where the target visual stimulus was 
presented adjacent to a synesthetically corresponding auditory stimulus 
(i.e., high position with high frequency or low position with low 
frequency).  
• Incongruent trials were those where the visual target and adjacent 
auditory signals did not synesthetically correspond (i.e., high position 
with low frequency or low position with high frequency).  
6.2 Study 1A: Manipulating Synesthetic Correspondence During TOJ 
Study 1A was designed to demonstrate that synesthetic correspondence is an amodal 
property that serves to bind intersensory signals. In order to accomplish this, performance on a 
TOJ task was compared across a manipulation of synesthetic correspondence. Synesthetic 
correspondence was manipulated between task-irrelevant auditory stimuli and adjacent target 
visual stimuli.  
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6.2.1 Method: Study 1A 
 trials. Participants followed the procedure as outlined in section 6.1.1.  In Flanking trials, 
the separation between visual stimuli (i.e., the visual SOA) was 0, ±20, ±35, ±50, ±65, ±80, or 
±95 ms (a negative SOA indicates the lower visual stimulus appeared first while a positive SOA 
indicates that the upper visual stimulus appeared first). In Interposing trials, the separation 
between auditory stimuli (i.e., the auditory SOA) was 0, ±20, ±35, ±50, ±65, ±80, or ±95 ms (a 
negative SOA indicates the 330 Hz was presented first). In all trials, the audiovisual SOA was 0, 
±50, ±75, ±100, ±125, ±150, or ±200 ms (a negative SOA indicates an auditory-leading pair 
while a positive SOA indicates a visual-leading pair). For an illustration of Study 1A stimulus 
timing, see Figure 13. Each possible SOA combination was presented four times at random for a 
total of 700 trials. 
Instructions. Participants in Study 1A were asked to press one key if the upper flash 
appeared first and to press another key if the bottom flash appeared first.  
Participants. Forty-four individuals participated in Study 1A (M = 20, F= 24). 
Participants were recruited from the Georgia Tech undergraduate participant pool and ranged 
from 17-25 years old (mean = 2.0 years). Nine participants were excluded (M=5, F=3) in cases 
when the participant reported being left handed (2), being unable to detect both visual and both 
auditory stimuli at equal intensity during the main task (5), or being unwilling to complete the 
study due to fatigue (2).  
6.2.2 Results: Study 1A 
Baseline PSS. The average baseline PSS for Study 1A participants to perceive 
audiovisual fusion was 90.2 ms (SD = 24.2 ms). The average baseline SOA required for Study 
1A participants to perceive visual fusion was 79.3 ms (SD = 10.1 ms).  
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Main task. An initial inspection of RT performance data revealed a right-skewed 
distribution as is common for reaction time data. To correct for this, a log transformation was 
performed on RT. The distribution of LogRT is a closer approximation of the normal curve (see 
Figure 14). The transformed data was used for all further Study 1A analyses.  
 
 
Figure 14 A log transform is performed on Study 1A RT data in order to correct for an initial 
right skew of the RT distribution. 
A MANOVA was run using Accuracy and LogRT as the independent factors with 
Congruency (Congruent, Incongruent), AV-SOA (0, ±50, ±75, ±100, ±125, ±150, ±200 ms), and 
Unimodal SOA (0, ±20, ±35, ±50, ±65, ±80, ±95 ms) as the dependent factors. Significant main 
effects were revealed for all dependent variables: Congruency Wilks’ Λ = .998, F(2, 25387) = 
29.330, p < .001; Wilks’ Λ = .993, AV-SOA F(12, 50776) = 12.869, p < .001, and Unimodal 
SOA  Wilks’ Λ = .996, F(10, 50776) = 7.959, p < .001. There were also significant interactions 
of Congruency x Unimodal SOA Wilks’ Λ = .999, F(10, 50776) = 2.153, p = .011 and AV-SOA 
x Unimodal SOA Wilks’ Λ = .995, F(82, 50776) = 1.549, p = .020 (see Appendix B). 
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 Congruency. Tests of between-subjects effects show that accuracy performance was 
significantly different across Congruency. In Congruent trials, participant accuracy averaged 
63.7% compared to 57.9% accuracy in Incongruent trials F(1, 25388) = 54.297, p < .001. 
Congruency did not affect RT performance. 
AV-SOA. Tests of between-subjects effects show that accuracy and reaction times did 
vary significantly across the levels of audiovisual separation. Post-hoc analyses reveal that 
accuracy improved with longer SOAs up to an audiovisual separation of 100 ms F(6, 25388) = 
2.448, p = .017 (see Figure 15). Also, RTs were faster with longer AV-SOAs up to an 
audiovisual separation of 100 ms F(6, 25388) = 24.094, p < .001 (see Figure 16).  
 
Figure 15. Study 1A Main effect of Unimodal SOA. These are the post-hoc results for accuracy 
performance across AV-SOAs. 
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Figure 16. Study 1A main effect of AV-SOA, These are the post-hoc results for RT performance 
across AV-SOAs. 
Unimodal SOA. The asynchrony between the inner-pair of unimodal signals (i.e., visual 
signals in flanking trials or auditory signals in interposing trials) did significantly affect both 
accuracy and RT performance. Post-hoc analyses reveal that accuracy tended to increase with 
increasing Unimodal SOAs F(5, 25388) = 3.979,  p < .001 (see Figure 17). Also, RT 
performance tended to be best at longer Unimodal SOAs F(5, 25388) =  14.377, p < .001 (see 
Figure 18).  
  
Figure 17 Study 1A main effect of Unimodal SOA. These are the post-hoc results for accuracy 
performance across Unimodal SOAs. 
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Figure 18. Study 1A main effect of Unimodal SOA. These are the post-hoc results for RT 
performance across Unimodal SOAs. 
Congruency x Unimodal SOA. Tests of between-subjects effects reveal that this 
interaction was driven by accuracy performance F(5, 25388) = 3.733,  p < .001. Accuracy 
performance was significantly better during Congruent than Incongruent trials at all Unimodal 
SOAs except for at 65 ms (see Figure 19).  
  
Figure 19. Study 1A interaction between Congruency and Unimodal SOA. 
AV-SOA x Unimodal SOA. Tests of between-subjects effects reveal that this interaction 
was driven by RT performance only. F(41, 25388) = 2.136,  p = .004 (see Figure 20). 
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Figure 20. Study 1A interaction between Unimodal SOA and AV-SOA. 
6.2.3 Discussion: Study 1A 
Synesthetic correspondence did affect accuracy in the predicted direction with 
performance being significantly higher when auditory signals synesthetically matched visual 
targets. Congruency did not affect RT performance, indicating that the accuracy performance 
enhancement in Congruent trials cannot be explained by a speed-accuracy tradeoff.  Overall, 
performance increased with increasing separation between audiovisual pairs up to an AV-SOA 
of 100 ms. Recall that an audiovisual asynchrony of approximately 100 ms is the reported SOA 
for maximal temporal ventriloquism to occur (see section 6.6 for further discussion). 
Performance also tended to increase with increasing Unimodal SOAs. This finding was expected 
because the TOJ task difficulty should decrease with increasing separation between the target 
signals. The interaction between Congruency and Unimodal SOA was unexpected. However, 
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upon closer inspection it is apparent that performance for Congruent trials was significantly 
better than for Incongruent trials in all but one case (i.e., a separation of 65 ms). The interaction 
between Unimodal SOA and AV-SOA was also unexpected. Instead, it was expected that 
accuracy would improve uniformly with longer Unimodal SOAs and with longer AV-SOAs. 
Indeed, the data generally show the expected pattern up to an AV-SOA of 100 ms (see Figure 20. 
However, after that point, the pattern shows that some of the Unimodal SOAs jump out of the 
expected rank order. Most notably, the longest Unimodal SOA of 95 ms switches order with 
Unimodal SOAs of 35 ms and 65 ms. Whether these unexpected results were spurious or 
systematically driven will be brought to light by the results of subsequent studies reported here. 
6.3 Study 1B: A Shift from Spatial towards Temporal Emphasis 
 The TOJ task in Study 1A is representative of a typical TOJ procedure. In a variation of 
the TOJ task, participants might instead be asked to always indicate the position of the second 
stimuli rather than the first, or to make judgments based on offset rather than onset (Boenke, et 
al., 2009). In each of these TOJ variations, the participant’s task is to indicate the position of one 
target or the other. Though this task is labeled as a ‘temporal’ one, perhaps by asking participants 
to indicate the location of the target stimulus, there is more emphasis paced on the ‘spatial’ 
aspects of the task. Study 1B was designed to shift the TOJ task toward the temporal end of the 
spatiotemporal continuum. In doing so, it was hypothesized that the influence of task-irrelevant 
auditory signals found in Study 1A would not only be replicated, but also enhanced. Study 1B 
accomplished this shift from a spatial towards a temporal emphasis by a manipulation of the task 
instructions.  
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6.3.1 Method: Study 1B 
Trials. Participants followed the procedure as outlined in section 6.1.1. As in Study 1A, 
there were 700 trials whose order was randomized. See Figure 13 for stimulus presentation order 
and timing. 
Instructions. Rather than ask participants to indicate the location of a target stimulus, 
Study 1B instructions specified a target location (always upper or always lower) and asked 
participants to indicate whether the target appeared first or second (i.e., to indicate the temporal 
order of the target). The location of the target visual stimulus was counterbalanced across 
participants. For instance, a participant might be asked to press one button when the upper 
stimulus appeared first and to press another button when the upper stimulus appeared second. 
Other than this instruction manipulation, Study 1A and Study 1B methods were identical.  
Participants. Forty-three people participated in Study 1B (M = 23, F =21). Participants 
were recruited from the Georgia Tech undergraduate participant pool and ranged from 17-24 
years old (mean = 19.14 years). Eleven participants were excluded (M =  6, F = 5) in cases where 
the participant reported being left handed (3), being unable to detect both visual and both 
auditory stimuli at equal intensity in the main task (4), described the main task incorrectly in the 
post-study survey (3), or being unable to complete the study due to fatigue (1).  
6.3.2 Results: Study 1B 
Baseline PSS. The average baseline SOA required for Study 1B participants to perceive 
audiovisual fusion was 95.6 ms (SD = 12.0 ms). The average baseline SOA required for Study 
1B participants to perceive visual fusion was 72.9 ms (SD = 23.4 ms).  
Main task. An initial inspection of RT performance data revealed a right-skewed 
distribution as is common for RT data. To correct for this, a log transformation was performed 
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on RT data. The distribution of LogRT is a closer approximation of the normal curve (see Figure 
21). The transformed data was used for all further Study 1B analyses.  
 
Figure 21. A log transform was performed on Study 1B RT data in order to correct for an initial 
right skew of the RT distribution. 
 A MANOVA was run using Accuracy and LogRT as the independent factors with 
Congruency (Congruent, Incongruent), AV SOA (0, ±50, ±75, ±100, ±125, ±150, ±200 ms), and 
Unimodal SOA (0, ±20, ±35, ±50, ±65, ±80, ±95 ms) as the dependent factors. Significant main 
effects were revealed for all dependent variables: Wilks’ Λ =  .979, Congruency F(2, 20704) = 
227.190, p < .001; AV-SOA Wilks’ Λ = .994, F(12, 41410) = 10.652, p < .001, and Unimodal 
SOA  Wilks’ Λ = .996, F(10, 41410) = 9.138, p < .001 (see Appendix C).  
Congruency. Tests of between-subjects effects reveal that synesthetic congruency did 
affect accuracy in the predicted direction. In Congruent trials, participant accuracy averaged 
69.1% compared to 55.3% accuracy in Incongruent trials F(1, 20705) = 451.474, p < .001. 
Synesthetic congruency did not affect RTs, indicating that the accuracy performance 
enhancement in Congruent trials cannot be explained by a mere speed-accuracy tradeoff.  
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AV-SOA. The asynchrony between auditory and visual signals (i.e., AV-SOA) did affect 
both accuracy and RT performance. Post-hoc analyses reveal that accuracy improved with longer 
SOAs (see Figure 22) and RTs were quickest at an audiovisual separation between 100 and 125 
ms (see Figure 23).  
 
   
Figure 22. Study 1B Main Effect of AV-SOA. These are the post-hoc results for accuracy 
performance across AV-SOAs. 
  
Figure 23. Study 1B Main Effect of AV-SOA. These are the post-hoc results for reaction time 
across AV-SOAs. 
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Unimodal SOA. The asynchrony between the inner-pair of unimodal signals (i.e., visual 
signals in flanking trials or auditory signals in interposing trials) affected both accuracy and RT 
performance at the p < .001 level. Post-hoc analyses reveal that accuracy (see Figure 24) and RT 
(see Figure 25) performance were best at longer unimodal SOAs.  This finding is expected 
because the TOJ task difficulty decreases with increasing separation between the target signals.  
 
Figure 24. Study 1B Main effect of Unimodal SOA. These are the post-hoc results for accuracy 
across Unimodal SOAs. 
 
Figure 25. Study 1B Main effect of Unimodal SOA. These are the post-hoc results for reaction 
time across Unimodal SOAs. 
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6.3.3 Instruction Manipulation Results: Study 1B compared with Study 1A 
 A MANOVA was run to compare studies 1A and 1B using Accuracy and LogRT as the 
independent factors with Instruction Emphasis (Spatial, Temporal) and Congruency as the 
dependent factors. This analysis revealed a significant main effect for Instruction Emphasis 
Wilks’ Λ = .999, F(2, 46282) = 9.082, p < .001; a significant main effect for Wilks’ Λ = .989, 
Congruency F(2, 46282) = 259.583, p < .001; and a significant interaction for Instruction 
Emphasis x Congruency Wilks’ Λ = .998,  F(2, 46282) = 38.025, p < .001 (see Appendix D).  
Instruction Emphasis x Congruency. Tests of between-subjects effects show that for 
Congruent trials, Study 1B accuracy performance was significantly higher (70%) than Study 1A 
performance accuracy (64%). For Incongruent trials however, Study 1B accuracy performance 
was significantly lower (55%) than Study 1A accuracy performance (58%). See Figure 26. There 
was no significant Instruction x Congruency interaction for RT performance. 
 
 Figure 26. Instruction by congruency interaction. Asterisk (*) marks significant differences at a 
level of p < .001.  
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6.3.4 Discussion: Study 1B 
Study 1B results upheld the main hypothesis by supporting that synesthetic 
correspondence does affect audiovisual perceptual binding. Congruency affected accuracy in the 
predicted direction with performance being higher when auditory signals synesthetically matched 
visual targets. Congruency did not affect RT performance, indicating that the accuracy 
performance enhancement in Congruent trials cannot be explained by a mere speed-accuracy 
tradeoff.  Performance tended to increase with increasing separation between audiovisual pairs. 
Reaction time was fastest at an audiovisual separation of 100 - 125 ms. This pattern of results 
supports the possibility that temporal ventriloquism, which has been reported to be maximally 
effective at an audiovisual separation of about 100 ms, is at play here. Performance also tended 
to increase with increasing Unimodal SOAs. This finding was expected as the TOJ task difficulty 
should decrease with increasing separation between the target signals.  
The interaction between Instruction Emphasis and Congruency demonstrates that slightly 
shifting the instructions from a more spatial emphasis (study 1A) to a more temporal emphasis 
(study 1B) moderated the effect of synesthetic correpsondence (see Figure 26). The RT results 
demonstrate that this performance pattern cannot be explained by a speed-accuracy tradeoff. 
Specifically, it is suggested here that, because there is a greater influence placed on the temporal 
demands in Study 1B, the auditory signal was more heavily weighted in the fused audiovisual 
percept than it was in Study 1A. The pattern of results revealed by the significant interaction 
between Instruction Emphasis and Congruency supports the idea that auditory capture was 
enhanced when temporal aspects of the main task were emphasized. In terms of the 
spatiotemporal continuum model first discussed in section 5.1.2, though TOJ tasks in both 
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studies 1A and 1B fall towards the temporal of the spectrum, the instruction emphasis in Study 
1B push this task closer to the temporal extreme (see Figure 27).  
 
Figure 27. Illustration of the Spatiotemporal Continuum model. Colavita Visual Dominance is 
presented as an example of a task that is heavily spatial and utilizes a heavier visual weighting. 
The McGurk Effect is an example of audiovisual fusion and falls in the middle of the range. 
While studies 1A and 1B fall near the temporal end of the spectrum, Study 1B falls closer to the 
temporal extreme. 
6.4 Study 2: Manipulating Synesthetic Dimensional Overlap 
Study 2 was a horizontal extension of the vertical findings from studies 1A and 1B. In 
addition to the pitch-vertical position mapping, there is also evidence supporting a pitch-lateral 
position mapping albeit the association is not as strong. The goal of this extension was two-fold: 
1) to examine and compare a mapping with less synesthetic dimensional overlap than the 
mapping considered thus far, and 2) to provide evidence that the pitch-vertical position mapping 
is not merely a linguistic association, but a truly perceptual phenomenon.  
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Some researchers have provided evidence to support that low pitches are associated with 
leftward space while high pitches are associated with rightward space (e.g., Mudd, 1963; 
Rusconi, Kwan, Giordano, Umilta, & Butterworth, 2006). In the literature, the lateral position 
mapping has proven to be less robust than the vertical position mapping. It is argued here that 
this weaker association is due to a lesser degree of dimensional overlap in the lateral than in the 
vertical case. Some researchers have suggested that the pitch-vertical position association is 
purely a linguistic one (i.e., ‘low’ and ‘high’ can be used to describe both the pitch of the 
auditory stimulus and the location of the visual stimulus) (e.g., Gallace & Spence, 2006). If a 
linguistic mechanism were solely responsible for pitch-position mappings, then significant 
findings would be expected in the vertical, but not the lateral case. Contrary to this, the aim of 
Study 2 was to find a significant pitch-lateral position mapping thus providing evidence for an 
underlying synesthetically driven perceptual mechanism. 
6.4.1 Method: Study 2  
Trials. Participants followed the procedure as outlined in section 6.1.1. As in studies 1A 
and 1B, there were 700 trials whose order was randomized. See Figure 13 for stimulus 
presentation order and timing.  Due to the significant and enhanced effect of auditory driving 
supported in Study 1B, the same, temporally emphasized instructions were used in Study 2. In 
fact, the procedure used for Study 2 did not differ from Study 1B with the only exception being 
that visual stimuli were presented 4.5º to the left and right of central fixation.  
Participants. Fifty-two people participated in Study 2 (M =30, F =22). Participants were 
recruited from the Georgia Tech undergraduate participant pool and ranged from 17-24 years old 
(mean = 19.7 years). Eighteen participants were excluded (M =  10, F = 8) in cases when the 
participant reported being left handed (3), being unable to detect both visual and both auditory 
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stimuli at equal intensity in the main task (6), or described the main task incorrectly in the post-
study survey (9).  
6.4.2 Results: Study 2 
Baseline PSS. The average baseline asynchrony required for Study 2 participants to 
perceive audiovisual fusion was 83.9 ms (SD = 28.9 ms). The average baseline SOA required for 
Study 2 participants to perceive visual fusion was 71.5 ms (SD = 10.1 ms).  
Main task. An initial inspection of RT performance data revealed a right-skewed 
distribution as is common for RT data. To correct for this, a log transformation was performed 
on RT data. The distribution of LogRT is a closer approximation of the normal curve (see Figure 
28). The transformed data was used for all further Study 2 analyses.  
 
Figure 28. A log transform was performed on Study 2 RT data in order to correct for an initial 
right skew of the RT distribution. 
A MANOVA was performed using Accuracy and LogRT as the independent factors with 
Congruency (Congruent, Incongruent), AV SOA (0, ±50, ±75, ±100, ±125, ±150, ±200 ms), and 
Unimodal SOA (0, ±20, ±35, ±50, ±65, ±80, ±95 ms) as the dependent factors. Significant main 
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effects were revealed for all dependent variables: Congruency Wilks’ Λ = .998, F(2, 22125) = 
26.306, p < .001; AV-SOA Wilks’ Λ = .986, F(12, 44252) = 26.306, p < .001, and Unimodal 
SOA Wilks’ Λ = .989,  F(10, 44252) = 23.887, p < .001 (see Appendix E).  
Congruency. Recall that in Study 2, trials were considered congruent when left flashes 
were paired with low-frequency sounds or when right flashes were paired with high-frequency 
sounds. Conversely, trials were considered incongruent when left flashes were paired with high-
frequency sounds or when right flashes were paired with low-frequency sounds. Tests of 
between-subjects effects reveal that synesthetic correspondence affected accuracy in the 
predicted direction. For Congruent trials, participant accuracy averaged 71.5% compared to 
68.1% accuracy for Incongruent trials F(1, 22210) = 34.081, p < .001. Synesthetic congruency 
did not affect RTs, suggesting there was no speed-accuracy tradeoff. 
AV-SOA. The asynchrony between auditory and visual signals (i.e., AV-SOA) affected 
both accuracy and RT performance at the p < .001 level. Post-hoc analyses reveal that accuracy 
improved with longer AV-SOAs and RTs were quickest at an audiovisual separation of 125 ms 
(see Table 1).  
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Unimodal SOA. The asynchrony between the inner-pair of unimodal signals (i.e., visual 
signals in flanking trials or auditory signals in interposing trials) affected both accuracy and RT 
performance at the p < .001 level. Post-hoc analyses reveal that accuracy and RT performance 
were best at longer unimodal SOAs (see Table 2).  This finding is expected as the TOJ task 
difficulty decreases with increasing separation between the target signals.  
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Table 2. Study 2 Unimodal SOA homogeneous subgroups for accuracy and RT performance. 
 
 Target orientation. In order to compare the horizontal-pitch association with the vertical-
pitch association, Study 2 was compared with Study 1B. Though congruency did affect accuracy 
performance at the p < .001 level in both cases, the effect size is larger in the vertical case (η2  = 
0.144) than the horizontal case (η2 = .047). This is considered a large effect size for Study 1B 
(i.e., η2 ≈  0.14) and a small effect size for Study 2 (i.e.,  η2 ≈ .01). Though synesthetic 
correspondence significantly affected performance in both the vertical and horizontal cases 
presented here, there was a larger effect size for the vertical case.  
6.4.3 Discussion: Study 2 
Despite that the lateral-pitch association has been shown to be less robust in the literature 
than the vertical-pitch association, the pattern of results for Study 2 were quite similar to those 
from studies 1A and 1B. Study 2 results upheld the main hypothesis by supporting that 
synesthetic correspondence affected audiovisual perceptual binding. Congruency affected 
accuracy in the predicted direction with performance being higher when auditory signals 
synesthetically matched visual targets. Synesthetic congruency did not affect RT performance, 
indicating that the accuracy performance enhancement in Congruent trials cannot be explained 
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by a mere speed-accuracy tradeoff.  Performance tended to increase with increasing separation 
between audiovisual pairs. Reaction time was fastest at an audiovisual separation of 125 ms. 
Again; this pattern of results supports the possibility that temporal ventriloquism is at play here. 
However, this possibility is not explicitly tested until Study 3. Performance also tended to 
increase with increasing Unimodal SOAs. This finding is expected because the TOJ task 
difficulty decreases with increasing separation between the target signals.  
 Though the visual degree of separation between the central fixation point and the visual 
targets remained constant between studies 1 and 2, attention allocation along the vertical versus 
horizontal meridian of the visual fields are not equal. (As would be expected, participant 
performance was generally higher in Study 2 than in 1A or 1B). For this reason, the main task in 
Study 1 is not perceptually comparable to the main task in Study 2. This was the resason the 
meta-analytic approach of comparing effect sizes was used to compare studies 1 and 2.  Study 2 
was specifically compared with Study 1B because they both utilize the more temporally 
emphasized instructions. The finding of a larger effect size for Study 1B (vertical case) than 
Study 2 (horizontal case) fits well with the literature given previous findings showing the lateral-
pitch association to be less robust than the vertical-pitch association. 
A comparatively smaller effect size aside, the significant main effect of Study 2 provides 
evidence against a ‘purely linguistic’ account of the broader position-pitch association. Further, it 
is possible that the linguistic argument is putting the cart before the horse altogether. Consider 
the influence that inherent synesthetic correspondences have had in the development of language 
(discussed in section 2.3.1) (Werner & Wapner, 1952).  Likely, it is no coincidence that many 
languages (e.g., English, Chinese, German, Spanish, etc.) classify pitch in terms of having a 
‘spatial’ relationship (Rusconi, et al., 2006). Pratt states, “the (tone) of greater frequency is called 
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higher, not because of any extraneous associations with altitude, but simply because it is 
perceived as occupying a higher position in phenomenological space” (1930, p. 283).  
6.6 Interim Discussion: Studies 1-2 
In each of the studies presented thus far, synesthetic correspondence significantly 
affected performance in the predicted direction. Accuracy for Congruent trials was significantly 
higher than for Incongruent trials in each case. Taken together, these results demonstrate that the 
presence of irrelevant, auditory stimuli affect participants’ temporal order judgments for visual 
target stimuli when the synesthetic congruency between audiovisual pairs is orthogonally varied. 
This suggests that perceived temporal occurrence and synesthetic congruency are integral (as 
opposed to separable) variables. While it is widely accepted that commonalities in space and 
time are amodal properties serving to bind signals together, these results suggest that synesthetic 
correspondence also acts as a significant binding property.  
Performance also tended to improve with increasing separation between the inner two 
stimuli presented. Given that the main task was a temporal order judgment task, it was 
anticipated that performance would improve with increasing separation of the target stimuli. This 
consistent pattern of results is taken as assurance that participants remained on-task and 
attempted to complete main task trials as instructed. Additional checks that the participant 
understood the instructions were included in the post-session survey, which specifically asked 
the participant to explain the main task and to describe the strategy he or she used during main 
task trials (see Appendix A). Recall that individuals who explained the main task incorrectly, or 
who described a strategy of relying on auditory signals, were excluded from analysis.  
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Performance was also significantly affected in each case by the separation between pairs 
of audiovisual signals (i.e., AV-SOA). The combined results show that performance tended to 
improve across the range of AV-SOAs included here up to a separation around 100-125 ms.  
A general alerting effect is one interpretation of this data. Though the auditory signals are task-
irrelevant, in cases where the first stimulus presented was auditory, it may have acted to cue 
participant attention. However, a general alerting effect interpretation does not explain this 
pattern of results for cases where the first stimulus presented was visual and it does not explain 
why performance tended to peak around an audiovisual separation of 100-125 ms. Interestingly, 
this range aligns with the reported audiovisual separation for the maximal temporal ventriloquist 
effect to occur (Vroomen & Keetels, 2011). It is suggested that the audiovisual pairs presented 
here are bound and treated as perceptual wholes. Study 3 was designed to explicitly test this 
possibility. 
6.5 Study 3: Investigating the Temporal Ventriloquist Effect 
Study 3 was designed to determine whether the temporal ventriloquist effect cited in the 
literature was being reproduced in the current set-up. This was accomplished by setting Visual 
SOAs to be equal across both Flanking and Interposing trials such that they could be directly 
compared. In order to accomplish this, the SOA values were adjusted. As in studies 1-2, 
participant performance was a dependent variable analyzed across the independent factors. It is 
expected that the pattern of results for Study 3 should resemble those from studies 1-2.                                                                                                                                   
Additionally, the psychometric function relating the physical stimulus to the psychological 
response is examined. Psychometric functions are often used to describe the relationship between 
stimulus intensity and participant detection. Here, the analogous relationship examined was 
between the separation of the visual signals (i.e., the Visual SOA) and the participant’s 
 90 
determination of temporal order. The psychometric function is illustrated by examining the 
proportion of responses where the participant indicated that the upper visual stimulus occurred 
first across the range of Visual SOA values. This proportion should approach a value of one with 
increasing positive Visual SOAs (i.e., where the upper signal actually occurs first) and approach 
a value of zero with decreasing negative Visual SOAs (i.e., where the lower signal occurs first). 
As such, the psychometric function was expected to approximate a sigmoid function (an S-
curve). The point where the response proportion equals .5 is the point of subjective simultaneity 
(PSS). Recall that the visual PSS is the temporal separation between the target visual signals 
where the participant is equally likely to indicate that one signal occurred first as the other. 
Because the performance results reported thus far have suggested that the auditory signals act to 
pull the visual signals into temporal register, it was expected that the PSS values would be larger 
for Flanking trials than for Interposing trials. This finding would indicate that temporal 
ventriloquism does occur in the current set-up. 
6.5.1 Method: Study 3 
Trials. Participants followed the procedure as outlined in section 6.1.1. Stimulus order 
and timing differed in Study 3 compared to studies 1 and 2. Study 2 was designed to directly 
compare Flanking with Interposing trials during data analyses (see Figure 29). In both Flanking 
and Interposing trials, the separation between visual stimuli (i.e., the visual SOA) was ±25, ±50, 
±100, ±150, ±200, ±250, or ±300ms (a negative SOA indicates the lower visual stimulus 
appeared first while a positive SOA indicates that the upper visual stimulus appeared first). In all 
trials, the audiovisual SOA was ±20, ±35, ±50, ±65, ±80, ±95, or ±125 (a negative SOA 
indicates an auditory-leading pair while a positive SOA indicates a visual-leading pair).  
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Figure 29. Stimulus timings for Study 3. 
Participants. Forty-one people participated in Study 3 (M = 19, F =22). Participants were 
recruited from the Georgia Tech undergraduate participant pool and ranged from 18-25 years old 
(mean = 19. 9 years). Eight participants were excluded (M = 3, F = 5) in cases when the 
participant reported being left handed (1), being unable to detect both visual and both auditory 
stimuli at equal intensity (4), or described the main task incorrectly in the post-study survey (3). 
6.5.2 Performance Results: Study 3 
Baseline PSS. The average baseline SOA required for Study 3 participants to perceive 
audiovisual fusion was 91.1 ms (SD = 18.2 ms). The average baseline SOA required for Study 3 





















 Main task. An initial inspection of RT performance data revealed a right-skewed 
distribution as is common for RT data. To correct for this, a log transformation was performed 
on RT data. The distribution of LogRT is a closer approximation of the normal curve (see Figure 
30). The transformed data was used for all further analyses.  
 
Figure 30. A log transform was performed on Study 3 RT data in order to correct for an initial 
right skew of the RT distribution. 
A MANOVA was performed using Accuracy and LogRT as the independent factors with 
Trial Type (Flanking, Interposing), Congruency (Congruent, Incongruent), AV-SOA (±20, ±35, 
±50, ±65, ±80, ±95, or ±125), and Visual SOA (±25, ±50, ±100, ±150, ±200, ±250, or ±300ms) 
as the dependent factors. Significant main effects were revealed for all dependent variables: Trial 
Type Wilks’ Λ = .998, F(2, 19903) = 18.902, p < .001; Congruency Wilks’ Λ =.997, F(2, 19903) 
= 30.433, p < .001; AV-SOA Wilks’ Λ = .998, F(14, 39808) = 3.467, p < .001; and Visual SOA 
Wilks’ Λ =.969  F(12, 39808) =51.891, p < .001. There were also two significant interactions: 
Trial Type x Visual SOA Wilks’ Λ = .998, F(10, 39808) = 3.601, p < .001 and Congruency x 
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Visual SOA Wilks’ Λ = .998, F(12, 39808) = 3.940, p < .001. Results from the tests of between-
subjects effects are reported below (see Appendix F).  
Congruency. As was the case in studies 1-2, synesthetic congruency affected accuracy in 
the predicted direction in Study 3. In Congruent trials, participant accuracy averaged 76.8% 
compared to 71.6% accuracy in Incongruent trials F(1, 19904) = 57.066, p < .001. There was 
also a significant difference in RT for Congruent (685 ms) versus Incongruent (699 ms) trials 
F(1, 19904) = 9.760, p = .002. 
AV-SOA. The asynchrony between auditory and visual signals (i.e., AV-SOA) did not 
significantly affect accuracy performance, however, tests of between-subjects effects do reveal a 
significant difference for RT performance across AV-SOA. Post-hoc analyses reveal that the 
shortest asynchrony (20 ms) resulted in significantly lower performance (71.2%) than the three 
longest asynchronies (95, 110, and 125 ms; 75.7%, 75.9, and 76.2%, respectively) at the p = .002 
level for each case. The AV-SOA affected RT performance F(7, 19904) = 4.932, p < .001 . 
Reaction times were significantly faster at an AV-SOA of 50 ms (738 ms) than at an AV-SOA of 
125ms (818 ms) (see Table 3). While there is no significant interaction of Trial Type x AV-SOA, 
the RT results for Flanking and Interposing trials across AV-SOA are presented in Figure 31. RT 
results for Flanking and Interposing trials across AV-SOA. 
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Table 3. Study 3 AV-SOA homogeneous subgroups. 
 
 
Figure 31. RT results for Flanking and Interposing trials across AV-SOA. 
 
Visual SOA. The asynchrony between the pair of visual target signals did affected 
accuracy and RT performance at the p < .001 level. Post-hoc analyses reveal that accuracy and 
RT performance were best at longer Visual SOAs (see Table 4).  
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Table 4. Study 3 Visual SOA homogenous subgroups. 
 
Trial type. Stimulus order did make a significant difference in performance in the 
predicted direction. In trials where auditory stimuli flanked the pair of visual targets, TOJ 
accuracy was 74.4% compared with 73.9% in trials where the auditory stimuli interposed the pair 
of visual targets F(1, 19904) = 36.455, p < .001. RT data showed the same pattern of improved 
performance for Flanking (678 ms) versus Interposing (706 ms) trials F(1, 19904) = 4.386, p = 
.036.  
Trial Type x Visual SOA. This interaction was driven by RT performance F(5, 19904) = 
6.871, p < .001 (see Figure 32). Reaction time was significantly faster in Flanking trials at Visual 
SOAs of 50, 100, 200, and 250ms, but significantly slower at a Visual SOA of 300ms.  
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Figure 32. Interaction between Trial Type and Visual SOA for RT performance. 
Congruency x Visual SOA. This interaction was driven by Accuracy performance F(6, 
19904) = 5.971, p < .001 (see Figure 33). Accuracy performance was significantly higher at 
Visual SOAs of 25, 50, 200, 250, and 300 ms.  
 
Figure 33. Interaction between Congruency and Visual SOA. 
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6.5.3 Psychometric Results: Study 3  
 In order to investigate whether the presence of the task-irrelevant auditory signals shifted 
the point of subjective simultaneity for the visual signals (Visual PSS), the proportion of 
responses indicating that the upper stimulus appeared first (“top first”) was calculated across all 
levels of Visual SOA. From these data, psychometric functions were calculated and compared 
across Trial Type. Psychometric functions were calculated using Palamedes, a downloadable 
collection of Matlab routines developed specifically for psychophysical data analysis (Prins & 
Kingdom, 2009). Cumulative Gaussian functions were fitted for for Flanking and Interposing 
trials, respectively (see Figure 34). The Visual PSS is calculated as the threshold of the 
psychometric function, or the asynchrony where 50% of “top first” responses were made (i.e., by 
taking the inverse of the Gaussian function at a value of 0.5). For Flanking trials, the Visual PSS 
was 19.06 ms compared with 52.79 ms for Interposing trials (see Figure 34). A comparison 
between the models by way of the likelihood ratio test indicates that there was a significant 
difference between the Flanking and Interposing psychometric functions p(χ2) < .001. 
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Figure 34. Psychometric functions fitted with cumulative Gaussian functions for Flanking and 
Interposing trials, respectively. The lower plots compare the parameter values for the fitted 
functions.  
6.5.4 Discussion: Study 3 
The results for Congruency and Visual SOA were similar for Study 3 to the results from 
studies 1-2. Here, synesthetic correspondence significantly affected both accuracy and RT 
performance in the predicted direction (i.e., performance improves when the auditory frequency 
was congruent with visual position). Once again and not surprisingly, Visual SOA results show 
increased performance with increasing separation between the two visual signals. Given that the 
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main task is a TOJ task, it is expected that performance should improve with increasing temporal 
separation of the target stimuli. This pattern of results is interpreted as assurance that participants 
remained on-task and attempted to complete main task trials as instructed.  
Though there were significant differences in Accuracy across AV-SOA in studies 1-2, it 
is not surprising that Accuracy remained constant across AV-SOA in Study 3 because the range 
of AV-SOAs is condensed and the intervals between AV-SOAs are much smaller compared to 
those used in studies 1-2. Also, the post-hoc results show a significant difference between the 
shortest and three longest AV-SOAs, which demonstrates a similar trend to the results from 
studies 1-2. The RT results are unexpected because they indicate that performance is 
significantly faster at an audiovisual separation of 50 ms versus 125 ms. Therefore, the pattern of 
results across AV-SOA may reflect a speed-accuracy tradeoff in this case. However, though 
there is no significant interaction of Trial Type x AV-SOA, splitting the results across trial type 
(see Figure 31) illustrates that the main effect of AV-SOA for RT is driven by quicker responses 
at an audiovisual separation of 50 ms for Flanking trials compared with slower responses at an 
audiovisual separation of 125 ms for Interposing trials. Given that performance for Interposing 
trials is expected to be worse than for Flanking trials, this specific pattern of results is not 
problematic with the overall findings for the current program of research.   
As previous investigations of temporal ventriloquism have found, performance for 
Flanking trials exceeded performance for Interposing trials in the current study. The 
interpretation is that the task-irrelevant auditory signals aided in the visual TOJ task by pulling 
the perceived temporal occurrence of the visual signals further apart during Flanking trials. 
Conversely, in Interposing trials, the irrelevant auditory signals acted to pull the perceived 
temporal occurrence of the visual signals closer together, thus making the visual TOJ task more 
 100 
difficult. The psychometric data support this interpretation by revealing a shorter Visual PSS for 
Flanking thank for Interposing trials. 
6.7 Study 4: A Meaningful Difference in Empirical Outcomes  
Study 4 was designed to demonstrate that failing to consider synesthetic correspondence 
as a potential confound is an oversight that makes a meaningful difference in empirical 
outcomes. This is an important point that has implications for 1) the interpretation of existing 
data, 2) the design of future studies, and 3) a more complete development of perceptual theory. 
For illustrative purposes, one study published by an influential researcher in the field of 
multimodal perception was selected for examination under the lens of the current dissertation.   
Study 4 replicates and extends a study conducted by Ho and Spence (2006). The original 
study aimed to investigate whether auditory direction cues influence the distribution of covert 
visual attention. Ho and Spence utilized an orthogonal variation of the standard cuing paradigm 
with non-predictive central cues indicating the direction of a subsequent, lateral target. 
Participants were asked to complete a ‘digit discrimination’ task by indicating whether a laterally 
presented visual target was either a ‘6’ or a ‘9’ without shifting gaze from central fixation (i.e., 
by shifting covert attention only). The researchers emphasize that the task was orthogonal 
because their direction cues were independent of the digit discrimination. The implication here is 
that the stimulus and response are separable variables (i.e., that the variation of one does not 
affect classification of the other). Contrary to this, it is suggested here that the lateral position is 
not separable from the variable of numeric magnitude, due to synesthetic correspondence 
between the two. Evidence has shown that individuals demonstrate a mental model where lower 
magnitudes correspond with the left region of space while higher magnitudes correspond with 
the right region of space. These numerical-spatial associations are expounded in investigations of 
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the ‘mental number line’ (e.g., Gut, Szunska, Wasilewska, & Jaskowski, 2012) and the ‘spatial 
numerical associations of response codes’ (SNARC) effect (Dehaene, Bossini, & Giraux, 1993). 
The former relates to the underlying mental representation and the latter to consequent response 
behaviors. Study 4 is designed to demonstrate that numerical-spatial associations act as 
confounds at both the cognitive and behavioral level in the widely utilized digit-discrimination 
task. 
6.7.1 Method: Study 4 
Participants. Twenty-two participants participated in Study 4 (M = 13, F = 11). 
Participants were recruited from the Georgia Tech undergraduate participant pool and ranged 
from 18-34 years old (mean = 20.5 years). Two participants’ data were excluded (M = 1, F = 1) 
from analysis because they reported being left-handed.  
Materials. Study 4 included two paper forms and a computerized task. The consent form 
was approved by the Georgia Institute of Technology Institutional Review Board under standard 
protocol (see Appendix G). Participans also completed a post-task survey, which was used to 
collect participant background information (e.g., age, handedness) and self-assessment of 
computer-task performance (see Appendix G). The computer task was built using the E-Prime 
2.0 application suite (Schneider, Eschman, & Zuccolotto, 2002) and was presented on a 22-inch 
Dell monitor.  
Design. Study 4 included four conditions: Digit (6 and 9), Masked Digit, Cross (x and +), 
and Masked Cross. The Digit conditions replicated the procedure employed by Ho and Spence. 
The Cross conditions were included as a control designed to demonstrate the performance bias 
arising from a numerical-spatial confound in the original study. Each trial began with the 
presentation of a central fixation point (0.76°) lasting for 760 ms followed by a 400 ms direction 
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cue. Visual direction cues were presented as the words, ‘LEFT’ or ‘RIGHT’ presented centrally. 
Visual cues (2.3°) and target symbols (1.15°) were presented in Times New Roman font at a font 
size of 48. The target symbols followed cue onset at an asynchrony of either 50, 100, 200, 400, 
or 600 ms located 142 mm to the left or right of the central fixation point. The visual masking 
stimulus consisted of a cosine grating directly overlaid on the target digit (see Figure 35). In all 
cases the direction cue was non-predictive, meaning cues validly indicated the subsequent target 
location in half of the trials. 
   
Figure 35. Study 4 Procedure for a) Digit trials, b) Cross trials, and c) Masked trials. Note that 
panel c happens to depict a Masked Digit trial, but Masked Cross trials followed the same 
stimulus order and timings. 
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 There were two dependent factors included in Study 4 that allowed for investigation of 
synesthetic correspondence. These were Response Mapping and Target Presentation. Ho and 
Spence asked their participants to either make a left key press to indicate that a 6 was detected 
and a right key press to indicate a 9 was detected or vice versa. In the current study, the former 
(L6-R9) is labeled as a congruent Response Mapping and the latter (L9-R6) is labeled as an 
incongruent Response Mapping. If synesthetic congruency affected behavioral outcomes in this 
experimental set-up, then it is expected that Response Mapping affected performance during 
Digit trials. Regardless of the assigned Response Mapping, synesthetic correspondence can 
seperately affect perception of targets. Target Presentation was labeled as congruent in Digit 
trials where a ‘6’ was presented on the left side of the screen or when a ‘9’ was presented on the 
right side of the screen (6L-9R). Target Presentation is labeled as incongruent in Digit trials 
where a ‘9’ was presented on the left side of the screen or when a ‘6’ was presented on the right 
side of the screen (9L-6R). If synesthetic congruency affected perceptual outcomes in this 
experimental set-up, then it is expected that Target Presentation affected performance during 
Digit trials. In Cross trials, Response Mapping (Lx-R+, L+,Rx) and Target Presentation (xL-+R, 
+L-xR) were also examined, but not labeled by congruency. This is because in Cross trials, it is 
expected that there would be no association between targets and position because there is no 
known synesthetic mapping between these dimensions. Four versions of Study 4 were created to 
ensure that the assigned Reesponse Mapping for both Digit and Cross trials were counter-
balanced and to ensure that the order of symbol presentation was counter-balanced (see Table 5).   
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Table 5. Four versions of Study 4 counter-balanced across Response Mapping and Symbol 
Order (Digit trials first versus Cross trials first).  
 
Procedure. Participants were seated in a sound attenuated room 21 inches in front of a 
22-inch Dell monitor. A chin-rest was used to ensure viewing distance was maintained 
throughout the computer task. Consent was obtained prior to beginning the computer task. 
Participants then began the computer task with a block of Unmasked trials (either Digits or 
Crosses, depending on the assigned study version, see Table 5). The block of Unmasked trials 
instructed the participant regarding which key to press to indicate which response (i.e., the 
assigned ‘Response Mapping’) and to focus on responding accurately. Each block began with ten 
practice trials followed by 125 experimental trials. Feedback was given as previously illustrated 
in Figure 35. At the end of each block, participants were encouraged to take a break if needed. 
The second block was always a set of Masked trials. Participants were reminded of their assigned 
Response Mapping and instructed to focus on responding quickly. The third and fourth blocks 
followed the same procedure, but presented whichever symbol was not already presented in the 
first two blocks along with its respective Response Mapping. After completing the computer 
task, participants were asked to complete the post-task survey. Finally, participants were 
debriefed and thanked for their participation. 
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6.7.2 Results and Discussion: Study 4 
 An initial inspection of RT performance data revealed a right-skewed distribution as is 
common for RT data. To correct for this, a square root transformation was performed on RT 
data. The distribution of LogRT is a closer approximation of the normal curve (see Figure 36). 
The transformed data was used for all further analyses. 
 
Figure 36. RT versus log transform of RT distributions. A log transform (panel b) was performed 
in order to correct an initial right skew (panel a). 
All trials. A MANOVA was performed using Accuracy and LogRT as the independent 
factors with Cue Validity (Valid, Invalid), Target Mask (Masked, Unmasked), Cue-Target SOA 
(50, 100, 200, 400, 600), Symbol (Digits, Crosses), and Symbol Order (Digit Trials First, Cross 
Trials First) as the dependent factors. Significant main effects were revealed for Target Mask, 
Cue-Target SOA, and Symbol Order. Significant interactions were revealed for and Cue-Target 
SOA x Target Mask and Symbol x Symbol Order. Target Mask Wilks’ Λ =.956, F(2,10483) = 
240.277, p < .001; Cue-Target SOA Wilks’ Λ = .969, F(8, 10483) = 41.122, p < .001; Symbol 
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Order Wilks’ Λ = .983, F(2,10483) = 93.034, p < .001; Symbol x  Symbol Order Wilks’ Λ = 
.987, F(2, 10483) = 70.533, p < .001; and Cue-Target SOA x Target Mask Wilks’ Λ = .938, F(8, 
20968) = 83.293, p < .001 (see Appendix H). 
Target Mask. Tests of between-subjects effects reveal that the main effect of Target Mask 
was significant for both Accuracy and RT performance. Accuracy was 87.8% for Unmasked 
trials versus 73.2% for Masked trials F(1, 10484) = 449.188, p < .001. RT was 651 ms for 
Unmasked trials and 624 ms for Masked trials F(1, 10484) = 20.396, p < .001. This speed-
accuracy tradeoff was expected and interpreted as assurance that participants followed the 
instructions, which emphasized accuracy for Unmasked trials and speed for Masked trials. 
Cue-target SOA. Test of between-subjects effects reveal that RT drove this significant 
main effect. The main effect of Cue-Target SOA shows a trend where RT increases as the 
separation between the cue and target increases F(4, 10484) = 80.960, p < .001. This initially 
seemed to counter the well-established alerting effect where reaction time decreases as Cue-
Target SOA increases. However, the significant interaction between Cue-Target SOA and Target 
Mask sheds some light on this initially puzzling finding. Unmasked trials did follow the expected 
pattern with decreasing RT values at increasing Cue-Target SOAs (see Figure 37). Masked trials, 
on the other hand, drove the overall opposite trend. This pattern might have been caused by an 
inhibition of return in masked trials where attention was inhibited from the target location during 
initial unmasked presentation, only to return after the onset of the visual mask. Post-hoc analyses 
reveal that for Unmasked trials, RT for a Cue-Target SOA of 50 ms is significantly slower than 
for every other Cue-Target SOA. For masked trials, results fall into three homogenous 






Figure 37. Interaction between Cue-Target SOA and Target Mask. Unmasked trials reveal the 
expected alerting effect while Masked trials do not. 
Symbol order. Overall, participants responded more quickly, but less accurately in 
versions of the study where Digit trials were presented prior to Cross trials (see Table 5). 
Accuracy for participants who completed Digit trials first was 77.84% compared to 83.18% 
accuracy for participants who completed Cross trials first: F(1, 10484) = 6.735, p = .009 (see 
Figure 38). Corresponding RTs are 511.15 ms and 702.76 ms, respectively: F(1, 10484) = 
175.359, p < .001. There appears to be a speed-accuracy tradeoff dependent on the order of 
condition presentation. However, there is also a significant interaction between Symbol and 
Symbol Order driven by RT performance: F(1, 10484) = 136.505, p < .001 (see Figure 39). In 
versions of the study where Digit trials were presented first, participants responded significantly 
faster to target crosses (598 ms) than to target digits (624 ms). Conversely, in versions of the 
 108 
study where Cross trials were presented first, participants responded significantly faster to target 
digits (662 ms) than to target crosses (743 ms). In addition to the speed-accuracy tradeoff 
revealed by the significant main effect of Symbol Order, the interaction between Symbol and 
Symbol Order demonstrates what appears to be a learning effect where participants responded 
more quickly (though no more accurately) to the second trial type presented (see Figure 39). 
 
Figure 38. Main Effect of Symbol. Participants responded more accurately in study versions 
when Cross trials were presented first than when Digit trials were presented first. 
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Figure 39. Interaction between Symbol and Symbol Order. Overall, RT was faster when Digit 
trials were presented first than when Cross trials were presented first (main effect of Symbol). 
However, there was also an interaction caused by a learning effect where participants became 
faster on the second trial type presented. 
Cross trials. A MANOVA was performed on Cross trials using Accuracy and LogRT as 
the independent factors with Response Mapping (Lx-R+, L+-Rx) and Target Presentation (xL-
+R, +L-xR), as the dependent factors. The analysis revealed no significant effects of either 
Response Mapping, Target Presentation, or any interaction between them. 
Digit trials. A MANOVA was performed on Digit trials using Accuracy and LogRT as 
the independent factors with Response Mapping (L6-R9 = Congruent, L9-R6 = Incongruent) and 
Target Presentation (6L-9R = Congruent, 9L-6R = Incongruent) as the dependent factors. 
Significant main effects were revealed for both dependent variables: Response Mapping F(2, 
5215) = 146.452, p < .001; and Target Presentation F(2, 5215) = 22.153, p < .001. There was 
also a significant interaction between the independent factors: Response Mapping x Target 
Presentation F(2, 5215) = 26.266, p = .034 (see Appendix I). 
The main effect of Response Mapping reveals that performance was significantly better 
when the digit response side mapping was congruent (left key response to indicate 6, right key 
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response to indicated 9) than when incongruent (right key response to indicate 9, left key 
response to indicate 6). When Response Mapping was congruent, accuracy was 82.1% and RT 
was 592 ms. When Response Mapping was incongruent, accuracy was 77.3% and RT was 686 
ms. This finding is consistent with literature reporting behavioral consequences of the SNARC 
effect. Namely, that lower magnitudes correspond with left-hand responses while higher 
magnitudes correspond with right-hand responses (Dehaene, et al., 1993).  
The main effect of Target Presentation reveals that performance was significantly better 
when the presentation side of the target was congruent  (6 presented on the left, 9 presented on 
the right) than when incongruent (9 presented on left, 6 presented on right). When Target 
Presentation was congruent, accuracy was 81.5% and RT was 627 ms. When Target Presentation 
was incongruent, accuracy was 77.5% and RT is 660 ms). This finding is consistent with 
literature on the MNL.  
There was also an interaction between Response Mapping and Target Presentation. The 
interaction reveals that the performance improvement from incongruent to congruent cases was 
emphasized when both Response Mapping and Target Presentation were congruent (see Figure 
40). 
 
Figure 40. Interaction between Response Mapping and Target Presentation congruency. 
Performance is most enhanced when both factors are congruent, respectively. 
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6.7.4 Implications: Study 4 
Study 4 demonstrated that the general lack of understanding that synesthetic 
correspondence serves as an amodal binding agent can lead to an incomplete design of empirical 
studies of multimodal perception. Though Study 4 highlights one study from one prominent 
researcher for illustrative purposes, this study is far from an isolated instance of failure to 
consider synesthetic correspondence in empirical design. The digit-discrimination task itself is a 
prototypical task for investigations of attention and it is one of many with the potential for 
synesthetically driven confounds. Such confounds have implications for 1) the interpretation of 




7. CONCLUDING REMARKS 
The program of research presented here supports the hypothesis that synesthetic 
correspondence is an amodal binding property that serves to bind audiovisual signals, even when 
one of those signals is task-irrelevant. The results also support that auditory and visual inputs are 
integrated by a flexible weighting mechanism that can be manipulated by changes in task 
demands. Here, a slight instruction shift from a more spatial to a more temporal emphasis 
resulted in a larger effect of auditory driving (i.e., a heavier weighting of auditory inputs). These 
results fit well with the proposed spatiotemporal continuum model. Because it is a somewhat 
abstract concept, the degree of dimensional overlap can be difficult to manipulate. However, this 
was accomplished in this program of research by comparing the stronger pitch-vertical 
association to the comparatively weaker pitch-lateral association. The results support that 
synesthetically driven binding was stronger when there was more dimensional overlap. Finally, 
the program of research demonstrates that synesthetic correspondence presents a confound that 
has affected multimodal perception research. In the following section, potential applications for 
these findings are discussed.  
Discoveries involving audiovisual integration such as those presented in the current 
program of research have implications for the design of multimodal interfaces. Modern 
interfaces have become more complex and are increasingly needed in dynamic environments. 
Operators may be faced with a vast array of displays and controls that must be monitored in 
order for critical information to be extracted and acted upon. Though traditionally such interfaces 
have been largely visual, there is great interest in incorporating more auditory components. 
Sounds can be used in stand-alone auditory displays, to augment visual displays, or dynamically 
depending on task-demands. There are instances when sound is the preferred display modality 
 113 
due to the superiority of audition for specific tasks. For example, in tasks which involve 
monitoring one or multiple streams of data with quickly changing temporal characteristics, 
auditory displays are likely more appropriate (Kramer, Walker, Bonebright, Cook, & Flowers, 
2010). Additionally, auditory stimuli are inherently more alerting (Posner, et al., 1976), and are 
therefore less likely to be missed. This combined with the fact that auditory displays do not 
require the operator to be oriented in a particular direction make them appropriate for monitoring 
and alarm applications, particularly when the eyes are already engaged in another task (Kramer, 
et al., 2010).  
Currently, applied research of auditory cue augmentation is being investigated across a 
number of settings from ground combat vehicles, to aircraft cockpits, to healthcare facilities. 
These may use traditional or more novel interfaces such as speech input, heads-up-displays, or 
multichannel communication systems. Multimodal displays can be used to deliver redundant 
information, which is particularly desirable in cases where the consequences of a miss far 
outweigh those of a false alarm. Oskarsson and colleagues (2012) provide evidence to suggest 
that redundant information leads to particularly higher performance in high-stress, time-critical, 
dynamic situations. A number of studies have demonstrated that the presence of an auditory cue 
at the location of a visual target significantly decreases the time required to locate that target. 
This is the known as the auditory spatial facilitation (ASF) of visual search. Vu, Strybel, & 
Proctor (2006) emphasize that at any given moment, there is a large amount of information 
falling outside of the central visual field in a number of modern displays. They demonstrated that 
the auditory cues do facilitate visual search times even when the cues are somewhat spatially 
displaced. Though both vertical and horizontal displacement was better than an uninformative 
central auditory cue, vertical displacement was more disruptive than horizontal displacement 
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when compared to a non-displaced auditory cue. Similarly, McIntire et al. (2010) compared 
spatially predictive auditory cues in both static and dynamic environments and found that these 
were most beneficial when displacement was along the horizontal plane.  
The performance benefits related to data redundancy and ASF occur because the operator 
perceives the auditory and visual inputs as valid co-occurrences. Broadly speaking, similar 
performance enhancement could be realized by way of synesthetically driven audiovisual 
binding. The specific pitch-position synesthetic correspondence investigated in the current 
program of research could be applied to the design of both spatially predicative and non-
predictive auditory displays. Spatially predictive auditory displays (i.e., displays utilizing 3D or 
spatialized audio) consistently yield the greatest performance enhancement. In this case, 
synesthetic correspondence could provide additional redundant information regarding where the 
operator should attend. Such redundancies have proven particularly beneficial in high workload 
situations (Oskarsson, et al., 2012). Unfortunately, 3D audio is not always feasible due to any of 
a number of constraints (e.g., financial, logistical). The performance cost of non-predictive 
auditory cues is exacerbated in when the operator is mobile, such as for head-mounted display 
wearers (Harrison, Thompson, & Sanderson, 2010). In cases where auditory cues are spatially 
displaced, synesthetic correspondence could be applied to compensate for shortcomings in 
facilitatory performance. For instance, vertically displaced auditory cues have been shown to be 
the less beneficial than horizontally displaced ones. Meanwhile, the pitch-vertical position 
mapping is shown to be a robust effect. Applying this synesthetic correspondence to the design 
of an auditory display with vertical displacement could enhance performance. The next phase of 
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Participant Materials for Studies 1-3 
Figure A1. Consent form for participants in studies 1-3.  
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Figure A2. Post-Session Survey for studies 1-3 
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APPENDIX B 
Study 1A Analysis Tables  
Figure B1. Study 1A MANOVA output. 
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Figure B2. Study 1A tests of between-subjects effects output. 
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APPENDIX C 
Study 1B Analysis Tables 
Figure C1. Study 1B MANOVA output. 
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Figure C2. Study 1B tests of between-subjects effects output. 
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APPENDIX D 
Instruction Manipulation Analysis Tables 
Figure D1. Study 1A compared with Study 1B (instruction manipulation) MANOVA output. 
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Figure D2. Study 1A compared with Study 1B (instruction manipulation) tests of between-




Study 2 Analysis Tables 




Figure E2. Study 2 tests of between-subjects effects output. 
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APPENDIX F 















Figure F2. Study 3 interactions MANOVA output  
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Participant Materials for Study 4 
 
Figure G1. Consent form for participants in Study 4.  
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Figure G2. Post-session survey for participants in Study 4.  
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APPENDIX H 
Study 4 Data Analysis Tables 
Figure H1. Study 4 MANOVA results for main effects. 
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Figure H2. Study 4 MANOVA results for two-way interactions. 
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Figure H4. Study 4 tests of between-subjects effects for main effects.  
 141 
 
Figure H5. Study 4 tests of between-subjects effects for two-way interactions.   
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Figure H6. Study 4 Test of between-subjects effects for three-way interactions.  
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APPENDIX I 
Study 4 Digit Trials Data Analysis Tables. 
 
Figure I1. Study 4 MANOVA output for Digit trials. 
 
Figure I2. Study 4 tests of between-subjects effects for Digit trials. 
