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1. Introduction and statement of main results
Let M be an orientable manifold of odd dimension 2n + 1. A CR structure on M is given by a complex n-dimensional
subbundle E of the complexiﬁed tangent bundle CTM satisfying E ∩ E = {0}. A CR manifold is such a manifold with an
integrable CR structure.
The geometry of CR manifolds, the abstract models of real hypersurfaces in complex manifolds, has recently attracted
much attention. This is in particular due to the fact that, in the strictly pseudoconvex case, there are many parallels with
Riemannian geometry. Indeed a CR manifold carries a natural Hermitian metric on its holomorphic tangent bundle – the
Levi form – which is, like a metric on a conformal manifold, determined only up to multiplication by a smooth function. The
multiple is ﬁxed by choosing a contact form (a real 1-form) annihilating the holomorphic tangent bundle. A CR manifold
together with a choice of a contact form is called a pseudo-Hermitian manifold.
The simplest scalar invariant for a pseudo-Hermitian manifold is the pseudo-Hermitian scalar curvature, which we denote
by Rθ , deﬁned independently by S. Webster [26] and N. Tanaka [25].
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be a smooth function. The prescribed Webster scalar curvature is to ﬁnd a choice of a contact form for which the pseudo-
Hermitian scalar curvature is given by H . If we set θ˜ = u2/nθ , where u is a smooth positive function on M , then the above
problem is equivalent to solve the following equation{
Lu = n2(n+1)Hu1+
2
n in M,
u > 0 in M,
(P)
where
Lu = θu + n
2(n+ 1)Rθu.
θ is the sub-Laplacian operator on (M, θ) and Rθ is the Webster scalar curvature of (M, θ).
Problem (P) is the analogue of the prescribed scalar curvature problem on Riemannian manifolds. While the scalar
curvature problem in the Riemannian framework was extensively studied (see for example the monograph [2] and the
references therein), only few results were established for problem (P) (see [12,13,16,23]). On the contrary, the Yamabe
problem on CR manifolds, that is when H is assumed to be constant, was widely studied by various authors (see among
others [15,19–21] and [17]).
The main diﬃculty one encounters in problem (P) appears when we consider it from a variational viewpoint. Indeed,
the Euler functional associated to (P) does not satisfy the Palais–Smale condition, that is, there exist noncompact sequences
along which the functional is bounded and its gradient goes to zero. Moreover, there are topological obstructions of Kazdan–
Warner condition type to solve (P), see [18]. Hence, it is not expectable to solve problem (P) for all functions H , and so it is
natural to ask: under which conditions on H has (P) have a positive solution? In [23], Malchiodi and Uguzzoni considered
the case where M = S2n+1 the unit sphere of Cn+1 and gave a perturbative result for problem (P), that is when H is assumed
to be a small perturbation of a constant (see also [13]). Their approach uses a perturbation method due to Ambrosetti
[1]. In [16], N. Gamara noticed, in analogy with the 4-dimensional Riemannian case, that there is a balance phenomenon
between the self interactions and the mutual interactions of the functions failing to satisfy Palais–Smale condition in the
3-dimensional CR case (see [8] and [10] for the Riemannian case). In [16] the case where M is locally conformally CR
equivalent to the sphere of C2 was considered (thus when n = 1), and a Euler–Hopf type criterion for H was provided to
ﬁnd solutions for (P). The existence results of N. Gamara have been generalized by the authors see [12], where multiplicity
results are also given.
In this paper we consider the prescribed Webster scalar curvature problem on strictly pseudoconvex CR manifolds which
are locally CR equivalent to the unit sphere S2n+1 of Cn+1. Our aim is to give new existence results through the use of
topological methods.
To state our results, we set the following notations. Let G(a, .) be the Green’s function of L on M and Aa the value of
the regular part of G at a. Throughout the whole of this paper, we assume that H has only nondegenerate critical points
y0, y1, . . . , yN such that
H(y0) H(y1) · · · H(yN) and
−θH(yi)
3H(yi)
− 2Ayi = 0 ∀i = 0,1, . . . ,N for n = 1, and θH(yi) = 0 ∀i = 0,1, . . . ,N for n 2.
For each yi , we denote by ind(H, yi), the Morse index of H at yi . Now, we introduce the following set
I+ =
{
yi ∈ {y0, . . . , yN }
/−θH(yi)
3H(yi)
− 2Ayi > 0 for n = 1, and −θH(yi) > 0 for n 2
}
. (1.1)
For s ∈ N∗ and for any s-tuple τs = (yi1 , . . . , yis ) ∈ (I+)s such that yip = yiq if p = q, we deﬁne a matrix M(τs) =
(Mpq)1p,qs , by
Mpp =
−θH(yip )
3H(yip )
2
− 2 Ayip
H(yip )
, Mpq = −
2G(yip , yiq )
(H(yip )H(yiq ))
1/2
for p = q,
and we denote by ρ(τs) the least eigenvalue of M(τs). It was ﬁrst pointed out by A. Bahri [5] (see also [8] and [10]), in
his studies on Yamabe type problems on Riemannian manifolds, that when the self interactions and the mutual interactions
between different bubbles are of the same size, the function similar to the above function ρ plays a fundamental role
in the existence of solutions to problems like (P). As it is observed in [16], such a phenomenon appears for problem (P)
when n = 1. In the ﬁrst part of this article, we revisit the three-dimensional CR case to provide more existence results.
Our approach goes along with the topological ideas and tools of the critical point at Inﬁnity of A. Bahri [5]. The main idea
is to compute the topological contribution of the critical points at inﬁnity between the level sets of the associated Euler
functional, and the main issue is, under which conditions on H , there is some difference of topology which is not due to
the critical points at inﬁnity, and can be only explained by the existence of solutions for (P).
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critical points of H are transverse).
(H0) Assume that Ws(yi) ∩ Wu(y j) = ∅ for each yi ∈ I+ and y j /∈ I+ , where Ws(yi) is the stable manifold of yi and
Wu(y j) is the unstable manifold of y j for Z .
For each 0 i  N we denote by
Xi =
⋃
0ki
yk∈I+
Ws(yk) (1.2)
where Ws(yi) is the stable manifold of yi and Wu(y j) is the unstable manifold of y j for Z .
(H1) Assume that for each yi = y j ∈ I+ , we have M(yi, y j) is nondegenerate and ρ(yi, y j) < 0.
We then have
Theorem 1.1. Under the assumption (H0) and (H1), if there exist an index I ∈ {0, . . . ,N} satisfying the following conditions:
(H2) XI is not contractible. We denote by mI the dimension of the ﬁrst nontrivial reduced homology group.
(H3) 1H(y j) >
1
H(y0)
+ 1H(yI ) for each j ∈ {I + 1, . . . ,N} and y j ∈ I+ .
Then problem (P) has a solution of Morse index mI .
In the case where the index I = N , we have the following interesting special case.
Corollary 1.2. Under the assumption (H0) and (H1), if
XN =
⋃
yk∈I+
Ws(yk) (1.3)
is not contractible then (P) has a solution.
Corollary 1.3. Under the assumption (H1), if∑
yi∈I+
(−1)3−ind(H,yi) = 1
then (P) has a solution.
In the second part of this work, we give some existence results of (P) in all dimensions n  1. For this purpose, we
introduce the following assumptions:
(A1) We assume that
H(y0) H(y1) · · · H(yh) > H(yh+1) · · · H(yN),
where I+ = {y0, y1, . . . , yh} and 0 h N .
(A′1) We assume that y j /∈ I+ for all j ∈ {h + 1, . . . ,N}. In addition, we assume that for every i ∈ {1, . . . ,h}, such that
yi /∈ I+ , we have
2n−m + 4 ind(H, yi) 2n− 1,
where, ind(H, yi) is the Morse index of H at yi and m is an integer deﬁned in the following assumption (A2).
(A2) We assume that there exists a pseudo-gradient Z for H of Morse–Smale type, such that the set X is not contractible,
where
X =
⋃
0ih
Ws(yi) (1.4)
and Ws(yi) is the stable manifold of yi for Z . We denote by m the dimension of the ﬁrst nontrivial reduced homology
group of X .
(A3) We assume that there exists a positive constant c¯ such that c¯ < H(yh) and such that X is deformable to a point in
Hc¯ = {x ∈ M/H(x) c¯}.
We then have.
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1+ c0 , then problem (P) has a solution.
Theorem 1.5. Assume that n  2. Then, there exists a positive constant c0 independent of H such that if H satisﬁes (A′1), (A2), (A3)
and H(y0)/c¯  1+ c0 , then problem (P) has a solution.
Remark 1.6.
(i) The assumption n 2 in Theorem 1.5 is needed in order to make (A′1) meaningful.
(ii) The assumption H(y0)/c¯  1+ c0 allows basically to perform a single-bubble analysis.
(iii) Observe that for H ∈ C2(M), there exists a constant εn > 0 such that{ |1− K | < εn,∑
y∈I+(−1)index(H,y) = −1.
To see other examples of a function H satisfying our assumptions, we refer the reader to [4].
Please notice that the above theorems are the CR-analogue of existence results due to Aubin and Bahri in the Riemannian
case, see please [3,4].
The remainder of the paper is organized as follows. In Section 2, we set up the variational structure and we recall some
known facts. In Section 3, we perform an expansion of the Euler functional near the sets of its potential critical points at
inﬁnity consisting of one single mass. Then, we prove a Morse lemma at inﬁnity, which allows us to reﬁne the expansion of
the functional in section four. While, Section 5 is devoted to proof our results. The proofs require some technical lemmas,
which, for the convenience of the reader, are established in Appendix A.
2. Variational structure and some known facts
In this section we recall the functional setting and the variational problem associated to (P). We will also recall some
useful previous results.
Problem (P) has a variational structure, the functional being
J (u) =
∫
M Luuθ ∧ dθn
(
∫
M Hu
2(n+1)
n θ ∧ dθn) nn+1
,
deﬁned on the unit sphere of S21 (M) equipped with the norm
‖u‖2 =
∫
M
Luuθ ∧ dθn, (2.1)
where S21 (M) is the Folland–Stein space (see [14] for the deﬁnition).
Problem (P) is equivalent to ﬁnding the critical points of J subjected to the constraint u ∈ Σ+ , where
Σ+ = {u ∈ Σ/u  0}, Σ = {u ∈ S21 (M)/‖u‖ = 1} (2.2)
The Palais–Smale condition fails to be satisﬁed for J on Σ+ . To characterize the sequences failing the Palais–Smale
condition, we need to ﬁx some notations and constructions.
Since M is compact and locally CR equivalent to S2n+1, any point a in M has a neighborhood Ua ⊃ B(a, r), r is inde-
pendent of a, where CR normal coordinates are deﬁned, and such that the contact form of M is conformal to the standard
contact form θ0 of the Heisenberg group Hn; that is there exists a positive function u˜a on B(a, r) such that θ0 = u˜
2
n
a θ
(u˜a smoothly dependent on a). Let ua(x) = wa(x)u˜a(x), where wa(x) = χ(|x|), χ is a cut-off function χ : R → [0,1] deﬁned
by
χ(t) = 1 if 0 t  r/2; χ(t) = 0 if t  r
and |x| = |exp−1a (x)|Hn , where, letting (z, t) = exp−1a (x), expa being the parabolic exponential map based at a, then
|(z, t)|Hn = (|z|4 + t2) 14 is the norm of the Heisenberg group Hn (one can see [19,20]).
Let λ be a large positive parameter. We introduce on B(a, r) the function
δ(a,λ)(x) = cnλn|1+ λ2
(|z|2 − it)|−n, (2.3)
and the constant cn is chosen such that the following equation is satisﬁed
Lθ0δ(a,λ) = δ1+2/n on B(a, r).(a,λ)
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δ′(a,λ)(x) =
{
uaδ(a,λ)(x) in B(a, r),
0 in B(a, r)c .
(2.4)
We deﬁne a family of “almost solutions” δ˜(a,λ) to be the unique solution of
Lδ˜(a,λ)(x) =
(
δ′(a,λ)(x)
)1+2/n
in M.
Now, for ε > 0 and p ∈ N∗ , let us deﬁne
V (p, ε) =
{
u ∈ Σ/∃a1, . . . ,ap ∈ M, ∃λ1, . . . , λp > 0, ∃α1, . . . ,αp > 0 s.t.
∥∥∥∥∥u −
p∑
i=1
αi δ˜(ai ,λi)
∥∥∥∥∥< ε,
∣∣∣∣α
2/n
i H(ai)
α
2/n
j H(a j)
− 1
∣∣∣∣< ε, εi j < ε, λi > ε−1
}
,
where ε−1i j = (λi/λ j + λ j/λi + λiλ jd(ai,a j)2)n , and d(x, y) = |exp−1x (y)|Hn if x and y are in a small ball of M of radius r,
and d(x, y) is equal to r2 otherwise.
The failure of Palais–Smale condition can be described, following the ideas introduced in [11,22,24], as follows:
Proposition 2.1. Assume that J has no critical point in Σ+ and let (uk) ∈ Σ+ be a sequence such that J (uk) is bounded and
D J ′(uk) → 0. Then, there exist an integer p ∈ N∗ , a sequence εk > 0 (εk → 0) and an extracted subsequence of uk, again denoted
(uk), such that uk ∈ V (p, εk).
If a function u belongs to V (p, ε), we consider the following minimization problem for u ∈ V (p, ε) with ε small
min
{∥∥∥∥∥u −
p∑
i=1
αi δ˜(ai ,λi)
∥∥∥∥∥, αi > 0, λi > 0, ai ∈ M
}
. (2.5)
We then have the following proposition which deﬁnes a parameterization of the set V (p, ε). It follows from correspond-
ing statements in [6,7].
Proposition 2.2. For any p ∈ N∗ , there is εp > 0 such that if ε < εp and u ∈ V (p, ε), the minimization problem (2.5) has a unique
solution (up to permutation). In particular, we can write u ∈ V (p, ε) as follows
u =
p∑
i=1
α¯i δ˜a¯i ,λ¯i + v,
where (α¯1, . . . , α¯p, a¯1, . . . , a¯p, λ¯1, . . . , λ¯p) is the solution of (2.5) and v ∈ S21 (M) such that
(V0) 〈v,ψ〉 = 0 for all ψ ∈
{
δ˜i,
∂δ˜i
∂λi
,
∂δ˜i
∂ai
, for i = 1, . . . , p
}
.
Here, 〈,〉 denotes the L-scalar product deﬁned on S21 (M) by
〈u, v〉 =
∫
M
θuvθ ∧ dθn + n
2(n + 1)
∫
M
Rθuvθ ∧ dθn =
∫
M
Luvθ ∧ dθn. (2.6)
We will also use the CR gradient ∇θ (or the subelliptic gradient) which can be deﬁned by∫
M
∇θu∇θ vθ ∧ dθn =
∫
M
θuvθ ∧ dθn. (2.7)
In the sequel, ∂ J designates the gradient of J with respect to the L-scalar product 〈,〉, that is ∀u, v ∈ S21 (M), we have〈∂ J (u), v〉 = J ′(u)v .
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In this section, we perform a useful expansion of the functional J near a single potential critical point at inﬁnity, that is,
when we are in a V (p, ε) with p = 1.
Proposition 3.1. Let n 2. There exists ε0 > 0 such that for any u = αδ˜(a,λ) + v in V (1, ε), ε  ε0 , v satisfying the condition
(V0) 〈v, δ˜1〉 = 〈v, ∂δ˜1/∂λ1〉 = 〈v, ∂δ˜1/∂a1〉 = 0,
we have
J (u) = S
n
n+1
n
H(a)
n
n+1
[
1− n
n+ 1
c¯
α2
n+1
n H(a)Snn
θH(a)
λ2
+ O
(
1
λ2
)
− f (v)+ Q (v) + O (‖v‖inf(3,2 (n+1)n ))]
where
Q (v) = ‖v‖
2
α2Snn
−
(
1+ 2
n
)
1
α2
n+1
n H(a)Snn
∫
M
H(αδ˜)
2
n .v2,
f (v) = 2
α2
n+1
n H(a)Snn
∫
M
H(αδ˜)(1+2/n)v.
Here, c¯ is a positive constant deﬁned in (A.9) in Appendix A, and Sn is the Sobolev constant given by the formulae
Snn =
∫
Hn
1
|1+ |z|2 − it|2n+2 θ0 ∧ dθ
n
0 .
Proof. Let
J (u) =
∫
M Luuθ ∧ dθn
(
∫
M Hu
2(n+1)
n θ ∧ dθn) nn+1
= N
D
where u = αδ˜(a,λ) + v .
In order to simplify the notations, we will write in the sequel δ˜ instead of δ˜a,λ . Since v satisﬁes (V0), we have
N = ‖u‖2 = α2‖δ˜‖2 + ‖v‖2.
Observe that, using (ii) of Lemma 4 in [16]
‖δ˜(a,λ)‖2 =
∫
M
Lδ˜(a,λ)δ˜(a,λ)θ ∧ dθn = Snn + O
(
1
λ2n
)
.
Thus,
N = α2Snn
[
1+ 1
α2Snn
‖v‖2 + O
(
1
λ2n
)]
. (3.1)
For the denominator, we write
D
n+1
n =
∫
M
H(αδ˜ + v)2 (n+1)n θ ∧ dθn =
∫
M
H(αδ˜)2
(n+1)
n + 2 (n + 1)
n
∫
M
H(αδ˜)1+2/n.v
+ 2(n+ 1) (n + 2)
n2
∫
M
H(αδ˜)
2
n .v2
+ O
(∫
M
(αδ˜)
2−n
n inf
[
(αδ˜),‖v‖]3 + ∫
M
|v|2 n+1n
)
.
It is easy to check that∫
(αδ˜)
2−n
n inf
[
(αδ˜),‖v‖]3 + ∫ |v|2 n+1n = O (‖v‖inf(3,2 n+1n )).M M
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M
H δ˜2
n+1
n = H(a)Snn + c¯
θH(a)
λ2
+ O
(
1
λ2
)
.
Thus,
D
n+1
n = α2 (n+1)n H(a)Snn
[
1+ c¯θH(a)
Snnα
2 (n+1)n H(a)λ2
+ 2(n + 1)
nSnnα
2 (n+1)n H(a)
∫
M
H(αδ˜)1+2/n.v
+ 2(n + 1)(n + 2)
n2Snnα
2 (n+1)n H(a)
∫
M
H(αδ˜)
2
n .v2 + O (‖v‖inf(3,2 n+1n ))+ O( 1
λ2
)]
. (3.2)
Combining (3.1) and (3.2), we easily derive our proposition. 
One of the basic phenomenon displayed by the above expansion is the behavior of the functional J with respect to v .
We will prove the existence of a unique v¯ which minimizes J (αδ˜(a,λ) + v) with respect to v ∈ Eε(a, λ), where
Eε(a, λ) =
{
v ∈ S21 (M)
/‖v‖ < ε and v satisﬁes (V0)}.
Notice that, (see [16]), for ε > 0 very small, there exists α0 > 0 such that, for all v ∈ Eε(a, λ)
Q (v) α0‖v‖2.
Proposition 3.2. There exists a C1 map that associates to each αδ˜(a,λ) ∈ V (1, ε), with small ε, v¯ = v¯(α,a, λ) such that v¯ is unique
and minimizes J (αδ˜(a,λ) + v) with respect to v ∈ Eε(a, λ). Moreover, we have the following estimate
‖v¯‖ c
( |∇θH(a)|
λ
+ 1
λ2
)
.
Proof. We expand ∂ J along a variation h in the v-space Eε(a, λ) (that is h is a variation with respect to v with ﬁxed
(α,a, λ)). Since Q is deﬁnite, positive, and lower bounded on Eε(a, λ), there exists a continuous self adjoint, positive and
invertible operator A such that Q (v) = 12 〈Av, v〉 on Eε(a, λ). Therefore, as in [16], we derive that there exists a unique v¯
which minimizes J (αδ˜(a,λ) + v), i.e. − f + Av¯ + o(‖v¯‖inf(3,1+2/n)) = 0. Setting then v¯ = A−1( f )+ o(1), we obtain
‖v¯‖ c∥∥A−1( f )∥∥ c‖ f ‖.
Thus, it is suﬃcient to estimate ‖ f ‖ where f is deﬁned in Proposition 3.1. We have
f (v) = 2
α2
n+1
n H(a)Snn
∫
M
H(αδ˜)1+2/nv.
Expanding H around a (see Lemma A.1) and using Hölder’s inequality, we obtain
∥∥ f (v)∥∥ c‖v‖( |∇θH(a)|
λ
+ 1
λ2
)
.
Thus, the estimate on ‖ f ‖ follows. 
Now, since v¯ is a minimizer, we have
−〈 f , v¯〉 + Q (v¯) + o(‖v¯‖inf(3,2 n+1n ))= 0.
Hence,
−〈 f , v〉 + Q (v)+ o(‖v‖inf(3,2 n+1n ))= Q (v − v¯) + o(‖v¯‖inf(3,2 n+1n )).
We then have,
Proposition 3.3. Let n 2. There exists ε0 > 0 such that for any u = αδ˜(a,λ) + v, where v ∈ Eε(a, λ) (ε  ε0), we have
J (u) = S
n
n+1
n
H(a)
n
n+1
(
1− n
n+ 1
c¯
α2
n+1
n H(a)Snn
θH(a)
λ2
+ Q (v − v¯) + O (‖v¯‖inf(3,2 n+1n ))+ O( 1
λ2
))
.
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The following Morse lemma at inﬁnity establishes in V (1, ε) a change of the variables (α,a, λ, v) into (α˜, a˜, λ˜, V )
(α˜ = α), where V is a variable completely independent of a˜ and λ˜, and such that J (αδ˜(a,λ) + v) behaves like J (αδ˜(a˜,λ˜)) +
‖V ‖2. Namely, we prove the following result.
Proposition 4.1. For ε > 0 small enough, there is a diffeomorphism ξ : V (1, ε) → V (1, ε′) for some ε′ > 0 with ξ(αδ˜(a,λ) + v¯) =
αδ˜(a˜,λ˜) , such that
J (αδ˜(a,λ) + v) = J (αδ˜(a˜,λ˜)) + ‖V ‖2,
where V is a variable independent of a˜ and λ˜, belonging to a neighborhood of zero in a ﬁxed Hilbert space, and orthogonal to
δ˜a˜,λ˜,
∂δ˜a˜,λ˜
∂λ˜
,
∂δ˜a˜,λ˜
∂a˜ .
The proof of Proposition 4.1 requires some technical results that will be established later on. We begin the proof of the
Morse lemma at inﬁnity by isolating the contribution of v − v¯ .
Lemma 4.2. For any α0δ˜(a0,λ0) ∈ V (1, ε), there is a neighborhood U of (α0,a0, λ0) such that,
J (αδ˜(a,λ) + v) = J
(
αδ˜(a,λ) + v¯(α,a, λ)
)+ 1
2
J ′′
(
α0δ˜(a0,λ0) + v¯(α0,a0, λ0)
)
V .V
for any αδ˜(a,λ) + v ∈ V (1, ε) with (α,a, λ) ∈ U , where V = V (α,a, λ, v) is a C1-diffeomorphism whose range is orthogonal to
{δ˜a′,λ′ , ∂δ˜a′,λ′∂λ′ ,
∂δ˜a′,λ′
∂a′ , (α
′,a′, λ′) ∈ U } and ‖V ‖ = O (‖v‖).
The proof is similar to the one given for the scalar curvature problem on closed manifolds (one can see [10] for the sake
of completeness).
We introduce now the following proposition.
Proposition 4.3. Let n  2. There exists a pseudo-gradient Z so that the following holds: there is a constant c > 0 independent of
u = αδ˜(a,λ) ∈ V (1, ε) such that,
1. 〈−∂ J (u), Z〉 c( |∇θ H(a)|
λ
+ 1
λ2
);
2. 〈−∂ J (u + v¯), Z + ∂ v¯
∂(α,a,λ) (Z)〉 c( |∇θ H(a)|λ + 1λ2 );
3. Z is bounded;
4. the only region where λ increases along the ﬂow lines of Z is the region where a is near a critical point y of H with,−θ H(y) > 0.
To prove Proposition 4.3, we need the following lemma,
Lemma 4.4. Let n 2. For ε > 0 small enough and u = αδ˜(a,λ) ∈ V (1, ε), the following expansions holds,〈
∂ J (u), λ
∂δ˜
∂λ
〉
= n
n+ 1 c¯ J (u)
2n+1
n α1+2/nθH(a)
λ2
+ O
(
1
λ2
)
,
〈
∂ J (u),
1
λ
∂δ˜
∂a
〉
= −c1c¯ J (u) 2n+1n α1+2/n |∇θH(a)|
λ
+ O
(
1
λ2
)
.
Proof. We have,〈
∂ J (u), λ
∂δ˜
∂λ
〉
= J (u)
[〈
αδ˜,λ
∂δ˜
∂λ
〉
− J (u) n+1n
∫
M
H(αδ˜)1+2/nλ ∂δ˜
∂λ
]
.
Using the estimates〈
δ˜, λ
∂δ˜
∂λ
〉
= o(1/λ2), ∫
M
H δ˜1+2/nλ ∂δ˜
∂λ
= − n
n + 1 c¯
θH(a)
λ2
+ O
(
1
λ2
)
we derive that,〈
∂ J (u), λ
∂δ˜
〉
= J (u)
[
J (u)
n+1
n
(
n
c¯
θH(a)
2
α1+2/n
)
+ O
(
1
2
)]
.∂λ n+ 1 λ λ
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∂ J (u),
1
λ
∂δ˜
∂a
〉
= J (u)
[〈
αδ˜,
1
λ
∂δ˜
∂a
〉
− J (u) n+1n
∫
M
H(αδ˜)1+2/n 1
λ
∂δ˜
∂a
]
.
Using the following estimates〈
δ˜,
1
λ
∂δ˜
∂a
〉
= o(1/λ2),
∫
M
H δ˜1+2/n 1
λ
∂δ˜
∂a
= c1c¯ |∇θH(a)|
λ
+ O
(
1
λ2
)
we derive that,〈
∂ J (u),
1
λ
∂δ˜
∂a
〉
= J (u)
[
− J (u) n+1n
(
c1c¯α
1+2/n |∇θH(a)|
λ
)
+ O
(
1
λ2
)]
.
The second expansion follows and the proof of Lemma 4.4 is thereby completed. 
We are now able to prove Proposition 4.3.
Proof of Proposition 4.3. Let ρ > 0 be such that, for any critical point y of H , if d(x, y) 2ρ then |θ H(x)| > c > 0. Three
cases then may occur.
Case 1. d(a, y) > ρ for any critical point y. In this case we have, |∇θ H(a)| > c > 0. Set
Z1 = 1
λ
∂δ˜
∂a
∇θH(a)
|∇θH(a)| .
From Lemma 4.4, we have
〈−∂ J (u), Z1〉 c |∇θH(a)|
λ
+ O
(
1
λ2
)
 c |∇θH(a)|
λ
+ c
λ2
.
Case 2. d(a, y) 2ρ where y is a critical point of H with −θ H(y) < 0. Set
Z2 = −λ ∂δ˜
∂λ
+mϕ(λ∣∣∇θH(a)∣∣)Z1
where, m is a small constant and ϕ is a C∞ function which satisﬁes ϕ(t) = 1 if t  2 and ϕ(t) = 0 if t  1. Using Lemma 4.4,
we derive that,
〈−∂ J (u), Z2〉 c
λ2
+ cm
( |∇θH(a)|
λ
+ O
(
1
λ2
))
 c |∇θH(a)|
λ
+ c
λ2
.
Case 3. d(a, y) 2ρ where y is a critical point of H with −θ H(y) > 0. Set
Z3 = λ ∂δ˜
∂λ
+mϕ(λ∣∣∇θH(a)∣∣)Z1.
We obtain the same equality as in Case 2.
Hence, Z will be built as a convex combination of Z1, Z2 and Z3. The proof of (1) is thereby completed. Claims (3)
and (4) can be derived from the deﬁnition of Z . The claim (2) can be obtained using the claim (1) and arguing as in [6]
and [10]. 
Now arguing as in [6] we have the following Morse lemma at inﬁnity.
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(a, λ) → (a˜, λ˜)
such that,
J
(
αδ˜(a,λ) + v¯(α,a, λ)
)= J (αδ˜(a˜,λ˜)),
with
(∗) 1
λ˜2
→ 0⇔ 1
λ2
→ 0;
(∗∗) d(a, a˜) → 0 as 1
λ
→ 0.
Proof of Proposition 4.1. The proof of Proposition 4.1 follows from Lemmas 4.2 and 4.5. 
Moreover, arguing as in [6] and [10], the expansion of J given by Proposition 4.1 can be improved when the concentra-
tion point is near a critical point y of H , with −θ H(y) > 0, leading to the following normal form.
Proposition 4.6. Let n 2. There is another change of variable
(a˜, λ˜) → (a¯, λ¯)
such that,
J (αδ˜(a˜,λ˜)) =
S
n
n+1
n
(H(a¯)
n
n+1 )
(
1− (c¯ − η)
λ¯2
θH(y)
)
,
where η is a small positive constant.
Next, we derive from the above results, the characterization of the critical points at inﬁnity in V (1, ε). We recall that
critical points at inﬁnity are orbits of the gradient ﬂow that remain in V (p, ε(s)), where ε(s) is some function which tends
to zero when the ﬂow parameter s tends to +∞ (see [5]).
Proposition 4.7. Let n 1. Assume that J does not have any critical point. Then, the only critical points at inﬁnity of J in V (1, ε) for
ε small enough, correspond to δ˜(y,∞) , where y is a critical point of H in I+ . (I+ is deﬁned in (1.1).)
Proof. The proof is completed for n = 1 see [16]. For n  2, using Propositions 4.3, we know that the only region where λ
increases along the pseudo-gradient Z deﬁned in Proposition 4.3, is the region where the concentration point a is near a
critical point y of H such that −θ H(y) > 0. Proposition 4.6 yields a splitting of the variables a and λ, thus it is easy to
see that if a = y, only λ can move. To decrease the functional J , we have to increase λ, thus we obtain a critical point at
inﬁnity only in this case and our result follows. 
5. Proofs of main results
Proof of Theorem 1.1. We argue by contradiction. We assume that J has no critical points in Vη(Σ+), where
Vη
(
Σ+
)= {u ∈ Σ/∥∥u−∥∥ η} (5.1)
where η is a small positive constant and u− = max(0,−u) denotes the negative part of u. Let
c∞(y0, yI ) = S
1
2
1
(
1
H(y0)
+ 1
H(yI )
) 1
2
.
We observe that under the assumption (H1) of Theorem 1.1, the ﬂow lines of the pseudo-gradient W deﬁned in Section 4
and Lemma 5.2 of [16] satisﬁes the Palais–Smale condition in V (p, ε) for p  2. Thus, the critical points at inﬁnity of our
variational problem are in V (1, ε).
Using Proposition 4.7 and the assumption (H3) of Theorem 1.1, it follows that the only critical points at inﬁnity of J
under the level cI = c∞(y0, yI ) + ε, for ε small enough, are δ˜(y j ,∞) , 0  j  I and y j ∈ I+ . The unstable manifolds at
inﬁnity of such critical points at inﬁnity, Wu(y j)∞ , can be described using the expansion given by Lemma 5.3 of [16], as
the product of Ws(y j) (for a pseudo-gradient of H) by [A,+∞[ domain of the variable λ, for some positive number A large
enough.
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XI∞ =
⋃
0 jI
y j∈I+
Wu(y j)
(see Sections 7 and 8 of [9]) which can be parameterized by XI × [A,+∞[ where XI is deﬁned by (1.2).
We now claim that XI∞ is contractible in JcI . Indeed, let a1, a2 ∈ M , α1, α2 > 0 and λ large enough. For u = α1δ˜(a1,λ) +
α2δ˜(a2,λ) , we have the following expansion
J
(
u
‖u‖
)
 S
1
2
1
(
1
H(a1)
+ 1
H(a2)
) 1
2 (
1+ o(1)). (5.2)
Let h : [0,1] × XI × [A,+∞[→ Σ+ deﬁned by
(t, x, λ) → tδ˜(y0,λ) + (1− t)δ˜(x,λ)‖tδ˜(y0,λ) + (1− t)δ˜(x,λ)‖
h is continuous and satisﬁes
h(0, x, λ) = δ˜(x,λ)‖δ˜(x,λ)‖
and h(1, x, λ) = δ˜(y0,λ)‖δ˜(y0,λ)‖
.
In addition, since H(x) H(yI ) for any x ∈ XI , it follows from (5.2) that J (h(t, x, λ)) < cI , for each (t, x, λ) ∈ [0,1] × XI ×
[A,+∞[. Thus, the contraction h is performed under the level cI . We derive that XI∞ is contractible in JcI , which retracts
by deformation on XI∞ , therefore XI∞ is contractible leading to the contractibility of XI , which is a contradiction with the
assumption (H2). Hence there exists a critical point of J in Vη(Σ+). Arguing as in [16], we prove that such critical point is
positive. Now, we are going to show that such a critical point has a Morse index mI .
Arguing by contradiction, we assume that the Morse index is mI − 1. Perturbing, if necessary J , we may assume that
all the critical points of J are nondegenerate and have their Morse index mI − 1. Such critical points do not change the
homological group in dimension mI of level sets of J .
Now, let c∞(yI ) = S
1
2
1 H(yI )
− 12 and let ε be a small positive real. Since XI∞ deﬁnes a homological class in dimension mI
which is trivial in JcI , but not trivial in Jc∞(yI )+ε , our result follows. 
Proof of Corollary 1.3. We recall that H has only nondegenerate critical points y0, y1, . . . , yN such that H(y0) H(y1)
· · · H(yN ). For i = N we have Xi =⋃y j∈I+ Ws(y j).
Let χ(Xi) be the Euler–Poincaré characteristic of Xi . We have χ(Xi) =∑y j∈I+ (−1)3−ind(H,yi) . Since χ(Xi) = 1, we derive
that Xi is not contractible. Hence, the result follow from Theorem 1.1. 
Proof of Theorem 1.4. Arguing by contradiction, we may assume that J has no critical points in Vη(Σ+).
Under the assumptions of Theorem 1.4 and according to Proposition 4.7, we see that the critical points at inﬁnity of J
under the level c1 = S
n
n+1
n
H(yh)
n
n+1
+ ε, for ε small enough, are in one-to-one correspondence with the critical points of H in
I+ , i.e. y0, . . . , yh . The unstable manifold of such critical points at inﬁnity, Wu(y0)∞, . . . ,Wu(yh)∞ can be described, using
Proposition 4.6 for n 2 and Lemma 5.3 of [16] for n = 1, as a product of Ws(y0), . . . ,Ws(yh) by [A,+∞[, domain of the
variable λ, for some positive number A large enough.
Since J has no critical points in Vη(Σ+), it follows that
Jc1 =
{
u ∈ Vη
(
Σ+
)/
J (u) < c1
}
retracts by deformation onto X∞ =⋃0 jh Wu(y j)∞ (see Sections 7 and 8 of [9]) which can be parameterized by X ×[A,+∞[ where X is deﬁned by (1.4).
Furthermore, we claim that X∞ is contractible in Jc2+ε , where c2 = S
n
n+1
n
(c¯)
n
n+1
and c¯ is given in assumption (A3) of the
theorem. Indeed, from the assumption (A3), it follows that there exists a continuous contraction h : [0,1] × X → Hc¯ , such
that for any a ∈ X , we have h(0,a) = a and h(1,a) = a0, a point of X . Such a contraction gives rise to the following
contraction,
h˜ : X∞ → Vη
(
Σ+
)
, [0,1] × X × [A,∞[ (t,a, λ) → δ˜(h(t,a),λ) + v¯.
For t = 0, we have δ˜(h(0,a),λ) + v¯ = δ˜(a,λ) + v¯ ∈ X∞ . Also, h˜ is continuous and h˜(1,a, λ) = δ˜(a0,λ) + v¯ , hence our claim follows.
H. Chtioui et al. / Differential Geometry and its Applications 28 (2010) 264–281 275From Proposition 4.6, we deduce that
J (δ˜(h(t,a),λ) + v¯) ∼ S
n
n+1
n
(H(h(t,a)))
n
n+1
(
1+ O (A−2)),
where H(h(t,a)) c¯ by construction. Therefore, such a contraction is performed below the level c2 +ε (for A large enough),
so X∞ is contractible in Jc2+ε . Furthermore, choosing c0 small enough, we see that there is no critical point at inﬁnity for
J between the levels c2 + ε and c1. Thus, J c2 + ε retracts by deformation onto Jc1 , which in turn retracts by deformation
onto X∞ . Therefore, X∞ is contractible leading to the contractibility of X , which is in contradiction with our assumption.
Therefore J has a critical point u0 in Vη(Σ+). Now, we claim that such critical point is a positive function, when η is
small enough. Otherwise, let u0 = u+0 − u−0 . Multiplying Eq. (P) by u−0 and integrating, we obtain∥∥u−0 ∥∥2  c∣∣u−0 ∣∣2 n+1n
L2
n+1
n (M)
 c′
∥∥u−0 ∥∥2 n+1n
(since H is bounded on M by a positive constant). Hence, either u−0 = 0 or ‖u−0 ‖ c′′ , where c′′ > 0 and this case cannot
occur since by the deﬁnition of the neighborhood of Σ+ , this norm is small. Therefore, u−0 = 0 and u0 > 0. This completes
the proof of Theorem 1.4. 
Proof of Theorem 1.5. Arguing by contradiction, we assume that J has no critical points in the set Vη(Σ+) (deﬁned in
(5.1)). Let {z1, . . . , zr} ⊂ {y1, . . . , yh} be the critical points of H with,
−θH(z j) 0, ∀1 j  r.
The idea of the proof of Theorem 1.5 is to perturb the function H in the C1 sense in some neighborhoods of z1, . . . , zr such
that the new function H˜ has the same critical points than H with the same Morse index but satisfying that −θ H˜(z j) > 0,
∀1 j  r.
The new set X˜ associated to H˜ , deﬁned in the assumption (A2), is also not contractible and its homology group in
dimension m is nontrivial.
Under the level c2 + ε, where c2 is deﬁned in the proof of Theorem 1.4. The functional J˜ may have other critical points,
however a careful choice of H˜ ensures that all these critical points have their Morse indexes less than m − 2, and so
they do not change the homology in dimension m. Therefore, the arguments used in the proof of Theorem 1.4, lead to a
contradiction. It follows that Theorem 1.5 will be as a consequence of the following proposition. 
Proposition 5.1. There exists a function H˜ close to H in the C1 sense such that H˜ has the same critical points than H with the same
Morse indexes and such that,
(i) −θ H˜(zi) > 0 for 1 j  r;
(ii) −θ H˜(yi) > 0 for i ∈ {0, . . . ,h}  {1, . . . , r};
(iii) −θ H˜(yi) < 0 for h + 1 j  s;
(iv) if J˜ has critical points under the level c2 + ε, then their Morse indices are less than m− 2, where m is deﬁned in assumption (A2);
(v) the new set X˜ associated to H˜ , deﬁned in analogy to assumption (A2), is not contractible and its homology group in dimension m
is nontrivial.
In order to prove Proposition 5.1, we need the following lemmas. Their proofs are given in Appendix A.
Lemma 5.2. Let P = P (z, λ) be the orthogonal projection from S21 (M) equipped with the scalar product deﬁned in (2.6) onto the
vector subspace generated by δ˜(z,λ) ,
∂δ˜(z,λ)
∂λ
and
∂δ˜(z,λ)
∂z . Then, we have the following estimates
(i) ‖ J ′(δ˜(z,λ))‖ = O ( 1λ );
(ii) ‖ ∂ P
∂z ‖ = O (λ);
(iii) ‖ ∂2 P
∂z2
‖ = O (λ2).
Lemma 5.3. Let z0 be a point of M close to a critical point of H, and let v¯ = v¯(α, z0, λ) ∈ Eε(z0, λ) deﬁned in Proposition 3.2. Then,
we have the following estimates
(i) ‖v¯‖ = o
(
1
λ
)
, (ii)
∥∥∥∥∂ v¯∂z
∥∥∥∥= o(1),
(iii)
∂2
∂z2
J˜ (δ˜(z,λ) + v¯) = ∂
2
∂z2
J˜ (δ˜(z,λ))+ o(1).
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neighborhood of z1, . . . , zr . Therefore, claims (ii) and (iii) follow from the assumption (A′1). Let u0 = δ˜(z0,λ) + v be a critical
point of J˜ . We notice that under the level c2 + ε and outside V (1, ε0), we have ‖∂ J‖ > c > 0. If H˜ is close to H in the C1
sense, then J˜ is close to J in the C1 sense and therefore ‖∂ J˜‖ > c/2 in this region. Since u0 is critical, it is optimal in all
directions, including the v-direction, thus we must have u0 = δ˜(z0,λ) + v¯ . Now, using Lemma 4.4, we derive that
0=
〈
∂ J˜ (u0),
1
λ
∂δ
∂z
〉
= −c |∇θ H˜(z0)|
λ
+ O
(
1
λ2
)
, (5.3)
where c is a positive constant. Thus, z0 has to be close to yi where i ∈ {0, . . . , }. Using again Lemma 4.4, we have
0=
〈
∂ J˜ (u0), λ
∂δ
∂λ
〉
= cθ H˜(z0)
λ2
+ O
(
1
λ2
)
. (5.4)
In the neighborhood of yi with i ∈ {k/−θ H(yk) > 0} ∪ { + 1, . . . , s}, we have H˜ ≡ H and therefore, θ H(yk) > c > 0 in
this neighborhood. Thus, (5.4) implies that z0 has to be near zi with 1  i  r, where zi ’s are the critical points among
y1, . . . , y with a nonnegative value of θ H .
In order to compute the Morse index of J˜ at u0, we need to compute ∂
2
∂z2
J˜ (δ˜(z,λ) + v¯)z=z0 . Using the third claim of
Lemma 5.3, it is suﬃcient to estimate ∂
2
∂z2
J˜ (δ˜(z,λ)). We have
J˜ (δ˜(z,λ)) = ‖δ˜(z,λ)‖
2
(
∫
M H˜(x)δ˜
2 n+1n
(z,λ) (x)θ ∧ dθn)
n
n+1
.
Standard estimates provided by Lemma A.1 in Appendix A below, yields
‖δ˜(z,λ)‖2 =
∫
M
Lδ˜(z,λ)δ˜(z,λ)θ ∧ dθn = Snn + O
(
1
λ2n
)
and ∫
M
H δ˜
2 n+1n
(z,λ) = H(z)Snn + c¯
θH(z)
λ2
+ O
(
1
λ2
)
.
We have therefore
J˜ (δ˜(z,λ)) = S
n
n+1
n
H˜(z)
n
n+1
(
1+ O
(
1
λ2
))
.
Then,
∂
∂z
J˜ (δ˜(z,λ)) = − n
n + 1 S
n
n+1
n
D H˜(z)
H˜(z)
2n+1
n+1
(
1+ O
(
1
λ2
))
and then
∂2
∂z2
J˜ (δ˜(z,λ)) = − n
n + 1
S
n
n+1
n
H˜(z)
2n+1
n+1
D2 H˜(z)
(
1+ O
(
1
λ2
))
+ O
( |DH˜(z)|2
H˜(z)
3n+2
n+1
)
.
Thus, if z0 is close to a critical point, the second term is o(1), and then we have, with c > 0:
∂2
∂z2
J˜ (δ˜(z0,λ)) = −cD2 H˜(z0)+ o(1).
Without loss of generality, we can assume that z0 is close to z1, and thus, that they are in the same CR normal coordinates
chart. We can also assume that D2H = D2H(z1)+o(1) in B(z1,ρ) and D2H(z1) is diagonal, where ρ is a small ﬁxed positive
constant. We notice that D2H(z1) possesses some negative eigenvalues in B(z1,ρ). Using the diagonal form of D2H(z1), we
can obtain a function H˜ , if we decrease the negative eigenvalues of D2H(z1) in B(z1,ρ), such that −θ H˜(z1) > 0 and that
H˜ has only z1 as a critical point in B(z1,ρ). Indeed let (zα, t) be pseudo-Hermitian normal coordinates for θ centered at
z0, 1 α  n. We write Zα := ∂∂zα + izα ∂∂t and Zα := ∂∂zα − izα ∂∂t in these coordinates, and we set L0 := 12 (Zα Zα + Zα Zα).
It holds then that
θ = L0 + Om,
where Om is homogeneous of arbitrary order m. See please [20].
H. Chtioui et al. / Differential Geometry and its Applications 28 (2010) 264–281 277Using the above construction, we will bring back the negative eigenvalues of D2H(z1) to their initial values on ∂B(z1,ρ).
The Morse index of H at z1 is greater than 2n −m+ 4.
Since ρ is ﬁxed, the Morse index of H at z0 is equal to the number of negative eigenvalues of D2 H˜(z0) which is the
same as that of D2 H˜(z1). Thus, the contribution of the variable z to the Morse index of J˜ is less than or equal to m − 3.
Taking into account the contribution of λ, we derive (i) and (vi).
On the other hand, the assumption (A′1) implies that,
(2n+ 1)− (m − 3) ind(H, z j) ind(H˜, z j) for 1 j  r.
Thus, for any pseudo-gradient of H˜ , the dimension of the stable manifolds of z j is less than m − 3. Note that, our pertur-
bation changes the pseudo-gradient Z to Z˜ , but only in some neighborhoods of z1, . . . , zr . Therefore, the stable manifolds
of yi , for i /∈ {1, . . . , r}, remains unchanged. Since the dimension of X is greater than m, and its homology group in dimen-
sion m is nontrivial, we derive that the homology group of X˜ in dimension m is also nontrivial. This completes the proof of
Proposition 5.1. 
Appendix A
In this section, we collect some technical results used in the proof of the theorems.
Proof of Lemma 5.2. The proof of (i) is easy, so we will omit it. In order to prove claim (ii), let
ϕ ∈
{
δ˜(z,λ), λ
∂δ˜(z,λ)
∂λ
,
1
λ
∂δ˜(z,λ)
∂z
}
.
Observe that Pϕ = ϕ , then
∂ P
∂z
(ϕ) = ∂ϕ
∂z
− P ∂ϕ
∂z
and so, ‖ ∂ P
∂z (ϕ)‖ = O (λ‖ϕ‖). Furthermore, for v ∈ Eε(z, λ), we have P v = 0, then
∂ P
∂z
(v) = −P ∂v
∂z
=
2n+3∑
i=1
aiϕi
where, ϕi = 1λ ∂δ˜(z,λ)∂zi for 1  i  2n + 1, ϕ2n+2 = δ˜(z,λ) , ϕ2n+3 = λ
∂δ˜(z,λ)
∂λ
, and zi are the coordinates of z in a suitable local
chart. But we have,
ai‖ϕi‖2 = −
〈
∂v
∂z
,ϕi
〉
=
〈
v,
∂ϕi
∂z
〉
= O (λ‖v‖).
Thus, the claim (ii) follows. In the same way, we can prove claim (iii) and thus the proof is competed. 
Proof of Lemma 5.3. The ﬁrst estimate follows directly from Proposition 3.2, so we need to prove claim (ii). Let v¯ =
v¯(α, z0, λ) ∈ Eε(z0, λ) be deﬁned in Proposition 3.2. Then, v¯ satisﬁes,
Av¯ = f + O (‖v‖1+2/n),
where A is the operator associated to the quadratic form Q deﬁned on Eε(z0, λ) (Q and f are deﬁned in Proposition 3.1).
Differentiating this equation, we obtain
∂ A
∂z
v¯ + A ∂ v¯
∂z
= ∂ f
∂z
+ O
(
‖v¯‖ 2n ∂ v¯
∂z
)
.
Then,
A
(
∂ v¯
∂z
− P ∂ v¯
∂z
)
= ∂ f
∂z
− ∂ A
∂z
v¯ − AP ∂ v¯
∂z
+ O
(
‖v‖ 2n ∂ v¯
∂z
)
.
Using the positivity of the quadratic form Q , we derive that∥∥∥∥∂ v¯∂z − P ∂ v¯∂z
∥∥∥∥ C
(∥∥∥∥∂ f∂z
∥∥∥∥−
∥∥∥∥∂ A∂z
∥∥∥∥‖v¯‖ −
∥∥∥∥P ∂ v¯∂z
∥∥∥∥+ ‖v‖ 2n
∥∥∥∥∂ v¯∂z
∥∥∥∥
)
.
In order to obtain claim (ii), we need to estimate the right-hand side of the last inequality. First, we have
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∂ f
∂z
, v
〉
= c
∫
H δ˜
2
n
(z0,λ)
∂δ˜
∂z
v
= c∣∣∇θH(z0)∣∣
∫
d(z0, z)δ˜
2
n
∂δ˜
∂z
v + O
(∫
d2(z0, z)δ˜
1+2/nλ|v|
)
 c‖v‖
(∣∣∇θH(z0)∣∣+ 1
λ
)
.
By the assumptions of the lemma, we have that z0 is close to a critical point of H , so we deduce that
∂ f
∂z = o(1). On the other
hand, observe that, ‖ ∂ A
∂z ‖ = O (λ). Using claim (i), we deduce that ‖ ∂ A∂z ‖‖v¯‖ = o(1). Also, using the fact that v¯ ∈ Eε(z0, λ),
we derive that〈
∂ v¯
∂z
, δ˜(z0,λ)
〉
= −
〈
v¯,
∂δ˜(z0,λ)
∂z
〉
= 0,
〈
∂ v¯
∂z
, λ
∂δ˜(z0,λ)
∂λ
〉
= −
〈
v¯,, λ
∂2δ˜(z0,λ)
∂z∂λ
〉
= O (λ‖v¯‖)= o(1),
〈
∂ v¯
∂z
,
1
λ
∂δ˜(z0,λ)
∂z
〉
= −
〈
v¯,
1
λ
∂2δ˜(z0,λ)
∂z2
〉
= o(1).
Collecting those estimates, we deduce that, ‖P ( ∂ v¯
∂z )‖ = o(1). Finally, using the inequality∥∥∥∥∂ v¯∂z
∥∥∥∥
∥∥∥∥∂ v¯∂z − P ∂ v¯∂z
∥∥∥∥+
∥∥∥∥P ∂ v¯∂z
∥∥∥∥,
the second claim follows. For the third claim, observe that
∂
∂z
J˜ (δ˜(z,λ) + v¯) = J˜ ′(δ˜(z,λ) + v¯) ∂
∂z
(δ˜(z,λ) + v¯) = J˜ ′(δ˜(z,λ) + v¯)P
(
∂
∂z
(δ˜(z,λ) + v¯)
)
and
∂2
∂z2
J˜ (δ˜(z,λ) + v¯) = J˜ ′′(δ˜(z,λ) + v¯) ∂
∂z
(δ˜(z,λ) + v¯)P
(
∂
∂z
(δ˜(z,λ) + v¯)
)
+ J˜ ′(δ˜(z,λ) + v¯) ∂
∂z
(
P (δ˜(z,λ) + v¯)
)
. (A.1)
For z = z0, we have J˜ ′(δ˜(z0,λ) + v¯) = 0. We estimate each term of (A.1). First, using the two ﬁrst claims of this lemma, we
deduce that
J˜ ′′(δ˜(z,λ) + v¯) ∂(v¯)
∂z
P
(
∂ v¯
∂z
)
= o(1).
Secondly, we compute
T = J˜ ′′(δ˜(z,λ) + v¯) ∂δ˜
∂z
P
(
∂ v¯
∂z
)
= c
[〈
∂δ˜
∂z
, P
(
∂ v¯
∂z
)〉
− n
n − 2 J˜ (u0)
n+1
n
∫
H˜(δ˜ + v¯) 2n ∂δ˜
∂z
P
(
∂ v¯
∂z
)]
.
According to Proposition 3.1, we have
J˜ (δ˜ + v¯) = S
n
n+1
n
H˜(z)
n
n+1
+ O
(‖v¯‖
λ
+ 1
λ2
)
.
Thus,
T = c
[〈
∂δ˜
∂z
, P
(
∂ v¯
∂z
)〉
o(1) − (1+ 2/n)S
n
n+1
n
∫
H˜
H˜(z)
(
δ˜
2
n + O (δ˜ 2n−2 |v¯| + |v¯| 2n χδ˜|v¯|))∂δ˜∂z P
(
∂ v¯
∂z
)]
= c(1+ 2/n)S
n
n+1
n
∫ (
1− H˜
H˜(z)
)
δ˜
2
n
∂δ˜
∂z
P
(
∂ v¯
∂z
)
+ O
(
λ‖v¯‖
∥∥∥∥∂ v¯∂z
∥∥∥∥+ λ‖v¯‖ n+1n
∥∥∥∥∂ v¯∂z
∥∥∥∥
)
+ o(1)
= o(1).
Then, (A.1) becomes
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∂z2
J˜ (δ˜(z,λ) + v¯) = J˜ ′′(δ˜(z,λ) + v¯) ∂δ˜
∂z
∂δ˜
∂z
+ J˜ ′′(δ˜(z,λ) + v¯) ∂ v¯
∂z
∂δ˜
∂z
+ o(1)
= J˜ ′′(δ˜(z,λ) + v¯) ∂δ˜
∂z
∂δ˜
∂z
+ J˜ ′′(δ˜(z,λ)) ∂ v¯
∂z
∂δ˜
∂z
+ o(1)
= J˜ ′′(δ˜(z,λ)) ∂δ˜
∂z
∂δ˜
∂z
+ J˜ (3)(δ˜(z,λ))v¯ ∂δ˜
∂z
∂δ˜
∂z
+ J˜ ′′(δ˜(z,λ)) ∂ v¯
∂z
∂δ˜
∂z
+ o(1)
and
∂2
∂z2
J˜ (δ˜(z,λ) + v¯) = J˜ ′′(δ˜(z,λ)) ∂δ˜
∂z
∂δ˜
∂z
+ ∂
∂z
(
J˜ ′′(δ˜(z,λ))v¯
∂δ˜
∂z
)
− J˜ ′′(δ˜(z,λ))v¯ ∂
2δ˜
∂z2
+ o(1). (A.2)
Since we have
0= J˜ ′(δ˜(z,λ) + v¯) ∂
2δ˜
∂z2
= J˜ ′(δ˜(z,λ)) ∂
2δ˜
∂z2
+ J˜ ′′(δ˜(z,λ))v¯ ∂
2δ˜
∂z2
+ o(1),
(A.2) becomes
∂2
∂z2
J˜ (δ˜(z,λ) + v¯) = J˜ ′′(δ˜(z,λ)) ∂δ˜
∂z
∂δ˜
∂z
+ ∂
∂z
(
J˜ ′′(δ˜(z,λ))v¯
∂δ˜
∂z
)
+ J˜ ′(δ˜(z,λ)) ∂
2δ˜
∂z2
+ o(1)
= ∂
2δ˜
∂z2
(
J˜ (δ˜)
)+ ∂
∂z
(
J˜ ′′(δ˜(z,λ))v¯
∂δ˜
∂z
)
+ o(1).
Observe that,
J˜ ′′(δ˜(z,λ))v¯
∂δ˜
∂z
= −c(1+ 2/n)S
n
n+1
n
∫ (
1− H˜
H˜(z)
)
δ˜
2
n
∂δ˜
∂z
.
Thus,
∂
∂z
(
J˜ ′′(δ˜(z,λ))v¯
∂δ˜
∂z
)
= −c(1+ 2/n)S
n
n+1
n
[∫ −H˜
H˜(z)
DH˜(z)δ˜
2
n v¯
∂δ˜
∂z
+
∫ (
H˜
H˜(z)
− 1
)
δ˜
2
n v¯
∂2δ˜
∂z2
+ 2
n
∫ (
H˜
H˜(z)
− 1
)
δ˜
2−n
n v¯
(
∂δ˜
∂z
)2
+
∫ (
H˜
H˜(z)
− 1
)
δ˜
2
n
∂ v¯
∂z
∂δ˜
∂z
]
= O
(
λ‖v¯‖ +
∥∥∥∥∂ v¯∂z
∥∥∥∥
)
= o(1).
Collecting all the estimates, we ﬁnally obtain,
∂2
∂z2
J˜ (δ˜(z,λ) + v¯) = ∂
2
∂z2
J˜ (δ˜(z,λ)) + o(1).
Our claim follows and the proof of Lemma 5.3 is thereby completed. 
Now we are going to prove the following technical lemma:
Lemma A.1. Assume n 2. Let a ∈ M and λ > 0 very large. There exists a constant c¯ > 0 such that∫
M
H δ˜
2+ 2n
(a,λ) = H(a)Snn + c¯
θH(a)
λ2
+ o
(
1
λ2
)
+ O
(
1
λ4
)
+ O
(
1
λ2n
)
+ O
(
1
λ2n+2
)
.
Proof. First, one have∫
H δ˜
2+ 2n
(a,λ) = H(a)
∫
δ˜
2+ 2n
(a,λ) +
∫ (
H(x) − H(a))δ˜2+ 2n(a,λ). (A.3)M M M
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M
(
H(x) − H(a))δ˜2+ 2n(a,λ) =
∫
B
(
H(x) − H(a))δ˜2+ 2n(a,λ) +
∫
C B
(
H(x) − H(a))δ˜2+ 2n(a,λ).
Using (iii) of Lemmas 4 and A.1 in [16], we get∫
C B
(
H(x) − H(a))δ˜2+ 2n(a,λ) = O
(
1
λ2n+2
)
. (A.4)
On the other hand, using Lemma 3 in [16], then (2.3)–(2.4), we derive that∫
B
(
H(x) − H(a))δ˜(a,λ)(x)2+ 2n θ ∧ dθn =
∫
B
(
H(x) − H(a))(δ′(a,λ)(x))2+ 2n θ ∧ dθn + O
(
1
λ2n
)
=
∫
B(0,ρ ′)
(
H(x) − H(a))δ(a,λ)(x)2+ 2n θ0 ∧ dθn0 + O
(
1
λ2n
)
where x = expa(z, t), B(0,ρ ′) = exp−1a B , δ(a,λ)(x) = λn|1 + λ2(|z|2 − it)|−n , and where (z, t) = (z(x), t(x)) are pseudo-
Hermitian normal coordinates centered at a, i.e. such that z(a) = 0, and t(a) = 0. Let us denote by {Z j, Z¯ j, T } the standard
CR structure of the Heisenberg group Hn , where Z j = ∂∂z j + i z¯ j ∂∂t , Z¯ j = ∂∂ z¯ j − iz j ∂∂t (1 j  n), and T = ∂∂t .
Buy virtue of Lemma 3.10 in [20], the Taylor expansion of the function H around a at the second order is:
H(x) = H(a)+ H(1)(x) + H(2)(x) + o
(
ρ2
)
where ρ = 4√|z|4 + t2, and H(1)(x), resp. H(2)(x), is the homogeneous part (in terms of the Heisenberg norm) of order 1,
resp. 2, of this expansion; more precisely:
H(1)(x) =
n∑
j=1
Z jH(a).z j + Z¯ j H(a).z¯ j
and
H(2)(x) = T H(a).t + 12
n∑
j,k=1
Z j Z¯kH(a)z j z¯k + Z¯ j ZkH(a)z¯ j zk + Z¯ j Z¯kH(a)z¯ j z¯k + Z j ZkH(a)z j zk.
From this we derive that:∫
B(0,ρ ′)
(
H(x) − H(a))δ2+ 2n(a,λ) =
∫
B(0,ρ ′)
(
H(1)(x) + H(2)(x) + o
(
ρ2
))
δ
2+ 2n
(a,λ). (A.5)
A straightforward reckoning, shows to us that most of the integrals vanish by oddness, so that (A.5) becomes:∫
B(0,ρ ′)
(
H(x) − H(a))δ2+ 2n(a,λ) = 12
∫
B(0,ρ ′)
n∑
j=1
(Z j Z¯ j + Z¯ j Z j)H(a)|z j|2δ2+
2
n
(a,λ) +
∫
B(0,ρ ′)
o
(
ρ2
)
δ
2+ 2n
(a,λ). (A.6)
Using the results of Theorem 3.1 and Lemma 3.5 in [20], we derive the existence of a choice of contact form θ ′ , such that,
in a pseudo-Hermitian normal coordinates chart centered at a, we have:
θ ′ = θ + O
(
ρm−2
)
for an arbitrary integer m 2. Notice that we have also in the same chart
θ ′ = 12
n∑
j=1
(Z j Z¯ j + Z¯ j Z j) + O
(
ρ2
)
.
Taking then m 4, we derive that
θ = 1
2
n∑
(Z j Z¯ j + Z¯ j Z j) + O
(
ρ2
)
.j=1
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B(0,ρ ′)
(
H(x) − H(a))δ2+ 2n(a,λ) =
∫
B(0,ρ ′)
(
θ + O
(
ρ2
))
H(a)|z j|2δ2+
2
n
(a,λ) +
∫
B(0,ρ ′)
o
(
ρ2
)
δ
2+ 2n
(a,λ). (A.7)
Using now the change of variable (z, t) → λ(z, t) = (λz, λ2t), Eq. (A.7) becomes:∫
B(0,ρ ′)
(
H(x) − H(a))δ2+ 2n(a,λ) = c¯θH(a)λ2 + o
(
1
λ2
)
+ O
(
1
λ4
)
+ O
(
1
λ2n+2
)
(A.8)
where
c¯ =
∫
Hn
|z j|2δ2+
2
n
(a,1) (A.9)
and where we used the following estimates:∫
C B(0,ρ ′)
|z j|2δ2+
2
n
(a,λ) = O
(
1
λ2n
)
,
∫
B(0,ρ ′)
o
(
ρ2
)
δ
2+ 2n
(a,λ) = o
(
1
λ2
)
,
∫
B(0,ρ ′)
O
(
ρ2
)
H(a)|z j|2δ2+
2
n
(a,λ) = O
(
1
λ4
)
.
From another side, using (iii) of Lemma 4 in [16], we have
H(a)
∫
M
δ˜
2+ 2n
(a,λ) = H(a)Snn + O
(
1
λ2n
)
. (A.10)
Collecting then our estimates in (A.4), (A.8), (A.10), and inserting in (A.3), Lemma A.1 follows. 
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