Acoustic Event Classification (AEC) poses difficult technical challenges as a result of the complexity in capturing and processing sound data. Of the various applicable approaches, Support Vector Machine (SVM) with Gaussian Mixture Model (GMM) supervectors has been proven to obtain better solutions for such problems. In this paper, based on the multiple kernel selection model, we introduce two non-linear kernels, which are derived from the linear kernels of GMM KullbackLeibler divergence (GMM KL) and GMM-UBM mean interval (GUMI). The proposed method improved the AEC model's accuracy from 85.58% to 90.94% within the domain of home AEC.
Introduction
According to A. Temko and C. Nadeu [1] , audio event recognition has attracted considerable attention from researchers due to potential applications in various fields. They state that audio event recognition consists of several essential problems such as AEC, speech recognition, music/speech identification, audio retrieval, etc. In the scope of this paper, we mainly focus on the AEC that classifies acoustic events and activities of indoor environments. In an attempt to solve problems inherent to such environments, many AEC system structures were developed as had been previously described [1] - [3] . Although several modifications have been applied, the core system structure contains two basic stages: feature extraction and application of machine learning techniques [1] . The common features used in an AEC system are Mel-Frequency Cepstral Coefficients (MFCC), Perceptual Linear Prediction (PLP), Zero Crossing Rate (ZCR), etc. which were detailed by A. Temko and C. Nadeu [1] . Also in their work, they attempted to incorporate several learning approaches, such as GMM, SVM, and the Hidden Markov Model (HMM).
Among the different machine learning methods [1] - [5] , the combination of SVM with GMM supervectors produced the most significant results [4] . Therefore, that is the main classification structure which is utilized in our AEC system. This combination was first proposed by W.M. Campbell et al. [5] . In this approach, the GMM KL kernel is applied on the basis of the approximation of the Kullback-Leibler measurement. However, the variances of [7] . They confirmed the performance of SVM-GMM supervector model in the home AEC domain with some kernels.
For SVM learning, high-dimensional feature mapping is adopted to deal with highly clustered data features. This results in a non-linear kernel-based SVM, which is a configuration widely implemented for pattern recognition problems [5] , [8] . In particular, as explained by S. Theodoridis and K. Koutroumbas [8] , the linear separability of data is an essential condition to guarantee the SVM classifier performance. They also pointed out that the features are more likely to be linear and separable when projected into a higher-or even an infinite-dimensional space. Then, a nonlinear kernel is utilized to represent the inner products of the mapped data points [8] . However, the GMM KL and the GUMI are both linear kernels, and they achieved the highest rate in our AEC system [7] . Therefore, we have great interest in merging the GMM KL and GUMI with other nonlinear kernels.
In this paper we introduce advanced kernels of nonlinear GMM KL and non-linear GUMI. Our proposed kernels are developed using the research of M. Gönen and E. Alpaydın [9] as a basis that provides a basic structure for adapting multiple kernels. The proposed kernels combine the benefits of the means, variances, and of the non-linear kernel property into extended kernels. The evaluation of the proposed method is processed by taking an approach that is similar to a conventional SVM-GMM supervector and database as used by T.D. Trinh et al. [7] .
GMM Supervector-Based SVM for Acoustic Event Classification
The overall structure of the AEC based on the SVM and GMM supervector mentioned by T.D. Trinh et al. [7] is described further in Fig traction methods [10] , [11] . Given a signal divided by a 25 ms overlapping Hamming window, the MFCC features are extracted, including the log sum power, delta, and delta-delta parameters. b) In the next stage we utilize the GMM-UBM method. All features are pooled to train the GMM-UBM model by utilizing an Expectation Maximization (EM) algorithm. c) After that, a GMM for each acoustic sample is derived by using a Maximum a Posterior (MAP) adaption with the UBM model. d) A mean supervector is derived from the GMM model by cascading all Gaussian components into a single vector. e) Finally, the SVM classifier is trained with different kernel functions.
To cope with the multiclass problem of the AEC, we adopt an SVM with a one-versus-the-rest technique, which treats the entire class as a single group and the remaining as another group. In addition, the kernel K is designed to be either linear or non-linear in order to improve the evaluation of the data. Various types of kernels have been developed to be compatible with SVM. However, we only adopt five representative implementations due to their efficiency and widespread usage, as described in prior literature [1] , [3] , [6] , [11] . In particular, the applied kernels are a linear kernel, a 3rd polynomial kernel, an RBF kernel with σ = 1, a GMM KL divergence kernel, and a GUMI kernel. The description of the GMM KL presented by W.M. Campbell [4] is
where
are the weight and variance of the i-th component in the UBM supervector and µ a i is the mean of the i-th component in the GMM supervector g a . The GUMI formula is described as follows [6] :
where Σ 
Non-linear GMM KL and GUMI Kernel

Multiple Kernel-Based SVM
A general framework for selecting multiple kernels was introduced by taking advantage of the kernel combination benefits [9] . Such a method was proven to have better performance than a single-kernel method. The definition of multiple kernels is given as:
where k η is the combinatorial kernel made from different components k i . And the kernel elements are combined using a function f η , which can be linear or non-linear. Also, M is the number of components. The subsets g 
The Proposed Kernels
With respect to a conventional approach, the linear GMM KL and GUMI kernels do not generally follow the concept of projecting to a higher-dimensional space. Therefore, in this research, we treat the GMM KL and GUMI as combined kernels that allow merging the non-linear factor and the GMM parameters. To clarify, we first observe the GMM KL from the perspective of a projection, as described by M. Ben et al. [12] . According to them, the mean vector is projected into parameter space corresponding to each GMM component. Then the summation operator is imposed to acquire the KL distance. Following this idea, we considered the KL kernel to be a linear combination of multiple linear kernels in parameter spaces in order to further enhance the model. This combination can be expressed by the correspondence between Eq. (1) and Eq. (4) as follows:
Eq. (5) implies that Eq. (1) is similar to Eq. (4) by replacing all GMM and UBM parameters. That is, the KL divergence kernel can be justified as a special case of the multiple kernel selection. Also, η i = 1 indicates that all components have a similar impact on the combined output. However, the SVM with a simple, linear kernel does not function well with the overlapping data. Therefore, the points in parameter space are projected into a higher dimension using a nonlinear kernel. In particular, k i is modified by adopting a 3rd order polynomial and RBF to result in
. Then the result of the non-linear GMM KL kernel will produce the following:
where k KLpol , k KLRBF indicate the KL divergence kernel with the 3rd order polynomial and RBF kernel, respectively. Figure 2 provides a visualization of our proposed approach. At first, the GMM components are projected onto the parameter spaces in a manner similar to that described by M. Ben et al. [12] . However, the origins are still maintained. In that study, M. Ben et al. extended the approximation of the Kullback-Leibler divergence presented by M.N. Do [13] by adapting the UBM model with a Euclidean distance for the GMM supervectors. Furthermore, they also explained that the extension can be observed as a projection of the GMM supervectors into parameter space.
To extend their work, we consider that the term of
. . , M is a projection of each Gaussian component into parameter space. For convenience, the GMM model in Fig. 2 only has two components and the mean vector is assumed to be in 2-D space. After that, we applied the second projection that maps the parameter space samples to higher dimensions using a non-linear kernel. This improves the linear separability of our data and allows the SVM to locate the hyperplane correctly. Then these kernel components are integrated using a linear combination. Fig. 2 Process of Mapping the GMM mean vectors to high-dimensional parameter space using a non-linear kernel.
A similar approach is undertaken for the non-linear GUMI that is normalized using the GMM supervectors with the UBM parameters. The outcomes of this approach are shown in Eq. (10) and Eq. (11) .
Experimental Results
A same data set and model as that mentioned by T.D. Trinh et al. [7] is used to evaluate the proposed kernels. Data collection was conducted in real world environments to ensure the realistic event sounds. In particular, 41 apartments were chosen to be representative of our target environments, and data was obtained with the Zoom H2n recording equipment.
The device was configured to sample signals at 16 kHz with 16 bit quantization. In this experiment, the sound pressure levels are estimated to be from 60 dB to about 90 dB, with background noise averaging about 47 dB. There are 36 groups consisting of 2,386 events. The recorded data is of about 337 MB in size. The samples are then grouped with respect to the activities being undertaken without regard for to their similarity with respect to tones. Some of the recordings, such as those that consisted of background noise or a drawer rolling sound, is even difficult to be identified by a human ear. Moreover, the intra-class variances of some of the groups are significantly high. For example, a cell phone ringer includes various types of sounds that can be either ringing tones or short soundtracks. While most groups have more than 20 samples, some groups only have a few samples, such as that of a baby cough that is only represented in five samples. The performance degradation of the method could occur as a result of the absence of training data. Therefore, the minority groups in our dataset were discarded to maintain database quality. Finally, the remaining data consisted of 2,739 audio events, distributed unequally into 22 clusters, as can be seen in Table 1.
The 80% data were randomly selected for training and the remaining 20% were used to verify the accuracy of our method. In particular, the training set contains 2,191 samples and the test set includes the 548 remaining samples. The data selection process was repeated three different times and the accuracy rates were averaged out to ensure stability. The width factor σ in RBF kernel was chosen to be equal to 1 in all of our experiments. Finally, the accurate rates for the different kernels with varying numbers are show in Table 2 , where the classification accuracy can be acquired by using Eq. (12). Accuracy rate = number of correctly classified samples total number of testing samples · 100% (12) The experimental results show that the proposed approach significantly improves the performance of the AEC using the SVM-GMM supervector. The classification rates were enhanced by about 5% for the 16 and 32 mixture models when the RBF kernel with GUMI or GMMKL was applied. The highest recognition rate was of about 90.94%, and it belonged to the GUMI with the RBF kernel at 32 mixtures. The integration of the GMM KL and GUMI with the nonlinear kernels was effective in boosting the performance of the system dramatically.
Conclusion
This study proposed the use of non-linear kernels based on the multiple kernel selection model. The proposed kernels are hybrids consisting of a combination of linear and nonlinear kernels. We combined the GMM KL and GUMI kernels with RBF and the polynomial kernels. The efficacy of the proposed kernels was evaluated in the domain of home AEC. In the future, more kernel combinations with varying weights will be examined to evaluate and improve the proposed approach.
