The hypre software library provides high performance preconditioners and solvers for the solution of large, sparse linear systems on massively parallel computers. One of its attractive features is the provision of conceptual interfaces. These interfaces give application users a more natural means for describing their linear systems, and provide access to methods such as geometric multigrid which require additional information beyond just the matrix. This chapter discusses the design of the conceptual interfaces in hypre and illustrates their use with various examples. We discuss the data structures and parallel implementation of these interfaces. A brief overview of the solvers and preconditioners available through the interfaces is also given.
Introduction
The increasing demands of computationally challenging applications and the advance of larger more powerful computers with more complicated architectures have necessitated the development of new solvers and preconditioners. Since the implementation of these methods is quite complex, the use of high performance libraries with the newest efficient solvers and preconditioners becomes more important for promulgating their use into applications with relative ease.
The hypre library [16, 22] has been designed with the primary goal of providing users with advanced scalable parallel preconditioners. Multigrid preconditioners are a major focus of the library. Issues of robustness, ease of use, flexibility and interoperability have also been important. It can be used both as a solver package and as a framework for algorithm development. Its object model is more general and flexible than most current generation solver libraries [10] . The hypre library also provides several of the most commonly used solvers, such as conjugate gradient for symmetric systems or GMRES for nonsymmetric systems to be used in conjunction with the preconditioners. The code is open source and available for download from the web [22] .
A unique and important design innovation in hypre is the notion of conceptual (linear system) interfaces. These interfaces make it possible to provide an array of powerful solvers that have largely not been available before in linear solver library form. By allowing users to access hypre in the way they naturally think about their problems, these interfaces ease the coding burden and provide extra application information required by certain solvers. For example, application developers that use structured grids typically think of their linear systems in terms of stencils and grids, so an interface that involves stencils and grids is more natural. Such an interface also makes it possible to supply solvers like geometric multigrid that take advantage of structure. In addition, the use of a particular conceptual interface does not preclude users from building more general sparse matrix structures (e.g., compressed sparse row) and using more traditional solvers (e.g., incomplete LU factorization) that do not use the additional application information. In fact, the construction of different underlying data structures is done internally by hypre and requires almost no changes to user code. The conceptual interfaces currently implemented include stencil-based structured and semi-structured interfaces, a finite-element based unstructured interface, and a traditional linear-algebra based interface.
The primary focus of this paper is on the design and implementation of the conceptual interfaces in hypre. The paper is organized as follows. The first two sections are of general interest. We begin in Section 8.2 with an introductory discussion of conceptual interfaces and point out the advantages of matching the linear solver interface with the natural concepts (grids, stencils, elements, etc.) used in the application code discretization. In Section 8.3, we discuss hypre's object model, which is built largely around the notion of an operator. Sections 8.4 through 8.7 discuss specific conceptual interfaces available in hypre and include various examples illustrating their use. These sections are intended to give application programmers an overview of each specific conceptual interface. We then discuss some implementation issues in Section 8.8. This section may be of interest to application programmers, or more likely, others interested in linear solver code development on large scale parallel computers. The next two sections are aimed at application programmers potentially interested in using hypre. Section 8.9 gives a brief overview of the solvers and preconditioners currently available in hypre, and Section 8.10 contains additional information on how to obtain and build the library. The paper concludes with some comments on future plans to enhance the library.
Conceptual Interfaces
Each application to be implemented lends itself to natural ways of thinking of the problem. If the application uses structured grids, a natural way of formulating it would be in terms of grids and stencils, whereas for an application that uses unstructured grids and finite elements it is more natural to access the preconditioners and solvers via elements and element stiffness matrices. Consequently, the provision of different conceptual views of the problem being solved (hypre's so-called conceptual interfaces) facilitates the use of the library.
Conceptual interfaces also decrease the coding burden for users. The most common interface used in linear solver libraries today is a linear-algebraic one. This
