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Abstract
The Ramsey number r(H; Kn) is the smallest integer N so that each graph on N vertices
that fails to contain H as a subgraph has independence number at least n. It is shown that
r(K2;m; Kn)6 (m − 1 + o(1))(n=log n)2 and r(C2m; Kn)6 c(n=log n)m=(m−1) for m xed and
n!1. Also r(K2; n; Kn)=(n3=log2 n) and r(C5; Kn)6 cn3=2=
p
log n. c© 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Let H be a graph without isolates. The Ramsey number r(H;Kn) is the smallest
integer N such that each graph on N vertices that fails to contain H as a subgraph has
independence number at least n. In this note, we give asymptotic bounds for r(C2m; Kn)
and some related Ramsey numbers.
In [3] Erd}os et al. proved that
r(Cm; Kn)6 c(m)n1+1=k where k = dm=2e − 1: (1)
[Here and elsewhere in this paper, c(m) stands for a positive number depending on m.
The appropriate c(m) depends on the application.] A general lower bound for r(Cm; Kn)
is given in [10]. We improve (1) for the case of even m. For m=4, our result is not
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new. Around 1980, the bound
r(C4; Kn)6 c

n
log n
2
;
was noted by Szemeredi and widely reported by Erd}os. However, the proof was never
published, and its details were subsequently forgotten.
2. Upper bounds for r(C2m; Kn) and related Ramsey numbers
In the theorem that follows, the function
fm(x)=
Z 1
0
(1− t)1=m dt
m+ (x − m)t ; x> 0;
plays a central role. Clearly fm(x) is a decreasing function. Since (1− t)1=m> (1− t)
for 06 t6 1, a simple calculation gives
fm(x)>
Z 1
0
(1− t) dt
m+ (x − m)t =
x log(x=m)− (x − m)
(x − m)2
>
log(x=m)− 1
x
; x>m:
[With x=m=1 + u, the last inequality is equivalent to (1 + 2u)log(1 + u)>u, which
holds for all u> 0 since log(1 + u)>u=(1 + u).] At the same time,
fm(x)<
Z 1
0
dt
m+ (x − m)t =
log(x=m)
x − m ; x>m:
Hence,
fm(x)= (1 + o(1))
log x
x
; (m xed; x !1):
The join of graphs K and H , denoted by K+H , is the graph obtained by starting with
vertex disjoint copies of K and H and adding uv to the edge set for every u2V (K) and
v2V (H). As usual, (G) denotes the independence number of G. The neighborhood
of u2V (G) is denoted by  (u), and for X V (G) the subgraph of G induced by X
is denoted by hX iG, or simply hX i if G is understood.
By an extension of Shearer’s method [11], two of the authors proved the following
result.
Theorem 1 (Li and Rousseau [8]). Let Tm be a tree with m edges. If G is (K1 +Tm)-
free and has order N and average degree d; then (G)>Nf2m−1( d). If Tm is a star
or path; f2m−1 can be replaced by fm.
In what follows, ex(N ;H) denotes the Turan number of the graph H ; this is the
maximum number of edges in a graph of order N that does not contain H .
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Theorem 2. Suppose H is a subgraph of K1 + T where T is a tree; and the Turan
number of H satises ex(N ;H)6 c1(H)N for some  satisfying 1<< 2. (Of ne-
cessity H is bipartite.) Then for an appropriate positive number c2(H);
r(H;Kn)6 c2(H)

n
log n
1=(2−)
for all suciently large n.
Proof. Let G be a graph of order N> c2(H)(n=log n)1=(2−), and suppose G does not
contain H as a subgraph. Then, G contains no K1+T and jE(G)j6ex(N ;H)6c1(H)N.
Hence, the average degree of G satises d6 2c1(H)N−1. Theorem 1 implies (G)>
Nf2m−1( d), where m is the number of edges of T . Since, f2m−1(x)= (1+o(1))(log x)=x,
we have
(G)>Nf2m−1(2c1(H)N−1)> (1 + o(1))N 2−
log(2c1(H)N−1)
2c1(H)
and an elementary calculation shows that (G)> n for all suciently large n, provided
c2(H) is appropriately chosen. It is easy to check that
c2(H)=

3(2− )c1(H)
− 1
1=(2−)
(2)
works.
Corollary 3. For m> 2 and n!1;
r(K2;m; Kn)6 (m− 1 + o(1))

n
log n
2
; (i)
r(C2m; Kn)6 (270m(m− 1))m=(m−1)

n
log n
m=(m−1)
: (ii)
In addition; for all n>m> 3;
r(K2;m; Kn)6m

n(1 + 1=log n)
log n− log log n
2
: (iii)
Proof. By a well-known observation that goes back to Kovari et al. [6], if G is a
K2;m-free graph of order N and average degree d then
N
 d
2

6 (m− 1)

N
2

: (3)
See [7, Problem 10:36]. This yields the bound
ex(N ;K2;m)6
N
4
(1 +
p
1 + 4(m− 1)(N − 1)):
It follows that a graph G of order N that contains no K2;m has average degree
d6 (
p
(m− 1) + o(1))N 1=2. With N =(m− 1 + o(1))(n=log n)2, a simple calculation
gives (G)>Nfm(d)> n. Hence, (i) holds.
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Note that C2mK1 + P2m−1 (where Pk denotes a path with k vertices). It is known
that ex(N ;C2m)6 90mN 1+1=m [1, pp. 158{161]. Using (2) to obtain the appropriate
constant, we nd (ii).
To obtain a bound on r(K2;m; Kn) that is valid for all n>m> 3, we rst note that
a K2;m-free graph G of order N>m has average degree d<
p
mN . For, if d>
p
mN
then
d( d− 1)>mN −
p
mN > (m− 1)(N − 1);
which violates (3). [With N=m= u, the last inequality is equivalent to u+1>
p
u+1=m,
which clearly holds for all u> 1 and m> 3.] Hence, it suces to determine N so that
N
log(
p
mN=m)− 1p
mN
> n:
With t=
p
N=m, the desired inequality takes the form t(log t − 1)> n. Set t= n=p.
Then the bound r(K2;m; Kn)6m(n=p)2 holds if (log n− logp−1)=p> 1; equivalently,
it holds if p is a lower bound to the root of the equation x + log x= log n − 1. By
concavity, such a lower bound is obtained by starting with x= log n, which is an
upper bound for this root, and executing one step of Newton’s method. Thus yields
(log n− log log n)=(1 + 1=log n) as a suitable choice for p and hence (iii).
Note 1. Using the Lovasz local lemma, one can show that if H has p> 3 vertices
and q> 2 edges, then [4]
r(H;Kn)>c

n
log n
(q−1)=(p−2)
: (4)
Thus, r(K2;m; Kn)>c(m)(n=log n)2−1=m, which shows that at least for moderately large
m the upper bound in Corollary 1 is not too far from the truth.
Corollary 4. For any c> 1;
n3
48 log2 n
6 r(K2; n; Kn)6
cn3
log2 n
for all suciently large n. Thus; r(K2; n; Kn)=(n3=log
2 n).
The lower bound is obtained by a simple application of the probability method;
see [9].
3. Odd cycles
Having improved the bound r(C2m; Kn)6 c(m)nm=(m−1) found in [3] by the result
of Corollary 1, it is natural to seek a corresponding improvement for r(C2m−1; Kn)6
c(m)nm=(m−1). For m=2, the truth is known. In [5] Kim established that r(C3; Kn)=
(n2=log n). The next result gives an improved upper bound for r(C5; Kn).
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Theorem 5. For all n> 2;
r(C5; Kn)6
2(3n)3=2p
log n
:
Note 2. No attempt has been made to determine the smallest provable constant factor.
The choice of 2  33=2 has been made to simplify the resulting calculation.
Proof. The proof is by induction on n. From the formula given in Theorem 1 of [3]
we nd that r(C5; Kn)6 (3n)3=2. It follows that the inequality to be proved holds for
all n satisfying
p
log n6 2. Hence, in what follows we may take n> de4e=55 and
assume that r(C5; Km)6 2(3m)3=2=
p
logm for all m satisfying 26m<n. Let
F(x)=
2(2x)3=2p
log x
; x> 2:
Suppose G is a C5-free graph of order N>F(n) and average degree d. We distinguish
two cases.
Case (i): d< 3
p
3n log n. Since G contains no K1 + P4, we have
(G)>Nf3( d)>Nf3(3
p
3n log n)
>
2(3n)3=2p
log n
1=2 log n+ log(
p
3 log n)− 1
3
p
3n log n
>n;
since log(
p
3 log n)> 1 for n> 55.
Case (ii): d> 3
p
3n log n. Suppose G contains no set of n-independent vertices.
Let u2V (G) satisfy deg u= j (u)j=d> 3p3n log n, and let d2 = j 2(u)j where
 2(u)= fw j dist(u; w)= 2g. Clearly h i contains no P4. Using the well-known fact that
r(P4; Kn)= 3(n−1)+1 [2], we see that d6 3(n−1) and h i has an independent set of
d=3 vertices. Also h 2i contains no P4. [If w1 and w2 are adjacent vertices in h 2i such
that w1 and u are commonly adjacent to v1 2 , and w2 and u are commonly adjacent
to v2 2  (v1 6= v2), then (u; v1; w1; w2; v2; u) is a C5 in G. Otherwise, w1; w2; w3; w4 on
a path in h 2i are all adjacent to a common vertex v2 , and (v; w1; w2; w3; w4; v) is
a C5 in G.] Hence, d26 3(n − 1). Deleting all vertices whose distance from u is at
most two, we obtain a graph H . Note that jV (G)j=1+ d+ d2 + jV (H)j. Since G has
no independent set of n vertices, H has no independent set of n− d=3 vertices, so by
induction jV (H)j<F(n− d=3). Since 1 + d+ d26 1 + 6(n− 1)< 6n, we have
F(n)6 jV (G)j< 6n+ jV (H)j< 6n+ F(n− d=3): (5)
We shall reach a contradiction by showing that F(n)− F(n− d=3)> 6n. By straight-
forward calculation,
F 0(x)= 3
p
3
r
x
log x

3− 1
log x

and
F 00(x)=
9
p
3
2
p
x log x

1− 4
3 log x
+
1
(log x)2

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from which it follows that F is increasing and convex. For xed n, the dierence
F(n)− F(n− d=3) increases as d does, so it suces to show that
F(n)− F(n−
p
3n log n)> 6n:
Since F 0 is increasing,
F(n)− F(n−
p
3n log n)>
p
3n log nF 0(n−
p
3n log n):
We can now nish the proof by means of a rather crude calculation. Simply note that
n> 55)
r
3 log n
n
6
r
3 log 55
55
<
1
2
;
so n−p3n log n>n=2>e3. Hence,
F(n)− F(n−
p
3n log n)>
p
3n log nF 0(n−
p
3n log n)
>
p
3n log n
3
p
3
p
n=2p
log n

3− 1
3

= 12
p
2 n> 6n;
completing the proof.
Asymptotic improvements of the bound r(C2m−1; Kn)6 c(m)nm=(m−1) for m> 4 are
yet to be found.
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