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Furthermore, let θ k = {µ k , Σ k }, and let Θ = {κ, M, V } be the parameters of the global T distribution. We specify the following hierarchical Bayesian model. π|β ∼ Dir(β), θ k |H ∼ N IW(H), z i |π ∼ cat(π), |u, v ∼ B(u, v) φ i | ∼ Ber(1 − )
Since p(φ i = 1) = 1 − , we can rewrite the last line of the model (2) as the following:
p(x i |z i = k, θ, Φ, Θ) = (1 − )N (x i |µ k , Σ k ) + T (x i |κ, M, V ).
The total joint probability is p(θ, Θ, X, Z, Φ) =p(X, Z, Φ|θ, π, )p( |u, v)p(θ|H)p(π|β)
N IW(H) · Dir(β) · B (u, v) .
Before we formally derive an EM algorithm for this model, we derive a few useful quantities. Let f (x|µ, Σ) denote the density of the multivariate normal with mean vector µ and covariance matrix Σ evaluated at x and further let g(x|κ, M, V ) denote the density of the multivariate T-distribution. We compute that
Likewise we see that,
Thus
and then substituting values leads to
We also see that
We can now formally derive the EM algorithm for this model. First, we compute the expected value of the log-posterior function with respect to the conditional distribution of the latent variable given the observations (under the current estimate of the parameters). For notational convenience we suppress the dependence on the parameters.
Q(θ|θ)
=E Z,Φ|X,θ [log p(θ; X, Z, Φ)]
We note that the equation splits up into a likelihood term Q plus the log prior D. The coefficient of the first term in the equation above has already been derived and the other term is given by:
where we used that φ i was a binary random variable. Thus we see that
where
Then again using that φ i is binary we can make the following simplifications.
Terms can now be maximised by considering terms independently because of linearity. Note that the equations ?? and ?? are computed with respect to the current estimated values of the parameters. For convenience set the following notation
The maximisation step requires finding argmax θ Q(θ|θ), this can be found for parameter separately for each linear term. To findˆ , we need only consider computing the maximisation step from equation (B) . First set 1 = 1 − and 2 = and add the log prior term to equation (B) . Thus, the required Lagrangian is
Solving this system leads to
To find the MAP estimate for π, we examine equation (A) and add the log prior. Furthermore we must maximise π under the constraint that K k=1 π k = 1. The Lagrangian for this constrained optimisation problem is the following,
The fixed point of this Lagrangian solves the required constrained optimisation problem and B(β) denotes the Beta function with parameter β.
Solving this pair of equations yields
To find the posterior mode of the remaining parameters requires some work. First we recall that the normal inverse-Wishart prior is proportional to:
The required equation we are interested in is (C).
Now to derive the M-step objective we remove the constant terms and add on the log prior. This leads to
This can be rewritten as
Now definex k = ( n i=i a ik x i )/a k and note the following algebraic rearrangements.
This allows us to rewrite equation 23 as
This can be written as:
where,
Thus the parameters of the posterior mode are:
To summarise the EM algorithm, we iterate between the two steps: E-Step: Given the current parameters compute the values given by equations (14), with formulas provided in equations (??) and (??).
M-Step: Compute
, and
as well asx
Compute the MAP estimates given by equations (28). These estimates are then used in the following iteration of the E-step. Iterate until |Q(θ|θ t ) − Q(θ|θ t−1 )| < δ for some pre-specified δ > 0.
S2 Derivation of collapsed Gibbs sampler for TAGM model
To derive the Gibbs sampler we write down all the conditional probabilities. Then, exploiting conjugacy, we can marginalise parameters in the model. Recall the total joint probability is the following:
Suppose we know the hidden latent component allocations z i and outlier allocations φ i . Then we could sample from the a required normal distribution. The conditional probability of the parameters given the allocations is given by:
The prior is conjugate and so the posterior belongs to the same parametric family as the prior, a NIW distribution, and so the parameters can be updated as follows:
where n k = |{x i |z i = k, φ i = 1}|. Now we write down the conditional of the component allocations
The first term in this equation is
To calculate the numerator we proceed by marginalising over π as follows
Hence, we arrive at the following probability:
The conditional for the second term of 32 is more tricky. First note the following conditional distributions
where we denote X k\i as the observations associated with class k, besides x i . Now, we first note that:
Thus, we find an equation for the numerator, using the fact that terms associated with φ i = 0 do not depend on k and thus can be absorbed into the normalising constant.
This is the marginal likelihood of the data. Thus the ratio in 37 is the posterior predictive which is given by the non-centred T-distribution with formula given by:
.
Thus, we can compute the following:
It remains to compute the conditional for the φ i . By first recalling that φ i is binary we see that
can be written as
First we need to compute a formula for p 0 (φ i |φ −i , u, v). First we see that
The numerator can be computed by marginalising over :
We denote 1(φ i = 1) = τ 1 and 1(φ i = 1) = τ 0 = 1 − τ 1 . Then it is easy to see that
Hence,
where n = τ 1 + τ 2 . In general,
Now we return to computing p(
Thus if we integrate over the parameters, we would have a ratio of marginal likelihoods giving the posterior predictive which is a non-centred T-distribution:
In the other case that φ = 0, we have that
Thus we can compute:
and sample from the required distribution. Thus, we can summarise the collapsed Gibbs sampler as follows:
1. Update the priors with the labelled data 2. For the unlabelled observations, in turn, compute the probability of assigning to each component 3. Sample a label according to this probability 4. Compute the probability of belonging to this class or the outlier component 8. Once all unlabelled observations have a been assigned, consider the observations sequentially, removing the statistics from the posteriors and then performing steps 2-7. We repeat this process for all unlabelled observations. 9. repeat 7-8 until convergence of the Markov-chain.
The computational bottleneck in the algorithm is computing the posterior updates for the parameters
We first note that
Thus we can derive a set of iterative updates to speed up computation when adding/removing statistics from clusters. More precisely, indicating updated posterior parameters by a prime, if we remove statistics of observation i from cluster k, we see that
Likewise if we add the statistics of observation i to cluster k, we see that
S3 Convergence diagnostics of EM algorithmFigure C: Gene Ontology over representation analysis on outlier proteins -that is proteins allocated with less than probability 0.95. We analyse the enrichment of terms in the cellular compartment, biological process, and molecular function ontologies. We display the top 10 significant results in the dotplots. 
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