Abstract: Background: The massive database of videos is growing day by day in this era. Analyzing such huge data is always a time-consuming process. The effective use of video content requires a user-friendly access to information. This leads to the evolution of the research area known as video summarization. The effective techniques of video summarization, the videos have let to analyze the content of large volumes of digital video sequences in various categories, such as surveillance, documentaries, movies, sports, lectures, and news. In video summarization, the automatic selection of necessary and informative section from videos using accurate algorithms is essential. The keyframe extraction in video summarization is intended to suffice comprehensive analysis of video by eliminating replications and extraction of keyframes from the video.
INTRODUCTION
Today digital video is an emerging force in various multimedia applications. A video is a successive movement of visual images. The rapid growth of the internet has increased the use of video. A video stream is composed of many frames at a frame rate of at least 25 frames per second (fps) that a human can't perceive any discontinuity in the video. The revolution has brought many researchers into new technologies that aim to improve the effective and efficient use of videos.The absolute volume of video data is an obstacle to many applications, and therefore, there is demand for a mechanism, that is used to gain perspective frames from the video without watching the entire video. underwater video, web browsing video, sports and news programme, indoor and outdoor videos [3, 4] , etc. Early approaches choose to select keyframes by random or uniform sampling of the video frames at predefined intervals [1] .
Traditional summarization method, as illustrated in Fig. (1), provides compact static video visualization [11] [12] [13] [14] [15] or concentrated video skims [16] [17] [18] [19] [20] .
In Fig. (2) , frames are present in the lower level. A frame is a still image and the next higher level frames are grouped into shots and a shot is a continuous camera recording. Then these shots are combined into scenes. Zeeshan Rasheed et al., [21] described that a scene is defined as a subdivision of a play, whether the setting is defined, or when it is presented continuously.
There are so many keyframe extraction techniques available. Amiri et al., [3] categorized keyframe extraction into shot based, segment based and motion-based methods. In shot based method, video is segmented into shots and keyframes are selected from each shot. A shot is nothing but a sequence of frames from a video [4, 22] . It has the group of frames, which have constant visual attributes like color, texture and motion. These low-level features are considered to extract keyframes. It is one of the easiest ways to extract keyframes, the main drawback of this method is that they do not scale up efficiently for long video.
In segment based method, based on different semantic levels, video segmentation often refers to two categories as temporal and object-based video segmentations. In temporal video segmentation, a video sequence is partitioned into a set of shots, and some keyframes are extracted to represent a shot. Object-based video segmentation extracts objects for content-based analysis and provide structured representation for many object-oriented video applications [23, 24] . In this method, the video segments are extracted from the frame clusters and keyframes that are closest to the centroid of each calculated cluster. In the hierarchical clustering, the chosen keyframes have been controlled by limiting the number of clusters [5] .
In motion based methods, keyframes are extracted based on the optical flow [25] , which compute the simple motion metric. Analyze the metric as a function of time to select keyframes at the local minima of motion [7] .
In this review article, the main contribution of this work consists of presenting an overview of keyframe extraction in section 2, and various keyframe extraction techniques are discussed in section 3. In section 4, performance evaluation methods for keyframe extraction are discussed and finally, section 5 presents concluding remarks.
OVERVIEW OF KEYFRAME EXTRACTION
In Fig. (3) , a video is given as input. The first step is to convert the video sequence into frames, then in the preprocessing step the video is enhanced by removing the noise, haze and low lighting enhancement are done. Next, a keyframe extraction technique is applied and the keyframes are obtained. In this article, keyframe extraction techniques like clustering-based methods, shot based methods, visual content-based methods, and graph modeling based methods are discussed. Fig. (4) explains the hierarchy of keyframe extraction techniques that are discussed in this review.
Keyframe Extraction Using Clustering
Clustering is a technique used to fragment the frames into clusters within a shot and from each candidate clusters a keyframe is selected. Clustering is the powerful mechanism used in various fields such as pattern recognition and information retrieval, etc.
In 1998 Zhuang et al., [9] first published keyframe extraction technique based on clustering. Here the keyframe selection is based on the number and size of the clusters. The similar visual frames are grouped into a cluster, where the visual content could be color, texture and shape. This method provides better efficiency, fast to compute and it is easy to implement on online processing. This approach was tested on two movies, namely action movie (movie 1) and a romantic movie (movie 2). The number of keyframes in the movie 1 is greater than movie 2. [8] .
Input Video
From the group of frames, a frame which is typically different from their immediate neighbor is selected as a keyframe. The visually similar frames are collected into one group using Fuzzy C-means clustering algorithm. After the formation of clustering, the frames that exhibit a change ratio, which is a measure of the content variation, greater than the average value of the cluster is treated as Keyframes. This method experimented in YouTube sport videos, soccer clips and open video dataset [26] . For analyzing the athletics pose during training of athletes a deep keyframe extraction method use Fully Convolution Networks (FCN) to extract foreground regions that contain athlete and barbell. From the selected foreground, Convolution Neural Networks (CNN) are applied to estimate the pose probability of each frame and extract the keyframes by the maximum probability of each pose [27, 28] .
Antonis.I.Ioannidis and his research group [29] worked on weighted multi-view clustering algorithm that applied to produce a single similarity matrix by combining two different image descriptors, that act as an input to a spectral clustering algorithm. For the similarity matrix, a single image descriptor does not contribute equally to the similarity matrix. The weight is associated with each view and learn these weights automatically by the weighted multi-view clustering algorithm. Again the researchers developed segmentation and cluster techniques engage in keyframe extraction for the large variation in the visual content of the video. Using single image descriptors (color, texture, etc.,) is not effective for keyframe extraction. To handle this problem, the weighted fusion of several descriptors is used that automatically estimates the weight of each descriptor. For the specific video shot, the weight reflects the relevance of each descriptor. Moreover, they are used to form a composite similarity matrix as the weighted sum of all the similarity matrices corresponds to the individual descriptors. This matrix is then used as input to a spectral clustering algorithm that partitions the shot frames into groups. At last the mediod frame of each group is selected as key-frame. This method is very effective to extract keyframes based on video shots regardless of the characteristics of the visual content of a video [30] . An Eratosthenes Sieve based key-frame extraction can work better for real-time applications. Eratosthenes Sieve is used to produce sets of all Prime number frames and nonprime number frames to total N frames of a video. K-means clustering procedure employs on these sites to extract the key-frames quickly. Davies-Bouldin Index (DBI) is employed to achieve an optimal set of clusters. DBI is a cluster validation technique which allows users with a free parameter to choose the desired number of key-frames without incurring additional computational costs [31] .
Jiaxin Wu et al., [32] used a technique by integrating the important properties of the video, the similar frames gather into clusters. In the first step, the redundancy of the video frame is reduced and produced candidate frames by using pre-sampling. BoW (MIAHC) . Firstly, the optimal keyframes are extracted by applying SS algorithm. Then, using content loss minimization and representativeness ranking, many candidate keyframes are selected and grouped into initial clusters.The improved MIAHC perform further processing to eliminate repeated frames and finally, the keyframes are generated. This work showed better result when compared with conventional methods [33] . The shots are detected from the video that having a correlation. Based on the similarity, the detected shots are clustered. This clustered shot is ranked and a portion of these shots are selected based on cluster ranking as a keyframe [34] .
Based on the equipartition problem two keyframe extraction methods are described. In the first case, Iso-content distance principle was used in the video where the keyframes are equidistant. Under Iso-Content Distortion principle, the frame clusters derived by keyframes are equal sized. According to the principles, the selected keyframes have different properties and have the same significance [35] .
Normalized cut algorithm engaged to globally and optimally partition a video into clusters. The perceptual quality of the shots and clusters is computed by the motion attention model based on human perception. Then the clusters with computed attention values form a temporal graph similar to 'Markov Chain' which describes the evolution and perceptual importance of the video clusters. This graph is used to group similar clusters into scenes while the appropriate sub shots in scenes [36] . In 2005, the same research team used the same methods that are described above, but at first, the entire video is represented by a complete undirected graph and then apply the same procedure which is described above. The resulting clusters form a directed temporal graph, then the shortest path algorithm is used to efficiently detect video scenes, and then compute the attention value and attach it to the scenes, shots, sub shots and clusters in a temporal graph. It describes the temporal importance of the video [37] .
Chamasemani et al proposed DbSva (Density-based Surveillance video abstraction) that integrate the advantages of both the global and local features of video contents by fusion and to employ the DENsity-based CLUstEring algorithm (DENCLUE) to significantly improve the quality of abstract videos. Utilizing fusion and the DENCLUE algorithm resulted in increased robustness of this approach to handle large-scale and noisy videos with no further tuning of the input parameters [38] .
Shot Based Keyframe Extraction
Shot boundary detection is one of the methods to identify the considerable changes in the content of the video. Video shot segmentation is a significant step in keyframe selection, video summarization, and video indexing for retrieval. The keyframe extraction is done by extracting a keyframe per shot. There are two types of shot boundaries, abrupt and gradual. It is also called hard cuts and soft cuts, respectively. Abrupt shot boundaries occur when the scene changes immediately between two frames, e.g., when the camera focuses changes from one person to another during a conversation. Gradual shot boundaries, on the other hand, involve gradual scene changes over several frames. Gradual shot boundaries often occur at the beginning or end of television shows, advertisements, and movies; the effects include fade in, fade out, and dissolve [39, 40] .
The Shot Reconstruction Degree (SRD) is used for keyframe extraction. Based on the degree of retaining motion dynamics of a video shot that examines the representativity of a keyframe set from a viewpoint of its capability to reconstruct the original video shot through frame interpolation. This keyframe selection shows good performance in terms of both fidelity and shot reconstruction degree [41] . From the video frame, the multivariant feature vectors are extracted and arranged in a feature matrix. Then the feature matrix is factorized by singular value decomposition and the significant singular vectors are computed using the sliding window approach. This sliding window approach is used to trace the rank of singular vector. By the rank of the singular vector, the shot boundaries are determined and keyframes are extracted. This work is used in real time videos to detect shot boundaries and to extract keyframes [42] .
The feature vector is used to identify cut and gradual transitions. It analyzed each video frame with its immediate left and right neighbor frames for shot detection. For each frame comparison, it considers color, edge, motion, and texture features of the left and right frames. This method is suitable to perform robust shot boundary detection [43] . Estimating a global motion on the video clip that specifies conversion of the scene or scaling of the scene; and labeling each segment forming a plurality of video segment in conformity with a predetermined series of camera motion classes; keyframe candidate are extracted from the labeled segments [44] .
Besiris et al., [45] explained that two steps are involved to extract keyframe. The first step is the construction of MST (Minimum Spanning Tree) graph where each node is associated with a single frame of the shot. The second step is to extract the keyframes based on the principle of their maximum speed. An adaptively defined threshold controls the number of selected keyframes.
Kin-Wai and his fellow workers [46] developed an optimal keyframe representation scheme based on global statistics for video shot retrieval. Every pixel in the optimal keyframe is constructed by considering the probability of occurrence of those pixels at the corresponding pixel position among the frames in a shot. This constructed keyframe is called Temporally Maximum Occurrence Frame (TMOF).
By considering the k-pixel values with the largest probabilities of occurrence and the highest peaks of the probability distribution of occurrence at each pixel position is used to improve the performance of the representation scheme. These schemes are called k-TMOF and k-pTMOF. The TMOF capture the most important visual contents of a shot.
The Generalized Gaussian Density (GGD) parameters of wavelet transform subbands along Kullback Leibler Distance (KLD) measurement are used to extract the keyframes. Here the GGD parameters are used to construct the frame feature vector and the KLD represents the distance between the GGD feature vector. At first, the KLDs between adjacent frames are used to determine the shot boundaries and segment shot into the cluster. Next, based on similarity and dissimilarity criteria, the keyframes are selected [47] .
The shots in the video are further divided into sub-shots. For each sub-shot entropy is calculated. Using the subspace projector, the reconstructed matrix of each frame in a shot is constructed. The sub-shot segmentation is processed according to the difference of singular value between frames and its reconstructed matrix, as well as differences of histogram feature between the frame and the mean value of its previous N frames. Finally, the largest cross-entropy of two adjacent frames obtained and a frame which has large image entropy is selected as a keyframe [48] .
The source video contains a plurality of source objects, calculating feature descriptions of some of the source objects. The source objects with similar features or combination of features are placed in clusters to obtain the relevance level of clustered source objects, then generating synopsis objects by sampling respected source objects [49] .
Visual Content Based Keyframe Extraction
Visual content-based keyframe extraction is divided into color based and motion-based keyframe extraction.
Color Based Keyframe Extraction
The keyframe is selected based on the color based features, texture based features and shape based features. Colorbased features include color histograms, color moments, color correlograms, a mixture of Gaussian models, etc., [50] . The color-based features depend on color spaces such as RGB, HSV, YCbCr and normalized r-g, YUV, and HVC. Texture-based features are object surface-owned intrinsic visual features that are independent of color or intensity and reflect homogeneous phenomena in images. Shape-based features that describe object shapes in the image can be extracted from object contours or regions. A common approach is to detect edges in images and then describe the distribution of the edges using a histogram [51] .
Frames are described as a set of local features. A unified framework compares the local features from the consecutive frames and constructs an auxiliary graph based on the locality of the features. Then the spectral clustering is applied to obtain tentative graph partition. Furthermore, the feature locality represented as a graph allows an independent representation of the sort of features used [52] . Zhonghua et al., [53] worked on spatial and temporal color distribution based video keyframe extraction. Firstly, the frame which considers the spatial and temporal distribution of the pixels is constructed throughout the video shot. The weighted distance between the color histogram of each frame is calculated in the shot. The frames, which are at the peaks of the distance curve are selected as keyframes.
The VSCAN keyframe selection approach is a modified DBSCAN (Density-Based Spatial Clustering of Applications with Noise) clustering algorithm. The color and texture features are used.
In Fig. (5) . the original video is pre-sampled and color features are extracted using the color histogram method and texture features are extracted using a two-dimensional Haar wavelet transform in the HSV color space. Next video frames are clustered by a modified DBSCAN clustering algorithm. After clustering, the keyframes are selected from the video clusters and arranged in the original order [54] .
The video sequence is segmented into sub shots based on detection of gradual and abrupt cuts. Again the long shots are divided into sub shots based on the camera motion and location. One representative keyframe is extracted per subshot. This work is compared with IBM Multimedia Analysis and Retrieval System (IMARS) which is based on visual differences. During the gradual transition, many keyframes selected by IMARS are shaky and blurred due to ignoring motion and visual attention features. But this approach considers the highest amount of visual attention and minimal motion intensity to extract the keyframes [55] . A novel video summarization approach called VIdeo Summarization using Color Co-Occurrence Matrices (VISCOM) is based on color co-occurrence matrices to describe the video frames and generate a synopsis with the most representative frames.
Experiments are conducted for three datasets, namely TRECVID, Video Segmentation (VidSeg), Open Video Project (OVP) and the results are reasonable coverage of the video content and still, some enhancement is needed to achieve good esults [56] .
Based on visual attention model, instead of traditional optical flow methods, a temporal gradient based dynamic visual saliency detection is used. The static and dynamic visual attention measures are fused by using a nonlinear weighted fusion method and it reduces the computational cost [57] . Spyrou et al., [58] explained that the keyframes are extracted from video shots based on their semantic content. The color and texture features are extracted from keyframe regions. A local region thesaurus is constructed for each frame by using a hierarchical clustering approach. The visual thesaurus was extracted locally from each shot.
Based on motion, color and texture features, the dynamic and static conspicuity maps are constructed. Suppression factor and motion priority schemes are introduced to conspicuity maps that are fused into a slinky map. It includes only true attention regions to produce attention curve. Finally, after time-constraint, cluster algorithm groups frames with similar content. The frames with maximum saliency value are selected as keyframes [59] .
A set of features is calculated for each video frame. The features include semantic features and frame-based features. Semantic features identify the likelihoods of semantic concepts of the frame. The video is divided into segments, where each frame is associated with at least one of the semantic features. Based on the semantic value, a score is generated for each subset of frames. Finally, the representative frame is selected based on the score value [60, 61] . The source video containing a plurality of source objects. Calculating feature descriptions of some of the source objects. The source object with similar features or combination of features is placed in clusters. Obtain the relevance level of clustered source objects, then generating synopsis objects by sampling respected source objects [22] .
The algorithm differentiates two consecutive frames of a video sequence, by determining the complexity of the sequence in terms of changes in the visual content that expressed by different frame descriptions. By detecting the curvature point within the curve of the cumulative frame differences, the keyframes are extracted as soon as the second high curvature point has been detected [56] .
Liping Ren et al., [63] analyzed the keyframe extraction which is based on image information entropy and edge matching rate. For every frame, the information entropy is calculated. Next, the edges of the candidate key are extracted by Prewitt operator. Finally, the edges of the adjacent frames are matched. If the edge matching rate is up to 50% means that keyframe is treated as a redundant keyframe and it should be discarded. The keyframes are extracted by measuring the difference between the neighboring video frames by using the Jensen-Shannon Divergence (JSD), Jensen-Renyi Divergence (JRD) and Jensen-Tsallis Divergence (JTD). Here the video is segmented into shots and further divided into sub shots and keyframes are selected. The visualization tool is used to highlight and remove the possible redundant keyframes. This approach is inexpensive and effective for keyframeextraction [64] . The distance between the neighboring frames is measured by relative entropy and its square root. The extreme Studentized deviate test is employed to identify shot boundaries to segment shots from a video sequence. The video content change is large which means the video shots are divided into sub-shots and keyframes are extracted from these sub-shots. In this approach, the redundancy is reduced [65] . Video bookmark framework is introduced to extract the keyframes where it analyzes the Luminosity. The mean luminosity of the boundary regions of the video frames is calculated and analyzed. It is more accurate than other available frameworks and less consumable regarding time [66] .
Motion Based Keyframe Extraction
Keyframes are selected based on the motion of the video. Motion-based approaches are mostly based on the temporal dynamics of the scene. Motion in the video is used to extract keyframes. This method basically uses the pixel-based image differences [67] or optical flow computation [68] . Wayne wolf [25] described the optical flow computations which are used to identify the local minima of motion in a shot. It is used to identify both gestures which are highlighted by momentary pauses and camera motion. The camera motion links several different images into a single shot. At first, the optical flow is computed for each frame and simple motion metric is also computed. Then the metric was analyzed as a function of time to select the keyframes at the minima of motion.
The motion sequence is clustered into two classes by the similarity distance of the adjacent frames so that the threshold for the next step can be determined adaptively. ISODA-TA, a dynamic clustering algorithm is used to cluster all frames. Then the frame nearer to the center of each class is automatically selected as a keyframe without any special parameters. It is working well with the motion sequences, including different types of motion like running, jumping, kicking a ball and swordplay [10] .
For higher motion video, a number of keyframes are required for summarization. The intensity of motion activity indicated the summarisability of the video segment by using the MPEG-7 motion activity descriptor. The shot is divided into equal parts of cumulative motion activity. Then the frame which is located at the halfway point of each subsegment is selected [69] . Liu et al., [70] explained a triangle model of Perceived Motion Energy (PME) which is modelled motion patterns in the video. Based on this model the keyframes are extracted. It combines motion based temporal segmentation and color based shot detection. The shot is static which means the first frame was selected as a keyframe. The frames at the turning point of the motion acceleration and motion deceleration are selected as keyframes. This approach is threshold free and the extracted key frames are representative.
The difference between the magnitude of motion vector for neighboring frames within a shot to localize frames contains significant content change [71] . Ling Shao et al. [72] developed the keyframe extraction based on the intra-frame and inter-frame motion histogram analysis. The frames that enclose complex motion and more significantly than their neighboring frames are extracted as keyframes. It contains more actions and activities of the video. The keyframes are first initialized by finding peaks in the curve of entropy calculated on motion histograms in each video frame. By using inter-frame saliency the peaked entropies are weighted, which use histogram intersection and that produce final keyframes. This algorithm uses motion complexity maxima that the foreground objects contain and the variation of the motion between the consecutive frames to extract keyframe.
Hyun Sung Chang et al., [73] discussed the keyframe extraction algorithm that applied hierarchically and obtained a tree-structured keyframe. It greatly reduces the number of frame comparisons. It generates the multilevel abstract of the video. It enables an efficient content-based retrieval by using the depth-first search algorithm with pruning. Xiaomu Song and his coworkers [74] explained keyframe extraction and object segmentation are jointly constructed by a unified feature space, where the keyframe selection is formulated as a feature selection and the context of Gaussian Mixture Model (GMM) for object segmentation. Here, two divergence criteria are used to extract keyframes. One is to maximize the pairwise inter class divergence between GMM components. Next is maximizing the marginal divergence that finds out the intra-frame variation of the mean density. This scheme extracts the representative keyframes for the object segmentation. This content-based video analysis is performed by combing keyframes and objects. This scheme shows an inte-grated content-based video analysis that provides a new and flexible frame/ object functionalization.
Markos Mentzelopoulos et al., [75] made an attempt to explore the entropy difference algorithm to perform spatial frame segmentation. The keyframe can be extracted by the entropy that the dominant object contains. This work produces a good result when the object is distinguishable from the background. But the performance drops when the transitory changes like flashes occur.
The content-based video indexing and retrieval was analyzed by using keyframe features like texture, edge and motion. With the help of K-means clustering based methods, the keyframes were extracted. The performance of this method was compared with Volume Local Binary Pattern (VLBP) [76] .
Joint Kernel Sparse Representation was introduced to capture human motion data for keyframe extraction, to model the inherent characteristics of human motion capture data. This technique model the sparseness and Riemannian manifold structure of human motion, which has two essential properties of motion data, no matter in what ways motions are recorded. Joint representation enables to obtain the internal structure of motion capture data. As well, the triangle constraint guarantees the local validity of extracting keyframes, especially for periodic motion sequences. The experimental results are good when compared with other state-of-art techniques [77] .
Other Approaches
The keyframes are extracted based on sparse representation from constructing consumer videos, the video frames are projected to a low dimensional random feature space. The spatial temporal information about the video I analyzed by the theory of sparse signal representation and generate keyframes. This method does not require shot detection, segmentation or semantic understanding [78] .
Based on key point based framework the local features are considered for Keyframe selection. The suitable keyframes are selected based on the two intuitive metrics of coverage and redundancy. This is one of the promising methods to extract keyframes [79] . Badre et al. [80] described Haar wavelet transform with various levels and thepade's sorted pentnary block truncation coding to extract keyframes To measure diversity among consecutive frames, Alias Canberra distance, Sorencen distance, Wavehedge distance, Euclidean distance and mean square error similarity measures are used.
A novel framework for Automatic Summarization of Surveillance Videos (ASOSV) was proposed. It has three properties such as: 1) Unsupervision: It works without any necessities of supervised learning or training; 2) Efficiency: It works fast 3) Scalability: It can achieve a hierarchical analysis/overview of video content. This performance is evaluated and compared with various techniques and demonstrate promising performance [81] . By focusing the analysis on the compressed video features, this paper introduces a real-time algorithm for scene change detection and keyframe extraction that generates the frame difference metrics by analyzing statistics of the macro-block features extracted from the MPEG compressed stream. A discrete Contour evolutionary algorithm is used to extract keyframe by difference metrics curve simplification [82] . The static features and the wavelet features are considered in visual attention that is integrated from the static and wavelet feature set. It is combined by using a prioritized fusion method. This fusion approach is suitable for slow motion videos and fast-moving videos [83] .
EVALUATION TECHNIQUES FOR KEYFRAM-EEXTRACTION

Evaluation
The performance of the keyframe extraction is analyzed using the metrics such as Recall and Precision, F-measure, compression ratio and processing time [84] . In the input video, detection of all events of interest was done and all redundant frames were eliminated.
Compression Ratio
The Compression Ratio (CR) is used to study the compactness of the shot due to selected keyframes and it depends on the number of key-frames selected. Compression ratio is computed using the equation: CR = Total number of keyframes in a video shot / number of key-frame selected.
Recall and Precision
Two indexes can be estimated over test series. They are usually employed in the field of image classification, information retrieval and video segmentation. 
F-Measure
F-measure is a benchmark metric, that consolidates both Precision and Recall values into one value using the harmonic mean [4] , and it is defined as:
In order to evaluate the automatic video summary, the Fmeasure is used as a metric. By analyzing [34, 85] the experimental results two databases were used, the first one is VSUMM (VSUMM: A simple and efficient approach for automatic video summarization) database. It is composed of 50 videos selected from open video Project (OVP), which are distributed among several genres (e.g., documentary, educational, ephemeral, historical, lecture). All videos are in MPEG-1 format (30 fps, 352 × 240 pixels). The duration of these videos varies from 1 to 4 min and approximately 75 min of video in total. In Table 1 , the performance of various clustering algorithms is discussed. DT-based clustering based keyframe scheme (Delaunay triangulation) was proposed by Mundur and Yesha [90] . The still and moving (STIMO) video storyboard method was introduced by Furini et al. which produces on-the-fly video storyboards. After Provide good summary with high score extracting the 256-dimensional HSV color vector of each frame, STIMO uses an improved version of the farthestpoint-first clustering algorithm to group similar frames, producing a still (moving) storyboard [81] .
De Avila et al., [86] presented VSUMM keyframe extraction that combines color feature extraction and kmeans clustering. In VSUMM, after pre-sampling a video, color features are extracted to form a color histogram in the HSV color space. Then, the useless frames are removed and the remaining frames are grouped by k-means clustering, and one frame per cluster is selected as a keyframe. This is the simplest method and has the advantages of utilizing related concepts in the field of keyframe extraction. In SS-MIAHC, a perceptual hashing-based MI calculation is introduced for clustering. MI is an information theory tool that evaluates the similarity between two random values. It is used extensively for shot boundary detection and video summarization [34] . Table 1 , Table 2 and Table 3 explain various keyframe extraction techniques analytical evaluation. In Table 1 , the SS-MIAHC technique produces better results than other clustering algorithms. In Table 2 , dictionary learning technique in shot based keyframe extraction technique provides better results. In Table 3 , the visual attention based keyframe extraction techniques with their results are discussed.
VRHDPS based on HDPS [61] , in which the number of clusters doesn't need to be specified, as the clustering method. HDPS relied on the idea that cluster centers were characterized by a higher density than their neighbors and by a relatively large distance from points with higher densities. However, some characteristics of keyframe extraction have not been considered in HDPS. Therefore, the proposed VRHDPS clustering algorithm is more capable than the HDPS. Table 4 and Table 5 show some keyframe extraction techniques and their applications.
CURRENT & FUTURE DEVELOPMENTS
Keyframe extraction is practically an indivisible area for many video applications such as video browsing, retrieval, video abstraction, etc., In the recent years the use of digital video data has been increasing significantly due to the extensive use of multimedia applications in the areas of education, entertainment, business. So the video has received an incredible attention and research interest in video processing. The state of the art of existing keyframe extraction approaches in each major issue has been described.
With the speedy development of computer, electronics, and image processing technology, keyframe extraction will be more innovative. The following aspects will be expected to become serious research topics in the future.
1) Defence
The activities of the unmanned aircraft systems are 
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