Abstract Outliers and gross errors in training data sets can seriously deteriorate the performance of traditional supervised feedforward neural networks learning algorithms. This is why several learning methods, to some extent robust to outliers, have been proposed. In this paper we present a new robust learning algorithm based on the iterative Least Median of Squares, that outperforms some existing solutions in its accuracy or speed. We demonstrate how to minimise new non-differentiable performance function by a deterministic approximate method. Results of simulations and comparison with other learning methods are demonstrated. Improved robustness of our novel algorithm, for data sets with varying degrees of outliers, is shown.
Introduction
Feedforward artificial neural networks (FNN) have been successively applied in areas such as function approximation, pattern recognition or signal and image processing. Because the FNNs are universal approximators [9, 10] , they can potentially be used in any type of problems that require modelling of unknown input-output dependencies. Such networks build their models based on training sets consisting of exemplary input-output patterns. The main advantage of such approach is its simplicity, since any prior knowledge about modelled system is not required. These networks are usually trained to minimise an error function defined to measure the distance between the current and desired output. During the training process, FNNs try to fit the training data as close as possible. Unfortunately, the performance of this type of learning scheme relies strongly on the quality of training data [8, 11, 15] . When the data are corrupted with large noise or outliers the network is trained on erroneous examples A. Rusiecki (B) Wroclaw University of Technology, Wroclaw, Poland e-mail: andrzej.rusiecki@pwr.wroc.pl and tries to model a system different from the desired one. This is because the most popular backpropagation (BP) learning algorithm and many of its variants use the mean squared error (MSE) function. This strategy, based on the least mean squares method, is optimal only for the clean data or data with normal error distribution.
Outliers may be defined as observations deviating strongly from the majority of the data. Unfortunately, in routine data, the quantity of outliers can range from 1 to 10 % [8] , or in certain cases even more. They may be caused by measurement errors, human mistakes such as errors in copying or wrong decimal points, long-tailed noise resulting in different sample distribution, measurements of members of wrong populations, rounding errors and many other reasons.
When we deal with multidimensional data set, finding even one outlying observation involves computationally expensive methods. In the case when more outliers exist, the situation becomes obviously much more complicated.
In this paper, we present a new learning algorithm that is robust to various degrees of outlying data in training sets. The novel algorithm takes advantage of the idea of the least median of squares estimator. It is applied iteratively to remove outliers from the training data, but it provides also satisfactory performance when the network is trained on the clean data set.
Network Training with Outliers
The feedforward networks learning algorithms, that are based on the minimisation of some kind of criterion function, use backpropagation to calculate the performance gradient with respect to network weights (and biases which may be also considered as additional weights). To introduce network performance function, let us consider, without loss of generality, a simple three layer feedforward neural network with one hidden layer. We assume that the training set consists of N pairs:
, where x i ∈ R p denotes the p-dimensional ith input vector and t i ∈ R q the corresponding q-dimensional network target. For the given input vector x i = (x i1 , x i2 , . . . , x i p ) T , the output of the jth of l neurons of the hidden layer may be calculated as:
where f 1 (·) is the activation function of the hidden layer, inp i j is the sum of its weighted inputs, w jk is the weight between the kth net input and jth neuron, and b j is the bias of the jth neuron. For such network its output y i = (y i1 , y i2 , . . . , y iq ) T is given as:
Here f 2 (·) denotes the output layer activation function, w v j is the weight between the vth neuron of the output layer and the jth neuron of the hidden layer, and b v is the bias of the vth neuron of the output layer. When f 1 and f 2 are similar, these equations can be simplified, however for the function approximation or regression task, the most common approach is to use the sigmoid activation function in the hidden layers and linear activation in its output.
For the residuals r i written as:
the performance function may be defined as:
where ρ(r i ) is a symmetric and continuous loss function [8] , r i is an error for the i-th training pattern (3) , and N is the number of elements in the training set. The most popular loss function is of quadratic form:
For the quadratic loss function we obtain the minimised error equal to the MSE:
The influence function [8, 14] was introduced to measure the impact of data errors to the training process. It may be defined as a derivative of the loss function with respect to residuals:
If we assume the MSE performance function, then the influence function becomes linear:
which means the larger the error, the more it affects the training process. Since large errors are often caused by outliers, this phenomenon seems to be very dangerous. This is why various robust learning algorithms based on robust estimators have been proposed [1, 2, 14, 20] .
Robust Learning Algorithms
In the field of robust statistics [8, 11] many methods to deal with the problem of outliers have been proposed. They are designed to act properly when the true underlying model deviates from the assumptions, such as normal error distribution. There are robust methods that detect and remove outlying data before the model is built, but more of them, including robust estimators, should be efficient and reliable even if outliers appear. Simultaneously, they should perform well for the observations that are very close to the assumed model. The simplest idea to make the traditional neural network learning algorithm more robust to outliers is to replace the quadratic error with another symmetric and continuous loss function, resulting in the nonlinear influence function. Such nonlinearity should reduce the influence of large errors. Robust loss functions can be based on the robust estimators with proved ability to tolerate different amounts of outlying data. Replacing the MSE performance function with a new robust function results in robust learning method with the reduced impact of outliers.
Several such algorithms destined to the FNNs with sigmoid activation functions, have been proposed.
One of the first robust learning algorithms, the LMLS (Least Mean Log Squares) method, was introduced by Liano [14] . He proposed the logistic error function, derived from the assumption of the errors generated with the Cauchy distribution. This contribution was considered as referential by other authors who tried to construct more efficient functions. The idea of so-called M-estimators [8] was applied by Chen and Jain [1] in using the Hampel's hyperbolic tangent as a new error criterion. For this performance function additional scale estimator β, defining the size of residuals suspected to be outliers, was also introduced. In [2] Chunag and Su applied the annealing scheme to decrease the value of β with the progress of training. There were also approaches with performance functions based on the tau-estimators [16] and the LTS (Least Trimmed Squares) estimator, while initial data analysis with the MCD (Minimum Covariance Determinant) estimator was proposed in [20] . El-Melegy et al. in [6] have presented the Simulated Annealing for Least Median of Squares (SA-LMedS) algorithm, applying the simulated annealing technique to minimise performance measured by the median of squared residuals. Some efforts to make the learning methods of radial basis function networks more robust, following the approaches for the sigmoid networks, have been also made [3, 4] . The most recent robust learning methods to be mentioned are robust co-training based on the canonical correlation analysis proposed by Sun and Jin [22] , and robust adaptive learning using linear matrix inequality techniques [13] .
In this paper we present a new robust learning algorithm based on the iterated Least Median of Squares (LMedS) estimator. The novel approach is much more effective and significantly faster than the SA-LMedS method [6] . It achieves also better resistance to erroneous training data. To make the training process more robust, we modify not only the performance function but also remove iteratively data suspected to be outliers. Moreover, we propose an approximate method to minimise the LMedS error criterion.
Least Median of Squares Estimator
The least median of squares estimator (LMedS) is known in the robust statistics literature as having high breakdown point. It was originally proposed by Rousseeuw [18] but its informal use can be dated even earlier [11] . The breakdown point [8] is the smallest percentage * of contaminated data that can cause the estimator to take on aberrant values. In the case of the least squares method it is obviously * = 0. What may be surprising, the same breakdown point * = 0 is achieved by the M-estimators and least absolute values (L 1 norm). As an alternative the LMedS can be used. It can theoretically tolerate up to 50 % outliers in the processing data having * = 0.5 [18] . Unfortunately it has at the same time very low efficiency, this is why other robust estimators are more popular.
Unlike the M-estimators, the LMedS estimator acts on the squared residuals. The sum is replaced by the robust median resulting in minimisation problem of the form:
In [6] the authors described a robust learning method based on the LMedS error criterion (SA-LMedS algorithm). The LMedS performance function can be written as:
For such performance function the main problem is that it cannot be minimised by any gradient algorithm. This is why the Simulated Annealing (SA) technique was proposed. It possesses, however, many disadvantages. The first one is its stochastic nature. Because the SA uses random search to find a solution, it works relatively slow. Though it may lead the training process into the region close to global minimum, it is less efficient in finding its exact value. Another problem is the proper setting of algorithm parameters. To train the network with LMedS performance function, the authors in [6] used different sets of parameters for each tested network and each testing case. The methodology was to perform manually several tuning trials before obtaining the best values for the algorithm parameters, because improperly chosen parameters would significantly decrease the method performance. If the network was trained without preliminary knowledge of the data (without possibility to be tested on the clean data set), it would be almost impossible to judge the quality of different values of parameters. The last problem was poor efficiency of the LMedS estimator for the Gaussian data set. The authors suggested then to train the network once again with traditional backpropagation (minimizing the MSE), after applying the SA-LMedS algorithm. It is clearly evident that the SA algorithm is unfortunately very slow and inaccurate in comparison to gradient based learning methods (even to simple steepest descent algorithm). Ideally we'd like to have some kind of deterministic algorithm to minimise the LMedS network error function. It is probably impossible, due to the fact that a formula to reduce the LMedS estimator to weighted least problem is not known [6] . Moreover, from the technical point of view, the LMedS error function is non-differentiable, so its gradient value cannot be calculated. Our idea is then to estimate the LMedS gradient or use some heuristics that could lead the training process in the right direction. The method not only employs the idea of replacing the error criterion by a new function, based on more robust estimator, but also introduces a new learning procedure to overcome the problem of poor Gaussian efficiency (the LMedS estimator converges like n −1/3 [18, 19] , and when it is used as the error function it requires retraining the network with the MSE criterion [6] ).
Robust Learning Algorithm with LMedS Criterion
As previous research efforts demonstrated, it is possible to train the FNNs with median neuron input function with gradient-based algorithms [21] . In these networks, simple summation in the neuron input is replaced by the median input function, which also causes non-differentiability of the network error function. In this case, the gradient was estimated as depending on regular summation input function. Such estimation was good enough to make the training process effective in minimising the error function.
In the case of the LMedS error function, we may try then to use similar strategy. The situation is, of course, more complicated, or worse, in the terms of gradient estimation accuracy. Minimising the LMedS error based directly on the gradient calculated for the MSE error function should not work. Our approach is to try to use a method based on the well-known resilient backpropagation (RBP) algorithm [17] .
Resilient Backpropagation for the LMedS Criterion
In the RBP algorithm, similarly to other gradient-based learning methods, the backpropagation strategy is used to calculate derivatives of the performance function with respect to the network weights. However, unlike the other methods, the RBP uses only the sign of the gradient to determine the direction of network update [17] . Several improvements to the RBP algorithm have been proposed [12] but we decided to use its original version, mainly due to its simplicity. The RBP learning algorithm was developed to eliminate the effect of slow convergence for the very low gradient magnitude caused by the flat regions of sigmoid activation functions. This is why it seems to be more suitable to the LMedS error function, because proper estimation of the sign of the gradient is more likely than proper estimation of its exact value. The idea is then to calculate derivatives, as for the MSE performance function given by Eq 6, and use them to minimise the LMedS error given by (10) . Each step of the learning algorithm is divided into calculating gradient sign as in the RBP algorithm and evaluating the LMedS-based performance. The weights update can be written as follows:
where ∇E mse denotes gradient of the E mse performance, k is the current epoch, and elements of δ change for each network weight separately. Starting from the initial value δ(0) at each iteration, these elements are modified based on corresponding gradient components. If the derivative of the performance function with respect to the weight i has the same sign for two iterations, the corresponding element δ i is increased as:
where a 1 is an increasing factor. Whenever the gradient component changes its sign, the element δ i is then decreased as:
where a 2 is a decreasing factor. It helps in avoiding weights oscillations, and from the other side, speeds up the training process in the flat regions of the performance function. This method is considered to be not very sensitive to the parameter settings, so we decided to use the values originally proposed in [17] . The steps of the approximate RBP algorithm for the LMedS error criteria can be then written as follows:
1. Use backpropagation to calculate derivatives of the MSE performance function (6). 2. Update the network weights (11). 3. Modify elements of δ according to (12, 13) . 4. Calculate the network LMedS performance E med (10). 5. If the LMedS performance is minimised to the assumed goal, or the number of epochs exceeds the maximum number of epochs, stop training. Otherwise go to step one.
As our experiments have shown, such learning method often does not provide satisfactory solutions. Moreover, this algorithm is based on the gradient sign calculated for the MSE function, which makes it only approximate in finding proper direction for the LMedS function minimisation. This is why we propose to use it only as a part of the main algorithm described in the next subsection.
Iterative LMedS Algorithm
What we propose next is then to minimise the LMedS error iteratively, in each step reducing the number of training data by rejecting those suspected to be outliers. After initial training, we calculate robust standard deviation (RSD) [19] :
where E * med is the best achieved LMedS error value (N and p are the size of the training set and the dimension of the input vector, as defined in Sect. 2), and remove from the training set all patterns associated with residuals exceeding a threshold based on the RSD:
Then the network is retrained and new value of RSD is calculated. This procedure should be repeated several times in order to achieve the assumed level of the LMedS performance. The constant 1.4826 is chosen to provide better efficiency for the clean data with Gaussian noise, and the factor 1 +
5
(N − p) is to compensate the effect of small sample size [6] . The more detailed explanation of the meaning of these numbers can be found in [19] .
The RSD calculated after each network training, determines the border between outliers and majority of the clean data. In the next step the data set is reduced, so the training process can be more accurate. After a few iterations the LMedS performance on the current data is usually minimised to the assumed value.
The main algorithm can be written in the following steps:
1. Train the network on the whole data set using approximate RBP algorithm to minimise E med (10). 2. If the criterion function E med is below minimal value, stop training. 3. Remove outliers from the current data set using the best criterion function value E * med and current RSD (14 and 15). 4. Retrain the network on the new data without outliers, minimising E med . 5. If the criterion function E med is below minimal value or the maximum number of iterations was reached, stop training. Otherwise go to step three.
Unlike the SA-LMedS algorithm this method does not require a set of user-supplied parameters. The only values to be chosen are maximum number of algorithm iterations and the goal of the error criterion. Also no additional training by the traditional MSE-based algorithm is required to achieve acceptable performance for the clean data set without outliers. Rejecting data suspected to be outliers in each algorithm iteration provides that the network performance, even for high percentage of outlying data, is relatively stable. Our experiments suggest that the method is not very sensitive to parameter changes.
Simulation Results
To test our novel algorithm and compare its performance with other methods, we decided to follow the experiments described in [6] as close as possible. Such approach should allow to compare our results with the results obtained for the existing robust learning algorithms. We present here the effects of training by regular algorithm minimising the MSE function, robust LMLS algorithm, and our robust ILMedS method. The LMLS algorithm is considered as referential in many publications about robust network training [1, 2, 6, 14, 16, 20 ]. We do not include here results obtained for the SA-LMedS algorithm because of two reasons. First of all, the detailed discussion of the SA-LMedS performance for the considered testing tasks may be found in [6] and the results are indeed similar to what we obtained in our experiments. The second reason is that the SA-LMedS method is very sensitive to parameter settings, so each run of the algorithm should be preceded by the parameter tuning, which makes statistical comparison much more difficult.
Error Models
To model gross errors in the training data set we decided to use two models well-known from the robust learning literature. The first one was so-called Gross Error Model (GEM) [1, 14] , the second one was based on substituting data points by the background noise [6, 16] . The estimated percentage of outliers was varied from δ = 0 to δ = 50 % by changing the probability of the occurrence of outliers in the range [0, 0.5] with a step 0.1. 
Gross Error Model

One-Dimensional Function Approximation
Function A To test our algorithm on the 1-D function approximation task, we decided to use the function proposed first by Liano in [14] and employed to test many other robust algorithms [1, 2, 6, 20] . This function is given by the equation:
The data points were generated by sampling the independent variable in the range [−2, 2] with a step 0.01, and calculating the dependent variable by (16). Such clean patterns were then contaminated according to one of the error models. The approximated function and exemplary training data were shown in the Fig. 1 . The network architecture was a FFN with one input, five hidden neurons with sigmoid transfer functions and one linear output neuron. The MSE and LMLS criterion were minimised by the conjugate-gradient algorithm [7] . As one may notice, looking at the Tables 1 and 2 , for the clean data without outliers, the traditional algorithm achieved the best results. It is not surprising because the MSE error function may be considered as optimal for the data without errors. The situation is different for the data containing artificially introduced outliers. In the case of data generated with the gross error model, the MSE-based method completely looses its efficiency. Even for 10 % of outliers, the mean error rises almost 16 times, and for a half of data substituted by outliers the error is over 160 times higher. Both robust algorithms perform significantly better: the mean error is the lowest for our novel ILMedS algorithm in each case. However, the LMLS algorithm has usually lower dispersion, measured by the standard deviation. The results of approximation for the maximum percentage of outliers are presented in the Fig. 2 (Table 9 ).
For the data with background noise the situation is similar. The new ILMedS algorithms outperforms other methods. The differences in performance between the worse and the best algorithm are not so significant in this case, while the difference between two robust method is larger. It means that the ILMedS algorithm is in this case much more robust to outliers than the LMLS method. Function B The second 1-D function to be approximated was a function considered in many articles [1, 3] defined as:
The explanatory variable was sampled in the range [−7.5, 7.5] with a step of 0.1. The network used to approximate this function had one input, ten hidden neurons with sigmoid transfer functions and one linear output neuron. The results gathered in the Tables 9 and 4 are similar to what could be observed for the previous approximation task: ILMedS algorithm outperforms two other methods for the network trained on the contaminated data set. When data without outliers were used, the traditional algorithm achieved the lowest averaged error.
Two-Dimensional Function Approximation
Function C The second approximation task was chosen following [6] . This 2-D function was previously used to test the SA-LMedS algorithm and various versions of the M-estimators based robust learning algorithms. The function to be approximated was given by: 
where ρ = x 2 1 + x 2 2 and x 1 , x 2 ∈ [−2, 2]. To create a data set, the function was sampled on the regular 16 x 16 grid. Then the errors according to one of the models were introduced, similarly to the 1-D case. The algorithms were employed to train a FFN with two inputs, ten hidden neurons with sigmoid transfer functions and one linear output neuron.
For the 2-D case the results are similar as in the 1-D: the best for the clean data appears the traditional MSE algorithm. Both robust methods have much better performance for the contaminated data sets as may be noticed in the Tables 5 and 6 , and Figs. 6 and 7. Unlike to the results for the 1-D function, the standard deviation for our robust ILMedS algorithm is smaller than for the LMLS method, while its performance is consistently better in each case. Function D The last approximation task was a 2-D spiral defined as:
Data points were generated by sampling the dependent variable in the range [0, π] with a step π/100 and calculating x and z by the Eq. 19. The FFN was identical to the structure applied to approximate Function C. Looking at the Tables 7 and 8 , one may notice that the average level of errors for the networks trained on contaminated data sets is significantly larger than in the former cases. For the clean training data, the performance of the ILMedS algorithm is worse than for the LMLS method but when the data are heavily corrupted by outliers, the novel algorithm acts again relatively better.
Time Performance
To compare the algorithms performance we used also another measure. The averaged times in seconds for the algorithms implemented in Matlab and ran on the Intel Core I5 CPU at 2.4GHz with 3GB RAM were gathered in the Table 9 . These times can be considered as merely indicative, because the implementation was not optimized for speed. As it was expected, the fastest algorithm was the traditional one with the MSE error. The LMLS method needs 50 % more time to proceed, while the novel robust ILMedS algorithm runs ten times longer, being still better than the SA-LMedS algorithm with a processing time over 55 times higher than for the MSE method. In the Fig. 7 additional plot for the SA-LMedS algorithm was shown. These averaged performances were obtained after setting its parameters to the values providing the lowest errors for several initial trails (only such method was proposed by the authors of the SA-LMedS algorithm [6] ).
Summary of Results
Summarising the results of our experiments, one could formulate three general conclusions concerning tested algorithms:
1. The learning algorithm based on the MSE function is not reliable when the data are corrupted with outliers. 2. Both robust learning algorithms seem to perform better than the MSE method for contaminated data. 3. The ILMedS algorithm seems to outperform the LMLS algorithm for the data with gross errors.
These statements are obviously based on the averaged performance measured for our test sets. To convince the reader that they are more general, adequate statistical tests should be conducted. Following [5] we decided to use non-parametric tests, in this case namely, Friedman test and post-hoc Bonferroni-Dunn test. Assuming significance level α = 0.05, the Friedman test was performed on the experimental data to check whether the examined algorithms have different performances. Because the test detected a difference between the algorithms (the null-hypothesis about their identical performance was rejected), we could follow with the further analysis. We wanted to know whether the ILMedS algorithm performed better than two other methods. The post-hoc Bonferroni-Dunn test reveals only that at α = 0.05 the ILMedS performance is significantly better than the performance of the MSE algorithm (such conclusion cannot be drawn for the LMLS algorithm). Moreover, in contrast to the ILMedS, the LMLS method is not significantly better than the MSE-based algorithm. At α = 0.1 however, the difference between the ILMedS and LMLS is statistically important, so we can assume that the ILMedS outperforms also the LMLS method.
Conclusions
In this paper we presented novel robust learning algorithm based on the iterative Least Median of Squares. Our algorithm is not only robust to the presence of various amounts of outliers but also much faster and more precise than the SA-LMedS method known from the literature. The better performance of our method in comparison to other algorithms, in the presence of different types of outliers, was experimentally demonstrated. The model built by the network trained with the ILMedS learning algorithm is more accurate than for the traditional method, in the case of data contaminated with gross errors and outliers.
Future efforts may be directed to find faster and more effective way of minimizing the ILMedS error criterion function, e.g. by using some improved versions of the RBP method. Another possible solution could be a hybrid training method using both deterministic technique and stochastic algorithm.
