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In this article we study the problem of existence of jointly continuous local time for two- 
parameter Ltvy processes. Here, ‘local time’ is understood in the sense of occupation density, 
and by 2-parameter L&y process we mean a process X = {X, : z E [0, +m)‘} with independent 
and stationary increments (over rectangles of the type (s, s’] x (t, t’]). We prove that if X is 
R-valued and its lower index is greater than one, then a jointly continuous (at least outside 
{(x, s, 1): x = 0)) local time can be obtained via Berman’s method. Also, we extend to 2-parameter 
processes a result of Getoor and Kesten for usual LCvy processes. Implications in terms of 
‘approximate local growth’ of X are stated. 
Two parameter L&y processes local times 
occupation density Berman’s approach to local times 
approximate local growth continuous additive functional (CAF) 
0. Introduction 
In this article we present some results on the existence of a jointly continuous 
local time for 2-parameter L&y processes {X, : z E W”,} with values in [w. Here the 
term ‘local time’ refers to a density, with respect to Lebesgue measure, of the 
occupation measure in the usual sense, as described below. 
Section 1 shortly recalls the basic definitions and a few preliminaries about the 
processes to be considered. 
In Section 2 we apply Berman’s method, based on Fourier Analysis, to 2- 
parameter LCvy processes with values in [w. In this way we can prove the 
existence of jointly continuous local time when the lower index of X- as 
defined by Blumenthal and Getoor [S] -is greater than 1. 
Some other existence results, e.g., for the case of lower index greater than i, 
follow at once from consideration of the Fourier transform of the occupation 
measure. 
In Section 3 we give one way of extending (to the 2-parameter setting) the results 
of Getoor and Kesten on the existence of jointly continuous local time [12]. It is 
simply a matter of integrating the local times on lines. 
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Finally, this problem of the existence of jointly continuous occupation densities 
for 2-parameter Levy processes is far from solved. So far we do not have any 
reasonable necessary condition for the existence of a jointly continuous local 
time - analogous to the results of Getoor and Kesten [12, Theorem 31, specialized 
to Levy processes. Also, in those cases where the l-parameter process does not 
have an absolutely continuous occupation measure, but the 2-parameter process 
does have, the question of joint continuity is completely open (some of these 
examples are given in Proposition 2.1 -and its analogue when the state space is 
R2; also including the case of an iv-parameter Wiener process with values in lRd, 
l<d<2N). 
1. Preliminaries 
Let R: = {(s, t): s a 0, t z= 0). We will work with stochastic processes {X, : z E &I”,}, 
defined on some probability space (0,9, P), with values in Rd (d Z= l), and such that 
(a) X,,O =X0,, = 0 for all s 2 0, t 2 0, 
(b) if A = (s, s’] x (t, t’] E R?, set X(A) =X,,,,, -X,,,, -X,,,, +X,,<. Then, for such a 
set A and z~EIR:, 
law of X(A)=law of X(A+zJ 
whereA+zo={u+zo:uEA}. 
(c) If nal andA*,.. . , A, are rectangles as defined above, and disjoint, then 
X(AJ,. . . , X(A,) are independent random variables in Rd. 
For questions related to the existence and characterization of these processes, 
we refer to the work of Straf [14]. Here, we briefly recall some of these basic 
results, for future use. 
1.1. Definitions and preliminaries 
Definitions 1.1. (1) On R: we will use the following orderings: if z = (s, t), t’ = (s’, t’) 
in rectangular coordinates, we set 
2 s12’ ifsss’, tst’, 
z +z’ if s<s’, t>t’, 
z +z’ if s>s’, tGt’, 
z +z’ if s >s’, t > t’. 
Also, set Qi(t)={Z’ER:: z siz’}, i = 1,. . . ,4. 
(2) Let 0 #E c Wt. As in [14] a function f: E +R is called a lamp function on 
E if, for any sequence (z,), in E, z, + z E E monotonically according to some si 
implies the existence of lim,,, f (z”) in R. If E = R:, we simply say that f is a lamp 
function. f is said to be continuous from above if, for each z and z, + z with 
z,+1 51 Z” for all n 2 1, we have f(z”)+f(z). 
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Clearly, if f is a lamp function and continuous from above, then for each zo E W? 
such that Qi(zo) # 0 (i = 1, . . . ,4) 
Df 
J$(z,) = Fir0 f(z) exists in R, 
zeQi(zo) 
and Lj(zO)=f(zO). 
(3) Let 
D = D (~a:) = {f: R: + Iw s.t. f is a lamp function and continuous 
from above} 
and let Do = {f E D: f = 0 on the axes}. 
If the functions take values in some other metric space V, instead of R, we write 
D(R:, V) and Do(lQ:, V), respectively. 
Straf has shown: If F is any infinitely divisible distribution on R, and cp denotes 
its characteristic function, it is possible to define {X, : z E R?} verifying (a), (b) and 
(c) above, and continuous in probability, such that 
Moreover, X can be constructed with paths in Do (one can take 0 = Do and 
X(w) = w(z)). Conversely, if {X, : z E W:} verifies (a), (b) and (c), and is continuous 
in probability, it follows that law of X,,, = law of Xst,r. Thus, the characteristic 
function of X,,, is of the above form. In particular, X can be constructed with paths 
in Do. 
(4) By a 2-parameter Levy process we mean a stochastic process as described 
by (3). This has an obvious extension if X is to take values in Rd, d 3 1. 
For more details on the 2-parameter analogue of the Skorohod space, D[O, l)*, 
used by Straf in the proof of (3), as well as for the proof itself, the reader is referred 
to [14]. In [16] one can find further discussions on 2-parameter Levy processes. 
Notations. (i) If z = (s, t) E R:, set R, = [0, s] x [0, t]. 
(ii) I denotes the unit square [0, l]* in this article. 
(iii) For z = (s, t), t’ = (s’, t’) in !R:, we set 
z <lZ’ if s<s’and t<t’ 
and 
z <*z’ ifs<s’andt>t’. 
If z <1 I’, 
Df 
(z,z’]={T:z <I~~lz’} and [z,z~]“=‘{T:z 417 $1 z’}. 
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(iv) For S = R,,, W: or Rd, a(S) denotes the usual Bore1 c-field on S. Most of 
the time, we simply use 9% instead of 9 (rWd), d 2 1, since no confusion will be caused. 
(v) hd denotes Lebesgue measure on (Rd, 33). Sometimes the subscript is 
dropped. 
Definition 1.2. Let f: I --, Rd be a Bore1 function; for z E 1 we let 
77(&z)= I h(f(~)) d7, B E B’ R, 
(the occupation measure of f on R,). If n ( *, (1, 1)) cc hd we say that f has a local 
time on I. Any cp :Rd x I + R such that cp ( a, z) is a version of dq ( a, z)/dh for each 
z E I, is called a local time for f on I. 
Remark 1.3. It is well known ([4], for example) that, provided f has a local time, 
we can always find a measurable and regular version of it, i.e., a local time {cp (x, z)} 
such that 
(i) (x, z) + cp (x, z) is jointly measurable, 
(ii) For each x, cp(x, .) is extendable to a (unique) measure 20, on B(1) - still 
denotedbycp-suchthatcp(~,R)=OifR=(z~,zz]withz~<~z~,bothina9’nI, 
andx&{f(r):~ER}. 
With the notations of Geman and Horowitz [l l] we would say that cp can be 
chosen as an ‘occupation kernel’, and so, for all g 3 0 Bore1 function on Rd X 1 we 
have 
I 
J g(f CT), 7) d7 = 
II 
Wd I gk T)(P (x, d7) dx. 
Moreover, cp verifies the condition contained in (ii). 
Definition 1.4. Let (n, 5, P) be a (complete) probability space and {X(z, w): t E 1, 
w E 0) a stochastic process with values in Rd, assumed to be %(I) 0 .%measur- 
able. If, for almost all w ~0 the path X(. , w) has a local time, and if the process 
{cp (x, z, o)} is such that for almost all o, cp (a, - , w) is a local time for X( a, w), we 
call it a local time for {X, : z E I}. This means that, for almost all w, 
I q(x,z,W)dx= I Is(X(r,w))dr forallRE3 andallzE1. B RZ 
We have an obvious extension to other parameter sets: RZ,,, rW:. 
Remark 1.5. From the proof of Remark 1.3 (cf. [4]), the joint measurability of X, 
and standard results on Radon-Nikodym derivatives of a family of measures on 
Rd, measurably depending on a certain parameter, one gets: If X, as above, has a 
local time, then there exist {cp (x, z, o)} jointly measurable and such that for almost 
all w it is a regular local time for X( *, w). 
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Instead of such generalities, we are here mainly concerned with investigating the 
existence of an as. jointly continuous local time for 2-parameter L&y processes. 
2. Local times via Berman’s method 
Let X be a random field as in Definition 1.4. For each w E 0, .z E 1, 77 ( *, z, w) 
will denote the occupation measure of X( a, w) on R,, i.e., 
77ukz,W)= 
J 
Is (X(7, w)) d7, B E 93. 
Rz 
Its Fourier transform, fi( *, w), is given by 
fz (u, 0) = JRd eiuxq (dx, z, w) = J eiux(T’w) dr, u E Rd. RZ 
(Write f for fcl,l,.) Consequently one has the well-known result of Berman: If 
J JJ IEe i”‘x=-xz’)/ dz &’ du < + co, FPI I (2.1) 
then {X, : z E I} has a square integrable local time {cp (x, z, w )}, which can be assumed 
jointly measurable and regular. Here, the square integrability refers to the state 
variable, i.e., jRd cp’(x, (1, 1)) dx < +OO a.s. 
Using this for 2-parameter L&y processes we get the following. 
Proposition 2.1. Let {X, : z E R’,} be a 2-parameter real L&y process. Let (Y denote 
its lower index. 
(a) Ifa > 1, then 
E J +m tulah)lz d u<+oO forp+l<cY. -a, 
In particular, {X,: z ER:} has a jointly measurable and regular local time, 
{q (x, z, w)}, such that for almost all w 
J cp’(x, z, w)dx < +co for all z. R 
(b) Let F>O and YE(s) t)=X(s+e, t+z), s, t==O. Denote by qE and f” the 
occupation measure corresponding to Y’ and its Fourier transform, respectively. Jf 
(Y > 4, then 
E J _I hI”lf’W?d u<+Q) forp+l<2a. 
In particular, the conclusiqn of (a) applies to Y’, or equivalently, to {X, : z E [F, +a)*}. 
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Proof. Let us first recall the following definition [5]: The lower index of a Levy 
process X is defined as 
sup{a~O:ju~-“Reclr(u)~-oo aslu]++co} 
where 1+4 is the exponent of X 
Obviously, the proof is just a very simple calculation: 
(u(” e 
where 
A (z, z’) = Lebesgue measure of R, a R,,. 
(a indicates symmetric difference.) 
Moreover, if (Y’ < LY the inner integral can be bounded by 
c +c’[A(z, ~‘)]-(~+l)‘~’ for some c, c’E (0, +oo). 
The conclusion follows, since 
(b) Write I, = [E, E + 112. It reduces to see that 
<+a3 forp <2 (O<e), 
which is immediate since A(z, z’)a~(lt’-tl+ls’-s)) for z = (s, r), z’= (s’, t’l in 
I E. 0 
Berman obtains a local time as a limit in q.m. of 
‘a kind of inverse Fourier transform’. This works under some conditions (cf. 
and his results immediately extend to the multiparameter situation. Their 
application to 2-parameter Levy processes gives the proposition below. 
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Proposition 2.2. Let X be a 2-parameter L&y process with values in R. If its lower 
index is greater than 1, and letting 
then there exist {L(x, z)} such that 
supE~LN(x,z)-L(x,z)~2+0 forN++oo. 
XCR 
ZGT 
Moreover, we can take it in a way that, for each z, L( a, z, w) is a density of 77 ( -, z, o) 
for almost all w. 
Proof. According to the result of Berman [3] we only need to check that 
IE exp{iuX,, +ivXZ,}I du dv dzr dz2 < +a. 
(The last statement of the proposition will be verified for a version of {L(x, z)} - still 
denoted by {L(x, z)} - which is jointly measurable (in (x, z, w)) and such that 
{L(x, z): x E R’} is separable, for each z.) 
Let ~1, ~2 E (0, 1)2, Zi = (sip ti) and 
g(z1, z2) = 
II 
IE exp{iuX,, + ivX,,}I du dv. 
Iw Iw 
It is enough to consider zl cl z2 or z1 c2 z2. By the independence and stationarity 
of the increments we have: 
(i) If zl <i ~2, 
g(zl, z2) c II (E ei(“+u’Xz~lIE e’vx(z1~z21~ du du RR 
= JR expbltl Re ~(uN du jR exp{(sz -sd(f2 - td Re Icl(v)) du. 
If X were stable with index (Y, Re $(u) = --C/U/~ for some c >O (1 <(Y ~2). In this 
case, 
g(zl, zz) G C[s1t1(s2 -sl)(t2 - tl)]-“” for some constant C E (0, +co). 
(ii) If tl c2 z2, let BI = (0, sl] x (t2, tl] and BZ = (~1, ~21 x (0, t2]; then 
g(zl, z2) =Z 
I 
IE eiuxcB1) 
R 
du I, /E eivxcB2)I dv 
G C[Sl&(fl -t&s2 -s1)]-“* 
for the case of X stable with index cy. 
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The modification for the general case (lower index of X = (Y > 1) is clear: If 
l<cu’<cy, we will get 
g(z1,.22)~ CI + CZ[(SI ASZ)(tl At2)IS2-SllltZ-tlll-1’~’ 
for z1 cl z2 or z1 cz z2 in (0, l)*, and some constants C1, GE (0, +a~). The 
conclusion is immediate. q 
Remark 2.3. If one can show that the process {L(x, z)} in Proposition 2.2 has a 
version with jointly continuous paths, it is easy to see that such a version serves 
as local time and it is also regular (i.e., extendable to an occupation kernel as in 
Section 1). Our concern is with obtaining conditions for this joint continuity to 
hold. (So far, we only have used results of Berman - obviously extended - and have 
done very simple calculations.) The joint continuity is the object of the theorem 
below. 
Theorem 2.4. Let X = {X, : z E R:} be a 2-parameter Levy process with values in R 
and lower index greater than 1. For any E > 0 the process X’, defined by X”(s, t) = 
X(s, t + E), s, t 2 0, has an a.s. jointly continuous local time. This can be obtained 
by any separable and measurable version of lim q.m. LFN (x, z, *) as N + +OO, where 
L&(x, z, w) = & [_Ie-iUx( [uz eiuX*(r7w) dr) du 
forx ElR, z l R:, w ~0. 
X has a local time, {9(x, z, w)}, which is jointly measurable and, with probability 
one, (x, 2) +.3(x, z) is continuous on (R 10) X [0, +a) X [O, +a). 
Proof. The reduction to [0, l]* is obvious. We already know that for any e 30 
there exists an L” such that 
sup E(L&(x, z, a) -L&(x, z, *)I2 + 0 for N + 00. 
x&,zE[o,l]2 
Without loss of generality we may assume it to be measurable and separable, 
since it is continuous in Lz-norm. Next, we verify that for any E > 0 the process 
L” satisfies the Kolmogorov condition for joint continuity of the paths. ‘The first 
statement will then follow by Proposition 2.2 and Remark 2.3. 
Remark 2.4.1. The reason for considering X away from one of the axes is for the 
estimation of EIL” (x + h, s, t) -L” (x, s, t)lk. The others are also fine for Lo. 
Proof of Theorem 2.4 (continued). For simplicity, let us first consider the case of 
X stable with index (Y > 1. Fix E > 0, then: If n = 2m (m 2 1) and s, t, t + h E [0, 11, 
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h >O, then 
I(zl, . . . , z,) dzi . . * dz, 
[B(s,t,~)l” 
whereB(s,t,h)=(O,s]x(t+E,t+e+hland 
(2.2) 
(2.3) 
It is enough to get bounds for I(zi, . . . , z,)when(&tj)=zjE(0,1)2,andi#jjsi# 
gti#tj,i,j~{l,..., n}.Forsuchzi ,..., z,welet 
pj = max(0, S1, . . . , S,} A [O, Sj) 
qj = max{O, ti, . . . , t,} n [O, tj) 
where the maximum is zero when the set is empty. 
Let Pj = (pi, sj] X (qj, tj], Vj =X(Pt), j = 1,2, . . . , n. Let 01, . . . , Q, denote the 
other rectangles which, together with {Pj}j=i,,,,,, give the partition of I determined 
by the horizontal and vertical lines passing through each of zr, . . . , z,. Let Ui = 
X(Qi), i = 1, . . . , r. Thus Ui, . . . , U,, VI,. . . , V, are all independent. 
Also 
” r 
I+ = 1 Ui,jrp, + ,c, bdQ~ 
i=l 
where the ai,j, bk,t E (0, 1) are uniquely determined. From the construction, Ui,j = 1 
if Zi ~1 zj and Ui,j = 0 otherwise. Thus 
Ui,i = 1 for all i = 1,. . . , n, (*) 
ak,,j=O ifjE{kl,...,k,-1}(s=2,...,n) 
where (kl, . . . , k,)isthepermutationof(l,. . . , n)givingO<skl<sk2<’ * *<Sk,<f- 
We get 
(2.4) 
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for some c > 0 and )Pjl = (sj -pj)(tj -qj), because 
c UT=, = c Uj 4 %jF f & Ui F bk,iUk 
i 
= i Vi(Z ai,iUj)L i, uk( & bk.jUj) 
i=l i 1 
and because VI,. . . , V,,, U1,. . . , U, are independent. 
Let ui = (xi Ui,jUj)lPiI"", i = 1, . . . , n. From (*) above, the map u + IJ is a change 
of variable and the Jacobian of its inverse is nT=, IPjl-l’n. It follows that 
I(z1,. . . , Zn> 4 C jil [(Si -Pi>(ti -4i)l-1’a 
for some C E (0, +a). Consequently, 
J J . . . I(z1, . . . , z,) IT dzi 4 I 
[B(s, f. h)l” 
qn!)* * .’ 
I I 
jJJI (sj -sj-l)-l’a II dsj 
O<Sl<...<S,=GS 
X J J . . . fi (tj -tj_l)-l’a n dtj 
t+a<rl<...<t,=Zr+e+h j=l 
G C(cu, n)h”“-“*’ (so = 0, to = t + E) (2.5) 
for some constant C(CY, n) E (0, +OO) independent of E 2 0. Similarly, if s, t, s + h E 
[0, l] and IZ = 2m (m 2 l), then 
E(L” (x, s + h, t) -LE(x, s, t)l” s C(a, n)(h(“(‘+) 
for E 2 0 and C(a, n) some finite constant (independent of E 2 0). 
(2.6) 
Notation. n dsj stands for ds I * . * ds,, whenever the range of variation for the index 
j is not indicated. 
Proof of Theorem 2.4 (continued). Next we need to estimate EIL’(x +h, s, t) - 
L’(x, s, t)l”. I have been able to do this only for E > 0; the estimate we will get 
below depends on E, becoming trivial (+a) as &JO. It will be obtained by looking 
at the processes corresponding to the l-parameter case [3], and integrating. More 
precisely, let 
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so that LXX, s, t) = jf” (P~(x,‘s, V) dv. Moreover, as in Berman [2,4], if t >O, x, 
h~R,s~[O,l],n=2m (m>l)andO<S: 
E]Gw(~ +h, s, t) -(PN(x, s, t)l” =z 
@In6 . . . 
lTn I I J(sI, . . * 3 Snv t) II dsj 
J(sl,. . . ,s,,t)D=iQ~~~IujI”(Eexp 
In the stable case 
(2.7) 
J(sl, . . . , s,, t) = I fi (lujl’ exp{-cluj +* . * +u"l"tAj}) n duj n” j=l 
whereAj=sj-sj_r,j=l,..., n andc>O. 
Making the obvious change of variables Uj = (Uj +. . * + un)(tAj)“*, 1 ci c n, we 
getforO<S<l 
J(sI, . . . , S”, f) s t 
-,X(1+8)/a jfjI 4(1+28)/a 
I 
n-l 
x w” /v,I~ jIJl (Iujl” + Iuj+lIs) e-cx’uiia II duj 
c C(n, S)tpn(l+S)‘a jil Ai_(1+2*)‘o’ (2.8) 
for some 0 < C(n, 6) < +co. 
So, provided 0 < 6 < :((Y - l), (2.7) gives 
EIqN(x +h, s, t) -(P~(x, s, t)]” s C(a, n, ~)t~(~+~)‘~~hl”~ (2.9) 
for some finite C(q n, 8). Thus, if n = 2m, 0 <S <$~(a - 1) (m 2 l), a totally crude 
estimate will be 
EIL’(x +h, s, t)-LE(x, s, t)l” aC(cq n, S)E-n(l+S)‘alhlnst” 
for all x, h E R, s E [0, l] and t > 0. 
(2.10) 
Taking S E (0, &a - 1)) and n = 2m such that nc5 > 3 and n (1 -a-‘) > 3, we see 
that the Kolmogorov condition for path continuity of multiparameter processes is 
satisfied; any separable (and measurable) version of L’ - which we still denote by 
L’ - will have, with probability one, continuous paths on R x I. Since P[L” (x, s, t) = 
0] = 1 for each x, if s = 0 or t = 0, from the joint continuity one has, with probability 
one, 
Le=O on{(x,s,t)~RXI:s=Oort=O}(fixed.s>O). 
70 M.E. Vares f Local times for two-parameter Levy processes 
The last statement is now clear. Since it suffices to prove for 
s, t E [0, l] in what follows. Letting, for x E R, 
{X, : z E I}, take 
F(x,s,t)= o 
{ 
LF(x,s,t-e) ift3.5, 
if OCtC.5, 
then, for each 0 <E < 1, there exist iVf, E 9, with P(M,) = 0, and such that, for 
w EZ ME, 9’ ( * , u) is continuous on R x I, and 
I 
3=(x, s, t, w) dx = 
I 
le(X(r, w)) dr (2.11) 
I3 Io,slxle.tl 
for all B E 93 and all (s, t) E [0, l] x [E, 11. Taking A4 = lJ, Milk, then, for w&M, 
Z”“‘( a, w) increases in IZ (pointwise) as IE t+oo, and, for all n 2 1, (2.11) is verified 
for e =Cl, all B E 93 and all (s, t) E [0, l] x [F, 11; and _Yi’“(. , w) is jointly 
continuous on R XI. Setting 
9(x, s, t, w) = 
i 
lim _Y1’n(x, s, t, w) if w @ A4, 
“-m 
0 otherwise, 
we get a jointly measurable local time for {X, : z E I}. Moreover, X,,, + 0 a.s. as 
st + 0 with s, t E (0, 11. Thus, for each k 2 1 we can find ML, null set, such that for 
w&M; there exists a positive integer nk (w) verifying 
Z’(y, s, t, w) =_Y1’nk(y, s, t, w) for IyI 2 l/k, 
and (s, t) E I. The conclusion, in the stable case, is then obvious. 
For the general case of lower index greater than 1, we just have to perform 
simple modifications of the calculations above. The details appear in Appendix 
A. q 
2.1. An application to the study of the sample paths of X 
Berman [2] pointed out an important connection between local times and the 
path behavior of the process. Loosely speaking, the smoother the local time, the 
rougher the paths of the process itself. In Berman’s work one can clearly see the 
real variable character of this fact. The reader will find more examples and references 
in the recent survey by Geman and Horowitz [ll], where also many interesting 
comments can be found, Next, we explore this connection in the context of 
2-parameter Levy processes, not only using the result of Theorem 2.4 but, specially, 
bounds as the ones obtained there for quantities such as EIL'(x + h, s, t) - 
L’(x, s, t)l? etc. Here, X and L’ are as in Theorem 2.4 and (Y denotes the lower 
index of X; we assume (Y > 1. 
Notation. If f: RN + E, E a vector space, f ((x, y )) denotes the usual N-dimensional 
incremental difference over the rectangle determined by x, y E RN. 
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Lemma25 Ifn=2m (mal), l<y<cu,O<S<~(y-l)andO<~,~ehaue 
(a) EIL” (x, ((s, t), (S + hi, t +&))I” G C(Y, n)[]hi] I~~Il""-"y), 
(b) E(L”(x, ((s, t), (S +hi, f+hz))l” ~CI(E, Y, n)lh~]~]hil”‘i-~‘~), 
(c) EIL” (x + h, S, t) -L’ (x, s, t)]” G Cz(e, y, n, 6)/h Ins, and 
(d) EIL”(((x, s, t), (x +h, s +hl, t+hd)l” <Cd&, y, II, 8)lhl”“lh~l”lhll”“-‘/Y’, 
for all x, hE[W, s, t, s+hl, t+h:!E[O, 11, w h ere Ci, C denote quantities in (0, +a) 
depending on the indicated parameters (may vary from place to place). (a) applies 
toany.530. 
For the case of X stable with index (Y > 1, one can take y = Q, Cl can be of the 
form E P”‘aC(n), C, is of the form C(n)e-n(1+8)‘a, and C, and C, curt be written as 
C(& S)e-n(l+S)/a (obviously, the dependence on CY, c where Re ccl(u) = --c/u In is not 
indicated). 
Proof. Stable case: (c) was proved above; for the proof of (a), see the proof of 
Theorem 2.4. For (b) and (d) we use crude estimates obtained from LFN(x, s, t) = 
I:+, (PN (x, s, v) du and the corresponding estimates for (PN. The general case of lower 
index greater than 1 follows by similar remarks, as in Appendix A. 0 
Remark. If L’ is extended to R x LIZ”, in the obvious way, (a), (b), (d) will be uniform 
in (x, s, t). For (c) we put a factor (St)” v 1 on the right-hand side. In particular if 
k > 0, each of them is uniform on R x [0, k]*. 
Using a slight modification of a lemma due to Adler [l], which is stated in 
Appendix A for sake of completeness, we have the following. 
Lemma 2.6. For each [a, b] G R, each y < 1 - l/a and y’< 1 there exist random 
variables TJ and 6 with P[v E (0, +a~)] = 1 = P[[ E (0, +o~)l, such that 
ILr(x, ((s, t), (s +hl, t+hz)))] GlhllYlh$’ 
(for each w) for all x E [a, b], all s, t, s + hl, t + h, E [0, l] with ]hl] v /hz] < q. 
Proof. If 1 < LY’ < LY and 0 < 8 < $((Y’ - 1) we can use Adler’s lemma with c = Sn - 1, 
dl = n (1 - l/a’) - 1, d2 = n - 1 and r = n, provided n is even and large enough (so 
that c, dl, dz are >O). By taking LY’ sufficiently close to (Y and n large enough the 
lemma follows. 0 
It is quite known that from Lemma 2.6 a result on the ‘approximate local growth’ 
of X must follow (cf. [4]). 
Proposition 2.7. Let X be as above. If p > l/o, then for almost all w E 0 
ap l im lX(Z> WI-X(2’, w)l 
llz - 2 ‘llP 
= +cc z’+z for all 2 E R: \ ((0, 0)}, 
I’&? 
(2.12) 
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or, equivalently, 
h(z’4: Ilt’-z[1sS, 1X( 2, w)-X(2’, w)l s Q/l2 -z’ll”I+ o 
A{z’ER:: llz’-ZllSS} 
as 6 + 0, for all Q > 0 and all z E Rt\ (0,O) (A is Lebesgue measure and 11. II 
Euclidean norm ). 
Proof. It is enough to prove that for each E > 0, and almost all w, 
(2.13) 
as SJO, for all Q > 0 and all z E [0, 11’. Moreover, it is enough to prove (2.13) for 
a fixed Q > 0. So, let us fix E > 0, Q > 0. With probability one, for all z E 1, z = (s, t), 
c I I[lX: -X:r 1 s Qs”] dz’ W:n[s~S,s+S]x[l-S,1+S] 
= I L”(y,[s-6,s+S]x[t-S,t+6]nR2,)dy. [X: -Q8”,X: +QS’l 
As in Lemma 2.6, given N > 0, y < 1 - l/a, y’ < 1 one can find random variables 
6, n with P[[ E (0, +a)] = 1 = P[q E (0, +a~)], and such that (for each o) 
S<n(w) 3 LE(y,[s-S,s+S]x[t-S,t+S]nIW:)~56Y+y’ 
for all y E [-N, N] 
Let M = sup{lXZ I: z ~1). For almost all w such that M(w) cN, 6 <n(w) A 
((N -M(u))/Q)“~ implies 
A{z’: l]z’--211~8, IX”( z, w)-X~(Z’, w)~~QJIz’-~~~~}~~~QS~+~+~‘, 
and so the ratio in (2.13) is bounded above by C@p+“fY’-2 for some constant 
C E (0, +a). Since p > l/a, we could have chosen y < 1 - l/(u and y’< 1 such that 
p + y + y’ > 2. The result will follow since M( a) < +OO a.s. 0 
Remarks. (1) Connections between ‘approximate local growth’ and local times 
were pointed out by Berman. This has also been studied by several authors, including 
Geman and Horowitz [lo, 111. Theorem 10.1 of their survey [l l] could probably 
be applied to the previous example. We could use a well-known technique of Garsia 
instead of Adler’s lemma, and, of course, Lemma 2.5. Since an earlier version of 
the present article was prepared before the appearance of [ll], I just kept the old 
proof. 
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(2) (2.12) is not verified at t = (0,O). Indeed, in the case of X stable with index 
(Y, previous results on local growth tell us that 
- 
lim IX, [/]]2]1p = 0 or +oO a.s., 
= - (0.0) 
rclW: 
according to whether p <or 3 2/a, provided that X is not a deterministic drift [16, 
Chapter 31. 
(3) The reader who is familiar with the article of Tran [15], must have noticed 
that the proof of some estimates in Theorem 2.4 is a modification of his proof. 
There he attempts to use Berman’s method for the N-parameter Wiener process 
with values in lRd, d < 2N. Unfortunately, his proof contains an error, already 
noticed in the literature. Our modification (and correction) produced estimates for 
EIL’(x, ((s, r), (s + h, t + h)))l*” (m 2 1) but it did not allow us to do this analogously 
for the increments in x in a satisfactory way. (Neither are the estimates as in (2.6) 
fully satisfactory.) What then happened is that we ended up using the estimates 
for Elv, (x + h, s, t) - qhr (x, s, t)l”. This presents a serious drawback; we were essen- 
tially using the local times on the lines, when we must also look for answers about 
the existence, or not, of a jointly continuous local time on the plane in situations 
where the l-parameter process does not have an occupation density. Some examples 
appear in Proposition 2.1; other examples would be {X,: z E [E, +oo)‘} when X is 
a 2-parameter Levy process with values in Rd, stable, with index LY > 1 and 1 < d < 
2a ; including a 2-parameter Wiener process with values in R*, still an open problem. 
(4) The estimates like 
EIL”(x, s, t+ h)-L”(x, s, t)l” s C(cu, n)lhj”(l-l’a) 
(E 30, II = 2m) of Section 2 were not strictly necessary for proving the joint 
continuity of L” if E > 0, in the cases treated by Theorem 2.4. It would be enough 
to use the estimates we can get from {(P~(x, s, r)} and the analogue for vertical lines. 
The above inequality, being uniform on E > 0 and (s, t) E 1, gives us much more 
information, in some sense. 
3. Construction of local times on the plane using the local times on lines 
Let (X, : z E [0, llN) be a measurable random field on (a, 9, P) (some complete 
probability space) and with values in Rd (N, d Z= 1). It is clear that if for some k, 
1 <k <N, and for &-almost all (tr, . . . , rk) E [0, ilk, ncl ,.._, ,(dx, w) << dx for almost 
all w, where 
h[X(fl,. . . , tN, W)] d&+1 . . * dh 
on (lRd, g), then one can obtain a local time for X by integrating - over (tr, . . . , tk) - 
local times for X(tr, . . . , tk, a). This was considered by Geman [9]. 
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The problem is much more delicate if we are interested in a jointly continuous 
local time. Below, we consider a 2-parameter Levy process with values in R!, 
showing that, under the conditions of Getoor and Kesten [12], we can indeed use 
this procedure to obtain a jointly continuous local time. 
For convenience we use the following canonical representation of a 2-parameter 
Levy process: If 
$(A) = iah -&*A*+ 
I 
(e jhy -1-ihy1[ly]< l])v(dy), A ER, 
R\O 
where v is Levy measure on R\O, (+* 2 0 and a E R, we know that letting a= 
o([W:,(W),Xz(w)=w(z)f or w E R and z = (s, t) E W:, and letting 9’ = v{X, : z E R:}, 
there exists a probability P on (a,@) that turns {X,} into a 2-parameter Levy 
process with exponent I//. 
Let P” = P-distribution of X +x on (a, @): 
P*(X,,EA~, . . .,Xzn~AA,)=P(X,,~A~-x ,..., Xzn~A,-x), 
and for p a finite measure on (R, W), define Pg as usually. 
Let 
&, = (+(Xu,t: u ss), @f,, = (~(x,,,: v < t) and %,,, = (~(x,,,: u ss, ZI < t). 
By $, %?i,,, %$, gs,,, we denote the suitable completions of above c-fields (as in [7]). 
For v 2 0, let us denote by 0: and 0: the shift operators on 0, defined by 
@,l”)(S, t) = w (s + 0, t), @~w)(s, t) = o(s, t + v). 
Then, for each t > 0, 
x., = (0, (XSJ),, (@J)S, (es’),, {P”l) 
is a strong Markov system (SMS) of function space type. (The fact of being of 
function space type is not relevant, but it is important that all these SMS’s have 
the same R and {P”}. Instead of 59: one could also take St,0 obtained from 
4X,,, : 0 s u s s, 0 s v} by the same completion procedure.) 
Notations. (1) E” denotes expectation w.r.t. P”. E” is denoted by E. 
(2) Here we take t >O. Under each P” the law of {Xs,t: s 30) is the same as that 
of {X,,J: s 3 0}, i.e., the only change in law from one horizontal line to another is 
by a factor in the time scale. If (Y > 0, let Up denote the a-potential of X.,, defined 
by 
s 
+‘X 
U;f(x) = E” ep”“f(Xs,,) ds, f 2 0 Borel. 
0 
Then Up = tC’U~“. Denote 17: by U”, simply. If U* has a density, ua, for the 
Lebesgue measure (i.e., U”f(x) = jf(y)u”(y -x) dy), then so does CC, and one can 
take UP = tmluail as a density. If T; = inf{s > 0: X,,, =x} and pt (x) = E emAT:, then 
1y: (x) = ,*“(x), (T”, PA denote T;, ly:, respectively.) 
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(3) A null set will mean any set N E 9 with P”(N) = 0 for all x. In this section 
as. (on 0) means outside some null set. 
From results of Blumenthal and Getoor ([6], cf. also [7]) for l-parameter 
processes, we have the following. 
(a) If v*>O or v(R\O) = +co and 0 is regular for (0) for the process X.r, then: 
For each t > 0, there exists a bounded and continuous density UP for IYF (cu > 0) 
and we can take UP = tC’ua”. For each t > 0 and each x, one can find 4: ( a), a CAF 
of Yt, such that 
00 
E” 
I 
e-“dSq5:(s,w)=U:(y-x) (3.1) 
0 
for each s 30, such that (u, x, w)+qS:(u, w) from [0, s]xRxfl -[O, +CO] is 
9$[0, s] 0 99 0 .5PS,,-measurable, and there exists a null set N, E 9 such that 
provided w & Nt. 
Moreover, since (x, t) + p: (x) = u: (x)/u: (0) is measurable, it is clear from their 
proof that we can indeed assume 
(x, S, t, w) + c$:(s, w) is 93 0 %‘(rW:) 0 S-measurable (3.3) 
(in fact one can take it to be 3 0 $?8 (R,,) 0 SzO-measurable, when restricted to 
RXR,,XR). 
From here on, we assume the hypothesis of (a) and take 4: as above. Under 
condition (b) below, Getoor and Kesten [12] proved the existence of jointly 
continuous local time for X.1. But in order to use their local times on the lines, 
we need to look more closely to their argument. 
(b) 
I 
‘1 
0 LIP(U)dU <+O” 
where p(u) = ,s,“_p,,, (1- P’(x)T’(-x))“*. 
< 
From here on, the hypotheses of (a) and (b) are assumed. Let 
P,(U) =osxu_qu, Cl- 1y: (XW (6w*, t >o. (3.4) 
As t decreases, pI increases (for each u). If 0 < t s 1, 
and so 
PC(U) s sxu_qu, (l-[~1(x)ly1(-x)]“‘)“2. 
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But (b) implies ly’(x)ly’(-x)+ 1 as x + 0, and we get p,(u) = O(t-“‘p(u)) as u + 0, 
for each t > 0. Thus, 
J ‘1 o ;P,(rc)du<+cx, foreacht>O. (3.5) 
Ietr(t,u)= I,“‘( ‘) 1v log ; dP,(s) for t > 0, u E R. It is then easy to see that 
(i) r is finite and r(t, a) is continuous near zero and +O as u + 0, 
(ii) ifO<&~~,r(f,x)~r(&,x)forIXI<e-‘. (3.6) 
3.1. Local times on lines 
This is nothing new, but it is essentially the result of Getoor and Kesten [12] 
applied to each X.,. It is the crucial point for proving Theorem 3.1 about local 
time on the plane. The reason we outline it here, instead of just referring to [12] 
is that now we are also concerned with its behavior as t varies - and this short 
outline seems necessary for clarity. 
As in [12], if N > 0, x, y E R, t > 0, let 
Yr(N,x, ~)=~~;$~14:(~> *)-4:b 91. 
__ 
From a known inequality by Blumenthal and Getoor [6] we have 
SO, if H(x) = exp{&I}, then for each t 10, s E [0, N], 1 <M <co 
c J-l J_Iexp[ yf(NY x9 ‘) 
4&O)P,(lX -yl) 
) dx dy D_fB&(W). 
It follows that if 1 <M < +co and if N, t are as above, then 
2 M CB~JV and E”Bh,,N6(2M)24eN, 
so that 
(i) for each t > 0, P”[log B~JV finite] = 1 for all a E R; 
[J 
t 
(ii) P” logBfti,Ndu<+coforallO<t<oo =l forallaER 
0 1 
(3.7) 
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From Garsia’s lemma [8] we have for each s E [0, N], t > 0 and w E R, 
~c~,,,(~)~:(o)~t(l~-Yo 
for almost all (n, y) E [-M, Ml2 (exceptional set may depend on (s, t, o)), where 
T,( -) = r(t, *) and 
Let 
then 
(a) 
(b) 
(c) 
(d) 
(3.8) 
CL,,, = 16(2+logB&), Mal. 
I 
r/n 
&(s,o)=i$rl 4:+‘(s, w) dy; 
-l/n 
(s, t, x, w) + 4: (s, o) is jointly measurable, 
ift>O,sEIO,N]andC,&,n,N(W)<+OO, 
1 a 
fJ:(S,W)=lim- 
I a+02a -a 
qS:“‘(s, w) dy for all x E (-M, M), 
for each t > 0, each s E [0, N] and each w 
I&(% 4-&s, 4 Suj(O)T,(Ix -YI)C~,~(W) for all x, y E(-MM), 
if t > 0, s E [0, IV], w E [Ckf,M,N < +a], 
~:(s,w)=&:(s,w) foralmostallxE[-M,Ml 
(exceptional set may depend on (s, t, 0)). 
From this, (3.6)(i), and (3.7)(i), the argument of Getoor and Kesten (by Fubini) 
gives: For each t > 0, there exists JV, null set, such that (s, x) + &:(s, w ) is continuous 
and increasing in s (and it is = 0 at s = 0) for all w &Nt; for all x, 4: is a CAF of 
X.,, equivalent to c5:, and it is an a.s. jointly continuous (in (x, s)) local time for 
X.,. In fact, we may also assume that, for w & JV~, 
I 
s 
~e(X.,rb)) du = 
I 
&(s, w) dx 
0 B 
for all B E 24 and all s 2 0. 
Next we use this to get a local time on the plane. 
(3.9) 
3.2. Local times on the plane 
Let 
d={(t, w): (s, x,+qg(s, w) is continuous, 3 0 and increasing in s, and 
such that (3.9) is verified for all s 20, rational, and all B intervals 
with rational endpoints}. 
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Then d E 93 (W,) 0 9. The previously stated result, together with Fubini’s Theorem, 
gives the existence of a set X in 9 with P(N) = 0, such that if w E! X we have for 
almost all t (exceptional set may depend on w): 
(i) (s, x) + 4: (s, w) is continuous, 3 0, and increasing in s ; 
(ii) I,$: (s, w) dx = Ji IB(Xu,r(~)) du for all B E 9 and all s 2 0. 
So we can define, for E 3 0, 
l0 ifwE.hC 
(This definition is correct since the integrand is measurable and 30 for almost 
all u.) 
It is easily verified that 
(a) (s, t) + LZ(s, t, w) is continuous for all x, and gives a measure on R”,, 
(b) JB~Z(s, t, w) dx = J; J:+‘I~((x~,~(w)) du dv for all B Bore1 and all s, t ~0, if 
w&K 
Furthermore, for 0 <E we have, if s, t E [0, IV], 1x1 <A4 and IyI CM, 
\LZ(s, t, w)-L:(s, t, w)l C [‘+E [C&S, w)-&(s, w)( dv 
B 
G 
I 
f+F 
u~(O)T,(lx-yl)C~,,(w)dv 
=CiX -y/) j”” c&,,,(w) dv, 
E 
by (3.6)(ii) and because ui (0) = v-‘u”“(0) < c, < +co for v 2 F, where c, is a constant 
in (0, +cO). 
Together with (3.7)(ii) this gives the following: There exists an .X’E~ with 
P(.N") = 0, and such that, for w & JV’, (x, s, t) + L:(s, t, w) is continuous on (-M, M) X 
[0, N] x [0, N]. Since M and N are arbitrary in (0, +a), we proved the following 
theorem. 
Theorem 3.1. If a* > 0 or v(R\O) = +OO and 0 is regular for (0) for the process X.1, 
and we also assume 
I ‘1 o ;pI(u) du <+a, 
where p1 is defined by (3.4), then, for each E > 0, there exists an a.s. jointly continuous 
local time {LZ(s, t): x E R, s, t 3 0}, for X’. 
4. A short observation about recurrence 
Proposition 4.1. Let X = {X,: t E R”,} be a real L&y process on (a,$, P). If X is 
strictly stable with index (Y >$ with ~(0, +a) > 0 and ~(-a, 0) > 0 in the case 
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$ < (Y c 1, then Xis point recurrent, in the sense that P[X,,, = x for some s 2 n, t s n] = 1 
for all n E N and all x E Iw (v is L&y measure of X). 
Proof. Of course we are only interested in i< LY G 1. By Proposition 2.1 we can 
find {4(x, z)}, a measurable and (a.s.) regular local time for X. In particular, for 
almost all w, 
(i) 4(x, R, w) = 0 if x@{X(T, w): r E R} for all R = (21, zz] with zr cl z2 in Q:. 
(ii) I, c5 (x, J, w) dx = jJ1, (X(7, w)) dr for all B E ~23 (Iw) and all J E 3 (Iw:). 
Since X1,1 has a bounded, continuous and positive density (denoted by p later on), 
it is immediate from (ii) above that for z1 cl z2 in Q: 
I E 4 (x, [z I, 221) dx > 0 B 
for all B E 93 (W) with A (B) > 0. Consequently, E C#J (x, [ZI, 221) > 0 for almost all x, 
and from (i) we have 
P[w : x E Zi (w, [zl, z2])] > 0 for almost all x, 
whereR(w,J)={X(z,w):zEJ}andR(w,J)isitsclosureinIW,JclW:. 
But, if 
(4.1) 
g(x)=P{w: x ER(w, [zi, zd-Pb~: x ERGO, [ZI, zdlr 
g is Borel, 3 0, and 
I g(x) dx = E I~(w,[rl,zz~)\~(o,rzl,zzl)(X) dx = 0. w I tm 
Hence, (4.1) gives us 
P[X, = x for some z E [zi, z2]] > 0 for almost all x. 
In particular, if 
h (x, r) = P(X,,, = x for some s 2 r, t 2 r), 
then for each r > 0, h (x, r) > 0 for almost all x. From this and the scaling property, 
the result follows by arguing as Orey and Pruitt [13], when studying recurrence of 
an N-parameter Wiener process in IWd: h (x, r) decreases as r increases (for each x). 
Let h(x) = lim,T, h (x, r). 
Since the O-l law holds for n,_r a(X,,,: s an, tan) by the independence of 
increments, h(x) is 0 or 1 for each x. 
But, we can show that 
(a) h is continuous, and 
(b) h(O)= 1. 
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In fact, if r > 1 and u(y, r) = P(X,,, -XI,I =y for some s ar, t >rI), u is 
measurable, 0 G u G 1 and 
h(x,r)= u(y,r)p(x-y)dy I (4.2) 
by the independence of the increments and because X = 0 on the axes. So 
Ih(x,r)-hix’,r)l~[ (p(x-y)-p(x’-y)ldy, 
and (a) follows. Since h(x, r) = h(h2’a~, hr) for A > 0 (by scaling), h(0) = h(0, r) for 
all r. The conclusion follows as in [13], using (4.2) again. 0 
Remark. A same argument shows that if AI is a cone given by 
A,={(s,t):s~l,t~landa(s 
forsomea<l<a’andA,=rA1,then 
P(X, =x for some z E A,) = 1 
where X is as in Proposition 4.1. 
-l)ZZt-l<a’(s-l)} 
for all x E [w and all r > 0, 
Appendix A 
A.1 
Here we verify that in Theorem 2.4 a simple modification of the calculations 
done in the stable case will give us the result under the conditions of cz > 1, where 
(Y is the lower index of X. 
Let 1 <(w’<a. Then IuI-OL’ Reti(u)c(a’) for some ~(a’)>0 if lu\al. (4(u) 
denotes, as before, the exponent of X.) Let 1(zl,. . . , zn) be as in (2.3), with 
21, *. * 9 zn as in the proof of Theorem 2.4. We have 
Changing variables, ui = xi Uijuj, i = 1, . . . , II, we have 
I(Zl,...,Z”) cC+C’ fi jPilJ”“’ 
i=l 
for C, C’ E (0, +a7) constants. So, we have 
I 
I(zl, . . . , z,) dzl - . . dz, G C((Y’, n)h”(l-l’a’) 
[B(s, 1, h)l” 
for s, t, t + h E [0, l] (h > 0 without loss of generality), where O< C((Y’, n) < +a. 
ME. Vares / Local times for two-parameter L&y processes 81 
This will give us: If n = 2m (m > l), x E R, s, t, t + h as above, then 
EIL’(x, s, t +h) -LE(x, s, t)l” s C(cy ‘, n)lh [“(‘-“a’) for any E 2 0. 
Similarly for the increments in s. 
For ElL”(x +h, s, t)-L’(x, s, t)l” (n =2 m we used the crude estimates obtained ) 
from the qN(x, s, t)‘s, corresponding to X.,. We then need the analogue of (2.9). 
Let sO=O<sl<. ..<s,<l, O<t and let J(sl,.. . , s,, t) be as in the proof of 
Theorem 2.4. Then 
6 etAI Re GL(u;+-+u,)] fl dui 
withAj=sj-sj-1. 
By the change of variables uj = Uj +* * * +u, (j = 1,. . . , a), we have that for 
0 < S < ~(cY’ - 1) with 1 < (Y ’ < a, the above term is bounded by 
AJ(1+26)la’ 
1 
. 
If follows that 
Elcp,v(x +h, s, t)-qN(x, s, t)l” =z C’((Y’, n, S)(l+ t-ncl+s”a’)~h~“s 
if ~<cY’<cu, O<S<$(a’-l), x, PER, O~scl, Oct. The conclusion is then 
obvious. 
A.2 
In Section 2 we made use of the following lemma, which is due to Adler [l]; in 
fact, we need a slight modification of his lemma as stated below. 
Lemma A.1 (slight modification of Adler’s lemma). Let (Y(x, z): x E [0, 11, z E 
[0, llN) be a stochastic process on (l&.9, P). Suppose there exist constants b, c, 
dl, . . . , dN > 0 such that 
(1) E~Y(x+h,z)-Y(x~)~‘db~h~~+~, 
(2) EIY(x, (t, z +k))l”Gb fl:, lkilltdz, and 
(3) ElY(((x, z), (X +h, Z +k)))l’G blhllfC n:, Ikill’dg 
for all x, x +h E [0, 11, z, z + k E [O, llN (k = (kl, . . . , kN)). Then, if Y is separable 
(and so jointly continuous) we have, for all pi < di/r, i = 1, . . . , N, there exist random 
variables 77, 6 with P[n E (0, +a)] = 1 = P[[ E (0, +m)], such that for all x E [0, 11, 
all z, z + k E [0, llN with max(kil< 77 
I Yb, (z, z +k))lst iJ?I lkiIPx (for each w). 
About the proof. The only difference between this and 
onehasdr=***= dN = d. The same proof works here. 
Adler’s lemma is that there 
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