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ABSTRACT 
An algorithm is presented for computing a column permutation II and a QR 
factorization ATI = QR of an m by n (m > n) matrix A such that a possible rank 
deficiency of A will be revealed in the triangular factor R having a small lower right 
block. For matrices of low rank deficiency, the algorithm is guaranteed to reveal the 
rank of A, and the cost is only slightly more than the cost of one regular QR 
factorization. A posteriori upper and lower bounds on the singular values of A are 
derived and can be used to infer the numerical rank of A. 
1. INTRODUCTION 
A very useful factorization of an m by n (m > n) matrix A is the QR 
factorization, given by AII = QR, where II E Rnxn is a permutation matrix, 
QE RmX" has orthogonal columns and satisfies Q’Q = I,,, and R E Rnx” is 
upper triangular. 
If A has full rank, then R is nonsingular. In many applications in which 
A is nearly rank deficient, it is desirable to select the permutation II so that 
the rank deficiency is exhibited in R having a small lower right block [13]. 
For if R is partitioned as 
RI, RI2 
R= 0 i 1 R 22 
where R, is r by r, then it is easy to show that u,_,+,(A) < jjRzzl12, where 
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we have used the notation ui to denote the ith singular value of A, with 
a,>u,> *. . >, a,. Therefore, if ]]Rsa]]s is small, then A has at least r small 
singular values and thus is close to being rank r deficient. The converse, 
unfortunately, is not true. In other words, if A has T small singular values, 
then it is not guaranteed that a given QR factorization of A has a small 
IIfb2ll2~ as the following example shows. 
EUMPLE 1. Let A,, E Rnx” be the matrix of order n illustrated below: 
A,=diag(l,s,s’,...,s”-‘) 
1 -_c . . . -_c 
0 -1” -_c . . . -_c 
. . 
. . . . . -C 
;, ..: 0’ 0 1 
where s and c satisfy s2 + c2 = 1. For n = 50, c = 0.2, we have uJA,) = 
10p4. On the other hand, A,, is its own QR factorization and obviously has 
no small R,, block for any value of r. 
Besides being able to reveal rank deficiency of A, a QR factorization with 
a small R, block is very useful in many applications, such as in rank 
deficient least squares computation [8, 111 and in the subset selection 
problem [7, 81. Therefore a variety of techniques have been proposed to 
compute it. Since the QR factorization is essentially unique once the permu- 
tation II is fixed, these techniques all amount to finding an appropriate 
column permutation of A. Perhaps the best known of these is the column 
pivoting strategy [2]. Although this strategy is usually very effective in 
producing a triangular factor R with a small IIRzzll, very little is known in 
theory about its behavior, and it can fail on some matrices [5, 91. For 
example, column pivoting leaves the matrices A, in Example 1 unchanged 
and fails to produce a small IIRzzll. While such examples are rare in practice, 
it is still of fundamental interest to understand what distinguishes column 
permutations of A that produce rank revealing QR factorizations from 
permutations that don’t, and to construct algorithms that can identify them. 
In this paper, we present an algorithm that is guaranteed to work for matrices 
of low rank deficiency and costs only slightly more than one regular QR 
factorization of A. In addition, empirical evidence shows that it works for 
most higher rank deficient matrices as well. It is important to note that even 
if the singular value decomposition (SVD) of A is known, it is still not 
obvious how to compute such a rank revealing QR factorization. In [7], an 
algorithm is presented for solving the subset selection problem that is based 
on first computing the SVD of A. Our algorithm does not require computing 
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the SVD of A. In the rank one deficient case, the two algorithms produce the 
same results, but for higher dimensional rank deficient matrices, they are 
different. Our algorithm is most closely related to one recently developed by 
Foster [6], and we shall comment on this in more detail in Section 4. 
In Section 2, we shall first study the rank one deficiency case. In Section 
3, we present an algorithm for the general rank deficiency case and derive 
a priori bounds on the size of the computed ]]Rzz]]. In Section 4,we derive 
a poster&i upper and lower bounds on the singular values of A, which can 
be used to infer its rank. In Section 5, we discuss how this algorithm can be 
implemented efficiently. Some numerical examples will be given in Section 6. 
We shall use the notation xi or (x)~ to denote the ith component of a 
vector X, and aij to denote the (i, j)th element of matrix A. 
2. REVEALING RANK ONE DEFICIENCY 
Assume that A is nearly rank one deficient. We would like to find a 
column permutation of A such that the resulting QR factorization has a small 
pivotal element rnn. It turns out that this permutation can be found by 
inspecting the size of the elements of the singular vector of A corresponding 
to the smallest singular value a,. This procedure was first pointed out in [7]. 
THEOREM 2.1. Suppose that we have a vector x E R” with llxllz = 1 such 
that lIArlIz = E, and let II be a permutation such that if II% = y, then 
ly,,l = Ilyllm. Then ifAII = QR is the QR fkctorizution of All, then 
Proof. The proof of this theorem was stated as Exercise P6.4-4 in [8]. 
We shall prove it here. First we note that since ]ynl = ]]y]lrx and ]]y]]s = ]]x]]s 
=l,wehave ]yn]>fi.Nextwehave 
Therefore, 
E = llA4lz = IIQTA41s = IlR~llz ’ IL,YA 
from which the result follows. 
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Let u E R” with ]I u,]) = 1 be the right singular vector of A corresponding 
to the smallest singular value a,. Then we have 
Wile = (J,. 
Therefore, by Theorem 2.1, if we define the permutation II by 
pI%> I” = llullm, 
then AH has a QR factorization with a pivot r”,, at least as small as he,, in 
absolute value. 
Since only the permutation II is needed, it is not necessary to compute 
the SVD of A in order to find u exactly. In practice, one can use a few steps 
of inverse iteration [3, 121 to compute an approximation to u from which the 
permutation II can be determined. In the more interesting case where 
a,, -=z u,,_ i, the inverse iteration should converge rapidly. This suggests a two 
pass algorithm in which one first computes any QR factorization of A, then 
performs inverse iteration with R to find an approximate u, then determines 
II, and then computes the QR factorization of AH. The above procedure is 
similar to a two pass algorithm derived in [4] for computing an LU factoriza- 
tion of a square matrix B with a small nth pivot. In fact, the two algorithms 
are very much related, but we will not pursue that here. 
3. REVEALING HIGHER DIMENSIONAL RANK DEFICIENCY 
In this section, we consider the case where A is nearly rank r deficient, 
with r > 1. Our goal is to find a permutation II such that if 
is the QR factorization of AH, with R, E Rrx’, then llRzzll is small in some 
norm. 
A natural way to extend the one dimensional result of Section 2 is to 
repeatedly apply the one dimensional algorithm, for r = 1,2,. . . , to R,,, the 
leading principal triangular part of R. Suppose that we have already isolated 
a small r by r block R,. To isolate a small r + 1 by r + 1 block, we compute, 
using the one dimensional algorithm given in Section 2, a permutation P such 
that R,,P = Q,8,, is the QR factorization of R,,P and where the (n - r, 
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12 - r)th element of ii,, is small. Then with 
it can be easily verified that 
is the QR factorization of Al?. 
The above procedure can be summarized in the following algorithm: 
ALGORITHM RRQR(T) 
Purpose: Computes a permutation II and a QR-factorization 
with a small R=E RrXr to reveal a possible rank r deficiency in A. 
Compute any Q&factorization of A: AII = QR. 
Initialize W E R”” to zero. 
For i=n,n-l,..., n-r+l,do 
1. R,, + leading i X i block of R. 
2. Compute the singular vector u E R’ of R,, corresponding to a,& R,,) 
with llollz = 1, and set ai = q&R,,). 
3. Compute a permutation P E Rixi such that I(P’u)~I = IIP’uII,. 
4. Assign v” = E R” to the ith column of W. 
5. Compute W + ?*W, where P = 
6. Compute the QR factorization: 
7. n + le. 
9. R+( ‘b” ‘2). 
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End For 
The matrix W is used to store the singular vectors corresponding to the 
smallest singular values of the successive leading triangular blocks R,,. It is 
updated in the above algorithm for theoretical reasons only (see Lemma 3.2) 
and need not be explicitly incorporated in an actual implementation. 
For the above algorithm to produce the desired QR factorization, we 
must prove the following two assertions: 
(1) At step 2, R,, has a small singular value so that the (i, i)th element of 
fii,, is guaranteed to be small. 
(2) At step 9, the last [i.e., the (n - i)th] row of QFR,, is small. 
If these two assertions are true, then the lower n - i + 1 by n - i + 1 block of 
R in step 9 is small and we have the desired QR factorization. 
We shall next prove more precise versions of these two assertions. With 
regard to the first assertion, we have the following lemma. 
LEMMA 3.1. Let BE Rnxk be a matrix containing any subset of k 
columns of A. Then 
Proof. Follows from the variational characterization of singular values. 
See [8]. n 
Since (RT,,O)T is the first i columns of QrAII, by Lemma 3.1 we have 
This guarantees that R,, has a small singular value if u,(A) is small, i.e., if 
the algorithm has not yet “captured” the complete approximate null space of 
A. Moreover, it also follows that 6, > aj if i -C j. 
Proving the second assertion is more subtle. We shall first need to 
establish some properties of the matrix W employed in the algorithm. 
LEMMA 3.2. The matrix W = [w,_,.+~ ,..., w,,] E R”” computed by Al- 
gorithm RRQR( r ) satisfies the following properties: For i = n, n - 1,. . . , 
n-r+l, 
(l) lIwil12 = ‘, 
(2) (w~)~ = 0 for j > i, 
(3) Kwi)il = llwillc9 a ‘/fiT 
(4) l]AII~i]la = ai G e,(A). 
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Proof We shah prove the lemma by induction on r. The lemma is 
obviously true for the case r = 1 because of the one dimensional result in 
Theorem 2.1. Now assume that the lemma is true for r = k. That is, after k 
steps of Algorithm m&k), the vectors Gj, for j = n, n - 1,. . . , n - k + 1, 
satisfy the four properties stated in the lemma. We shah show that the vectors 
wj, for j= n,..., n - k, computed by Algorithm mqR(k + 1) also satisfy 
these properties. First observe that Algorithm mqR(k + 1) is simply Al- 
gorithm m@(k) followed by one more pass through the loop with index 
i = n - k. At step 5 of this last pass, the matrix W is updated by 
W+PT(v”,c”_k+l,...r f&J 
= FTC, PTtz”_k+l,...,~Ttz”), ( 
where by the induction hypothesis, the vectors Cj, j = n,.. . , n - k + 1, 
satisfy the properties stated in the lemma. Note that since PT is a permuta- 
tion affecting only the first n - k components of each of the Cj vectors, the 
updated vectors wj for j = n,. . ., n - k + 1, automatically satisfy the first 
three properties. Moreover, v” is chosen so that w,_~ = FTC also satisfy these 
three properties. To verify the fourth property for j r n,. . . , n - k + 1, note 
that the permutation for tigorithm RRQR(k + 1) is IX’ and 
by the induction hypothesis. Finally, for j = n - k, we have 
llAIl~w,_,llz = IIAIl@T511z = IIAIlIdl12 
= IIR11a2 
= 6 n-k 
G %kcA) 
where the last bound is arrived at by using Lemma 3.1 and the fact that R 
has the same singular values as A. This completes the inductive proof. n 
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to state our main results. 
THEOREM 3.1. Let the matrix W E R” xr computed by Algorithm RRQR(T) 
be partitioned as W * = ( WF, W,‘), where W, E Rrxr is upper triangular and 
nonsingular. Then the QR-factorization AII = QR as computed by Algorithm 
RRQR( r ) satisfies 
Proof. Denote the columns of W by [w, _ ?+ 1,. . . , w,]. Define Y = 
Q*AIIW E RnX’. From property (4) of Lemma 3.2, we have 
n-r+1 
llYll2 G IIYIIF = 
J 
C 62 < h6n_r+l G hann-r+l. 
i=n 
On the other hand, we have 
Y=Q*AIIW=RW= 
Rllwl+ RlZW, 
R w , 
22 2 
from which follows that 
IIYIIZ a llR22Wzllz 2 $+. 
2 2 
Combining the above, we get 
u n-r+l>‘&-r+l a l,WI$r ) 
2 
from which the desired result follows. n 
This theorem states that I( Rzzll 2 is bounded by the rth smallest singular 
values of A, provided that )I W;‘]]s is not too large. From Lemma 3.2, we 
have that W, is upper triangular with nonzero diagonal elements and is 
obviously nonsingular. Moreover, Algorithm RRQR can be interpreted as 
trying to produce a well-conditioned W, by putting the largest element in 
absolute value of each column of Won the diagonal of W,. In this sense, it is 
analogous to the strategy proposed in [7], in which the permutation of II is 
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obtained via a QR factorization with column pivoting applied to isolate a 
well-conditioned subset of the rows of the matrix formed by the T singular 
vectors corresponding to the T smallest singular values of A. The present 
algorithm has the advantage that the SVD of A need not be computed and 
that an apriori bound for l[RJl can be derived from an (I priori upper 
bound for 11 W~‘lla. In fact, an a priori bound for individual elements of R, 
is possible. 
THEOREM 3.2. Algorithm RRQR(T) computes a permutation H and a QR 
factorization of A given by All = QR where the elements of the lower r by r 
upper triangular block of R satisfy 
j-l 
lrijl~ujfi+ C 2j-1-kak& 
k=i 
(34 
Q zj-ia,& for n-rcigjgn. (3.2) 
Proof. By employing Lemma 3.2, we have, for n - r < i 6 j Q n, 
Uj > llAIhjllz = IlRwjllz a I(Rwj), I= k$iTk(wj)k * 
I’ I 
Isolating the k = j term in the sum and rearranging terms, we get 
j-l 
Irij(wj)jlG ‘js c Iqktwj)kI’ 
k=i 
Since by Lemma 3.2, I(Wj)jl= II(Wj 2 I/fi, we have 
lrijl < ujJj + jillr,,l. 
k=i 
Solving this recurrence in the index j, we get the bound given in (3.1). Using 
the bound ok& d ui6 in each term in the sum in (3.1), we get the bound 
in (3.2). n 
The factor 2jei in the bound (3.2) in Theorem 3.2 indicates that the 
bound for an element of R, increases with its distance from the main 
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diagonal. In fact, the bound for the element (r”_,+ i, “1 grows like 2’. For large 
values of r, this bound can be quite large and overconservative for most 
problems encountered in practice. On the other hand, many problems in 
application have small values of r, and for these problems, the bounds in 
Theorem 3.2 should be quite reasonable. For example, if T = 4, then we have, 
forn-4Ci<j<n, 
max]rij] < 1660~. 
ij 
Therefore, any small singular values of A will be revealed in the triangular 
factor R. In other words, for matrices of low rank deficiency, Algorithm 
RRQR(~) is guaranteed to produce rank revealing QR factorizations. 
4. BOUNDING THE SINGULAR VALUES 
Very often, it is desirable to be able to infer the rank of A from its QR 
factorization by estimating the small singular values of A from the triangular 
factor R [l, lo]. From Theorem 3.1, we can easily derive the following 
a posteriori bounds on the singular values of A in terms of the matrices R 
and W computed by Algorithm RRQR(T). 
COROLLARY 4.1. Let W ER”~’ and R E Rnx” be as computed by 
Algorithm RRQR(T). Let R& and WJ denote the lower right j by j upper 
triangular blocks of R and W respectively. Then, for 1~ j Q r, 
The quantities 6,_j+i and llR&Jlz are computable a posteriori lower and 
upper bounds respectively for the singular value c-r,_ j+ i. If I]( Wj) -11(2 is not 
much larger than the optimal value of one, then the above corollary states 
that these bounds should be very tight and one can therefore infer the 
numerical rank of A. In practice, the value of llRillz can be estimated by 
more easily computable norms of RL, such as the l-norm, the co-norm, and 
the Frobenius norm. These a posteriori bounds also enable Algorithm RRQR to 
be implemented in an adaptive manner: the algorithm can be terminated if 
the lower bounds indicate that all the small singular values of A have been 
revealed. 
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Algorithm RRQR is closely related to two algorithms recently given by 
Foster [6]. His algorithms are designed to reveal the rank and nullity of a 
given matrix and to produce a subset of columns spanning the approximate 
range space of the matrix. In fact, the strategy that he used in deciding which 
column to discard at each stage of his algorithm is exactly the same as the one 
used in RRQR to select which column is to be permuted to the last position, 
namely, by inspecting the largest element in absolute value of the singular 
vector of the leading block of a triangular factor. The main difference 
between the two algorithms is that RRQR produces a QR factorization of the 
original matrix whereas Foster’s algorithm only produces a factorization for a 
subset of the columns of the original matrix. More importantly, the availabil- 
ity of the full QR factorization in Algorithm RRQR allows the computation of 
a posteriori upper and lower bounds on the singular values of A as presented 
in this section, which makes it possible to estimate the rank of A more 
reliably that the usually pessimistic a priori bounds can. 
5. IMPLEMENTATION NOTE 
The main work of Algorithm RRQR consists of three parts: the computa- 
tion of the initial QR factorization, the computation of the singular vector u 
of R,, by inverse iteration at each iteration, and the QR-factoring of R,,P at 
each iteration. Ignoring lower order terms, the first two take n2(m - n/3) 
(assuming that Q need not be accumulated) and Zn2r flops respectively, 
where Z is the number of inverse iterations used at each iteration. Usually, 
Z = 2 is sufficient in practice, especially if an efficient condition number 
estimator is used to select the initial vector. 
The refactoring of R,,P, if done naively, say by using Householder 
transformations, would be extremely inefficient. Due to the special structure 
of the problem, a much more efficient procedure can be derived by using 
Givens rotation instead. The column of R,, to be permuted to the last 
column can be swapped with adjacent columns one at a time until the last 
column is reached. For example, if column 1 is to be permuted to column k, 
we can swap the pair (1,2),(2,3), . . . , (k - 1, k) successively. With each swap, 
exactly one nonzero is introduced in the lower triangular part of R,,, which 
can then be annihilated by applying an appropriate Givens rotation from the 
left. In most applications, these extra Givens rotations can be stored in 
factored form and do not have to be applied to the orthogonal factor Q of the 
initial QR factorization. Assuming the worst case in each iteration, i.e., that 
the first column of R,, is to be permuted to the last every time, this takes 
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2n2r flops. Therefore, the total work for Algorithm RRQR(T) is given by 
assuming that Z = 2. 
Therefore, if T < n, the extra work performed after the initial QR factoriza- 
tion is of a lower order and negligible, especially if m > n. Even in the 
extreme case of T = n, we have W(n) = mn2 + yn3, which is still smaller 
than the cost of 2mn2 +4n3 for computing the SVD [8]. 
It is interesting to note that the cost of implementing the column pivoting 
strategy is O(mn) while that for RRQR is O(n2r). Therefore, if r is small and 
m > n, the overhead of RRQR is less than that for column pivoting. 
6. NUMERICAL EXAMPLES 
In this section, we present a few numerical examples to illustrate the 
theory developed in the earlier sections. All computations are done on a 
VAX/780 in single precision, with a relative machine precision of about 
10e7. The initial QR factorization is performed with no column permutation, 
and the inverse iterations are performed with Z = 5 with the initial vector 
chosen to be (1, 0, LO,. . . , 1,O)r. For each of the examples, we compute the 
QR factorization with Algorithm RRQR, compute the lower and upper 
a posteriori bounds 6, _ j + i and ]]Ri2]12 given in Corollary 4.1, and compare 
these with the true singular values u,_ .+ i and with the upper bounds 
obtained by the QR-factorization with an d without column pivoting. 
The first example is the matrix A, gi ‘ven earlier in the introduction. It 
turns out that, due to roundoff errors, QR with column pivoting actually 
pivots with this matrix. We therefore use the following modified matrix 
instead: 
Ai=AA,+diag(ne,(n-1)e ,..., e), 
where E = lops. This small perturbation only changes the singular values of 
the matrix by a small relative amount and forces no column pivoting. The 
results are shown in Table 1, in which the column permutations produced by 
RRQR and QR with column pivoting are also presented. We see that in this 
case, Algorithm RRQR succeeds in revealing the one dimensional null space of 
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TABLE 1 
RESULTSFOR A, 
RRQR True MQR 
Pivoted QR Unpivoted QR 
i lower oi upper K Upper K Upper 
50 9.293 - 05 0.0001 0.0002 1 0.3678 50 0.3678 
49 0.4349 0.4112 0.4538 48 0.4112 49 0.4112 
48 0.4262 0.4222 0.4937 49 0.4227 48 0.4227 
47 0.4531 0.4327 0.4967 46 0.4351 47 0.4351 
46 0.4440 0.4431 0.5143 47 0.4495 46 0.4495 
45 0.4722 0.4536 0.5179 44 0.4665 45 0.4665 
44 0.4627 0.4642 0.5357 45 0.4868 44 0.4868 
43 0.4924 0.4749 0.5399 42 0.5106 43 0.5106 
42 0.4824 0.4858 0.5581 43 0.5382 42 0.5382 
41 0.5137 0.4968 0.5627 40 0.5698 41 0.5698 
K = corresponding column of A permuted to ith column of AII. 
the matrix whereas QR with column pivoting fails to do so. Since the values 
of [I( Wd)- ‘11 2 are very close to one, the a posterior+ bounds are very tight 
and there is no trouble in identifying the numerical rank. In fact, since the 
lower bound for a,, is clearly not small, one can confidently truncate the 
algorithm after only two iterations. Note that since the lower bounds ai are 
computed only approximately by inverse iteration, they can actually be 
slightly larger than the true singular values. But this slight inaccuracy does 
not affect the ability to infer the rank. 
The second example is the class of matrices defined as follows. Let 
ZZ,, = Z - (2/n)eeT, where e = (l,l,. . , ,l)r. Define 
where D is a diagonal matrix. Since H, is orthogonal, the singular values of C 
are the diagonal entries of D. The results for two different D’s with 
well-defined numerical rank are presented in Tables 2-3. In Table 4, we 
present an example where the numerical rank is not as welldefined. All the 
results show that the a posteriori bounds produced by RRQR are tight and that 
they reveal the numerical rank as predicted. QR with column pivoting also 
succeeds on these examples, although it is not possible to infer the rank, since 
a lower bound on the singular values is not available. The column permuta- 
tions produced are also different than those of RRQR. QR factorization with 
no pivoting fails to reveal any near rank deficiency in all cases. 
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TABLE 2 
RJMJLTSFORC WITH D=diag(l,l,l,1,1,10~4,10~4,10-4,10~4,10~4) 
RRQR True RRQR 
Pivoted QR Unpivoted QR 
i lower ui upper K Upper K Upper 
10 0.0001 0.0001 0.0002 3 0.0001 10 0.0001 
9 0.0001 0.0001 0.0002 6 0.0001 9 0.0001 
8 0.0001 0.0001 0.0002 7 0.0002 8 0.0002 
7 0.0001 0.0001 0.0002 10 0.0002 7 0.0002 
6 0.0001 0.0001 0.0002 9 0.0002 5 1.0000 
5 0.4472 1.0000 1.0000 8 1.0000 6 1.0000 
4 0.4472 1.0000 1.0000 4 1.0000 4 1.0000 
TABLE 3 
REsULTSFORCm D=diag(1,10~4,1,10-4,1,10-4,1,10-4,1,10-4) 
MQR True 
Pivoted QR Unpivoted QR 
i lower Oi upper K Upper K Upper 
10 0.0001 0.0001 0.0002 5 0.0001 10 0.0001 
9 0.0001 0.0001 0.0002 2 0.0001 8 0.0002 
8 0.0001 0.0001 0.0002 8 0.0002 6 0.0002 
7 0.0001 0.0001 0.0002 4 0.0002 4 1.0000 
6 0.0001 0.0001 0.0002 6 0.0002 9 1.0000 
5 0.4472 1.0000 1.0000 10 1.0000 2 1.0000 
4 0.6325 1.0000 1.0000 7 1.0000 7 1.0000 
TABLE 4 
RESULTS FOR C WITH D = diag(loe5, 1oe4, 1om3, lo-‘, lo-‘, 1,1,1,1,1> 
MQR 
i lower 
10 9.83 - 06 
9 0.0001 
8 0.0009 
7 0.0076 
6 0.0706 
5 0.4479 
4 0.4490 
3 0.6334 
2 0.7767 
1 0.8947 
True 
4 
9.83 - 06 
0.0001 
0.0009 
0.0100 
0.1000 
1.0000 
l.OQOO 
1.0000 
1.0000 
1.0000 
mQR 
upper 
1.2E - 05 
0.0001 
0.0017 
0.0263 
0.2193 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
Pivoted QR 
K Upper 
1 1.33-05 
2 0.0001 
3 0.0017 
6 0.0263 
4 0.2193 
9 1.0000 
5 1.0000 
8 1.0000 
7 1.0000 
10 1.0000 
Unpivoted QR 
K Upper 
1 4.93 - 05 
2 1.0000 
3 1.0000 
10 1.0000 
4 1.0000 
5 1.0000 
9 1.0000 
8 1.0000 
7 1.0000 
6 1.0000 
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In all the above examples, the actual values of I[( Wi) -iI1 a are not much 
larger than the optimal value of one, and are much smaller than that 
suggested by the exponential a priori bounds given in Theorem 3.2. This is 
probably typical for most problems encountered in practice. In fact, we have 
not succeeded in finding an example for which the a priori bounds are 
achieved. Thus, not only is Algorithm RRQR guaranteed to work for matrices 
of low rank deficiency, it should almost always work for high rank deficient 
ones as well. 
7. CONCLUSION 
In this paper, we have presented a simple and efficient algorithm for 
computing a QR factorization that is designed to reveal the numerical rank of 
a given matrix. Our theory shows that the algorithm is guaranteed to work for 
matrices of low rank deficiency, and numerical experiments indicate that it is 
also very likely to work even in the high rank deficient cases. The a posteriori 
bounds for the singular values, which are by-products of the algorithm, can 
be used to infer the numerical rank of the matrix, without explicitly comput- 
ing the SVD of the matrix. Thus, this special QR factorization could be used 
reliably and efficiently in many matrix computations for which a rank-reveal- 
ing QR factorization is needed, such as in rank deficient least squares 
computations and the subset selection problem. 
The author would like to thank Dr. Robert Schreiber for helpful discus- 
sions on the development of Algorithm RRQR and Professor Charles Van Loan 
for pointing out Theorem 2.1 in the book [8]. 
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