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Abstract
This survey reviews portfolio selection problem for long-term horizon. We consider
two objectives: (i) maximize the probability for outperforming a target growth rate of
wealth process (ii) minimize the probability of falling below a target growth rate. We
study the asymptotic behavior of these criteria formulated as large deviations control
problems, that we solve by duality method leading to ergodic risk-sensitive portfolio
optimization problems. Special emphasis is placed on linear factor models where explicit
solutions are obtained.
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1 Introduction
Dynamic portfolio selection looks for strategies maximizing some performance criterion.
It is a main topic in mathematical finance, first solved in continuous time in the seminal
paper [13], and extended in various directions by taking into account stochastic investment
opportunities, market imperfections and/or transaction costs. We refer for instance to
the textbooks [11], [10] or [19], and the recent survey paper [12] for developments on this
subject.
Classical criterion for investment decision is the expected utility maximization from
terminal wealth, which requires to specify on one hand the utility function representing the
investor’s preference, and subjective by nature, and on the other hand the finite horizon.
We consider in this paper an alternative behavioral foundation, with an objective criterion
over long term. More precisely, we are concerned with the performance of a portfolio relative
to a given target, and are interested in maximizing (resp. minimizing) the probability to
outperform (resp. to fall below) a target growth rate when time horizon goes to infinity.
Such criterion, formulated as a large deviations portfolio optimization problem, has been
proposed by [22] in a static framework, studied in a continuous-time framework for the
maximization of upside chance probability by [17], and then by [9], see also [21] in discrete-
time models. The asymptotics of minimizing the downside risk probability is studied in [8]
and [15].
Large deviations portfolio optimization is a nonstandard stochastic control problem,
and is tackled by duality approach. The dual control problem is an ergodic risk-sensitive
portfolio optimization problem studied in [6] by dynamic programming PDE methods in
a Markovian setting, see also [7], and leads to particularly tractable results with time-
homogenous policies. A nice feature of the duality approach is also to relate the target level
in the objective probability of upside chance maximization or downside risk minimization
to the subjective degree of risk aversion, hence to make endogenous the utility function of
the investor.
The rest of this paper is organized as follows. Section 2 formulates the large deviations
criterion. In Section 3, we state the general duality relation for the large deviations opti-
mization problem, both for the upside chance probability maximization and downside risk
minimization. We illustrate in section 4 our results in the Black-Scholes toy model with
constant proportion portfolio. Finally, we consider in Section 5 a factor model for assets
price, and characterize the optimal strategy of the large deviations optimization problem
via the resolution of an ergodic Hamilton-Jacobi-Bellman equation from the risk-sensitive
dual control. Explicit solutions are provided in the linear Gaussian factor model.
2 Large deviations criterion
We study a portfolio choice criterion, which is preferences-free, i.e. objective, and horizon-
free, i.e. over long term investment. This is formulated as a large deviations criterion that
we now describe in an abstract set-up. On a filtered probability space (Ω,F ,F = (Ft)t≥0,P)
supporting all the random quantities appearing in the sequel, we consider a frictionless
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financial market with d assets of positive price process S = (S1, . . . , Sd). There is an agent
investing at any time t a fraction πt of her wealth in the assets based on the available
information Ft. We denote by A the set of admissible control strategies π = (πt)t≥0, and
Xπ the associated positive wealth process of dynamics:
dXπt = X
π
t π
′
tdiag(St)
−1dSt, t ≥ 0, (2.1)
where diag(St)
−1 denotes the diagonal d × d matrix of i-th diagonal term 1/Sit . We then
define the so-called growth rate portfolio, i.e. the logarithm of the wealth process Xπ:
Lπt := lnX
π
t , t ≥ 0.
We set by L¯π the average growth rate portfolio over time:
L¯πt :=
Lπt
t
, t > 0.
We shall then consider two problems on the long time asymptotics for the average
growth rate:
(i) Upside chance probability: given a target growth rate ℓ, the agent wants to
maximize over portfolio strategies π ∈ A
P
[
L¯πT ≥ ℓ
]
when T →∞.
(ii) Downside risk probability: given a target growth rate ℓ, the agent wants to min-
imize over portfolio strategies π ∈ A
P
[
L¯πT ≤ ℓ
]
when T →∞.
Actually, when horizon time T goes to infinity, the probabilities of upside chance or down-
side risk have typically an exponential decay in time, and we are led to the following
mathematical formulations of large deviations criterion:
v+(ℓ) := sup
π∈A
lim sup
T→∞
1
T
lnP
[
L¯πT ≥ ℓ
]
, (2.2)
v−(ℓ) := inf
π∈A
lim inf
T→∞
1
T
lnP
[
L¯πT ≤ ℓ
]
. (2.3)
This criterion depends on the objective probability P, and the target growth rate ℓ, but
there is no exogenous utility function, and finite horizon. Large deviations control problem
(2.2) and (2.3) are nonstandard in the literature on stochastic control, and we shall study
these problems by a duality approach.
3 Duality
We derive in this section the dual formulation of the large deviations criterion introduced in
(2.2)-(2.3). Given π ∈ A, if the average growth rate portfolio L¯πT satisfies a large deviations
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principle, then large deviations theory states that its rate function I(., π) should be related
to its limiting log-Laplace transform Γ(., π) by duality via the Ga¨rtner-Ellis theorem:
I(ℓ, π) = sup
θ
[
θℓ− Γ(θ, π)], (3.1)
where I(., π) is the rate function associated to the LDP of L¯πT :
lim sup
T→∞
1
T
lnP
[
L¯πT ≥ ℓ
]
= − inf
ℓ′≥ℓ
I(ℓ′, π) = I(ℓ, π), ℓ ≥ lim
T→∞
L¯πT , (3.2)
and Γ(., π) is the limiting log-Laplace transform of L¯πT :
Γ(θ, π) := lim sup
T→∞
1
T
lnE
[
eθT L¯
π
T
]
, θ ∈ R,
The issue is now to extend this duality relation (3.1) when optimizing over control π. To
fix the ideas, let us formally derive from (3.1)-(3.2) the maximization of upside chance
probability.
sup
π
lim sup
T→∞
1
T
lnP
[
L¯πT ≥ ℓ
]
= sup
π
[− I(ℓ, π)]
= sup
π
[
− sup
θ
[
θℓ− Γ(θ, π)]]
= sup
π
inf
θ
[
Γ(θ, π)− θℓ]
(if we can invert sup and inf) = inf
θ
[
sup
π
Γ(θ, π)− θℓ].
We thus expect that
v+(ℓ) = inf
θ
[
Λ+(θ)− θℓ
]
, (3.3)
where Λ+ is defined by
Λ+(θ) = sup
π
Γ(θ, π).
In other words, we should have a duality relation between the value function v+ of the large
deviations control problem, and the value function Λ+, which is known in the mathematical
finance literature, as an ergodic risk-sensitive portfolio optimization problem.
Let us now state rigorously the duality relation in an abstract (model-free) setting. We
first consider the upside chance large deviations probability, and define the corresponding
dual control problem:
Λ+(θ) := sup
π∈A
lim sup
T→∞
1
T
lnE
[
eθT L¯
π
T
]
, θ ≥ 0. (3.4)
We easily see from Ho¨lder inequality that Λ+ is convex on R+. The following result is due
to [17].
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Theorem 3.1 Suppose that Λ+ is finite and differentiable on (0, θ¯) for some θ¯ ∈ (0,∞],
and there exists πˆ(θ) ∈ A solution to Λ+(θ) for any θ ∈ (0, θ¯). Then, for all ℓ < Λ′+(θ¯),
we have:
v+(ℓ) = inf
θ∈[0,θ¯)
[
Λ+(θ)− θℓ
]
.
Moreover, an optimal control for v+(ℓ), when ℓ ∈ (Λ′+(0),Λ′+(θ¯)), is
π+,ℓ = πˆ(θ(ℓ)), with Λ′+(θ(ℓ)) = ℓ,
while a nearly-optimal control for v+(ℓ) = 0, when ℓ ≤ Λ′+(0), is:
π+(n) = πˆ(θn), with θn = θ
(
Λ′+(0) +
1
n
) n→∞−→ 0,
in the sense that
lim
n→∞
lim sup
T→∞
1
T
lnP
[
L¯π
+(n)
T ≥ ℓ
]
= v+(ℓ).
Proof. Step 1. Let us consider the Fenchel-Legendre transform of the convex function Λ+
on [0, θ¯):
Λ∗+(ℓ) = sup
θ∈[0,θ¯)
[θℓ− Λ+(θ)], ℓ ∈ R. (3.5)
Since Λ+ is C
1 on (0, θ¯), it is well-known (see e.g. Lemma 2.3.9 in [4]) that the function
Λ∗+ is convex, nondecreasing and satisfies:
Λ∗+(ℓ) =
{
θ(ℓ)ℓ− Λ+(θ(ℓ)), if Λ′+(0) < ℓ < Λ′+(θ¯)
0, if ℓ ≤ Λ′+(0),
(3.6)
θ(ℓ)ℓ− Λ∗+(ℓ) > θ(ℓ)ℓ′ − Λ∗+(ℓ′), ∀Λ′+(0) < ℓ < Λ′+(θ¯), ∀ℓ′ 6= ℓ, (3.7)
where θ(ℓ) ∈ (0, θ¯) is s.t. Λ′+(θ(ℓ)) = ℓ ∈ (Λ′+(0),Λ′+(θ¯)). Moreover, Λ∗+ is continuous on
(−∞,Λ′+(θ¯)).
Step 2: Upper bound. For all ℓ ∈ R, π ∈ A, an application of Chebycheff’s inequality yields:
P[L¯πT ≥ ℓ] ≤ exp(−θℓT )E[exp(θT L¯πT )], ∀ θ ∈ [0, θ¯),
and so
lim sup
T→∞
1
T
lnP[L¯πT ≥ ℓ] ≤ −θℓ+ lim sup
T→∞
1
T
lnE[exp(θT L¯πT )], ∀ θ ∈ [0, θ¯).
By definitions of Λ+ and Λ
∗
+, we deduce:
sup
π∈A
lim sup
T→∞
1
T
lnP[L¯πT ≥ ℓ] ≤ −Λ∗+(ℓ). (3.8)
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Step 3: Lower bound. Consider first the case ℓ ∈ (Λ′+(0),Λ′+(θ¯)), and let us define the
probability measure QT on (Ω,FT ) via:
dQT
dP
= exp
[
θ(ℓ)Lπ
+,ℓ
T − ΓT (θ(ℓ), π+,ℓ)
]
, (3.9)
where
ΓT (θ, π) = lnE[exp(θT L¯
π
T )], θ ∈ [0, θ¯), π ∈ A.
For any ε > 0, we have:
1
T
lnP[ℓ− ε < L¯π+,ℓT < ℓ+ ε] =
1
T
ln
(∫
dP
dQT
1{
ℓ−ε<L¯π
+,ℓ
T
<ℓ+ε
}dQT
)
≥ −θ(ℓ)(ℓ+ ε)+ 1
T
ΓT (θ(ℓ), π
+,ℓ)
+
1
T
lnQT
[
ℓ− ε < L¯π+,ℓT < ℓ+ ε
]
,
where we use (3.9) in the last inequality. By definition of the dual problem, this yields:
lim inf
T→∞
1
T
lnP[ℓ− ε < L¯π+,ℓT < ℓ+ ε] ≥ −θ(ℓ)
(
ℓ+ ε
)
+ Λ+(θ(ℓ))
+ lim inf
T→∞
1
T
lnQT
[
ℓ− ε < L¯π+,ℓT < ℓ+ ε
]
≥ −Λ∗+(ℓ)− θ(ℓ)ε
+ lim inf
T→∞
1
T
lnQT
[
ℓ− ε < L¯π+,ℓT < ℓ+ ε
]
,(3.10)
where the second inequality follows by the definition of Λ∗+ (and actually holds with equality
due to (3.6)). We now show that:
lim inf
T→∞
1
T
lnQT
[
ℓ− ε < L¯π+,ℓT < ℓ+ ε
]
= 0. (3.11)
Denote by Γ˜T the c.g.f. under QT of L
π+,ℓ
T . For all ζ ∈ R, we have by (3.9):
Γ˜T (ζ) := lnE
QT [exp(ζLπ
+,ℓ
T )]
= ΓT (θ(ℓ) + ζ, π
+,ℓ)− ΓT (θ(ℓ), π+,ℓ).
Therefore, by definition of the dual control problem (3.4), we have for all ζ ∈ [−θ(ℓ), θ¯−θ(ℓ)):
lim sup
T→∞
1
T
Γ˜T (ζ) ≤ Λ+(θ(ℓ) + ζ)− Λ+(θ(ℓ)). (3.12)
As in part 1) of this proof, by Chebycheff’s inequality, we have for all ζ ∈ [0, θ¯ − θ(ℓ)):
lim sup
T→∞
1
T
lnQT
[
L¯π
+,ℓ
T ≥ ℓ+ ε
]
≤ −ζ(ℓ+ ε) + lim sup
T→∞
1
T
Γ˜T (ζ)
≤ −ζ (ℓ+ ε) + Λ+(ζ + θ(ℓ))− Λ+(θ(ℓ)),
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where the second inequality follows from (3.12). We deduce
lim sup
T→∞
1
T
lnQT
[
L¯π
+,ℓ
T ≥ ℓ+ ε
]
≤ − sup{ζ (ℓ+ ε)− Λ+(ζ) : ζ ∈ [θ(ℓ), θ¯)}
−Λ+(θ(ℓ)) + θ(ℓ) (ℓ+ ε)
≤ −Λ∗+ (ℓ+ ε)− Λ+(θ(ℓ)) + θ(ℓ) (ℓ+ ε) ,
= −Λ∗+ (ℓ+ ε) + Λ∗+(ℓ) + εθ(ℓ), (3.13)
where the second inequality and the last equality follow from (3.6). Similarly, we have for
all ζ ∈ [−θ(ℓ), 0]:
lim sup
T→∞
1
T
lnQT
[
L¯π
+,ℓ
T ≤ ℓ− ε
]
≤ −ζ (ℓ− ε) + lim sup
T→∞
1
T
Γ˜T (ζ)
≤ −ζ (ℓ− ε) + Λ+(θ(ℓ) + ζ)− Λ+(θ(ℓ)),
and so:
lim sup
T→∞
1
T
lnQT
[
L¯π
+,ℓ
T ≤ ℓ− ε
]
≤ − sup{ζ (ℓ− ε)− Λ+(ζ) : ζ ∈ [0, θ(ℓ)]}
−Λ+(θ(ℓ)) + θ(ℓ) (ℓ− ε)
≤ −Λ∗+ (ℓ− ε) + Λ∗+(θ(ℓ))− εθ(ℓ). (3.14)
By (3.13)-(3.14), we then get:
lim sup
T→∞
1
T
lnQT
[{
L¯π
+,ℓ
T ≤ ℓ− ε
}
∪
{
L¯π
+,ℓ
T ≥ ℓ+ ε
}]
≤ max
{
lim sup
T→∞
1
T
lnQT
[
L¯π
+,ℓ
T ≥ ℓ+ ε
]
; lim sup
T→∞
1
T
lnQT
[
L¯π
+,ℓ
T ≤ ℓ− ε
]}
≤ max {−Λ∗+ (ℓ+ ε) + Λ∗+(ℓ) + εθ(ℓ);−Λ∗+ (ℓ− ε) + Λ∗+(θ(ℓ))− εθ(ℓ)}
< 0,
where the strict inequality follows from (3.7). This implies that QT [{L¯π+,ℓT ≤ ℓ − ε} ∪
{L¯π+,ℓT ≥ ℓ + ε}] → 0 and hence QT [ℓ − ε < L¯π
+,ℓ
T < ℓ + ε] → 1 as T goes to infinity. In
particular (3.11) is satisfied, and by sending ε to zero in (3.10), we get for any ℓ′ < ℓ <
Λ′+(θ¯):
lim inf
T→∞
1
T
lnP[L¯π
+,ℓ
T > ℓ
′] ≥ lim
ε→0
lim inf
T→∞
1
T
lnP[ℓ− ε < L¯π+,ℓT < ℓ+ ε]
≥ −Λ∗+(ℓ).
By continuity of Λ∗+ on (−∞,Λ′+(θ¯)), we obtain
lim inf
T→∞
1
T
lnP[L¯π
+,ℓ
T ≥ ℓ] ≥ −Λ∗+(ℓ).
This last inequality combined with (3.8) proves the assertion for v+(ℓ) when ℓ ∈ (Λ′+(0),Λ′+(θ¯)).
Now, consider the case ℓ ≤ Λ′+(0), and define ℓn = Λ′+(0)+ 1n , π+(n) = πˆ(θ(ℓn)). Then,
by the same arguments as in (3.10) with ℓn ∈ (Λ′+(0),Λ′+(θ¯)), we have
lim inf
T→∞
1
T
lnP[L¯π
+(n)
T ≥ ℓ] ≥ lim
ε→0
lim inf
T→∞
1
T
lnP[ℓn − ε < L¯π+(n)T < ℓn + ε]
≥ −Λ∗+(ℓn).
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By sending n to infinity, together with the continuity of Λ∗+, we get
lim inf
n→∞
lim inf
T→∞
1
T
lnP[L¯π
+(n)
T ≥ ℓ] ≥ −Λ∗+(Λ′+(0)) = 0,
which combined with (3.8), ends the proof. ✷
Remark 3.1 Theorem 3.1 shows that the upside chance large deviations control problem
can be solved via the resolution of the dual control problem. When the target growth rate
level ℓ is smaller than Λ′+(0), then one can achieve almost surely over long term an average
growth term above ℓ, in the sense that v+(ℓ) = 0, with a nearly optimal portfolio strategy
which does not depend on this level. When the target level ℓ lies between Λ′+(0) and Λ
′
+(θ¯),
the optimal strategy depends on this level and is obtained from the optimal strategy for
the dual control problem Λ+(θ) at point θ = θ(ℓ). When Λ
′
+(θ¯) = ∞, i.e. Λ+ is steep,
we have a complete resolution of the large deviations control problem for all values of ℓ.
Otherwise, the problem remains open for ℓ > Λ′+(θ¯). ✷
Let us next consider the downside risk probability, and define the corresponding dual
control problem:
Λ−(θ) := inf
π∈A
lim inf
T→∞
1
T
lnE
[
eθT L¯
π
T
]
, θ ≤ 0. (3.15)
Convexity of Λ− is not so straightforward as for Λ+, and requires the additional condition
that the set of admissible controls A is convex. Indeed, under this condition, we observe
from the dynamics (2.1) that a convex combination of wealth process is a wealth process.
Thus, for any θ1, θ2 ∈ (−∞, 0), λ ∈ (0, 1), π1, π2 ∈ A, there exists π ∈ A such that:
λθ1
λθ1 + (1− λ)θ2X
π1
T +
(1− λ)θ2
λθ1 + (1− λ)θ2X
π2
T = X
π
T .
By concavity of the logarithm function, we then obtain
lnXπT ≥
λθ1
(λθ1 + (1− λ)θ2) lnX
π1
T +
(1− λ)θ2
(λθ1 + (1− λ)θ2) lnX
π2
T ,
and so, by setting θ = λθ1 + (1− λ)θ2 < 0:
θT L¯πT ≤ λθ1T L¯π
1
T + (1− λ)θ2T L¯π
2
T .
Taking exponential and expectation on both sides of this relation, and using Ho¨lder in-
equality, we get:
E
[
eθT L¯
π
T
] ≤ (E[eθ1T L¯π1T ])λ(E[eθ2T L¯π2T ])1−λ.
Taking logarithm, dividing by T , sending T to infinity, and since π1, π2 are arbitrary in A,
we obtain by definition of Λ−:
Λ−(θ) ≤ λΛ−(θ1) + (1− λ)Λ−(θ2),
i.e. the convexity of Λ− on R−. Since Λ−(0) = 0, the convex function Λ− is either infinite
on (−∞, 0) or finite on R−. We now state the duality relation for downside risk large
deviations probability, whose proof can be found in [15].
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Theorem 3.2 Suppose that Λ− is differentiable on (−∞, 0), and there exists πˆ(θ) ∈ A
solution to Λ−(θ) for any θ < 0. Then, for all ℓ < Λ
′
−(0), we have:
v−(ℓ) = inf
θ≤0
[
Λ−(θ)− θℓ
]
,
and an optimal control for v−(ℓ), when ℓ ∈ (Λ′−(−∞),Λ′−(0)) is:
π−,ℓ = πˆ(θ(ℓ)), with Λ′−(θ(ℓ)) = ℓ,
while v−(ℓ) = −∞ when ℓ < Λ′−(−∞).
Remark 3.2 Theorem 3.2 shows that the downside risk large deviations control problem
can be solved via the resolution of the dual control problem. When the target growth rate
level ℓ is smaller than Λ′−(−∞), then one can find a portfolio strategy so that the average
growth term almost never fall below ℓ over the long term, in the sense that v−(ℓ) = −∞.
When the target level ℓ lies between Λ′−(−∞) and Λ′−(0), the optimal strategy depends on
this level and is obtained from the optimal strategy for the dual control problem Λ−(θ) at
point θ = θ(ℓ). ✷
Interpretation of the dual problem
For θ 6= 0, the dual problem can be written as
1
θ
Λ±(θ) = sup
π∈A
lim sup
T→∞
JT (θ, π),
with
JT (θ, π) :=
1
θT
lnE
[
eθT L¯
π
T
]
,
and is known in the literature as a risk-sensitive control problem. A Taylor expansion
around θ = 0 puts in evidence the role played by the risk sensitivity parameter θ:
JT (θ, π) ≃ E
[
L¯πT
]
+ θTVar(L¯πT ) +O(θ
2).
This relation shows that risk-sensitive control amounts to making dynamic the Markowitz
problem: one maximizes the expected average growth rate subject to a constraint on its
variance. Risk-sensitive portfolio criterion on finite horizon T has been studied in [2] and
[3], and in the ergodic case T → ∞, by [6] and [16].
Endogenous utility function
Recalling that growth rate is the logarithm of wealth process, the duality relation for the
upside large deviations probability means formally that for large horizon T :
P
[
L¯π
+,ℓ
T ≥ ℓ
] ≃ exp (v+(ℓ)T )
= exp
(
Λ+(θ(ℓ))T − θ(ℓ)ℓT
)
≃ E
[(
Xπ
+,ℓ
T
)θ(ℓ)]
e−θ(ℓ)T , with θ(ℓ) > 0.
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Similarly, we have for the downside risk probability:
P
[
L¯π
−,ℓ
T ≤ ℓ
] ≃ E[(Xπ−,ℓT )θ(ℓ)]e−θ(ℓ)T , with θ(ℓ) < 0.
In other words, the target growth rate level ℓ determines endogenously the risk aversion pa-
rameter 1−θ(ℓ) of an agent with Constant Relative Risk Aversion (CRRA) utility function
and large investment horizon. Moreover, the optimal strategy π±,ℓ for v±(ℓ) is expected to
provide a good approximation for the solution to the CRRA utility maximization problem
sup
π∈A
E
[
(XπT )
θ(ℓ)
]
,
with a large but finite time horizon.
4 A toy model: the Black Scholes case
We illustrate the results of the previous section in a toy example, namely the Black-Scholes
model, with one stock of price process
dSt = St
(
bd+ σdWt
)
, t ≥ 0.
We also consider an agent with constant proportion portfolio strategies. In other words,
the set of admissible controls A is equal to R. Given a constant proportion π ∈ R invested
in the stock, and starting w.l.o.g. with unit capital, the average growth rate portfolio of
the agent is equal to
L¯πT =
LπT
T
=
(
bπ − σ
2π2
2
)
+ σπ
WT
T
.
It follows that L¯πT is distributed according to a Gaussian law:
L¯πT ❀ N
(
bπ − σ
2π2
2
,
σ2π2
T
)
,
and its (limiting) Log-Laplace function is equal to
Γ(θ, π) := ( lim
T→∞
)
1
T
lnE
[
eθT L¯
π
T
]
= θ
[
bπ − (1− θ)σ
2π2
2
]
• Upside chance probability.
The dual control problem in the upside case is then given by
Λ+(θ) = sup
π∈R
Γ(θ, π) =
{
∞, if θ ≥ 1,
Γ(θ, πˆ(θ)) = b
2
2σ2
θ
1−θ , if 0 ≤ θ < 1,
with
πˆ(θ) =
b
σ2(1− θ) .
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Hence, Λ+ differentiable on [0, 1) with: Λ
′
+(0) =
b2
2σ2
, and Λ′+(1) = ∞, i.e. Λ+ is steep.
From Theorem 3.1, the value function of the upside large deviations probability is explicitly
computed as:
v+(ℓ) := sup
π∈R
lim sup
T→∞
1
T
lnP
[
L¯πT ≥ ℓ
]
= inf
0≤θ<1
[
Λ+(θ)− θℓ
]
=
{
0, if ℓ ≤ Λ′+(0) = b
2
2σ2
−(√Λ′+(0) −√ℓ)2, if ℓ > Λ′+(0)
with an optimal strategy:
π+,ℓ =


b
σ2
, if ℓ ≤ Λ′+(0)
√
2ℓ
σ2
, if ℓ > Λ′+(0).
Notice that, when ℓ ≤ Λ′+(0), we have not only a nearly optimal control as stated in
Theorem 3.1, but an optimal control given by π+ = b/σ2, which is precisely the optimal
portfolio for the classical Merton problem with logarithm utility function. Indeed, in this
model, we have by the law of large numbers: L¯π
+
T → b
2
2σ2
= Λ′+(0), as T goes to infinity, and
so limT→∞
1
T
lnP[L¯π
+
T ≥ ℓ] = 0 = v+(ℓ). Otherwise, when ℓ > Λ′+(0), the optimal strategy
depends on ℓ, and the larger the target growth rate level, the more one has to invest in the
stock.
• Downside risk probability.
The dual control problem in the downside case is then given by
Λ−(θ) = inf
π∈R
Γ(θ, π) = Γ(θ, πˆ(θ)) =
b2
2σ2
θ
1− θ , θ ≤ 0,
with
πˆ(θ) =
b
σ2(1− θ) .
Hence, Λ− is differentiable on R− with: Λ
′
−(−∞) = 0, and Λ′−(0) = b
2
2σ2
. From Theorem
3.1, the value function of the downside large deviations probability is explicitly computed
as:
v−(ℓ) := inf
π∈R
lim inf
T→∞
1
T
lnP
[
L¯πT ≤ ℓ
]
= inf
θ≤0
[
Λ−(θ)− θℓ
]
=
{
−∞, if ℓ < 0
−(√Λ′−(0) −√ℓ)2, if 0 ≤ ℓ ≤ Λ′−(0) = b22σ2
with an optimal strategy:
π−,ℓ =
√
2ℓ
σ2
, if 0 ≤ ℓ ≤ Λ′−(0).
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Moreover, when ℓ < 0, and by choosing π− = 0, we have L¯π
−
T = 0, so that P[L¯
π−
T ≤ ℓ] =
0, and thus v−(ℓ) = −∞. In other words, when the target growth rate ℓ < 0, by doing
nothing, we have an optimal strategy for v−(ℓ).
Remark 4.1 The above direct calculations rely on the fact that we restrict portfolio π to
be constant in proportion. Actually, the explicit forms of the value function and optimal
strategy remain the same if we allow a priori portfolio strategies π ∈ A to change over time
based on the available information, i.e to be F-predictable. This requires more advanced
tools from stochastic control and PDEs to be presented in the sequel in a more general
framework. ✷
5 Factor model
We consider a market model with one riskless asset price S0 = 1, and d stocks of price
process S governed by
dSt = diag(St)
(
b(Yt)dt+ σ(Yt)dWt)
dYt = η(Yt)dt+ γ(Yt)dWt,
where Y is a factor process valued in Rm, and W is a d +m dimensional standard Brow-
nian motion. The coefficients b, σ, η, γ are assumed to satisfy regular conditions ensuring
existence of a unique strong solution to the above stochastic differential equation, and σ is
also of full rank, i.e. the d× d-matrix σσ′ is invertible.
A portfolio strategy π is an Rd-valued adapted process, representing the fraction of
wealth invested in the d stocks. The admissibility condition for π in A will be precised
later, but for the moment π is required to satisfy the integrability conditions:∫ T
0
|π′tb(Yt)|dt+
∫ T
0
|π′tσ(Yt)|2dt < ∞, a.s. for all T > 0.
The growth rate portfolio is then given by:
LπT =
∫ T
0
(
π′tb(Yt)−
π′tσσ
′(Yt)πt
2
)
dt+
∫ T
0
π′tσ(Yt)dWt.
For any θ ∈ R, and π, we compute the Log-Laplace function of the growth rate portfolio:
ΓT (θ, π) := lnE
[
eθL
π
T
]
= lnE
[
E
( ∫ T
0
θπ′tσ(Yt)dWt
)
eθ
∫ T
0
f(θ,Yt,πt)dt
]
,
where E(.) denotes the Dole´ans-Dade exponential, and f is the function:
f(θ, y, π) = π′b(y)− 1− θ
2
π′σσ′(y)π.
We now impose the admissibility condition that π lies in A if the Dole´ans-Dade local
martingale E
( ∫ .
0 θπ
′
tσ(Yt)dWt
)
0≤t≤T
is a true martingale for any T > 0, which is ensured,
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for instance, by the Novikov condition. In this case, this Dole´ans-Dade exponential defines
a probability measure Qπ equivalent to P on (Ω,FT ), and we have:
ΓT (θ, π) = lnE
Qπ
[
exp
(
θ
∫ T
0
f(θ, Yt, πt)dt
)]
,
where Y is governed under Qπ by
dYt =
(
η(Yt) + θγ(Yt)σ
′(Yt)πt
)
dt+ γ(Yt)dW
π
t .
with W π a Qπ-Brownian motion from Girsanov’s theorem.
We then consider the dual control problems:
• Upside chance: for θ ≥ 0,
Λ+(θ) = sup
π∈A
lim sup
T→∞
1
T
lnEQπ
[
exp
(
θ
∫ T
0
f(θ, Yt, πt)dt
)]
.
• Downside risk: for θ ≤ 0,
Λ−(θ) = inf
π∈A
lim inf
T→∞
1
T
lnEQπ
[
exp
(
θ
∫ T
0
f(θ, Yt, πt)dt
)]
.
These problems are known in the literature as ergodic risk-sensitive control problems, and
studied by dynamic programming methods in [1], [5] and [14]. Let us now formally derive
the ergodic equations associated to these risk-sensitive control problems. We consider the
finite horizon risk-sensitive stochastic control problems:
u+(T, y; θ) = sup
π∈A
EQπ
[
exp
(
θ
∫ T
0
f(θ, Yt, πt)dt
)∣∣Y0 = y], θ ≥ 0
u−(T, y; θ) = inf
π∈A
EQπ
[
exp
(
θ
∫ T
0
f(θ, Yt, πt)dt
)∣∣Y0 = y], θ ≤ 0,
and by using the formal substitution:
lnu±(T, y; θ) ≃ Λ±(θ)T + ϕ±(y; θ), for large T,
in the corresponding Hamilton-Jacobi-Bellman (HJB) equations for u±:
∂u±
∂T
= sup
π∈Rd
[
θf(θ, y, π)u± + (η(y) + θγ(y)σ
′(y)π)′Dyu± +
1
2
tr(γγ′(y)D2yu±)
]
,
we obtain the ergodic HJB equation for the pair (Λ±(θ), ϕ±(., θ)) as:
Γ(θ) = η(y)′Dyϕ +
1
2
tr(γγ′(y)D2yϕ) +
1
2
∣∣γ′(y)Dyϕ∣∣2
+ θ sup
π∈Rd
[
π′(b(y) + σ(y)γ′(y)Dyϕ
) − 1− θ
2
π′σσ′(y)π
]
,
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which is well-defined for θ < 1. In the above equation Γ(θ) is a candidate for Λ±(θ) while
ϕ is a candidate solution for ϕ±. This can be rewritten as a semi-linear ergodic PDE with
quadratic growth in the gradient:
Γ(θ) =
(
η(y) +
θ
1− θγσ
′(σσ′)−1b(y)
)
.Dyϕ+
1
2
tr(γγ′(y)D2yϕ)
+
1
2
Dyϕ
′γ(y)
[
I
d+m
+
θ
1− θσ
′(σσ′)−1σ(y)
]
γ′(y)Dyϕ
+
θ
2(1 − θ)b
′(σσ′)−1b(y), (5.1)
and a candidate for optimal feedback control of the dual problem:
πˆ(y; θ) =
1
1− θ (σσ
′)−1(y)
[
b(y) + σγ′(y)Dyϕ(y; θ)
]
. (5.2)
We now face the questions:
• Existence of a pair solution (Γ(θ), ϕ(., θ)) to the ergodic PDE (5.1)?
• Do we have Γ(θ) = Λ±(θ), and what is the domain of Γ?
We give some assumptions, which allows us to answer the above issues.
(H1) b, σ, η and γ are smooth C2 and globally Lipschitz.
(H2) σσ′(y) and γγ′(y) are uniformly elliptic: there exist δ1, δ2 > 0 s.t.
δ1|ξ|2 ≤ ξ′σσ′(y)ξ ≤ δ2|ξ|2, ∀ξ, y ∈ Rm,
δ1|ξ|2 ≤ ξ′γγ′(y)ξ ≤ δ2|ξ|2, ∀ξ, y ∈ Rm.
(H3) There exist c1 > 0 and c2 ≥ 0 s.t.
b(σσ′)−1b(y) ≥ c1|y|2 − c2, ∀y ∈ Rm.
(H4) Stability condition: there exist c3 > 0 and c4 ≥ 0 s.t.(
η(y)− γσ′(σσ′)−1b(y)).y ≤ −c3|y|2 + c4
According to [1] (see also [15] and [20]), the next result states the existence of a smooth
solution to the ergodic equation.
Proposition 5.1 Under (H1)-(H4), there exists for any θ < 1, a solution (Γ(θ), ϕ(.; θ))
with ϕ(.; θ) C2, to the ergodic HJB equation s.t:
• For θ < 0, ϕ(.; θ) is upper-bounded
ϕ(y; θ) −→ −∞, as |y| → ∞,
• For θ ∈ (0, 1), ϕ(.; θ) is lower-bounded
ϕ(y; θ) −→ ∞, as |y| → ∞,
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and ∣∣Dyϕ(y; θ)∣∣ ≤ Cθ(1 + |y|).
We now relate a solution to the ergodic equation to the dual risk-sensitive control
problem. In other words, this means the convergence of the finite horizon risk-sensitive
stochastic control to the component Γ of the ergodic equation. We distinguish the downside
and upside cases.
• Downside risk: In this case, it is shown in [15] that for all θ < 0, the solution
(Γ(θ), ϕ(.; θ) to (5.1), with ϕ(., θ) C2 and upper bounded, is unique (up to an additive
constant for ϕ(.; θ)), and we have:
Γ(θ) = Λ−(θ), θ < 0.
Moreover, there is an admissible optimal feedback control πˆ(., θ) for Λ−(θ) given by (5.2),
and for which the factor process Y is ergodic under Qπˆ. It is also proved in [15] that Γ =
Λ− is differentiable on (−∞, 0). Therefore, from Theorem 3.2, the solution to the downside
risk large deviations probability is given by:
v−(ℓ) = inf
θ≤0
[
Γ(θ)− θℓ], ℓ < Γ′(0),
with an optimal control:
π−,ℓt = πˆ(Yt; θ(ℓ)), Γ
′(θ(ℓ)) = ℓ, ∀ℓ ∈ (Γ′(−∞),Γ′(0)),
while v−(ℓ) = −∞ for ℓ < Γ′(−∞).
• Upside chance: In this case, 0 < θ < 1, there is no unique solution (Γ(θ), ϕ(.; θ)) to
the ergodic equation, with ϕ(.; θ) C2 lower-bounded, even up to an additive constant, as
pointed out in [6]. In general, we only have a verification type result, which states that if
the process Y is ergodic under Qπˆ, then
Γ(θ) = Λ+(θ),
and πˆ(., θ) is an optimal feedback control for Λ+(θ).
In the next paragraph, we consider a linear factor model for which explicit calculations
can be derived.
5.1 Linear Gaussian factor model
We consider the linear factor model:
dSt = diag(St)
(
(B1Yt +B0)dt+ σdWt) in R
d,
dYt = KYtdt+ γdWt, in R
m,
with K a stable matrix in Rm, B1 a constant d×m matrix, B0 a non-zero vector in Rd, σ
a d× (d+m)-matrix of rank d, and γ a nonzero m× (d+m) matrix. We are searching for
a candidate solution to the ergodic equation (5.1) in the quadratic form:
ϕ(y; θ) =
1
2
C(θ)y.y +D(θ)y, y ∈ Rm,
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for some m×m matrices C(θ) and D(θ). Plugging this form of ϕ into (5.1), we find that
C(θ) must solve the algebraic Riccati equation:
1
2
C(θ)′γ
(
Id+m +
θ
1− θσ
′(σσ′)−1σ
)
γ′C(θ)
+
(
K +
θ
1− θγσ
′(σσ′)−1B1
)′
C(θ) +
1
2
θ
1− θB
′
1(σσ
′)−1B1 = 0, (5.3)
while B(θ) is determined by
(
K +
θ
1− θγσ
′(σσ′)−1B1 + γ
(
Id+m +
θ
1− θσ
′(σσ′)−1σ
)
γ′C(θ)
)′
D(θ)
+
θ
1− θ
(
σγ′C(θ) +B1)
′(σσ′)−1B0 = 0.
Then, Γ(θ) is given by:
Γ(θ) =
1
2
tr(γγ′C(θ)) +
1
2
D(θ)′γ(Id+m +
θ
1− θσ
′(σσ′)−1σ)γ′D(θ)
+
θ
1− θB
′
0(σσ
′)−1σγ′D(θ) +
1
2
θ
1− θB
′
0(σσ
′)−1B0,
and a candidate for the optimal feedback control is:
πˆ(y; θ) =
1
1− θ (σσ
′)−1
[
(B1 + σγ
′C(θ))y +B0 + σγ
′D(θ)
]
.
In [6], it is shown that there exists some positive θ¯ small enough, s.t. for θ < θ¯, there
exists a solution C(θ) to the Riccati equation (5.3) s.t. Y is ergodic under Qπˆ, and so
by verification theorem, Γ(θ) = Λ±(θ). In the one-dimensional asset and factor model, as
studied in [17], we obtain more precise results. Indeed, in this case: d = m = 1, the Riccati
equation is a second-order polynomial equation in C(θ), which admits two explicits roots
given by:
C±(θ) = − K|γ|2

1− θ
(
1− ρ |γ|B1
K|σ|
)±√(1− θ)(1− θβ)
1− θ(1− ρ2)

 ,
for all θ ≤ θ¯, with
θ¯ =
1
β
∧ 1, β = 1− ρ2 +
(
ρ− |γ|B1
K|σ|
)2
> 0,
where |γ| (resp. |σ|) is the Euclidian norm of γ (resp. σ), and ρ ∈ [−1, 1] is the correlation
between S and Y , i.e. ρ = γσ
′
|γ||σ| . Actually, only the solution C(θ) = C−(θ) is relevant in
the sense that for this root, Y is ergodic under Qπˆ, and thus by verification theorem:
Λ±(θ) = Γ(θ) =
1
2
|γ|2C−(θ) + 1
2
|γ|2D(θ)2(1 + θ
1− θρ
2
)
+
θ
1− θ
B0
|σ|ρ|γ|D(θ) +
1
2
θ
1− θ
B20
|σ|2 , θ < θ¯,
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where
D(θ) = − B0
K|σ|
θ
(
ρ|γ|C−(θ) + B1|σ|
)
√
(1− θ)(1− θβ) ,
and with optimal control for Λ±(θ) given by:
πˆ(y; θ) =
1
(1− θ)|σ|
[(B1
|σ| + ρ|γ|C−(θ)
)
y +
B0
|σ| + ρ|γ|D(θ)
]
.
Moreover, it is also proved in [17], that
Γ′(0) =
B20
2|σ|2 −
B21 |γ|
4|σ|2K > 0,
(recall that K < 0) and the function Γ is steep, i.e.
lim
θ↑θ¯
Γ′(θ) = ∞.
From Theorems 3.1 and 3.2, the solutions to the upside chance and downside risk large
deviations probability are given by:
v+(ℓ) = inf
0≤θ<θ¯
[
Γ(θ)− θℓ], ℓ ∈ R,
v−(ℓ) = inf
θ≤0
[
Γ(θ)− θℓ], ℓ < Γ′(0),
with optimal control and nearly optimal control for v+(ℓ):
π+,ℓt = πˆ(Yt; θ(ℓ)), Γ
′(θ(ℓ)) = ℓ, when ℓ > Γ′(0),
π
+(n)
t = πˆ(Yt; θn), with θn = θ(Γ
′(0) +
1
n
)
n→∞−→ 0, when ℓ ≤ Γ′(0),
and optimal control for v−(ℓ):
π−,ℓt = πˆ(Yt; θ(ℓ)), Γ
′(θ(ℓ)) = ℓ, ∀ℓ ∈ (Γ′(−∞),Γ′(0)).
5.2 Examples
• Black-Scholes model. This corresponds to the case where B1 = 0. Then, β = θ¯ = 1,
C−(θ) = D(θ) = 0, and so
Λ±(θ) = Γ(θ) =
1
2
θ
1− θ
B20
|σ|2 , ∀θ < 1.
We thus obtain the same optimal strategy as described in Section 4.
• Platen-Rebolledo model. In this model, the logarithm of the stock price S is governed
by an Ornstein-Uhlenbeck process Y , and this corresponds to the case where B1 = K < 0,
B0 =
1
2 |γ|2 > 0, γ = σ, and thus ρ = 1. Then, β = 0, θ¯ = 1,
C−(θ) =
|K|
|σ|2
[
1−√1− θ], D(θ) = −1
2
θ,
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and so
Γ(θ) =
|K|
2
[
1−√1− θ]+ θ |σ|2
8
, θ < 1,
Γ′(0) = ℓ¯ :=
|K|
4
+
|σ|2
8
, Γ′(−∞) = ℓ := |σ|
2
8
,
θ(ℓ) = 1−
( ℓ¯− ℓ
ℓ− ℓ
)2
, ∀ℓ > ℓ.
The solution to the upside chance large deviations probability is then given by:
v+(ℓ) =

 −
(ℓ−ℓ¯)2
ℓ−ℓ¯+
|K|
4
, if ℓ > ℓ¯
0, if ℓ ≤ ℓ¯.
with optimal (resp. nearly optimal) portfolio strategy:
π+,ℓt =
K − 4(ℓ− ℓ¯)
|σ|2 Yt +
1
2
, if ℓ > ℓ¯
π
+(n)
t =
K − 1/n
|σ|2 Yt +
1
2
, if ℓ ≤ ℓ¯.
The solution to the downside risk large deviations probability is given by:
v−(ℓ) =
{
− (ℓ−ℓ¯)2
ℓ−ℓ , if ℓ < ℓ ≤ ℓ¯
−∞, if ℓ ≤ ℓ,
with optimal portolio strategy:
π−,ℓt = −
4(ℓ− ℓ)
|σ|2 Yt +
1
2
, if ℓ < ℓ ≤ ℓ¯
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