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Thiago de Cacio Luchese
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gina Fabris Luchese, e à minha irmã, Giorgia Regina Luchese, que com
muita luta permitiram e apoiaram a conclusão de minha graduação,
com grande custo emocional e financeiro para todos nós. Sempre terei
os três como exemplo de dedicação aos compromissos e decisões que
tomamos.
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não seriam capazes de [o] descobrir.
Eclesiastes 8:17, Tradução do Novo
Mundo das Escrituras Sagradas

RESUMO
Obtivemos o controle sobre as dinâmicas coletivas de um duplo conden-
sado de bósons através do uso de técnicas de impressão de fase sob uma
abordagem de campo médio. Um condensado de bósons armadilhado
em um potencial de duplo poço (uma junção Bose-Josephson) foi abor-
dada por meio de simulações diretas da Equação de Gross-Pitaevskii.
Com conservação de número de part́ıculas e uma definição apropri-
ada de diferença de fase fomos capazes de obter uma representação no
espaço de fases das dinâmicas coletivas. O trânsito entre diferentes
regimes dinâmicos coletivos foi gerado de forma controlada através do
uso de impressões de fase.
Alguns resultados secundários foram a avaliação numérica da validade
do modelo de dois modos na descrição da dinâmica de Gross-Pitaevskii
e uma aproximação não perturbativa semi-anaĺıtica das soluções com
contrapartida linear da Equação de Gross-Pitaevskii unidimensional
independente do tempo.




We had obtained the control over the collective dynamics of a double
Bose-Einstein condensate by the use of phase imprinting techniques
through a mean-field approach. A condensed Bose gas trapped in a
double-well potential (a Bose-Josephson junction) is treated by direct
simulations of the Gross-Pitaevskii equation. With number conserving
and an appropriate definition of phase-difference we had been able to
obtain a phase-space representation of the collective dynamics. The
transit among the different collective regimes are generated in control-
led way by the use of phase imprinting.
Some secondary results were the numerical evaluation of the validity
of the two-mode model to describe the Gross-Pitaevskii dynamics and
a non-perturbative semi-analytic approximation of the solutions with
linear counterpart of the time-independent Gross-Pitaevskii equation
in the unidimensional case.
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2.6 JBJ E IMPRESSÃO DE FASE . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3 TEORIA DE FUNDO E METODOLOGIA ADOTADA 31
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Ao classificar as part́ıculas da natureza de uma maneira bastante
generalizada temos duas grandes classes: os férmions e os bósons.
Os férmions são part́ıculas cujos estados quânticos não podem
ser coincidentes para quaisquer duas delas. Esse impedimento tem ori-
gem na chamada simetria de troca, existente em sistemas compostos de
part́ıculas idênticas e corretamente previsto pela Mecânica Quântica.
Como consequência observável deste impedimento podemos citar a es-
tabilidade das anãs brancas e estrelas de nêutrons contra a atração gra-
vitacional e a distribuição eletrônica dos átomos obedecendo o Prinćıpio
de Exclusão de Pauli.
Já com os bósons a história é diferente. Muitos deles, até mesmo
infinitos, podem possuir o mesmo conjunto de números quânticos iden-
tificadores de seus estados. Além disso, quando mais que um bóson
ocupa um determinado estado microscópico há um aumento de pro-
babilidade de aquele estado ser populado. Caso haja uma ocupação
macroscópica diz-se haver uma condensação de bósons naquele deter-
minado estado de uma part́ıcula.
Uma maneira prática de distinguir entre um férmion e um bóson
é por meio do spin total do objeto considerado: se o spin é inteiro então
temos um bóson, caso seja semi-inteiro temos um férmion. Esta relação
entre o spin e a estat́ıstica bosônica ou fermiônica foi demonstrada
em 1940 por W Pauli [1]. Sendo assim, um nêntron, um próton, um
elétron, cada um deles isolados são férmions, pois possuem spin semi-
inteiro S = 12 . No entanto, um átomo neutro qualquer possuirá igual
número de prótons e de elétrons, de modo que se o número de nêutrons
N for par, tal átomo será um bóson e, se N for ı́mpar será um férmion.
Note-se que uma dada estrutura obedecerá a estat́ıstica fermiônica ou
bosônica se a soma dos spins das part́ıculas que a constituem for inteira
ou semi-inteira.
A condensação de bósons em um único estado dispońıvel foi pre-
vista em 1925 por Albert Einstein quando ele aplicou à part́ıculas com
massa o tratamento que Sathiendra Nath Bose deu para fótons em
1924. Por isso o fenômeno é também conhecido como condensação de
Bose-Einstein [2]. Durante 70 anos houve pesquisa intensa buscando
a observação pura do fenômeno [2, 3]. Embora os comportamentos de
supercondutividade em sólidos e superfluidez do Hélio ĺıquido pudes-
sem ser associadas à condensação, a prova concreta de que todo um
sistema de part́ıculas idênticas pode estar ocupando um único estado
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da matéria foi dada somente nos célebres experimentos realizados em
1995 com gases rarefeitos de Rub́ıdio, Sódio e Ĺıtio [4, 5, 6]. Devido
a esta observação indubitável da condensação os autores dos trabalhos
[4, 5] foram agraciados com o Prêmio Nobel em 2001.
Embora trabalhos teóricos relacionados à condensação de bósons
tenham sido desenvolvidos no decorrer da busca experimental desta,
uma grande avalanche de pesquisas sobre este tipo de sistema veio a
ocorrer somente depois do registro ineqúıvoco da tal condensação. Ex-
perimentos que se seguiram demonstraram a possibilidade de controlar
alguns parâmetros de sistemas quânticos não controláveis em outros
sistemas senão na presença de condensação de bósons. Por exemplo: a
interação entre part́ıculas - nos condensados de bósons, a intensidade
dessa interação e até mesmo o seu sinal podem ser controlados por
meio de ressonâncias de Feshbach [7, 8, 9]; o tratamento teórico dado
a sistemas de part́ıculas em potenciais periódicos pôde ser diretamente
testado em potenciais periódicos gerados por feixes de lasers aprisio-
nadores de condensados de bósons [10, 11, 12]; a quebra de simetria
na fase de um sistema de muitos corpos idênticos ocupando um único
estado, quebra esta que evidencia a relação canônica entre fase global
de um sistema e o número de part́ıculas deste [13], pode ser investigada
em condensados de bósons - em supercondutores o efeito Josephson tem
como base esta canonicidade, e em condensados bosônicos podem ser
geradas junções do tipo Josephson, e o chamado efeito Bose-Josephson
tem sido explorado teorica e experimentalmente [14, 15, 16, 17]; existe
a interferometria com lasers - com condensados existe a possibilidade
de interferometria com ondas de matéria [18]; pode-se controlar a tem-
peratura de um gás não condensado e armadilhado juntamente com
um condensado, levando-o, sob resfriamento criogênico, a temperatu-
ras ultrabaixas do condensado [19]. Enfim, estas são algumas das inu-
meráveis possibilidades de controle e pesquisa que se abriram somente
após a observação da condensação de bósons em gases de átomos alca-
linos rarefeitos e ultrafrios. Não deve ser desapercebida a diversidade
de enfoques que pode ser dada: tudo isso porque os condensados, no
fundo, constituem um excelente laboratório para teste de vários as-
pectos de sistemas quânticos de muitos corpos. É como se pudéssemos
saborear à exaustão as previsões dessa teoria fantástica; com aplicações
tecnológicas impreviśıveis em um futuro próximo, é claro.
Dentro desta imensa gama de possibilidades investigativas, o
nosso interesse veio a se concentrar na junção Bose-Josephson (JBJ)
cuja dinâmica é similar à de um pêndulo de inércia variável [21, 22].
A analogia pêndulo-JBJ aparece quando abordamos a junção na apro-
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ximação de dois modos. Surgem então equações semiclássicas para
descrever a dinâmica diferença de fase - diferença de população. Esse
sistema tem regimes dinâmicos curiośıssimos sob a perspectiva da ana-
logia pêndulo-JBJ. Como um pêndulo de inércia variável, há um regime
onde este oscilaria em torno de seu ponto mais alto (pêndulo invertido
- modo π), isto é, no entorno de sua posição invertida, assim como o
faz normalmente no entorno de sua posição de equiĺıbrio; este regime
corresponde aos de auto armadilhamento quântico, onde a população
média na junção é diferente de zero (auto armadilhamento quântico
macroscópico com diferença de fase limitada). Esses regimes são exci-
tados com parâmetros de armadilhamento da junção já acesśıveis em
experimentos [17, 22].
Por meio de diagramas de Husimi a ponte entre a dinâmica de
muitos corpos puramente quântica e as trajetórias semiclássicas do mo-
delo de dois modos já está bem estabelecida [23]. Desse modo o nosso
interesse foi outro: como controlar transições entre os vários regimes
de excitação coletiva?
A analogia do pêndulo vem a calhar para responder a esta per-
gunta. Se desejamos que um pêndulo simples esteja em regime de
oscilação, simplesmente o deslocamos de sua posição de equiĺıbrio sob
um ângulo θ < 180o e o soltamos. Por outro lado, se desejamos que este
fique girando indefinidamente basta que o soltemos de um dado ângulo
e com uma velocidade inicial que permita a ultrapassagem do ponto de
equiĺıbrio instável em θ = 180o. Ora, se o ângulo corresponde à dife-
rença de fase entre as componentes da JBJ então entendemos que um
controle sobre essa diferença de fase poderia originar o controle sobre
as diversas transições entre os regimes dinâmicos distintos acesśıveis à
junção.
O controle sobre a diferença de fase entre componentes de uma
junção pode ser obtido de algumas formas já realizadas experimental-
mente [17, 23, 24, 25]. A critério de exemplo citemos a impressão de
uma determinada fase em apenas metade de um condensado tipo cha-
ruto [24]. No caso de um condensado unidimensional aprisionado em
um duplo poço a impressão de uma fase em apenas metade do con-
densado corresponderia à geração de uma diferença de fase entre as
componentes da JBJ - essa seria a maneira mais direta de imprimir
diferença de fase entre componentes de uma junção. Outra forma seria
gerar dois condensados em apenas um poço em estados hiperfinos dife-
rentes. Caso o sistema seja submetido a um laser não ressonante então
uma das componentes do condensado poderia absorver mais energia
que outra, o que implicaria na introdução de uma diferença de fase
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entre as componentes.
Uma vez que o controle sobre a diferença de fase parece estar ex-
perimentalmente acesśıvel, testamos numericamente a ocorrência deste
tipo de controle de regimes dinâmicos. Mostraremos que este tipo de
controle é viável. No decorrer da busca desta demonstração houve-
ram resultados secundários, entre eles a redefinição da diferença de
fase e de diferença de população entre componentes da junção, de uma
maneira aparentemente mais precisa que a comumente adotada na li-
teratura porém ainda concordante com aquela. Estas novas definições
permitiram uma exploração direta da dinâmica não-linear dada pela
Equação de Gross-Pitaevskii (EGP) que rege o fenômeno semiclassica-
mente. Também possibilitaram explorar os limites da validade da abor-
dagem do modelo de dois modos, sempre presente nas investigações do
problema presentes na literatura. Em outras palavras, dentro de uma
abordagem de campo médio da JBJ pudemos acessar o grau de pro-
ximidade entre uma dinâmica restrita a um modelo de dois modos e
uma dinâmica completamente não linear regida pela EGP, sendo estes
os resultados que esperamos que sejam mais significativos para a área.
O interesse no controle sobre regimes dinâmicos não é só nosso
[26, 27, 28, 29, 30, 31, 32, 33]. Já houveram trabalhos com objetivos
semelhantes, porém com sugestões de metologias de controle comple-
tamente distintas das apresentadas aqui. Por exemplo, já houve a su-
gestão de que a altura da barreira de potencial fosse periodicamente
variada de modo a, fazendo uso de estados de Floquet, ligar e desligar
estas oscilações gerando transições entre os regimes dinâmicos [30, 31].
Também houve a sugestão de ligar e desligar uma variação periódica
na intensidade de interação entre part́ıculas por meio do uso das res-
sonâncias de Feshbach, de modo a gerar transição de população não
em uma JBJ mas em uma rede de condensados periódica [33]. A nossa
proposta é inteiramente diferente destas: ao invés de variar a barreira,
uma propriedade da armadilha tal que pequenas variações alteram sig-
nificativamente a dinâmica do sistema, ou a interação, o que sugerimos
é variar a diferença de fase entre as componentes da junção, fazendo
assim uso da canonicidade natural entre número de part́ıculas e fase
global para obter o controle desejado sobre o sistema. Até onde sabe-
mos esta metodologia é original e constitui o resultado principal desta
tese.
Os assuntos serão desenvolvidos na seguinte ordem: primeira-
mente falaremos um pouco mais em detalhes da fenomenologia envol-
vida no estudo de condensados, como eles são gerados, qual o controle
existente sobre os potenciais aprisionadores e sobre a intensidade da
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interação. Falaremos também mais especificamente do nosso problema
de estudo. Em seguida, descreveremos em detalhes a metodologia de
estudo adotada. Por fim mostraremos os nossos resultados, discutindo-
os, apontando posśıveis dificuldades experimentais a serem superadas
e mostraremos as perspectivas de estudos futuros, alguns já em curso.
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2 FENOMENOLOGIA E PROBLEMA ESPECÍFICO
2.1 GERANDO UM CONDENSADO DE BÓSONS
Descreveremos de uma maneira bastante simples o modo como
um condensado de bósons é gerado em uma armadilha magneto-óptica
seguindo o relato da primeira experiência a observar a ocorrência do
fenômeno [4].
Primeiramente uma célula de vidro, digamos um cubo por simpli-
cidade, é totalmente preenchida com um único tipo de átomo à tempe-
ratura ambiente. Obtém-se assim um sistema puro com uma densidade
de aproximadamente 106 part́ıculas por cent́ımetro cúbico.
Uma vez puro e rarefeito o gás à temperatura ambiente é res-
friado. O resfriamento pode ser conseguido alinhando-se 3 pares de
lasers contrapropagantes e ortogonais entre si e que possuem um ponto
do espaço, dentro da célula de vidro, onde se encontram. Esses la-
sers formam ondas estacionárias em cada uma das direções e possuem
frequência um pouco abaixo daquela de absorção dos átomos da célula.
O efeito Doppler é o responsável pelo resfriamento [34]. Para facilitar a
visualização pensemos em apenas uma dimensão: átomos que se movem
de encontro a um feixe estarão submetidos a uma frequência levemente
acima daquela da do laser. Uma vez que o laser tem frequência leve-
mente abaixo da de absorção, o movimento do átomo de encontro ao
laser compensa este levemente abaixo de tal maneira que ele absorve
fótons de uma única direção - aquela do laser - e os reemite em uma
direção aleatória quando de sua deexcitação. O efeito ĺıquido fica evi-
dente: o átomo é freado na direção do feixe. Porém o resfriamento Dop-
pler tem limitações e permite que um condensado alcance temperaturas
da ordem de centenas de microkelvins. Para alcançar as temperaturas
de condensação é necessário recorrer ao resfriamento evaporativo.
Passado tempo suficiente para que a região de encontro dos la-
sers na célula de gás seja preenchida pelas part́ıculas lentas ligam-se
campos magnéticos externos à célula de tal maneira que, exatamente
no ponto onde as part́ıculas estavam aprisionadas, exista um mı́nimo
de campo magnético (um máximo de campo magnético não pode exis-
tir em região livre de correntes [35]). Deste ponto em diante, pode-se
desligar os lasers: o armadilhamento torna-se puramente magnético.
Ele ocorre devido à estrutura hiperfina do átomo sendo tratado. Exis-
tirão átomos da amostra em ńıveis hiperfinos cuja energia diminui com
o aumento do campo magnético e átomos cuja energia aumenta com o
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aumento do campo magnético. Os átomos que tem energia diminúıda
com o aumento do campo serão repelidos da região de mı́nimo enquanto
que aqueles cuja energia aumenta com o campo serão mantidos neste
mı́nimo. Uma vez que os ńıveis hiperfinos estão separados por uma
quantidade de energia pequena, justifica-se o resfriamento óptico ocor-
rer antes do armadilhamento magnético - se não fosse assim a energia
térmica seria suficiente para retirar os átomos da armadilha magnética.
Uma vez presos pela armadilha magnética segue-se um ainda
maior resfriamento, chamado de evaporativo. Um campo de radio-
frequência é aplicado na célula de tal maneira que gere transições hiper-
finas apenas nos átomos mais energéticos da amostra resfriada. Estas
transições farão com que estes átomos mais energéticos sejam ejeta-
dos da armadilha. Ora, se os mais energéticos são ejetados restam
os menos energéticos que, por sua vez, retermalizam em uma tempera-
tura inferior. Sendo este processo semelhante àquele da evaporação das
part́ıculas mais energéticas de uma x́ıcara de café e cujo efeito ĺıquido
é o de resfriar a bebida, então deriva-se o nome do processo para os
gases: resfriamento evaporativo.
Com os métodos de resfriamento óptico e evaporativo juntos faz-
se com que a amostra de gás puro e rarefeito da célula atinja tempera-
turas ultrabaixas - da ordem de nanokelvins - e esteja restrito a uma
pequena região da célula - a armadilha magnética - atingindo densi-
dades da ordem de 1012 part́ıculas por cent́ımetro cúbico. Sob estas
condições a amostra atinge o novo estado da matéria batizado de Con-
densado de Bose-Einstein.
2.2 OS TIPOS DE ARMADILHA DISPONÍVEIS
Os primeiros experimentos foram gerados em armadilhas mag-
néticas harmônicas [4, 5, 6]. Porém, uma vez estabelecido o caminho
para obter a condensação, um número sempre crescente de diferentes
armadilhas tem sido relatado: armadilhamento unidimensional e bidi-
mensional [36, 37]; redes uni [10, 38, 39], bi [40] e tridimensionais [41]
de poços de aprisionamento de condensados; poço toroidal [42]; apenas
um poço duplo [16, 43], entre muitos outros. Essa grande variedade de
poços distintos explicita a gama enorme de fenômenos a serem investi-
gados com este tipo de sistema.
Além de existirem estas armadilhas estacionárias é posśıvel que
elas sejam alteradas durante o decorrer de um experimento. Por exem-
plo: uma armadilha magnética unidimensional pode ser, por assim di-
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zer, fatiada em duas partes pelo acréscimo de uma barreira de potencial
no centro da armadilha [16, 17]. Este tipo de armadilha de duplo poço
é o que está mais ligado ao nosso trabalho.
2.3 O CONTROLE DA INTERAÇÃO
Não só o potencial aprisionador de condensados pode ser alte-
rado. Uma abordagem de campo-médio à temperatura zero aplicada à
descrição do condensado de bósons fornece uma equação efetiva que é
não-linear. Toda a interação é levada em consideração neste termo não-
linear cuja relevância energética é ditada apenas por um parâmetro: o
comprimento de espalhamento de ondas s. A estimativa teórica da or-
dem de grandeza deste parâmetro pode ser feita via Teoria de Espalha-
mento. Tal equação não-linear efetiva recebeu o nome de Equação de
Gross-Pitaevskii em homenagem aos dois primeiros autores que a de-
duziram. Ela têm-se mostrado muito eficiente para descrever sistemas
adequados a ela [2, 3, 44].
O fato é que, experimentalmente, até mesmo o parâmetro não-
linear da Equação de Gross-Pitaevskii pode ser controlado por meio
da aplicação de campos magnéticos apropriados que ativam as res-
sonâncias de Feshbach em processos de colisão atômica de baixa ener-
gia [9, 45, 46, 47] (ver também [8] e referências dentro para maiores
explicações do fenômeno). Conforme citado na introdução, propos-
tas teóricas de controle de população em cada poço de uma armadi-
lha múltipla têm sido feitas com base nesta possibilidade de controle
de interação (ver [33] como exemplo). Tal controle de população em
armadilhas poderá ter importância fundamental no armazenamento e
processamento de informações via ondas de matéria, caso esse tipo de
tecnologia venha a ser desenvolvido e adotado.
2.4 A ENGENHARIA DE FASE
Além do controle da interação e do tipo de armadilha onde um
ou muitos condensados podem ser gerados, já em 1999 deu-se ińıcio à
exploração experimental dos efeitos da canonicidade entre número de
part́ıculas e fase global da onda única que as descreve. Estas primeiras
propostas de introdução de gradiente de fase no condensado objeti-
vavam gerar estruturas previstas pela teoria não-linear descritiva dos
condensados. Estas estruturas são chamadas de sólitons em alguns ca-
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sos - onde ondas solitárias de densidade de bósons se propagam através
do condensado, e não se tratam de ondas sonoras [24] - e de vórtices
em outros - onde singularidades na densidade de condensados bi e tri-
dimensionais se movimentam através do condensado, como pequenos
buracos ambulantes [48, 49]. Neste último caso a presença da singu-
laridade está associada à presença de momento angular na núvem de
part́ıculas.
De acordo com o relato experimental dado em [24] pode-se en-
tender que o processo de inserção de gradiente de fase é facilmente
implementado: parte do condensado é submetida à radiação fora de
ressonância com qualquer das transições atômicas da espécie aprisio-
nada e o efeito geral dessa exposição é a mudança da fase global da
parte exposta. O condensado exposto a um laser fora de ressonância
com um certo padrão de intensidade espacial I(x, y) expõe os átomos do
condensado a um potencial espacialmente variável U(x, y) proporcional
a intensidade do feixe e com isso estes adquirem uma fase correspon-
dente φ(x, y) = −U(x, y)T/h̄, onde T é a duração do pulso do laser.
As aplicações da engenharia de fase não estão limitadas à geração
de vórtices ou sólitons. Há a proposta do uso de inserção de fase em
um condensado duplo objetivando gerar um estado emaranhado [50],
por exemplo, e neste trabalho também usamos esta engenharia de fase
como geradora de controle de excitação coletiva em condensados duplos
gerados em junções Bose-Josephson [16].
2.5 UMA JUNÇÃO BOSE-JOSEPHSON
Os supercondutores sempre atráıram, e ainda atraem, a atenção
dos f́ısicos, teóricos e experimentais, por causa de suas propriedades
curiosas. A investigação de uma junção de supercondutores no ińıcio
da década de 1960 levou D Josephson a desvendar um comportamento
completamente contraintuitivo dos portadores de carga da junção: (i)
mesmo na ausência de diferença de potencial entre os componentes
da junção haveria fluxo cont́ınuo de portadores de carga de um com-
ponente para o outro; (ii) caso uma diferença de potencial constante
fosse estabelecida entre os elementos então haveria, além da corrente
cont́ınua, uma corrente alternada de fundo [14]. Muito intrigados com
a previsão teórica, no ano subsequente à previsão, 1963, foi relatada a
observação experimental do fenômeno [15] e Josephson veio a ser laure-
ado com Prêmio Nobel pela sua previsão em 1973. Este comportamento
estranho dos portadores de carga recebeu o nome de efeito Josephson.
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Uma vez que o efeito Josephson acontece devido à existência de
uma função de onda macroscopicamente ocupada em superposição com
outra função de onda também macroscopicamente ocupada, cada uma
tendo fase global bem definida, ainda na década de 1960 seu trabalho
foi estendido para tratar de quaisquer dois sistemas que exibam essas
propriedades de fase bem definida e duas ondas superpostas que per-
mitam troca de part́ıculas entre si. Uma junção de superfluidos ou de
condensados de bósons também exibirão efeito Josephson [51].
O efeito Josephson em superfluidos foi observado com 3He, em
1997 [52]. O experimento contava com dois containers deste super-
fluido separados por uma membrana nanometricamente fina e porosa,
de modo a permitir fluxo de part́ıculas através dela.
Já o efeito Josephson com dois condensados de bósons foi obser-
vado com um potencial de duplo poço onde a barreira entre os poços
permitia tunelamento de part́ıculas através dela [16]. Desse modo as
funções de onda macroscópicas se sobrepunham e o efeito ocorria - com
uma pequena diferença dos casos anteriores em superfluidos e super-
condutores.
Em supercondutores ou superfluidos, um modelo de dois modos é
capaz de descrever o comportamento do fluxo de part́ıculas do sistema
como sendo exatamente aquele de um pêndulo simples. No entanto,
quando o mesmo modelo de dois modos é aplicado para descrever uma
junção de condensados de bósons o pêndulo deixa de ser simples para
tornar-se um pêndulo f́ısico de inércia variável, particularmente, com
a inércia dependente do momento angular do pêndulo. Esse compor-
tamento curioso foi descrito em detalhes em 1997 [20, 21] e pôde-se
observar a veracidade da descrição já em 2005 [16].
Existem mais curiosidades em relação a este tipo de junção. Por
exemplo: um único poço pode conter uma junção Bose-Josephson se
forem armadilhados nele duas espécies de bósons distintas com possibi-
lidade de interconversão entre espécies. Isso é feito com dois ńıveis hi-
perfinos distintos em uma mesma armadilha. E mais, todos os regimes
dinâmicos habilitados por um modelo de dois modos aplicado à des-
crição do sistema já foram experimentalmente acessadas neste último
caso [25].
Um bom trabalho de tratamento da JBJ sob o modelo de dois
modos que explicita os regimes dinâmicos acesśıveis de excitação cole-
tiva do sistema, com analogias com o pêndulo f́ısico de inércia variável,
é a referência [22].
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2.6 JBJ E IMPRESSÃO DE FASE
Digamos que uma JBJ seja formada em uma armadilha de duplo
poço simétrica, ou seja, temos a mesma espécie de bósons aprisionada
em dois poços espacialmente separados, porém com formas idênticas, e
onde há possibilidade de tunelamento de part́ıculas através da barreira
de potencial que os separa (ver Figura 1). Neste caso, o que ocorre se for
gerada uma impressão de fase na núvem condensada de tal maneira que
o gradiente de fase ocorra exatamente dentro da barreira de potencial?
Esta é a pergunta central deste trabalho.


















Figura 1: Potencial unidimensional exemplo de nosso trabalho (linha
sólida) juntamente com o espectro de uma part́ıcula correspondente (em
linhas pontilhadas). Notar a presença de dubletos abaixo da altura da
barreira enquanto que acima dela temos aproximadamente um espectro










, com V0 = 4.28 e d = 4.28.
Os regimes dinâmicos de população observados em junções Bose-
Josephson podem ser visualizados mais facilmente em um espaço de
fases caracteŕıstico, como o da figura 2. Deve-se notar que existem
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Figura 2: Regimes dinâmicos caracteŕısticos de uma junção Bose-Josephson.
As coordenadas são: z - diferença de população entre poços, e φ - diferença
de fase entre funções macroscópicas de cada poço. As trajetórias fechadas no
entorno da origem, indicadas por JO (Josephson oscilations), representam
os regimes de oscilação simples de população entre um poço e outro. As
trajetórias abertas em ambos os lados de z = 0, indicadas por STRP (self-
trapped, runing-phase), representam regimes de auto-armadilhamento com
fase corrente: a diferença de população média é diferente de zero e a diferença
de fase aumenta de modo ilimitado. Por fim, as trajetórias fechadas em
ambos os lados de z = 0, indicadas por STLP (self-trapped, locked phase),
correspondem a dinâmicas auto-armadilhadas com diferença de fase limidada.
algumas trajetórias curiosas neste espaço de fases. Por exemplo, nos
regimes fechados no entorno da diferença de fase φ = π (indicados por
STLP) as populações oscilam em torno de um valor médio diferente
de zero, ou seja, um dos poços (ou lados da junção) tem sempre uma
população significativamente maior que o outro. Por esta razão este
regime recebe o nome de auto-armadilhamento quântico macroscópico
(AAQM). Ainda há o AAQM com diferença de fase ilimitada (indi-
cado por STRP), onde o crescimento ilimitado da diferença de fase
faz lembrar, na analogia com o espaço de fases caractaŕıstico de um
pêndulo simples, as trajetórias de rotação do pêndulo onde o ângulo
cresce indefinidamente e o momento angular oscila no entorno de um
valor diferente de zero. Uma comparação completa com o pêndulo está
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dispońıvel em [22].
Um dos nossos interesses neste sistema foi estudar os modos de
AAQM afim de explorar a evidente quebra de simetria de ocupação para
obter o controle de população em armadilhas duplas. A explicação do
fenômeno já foi dada: no âmbito da Teoria Quântica de Muitos Corpos,
trata-se da ocorrência de um tempo de tunelamento ultralongo entre
poços [53]; no âmbito de Teoria de Campo Médio, já foi associado à
não-linearidade da equação efetiva que dá a dinâmica do sistema [21].
Já houveram tentativas outras de obter o controle de população
em condensados múltiplos. Entre tais tentativas, sejam citadas a va-
riação periódica da barreira de potencial entre os poços permitindo o
acesso aos estados de Floquet associados a tal variação, e a variação
periódica da intensidade da interação entre part́ıculas.
Nosso trabalho dá um enfoque totalmente distinto ao problema.
Nossa proposta é transitar entre os diferentes regimes dinâmicos acesśı-
veis ao sistema usando para isso mecanismos de impressão de diferença
de fase entre as componentes da junção.
Voltando à pergunta do final do primeiro parágrafo desta subse-
ção, o que é esperado acontecer quando da inserção da fase apenas em
um dos componentes da junção é que o sistema transite entre regimes
dinâmicos distintos de uma maneira tão suave quanto pegar um pêndulo
com a mão e simplesmente soltá-lo de um dado ângulo. Após algumas
oscilações damos um piparote na massa oscilante levando o sistema a
oscilar em outro regime a ele dispońıvel.
A canonicidade entre ângulo e momento angular do pêndulo é
responsável pelos regimes dinâmicos distintos dele do mesmo modo que
a canonicidade entre diferença de população e diferença de fase são res-
ponsáveis pelos regimes dinâmicos distintos em uma JBJ. Sendo assim,
o controle sobre uma das variáveis ocasiona o controle sobre a outra. Na
JBJ já mencionamos o controle experimental sobre a fase na seção 2.4.
Sendo assim, mostraremos, através de simulações numéricas confiáveis,
que este controle gera o controle não só sobre a população mas sobre
todos os regimes dinâmicos de excitação coletiva acesśıveis ao sistema.
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3 TEORIA DE FUNDO E METODOLOGIA ADOTADA
3.1 DESCRIÇÃO DE CAMPO-MÉDIO E REDUÇÃO DE DIMEN-
SÕES
Consideremos a núvem de part́ıculas idênticas constituidora de
um condensado de bósons. Esta núvem pode ser considerada à tempe-
ratura zero, o que leva todas as part́ıculas a ocuparem o estado fun-
damental do sistema. Caso não houvesse interação entre as part́ıculas
então a função de onda seria apenas o estado fundamental da armadilha
que aprisiona os bósons.
A presença da interação altera significativamente o tratamento a
ser dado à dinâmica do sistema. Considerando interação do tipo delta
entre part́ıculas e minimizando o funcional que fornece a energia do






∣∣Ψ̃(r̄, t̄)∣∣2 Ψ̃(r̄, t̄) = ih̄ ∂Ψ̃(r̄, t̄)
∂t̄
(3.1)
que ficou conhecida como Equação de Gross-Pitaevskii (EGP daqui
pra frente) [2, 3]. Trata-se da Equação de Schrödinger acrescida de um
termo não linear responsável por levar em conta a interação entre as
part́ıculas da núvem. Contando-se da esquerda para a direita temos
o primeiro termo representando a energia cinética de uma part́ıcula
do sistema com massa m, sendo h̄ a constante de Planck dividida por
2π, o segundo termo a energia do potencial aprisionador U(r) ao qual
o sistema está submetido, o terceiro sendo o termo não linear citado
anteriormente e, finalmente, ao lado direito da igualdade, temos a re-
presentação da evolução temporal do sistema por meio do operador
energia. Resta dizer que a função Ψ̃ está normalizada à unidade∫ ∣∣∣Ψ̃(r̄, t̄)∣∣∣2 dr̄ = 1. (3.2)
O termo não linear possui intensidade mensurada em termos de





e pode ser obtido da teoria de espalhamento de duas part́ıculas idênticas
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a velocidades baix́ıssimas (ver [34], caṕıtulo 5). O fator as é cha-
mado de comprimento de espalhamento de ondas s e funciona como
um parâmetro de impacto efetivo das duas part́ıculas colisoras. O va-
lor de as varia de espécie para espécie, sendo da ordem de nanômetros;
pode, porém, ser controlado por meio das ressonâncias de Feshbach
[8]. Já o fator (N − 1) que multiplica o g tem sua origem no fato de
que uma part́ıcula do sistema de muitos corpos interage com as outras
(N − 1) part́ıculas e não consigo mesma1. Por fim, resta notar que as
dimensões de g são energia vezes volume, uma vez que o produto g|Ψ̃|2
tem dimensão de energia.
Não nos referiremos à Equação de Gross-Pitaevskii como Equa-
ção Não-Linear de Schrödinger uma vez que pode-se notar na literatura
que a segunda nomenclatura é mais comumente usada para part́ıculas
livres [U(r) = 0] interagindo umas com as outras (g 6= 0).
A EGP foi deduzida na década de 1960 independentemente por
Gross e Pitaevskii, dáı resultando seu nome. Sua validade foi larga-
mente testada em experimentos com condensados de bósons e até hoje
ela se tem mostrado extremamente robusta para descrever estes sis-
temas, fornecendo concordância quantitativa estupenda com os dados
extráıdos dos experimentos (ver a revisão [2]). Por esta razão, a EGP
será usada por nós como modelo matemático para simular condensa-
dos em armadilhas. Devemos ter em mente, porém, as limitações de
nossa equação modelo: trata-se de uma equação de campo-médio des-
crevendo somente uma função de onda macroscópica. Isso quer dizer
que part́ıculas presentes em estados excitados não são consideradas por
ela e, ainda, que correlações de duas ou mais part́ıculas também são
negligenciadas neste tratamento.
Como faremos simulações numéricas, é útil adimensionalizar a
EGP, equação 3.1. Para isso devemos estabelecer que o potencial arma-
dilhador mais comum a ser trabalhado é o harmônico simples acrescido














+ U ′(r̄). (3.4)
Sendo assim, as dimensões de trabalho convenientes são as de oscilador
1Embora os experimentos atuais não sejam capazes de contabilizar exatamente o
número N de part́ıculas, o que invalidaria a subtração de uma unidade neste termo,
insistiremos na notação (N − 1) para evidenciar a necessidade de mais de uma
part́ıcula em uma armadilha para que o termo não linear da EGP seja não-nulo.
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harmônico dadas por





[tempo] = ω−1x (3.6)
[energia] = h̄ωx (3.7)
onde estabelecemos, sem perda de generalidade, a direção x̄ como
padrão. Chamaremos as razões entre as frequências de armadilhamento










Levando estas dimensões na EGP, equação 3.1, obtemos a se-
guinte forma adimensional da EGP
−1
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onde as variáveis r e t e a amplitude de probabilidade Ψ(r, t) são agora
adimensionais, ou seja
















O potencial armadilhador foi reescrito como





(x2 + κ2y2 + λ2z2) + v(x), (3.14)
com v(x) ≡ U
′(r̄)
h̄ωx









Por fim, a normalização é reescrita como∫
|Ψ(r, t)|2 dr = 1 (3.16)
Fisicamente, quando as frequências de armadilhamento nas di-
mensões y e z são muito maiores do que na direção padrão x temos
a dinâmica do sistema reduzida somente a uma dimensão. Neste caso
formam-se os chamados condensados tipo charuto. O quantum de ener-
gia para excitar uma part́ıcula para o próximo ńıvel harmônico nas
dimensões transversais é muito maior do que as energias de excitação
coletiva da núvem condensada e também muito maior que a excitação
térmica. Esse fato acaba por restringir a dinâmica do sistema a apenas
uma dimensão, validando processos de redução dimensional que obje-
tivam uma diminuição do esforço computacional para obter simulações
da EGP.
Utilizamos, ao longo do trabalho, dois processos de unidimensi-
onalização. Os descreveremos a seguir.













2 ψ(x, t) (3.17)
ou seja, há um congelamento da dinâmica nas direções y e z, estando a
função de onda no estado fundamental destas direções. Quando levamos
a equação 3.17 na EGP adimensional, equação 3.10, com o potencial
dado pela expressão 3.14, e multiplicamos o resultado pelos estados
fundamentais em y e z devidamente normalizados, presentes no ansatz
3.17 (a constante multiplicativa e as duas exponenciais), e integramos
o resultado em y e z, ficamos com a EGP unidimensional (abreviada

































Seja notado que este termo de interação efetiva agora depende da ge-
ometria da armadilha, termo
√
κλ e do termo de interação tridimensi-
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onal, β3D, ou então, de modo mais fundamental, do comprimento de
espalhamento de ondas s, as, e do número de part́ıculas do condensado,
N .
A forma unidimensional dada na equação 3.18 é muito parecida
com a equação original que a gerou, havendo apenas uma redefinição
na origem da energia (constantes aditivas κ/2 e λ/2) e no termo de in-
teração β1D. Embora esteticamente parecida, resultados de simulações
mostraram que este processo deixa a desejar em algumas situações.
Por exemplo, a frequência de respiro de um condensado é maior em si-
mulações com a EGP1D do que com a EGP [55]. Desse modo, visando
maior concordância entre simulações unidimensionais e tridimensionais,
torna-se útil outro processo de unidimensionalização.
O segundo método de unidimensionalização supõe que variações
temporais na função de onda transversal de uma armadilha axialmente
simétrica do tipo charuto ocorrem muito lentamente em comparação
com as variações da direção axial. Através de um ansatz gaussiano
para a direção transversal, com uma largura descrita por uma função
dependente do tempo e da coordenada axial z, os autores da referência
[55] obtiveram uma equação efetiva para o movimento axial e reduziram
a EGP à uma equação não polinomial unidimensional.
Embora os resultados quantitativos desta abordagem sejam mui-
to mais satisfatórios que os da EGP1D quando comparados com si-
mulações diretas da EGP, a forma funcional da equação não é nada



































Esta equação recebeu o nome de Equação Não-Polinomial de Schrödin-
ger (abreviada ENPS a partir de agora) [55]. Aparecer somente um
fator geométrico na equação, o termo λ, é um reflexo da simetria axial
da armadilha (λ = κ para comparações com a EGP1D). Já o coefici-
ente não linear unidimensional possui a mesma definição que no caso
da EGP1D, equação 3.19.
Duas caracteŕısticas importantes devem ser notadas na ENPS,
equação 3.20. A primeira delas é que, caso o termo não linear seja
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muito pequeno, podem-se desprezar os termos quadráticos em β1D, que
se originariam da expansão em série de Taylor das ráızes que tornam
a equação não-polinomial, e facilmente se recupera a EGP1D - é uma
mostra de consistência. A segunda caracteŕıstica é uma advertência:
alguém poderia afirmar, em uma olhada rápida para a ENPS, que no
caso de β1D não ser pequeno bastaria aumentar a assimetria da arma-
dilha, tornando o coeficiente λ  β1D, analiticamente o efeito seria o
de desprezar termos quadráticos na razão β/λ. No entanto, ao analisar
a razão β1D/λ, conforme aparece na equação, nota-se que
β1D
λ
= 2(N − 1)as
ax
(3.21)
ou seja, a razão entre a não linearidade unidimensional e a assimetria
independe da assimetria. Ela depende apenas do comprimento de es-
palhamento de ondas s e do número de part́ıculas. Desse modo, é a
interação, de fato, que deve ser pequena para que a ENPS seja trans-
formada na EGP1D.
Embora a EGP1D seja mais parecida com a EGP, sempre re-
alizamos simulações unidimenaionais com a ENPS, dada a sua confi-
abilidade quantitativa quando comparados os seus resultados com os
oriundos da EGP [55].
De posse das equações modelo teóricas, equações EGP, EGP1D
e ENPS, devidamente justificadas podemos tratar agora do modelo de
dois modos que visa simplificar a descrição anaĺıtica do sistema. A des-
crição pormenorizada dos métodos numéricos utilizados para realizar
simulações e obter as constantes necessárias à descrição de dois modos
foram deixadas para o apêndice A.
3.2 MODELO DE DOIS MODOS
Nas seções anteriores mencionamos algumas vezes o fato de a
fase de um condensado de bósons ser bem definida. No entanto, o que
não mencionamos foi a dificuldade de se construir um operador que
extraia essa fase da função de onda quando damos um tratamento de
muitos corpos, problema este bem abordado na década de 1960, revi-
sado em [13]. Ainda já notado na mesma década foi o fato de que,
embora um operador extrator da fase de uma função de onda fosse
dif́ıcil definir, um operador extrator da diferença de fase entre duas
funções, dois condensados, é bem definido em uma abordagem de mui-
tos corpos. No entanto, em uma abordagem de campo médio retratada
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pela EGP, até onde sabemos, não há operação que defina diferença
de fase entre componentes de um modelo de dois modos, embora já se
tenha tentado definir tal operação por meio das fases dos números com-
plexos que representam cada parte da função numérica [57]. Não há
uma forma bem definida de extrair da função que está sendo evolúıda
pela EGP a diferença de fase entre os dois modos que supostamente a
representam bem em uma junção Bose-Josephson. Assim sendo, pro-
pomos um método de extrair tal diferença de fase e, a partir desta
proposta, fomos capazes de redesenhar o espaço de fases referente ao
modelo de dois modos utilizando somente simulações diretas da EGP,
conforme mostraremos mais tarde. Com essa definição de diferença
de fase entre componentes do modelo de dois modos fomos obrigados
a redefinir a diferença de população entre os modos de uma maneira
consistente com àquela de diferença de fase. Também mostraremos
que, embora analiticamente distinta da definição comumente utilizada
na literatura para diferença de população, resultados numéricos dessa
grandeza aproximam-se muito daqueles apresentados na literatura para
a definição convencional de diferença de população, o que vem a solidi-
ficar a robustez das novas definições.
Da mesma forma que a redução de dimensões facilita as si-
mulações, a representação de dois modos facilita abordagens anaĺıticas
dadas às junções Bose-Josephson e à investigação sistemática dos regi-
mes dinâmicos de excitações coletivas dispońıveis ao sistema. Poder-
se-ia questionar a validade de uma abordagem de dois modos a uma
equação não-linear, no entanto esta abordagem está fortemente aba-
lisada pela estrutura energética caracteŕıstica das junções: as ener-
gias de excitações coletivas do sistema, que envolvem tunelamento de
part́ıculas, são muito menores que as energias de excitação de uma
part́ıcula para um posśıvel próximo ńıvel do espectro. Existem dois
ńıveis energéticos muito próximos um do outro, cuja degenerescência foi
quebrada justamente pela possibilidade de tunelamento de part́ıculas,
e o próximo ńıvel acesśıvel a qualquer part́ıcula está separado destes
dois primeiros ńıveis por uma lacuna energética muito maior que as
de excitação térmica ou de excitações coletivas (ver espectro na figura
1). Sendo assim, a fundamentação para uma abordagem de dois modos
dada ao problema é completamente f́ısica, não matemática.
Relembraremos algumas previsões do modelo de dois modos para
a dinâmica da junção Bose-Josephson, em especial as já citadas de 1997
[21], e realizadas em 2005 [16]. Neste processo de revisão ficará clara
a canonicidade entre diferença de fase e diferença de população em um
duplo condensado.
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Deixamos dois resultados semi-anaĺıticos obtidos durante o nosso
trabalho e relacionados a esta seção nos apêndices. Um deles (apêndice
B) trata semi-analiticamente do ponto de bifurcação entre soluções com
contrapartida linear e sem tal contrapartida da EGP1D [57, 58, 59, 60,
61, 62]. A bifurcação apareceu como uma divergência na série não-
perturbativa lá abordada. Esse resultado dá certa credibilidade até
a modelos multimodos já apresentados para a EGP, desde que a in-
teração não linear não leve as soluções a atingir os valores de potencial
qúımico de bifurcação [57]. O outro (apêndice C) trata do modelo de
dois modos aplicado à equação não polinomial de Schröedinger e leva a
termos de correção na Hamiltoniana semiclássica que não estão presen-
tes nos tratamentos clássicos de dois modos presentes na literatura. No
entanto tais correções mostram-se completamente despreźıveis dentro
dos parâmetros de condensação unidimensional dupla e por isso não
foram notados até agora; além de serem termos pequenos não pode-
mos esquecer se tratarem de correções a um modelo unidimensional de
condensado tipo charuto axialmente simétrico que tenta levar em conta
os efeitos da dinâmica de fundo ocorrendo na dimensão transversal ao
eixo de simetria.
3.2.1 Modelando a dinâmica de um condensado duplo - espaço
de fases
Sempre que pudermos reduzir o espaço de possibilidades da dinâ-
mica de um sistema f́ısico a apenas dois estados então um modelo de
dois modos para tal problema mostrar-se-á conveniente. O caso de uma
JBJ não é diferente.
Em uma JBJ temos um condensado de bósons gerado em uma
armadilha do tipo duplo poço. Para simplificar nosso trabalho vamos
supor sempre que tal potencial de duplo poço é simétrico. Sendo as-
sim, quando a barreira que separa os dois poços é infinita então os dois
primeiros estados do sistema são degenerados. Ao diminuirmos a al-
tura da barreira do infinito, a degenerescência destes dois estados vai
sendo quebrada e começa a haver a possibilidade de tunelamento de
part́ıculas. Nestas circunstâncias ocorre que os dois primeiros estados
possuem energias muito próximas uma da outra enquanto que o ter-
ceiro estado possui energia muito acima da energia do segundo estado.
Desse modo um modelo de dois modos é válido desde que as energias
envolvidas nos processos dinâmicos coletivos que venham a ser gerados
não sejam capazes de excitar part́ıculas para este terceiro estado do
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sistema.
Vamos reescrever a equação 3.10 aqui
−1
2




e, à base da descrição do parágrafo precedente para validade de um
modelo de dois modos, vamos aproximar a solução desta equação por
Ψ(r, t) = ψ̄0(t)ϕ0(r) + ψ̄1(t)ϕ1(r) (3.23)
onde as funções ϕi(r), i = 0, 1, são funções reais, sem perda de genera-
lidade, e satisfazem a EGP independente do tempo
−1
2
∇2ϕi(r) + V (r)ϕi(r) + β3D|ϕi(r)|2ϕi(r) = µiϕi(r) (3.24)
onde µi é o potencial qúımico da solução i. A solução Ψ(r, t) estará
normalizada à unidade ∫
|Ψ(r, t)|2dr = 1. (3.25)
Uma vez que supomos potencial V (r) simétrico podemos afirmar
que as funções ϕi(r), i = 0, 1, são ortonormais∫
ϕi(r)ϕj(r)dr = δij . (3.26)
Esta afirmação não é óbvia, uma vez que estamos tratando de uma
equação não linear. No entanto, no trabalho [56] há a demonstração
de que, para interação repulsiva entre átomos, ou seja, para parâmetro
β3D > 0, o estado fundamental do potencial é par e o primeiro ex-
citado é ı́mpar, o que valida a ortogonalidade. Vale lembrar que a
normalização no caso de uma solução de equação não linear não é
simplesmente multiplicar por uma constante. Uma solução qualquer
da EGP multiplicada por uma constante continua sendo solução da
EGP só que para um parâmetro de interação não linear modificado
pela mesma constante que multiplicou a solução. Então, nem a or-
togonalidade nem a normalização expressos na equação 3.26 merecem
ser consideradas como simplistas. No caso de interação atrativa os es-
tados fundamental e primeiro excitado do duplo poço vão obedecer à
equação 3.26 somente caso a intensidade dessa interação seja pequena.
Caso atinja um valor cŕıtico (ver apêndice B) então os dois primeiros
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estados são assimétricos, localizados cada um deles em um dos poços.
Ainda nesse caso podemos aplicar o tratamento dado aqui por cons-
trúırmos, a partir destes estados assimétricos, combinações simétrica e
antissimétrica deles, de tal modo que a equação 3.26 ainda continuará
sendo válida. Um exemplo gráfico das funções solução da equação 3.24
para o caso unidimensional é dado na figura 3 - quadrados e ćırculos
abertos.
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Figura 3: Soluções da EGP1D independente do tempo para o mesmo
potencial da Figura 1, aqui com parâmetro de interação β1D = 5.
Os śımbolos abertos representam as funções simétrica (quadrados) e
antissimétrica (ćırculos) {ϕ0, ϕ1}, respectivamente, enquanto que as li-
nhas representam as combinações lineares das primeiras, resultando nas
funções localizadas nos poços da direita (sólida) e esquerda (tracejada),
{φ0, φ1}.
Voltando ao modelo de dois modos para a solução da EGP,
equação 3.23, as funções ψ̄i(t) irão descrever a fração de população
que está em cada um dos estados simétrico e antissimétrico, respec-
tivamente i = 0 e i = 1. Mas mostra-se contra-intuitiva uma inter-
pretação de populações em estados simétrico ou antissimétrico, sendo
de mais fácil e rápida visualização uma interpretação de populações
em poços f́ısicos distintos, neste caso que estudaremos de JBJ. Sendo
assim, propõe-se uma mudança de base para descrever a dinâmica do
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novamente com a condição de ortonormalidade∫
φi(r)φj(r)dr = δij (3.29)
que é uma consequência natural da ortonormalidade das funções {ϕi(r)}.
(As linhas sólida e tracejada da figura 3 exemplificam as funções {φ0, φ1}
para o caso unidimensional.) Levando esta nova base no modelo de dois
modos, equação 3.23, temos:
Ψ(r, t) = ψ0(t)φ0(r) + ψ1(t)φ1(r) (3.30)










e agora cada ψi(t) fornecerá diretamente a fração de população em cada
lado do duplo poço.
Prossigamos por incluir o modelo de dois modos dado pela equa-
ção 3.30 na equação 3.22. Depois dessa inclusão, que seja tomado o
produto, em ambos os lados da equação resultante, por φ0(r) e haja a
integração em r; que seja feito o mesmo processo com φ1(r). O resul-
tado final destes processos corresponde às seguintes equações descritivas
































onde usamos a equação 3.24 e a condição de normalização
|ψ0|2 + |ψ1|2 = 1. (3.35)




β3D(10I01 − I00 − I11) (3.36)
B ≡ µ1 − µ0 +
1
2
β3D(I00 − I11) (3.37)
C ≡ 1
4
β3D(I00 + I11 − 2I01) (3.38)
D ≡ 1
4
β3D(I00 − I11) (3.39)
E ≡ µ0 + µ1
2
− β3DI01 (3.40)






Se agora tomarmos o produto de 3.33 (3.34) por ψ∗0(t) (ψ
∗
1(t))
e subtráırmos da equação resultante deste produto o seu próprio com-
plexo conjugado obteremos as duas novas equações
d|ψ0|2
dt
= −B|ψ0||ψ1| sin(θ1 − θ0)
+2C|ψ0|2|ψ1|2 sin 2(θ1 − θ0) (3.42)
d|ψ1|2
dt
= B|ψ0||ψ1| sin(θ1 − θ0)
−2C|ψ0|2|ψ1|2 sin 2(θ1 − θ0) (3.43)
onde foi usado o fato de que podemos escrever qualquer número com-
plexo sob a forma polar
ψi(t) = |ψi(t)|eiθi(t) (3.44)
com θi sendo a fase do correspondente número complexo ψi, e fez-se
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uso da regra de derivação do produto de funções.
Por outro lado, a adição do produto de 3.33 (3.34) por ψ∗0(t)
(ψ∗1(t)) com o seu próprio complexo conjugado e o uso da regra de deri-
vada da divisão de funções fornecerá as equações de evolução temporal























−C|ψ0|2 cos 2(θ1 − θ0). (3.46)
Como último passo, se subtrairmos da 3.43 (3.46) a 3.42 (3.45)
e definirmos:
z(t) ≡ |ψ1(t)|2 − |ψ0(t)|2 (3.47)
φ(t) ≡ θ1(t)− θ0(t) (3.48)
obtemos a forma padrão, encontrada na literatura [22, 57], para a





1− z2 sinφ− C(1− z2) sin 2φ (3.49)
dφ
dt
= −Az −B z√
1− z2
cosφ+ Cz cos 2φ. (3.50)














1− z2 cosφ+ 1
2
C(1− z2) cos 2φ. (3.52)
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e vemos que z e φ são variáveis canonicamente conjugadas2.
Sabemos que o sistema é conservativo, de modo que valores cons-
tantes de energia corresponderão a curvas de ńıvel da Hamiltoniana ob-
tida. Estas curvas, por sua vez, fornecerão as dinâmicas semiclássicas
acesśıveis ao sistema e estarão representadas no espaço de fases corres-
pondente ao par de variáveis canônicas (z, φ).
As constantes A, B e C dependem das integrais de superposição
dos dois modos utilizados, da diferença de potenciais qúımicos, do
parâmetro de interação não linear β3D e da altura de barreira (ver
definições 3.36-3.38), valendo notar que existe correlação direta entre
cada uma destas grandezas que definirão os valores das constantes A,
B e C. Por exemplo, se variamos a altura de barreira mantendo in-
teração entre part́ıculas inalterada, naturalmente os dois modos serão
alterados, uma vez que houve modificação do potencial. Também os
potenciais qúımicos serão alterados e as integrais de superposição, pela
mesma razão. Ou seja, mudando um parâmetro de potencial todas as
constantes se modificam.
Conforme notado por Ananikian - o primeiro a dar um trata-
mento exato para o modelo de dois modos aplicado à EGP sem recorrer
a argumentações f́ısicas para aproximar a validade da ortonormalidade
dos dois modos [57] - e por Albiez - que realizou a primeira JBJ ex-
perimentalmente [16] - a constante C é sempre muito menor que as
outras duas, A e B, de modo que a maioria dos autores que tratam de
um modelo de dois modos sob esta abordagem hamiltoniana acabam
desprezando-a. Já as constantes A e B competem entre si gerando
espaços de fase caracteŕısticos de cada razão A/B assumida.
No caso de baixos valores de interação entre part́ıculas a cons-
tante B domina sobre A, implicando em A/B < 1, e neste caso temos
somente regimes dinâmicos de oscilação de part́ıculas entre poços de
modo simétrico. Para valores 1 < A/B < 2 vemos o surgimento de
regimes dinâmicos cuja diferença de população média é diferente de
zero, o que equivale a uma quebra de simetria, uma vez que o du-
plo poço é simétrico e não deveria haver preferência por nenhum dos
poços. Notar que estes regimes AAQM possuem diferença de fase li-
mitada. Finalmente, para valores A/B > 2 temos regimes de AAQM
com fase ilimitada, que equivaleria a um pêndulo simples cuja energia
total supera a energia potencial do ponto de máxima elevação da massa
oscilante de modo que ele fica girando indefinidamente.
2Para esta Hamiltoniana fornecer os mesmos valores de energia que são obtidos
por simulações diretas da EGP temos de adicionar a constante E, dada na equação
3.40, a ela. Como sabemos, esta adição não alterará as equações de movimento.
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Figura 4: Hamiltonianas posśıveis conforme a razão entre os parâmetros
A e B vai variando. O ajuste das razões A/B foi obtido por variar o
parâmetro β1D de modo a obter em (a) A/B = 0.78, em (b) A/B = 1.55
e em (c) A/B = 3.1.
A figura 4 exemplifica as três configurações arbitrárias dos va-
lores das constantes A e B (desprezamos C para desenhar a figura e
para a descrição precedente). Utilizamos as razões entre estas cons-
tantes conforme elas foram relatadas no experimento que reproduziu
completamente o espaço de fases relacionado ao modelo de dois modos
descrito aqui objetivando manifestar a proximidade entre simulações
numéricas e dados experimentais [25]. O duplo condensado utilizado
no caso citado foi de estados hiperfinos distintos em uma mesma arma-
dilha, diferente do nosso, mas onde a abordagem de dois modos também
é válida. Utilizando como ferramenta de controle dos coeficientes A e
B a ressonância de Feshbach, capaz de controlar o comprimento de
espalhamento das part́ıculas do condensado, os autores com sucesso
obtiveram todos os regimes dinâmicos posśıveis disponibilizados por
este modelo. Em outras palavras, a própria interação entre part́ıculas
foi alterada de modo a escolher entre as hamiltonianas disponibilizadas
pelo modelo.
O alcance experimental de hoje não estava dispońıvel em 1997,
quando da previsão do AAQM a partir do modelo de dois modos. De
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fato, uma única JBJ só foi relatada em 2005, conforme já dissemos
[16]. Dada a capacidade deste modelo simples de descrever a dinâmica
da JBJ, aprendemos que o condensado de bósons é mais robusto do
que parece. Podemos afirmar isso porque, conforme vimos no caṕıtulo
anterior, a EGP é uma equação de campo médio à temperatura zero
com interação tipo caroço duro entre part́ıculas, um modelo bastante
restritivo. Mas o fato de carregar consigo informações qualitativas e
quantitativas do problema mostra claramente que o grosso do processo
f́ısico em si está descrito nela - e muito bem, diga-se de passagem.
3.2.2 O espaço de fases a partir da EGP
Os espaços de fase apresentados, robustos, confiáveis e comple-
tos no que diz respeito às dinâmicas acesśıveis ao sistema, não provém
diretamente da EGP; eles provém de uma dinâmica restrita a dois mo-
dos. Os trabalhos mais clássicos que aplicam o modelo de dois modos
à EGP e que reproduzem o espaço de fases correspondente usualmente
seguem duas metodologias: ou usam as equações dinâmicas 3.49 e 3.50
conforme fizemos, ou, em uma abordagem de muitos corpos, usam do
formalismo das funções de Husimi para transitar do quântico para o
clássico e então reobtém o espaço de fases.
Neste trabalho nós reproduzimos completamente os espaços de
fase dispońıveis a um duplo condensado espacial (ou, um condensado
em duplo poço simétrico), de acordo com os valores acesśıveis à razão
A/B, diretamente a partir de simulações da EGP. Estes resultados,
por provirem de simulações diretas, naturalmente não estão restritos à
aproximação de dois modos. Sendo assim, o fato de representarmos os
espaços de fases partindo de simulações diretas prova, numericamente,
que a dinâmica ocorre em um espaço de funções restrito a apenas dois
estados. Vale destacar a indispensabilidade de uma boa definição de
diferença de fase e de população numéricas entre os dois modos do
modelo para a reprodutibilidade do espaço de fases semiclássico.
Em um tempo t qualquer de uma evolução temporal da função de
onda Ψ(r, t) representativa de uma JBJ sob a EGP, o modelo de dois
modos prevê uma função dada pela equação 3.30. O que propomos
de diferente dos outros trabalhos é que as constantes ψi(t), i = 0, 1,
representativas do percentual da função de onda que está em cada poço,





que é o produto interno da função Ψ(r, t) pelo modo i que temos inte-
resse, sendo i = 0 ou i = 1. A soma apresentada na equação 3.30 com
as constantes ψi(t) dadas pela integral 3.53 não será capaz de represen-
tar completamente a função Ψ(r, t), uma vez que esta não está restrita
a ser uma combinação perfeita dos dois modos durante a simulação
completa da EGP. Desse modo, ganhamos naturalmente uma forma de
avaliar o quão boa está a aproximação dos dois modos para a função
ao definirmos outra função, que chamaremos de resto, R(r, t), como
R(r, t) ≡ Ψ(r, t)− ψ0(t)φ0(r)− ψ1(t)φ1(r). (3.54)
Ora, as funções φi são ortonormais, de modo que podemos afirmar a





|Ψ(r, t)|2dr− |ψ0(t)|2 − |ψ1(t)|2 (3.55)
onde definimos o número ε como o representativo do erro cometido
ao tomarmos a aproximação de dois modos. Assim, em cada simulação
podemos acompanhar a evolução temporal de cada componente |ψi(t)|2
e também do erro |ε(t)|2.
Notar que em 3.55 não igualamos a condição de normalização
da função Ψ à unidade porque, eventualmente, devido a flutuações
numéricas durante a simulação, a norma deixará de ser 1. A critério de
completeza na apresentação de resultados, os gráficos que apresentarem
a evolução temporal das componentes e do erro também apresentarão
a norma. Será visto que ela se mantém próxima de 1 em todas as
simulações feitas, o que fortalecerá a confiança nos métodos numéricos
utilizados.
A partir dos números complexos ψi(t) definidos na equação 3.53
podemos, consistentemente, definir a diferença de população, z(t), e a
diferença de fase, φ(t), entre modos conforme segue






= θ1 − θ0 (3.57)
onde θi corresponde à fase do número complexo ψi(t) em sua repre-
sentação polar. Estas definições são exatamente as dadas pelas equações
3.47 e 3.48 só que agora, juntamente com a equação 3.53, têm relação
direta com a função Ψ(r, t) evolúıda pela EGP.
A definição de diferença de população dada aqui, equação 3.56,
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difere daquela comumente apresentada na literatura para o estudo de








com o ı́ndice s evidenciando ser a definição padrão de diferença de
população. Note-se que esta definição, embora seja apropriada para o
estudo de condensados duplos espaciais mostra-se deficiente para tratar
de condensados sobrepostos em uma mesma armadilha enquanto que
aquela dada pela equação 3.56 não apresenta tal limitação.
Analiticamente a relação entre zs(t) e z(t), assumindo o modelo





com as duas funções no integrando sendo aquelas que satisfazem a EGP,
ou seja, sendo as que possuem simetria definida e não as funções loca-
lizadas φi(r). Termos notado numericamente que zs e z são próximos
indica que a integral relacionando estas definições de diferença de po-
pulação é próxima de 1/2, o que também foi notado verdadeiro para
um intervalo significativo de valores de não linearidade para o caso de
armadilha unidimensional semelhante à do trabalho [57].
Com o fim de explicitar a consistência das definições de diferença
de fase e de população apresentadas aqui com aquelas dadas pela lite-
ratura, reproduziremos os espaços de fases correspondentes à figura 4
só que com parâmetros de armadilhamento equivalentes aos apresenta-
dos no experimento [16], que corresponde um potencial armadilhador de
duplo poço espacial, ou seja, uma JBJ. Nos restringiremos a simulações
unidimensionais para esta apresentação e, para atingirmos os valores
requeridos de não linearidade que permitam o acesso aos espaços de
fases daquela figura vamos supor que uma das seguintes opções expe-
rimentais aconteçam: (1) o comprimento de espalhamento é tornado
pequeno ou (2) o número de part́ıculas é tornado pequeno. Tal ob-
servação está embasada na equação 3.19, que mostra a dependência do
parâmetro efetivo de interação não-linear unidimensional β1D com os
parâmetros experimentais. Numericamente o acesso aos valores de não
linearidade que reproduzem os espaços de fase daquela figura 4 são ob-
tidos por tentativa e erro: sabemos o valor da razão A/B que gera as
curvas daqueles espaços de fase e sabemos que os valores de A e de B
provém de integrais de superposição dos dois modos e do valor da não-
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linearidade efetiva (ver equações 3.36 e 3.37, notando que β3D deve ser
substituido por β1D quando a simulação for unidimensional); os dois
modos, por sua vez, dependem da não linearidade efetiva. Sendo assim,
testamos valores de não linearidade até que os valores das razões A/B
desejadas fossem obtidas. Os valores de β1D que permitiram o desenho
dos espaços de fases equivalentes aos da figura 4 são: β1D = 0.0326
para a parte (a) da figura, β1D = 0.0654 para a parte (b) e, finalmente
β1D = 0.1338 para a parte (c). Vale notar que para cada uma das
dinâmicas necessárias para a reconstrução de cada um dos espaços de
fases da figura 5 a partir da EGP, o erro definido em 3.55 assumiu
valores muito menores que quaisquer das componentes ψ0(t) ou ψ1(t)
durante todo o tempo de simulação.

































Figura 5: Demonstração da possibilidade de reconstrução do espaço de fa-
ses correspondente a um modelo de dois modos diretamente a partir de si-
mulações da EGP. Essa reconstrução acaba por demonstrar não só a validade
do modelo de dois modos mas também a consistência das definições de dife-
rença de população e de fase conforme dadas a partir dos números complexos
ψi(t) definidos na equação 3.53. As linhas sólidas de fundo em cada parte,
(a), (b) ou (c), são curvas de ńıvel da Hamiltoniana semiclássica dada em
3.52. Já os ćırculos vazios provém das simulações da EGP unidimensional.
Cada trajetória em cada espaço de fases corresponde a uma simulação com
uma condição inicial diferente.
Por fim, na figura 6 representamos o espaço de fases da JBJ
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apresentada no trabalho [16] segundo o modelo de dois modos para o
problema, com parâmetros equivalentes ao relato experimental, e se-
gundo a EGP tridimensional. A concordância entre as descrições é
notável. (O traço central mostra a instabilidade do primeiro estado
excitado. Antes da instabilidade se manifestar o sistema esteve esta-
cionário por aproximadamente 70 unidades de tempo. Esse tempo de
simulação antes da manifestação da instabilidade gera certa confiança
no método numérico, porém revela também sua limitação.)

















Figura 6: As linhas sólidas ao fundo mostram as curvas de ńıvel da Ha-
miltoniana semiclássica proveniente de uma abordagem de dois modos dada
à JBJ gerada no experimento [16]. Já os śımbolos vazios correspondem às
simulações diretas da EGP tridimensional. A trajetória de ćırculos vazios, no
centro do gráfico, corresponde ao estado do ponto de sela da superf́ıcie hamil-
toniana, onde pequenas flutuações numéricas fizeram que o sistema perdesse
o equiĺıbrio após longo tempo de simulação. Notar que o estado fundamental
é estável (quadrado vazio na origem do gráfico, quase inviśıvel).
Uma vez que temos ferramentas capazes de redesenhar o espaço
de fases diretamente a partir de simulações da EGP e, simultaneamente,
fornecer informações a respeito do erro cometido na abordagem de dois
modos para o problema, então estamos habilitados a explorar o controle
de população disponibilizado pela canonicidade entre as variáveis (z, φ),
controle este válido enquanto os dois modos forem suficientes para des-
crever a dinâmica do sistema. Faremos isso no próximo caṕıtulo, sendo
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esta exploração o ponto chave de todo o trabalho.
3.3 A INSERÇÃO DE FASE NUMÉRICA
Já definimos uma forma consistente de extrair a diferença de fase
entre componentes de uma junção. Embora até agora tenhamo-nos
prendido a condensados espaciais, ou especificamente à JBJ, o traba-
lho pode ser naturalmente estendido para quaisquer tipos de conden-
sados duplos que permitam uma impressão de fase entre componentes.
A definição coerente de diferença de fase à uma simulação numérica
permitiu-nos explorar os efeitos que uma impressão de fase do tipo
apresentada nos trabalhos [37, 24] teriam sobre os regimes dinâmicos
de uma junção Bose-Josephson e apresentar esses efeitos em um espaço
de fases correspondente a um modelo de dois modos do sistema.
A impressão de fase citada anteriormente funciona de maneira
bastante simples: um feixe de laser que atravessa um condensado de
bósons têm como efeito alterar sua fase. Tal alteração é proporcional à
amplitude do feixe e ao tempo de exposição do condensado ao mesmo
[24]. Ora, se parte do condensado for privada desta exposição então esta
parte não terá fase alterada enquanto que a parte exposta o terá. Desse
modo um gradiente de fase pode ser gerado no condensado e o efeito
deste gradiente em um condensado tipo charuto foi a geração de um
sóliton ou trens de sólitons, a depender dos parâmetros de impressão
de fase.
Ora, juntando a informação da possibilidade do controle da fase
sobre parte de um condensado duplo com a de que pode-se obter o
controle sobre a dinâmica coletiva de um condensado duplo alterando
a diferença de fase entre as componentes deste então exploramos nu-
mericamente os efeitos da impressão de fase em apenas uma das com-
ponentes de um duplo condensado de bósons.
O método de impressão de fase numérica foi o mesmo utilizado
no trabalho [24]. Em um dado instante da simulação multiplicamos a
função de onda que está sendo evolúıda por um gradiente de fase
Ψ(r, t)→ eiφ(r)Ψ(r, t) (3.60)











com φ0 sendo a diferença de fase efetivamente impressa entre as com-
ponentes do condensado e x a direção tomada como aquela onde o
gradiente de fase irá ocorrer - dentro do intervalo espacial de aproxi-
madamente 2l unidades de comprimento3.
Em várias simulações numéricas notamos que esse intervalo es-
pacial onde deve ocorrer o gradiente de fase, 2l, poderá ser uma posśıvel
fonte de dificuldades experimentais. Em casos em que este espaço ex-
cede a largura da barreira nota-se que a fase impressa tem um valor
diferente do previsto φ0, sendo levemente menor que este. É como se
uma parcela significativa da função de onda total adquirisse uma fase
intermediária entre 0 e φ0 e o efeito ĺıquido desse espaço de transição
acaba se manifestando como uma diminuição da diferença de fase im-
pressa. Por outro lado, a diminuição do intervalo espacial em que há
o gradiente de fase tem o efeito de aumentar a energia inserida no sis-
tema a cada impressão de fase. Desse modo deverá haver um certo
valor ótimo do parâmetro l que identifica o espaço de mudança de fase
na função de onda total.
Por fim, ainda com respeito a esse processo de inserção de fase,
vale lembrar que o estado fundamental do duplo poço simétrico não
tem densidade de probabilidade nula no centro da barreira. Isso signi-
fica que a cada inserção de fase haverá a geração de um sóliton escuro
no condensado. A ideia é que tal sóliton não seja tão representativo na
dinâmica de populações, uma vez que a parcela de part́ıculas perturba-
das quando das impressões de fase é esperada ser pequena em relação
à população total. Tal afirmação mostrar-se-á verdadeira quando da
apresentação dos resultados.
Com o fim de eliminar o sóliton anteriormente citado propomos
ainda outro procedimento (não simulado neste trabalho): a impressão
de fase poderia ser estudada em um condensado duplo formado em um
único poço. Para que isso seja fact́ıvel é necessário que cada estado
hiperfino reaja à presença do feixe de laser não ressonante impressor
de fase de forma distinta. Assim, embora seja impressa uma fase si-
multaneamente em ambos os componentes, dada a reação distinta de
cada componente ao feixe impressor de fase haverá, efetivamente, uma
impressão de diferença de fase entre as componentes. Por agora nos
abstenhamos destes efeitos indesejáveis e idealizemos o sistema para
poder continuar o trabalho.
Imprimimos, em um tempo muito curto, uma diferença de fase
3Notar que a função φ(r) e a constante φ0 não tem qualquer relação com as
funções da base localizada do modelo de dois modos {φj} usadas nas subseções
anteriores.
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na JBJ. Este tempo muito curto será quantificado por algum tempo ca-
racteŕıstico do sistema. Em nosso caso mostra-se apropriado o peŕıodo






(B − 2C)(A+B − C)
(3.62)
conforme podemos deduzir das equações 3.49 e 3.50, apresentadas na
seção anterior e aplicadas para regimes onde o par (z, φ)  1 [57].
Desse modo, o tempo de impressão de fase deverá ser muito menor que
τ0 para caracterizar uma impressão instantânea de fase. Para o caso
da barreira de duplo poço apresentada em [16] temos este peŕıodo da
ordem de 34 ms, que é mais ou menos o medido por eles em sua figura
1 - aproximados 50 ms. No experimento [24] as impressões tiveram
duração da ordem de 1 µs, justificando assim a ideia de impressão
instantânea de diferença de fase, conforme simulamos em alguns casos.
Uma posśıvel forma de relaxar este requisito sobre o tempo de
inserção de fase foi testado, também objetivando minimizar a energia
inserida no sistema a cada impressão de fase. O que fizemos nestes
testes foi multiplicar, a cada passo temporal de simulação, a função





















onde a diferença de fase φ0 foi impressa durante um intervalo de tempo
aproximado de 3σt no entorno do tempo do pulso tp. ∆t representa o
passo temporal na simulação numérica, de modo que a razão 3σt/∆t
representa o total aproximado de passos necessários para completar
a impressão de fase, enquanto que o produto φ0/(3σt/∆t) exp[−(t −
tp)
2/σ2t ] está representando a diferença de fase impressa em cada passo
da simulação. O gradiente de fase continuou ocorrendo em um intervalo
aproximado de 2l unidades de comprimento.
Observamos o efeito desejado de diminuição de energia inserida
no sistema a cada impressão, neste caso, às custas de um aumento
de dificuldade em saber a diferença de fase efetivamente impressa no
sistema.
Uma vez que a diferença de fase é adquirida, seja instantanea-
mente ou não, o sistema simplesmente segue a trajetória que o ponto
do espaço de fases seguiria.
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4 RESULTADOS, DISCUSSÃO E PERSPECTIVAS
4.1 RESULTADOS E DISCUSSÃO
Para apresentação de resultados cabe estabelecer os tipos es-
























ambos unidimensionais e simétricos, uma vez que tratamos sempre com
potenciais do tipo charuto e nossos resultados numéricos precisam do
primeiro estado excitado do poço, que pode ser obtido via relaxação
apenas no caso de poços simétricos e interação repulsiva entre part́ıculas
[56].
O primeiro dos potenciais, equação 4.1, foi extráıdo do trabalho
[57] e foi o primeiro dos potenciais trabalhados em nossas investigações
por ser de fácil visualização o efeito que as variações de seus parâmetros
têm sobre a armadilha: V0 fornece a altura da barreira de potencial (não
a altura efetiva, pois o mı́nimo de potencial não é zero!) e σ controla a
largura da barreira.
O segundo dos potenciais, equação 4.2, foi extráıdo do trabalho
[17] e foi escolhido por ser experimentalmente realizado, o que torna
os nossos resultados próximos de algum grupo experimental. Este po-
tencial muda muito de forma de acordo com os parâmetros escolhidos:
quando V0 é pequeno o potencial é quase harmônico puro; quando V0
é grande, o potencial é quase periódico. Entre estes extremos existe a
escolha de V0 que fornece apenas dois poços no entorno da origem e
estes parâmetros foram escolhidos experimentalmente e estes mesmos
parâmetros foram os que escolhemos.
Na figura 7 vemos o espaço de fases semiclássico gerado pelo
modelo de dois modos aplicado à EGP com linhas sólidas indicando
posśıveis regimes dinâmicos para um potencial do tipo 4.1 com parâme-
tros V0 = 3, 7 e σ = 1, 5248 e interação dada por β1D = 1. Além
do espaço de fases semiclássico, colocamos neste gráfico algumas si-
mulações estacionárias da EGP para dar confiabilidade no método
numérico. Estas simulações correspondem aos pontos: (i) aquele da
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origem do espaço de fases, correspondente ao estado fundamental que
possui diferença de população nula e diferença de fase nula; (ii) aquele
do centro do espaço de fases, correspondente ao primeiro estado ex-
citado, um estado instável e que durante 100 unidades de tempo de
simulação permaneceu fixo no ponto de diferença de população nula
e diferença de fase π; (iii) os dois estados metaestáveis, um à direita
e outro à esquerda do ponto central do espaço de fases, com módulos
de diferença de população aproximadamente 0.9 e diferenças de fase π,
estados estes correspondentes aos máximos da superf́ıcie Hamiltoniana
semiclássica. Simulações da EGP que explicitam a existência destes
modos acabam por conferir ao modelo de dois modos o seu devido res-
peito para atacar este tipo de problema. Por fim, vemos na figura uma
série de ćırculos abertos, alguns meio desengonçados no entorno das
trajetórias semiclássicas. Explicaremos por quê.
Iniciamos uma simulação em tempo real do sistema tendo como
função inicial o estado fundamental do duplo poço, estado este ob-
tido por relaxação. Após algumas unidades de tempo de simulação,
tempo esperado para confirmar a estabilidade do estado fundamental,
inserimos uma diferença de fase φ0 =
π
2 na função que estava sendo
evolúıda, de acordo com as equações 3.60 e 3.61, com o parâmetro
l = σ10 = 0, 15248, que corresponde a 10% do valor atribúıdo à largura
de barreira com o fim de garantir que o gradiente de fase ocorresse den-
tro daquela. O resultado foi que, conforme podemos ver indicado após
a seta enumerada (1), o sistema transitou do regime dinâmico esta-
cionário equivalente ao estado fundamental para o regime dinâmico de
oscilação Josephson de população entre poços da armadilha, que cor-
responderia a uma combinação entre os estados fundamental e primeiro
excitado. Deixamos então que o sistema evolúısse nesta trajetória até
que um ciclo de oscilação fosse conclúıdo.
Então inserimos uma nova diferença de fase, sob a mesma me-
todologia da primeira inserção, só que agora com φ0 = π e exatamente
no instante em que o sistema estava passando pelo ponto da trajetória
no espaço de fases que corresponde a um máximo de diferença de po-
pulação. O efeito foi o de levar o sistema para um novo regime dinâmico,
um de auto-armadilhamento quântico macroscópico com fase limitada,
conforme indicado pela seta com número (2) correspondente.
Mais uma vez permitimos que o ciclo de oscilação fosse conclúıdo,
até para termos certeza de que o sistema estava autoarmadilhado, e in-
serimos mais duas fases: aquela indicada pela seta (3), que levou o
sistema novamente a um regime de oscilação Josephson, e aquela indi-
cada pela seta (4), aplicada quando o sistema havia trocado a maioria
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Figura 7: Amostra de confiabilidade de métodos numéricos, dada pela es-
tabilidade das trajetórias correspondentes a estados estacionários, mesmo
que instáveis, representados por pontos cheios no gráfico. As curvas sólidas
mostram as posśıveis trajetórias semiclássicas habilitadas ao sistema. Já os
ćırculos vazios espalhados pelo gráfico representam um resultado de simulação
da EGP1D cujo potencial é o dado pela equação 4.1 com parâmetros V0 = 3, 7
e σ = 1, 5248 e interação β1D = 1. Nesta simulação houve impressão de fase
e consequênte acréscimo de energia ao sistema. Esse acréscimo é responsável
pelo cambalear das trajetórias após transição entre regimes dinâmicos indi-
cados pelas setas enumeradas de (1) até (4), correspondentemente à ordem
de inserção de fase.
da população entre poços e que acabou levando-o ao regime de auto-
armadilhamento no outro lado da barreira.
A figura 8 mostra a evolução temporal da diferença de população
enquanto as fases eram impressas. Nela colocamos as duas definições de
diferença de população, aquela comumente apresentada na literatura,
indicada por zs e correspondente à curva tracejada do gráfico, e aquela
definida neste trabalho, a partir da parcela da função de onda total em
cada um dos modos, indicada por z e correspondente à curva sólida do
gráfico. Notamos que, grosso modo, as duas definições são equivalentes,
sendo aquela dada neste trabalho correspondente ao comportamento
médio da definição padrão zs.
A figura 9, ainda com respeito à mesma simulação, mostra a
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Figura 8: Comparação da evolução temporal da diferença de população
segundo a definição dada neste trabalho (z - linha sólida) e a comumente
encontrada na literatura (zs - linha tracejada). A linha sólida em z = 0 serve
para guiar os olhos quanto a estar o sistema ou não em um regime de auto-
armadilhamento. Notar que a definição dada aqui trata-se de uma espécie
de comportamento médio da definição padrão encontrada na literatura, ou
seja, os resultados são compat́ıveis.
evolução temporal da densidade de probabilidade em escala de cinza,
sendo o escuro correspondente à população nula e o claro à máxima
população. Deve-se notar nesta apresentação da simulação o cont́ınuo
acréscimo de perturbações na função de onda, à medida que mais pulsos
vão se acrescentando à ela, porém que o comportamento geral da po-
pulação é preservado nos regimes indicados. Estas perturbações provém
da geração de sólitons escuros dentro da barreira a cada impressão de
fase. Podemos ver estes sólitons se propagando na figura, em cada um
dos poços, por meio de pequenas depressões da densidade de probabi-
lidade dentro dos poços.
Possivelmente este venha a ser um problema experimental a ser
enfrentado no caso de controle de população via impressão de fase em
um condensado de duplo poço espacial, conforme simulado aqui. Este
problema pode ser contornado no caso de impressão de diferença de fase
em duas espécies distintas armadilhadas em um mesmo poço, conforme
o experimento relatado em [25], uma vez que o sóliton escuro não seria
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Figura 9: A figura ao lado esquerdo mostra a evolução temporal da densi-
dade de probabilidade. Notar que, embora existam perturbações na densi-
dade de probabilidade o comportamento geral dela segue o que está indicado
no espaço de fases da figura 7. Ao lado direito temos a mesma dinâmica
representada pelas componentes em cada um dos modos, sendo os quadra-
dos (pretos) representantes da componente |ψ0(t)|2 e os ćırculos (vermelhos)
representantes da componente |ψ1(t)|2. Inicialmente, antes de t = 2, temos o
sistema estacionário no estado fundamental. Com a introdução do primeiro
pulso, em t = 2, vemos o estabelecimento do regime de oscilação Josephson.
Após o segundo pulso, em t = 34, 8, o sistema transita para o regime de auto
armadilhamento quântico macroscópico. Um terceiro pulso, em t = 60, leva o
sistema ao regime de oscilação Josephson novamente. Permite-se que a maior
parte da população transite para o outro poço e então um quarto pulso, em
t = 72, 7, é inserido, deixando o sistema novamente auto-armadilhado, só que
desta vez no outro poço.
gerado neste tipo de sistema.
A figura 10 mostra a evolução temporal das amplitudes de pro-
babilidade em cada uma das componentes do modelo de dois modos,
bem como o resto definido em 3.55. Os tempos de impressão de pulso
ficam muito ńıtidos nesta figura, bem como as transições entre regimes
dinâmicos. Primeiramente temos o estado estacionário com população
igualmente distribúıda entre os poços; em seguida o regime de oscilação
Josephson; então o autoarmadilhamento. Após, vemos o trânsito de
população entre poços novamente e, finalmente, o novo autoarmadilha-
mento. Em acréscimo, fica expĺıcita a quantidade da função evolúıda
que está efetivamente sendo representada pelos dois modos através da
apresentação da evolução temporal do resto juntamente com as compo-
nentes do modelo de dois modos. Mesmo com o resto crescente a cada
impressão de fase, temos, ao término da simulação, praticamente 70%
da função total sendo representada pelos dois modos. Por fim, vemos
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a norma sendo conservada no valor 1 durante toda a simulação, o que
dá certa confiança no método numérico.










Figura 10: Densidade de probabilidade em cada um dos modos, |ψj(t)|2, e
resto, |ε(t)|2, conforme equação 3.55 e parte direita da figura 9. Os śımbolos
quadrados (pretos) representam a componente |ψ0(t)|2, os ćırculos (verme-
lhos) representam a componente |ψ1(t)|2 e os triângulos (verdes), o resto
|ε(t)|2 da função. A cada impressão de fase nota-se o aumento do percentual
de função que não está sendo descrita pelo modelo de dois modos. Ainda após
as 4 impressões de fase vemos cerca de 70% da função sendo representada
pelo modelo. Por fim, os triângulos invertidos (azuis), que estão próximos
da ordenada 1, representam a norma em função do tempo. Ela foi colocada
ali para aumentar confiança no método numérico utilizado.
Como último resultado associado à simulação de 4 pulsos indi-
cada pela figura 7 vemos a figura 11, que contém a evolução temporal da
energia e do potencial qúımico. Vemos que, embora haja conservação
de energia entre as inserções sucessivas de pulsos, há um acréscimo
desta a cada pulso. Possivelmente essa inserção de energia no sistema
venha a ser significativa do ponto de vista experimental, uma vez que
podemos associar o acréscimo de energia a um posśıvel aumento de
temperatura do condensado.
Como última dificuldade experimental a ser citada para realizar
o experimento de transição entre regimes dinâmicos mostrado acima
devemos citar que os tempos de inserção das fases devem ser escolhidos
precisamente. Por exemplo, para gerar a transição entre o regime de
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Figura 11: Energia (linha sólida) e potencial qúımico (linha tracejada) em
função do tempo. Notamos que a cada inserção de fase há uma inserção de
energia, sendo esta possivelmente responsável por um aquecimento no con-
densado. A conservação da energia entre inserções de pulsos também é expli-
citada nesta figura, mais uma vez dando credibilidade ao método numérico
utilizado.
oscilação Josephson e o de autoarmadilhamento deve-se inserir o pulso
de fase exatamente no instante em que a diferença de população é
máxima. Esperamos que essa dificuldade possa ser contornada por meio
de métodos não destrutivos de observação da dinâmica do condensado
duplo. Essas observações permitiriam uma determinação precisa dos
tempos de inserção de fase, conforme requerido pelo método.
Todas as figuras acima referem-se aos resultados de uma si-
mulação unidimensional gerada com potencial armadilhador dado na
equação 4.1 e com modelo de unidimensionalização da EGP 1D. Re-
sultados análogos são gerados com o modelo unidimensional da ENPS,
com parâmetro de assimetria λ = 1, devendo haver correção de tempos
de inserção de fase para produzir as mesmas transições de modos1. Não
mostramos estes resultados para não sobrecarregar o texto com figuras
repetitivas.
1Conforme comentado na referência [55], que deduziu o modelo, os tempos das
duas equações são realmente distintos - mas a concordância qualitativa é notável,
dada a diferença anaĺıtica entre as equações de evolução temporal.
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Realizamos também uma simulação tridimensional com o poten-
cial não axialmente simétrico descrito no experimento do artigo [16].
As figuras 12-14 mostram os resultados desta simulação, evidenciando
que não temos o controle sobre regimes dinâmicos como uma particu-
laridade da abordagem unidimensional mas como um comportamento
realmente posśıvel do sistema.



















Figura 12: Transição entre regimes dinâmicos gerada por impressão de
fase em uma simulação tridimensional com parâmetros de armadilhamento
harmônico dados por κ = 11/13, λ = 15/13. O potencial de duplo poço foi
gerado de acordo com 4.2 e com parâmetros V0 = 206/39 e d = 4, 276 e o
parâmetro de interação foi tomado β3D = 56, 57. A escolha de parâmetros foi
aquela que melhor descrevia os parâmetros da armadilha da experiência [16].
A largura do gradiente de fase foi escolhida como l = 1, 639 - ver equação 3.61
- que é o valor aproximado da largura de gradiente de fase do experimento
[24]. As linhas sólidas de fundo correspondem às curvas de ńıvel da Hamil-
toniana semiclássica correspondente a abordagem de dois modos enquanto
que os śımbolos vazios correspondem aos dados da simulação da EGP 3D. As
setas pontilhadas e enumeradas indicam o efeito das inserções de fase sobre
o sistema. Por último, as setas cinzas indicam o sentido da trajetória dos
pontos no espaço de fases.
Um último resultado a ser apresentado é o da impressão de fase
extendida no tempo. Para os mesmos parâmetros apresentados ante-
riormente, excetuando-se a largura de impressão de fase, agora tida
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Figura 13: Evolução temporal da norma (linha sólida fina com ordenada
constante em 1), da energia (outra linha sólida) e do potencial qúımico (linha
tracejada) - notar a quebra de escala - no caso da simulação tridimensional
apresentada na figura 12. A cada impressão de fase há inserção de energia
no sistema, porém a energia é conservada entre impressões. A conservação
de energia e da norma dão credibilidade ao método numérico utilizado.
como l = 0, 5, e acrescentando σt = 0, 4, ver equação 3.63, obtivemos
as figuras 15-16. Na figura 15 vemos que a inserção de fase extendida
no tempo torna a transição entre regimes mais suave, até alguns pontos
da transição são salvos durante a simulação. Na figura 16 vemos que,
embora haja inserção de energia, essa inserção é menor que no caso de
pulsos instantâneos durante a simulação (comparar com figura 13 - a
escala foi inalterada para facilitar a comparação).
Observamos que a quantidade de energia inserida a cada pulso
aumenta quando diminúımos a largura de gradiente de fase e quando
aumentamos a fase impressa. Ainda não estabelecemos relação anaĺıtica
entre estas grandezas mas pretendemos investigar esta dependência.
4.2 PERSPECTIVAS
Embora nossa compreensão da dinâmica número-fase tenha avan-
çado significativamente no desenrolar deste trabalho, ainda carecemos
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Figura 14: Evolução temporal da densidade de probabilidade integrada em y
e z correspondente à simulação apresentada na figura 12. Os traços verticais
claros representam os tempos de inserção de fases. Do mesmo modo que na
simulação unidimensional, vemos a presença de sólitons escuros que se pro-
pagam e distorcem a densidade de probabilidade. No entanto, o comporta-
mento geral pode ser visto obedecendo às transições entre regimes dinâmicos
indicadas no espaço de fases.
de um modo de imprimir fase que minimize a inserção de energia no
sistema. Notamos que alguns casos de fase impressa não instanta-
neamente retiram energia do sistema ao invés de inseŕı-la, indicando
ser a extensão de tempo de impressão de fase um passo da solução
do problema enfrentado. Também notamos que um aumento de lar-
gura de gradiente de fase (parâmetro l na impressão de fase) diminui
a energia inserida, sendo este outro passo na minimização da energia
inserida. Os contras dos dois passos na direção de resolver nosso pro-
blema de inserção de energia se resumem na imprecisão da previsão
da diferença de fase impressa e na posśıvel perda de coerência de fase
dentro de cada componente. Acreditamos que essa inserção de energia
seja a responsável por deformar levemente a superf́ıcie hamiltoniana
semiclássica, conforme pode ser notado pelo deslocamento dos pontos
cŕıticos de auto armadilhamento na figura 7.
Em outra direção, mas ainda complementando o trabalho de-
senvolvido aqui, pretendemos concluir a análise de efeitos da geometria
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Figura 15: Transição entre regimes dinâmicos gerada por impressão de fase
em uma simulação tridimensional com parâmetros idênticos aos da figura 12,
exceto a largura de gradiente de fase, que foi tomada aqui como l = 0, 5, e
que a impressão de fase ocorre em um tempo extendido (ver equação 3.63
com σt = 0, 4).
unidimensional sobre a superf́ıcie hamiltoniana semiclássica associada à
ENPS (apêndice C). Além de ser um trabalho ainda não realizado, este
de aplicação de modelo de dois modos a uma equação não polinomial,
uma comparação direta dos espaços de fase gerados pela EGP tridimen-
sional, EGP1D e ENPS, tornará evidente a importância de escolha de
modelo unidimensional para simulações prévias da EGP tridimensional.
Como extensão de nosso trabalho, pretendemos aplicar o forma-
lismo aqui desenvolvido para o caso de condensados com três compo-
nentes espaciais. Esse estudo viria a contribuir na busca por controle
populacional em muitos poços. Além disso, ampliaria a compreensão
das dinâmicas coletivas à luz da canonicidade número-fase, uma vez
que ainda não sabemos se uma impressão de fase (ou muitas) poderá
gerar transição entre os modos coletivos.
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Figura 16: Evolução temporal da norma (linha sólida fina com ordenada
constante em 1), da energia (a outra linha sólida) e do potencial qúımico
(linha tracejada) - notar a quebra de escala - no caso da simulação tridimen-
sional apresentada na figura 15 onde a impressão de fase foi estendida no
tempo (comparar com a Figura 13, com impressão instantânea de fase).
APÊNDICE A -- Métodos numéricos
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∇2Ψ(r, t) + V (r)Ψ(r, t) + β3D|Ψ(r, t)|2Ψ(r, t)
(A.1)
onde definimos o parâmetro de interação não-linear simplesmente por




Esta é a EGP em sua forma adimensional e foi a equação central de
todo nosso trabalho.
Pela finitude da representação dos números nos computadores
sabe-se que não é posśıvel resolver equações diferenciais como a apre-
sentada em A.1 no domı́nio do cont́ınuo-infinito. Com o fim de resolvê-
la numericamente o primeiro passo a ser dado é transformar as variáveis
cont́ınuas (x, y, z, t) em variáveis discretas (xj, yk, zl, tn) e limitar a
representação do espaço-tempo infinitos das variáveis cont́ınuas para
uma região espacial de interesse em um intervalo de tempo apropriado
para que observemos o fenômeno que desejamos. Em outras palavras,
o espaço-tempo cont́ınuo infinito deve ser convenientemente reduzido
à uma grade finita de pontos capaz de representar completamente o
fenômeno f́ısico que estamos interessados. O segundo passo será a
transformação de derivadas em diferenças finitas, sempre tendo em
mente a ordem do erro cometido nesta transformação para que sai-
bamos o quão bem estamos tratando do sistema. Por fim, escolhe-se
um algoritmo apropriado para otimizar o trabalho numérico. Vamos
ao primeiro passo.
Estaremos interessados especificamente em simulações de siste-
mas do tipo apresentado no experimento de Albiez et al [16] onde o
sistema possui um tamanho máximo da ordem de 20 µm em uma das
direções (a definiremos como a direção x, pois é a que possui os dois
poços) enquanto que um bom tempo de simulação é da ordem de 50
ms. Desse modo, apenas para termos uma noção da região espacial a
ser representada numericamente, tomemos a massa do 87Rb dada por
m ≈ 87mp ≈ 1.46·10−25 kg ondemp ≈ 1.673·10−27 kg é a massa
de um próton livre obtida da tabela de constantes universais em [63],
com a devida conversão de unidades. Também daquala tabela obtemos
o valor de h̄ ≈ 1.055 ·10−34 J ·s e finalmente do próprio experimento
[16] extráımos ωx = 2π · 78 Hz. Com estes valores de m, h̄ e ωx
podemos obter ax ≈ 1.214 µm que implica diretamente em que o
espaço máximo necessário para representar a simulação seria aquele de
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aproximadas 16 unidades de comprimento (ax). Já os tempos totais de
simulação devem superar as 25 unidades de tempo (ω−1x ) apresentadas
no experimento. Em resumo, nas simulações teremos espaço e tempo
da seguinte ordem para os nossos propósitos:
−10 ≤ x, y, z ≤ 10 (A.3)
0 ≤ t ≤ 25. (A.4)
Dividiremos todo o espaço em (Nx+1)×(Ny+1)×(Nz+1)
pontos e o tempo total de simulação em Nt + 1 pontos, sendo estes
dados por:
xj = x0 + j∆x com ∆x ≡
xNx − x0
Nx
e 0 ≤ j ≤ Nx (A.5)
yk = y0 + k∆y com ∆y ≡
yNy − y0
Ny
e 0 ≤ k ≤ Ny (A.6)
zl = z0 + l∆z com ∆z ≡
zNz − z0
Nz
e 0 ≤ l ≤ Nz (A.7)
tn = n∆t com ∆t ≡
tNt
Nt
e 0 ≤ n ≤ Nt. (A.8)
Deveremos escolher apropriadamente (Nx, Ny, Nz, Nt) para que o
tempo de simulação seja razoável (dentro da finitude do tempo para
defesa da tese!).
Agora vamos ao segundo passo em direção a solução numérica do
problema: transformar derivadas em diferenças finitas tendo consciência
aproximada do erro cometido. Como todas as derivadas presentes na
equação A.1 são parciais, ou seja, variam somente uma das variáveis
da função Ψ(r, t), podemos desenvolver a discretização das derivadas
com uma função exemplo f(x), de apenas uma variável, e depois apli-
car o resultado a cada derivada de interesse. Sejam então as seguintes
expansões em série de Taylor




























+ · · · (A.9)




























+ · · · (A.10)
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para valores de h muito pequenos. Somando e subtraindo as equações
A.9 e A.10 obtemos




















Tomando somente o primeiro termo de cada umas das séries acima ob-
temos as aproximações finitas para as derivadas de primeira e segunda











f(x+ h)− f(x− h)
2h
+O(h2). (A.14)
Caso haja a necessidade de reduzir o erro, que não é o nosso caso,
então basta combinar linearmente equações do tipo A.9 e A.10 para
expansões no entorno de (x±2h), (x±3h), etc., até obter a ordem de
erro desejada. Notar que, necessariamente, para cada redução de erro
existe um aumento de pontos necessários para o cálculo das derivadas
neste tipo de abordagem.
Identificaremos os pontos discretos da função Ψ(x, y, z, t) da
seguinte forma:
Ψ(xj, yk, zl, tn) ≡ Ψnjkl (A.15)
e então, aplicando a ela as derivadas parciais necessárias conforme da-
























Ψnj,k,l+1 − 2Ψnjkl + Ψnj,k,l−1
∆z2
. (A.19)
Aqui já começa a surgir um problema de implementação: enquanto
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as derivadas espaciais podem ser bem definidas em qualquer tempo,
a derivada temporal precisa do valor da função Ψ nos passos anterior
e posterior a n, a saber, em (n ± 1). O valor de Ψ em n + 1 é o
que desejamos saber, no entanto, em n = 0 não temos passo anterior
(n−1) e, portanto, não somos capazes de resolver o primeiro dos passos
da simulação temporal. A solução deste problema reside no terceiro e
último passo a ser dado para implementar um programa: a escolha do
algoritmo. Nos deteremos, neste trabalho, em dois algoritmos simples
mas muito eficientes para os nossos propósitos. Eles são muito bem
descritos nos trabalhos [56] e [54], no entanto, por razões de completeza
de apresentação, falaremos um pouco deles aqui.
A.1 MÉTODO BACKWARD EULER
O primeiro dos algoritmos é um método impĺıcito, pois toma as
derivadas em tempos distintos em cada lado da igualdade da EGP, e
será aplicado somente em problemas que possam ser tratados unidi-
mensionalmente, ou seja, problemas cuja dinâmica permite a redução
da EGP tridimensional para uma unidimensional. Abordamos os pro-
cessos mais difundidos de unidimensionalização na subseção 3.1. Tal
algoritmo recebeu o nome de Backward Euler [56] e será abreviado por
BE daqui pra frente. Na prática o BE ocorre do seguinte modo: ao
invéz de subtrairmos as equações A.9 e A.10 para discretizar a deri-
vada temporal, objetivando diminuir a ordem do erro, simplesmente








que, quando na linguagem dos pontos finitos da representação da nossa







Então, ao substituir na EGP esta discretização de derivada temporal,
toma-se todo o lado direito da EGP, equação A.1, no tempo (n + 1)
e não no tempo n, mantendo somente a intensidade da interação não
linear no tempo n. Vamos admitir aqui que o processo de unidimensio-
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+ V (x)ψ(x, t) + G(|ψ(x, t)|2)ψ(x, t)
(A.22)
com V (x) sendo a parte do potencial dependente de x que não foi in-
tegrada no processo de unidimensionalização e a função G(|ψ(x, t)|2)
sendo resultado do processo de unidimensionalização e contendo de-
pendência nos parâmetros de interação β3D e de armadilhamento κ e
λ.
Levando então a discretização da derivada temporal dada em
A.21 e a discretização espacial dada em A.17 na A.22, lembrando de





















onde tomamos Vj ≡ V (xj) e Gnj ≡ G(|ψnj |2). Deve-se notar que o
termo de interação é tomado fixo durante o passo de integração. (Uma
maneira de testar o método é gerar simulações com passos temporais
e espaciais distintos e ver se os resultados são os mesmos. Dentro do
posśıvel isso sempre foi feito para os resultados apresentados.)
Após um simples rearranjo podemos reescrever a equação A.23



















que é um sistema tridiagonal de Nx − 1 equações, pois 1 ≤ j ≤
Nx − 1, a Nx − 1 incógnitas, uma vez que as condições de contorno








No trabalho do Adhikari [54] encontramos uma receita muito
inteligente para resolver sistemas deste tipo. A receita consiste em
forçar a validade da seguinte relação de recorrência entre os valores de




com 0 ≤ j ≤ Nx − 1. A igualdade é forçada pela escolha apropriada
dos coeficientes Aj ’s e Bj ’s. Mas como determiná-los em associação
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com o sistema tridiagonal apresentado em A.24? Basta notar que po-




e que, ao levarmos A.26 em A.24, reescrevendo o resultado para asse-








































































Ora, notando que as condições de contorno A.25 devem ser satisfeitas
durante todo o tempo de simulação, então temos de forçar que
ANx−1 = 0 = BNx−1 (A.31)
que fornecerá sempre ψn+1Nx = 0 em virtude da equação A.26. Estes
valores fixos de ANx−1 e BNx−1 permitem usar as equações A.29 e
A.30 em retrocesso desde j = Nx − 1 até j = 1 e determinar os
valores de Aj ’s e Bj ’s para todo j no intervalo [0, Nx − 2]. Levando
estes valores na recorrência A.26, utilizando a condição de contorno
ψn+10 = 0 e variando j de modo crescente no intervalo [0, Nx − 1]
obtemos todos os valores de ψn+1j , o que conclui o passo temporal.
A.2 MÉTODO DE CRANK-NICOLSON COM PASSO TEMPORAL
FRACIONADO
Um segundo algoritmo a ser apresentado é o denominado Crank-
Nicolson (CN) [56, 54]. Trata-se de um método semi-impĺıcito, por to-






, resultando em um erro temporal de
ordem O(∆t2,∆x2) provindo somente do processo de discretização,
conforme passaremos a demonstrar. Além do erro cometido no processo
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de discretização, mostra-se prático também a quebra do passo tempo-
ral em partes distintas. Tal quebra consiste em notar que a evolução
temporal da função Ψ(r, t) ocorre com uma operação unitária do tipo
Ψ(r, t+ ∆t) = e−i∆t[−
1
2∇
2+V (r)+β3D|Ψ(r,t)|2]Ψ(r, t) (A.32)
com ∆t muito pequeno. Ora, se ∆t é pequeno podemos separar o
expoente em várias partes e evoluir cada parte individualmente em
cada passo temporal ∆t. O erro que se comete na quebra de passo
temporal que implementamos é da ordem O(∆t), pois a quebra que
fizemos foi a seguinte:

















Ψ∗(r, t+ ∆t) (A.34)








Ψ∗∗(r, t+ ∆t) (A.35)
Ψ(r, t+ ∆t) = e−i∆t[V (r)+β3D|Ψ
∗∗∗(r,t+∆t)|2]Ψ∗∗∗(r, t+ ∆t).
(A.36)
Novamente, uma forma de testar o método é comparar resultados de
simulações com passos temporais distintos e grades distintas e ver se
são iguais. Podemos também comparar resultados deste método com
os métodos em [56, 54].
Mostraremos somente a implementação do programa tridimen-
sional, uma vez que a implementação do programa unidimensional é o
caso particular do caso tridimensional onde há apenas uma quebra de
passo, ao invés das três mostradas acima. Na prática, temos de resolver































= V (r)Ψ + β3D|Ψ|2Ψ. (A.40)
Seja a equação A.37: o CN exige que apliquemos as derivadas





















A forma mais simples de fazer com que essas derivadas apareçam é
expandir a função Ψ(r, t) em série de Taylor. Como o tempo é in-
termediário entre t e (t + ∆t) e não desejamos mostrar parcialidade
no tratamento de cada uma das variáveis da função Ψ(r, t), faremos
seis expansões, duas para cada valor de x que fornecerá a segunda
derivada espacial da função Ψ(r, t), todas elas no entorno do ponto(
x, y, z, t+ ∆t
2
)
. Primeiro, sejam as aproximações para Ψ(x, y, z, t)
e Ψ(x, y, z, t+ ∆t)
Ψ(x, y, z, t) ' Ψ
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Ψ(x, y, z, t + ∆t) ' Ψ
(






























Agora, as aproximações para Ψ(x+∆x, y, z, t) e Ψ(x+∆x, y, z, t+
∆t)
Ψ(x + ∆x, y, z, t) ' Ψ
(

























































































+O(∆x4 −∆x3∆t + ∆x2∆t2 −∆x∆t3 + ∆t4) (A.44)
Ψ(x + ∆x, y, z, t + ∆t) ' Ψ
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+O(∆x4 + ∆x3∆t + ∆x2∆t2 + ∆x∆t3 + ∆t4). (A.45)
Finalmente, para Ψ(x − ∆x, y, z, t) e Ψ(x − ∆x, y, z, t + ∆t)
obtemos
Ψ(x−∆x, y, z, t) ' Ψ
(

























































































+O(∆x4 + ∆x3∆t + ∆x2∆t2 + ∆x∆t3 + ∆t4) (A.46)
Ψ(x−∆x, y, z, t + ∆t) ' Ψ
(

























































































+O(∆x4 −∆x3∆t + ∆x2∆t2 −∆x∆t3 + ∆t4). (A.47)
Agora, se somarmos as expansões A.44-A.47 obtemos uma ava-












Ψ(x + ∆x, y, z, t) + Ψ(x + ∆x, y, z, t + ∆t)
2∆x2
+

































. Tal avaliação pode ser obtida ao somarmos as duas ex-
pansões A.42 e A.43 chegando em
Ψ
(















que tem erro de ordemO(∆t2), conferindo consistência à aproximação







' Ψ(x+ ∆x, y, z, t) + Ψ(x+ ∆x, y, z, t+ ∆t)
2∆x2
+
Ψ(x−∆x, y, z, t) + Ψ(x−∆x, y, z, t+ ∆t)
2∆x2




























De modo curioso, a avaliação da derivada segunda em um tempo inter-
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mediário entre n e n+1 trata-se da média entre as avaliações das deri-
vadas em cada um dos tempos, fornecendo um erro de ordem O(∆t2).
Para podermos implementar a evolução temporal desta nossa
primeira parte do passo temporal, ainda resta obter uma avaliação da
derivada temporal de Ψ no tempo intermediário. Essa é facilmente












































que é uma equação do mesmo tipo que aquela resolvida para o método
BE, equação A.24, e, portanto, podemos usar o mesmo método para
resolvê-la. Supomos a recorrência entre valores futuros da função pro-
curada, equação A.26 e, utilizando as mesmas condições de contorno
daquele caso, a saber:




encontramos apropriadamente os valores de Aj ’s e Bj ’s que validarão
a relação de recorrência entre Ψ’s, equação A.26.
As mesmas discretizações se aplicam nos dois próximos passos,
equações A.38 e A.39, trocando-se apropriadamente as variações espa-
ciais ∆x por ∆y ou ∆z e lendo-se Ny e Nz onde escrevemos Nx na
dedução apresentada para evoluir a equação A.37.
O último passo consiste em tomar a evolução unitária dada na
equação A.36, após o passo com derivadas em z ser dado. Assim se
completa o passo temporal do método de CN com passo quebrado.
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A.3 MÉTODOS DE RELAXAÇÃO
São chamados de métodos de relaxação aqueles propostos com o
fim de obter o estado fundamental de um dado problema por fazer a
seguinte transformação na variável temporal
t = −iτ (A.56)
ou seja: o tempo é simplesmente tornado complexo. Esta transformação
simples do ponto de vista anaĺıtico tem consequências F́ısicas chocan-
tes. Quando a fazemos na EGP3D, equação A.1, aquela equação deixa
de ser uma descritiva de onda propagante para tornar-se em uma de di-
fusão. Para explicar qualitativamente porque isso ocorre vamos abusar
temporariamente da linguagem, esquecendo por um tempo que estamos










cuja dinâmica é do tipo
Ψ = e−HτΨ0 (A.59)
com Ψ0 sendo a função inicial. Sabemos que toda função pode ser
decomposta em série em termos de funções que formem uma base do





onde as funções {φn(r)} formariam uma base de H (note que é um
absurdo falar de base de um problema não linear; encaremos como
descrição qualitativa, que é o que de fato estamos fazendo). Ora, se











onde εn seriam os autovalores de cada uma das funções de base. Aqui
vemos claramente que quanto maior o autovalor mais rapidamente a
função associada a ele é amortecida pelo decaimento exponencial no
tempo, de modo que, em uma simulação com tempo suficientemente
grande, restaria apenas a função de menor autovalor, ou seja, o estado
fundamental.
Todo o afirmado acima tem validade para problemas lineares,
sem sombra de dúvida. Já para problemas não lineares a demonstração
de que a evolução temporal acima descrita leva ao estado fundamental
do problema correspondente já é mais complicada, mas foi realizada no
belo trabalho [56]. Lá há a demonstração de que, além de obter o estado
fundamental, se o potencial for simétrico, pode-se obter o primeiro
estado excitado do problema, bastando para isso iniciar a evolução
temporal com uma função ı́mpar.
Um detalhe que não deve passar despercebido é que a cada passo
temporal de uma simulação de relaxação a função deve ser renormali-
zada, isso para que os valores da função evolúıda não se tornem muito
pequenos e seja perdida precisão no cálculo. No trabalho supracitado do
Bao [56], ele mostra que o próprio passo de renormalização da função é
importante para o funcionamento dos métodos de relaxação, tanto que
ele denomina a evolução sob relaxação de fluxo de norma.
Os métodos de Backward Euler e Crank-Nicolson desenvolvidos
anteriormente, nas subseções A.1 e A.2, respectivamente, podem ser fa-
cilmente implementados para evolução complexa lendo-se −i∆τ onde
antes lia-se ∆t. Utilizamos largamente estes métodos em nosso tra-
balho para obter os estados fundamental e primeiro excitado de poços
duplos contenedores de condensados de bósons. Resta dizer que são
métodos eficientes e rápidos.
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APÊNDICE B -- Solução anaĺıtica formal para estados com
contrapartida linear da EGP unidimensional
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Seja a equação de Gross-Pitaevskii unidimensional e adimensi-











Seja o ansatz separador de variáveis temporal e espacial:
ψ(x, t) = ϕ(x)e−iµt (B.2)







+ V (x)ϕ+ β|ϕ|2ϕ = µϕ. (B.3)
Seja agora um conjunto ortonormal completo de funções {ϕn(x)}






+ V (x)ϕn = εnϕn. (B.4)
Propomos que todas as soluções da equação não-linear B.3 que












pelo menos para algum intervalo de valores do parâmetro não linear β.
Definimos em B.5 e B.6, implicitamente, o seguinte:
ηn0 (x) ≡ ϕn(x) (B.7)
αn0 ≡ εn (B.8)
com o objetivo de que, quando β → 0, as soluções conhecidas do
problema linear sejam reobtidas. Este é, intrinsecamente, o significado
da expressão solução com contrapartida linear.
Levando as propostas B.5 e B.6 na equação B.3 e reagrupando
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Dada a arbitrariedade de β devemos exigir que cada termo da
soma infinita de potências em β seja nulo, ou seja:
d2ηn0
dx2




0 = 0 (B.10)
d2ηnm
dx2















m−l−j−1 = 0 (B.11)
onde a segunda das equações é válida para todo m ≥ 1.
Ora, a primeira das equações só faz identificar as funções ηn0 (x)
com as funções conhecidas do problema linear ϕn(x) e os coeficien-
tes αn0 com as autoenergias conhecidas também do problema linear
εn, mostrando consistência com as equações B.7 e B.8, conforme era
de se esperar. Resta-nos, na equação B.11, um sistema recorrente de
equações a ser resolvido ordem a ordem, equações estas agora lineares
nas funções ηnm(x), sendo m o indicativo da ordem considerada. Para
perceber que se trata de um sistema recorrente basta notar que a soma
dupla contém termos até a ordem m − 1 e a soma que vai até a or-
dem m possui a função ηnm multiplicada pelo coeficiente α
n
0 , um termo
sempre conhecido, de modo que a equação é linear em ηnm e possui uma
espécie de termo de forçamento que depende de todas as outras ordens.
Sem perder generalidade, uma vez que o conjunto {ϕn(x)} é
completo, vamos supor que as funções ηnm(x) pertencem ao mesmo
espaço de funções representado pela base {ϕn(x)} e, portanto, possam
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com os coeficientes λ
(m,n)
l ainda a serem determinados.
Levando B.12 em B.11, pois B.10 já está resolvida, usamos o fato
de que ϕl(x) satisfaz B.4 e que α
n





















Usamos agora a ortonormalidade das funções {ϕl(x)} para obter
os λ’s. Vamos tomar o produto interno dos dois lados da igualdade por




















Supondo que estamos tratando somente dos estados ligados de
V (x), então não existem estados {ϕn} que sejam degenerados no caso








































1A demonstração de não existência de estados ligados degenerados no caso unidi-
mensional é simples (Problema 2.45 do livro [64]): (1) suponha a existência de dois
estados degenerados, ϕd1(x) e ϕd2(x); (2) multiplique a equação de Scrhoedinger
- linear e independente do tempo - de ϕd1 (ϕd2) por ϕd2 (ϕd1); (3) subtraia as
duas equações resultantes; (4) integre uma vez e use que ϕi(|x| → ∞) → 0 para
dizer que a constante de integração é nula; (5) integre uma segunda vez para provar
que ϕd2 é igual a uma constante multiplicada por ϕd1, ou seja, para concluir que
a densidade de probabilidade dos dois estados supostos distintos é idêntica, o que
iguala os dois estados, concluindo a demonstração.
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(se chegamos na ordem m todas as funções ηnl (x) e coeficientes α
n
l
com l ≤ m− 1 são conhecidas, de modo que esta equação determina
univocamente αnm para todo m ≥ 1).
Ainda falta determinar λ(m,n)n . Como fazer? Exigindo a nor-
malização da função ϕ̃n(x): ∫
ϕ̃n






























onde usamos, no último passo, a normalização das funções de decom-
posição do espaço funcional que estamos considerando. Novamente a






m−ldx = 0 (B.17)
para todo m ≥ 1. Inserindo nesta exigência a expansão das funções
ηnm(x) em termos do conjunto {ϕl(x)}, equação B.12, e utilizando a









j = 0 (B.18)




l = δln (B.19)
onde δln é o delta de Kroneker usual.
Com isso a parte formal está conclúıda.
Nas figuras 17 e 18 mostramos alguns resultados procedentes
desta abordagem.
A figura 17 apresenta uma comparação do raio de convergência
dos potenciais qúımicos dos primeiros três estados de um potencial de
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duplo poço quadrado infinito do tipo:
V (x) =
 0 b < |x| < aV0 |x| ≤ b∞ |x| ≥ a (B.20)
com o ponto de bifurcação dos potenciais qúımicos conforme previstos
em [61] indicados em linhas pontilhadas.
A figura 18 já explicita como o raio de convergência de cada
função com contrapartida linear varia consideravelmente de acordo com




0 0 ≤ x ≤ π
∞ x < 0 ou x > π . (B.21)
Essa divergência dá a idéia de que é posśıvel a existência de estados
sem contrapartida linear mesmo para o problema de poço simples. Essa
possibilidade ainda está sendo considerada numericamente.
Vale apresentar, por fim, a seguinte relação obtida numerica-
mente entre os potenciais qúımicos dos vários estados com contrapar-





= (n+ 1)2µ0(β) n = 0, 1, 2, · · · .
(B.22)
Essa relação implica que, conhecendo-se o potencial qúımico do estado
fundamental do poço quadrado infinito podemos calcular o potencial
qúımico de todos os estados com contrapartida linear!














+ V (x)ϕ̃n + βϕ̃n
3 = µnϕ̃n (B.24)
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V ( x ) = D o u b l e  s q u a r e  w e l l  -  M a h m u d ,  W e i D o n g  L iO r d e m  1 0
V 0 = 1 0 0 0
a = 0 . 5
b = 0 . 0 5
L i n h a s  p o n t i l h a d a s  e m  | β W D LC | = 0 . 3 1 9  9 8










V ( x ) = D o u b l e  s q u a r e  w e l l  -  M a h m u d ,  W e i D o n g  L iO r d e m  1 0
V 0 = 1 0 0 0
a = 0 . 5
b = 0 . 0 5
L i n h a s  p o n t i l h a d a s  e m  | β W D LC | = 1 . 4 5 9  2











V ( x ) = D o u b l e  s q u a r e  w e l l  -  M a h m u d ,  W e i D o n g  L iO r d e m  1 0
V 0 = 1 0 0 0
a = 0 . 5
b = 0 . 0 5
L i n h a s  p o n t i l h a d a s  e m  | β W D LC | = 1 . 4 7 9  9
Figura 17: Gráfico do potencial qúımico em função do parâmetro de in-
teração não linear β para os três primeiros estados com contrapartida linear
de um duplo poço quadrado infinito. As linhas pontilhadas verticais indi-
cam os pontos onde haveria quebra de simetria nas soluções e a consequente
separação entre estados com e sem contrapartida linear correspondentes ao
problema, conforme previsto semi-analiticamente por WeiDong Li em [61].





























| β | < 1 0 0 . 5 3
| β | < 5 6 . 5 5







| β | < 6 , 2 8
O r d e m  2 0
I n f i n i t o  8 0
N x = 2 0 0 0
D x = π/ 2 0 0 0 0 < x < π
P r e v i s t o
| β |  <  2  π ( n + 1 ) 2
Figura 18: Amostra de como os raios de convergência das funções µn(β)
variam de acordo com o estado n considerado, mesmo para um poço de
potencial simples, neste caso, um poço quadrado infinito. As divergências
apresentadas para um determinado valor da interação não linear sugere a
existência de estados sem contrapartida linear (assimétricos) mesmo para
poços simples. O mesmo comportamento é observado no caso de um potencial
harmônico simples.
com coeficientes λ’s dados por:





















caso m = 0:
λ
(0,n)
l = δln. (B.29)















para m ≥ 2.






















para m ≥ 2.
APÊNDICE C -- Modelo de 2 modos aplicado à ENPS
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onde trocamos a função ψ(x, t) pela função f(x, t) e a constante β1D
foi abreviada para β por simplicidade. Além disso o potencial armadi-
lhador foi redefinido como V (x) = 1
2
x2+v(x). Aplicaremos o modelo
de dois modos a esta equação e tentaremos comparar os resultados com
o modelo de dois modos aplicado à EGP1D. A ideia é investigar os efei-
tos de geometria na hamiltoniana semiclássica associada ao modelo de
dois modos.
Seja o potencial armadilhador V (x) simétrico de duplo poço.
Conclúımos que existirão, para barreira entre poços alta, dois estados
quase degenerados no fundo do poço. Chamemos o estado simétrico de
φ̄0(x) e o estado antissimétrico de φ̄1(x). Estes dois estados são tais

























 φ̄i = µiφ̄i (C.2)
∫
φ̄iφ̄jdx = δij (C.3)
onde i = 0, 1 e µi são os respectivos potenciais qúımicos dos esta-
dos. Notar que a relação de ortonormalidade entre os dois estados é
exatamente satisfeita, dada a paridade distinta dos dois estados con-
siderados: aqui reside a exigência de paridade definida no potencial
armadilhador.
Iremos tratar de uma aproximação para a dinâmica de f(x, t)
que envolva somente estes dois estados, ou seja, consideraremos
f(x, t) = ψ̄0(t)φ̄0(x) + ψ̄1(t)φ̄1(x) (C.4)
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Muito embora nas contas consideraremos somente integrais que
envolvem as funções φ̄i, ficará mais fácil interpretar a dinâmica do
sistema se considerarmos as componentes locais que serão definidas


















que, por sua vez, quando substitúıdas no modelo de dois modos para
f(x, t), equação C.4, reexpressam f(x, t) na nova base conforme segue
f(x, t) = ψ0(t)φ0(x) + ψ1(t)φ1(x) (C.9)



















e com isso iniciaremos as contas.
Vale ressaltar que as equações dinâmicas a serem obtidas estarão
expressas em termos de ψ’s e não de ψ̄’s por termos uma visualização
f́ısica da dinâmica de modo imediato no primeiro caso. No entanto, as
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integrais serão sobre φ̄’s e não sobre φ’s, uma vez que as últimas não
possuem paridade definida e integrais de potências delas não poderiam
ser facilmente eliminadas por considerações de paridade.
Quando substitúımos na equação não polinomial de Schröedinger
(ENPS) para f(x, t) o modelo de dois modos proposto, diferentemente
do que ocorre com a EGP para o caso unidimensional, não obtemos
diretamente as equações de movimento para ψ’s em termos de integrais
puras. Isso ocorre por termos a função f dentro das ráızes na ENPS.
Sendo assim, uma forma de eliminar as ráızes é por fazer aproximações
sistemáticas do termo dentro delas adicionado à unidade.
Vemos que o termo dentro das ráızes é do tipo 1+ε onde ε pode
ser grande ou pequeno, a depender da relação entre β, o determina-
dor da interação unidimensional entre part́ıculas, e λ, o determinador
da assimetria da armadilha. Vale lembrar que tal relação é ilusória,
conforme chamamos atenção na subseção 3.1, uma vez que podemos
escrever simplesmente β
λ
= 2(N − 1) as
ax
, ou seja, a fração tratada
depende somente do número de part́ıculas e do comprimento de espa-
lhamento de ondas s, as.
Consideraremos em detalhes somente o caso em que o termo
adicionado à unidade dentro das ráızes da ENPS é muito menor que
a unidade. O caso em que tal termo é muito maior que a unidade
será abordado superficialmente ao término deste apêndice, mas pode-
mos adiantar que, mesmo neste caso, quando a função se aproxima do
contorno do potencial aprisionador ela tende a zero, tornando nova-
mente o termo adicionado à unidade dentro da ráız muito pequeno e
voltando ao caso que consideraremos em detalhes aqui, o que justifica
nossa escolha de estudo em detalhe.
Sendo assim, apenas como critério de ordem, dividiremos a con-
sideração do espaço de fases gerado pela ENPS em dois casos: (1)
β
λ
|f |2  1 e (2) β
λ
|f |2  1.
C.1 CASO 1: β
λ
|F |2  1
Neste caso, expandimos as ráızes presentes na ENPS em série de
Taylor no entorno da origem conforme segue:
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onde, para haver convergência, deve-se ter |α| < 1 em todas as três
séries apresentadas. Olhando para a equação C.1 imediatamente iden-
tificamos α = β
λ
|f |2.

























lembrando que tal resultado é válido se:
∣∣∣βλ ∣∣∣ |f |2 < 1.
Já observamos na equação C.17 dois fatos dignos de nota. Pri-
meiro, se β = 0 recuperamos a equação de Scrhoedinger com uma
redefinição na origem da energia, redefinição esta oriunda das energias
de ponto zero nas outras dimensões que foram integradas quando do
processo de unidimensionalização. Segundo, no caso em que β  1, de










+ (V + λ)f + β|f |2f (C.18)
onde também observamos apenas a redefinição de origem de energia
-tal correção estará presente em todas as ordens.
Ainda antes de aplicar o modelo de dois modos ao problema
vale notar que, caso a intensidade de interação seja pequena - suficiente
para validar as expansões em série dentro de todo o domı́nio das funções
























exatamente, para i = 0, 1, uma vez que esta é a própria ENPS ex-
pressa em série.
Levando o modelo de dois modos localizado para f(x, t), equação
C.9, na equação C.17, e já utilizando o fato de os modos considerados































































resultado longe de ser apresentável.
Iniciamos o trabalho de simplificação da equação C.20 por utili-



































Tomando o produto de C.20 por φ0 (φ1) e integrando em x obtemos


















































































































































































































































onde ainda resta trabalhar as integrais dentro das somas duplas em
cada uma das equações de movimento.
Pode-se observar claramente que o termo de tunelamento é o
mesmo para ambas as equações de movimento. Já o termo de interação
em cada poço individual é diferente apenas pelas integrais dentro da
soma dupla.
É fácil ver que as integrais ainda não determinadas nas somas
duplas tem importância que decresce com 1
2n
em termos de integrais












O outro fator 1
2
que se origina ao substituirmos φi e φj por suas
respectivas combinações em termos das funções φ̄0 e φ̄1 irá cancelar
o fator 2 em frente à soma dupla. Tudo isso estaria indicando que os
termos oriundos desta soma dupla seriam cada vez menos relevantes
conforme avançássemos na ordem n das séries que vieram das ráızes.
101
Sabendo que todo número complexo é composto de um módulo
e de uma fase escrevemos as amplitudes ψj(t) em sua representação
polar
ψj = |ψj|eiθj (C.24)
para j = 0, 1.
Dando os mesmos passos da subseção 3.2 a caminho da obtenção
das equações dinâmicas para diferença de fase e de população, vamos
multiplicar a equação C.21 (C.22) por ψ∗0 (ψ
∗
1) e tomar o complexo
conjugado da equação resultante.
A subtração da equação original de seu respectivo complexo con-
jugado resulta na regra do produto de derivadas aplicada à diferen-
ciação do módulo quadrado da componente ψ em questão. Obtemos







































· sin [(m− l)(θ1 − θ0)]









































































· sin [(m− l)(θ1 − θ0)]


































· sin [(m− l− 1)(θ1 − θ0)]]} (C.26)
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Por sua vez, a soma da equação original com o seu respec-
tivo complexo conjugado, juntamente com a regra da diferenciação de
frações de funções, fornece as seguintes duas equações para a dinâmica








































































































































































· cos [(m− l− 1)(θ1 − θ0)]]} (C.29)

























· sin[(m− l)(θ1 − θ0)] (C.30)
onde i = 0 para a equação C.25 e i = 1 para C.26.
Se nesta soma dupla trocarmos m → l e l → m, que pode ser
feito uma vez que os ı́ndices de soma são mudos, então notamos que
todos os termos permanecem inalterados, exceto o seno. No entanto,
após a troca de ı́ndices este pode ser reescrito como o seno antes da
troca de ı́ndices, bastando haver uma troca de sinal, uma vez que a
função seno é ı́mpar. Ora, se a soma inicial é igual ao negativo dela
mesma, então ela toda só pode ser nula. Com isso escrevemos:
Sni = 0 (C.31)
Como isso acontece para todo n em cada i, conclúımos que os primeiros
termos das equações C.25 e C.26 são nulos.














(I0,n+1 − In+1,0) sin(θ1 − θ0) (C.32)








































onde o primeiro vem de somar e subtrair 1 no numerador, o segundo
vem da soma dada no ińıcio destas anotações, equação C.16, e o terceiro
foi fornecido diretamente por programa de computador que executa
contas anaĺıticas.







































Resta apenas tratar um pouco as seguintes somas duplas nas












































· sin[(m− l− 1)(θ1 − θ0)] (C.36)



















































































·|ψ0|m+l|ψ1|2n−m−l sin [(m− l+ 1)(θ1 − θ0)](C.39)
e agora fica evidente a conservação da norma durante a evolução tem-
poral em todas as ordens de aproximação, conforme já era de se esperar
105
que ocorresse.
Tratemos das dinâmicas de fases, equações C.28 e C.29.
Apenas usando os resultados para as somas que foram obtidos



































































































































φ0dx cos [(m− l + 1)(θ1 − θ0)]
}
(C.41)
Diferentemente das equações nas populações, aqui não vemos
conservação da fase total e nem mesmo o seu crescimento cont́ınuo no
tempo com velocidade dada pela energia do sistema, o que é estranho,
uma vez que esta variável é uma variável ćıclica da Hamiltoniana. As-
sim como outros autores faremos vista grossa a esse fato neste modelo
e continuaremos as contas. Mas esse é um problema do modelo que
merece atenção.
Fazendo a diferença entre C.39 e C.38 e entre C.41 e C.40 obte-
















































































































cos(m− l + 1)φ
}
(C.43)


























c ≡ (µ1 − µ0) +
λ
2







(L0 + L1) (C.47)
para reescrever as equações de movimento em (z, φ) sob o seguinte




















































cos(m− l + 1)φ
]
(C.49)
Notar que para escrever as equações em (z, φ) na forma acima é
necessário usar a normalização.
Vamos também reescrever as equações em população e fase, equa-
ções C.38-C.41, utilizando as definições das novas constantes a, b e c:
d|ψ0|2
dt













· sin [(m− l+ 1)(θ1 − θ0)] (C.50)
d|ψ1|2
dt









































































cos [(m− l+ 1)(θ1 − θ0)]
}
(C.53)
lembrando que aqui ainda não foi usada a condição de normalização1.
Ao truncarmos estas equações em n = 1 reobtemos as equações
apresentadas pelo Ananikian em [57] já com uma correção no coefici-
ente da Hamiltoniana responsável pelas oscilações Josephson. As novas
1O uso ou não da condição de normalização é relevante para evidenciar posteri-
ormente a presença da variável soma de populações na hamiltoniana, cuja variável























(10I11 − I20 − I02)z
−
[














(I20 + I02 − 2I11)z cos 2φ
que quando aproximamos as integrais Li de suas expansões até n = 1
reobtemos exatamente as equações do Ananikian. Notar que os coefi-
cientes de autoarmadilhamento não recebem correção nesta ordem de
aproximação. Um gráfico comparativo da dependência do coeficiente
de oscilação Josephson com a não linearidade, do Ananikian e aqui
apresentado, está na figura 19.
Vamos continuar tentando simplificar as equações de movimento
em população e fase, equações C.50-C.53.
Usando as equações C.35 a C.37 junto com as identidades trigo-
nométricas do seno da soma e da diferença de arcos podemos escrever:
S
n










cos [(m− l)(θ1 − θ0)] (C.54)
Levando C.54 em C.50 e C.51 podemos reescrever estas equações
na populção conforme segue:
d|ψ0|2
dt













· cos [(m− l)(θ1 − θ0)]} (C.55)
d|ψ1|2
dt













· cos [(m− l)(θ1 − θ0)]} (C.56)
cuja elegância reside na simetria dos termos da soma dupla em relação
aos ı́ndices de soma.
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1 0 - 1 1 0 0 1 0 1 1 0 2
1 0 - 3
1 0 - 2









 B S a l
 B A n a
 B A n a 2
V 0 = 7 ;  σ = 1 . 5 ;  λ = 1
1 0 - 1 1 0 0 1 0 1 1 0 2
1 0 - 3
1 0 - 2









 B S a l
 B A n a
 B A n a 2
V 0 = 7 ;  σ = 1 . 5 ;  λ = 1 0
Figura 19: Comparação entre os valores da constante B oriundos dos mo-
delos da EGP unidimensional e da ENPS, conforme obtido no texto. A linha
sólida (preta) indica a variação do coeficiente B da Hamiltoniana de dois mo-
dos conforme dada pela ENPS. As linhas tracejada (vermelha) e pontilhada
(verde) indicam o valor da mesma constante em primeira e segunda ordem de
aproximação das ráızes nas integrais Li, respectivamente. A primeira ordem
corresponde à constante B do Ananikian para a EGP unidimensional e a
segunda ordem leva em conta a primeira correção a essa constante segundo
o modelo de EGP unidimensional dado pelo Salasnich. As linhas verticais
indicam: (pontilhada) o valor de β para o qual temos µ0 = V0; (sólida) o
valor de β a partir do qual o critério de expansão das séries nas ráızes da
ENPS deixa de ser obedecido (onde β
λ
|f |2 > 1 para algum x do domı́nio de
f).
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Igualmente, no tratamento das equações dinâmicas para as fases












bnml10 |ψ0|m+l|ψ1|2n−m−l cos [(m− l− 1)(θ1 − θ0)]
Ora, dada a paridade da função cosseno basta fazer um in-







No entanto, se somarmos Cn2 e C
n
3 e usarmos as identidades














cos [(m− l)(θ1 − θ0)] (C.58)
Levando o resultado acima para Cn2 nas equações para dinâmica
de fases, equações C.52 e C.53, reescrevemos estas conforme segue:
dθ0
dt


































· cos [(m− l)(θ1 − θ0)]} (C.59)
dθ1
dt


































· cos [(m− l)(θ1 − θ0)]} (C.60)
Com isso o novo sistema de equações de movimento, um pouco



























































































































cos [(m− l)(θ1 − θ0)]
}
(C.64)
Como última simplificação, se agruparmos nas somas duplas os
















































































































































































cos [m(θ1 − θ0)]
}
(C.68)
Embora esta última forma apresente os cossenos agrupados, por
ser mais compacta ainda preferiremos a forma dada pelas equações
C.61, C.62, C.63 e C.64, lembrando que ainda não foi usada a condição
de normalização em nenhuma destas equações.
Ainda não obtivemos uma forma fechada da hamiltoniana com
todos os termos oriundos das séries infinitas, a dificuldade residindo no
agrupamento de integrais iguais disfarçadas em coeficientes b distintos.
Este trabalho está em desenvolvimento e ainda carece de análise mais
detalhada de relevância.
A t́ıtulo de curiosidade apresentam-se as hamiltonianas de ordem
0, ordem 1 e ordem 2 dadas em termos das variáveis ni, i = 0, 1,
definidas como
ni(t) = |ψi(t)|2. (C.69)
As equações de movimento são reobtidas por meio variações parciais
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Hamiltoniana de ordem 0:
H0(n0, n1, θ0, θ1) = −d(n0 +n1)+c
√
n0n1 cos(θ1−θ0) (C.71)
Hamiltoniana de ordem 1:










n0n1 cos(θ1 − θ0) + 2λa1B11(n0 + n1)
√
n0n1 cos(θ1 − θ0)
+λa1B12n0n1 cos 2(θ1 − θ0) (C.72)






Hamiltoniana de ordem 2:















1) + 3λa2B22n0n1(n0 + n1)
+c
√
n0n1 cos(θ1 − θ0) + 2λa1B11(n0 + n1)
√







n0n1 cos(θ1 − θ0)
+6λa2B23n0n1
√
n0n1 cos(θ1 − θ0)






n0n1 cos 3(θ1 − θ0). (C.74)
C.2 CASO 2: β
λ
|F |2  1
Neste caso não convém realizar a expansão das ráızes do termo
não linear porque desejamos estudar os efeitos de não linearidade grande
sobre o espaço de fases de um modelo de dois modos. A expansão das
ráızes em |f | faria com que a função ficasse no denominador da variável
de expansão e sabemos que a função tende a zero no infinito. Ora, se
o denominador tende a zero então a fração diverge, e uma vez que isso
ocorra a expansão não será válida.
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Apenas para tornar evidente o dito acima, notemos que o termo


































































Tendo observado este fato a respeito da expansão das ráızes,
cabe observar também que um tratamento deste caso necessitaria de
uma nova divisão em dois casos: uma semelhante ao caso 1 que já
estudamos (este seria por estar f → 0) e outra onde f não tende a
zero e é o caso em estudo.
Com isso vamos simplificar todo o trabalho e simplesmente des-
prezar o fator 1 da ráız frente a β
λ
|f |2, ou seja, vamos considerar so-
mente o primeiro termo da expansão, o de ordem 0.














que é a equação (10) do Salasnich [55], adimensionalizada, quando
ele considera o mesmo caso considerado aqui. Para encontrar esta







|f | ). Uma constante na derivada temporal de f quando
integrada resultaria em um termo proporcional a um tempo complexo,
devido ao i em frente à derivada temporal, cujo significado seria o de
uma fase na função de onda, ou seja, corresponderia a um deslocamento
da origem da contagem da energia.
Aqui cabe notar como o espaço de fases de um modelo de dois
modos aplicado a esta equação irá diferir do espaço de fases do modelo
de dois modos aplicado à equação de Gross-Pitaevskii unidimensional.
Faremos a dedução do espaço de fases da equação acima.
Usando o mesmo modelo de dois modos do caso 1, estudado










λβ|φ̄i|φ̄i = µiφ̄i (C.78)
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para i = 0, 1, e levando na equação que desejamos deduzir o espaço









































λβ|ψ0φ0 + ψ1φ1|(ψ0φ0 + ψ1φ1).





























































φ1|ψ0φ0 + ψ1φ1|(ψ0φ0 + ψ1φ1)dx




para i = 0, 1.



































































Em termos de população e fase reescrevemos as equações acima
como (ψi(t) = |ψi(t)|eiθi(t), para i = 0, 1):
d|ψ0|2
dt











·|ψ0||ψ1| sin(θ1 − θ0) (C.82)
d|ψ1|2
dt










































































cos(θ1 − θ0) (C.85)
onde ainda não foi utilizada a condição de normalização. Deve-se
notar a exata conservação de norma e, mais uma vez, a fase total não
conservada.
Utilizando a condição de normalização sobre estas equações e as
















































e vemos que os coeficientes desta dinâmica são dependentes do tempo.
Apenas para melhor interpretar o resultado vamos escrever a hamilto-
niana semiclássica do modelo como se os coeficientes fossem constantes;
obtemos:
H(z, φ) = −
[

























Apenas por curiosidade, e para finalizar o estudo deste caso, as
frequências dos regimes onde (z, φ) 1 podem ser obtidas analitica-






















Um gráfico do módulo destes valores quadráticos como função de β está
na figura 20. Seja notada a grande diferença entre as frequências, perto
de 2 ordens de grandeza. (Não podemos comparar as duas linhas, sólida
(preta) e tracejada (vermelha), para um mesmo valor de β pois cada
uma das linhas corresponde a um domı́nio de validade de interações.)
As linhas sólidas são as frequências de plasma para baixos valores de
β enquanto que as linhas tracejadas são para grandes valores de β.
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Figura 20: Comparação entre as frequências de plasma da junção Bose-
Josephson nos limites de baixa interação (β → 0), representado pela linha
sólida (preta) e alta interação (β → ∞), representado pela linha tracejada
(vermelha). As integrais em Li necessárias para obter a frequência para
baixas interações foram aproximadas em segunda ordem nas expansões das
ráızes e o gráfico é, na realidade, do módulo do quadrado das frequências,
o que explica os aparentes valores nulos da frequência natural para baixas
interações. Estes valores nulos têm origem nas aproximações feitas para as
integrais. A linha vertical sólida indica o valor de β a partir do qual o
critério de expansão das séries nas ráızes da ENPS deixa de ser obedecido
(onde β
λ
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