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Abstract
A search for leptoquarks has been performed in 310 pb−1 of data from pp¯ collisions at a center-of-mass energy of 1.96 TeV, collected by the D0
detector at the Fermilab Tevatron Collider. The topology analyzed consists of acoplanar jets with missing transverse energy. The data show good
agreement with standard model expectations, and a lower mass limit of 136 GeV has been set at the 95% C.L. for a scalar leptoquark decaying
exclusively into a quark and a neutrino.
© 2006 Elsevier B.V. All rights reserved.
PACS: 14.80.-j; 13.85.Rm
Many extensions of the standard model (SM) that attempt
to explain the apparent symmetry between quarks and leptons
predict the existence of leptoquarks (LQ) [1]. These new parti-
cles are scalar or vector bosons that carry the quantum numbers
of a quark–lepton system. They are expected to decay into a
* Corresponding author.
E-mail address: grivaz@lal.in2p3.fr (J.-F. Grivaz).
1 Visitor from Lewis University, Romeoville, IL, USA.
2 On leave from IEPSAS Kosice, Slovakia.
3 Visitor from Helsinki Institute of Physics, Helsinki, Finland.
quark and a charged lepton with a branching fraction β , or into
a quark and a neutrino with a branching fraction (1 − β). At
pp¯ colliders, leptoquarks can be pair produced, if sufficiently
light, primarily by qq¯ annihilation and gluon–gluon fusion,
with a production cross section independent of the unknown
leptoquark–quark–lepton coupling. For β = 0, the resulting fi-
nal state consists of a pair of acoplanar quark jets with missing
transverse energy, /ET , carried away by the two neutrinos.
In this Letter, a search for leptoquarks that decay into a quark
and a neutrino, using data collected at a center-of-mass en-
ergy of 1.96 TeV with the D0 detector during Run II of the
234 DØ Collaboration / Physics Letters B 640 (2006) 230–237
Fermilab Tevatron Collider, is reported. The production cross
section for vector leptoquark pairs is larger than that for scalar
leptoquarks, but it is model dependent. The interpretation of
the results is therefore presented in terms of scalar leptoquark
masses. The most constraining 95% C.L. lower mass limit for
β = 0, previous to this search, was 117 GeV, obtained by the
CDF Collaboration with 191 pb−1of Run II data [2].
A detailed description of the D0 detector can be found in
Ref. [3]. The central tracking system consists of a silicon mi-
crostrip tracker and a fiber tracker, both located within a 2 T
superconducting solenoidal magnet. A liquid-argon and ura-
nium calorimeter covers pseudorapidities up to |η| ≈ 4.2, where
η = − ln[tan(θ/2)] and θ is the polar angle with respect to
the proton beam direction. The calorimeter consists of three
sections housed in separate cryostats: the central one covers
|η| 1.1, and the two end sections extend the coverage to larger
|η|. The calorimeter is segmented in depth, with four electro-
magnetic layers followed by up to five hadronic layers. It is
also segmented in projective towers of size 0.1 × 0.1 in η–φ
space, where φ is the azimuthal angle in radians. Calorimeter
cells are formed by the intersections of towers and layers. Addi-
tional energy sampling is provided by scintillating tiles between
cryostats. An outer muon system, covering |η| < 2, consists of
a layer of tracking detectors and scintillation trigger counters
in front of 1.8 T iron toroids, followed by two similar layers
beyond the toroids.
For this search, data collected with a jets + /ET trigger have
been analyzed. At the first level, this trigger selects events in
which at least three calorimeter trigger towers of size φ ×
η = 0.2 × 0.2 record a transverse energy in excess of 5 GeV.
At the second and third trigger levels, requirements are placed
on /HT , the vector sum of the jet transverse momenta ( /HT =
|∑jets pT |). Coarse jets are reconstructed from trigger towers
at the second level, while the full detector information is used
at the third level. The /HT thresholds are 20 and 30 GeV at the
second and third levels, respectively. The trigger efficiency is
larger than 98% for events fulfilling the selection criteria of this
analysis. Data quality requirements on the performance of each
detector subsystem yielded an available integrated luminosity
of 310 pb−1.
The offline analysis utilized jets reconstructed with the iter-
ative midpoint cone algorithm [4] with a cone size of 0.5. The
jet energy calibration was derived from the transverse momen-
tum balance in photon+ jet events. Only jets with pT > 15 GeV
that passed general quality criteria, based on the jet longitudinal
profile in the calorimeter, were selected for this analysis. The
missing transverse energy was calculated from all calorimeter
cells, corrected for the energy calibration of reconstructed jets
and for the momentum of reconstructed muons.
The sample of approximately 14 million events collected
with the jets + /ET trigger was reduced by requiring the fol-
lowing preselection criteria to be satisfied: at least two jets;
/HT > 40 GeV; /ET > 40 GeV, where, in contrast to /HT , in-
formation from energy not belonging to reconstructed jets is
taken into account; and Φ < 165◦, where Φ is the acopla-
narity of the two leading jets, i.e., the two jets with the largest
transverse momenta, defined as the difference between their az-
imuthal angles. To ensure that the selected events were well
contained in the detector, the position of the interaction vertex
along the beam direction was required to be within 60 cm of the
detector center.
Events in which the presence of obvious calorimeter noise
could be detected were rejected. The inefficiency associated
with this procedure was measured using events collected at ran-
dom beam crossings (zero-bias events), and events collected
with an unbiased trigger and containing exactly two jets back-
to-back in azimuth. At this stage, 306 937 events survived.
Signal efficiencies and SM backgrounds have been evalu-
ated using a full GEANT [5] based simulation of events, with
a Poisson average of 0.8 minimum-bias events superimposed,
corresponding to the luminosity profile in the data sample an-
alyzed. These simulated events were reconstructed in the same
way as the data. The jet energies further received calibration
corrections and an additional smearing to take into account
residual differences between data and simulation, as determined
with photon + jet events. The instrumental background due to
jet energy mismeasurements in QCD multijet production was
estimated directly from the data.
The SM processes expected to yield the largest background
contributions are vector boson production in association with
jets, among which Z → νν is irreducible. Vector boson pair
production and top quark production have also been considered.
All of these processes were generated with ALPGEN 1.3 [6], in-
terfaced with PYTHIA 6.202 [7] for the simulation of initial and
final state radiation and for jet hadronization. The parton distri-
bution functions (PDFs) used were CTEQ5L [8]. The next-to-
leading order (NLO) cross sections for vector boson production
in association with jets were calculated with MCFM 3.4.4 [9]
and the CTEQ5M PDFs.
The production of scalar leptoquarks via the processes
qq¯ or gg → LQLQ was simulated with PYTHIA and the
CTEQ5L PDFs. The chosen leptoquark masses ranged from
80 to 140 GeV, in steps of 5 GeV. For each mass, 10 000 events
were generated. The NLO leptoquark pair production cross sec-
tions were calculated using a program based on Ref. [10], with
CTEQ6.1M PDFs [11]. For the mass range considered, they
vary from 52.4 to 2.38 pb. These nominal values were obtained
for a renormalization and factorization scale equal to the lepto-
quark mass.
The selection criteria for this analysis are listed in Table 1,
together with the numbers of events surviving at each step
and with the cumulative efficiency for a leptoquark mass of
140 GeV. The jet kinematic cuts C1 to C4 reject a large fraction
of the SM and instrumental backgrounds. They take advantage
of the central signal production and decay by requiring that
|ηdet| be smaller than 1.5 for the two leading jets, where ηdet is
the pseudorapidity measured from the detector center. Cut C5,
where EMF is the fraction of jet energy contained in the elec-
tromagnetic section of the calorimeter, rejects jets likely due to
photons or electrons.
In cut C6, the total transverse energy of the charged parti-
cles emanating from the interaction vertex and associated with
a jet, as measured in the tracking system, is compared to the
jet transverse energy recorded in the calorimeter. The charged
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Table 1
Numbers of data events selected and signal cumulative efficiencies for mLQ =
140 GeV at various stages of the analysis. The leading and subleading jets are
denoted jet-1 and jet-2
Cut applied Events left Signal eff. (%)
Initial cuts 306 937 58.8
C1: jet-1 pT > 60 GeV 206 116 48.7
C2: jet-1 |ηdet| < 1.5 160 323 46.8
C3: jet-2 pT > 50 GeV 48 979 24.8
C4: jet-2 |ηdet| < 1.5 42 028 22.7
C5: jet-1 jet-2 EMF < 0.95 40 821 22.3
C6: jet-1 jet-2 CPF > 0.05 34 746 22.2
C7: exactly two jets 5 213 15.3
C8: /ET > 70 GeV 492 11.8
C9: isolated electron veto 465 11.7
C10: isolated muon veto 399 11.6
C11: isolated track veto 287 10.0
C12: Φmax − Φmin < 120◦ 180 9.4
C13: Φmax + Φmin < 280◦ 124 8.4
C14: /ET > 80 GeV 86 7.0
particle fraction CPF, i.e. the ratio of these two quantities, is
expected to be close to zero either if a wrong interaction ver-
tex was selected, in which case it is unlikely that the charged
tracks truly associated with the jet will come from the selected
vertex, or if the jet is a fake one, e.g. due to calorimeter noise,
in which case there should be no real charged tracks associ-
ated with it. The efficiency of this jet confirmation procedure
was determined using events containing two jets back-to-back
in azimuth.
Cut C7 was applied to suppress further the instrumental
background, which is enriched in multijet events by the acopla-
narity requirement. The efficiency of such a jet multiplicity cut
is sensitive to the modeling of initial and final state radiation
(ISR/FSR). To verify the simulation of these effects, (Z →
ee) +2-jet events were selected in the data, and compared to
a simulation by ALPGEN for the production of (Z → ee) + 2-
jets, with ISR/FSR jets added by PYTHIA. The two leading
jets were required to fulfill criteria similar to those used in the
analysis, and the numbers of events with additional jets were
compared between data and simulation, as well as the pT spec-
tra of those jets. The small deficit observed in the simulation,
located mostly at pT < 20 GeV, was used to correct the signal
and background simulations, and the statistical power of this
test was taken as a systematic uncertainty.
After cut C8, the level of the instrumental background is
largely reduced and is similar to the level of the SM back-
grounds. The final /ET cut value (cut C14) was optimized as
explained below.
Cuts C9, C10 and C11, reject a large fraction of the events
originating from W/Z + jet processes. In cut C9, an electron
with pT > 10 GeV is declared isolated if the calorimeter en-
ergy in a cone of radius 0.4 in η–φ around the electron direction
does not exceed the energy contained in the electromagnetic
layers inside a cone of radius 0.2 by more than 15%. In cut C10,
a muon with pT > 10 GeV is declared isolated if the calorime-
ter energy in a hollow cone with inner and outer radii 0.1 and
0.4 around the muon direction is smaller than 2.5 GeV, and if
Fig. 1. Distributions of Φmax − Φmin (a) and of Φmax + Φmin (b) for
data (points with error bars), for SM backgrounds (shaded histograms), and for
a 140 GeV LQ signal (hatched histograms). In the Φmax − Φmin distribu-
tion, cuts C1 to C11 are applied. The excess in data beyond 120◦ is attributed
to the non-simulated instrumental background. In the Φmax + Φmin distri-
bution, the cut Φmax − Φmin < 120◦ (C12) has been applied in addition.
The locations of cuts C12 and C13 are indicated by arrows in (a) and (b), re-
spectively.
the sum of the transverse energies of charged tracks, other than
the muon, in a cone of radius 0.5 is smaller than 2.5 GeV. In cut
C11, a charged track with pT > 5 GeV is declared isolated if no
charged track with pT > 0.5 GeV is found within a hollow cone
of radii 0.1 and 0.4 around the track considered. This cut was
specifically designed to reject hadronic decays of τ -leptons; the
use of a hollow, rather than full cone renders it efficient also in
case of decays into three charged particles.
The angular correlations between the jet and /ET direc-
tions are used to suppress both the instrumental and SM back-
grounds. To this end, the minimum Φmin( /ET , any jet) and
maximum Φmax( /ET , any jet) of the azimuthal angle differ-
ences between the /ET direction and the direction of any of
the two jets are combined as shown in Fig. 1. It can be seen
in Fig. 1(a) that cut C12 rejects most of the remaining instru-
mental background, which is responsible for the excess beyond
120◦. Cut C13, which suppresses SM backgrounds at the ex-
pense of a moderate reduction of the signal efficiency, was
optimized as explained below. The variable Φmax +Φmin is
the one which discriminates best the signal and the irreducible
background from (Z → νν) + 2-jets. Its effect is demonstrated
in Fig. 1(b).
Finally, the /ET and Φmax + Φmin cuts were optimized
for a 140 GeV LQ mass so as to minimize the cross section
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Fig. 2. Distributions of /ET for data (points with error bars), for SM back-
grounds (heavy-shaded histograms), for the instrumental background (labeled
QCD, light-shaded histograms), and for a 140 GeV LQ signal. In (a), all cuts
except C8 and C14 are applied, the LQ signal is shown as a hatched histogram,
and the insert shows how the instrumental background contribution is estimated
from power law (solid curve) and exponential (dashed curve) fits. The /ET dis-
tribution in (b) is after all cuts, with the same shading code but with the signal
contribution now displayed on top of all backgrounds.
expected to be excluded in the absence of signal. Cut C8 was
removed, and /ET cut values ranging from 60 to 90 GeV were
probed in 10 GeV steps. The cut on Φmax + Φmin was var-
ied between 260◦ and 300◦ in steps of 10◦. For each set of cuts,
the instrumental background was estimated as explained below.
The systematic uncertainties discussed further down were taken
into account in the calculation of the expected limits. The opti-
mal set of cuts reported as C13 and C14 in Table 1 selects 86
data events.
The instrumental background was estimated from exponen-
tial and power law fits to the /ET distribution (insert of Fig. 2(a))
in the range [40,60] GeV, where the signal contribution is neg-
ligible, after subtraction of the SM expectation. Both fits were
extrapolated beyond the /ET cut value, and the average of the
two results was taken as the instrumental background estimate,
with a systematic uncertainty accounting for the difference be-
tween the two fit results. The final /ET distribution is shown in
Fig. 2(b). The values of the SM and instrumental backgrounds
are given in Table 2. The largest background sources are, as ex-
pected, (Z → νν) + 2-jets and (W → 
ν) + jets (
 = e, μ, τ ).
The signal efficiencies at various stages of the analysis are
given in Table 1 for mLQ = 140 GeV. The efficiency decreases
together with the leptoquark mass, reaching 1.6% at 100 GeV.
Table 2
Numbers of events expected from standard model, instrumental and total back-
grounds; number of data events selected; and number of signal events expected
for mLQ = 140 GeV, assuming the nominal production cross section. For the
total SM and total backgrounds, as well as for the signal, the first uncertainties
are statistical and the second systematic. The uncertainties on the individual SM
backgrounds are statistical. The uncertainty on the instrumental background is
mostly systematic from the difference between the power law and exponential
fits
(Z → νν) + 2-jets 34.6 ± 4.3
(W → 
ν) + jets 35.0+9.1−8.7
(Z → 

) + jets 0.3+0.4−0.2
t t¯ 1.9 ± 0.1
WW , WZ, ZZ 1.2 ± 0.2
Total SM background 72.9+10.1−9.7
+10.6
−12.1
Instrumental background 2.3 ± 1.2
Total background 75.2+10.1−9.7
+10.7
−12.2
Data events selected 86
Signal (mLQ = 140 GeV) 51.8 ± 1.8+5.6−4.6
The number of signal events expected for a leptoquark mass of
140 GeV is indicated in Table 2.
The following sources of systematic uncertainty are fully
correlated between SM background and signal expectations:
the relative jet energy calibration between data and simulation:
+4
−8% for the SM background and
+6
−4% for the signal; the relative
jet energy resolution between data and simulation: +2−4% for the
SM background and negligible for the signal; the efficiency of
the jet multiplicity cut: ±3%, after corrections of −3% for the
SM background and −2% for the signal; the trigger efficiency:
±2% after all selection cuts; and the integrated luminosity of
the analysis sample: ±6.5%.
In addition to the +14−13% statistical uncertainty of the simu-
lation, the normalization of the SM background expectation is
affected by a ±12% uncertainty, as inferred from a comparison
of data and simulated (Z → ee) + 2-jet events selected with
the same criteria for the jets as in the analysis sample. The un-
certainty of ±1.2 events on the instrumental background was
estimated from power law and exponential fits to the /ET distri-
bution, as explained previously. As a check, the same procedure
was applied to the events with Φmax − Φmin > 120◦, which
are dominated by the instrumental background contribution.
This showed that the high /ET tail is somewhat underestimated,
possibly by as much as nine events, which leads to conserva-
tive results in terms of limit setting. Finally, the uncertainty on
the signal efficiency due to the PDF choice was determined to
be +6−4%, using the twenty-eigenvector basis of the CTEQ6.1M
PDF set [11].
As can be seen in Table 2 and Fig. 2(b), no significant excess
of events is observed in the data above the background expec-
tation. Therefore, given the number of selected events, the SM
and instrumental background expectations, the integrated lumi-
nosity of 310 pb−1, the signal selection efficiency as a func-
tion of the leptoquark mass, and the statistical and systematic
uncertainties discussed above, a 95% C.L. upper limit on the
cross section times (1 − β)2 has been determined as shown in
Fig. 3, using the modified frequentest CLs approach [12]. The
expected limit in the absence of signal is also indicated.
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Fig. 3. Observed (solid curve) and expected (dashed curve) 95% C.L. upper
limits on the cross section times (1 − β)2 as functions of the leptoquark mass.
The nominal cross section for scalar-leptoquark pair production is also shown
for β = 0 (dash-dotted curve), with the shaded band indicating the uncertainty
due to the choices of PDFs and of renormalization and factorization scale.
The nominal theoretical cross section for the pair production
of scalar leptoquarks is also shown in Fig. 3. It was obtained
based on Ref. [10] with CTEQ6.1M PDFs and for a renormal-
ization and factorization scale μrf equal to the leptoquark mass.
The uncertainty associated with the PDF choice was estimated
using the full set of CTEQ6.1M eigenvectors and combined
quadratically with the variations obtained when μrf was mod-
ified by a factor of two up or down. For a leptoquark mass of
140 GeV, the PDF uncertainty on the theoretical cross section
amounts to +18−13% and the scale variation results in a change
of +11−13%, the quadratic sum being
+21
−19%. Reducing the nomi-
nal cross section by this theoretical uncertainty, shown as the
shaded band in Fig. 3, a lower mass limit of 136 GeV is de-
rived at the 95% C.L. Masses smaller than 85 GeV, to which
this analysis is not sensitive, have been excluded previously [2,
13]. The cross section limit obtained here was combined with
the results of the published D0 search for first-generation scalar
leptoquarks in the eeqq and eνqq final states [14], and the
lower mass limit of 136 GeV was seen to hold independent of
β .
In summary, a search for acoplanar jet final states in pp¯ col-
lisions at 1.96 TeV, performed using a data sample of 310 pb−1
collected by the D0 detector, revealed no deviation from the
standard model expectation. For a single-generation scalar lep-
toquark, a lower mass limit of 136 GeV has been obtained for
β = 0. While a tighter limit is available for third-generation lep-
toquarks [15], due to the increased signal purity achieved with
heavy flavor tagging, this is the most stringent limit to date for
first- and second-generation scalar leptoquarks decaying exclu-
sively into a quark and a neutrino.
Acknowledgements
We thank the staffs at Fermilab and collaborating insti-
tutions, and acknowledge support from the DOE and NSF
(USA); CEA and CNRS/IN2P3 (France); FASI, Rosatom and
RFBR (Russia); CAPES, CNPq, FAPERJ, FAPESP and FUN-
DUNESP (Brazil); DAE and DST (India); Colciencias (Colom-
bia); CONACyT (Mexico); KRF and KOSEF (Korea); CON-
ICET and UBACyT (Argentina); FOM (The Netherlands);
PPARC (United Kingdom); MSMT (Czech Republic); CRC
Program, CFI, NSERC and WestGrid Project (Canada); BMBF
and DFG (Germany); SFI (Ireland); The Swedish Research
Council (Sweden); Research Corporation; Alexander von Hum-
boldt Foundation; and the Marie Curie Program.
References
[1] J.C. Pati, A. Salam, Phys. Rev. D 10 (1974) 275;
H. Georgi, S. Glashow, Phys. Rev. Lett. 32 (1974) 438;
B. Schrempp, F. Schrempp, Phys. Lett. B 153 (1985) 101.
[2] D. Acosta, et al., CDF Collaboration, Phys. Rev. D 71 (2005) 112001;
D. Acosta, et al., CDF Collaboration, Phys. Rev. D 71 (2005) 119901,
Erratum.
[3] V. Abazov, et al., D0 Collaboration, physics/0507191, Nucl. Instrum.
Methods Phys. Res. A, in press.
[4] G.C. Blazey, et al., hep-ex/0005012.
[5] R. Brun, F. Carminati, CERN Program Library Long Writeup W5013,
1993, unpublished.
[6] M.L. Mangano, et al., JHEP 0307 (2003) 001.
[7] T. Sjöstrand, et al., Comput. Phys. Commun. 135 (2001) 238.
[8] H.L. Lai, et al., Eur. Phys. J. C 12 (2000) 375.
[9] J. Campbell, R.K. Ellis, Phys. Rev. D 60 (1999) 113006.
[10] M. Krämer, et al., Phys. Rev. Lett. 79 (1997) 341.
[11] J. Pumplin, et al., JHEP 0207 (2002) 012;
D. Stump, et al., JHEP 0310 (2003) 046.
[12] T. Junk, Nucl. Instrum. Methods Phys. Res. A 434 (1999) 435;
A. Read, in: First Workshop on Confidence Limits, CERN Report No.
CERN-2000-005, 2000.
[13] D.E. Acosta, S.K. Blessing, Annu. Rev. Nucl. Part. Sci. 49 (1999) 389,
and references therein.
[14] V. Abazov, et al., D0 Collaboration, Phys. Rev. D 71 (2005) 071104.
[15] T. Affolder, et al., CDF Collaboration, Phys. Rev. Lett. 85 (2000) 2056.
