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Does the configurational entropy of polydisperse particles exist?
Misaki Ozawa1 and Ludovic Berthier1
Laboratoire Charles Coulomb, UMR 5221 CNRS-Universite´ de Montpellier, Montpellier,
France
Classical particle systems characterized by continuous size polydispersity, such as colloidal materials, are
not straightforwardly described using statistical mechanics, since fundamental issues may arise from particle
distinguishability. Because the mixing entropy in such systems is divergent in the thermodynamic limit we
show that the configurational entropy estimated from standard computational approaches to characterize
glassy states also diverges. This reasoning would suggest that polydisperse materials cannot undergo a glass
transition, in contradiction to experiments. We explain that this argument stems from the confusion between
configurations in phase space and states defined by free energy minima, and propose a simple method to
compute a finite and physically meaningful configurational entropy in continuously polydisperse systems.
Physically, the proposed approach relies on an effective description of the system as an M∗-component
system with a finite M∗, for which finite mixing and configurational entropies are obtained. We show how
to directly determine M∗ from computer simulations in a range of glass-forming models with different size
polydispersities, characterized by hard and soft interparticle interactions, and by additive and non-additive
interactions. Our approach provides consistent results in all cases and demonstrates that the configurational
entropy of polydisperse system exists, is finite, and can be quantitatively estimated.
I. CONFIGURATIONAL ENTROPY IN POLYDISPERSE
SYSTEMS
Colloidal systems play an important role in a wide
spectrum of soft condensed matter physics, from crys-
tallization kinetics to the glass transition phenomenon.
An important motivation is that colloids can be seen as
“big atoms”, which may prove useful in terms of micro-
scopic observations and particle design1. These colloidal
particles are composed of a very large number of atoms,
such that each colloid in a given experimental batch is
a unique object. Therefore, colloidal particles are dis-
tinguishable classical objects, which rises subtle theoret-
ical issues for their statistical mechanical treatment2. In
particular, colloidal particles are often characterized by
a continuous distribution f(σ) of particle diameters, σ.
Thus, in principle, colloids can be readily distinguished
by their sizes and there are no two identical particles in
the system. Polydisperse systems are widely employed in
studies of the glass transition because polydispersity ef-
ficiently prevents crystallization. Therefore, understand-
ing how polydispersity impacts the theoretical treatment
of glass formation is an important question that consti-
tutes the main theme of this paper.
The statistical mechanics of continuously polydisperse
systems has been widely studied in a number of con-
texts3–7. Particle distinguishability may cause in partic-
ular some subtle issues, such as the well-known Gibbs
paradox8 and this requires special attention2. In that
case, particle indistinguishability stemming from a quan-
tum mechanical treatment cannot be invoked for colloidal
particles9.
Before proceeding to our discussion of disordered ma-
terials, let us recall what happens in the case of ordered
materials. In a recent article, Cates and Manoharan dis-
cuss the existence of a colloidal crystal made of weakly
polydisperse hard spheres2: “In the fluid, the spheres can
easily swap places whereas in the crystal, they cannot.
For indistinguishable particles, the entropy gain on trans-
forming from liquid to crystal is extensive. The addi-
tional entropy cost of localizing distinguishable particles
onto un-swappable lattice sites contains a term kB ln(N !)
where N ! counts particle permutations. This term must
be paid to collapse an accessible phase-space volume in
which distinguishable particles can change places, into
one where they cannot. This putative entropy cost is
supra-extensive (kBN lnN) and thus for large N out-
weighs the extensive entropy on formation of the crys-
tal. Thus the kinetic approach to entropy predicts that
colloidal crystals are thermodynamically impossible. Yet
they are observed every day.” This paradox is resolved
by including the N ! distinct crystal configurations gen-
erated by the permutation of N distinguishable particles
in a single crystalline state. Then, this N ! multiplic-
ity term cancels exactly the putative entropy cost due
to particle distinguishability2. Physically, this theoreti-
cal treatment corresponds to describing the polydisperse
system as behaving effectively as a one-component sys-
tem and it highlights the conceptual difference between
configurations in phase space volume and states defined
from free energy minima, which are usually constructed
from a much larger number of configurations. These ba-
sic ideas will reappear throughout our discussion of dis-
ordered materials.
Another well-known issue arising in continuously poly-
disperse systems is the divergence of the mixing entropy,
Smix
3,9,10. Mathematically, this is because the mixing
entropy of a discrete mixture of particles diverges in
the limit of an infinite number of components, which
is needed to formally represent a continuous distribu-
tion in the thermodynamic limit. In several situations,
this divergent contribution is immaterial, for instance
when discussing phase equilibria with a fixed particle size
distribution f(σ)7 or mixing processes of two different
continuous polydisperse systems11, because the absolute
value of the entropy is irrelevant and only entropy differ-
2ences between two systems matter7,9,11,12. In the above-
mentioned cases, the diverging contributions to Smix can-
cel each other.
All these issues are relevant for a proper treatment
of the glass transition in polydisperse materials, but this
has never been carefully discussed before. The configura-
tional entropy Sconf is the central quantity to describe the
thermodynamics of supercooled liquids approaching the
glass transition13–15. Conventionally in computer sim-
ulations (and also in experiments), Sconf is defined as
Sconf = Stot − Svib, where Stot is the total entropy of
the system and Svib is the entropy of the glass (or vibra-
tional) state where only particle vibrations due to ther-
mal fluctuations take place13–15. Physically, Sconf quan-
tifies the number of available amorphous states in glassy
systems. These metastable states are understood as long-
lived free energy minima15, even though their mathemat-
ical definition in finite dimensional glass models remains
problematic16. The mean-field theory of the glass transi-
tion is based on the existence of an ideal glass transition
occurring at temperature TK at which Sconf vanishes
17.
Hence, there is a need for a careful investigation of the
entropy of polydisperse glassy materials.
An extension of the argument developed by Cates and
Manoharan for the polydisperse crystal2 can be made
for the configurational and mixing entropies of a polydis-
perse glass. In that case, the system transforms from the
fluid where particle swaps are easy to the glass where they
are not. In multi-component glass-formers, the entropy
of the fluid state must contain a mixing entropy contri-
bution Smix, because the particles can exchange their po-
sitions18–21. It is conventionally assumed that Svib does
not contain the mixing contribution22, because particles
in the glass state mainly vibrate around a fixed averaged
position in a given glass configuration and particle ex-
changes are neglected. Pushing further this argument,
the divergence of Smix for continuous polydispersity pro-
vokes the divergence of the entropy of the fluid, whereas
the glass entropy remains finite. Logically, then, if the
configurational entropy is infinite in the fluid, it cannot
vanish and the glass transition cannot exist. This rea-
soning is of course in direct contradiction with experi-
ments and simulations, where “polydisperse glasses are
observed every day”, to paraphrase Cates and Manoha-
ran.
The goal of this paper is to provide a conceptually-
correct and computationally-simple way to define and
measure the configurational entropy in continuously
polydisperse systems. There exist many separate stud-
ies of the glassy behavior of colloidal and polydisperse
systems both in experiments23,24 and simulations25–29
and of the configurational entropy in glass-forming mod-
els19,21,30–38. However, we are not aware of any detailed
theoretical or numerical treatment of the configurational
entropy for continuously polydisperse systems, for which
standard methods are not valid, as we just showed. Our
paper thus fills this gap.
Our basic idea is to treat a continuously polydisperse
system as an effectiveM∗-component system with a finite
number of components M∗, which can take real values.
Within this approach, the glass entropy then also con-
tains a diverging contribution which cancels the one in
the total entropy Stot. In other words, we estimate a
finite and physically-relevant contribution to the mixing
entropy, which we call an effective mixing entropy S∗mix.
As a result, we obtain a finite estimate for the configura-
tional entropy Sconf as well. This treatment thus shows
that the configurational entropy of polydisperse systems
is always finite, and may possibly vanish at a glass tran-
sition. In addition, we propose a numerical method to
determine M∗ and S∗mix, which is generically applicable
to any glass-forming computer model.
Before closing this introduction, we need to mention
that recently, an alternative method to compute the con-
figurational entropy was proposed32, which is based on
the Franz-Parisi construction39. In this approach, the
configurational entropy is estimated as a free energy dif-
ference, and it is measured in monodisperse and poly-
disperse systems in the exact same way. Thus, this
method automatically produces finite values of the con-
figurational entropy without suffering from a divergent
mixing entropy. Results using this method for a contin-
uous polydisperse system have only very recently been
obtained40. Because this approach is numerically more
demanding than the standard ones discussed in this pa-
per, it is useful to make the latter applicable to polydis-
perse systems, such that both types of methods can be
compared.
The paper is organized as follows. In Sec. II, we pro-
pose our theoretical idea to compute the configurational
entropy in continuous polydisperse system. In Sec. III,
we describe the numerical method to determine M∗ and
S∗mix. In Sec. IV, we validate our approach for several
simulation models. In Sec. V, we provide a discussion of
our results together with some perspectives.
II. THEORETICAL CONSIDERATIONS: THE MAIN
PROBLEM AND ITS PHYSICAL RESOLUTION
In this section, we present our approach to compute
the configurational entropy in continuously polydisperse
systems. We first fix the notations and give some defini-
tions. We then introduce a simple theoretical model of a
binary mixture illustrating the core problem to be faced.
Through the discussion and resolution of the paradoxi-
cal results obtained in this simple model, we draw more
general conclusions which lead to our simple proposal to
analyze the configurational entropy of generic polydis-
perse systems.
A. Mixing entropy in polydisperse systems
We first provide definitions and notations related to
the statistical mechanics and mixing entropy in mixtures
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FIG. 1. (a) Particle size distribution f(σ) = Aσ−3 for
σ ∈ [σmin, σmax], f(σ) = 0 outside this range. The dashed
lines illustrate the decomposition of f(σ) into the arbitrary
example of M = 5 species, with ∆σ = (σmax − σmin)/M . (b)
The mixing entropy Smix computed from Eqs. (5, 8). The
dashed arrows define the value of S∗mix from an effective value
M∗. The inset demonstrates the logarithmic divergence of
Smix/N when M →∞.
of particles. We consider a continuously polydisperse
system whose particle size distribution is given by f(σ).
To derive the mixing entropy of this system, we decom-
pose f(σ) into an integer number M of species3,9,10, as
illustrated in Fig. 1(a) for a specific example. The con-
tinuously polydisperse system is recovered in the limit
M →∞.
We consider the canonical ensemble characterized by
the number of particles N , the volume V , and the tem-
perature T = 1/β. We set the Boltzmann constant to
unity. The partition function Ztot of the system is
Ztot =
1
ΠMm=1Nm!Λ
dN
∫
V
drNe−βU(r
N ), (1)
where Λ, d, and U are the de Broglie thermal wave-
length, spatial dimension, and potential energy, respec-
tively. For simplicity, we consider equal masses (hence
equal Λ) irrespective of species throughout this paper.
Nm is the number of particles within species m, such
that N =
∑M
m=1Nm. Note that the term, 1/Π
M
m=1Nm!
(or more simply 1/N ! when m = 1), should be included
irrespective of distinguishability of the particles in order
to obtain an extensive free energy2,5,8,9 (see also recent
numerical verifications in Refs. 33 and 34). The total free
energy of the system is
βFtot = − lnZtot. (2)
Then, the total entropy Stot can be written as
Stot = β(Etot − Ftot) ∼ lnZtot ∼ − ln(Π
M
m=1Nm!), (3)
where Etot is the total energy of the system. In this pa-
per, we use the symbol “∼” to single out the contribution
due to the mixing entropy. Instead, we use the symbol
“≃” to express the conventional “nearly equal” relation.
By applying Stirling’s approximation, lnx! ≃ x ln x − x
(x≫ 1), we get
ln(ΠMm=1Nm!) ≃ (N lnN −N) +N
M∑
m=1
Xm lnXm, (4)
where Xm = Nm/N is the concentration of species m.
The second term in Eq. (4) comes from the effect of hav-
ing a system withM components, i.e., from the size poly-
dispersity. The mixing entropy S
(M)
mix is defined as
S
(M)
mix = −N
M∑
m=1
Xm lnXm. (5)
For latter purposes, we note that the mixing entropy pro-
vides a contribution to the total entropy Stot. Using the
‘∼’ notation introduced above, we have
Stot ∼ S
(M)
mix . (6)
We can clearly see that in a continuously polydisperse
case, when we have M = N and hence Xm = 1/N ,
the mixing entropy S
(M)
mix diverges in the thermodynamic
limit, N →∞,
S
(M=N)
mix
N
= −
N∑
m=1
1
N
ln
1
N
= lnN −−−−→
N→∞
∞. (7)
Alternatively, if we represent a system characterized by
a continuous size distribution f(σ) as an M -component
mixture, then we divide the distribution into M equal
intervals, ∆σ = (σmax − σmin)/M , see Fig. 1(a) for an
example. Therefore we have
Xm =
∫ σm+1
σm
dσf(σ), (8)
where σm = σmin + (m− 1)∆σ. Using Eqs. (5) and (8),
we get Smix as a function of M . In Fig. 1(b), we show
4S
(M)
mix for a specific example of f(σ) which will be studied
numerically below. In the inset of Fig. 1(b), we confirm
that Smix/N diverges logarithmically in the continuous
polydisperse limit, M → ∞ (or ∆σ → 0)3,9,10, as ex-
pected.
Note that in Refs. 3, 9, and 10, a formal expression of
the continuous polydisperse limit is given by
lim
M→∞
S
(M)
mix
N
= − lim
M→∞
∆σ→0
M∑
m=1
f(σm)∆σ ln(f(σm)∆σ)
= −
∫
∞
0
dσf(σ) ln f(σ)− lim
∆σ→0
ln∆σ.(9)
In this expression, the divergent mixing entropy is de-
composed into a finite term depending on f(σ) (the first
term) and a divergent term (the second term) in Eq. (9).
However, the first term is not a well-defined quantity,
since it depends on the argument or labeling of the dis-
tribution f10, and hence one cannot use the first term
alone for a physically relevant mixing entropy to com-
pute the configurational entropy.
B. A paradox for binary mixtures
We introduce a simple model of a glass-forming binary
mixture whose analysis produces paradoxical results that
illustrate the core of the problem that we face regarding
the mixing entropy of polydisperse particles. The physics
of this system has been discussed qualitatively in Ref. 18.
We consider a binary mixture (M = 2) composed of
species 1 and 2 in arbitrary dimensions. The diameters
of the particles are respectively σ1 = σ and σ2 = σ(1+ǫ),
with ǫ > 0. For simplicity, we consider equal concentra-
tions, X1 = X2 = 1/2. In this setting, the total entropy
Stot always contains the mixing entropy Smix irrespective
of the absolute value of ǫ, so that the mixing contribution
to the total entropy reads
Stot ∼ Smix = N ln 2. (10)
In previous studies of binary mixtures with ǫ ≃ 1, this
mixing entropy term was included to compute the con-
figurational entropy and to detect the ideal glass tran-
sition18–21,41,42. However, the fact that the mixing en-
tropy does not depend on ǫ is quite surprising. Indeed,
when ǫ ≪ 1, one can expect that the physics of such a
nearly monodisperse system should not be very differ-
ent from that of purely one-component system obtained
by setting ǫ = 0. In particular, the ideal glass transi-
tion temperature TK (or density φK for hard spheres) of
this binary system, if it exists, should not be very differ-
ent from that of the purely one-component system. More
precisely, one would expect that TK is a continuous func-
tion of ǫ near ǫ = 0. However, the configurational entropy
Sconf/N of the binary system is larger than that of the
purely one-component system by ln 2 ≃ 0.7, due to the
mixing entropy contribution in Eq. (10), and this large
entropy appears discontinuously as soons as ǫ > 0. The
theoretical analysis of this system is therefore physically
inconsistent.
One possible solution to the paradox would be to al-
ways neglect the mixing entropy contribution, as done
for instance in Ref. 43. However, such treatment would
change the location of the ideal glass transition signifi-
cantly. Let us consider two examples to illustrate this
point. In the Kob-Andersen (KA) model44, the mixing
entropy contributes Smix/N ≃ 0.5 to the total entropy
Stot
19. If one neglects Smix/N from Sconf/N , the esti-
mated TK ≃ 0.3
19,20,42 increases to TK ≃ 0.5, a tem-
perature that is actually easily equilibrated in the sim-
ulations44. In the binary hard sphere model studied in
Ref. 21, one has Smix/N = ln 2 ≃ 0.693
21. If one again
removes Smix/N , the estimated ideal glass transition den-
sity, φK ≃ 0.62
21, is now reduced to φK ≃ 0.58, where
equilibrium is again easily achieved21. Assuming that the
other contributions to the numerical estimate of Sconf are
well-controlled, then it appears impossible to neglect the
mixing entropy.
These examples demonstrate that the mixing entropy
term is actually needed for a proper estimate of the con-
figurational entropy. But if so, then it must be included
in any binary mixture, including one where ǫ ≪ 1. But
in that case the limit ǫ → 0 produces a jump in the
estimated location of the glass transition, which is un-
physical.
In summary, when considering our simple example of
a binary mixture with size ratio (1 + ǫ), taking ǫ as a
continuous parameter suggests that previous approaches
to determine the configurational entropy cannot be ap-
plied directly, as one needs to decide a priori whether or
not to include the mixing entropy in the configurational
entropy. Such decision can still produce meaningful re-
sults when ǫ is a constant which is either large enough or
very small. But when intermediate ǫ values are consid-
ered, or when the particle size distribution becomes more
complex, an adhoc approach becomes impossible. Impor-
tantly for the present work, this approach breaks down
completely when the polydispersity becomes continuous,
because then a continuous spectrum of large and small ǫ
values coexists in a single system.
C. Physical resolution of the binary mixture paradox
To resolve the above paradox, we carefully discuss the
vibrational (or glass) state and its entropy. We suppose
that the equilibrium system is sufficiently deeply super-
cooled that there is a strong separation of timescales be-
tween vibrations and structural relaxation. This implies
that it makes sense to consider a vibrational state.
To compute the vibrational entropy Svib, one must
evaluate the partition function of this vibrational state,
Zvib, by performing a configurational integral within the
restricted phase space volume Vbasin explored by the sys-
tem over the vibrational timescale. To perform the con-
5figurational integral, a representative basin, denoted by
α, is randomly selected and then the configurational inte-
gral is evaluated numerically using methods such as the
harmonic approximation around the local minimum of
the potential energy19,20, or a Frenkel-Ladd45 thermody-
namic integration over a system constrained by harmonic
springs18,20,21.
However, there is a factorial degeneracy of α in the
phase space volume. In particular, these basins can be
generated by permutation of the particles2. Thus, we
have to take into account the number of physically iden-
tical basins to evaluate Zvib. When ǫ ≃ 1 (corresponding
to typical binary mixtures19,21), the multiplicity is sim-
ply given by the number of configurations obtained by
permuting particles within each species (1 ↔ 1 or 2 ↔
2), and this corresponds to N1!N2!. Instead, when ǫ≪ 1,
the permutation of particles between unlike species (1↔
2) should also be taken into account, because this ma-
nipulation also generates configurations belonging to the
physically identical basin.
Thus, we need to multiply the configurational integral
by N ! instead of N1!N2!. As a result, Zvib is different in
the two cases, ǫ ≃ 1 and ǫ≪ 1, as follows,
Zvib =


N1!N2!
N1!N2!ΛdN
∫
Vbasin
drNe−βU(r
N ) (ǫ ≃ 1) ,
N !
N1!N2!ΛdN
∫
Vbasin
drNe−βU(r
N ) (ǫ≪ 1) .
(11)
Therefore, the vibrational entropy contains a mixing en-
tropy contribution whose value depends explicitly on the
value of ǫ,
Svib ∼ lnZvib ∼
{
0 (ǫ ≃ 1)
N ln 2 (ǫ≪ 1) .
(12)
When ǫ ≃ 1, the vibrational entropy does not contain
a finite mixing entropy, which is consistent with previ-
ous studies19,21. However, when ǫ ≪ 1, the vibrational
entropy contains a mixing entropy contribution, which
originates from the fact that particles with similar (but
distinct) sizes can be permuted within the vibrational
state. By combining Eqs. (10, 12), we obtain Sconf as,
Sconf = Stot − Svib ∼
{
N ln 2 (ǫ ≃ 1)
0 (ǫ≪ 1) .
(13)
In this reasoning, the mixing entropy contribution to Svib
for ǫ ≪ 1 exactly cancels the one in Stot and thus Sconf
does not contain any mixing entropy, which is consistent
with the physics of a purely one-component system. As
a result, TK would not change discontinuously between
ǫ ≪ 1 and the purely one-component system with ǫ =
0, thus resolving the paradox. Note that recently the
binary mixture paradox has been resolved also by a first-
principle computation46.
What do we learn from this very simple example?
First, a binary system can be described by either an ef-
fective one-component system or by a truly binary sys-
tem, depending on the value of ǫ. In practice, these two
cases should be distinguished by investigating the effect
of physically swapping the position of particles belong-
ing to different species (1 ↔ 2). One can equivalently
consider that the positions of the particles are fixed,
while that their diameters are swapped, assuming that
the mass of each species is identical. These two views
are of course identical, but swapping diameters is more
convenient to describe the response of the system to such
swaps. From such an analysis, one should be able to de-
termine a critical value ǫ∗ of ǫ such that mixtures with
diameter ratio characterized by ǫ < ǫ∗ should be treated
as one-component systems, whereas for ǫ > ǫ∗ a binary
description would be needed. Evaluating ǫ∗ from a first-
principle analysis is a worthwhile goal46.
To determine which case is appropriate to describe a
given binary mixture, one should determine whether the
system remains within the same original basin after swap-
ping the particle diameters between different species. If
it does, then an effective one-component description is
appropriate, otherwise a binary description is needed. In
both cases, Svib and Sconf contain a mixing entropy con-
tribution, but its precise value depends on which effective
description is selected by the above procedure. There-
fore, the general conclusion is that one must always in-
clude Smix into Svib, but its value must be numerically
determined by a careful analysis of the robustness of the
basin to particle diameter swaps.
D. General strategy: Mapping to an effective
M∗-component system
Our main idea is that a continuously polydisperse sys-
tem should be regarded as an effective M∗-component
system with M∗ <∞. Such a simple idea has been used
before for instance to study phase equilibria (see Ref. 7
and references therein) and prediction of the equation of
state47,48. In the following, we show how to apply this
idea to obtain a meaningful definition of the configura-
tional entropy.
We consider a generic polydisperse system in a suffi-
ciently deeply supercooled liquid regime, where the vi-
brational entropy can be well-defined. The particle size
distribution is characterized byM species, whereM =∞
if the polydispersity is continuous.
The physical idea that particles with diameter ratio
smaller than a threshold (which we called (1 + ǫ∗) in the
above example of a binary mixture) should be treated as
identical suggests that a continuous particle size distri-
bution could be “coarse-grained” into finite bins to be
effectively treated as an M∗-component mixture. The
value of M∗ should be determined by requesting that (i)
particle diameter swaps within a single effective species
(m ↔ m) leave the basin unaffected (ii) particle diame-
ter swaps between different species (m ↔ n with m 6= n)
drive the system out of the original basin.
Once the value of M∗ is estimated, then we evaluate
the partition function within the vibrational state, Zvib,
6by taking into account the multiplicity of physically iden-
tical basins, ΠM
∗
m=1Nm!, such that
Zvib =
ΠM
∗
m=1Nm!
ΠMm=1Nm!Λ
dN
∫
Vbasin
drNe−βU(r
N ). (14)
Note that we use M and M∗ in this expression, which
respectively represent the actual and effective numbers
of components in the polydisperse system.
Using Eqs. (4, 5), the vibrational entropy Svib is then
given by
Svib ∼ lnZvib ∼ S
(M)
mix − S
(M∗)
mix . (15)
Note that Svib contains two mixing entropy terms, the
possibly divergent term, S
(M)
mix , and the finite contribution
S
(M∗)
mix .
Finally, by combining Eq. (15) with the total entropy
Stot in Eq. (6), we obtain the configurational entropy
Sconf ,
Sconf = Stot − Svib ∼ S
(M∗)
mix . (16)
The remarkable result is of course that the term S
(M)
mix
which diverges for continuous polydispersity has disap-
peared from this final result, in which only the finite
value S
(M∗)
mix remains. We call effective mixing entropy
S∗mix = S
(M∗)
mix this physically relevant contribution to the
configurational entropy.
It is clear from Eq. (16) that the argument against the
existence of an ideal glass transition for continuous poly-
dispersity is now avoided because Sconf is always finite
and should contain a finite contribution stemming from
an effective mixing entropy. Also, the above reasoning
demonstrates that the configurational entropy should be
interpreted or quantified as the (logarithm of the) num-
ber of states, and not of configurations. In the inher-
ent structure approach49 one would count the (infinite)
number of configurations (or their corresponding inherent
structures) generated by the mixing effect, which would
thus result in a diverging configurational entropy50. In-
stead here, each vibrational ‘state’ accounts for an infi-
nite number of configurations (and thus of inherent struc-
tures).
In addition, our theoretical strategy provides useful
guidelines for estimating numerically the effective mixing
entropy S∗mix for any generic polydisperse glass-forming
material. In our approach, M∗ and thus S∗mix are not
arbitrary choices, but they should be determined by the
system itself through the response of the basins to di-
ameter swaps. We now describe how to implement these
ideas in practice.
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FIG. 2. Sketch of the potential energy landscape showing
the initial equilibrium configuration {r∞}, and the inherent
structure {rISM} obtained after swapping the diameters within
each M species. (a) When M > M∗, the system stays in
the same basin so that QM ≃ 1 and ∆M ≃ ∆∞. (b) When
M < M∗, the system moves to another basin so that QM ≪ 1
and ∆M ≫ ∆∞. M
∗ is defined from the crossover between
situations (a) and (b).
III. NUMERICAL IMPLEMENTATION
A. General algorithm for the numerical determination of
M∗
As explained in Sec. II, M∗ should be such that (i)
particle diameter swaps within a single effective species
(m↔ m) leave the basin unaffected (ii) particle diameter
swaps between different species (m ↔ n with m 6= n)
drive the system out of the original basin.
To determine M∗, we prepare equilibrium configura-
tions of the original continuously polydisperse system
characterized by a distribution f(σ). We denote by {r∞}
the original configuration, see Fig. 2. In order to char-
acterize whether the system stays physically in the same
basin or moves to another basin as a result of the swaps,
we perform a quench of the system into the inherent
structure (IS)49. The IS corresponding to the initial con-
figuration is denoted as {rIS
∞
}.
We then decompose f(σ) into M species, from M = 1
where the system is treated as an one-species system, to
M = ∞ which describes the original system. In prac-
tice we stop at the large value M = 100. For a given M
value, we systematically perform diameter swaps within
each species (m ↔ m, with m = 1, · · · ,M). More pre-
cisely, for a given configuration, we randomly pick a pair
of particles within the same species and exchange their
diameters. We repeat such diameter swap N times so
that most of the particles in the configuration experi-
ence the swap. Once the swaps have been performed,
we quench the obtained configuration to its IS, which we
denote by {rISM}. Our goal is to monitor whether the sys-
tem lands in a different basin (for M < M∗) or not (for
M > M∗), as sketched in Fig. 2. To this end we monitor
the following three quantities.
• The IS energy eIS
49. When the system moves to
another basin, eIS should change from the value it
7has in the original basin.
• The overlap QM between the IS configurations
{rIS
∞
} and {rISM}:
QM =
1
N
N∑
i,j
θ(a− |rISMi − r
IS
∞j |), (17)
where θ(x) is the Heaviside step function, and a is
a microscopic threshold lengthscale. By definition,
Q∞ = 1, whereas we expect that QM decreases
from 1 with decreasing M .
• The mean-squared displacement between the orig-
inal equilibrium configuration {r∞} and the
swapped IS {rISM}:
∆M =
1
N
N∑
i=1
|rISMi − r∞i|
2, (18)
so that ∆∞ corresponds approximately to the
plateau value of the mean-squared displacement
reached in the physical dynamics of the original
system.
If the system falls into a different basin, one expects
that QM will strongly decay from 1 and that ∆M will in-
crease significantly from ∆∞, as shown in Fig. 2. When
M > M∗, the system remains in the same basin after
the swaps and the quench, showing that QM ≃ 1 and
∆M ≃ ∆∞. On the other hand, when M < M
∗, the
original basin is destroyed, and the system moves to an-
other basin, showing that QM ≪ 1 and ∆M ≫ ∆∞. We
expect that M∗ can be defined as a crossover value be-
tween these two extreme cases.
More precisely, we perform the following algorithm to
determine M∗.
General Algorithm: Swap and quench protocol
1) Define M species by dividing the
distribution f(σ) into M finite bins.
2) Prepare an equilibrium configuration
of the original continuous polydisperse
system, {r∞}.
3) Randomly pick up a pair of particles
within the same bin, and exchange their
diameters. Do N such exchanges.
4) Quench the system and obtain {rISM}.
5) Repeat 1) - 4) for a large number of
configurations for a wide range of M
values, between M = 1 and M = 100.
6) Plot eIS, QM and ∆M as a function of M
and determine M∗ as a crossover value.
This “swap and quench” protocol is a natural way to
determine M∗ which follows from the theoretical idea
described in Sec. II. In this protocol, the distribution of
the particle diameters f(σ) is unaffected after defining
M and after the diameter swaps.
We have considered the following alternative scheme
where one literally performs a discretization of the di-
ameters into M species and monitor the effect of this
coarse-graining on the basin. However, we found that this
coarse-graining process may affect the thermodynamic
state point of the system for soft potentials. There-
fore, we use this method only for hard sphere systems
so that the volume fraction (and therefore the thermo-
dynamic state point) does not change. For complete-
ness we also present this alternative “coarse-graining and
quench” protocol. Most of this procedure is as in the
above “swap and quench” protocol except for item 3)
which is replaced by:
3’) Discretize the diameters of the original
system into M discrete species keeping
the global volume fraction constant.
We have checked that the two protocols give essentially
the same results for hard spheres, as shown below. We
mention the coarse-graining procedure as a way to trigger
the imagination of future researchers towards the imple-
mentation of numerical procedures alternative to ours.
It is important to realize that the discretization of
the particle size distribution in step 1) of the algorithm
is not uniquely defined. For the particular case under
study, it is physically meaningful to choose equal inter-
vals ∆σ = (σmax − σmin)/M , such that each discretized
species occupies the same fraction of the total volume,
but one can imagine that non-uniform intervals could be
better choices for more complicated particle size distri-
butions. We have not addressed this point in detail, but
it would deserve further study.
B. Details of our models and simulations
We perform molecular simulations for several pair po-
tentials in three dimensions51, studying a total of five
different numerical models.
We use a continuous size polydispersity, where the par-
ticle diameter σ of each particle is randomly drawn from
the following particle size distribution: f(σ) = Aσ−3, for
σ ∈ [σmin, σmax], where A is a normalization constant.
We define the size polydispersity as δ =
√
σ2 − σ2/σ,
where · · · =
∫
dσf(σ)(· · · ). We mainly use δ = 0.23,
choosing σmin/σmax = 0.4492 when studying different
pair potentials, as shown in Fig. 1. To investigate the
effect of δ we also study the case δ = 0.176 choosing
σmin/σmax = 0.543 for the hard sphere potential. We
use σ as the unit length. We simulate systems composed
of N particles in a cubic cell of volume V with periodic
boundary conditions51. The canonical ensemble is used
throughout this paper.
8We use the following pairwise potential for the soft
sphere models,
vij(r) = v0
(σij
r
)n
+ c0 + c1
(
r
σij
)2
+ c2
(
r
σij
)4
,(19)
σij =
(σi + σj)
2
(1 − η|σi − σj |), (20)
where v0 is the unit of energy, and η quantifies the de-
gree of non-additivity of the particle diameters. Non-
additivity is introduced for convenience, as it prevents
more efficiently crystallization and thus it enhances glass-
forming ability of the numerical models. The constants,
c0, c1 and c2, are chosen so that the first and second
derivatives of vij(r) become zero at the cut-off rcut =
1.25σij . We employ the additive and non-additive soft
sphere models using the parameters n = 18, η = 0
(additive) and n = 12, η = 0.2 (non-additive), respec-
tively. We set the number density ρ = N/V = 1.0 with
N = 1500 for the soft sphere models.
We also use hard sphere models in three dimensions,
where the pair interaction is zero for non-overlapping par-
ticles, and infinite otherwise. We employ both additive
(η = 0) and non-additive (η = 0.2) systems of hard
spheres, using Eq. (20). Also, we analyze an additive
hard sphere system with δ = 0.176. We use N = 1000
for the additive hard sphere systems and N = 300 for
the non-additive systems. We have also performed simu-
lations using N = 300 and 8000 for additive hard spheres
with δ = 0.23 and find that there is no significant fi-
nite size effects in our results. The hard sphere simula-
tions are presented as a function of the reduced pressure
Z = P/(ρkBT ), where P is the measured pressure, and
kBT is set to unity.
The initial equilibrium configurations for the protocols
described in Sec. III A need to be deeply supercooled ei-
ther at very low temperatures (for soft sphere potentials)
or high pressures (for hard spheres). To this end, we em-
ploy a swap Monte-Carlo (MC) method for all models.
This approach is a very efficient thermalization algorithm
which enables us to easily reach sufficiently supercooled
equilibrium regimes. The details of these efficient simu-
lations are provided in Ref. 52 for the soft sphere models
and Ref. 53 for the hard sphere models.
Finally to perform the quench of the system into its in-
herent structure, we use a conjugate gradient method54
for the soft sphere systems. To realize the quench for the
hard sphere systems, we perform non-equilibrium com-
pressions up to the jamming volume fraction φJ
55–57.
Specifically we employ the jamming algorithm described
in Ref. 58 and 59 to perform these nonequilibrium com-
pressions.
IV. NUMERICAL VALIDATION OF THE METHOD
A. Practical determination of M∗
We now present our numerical results. In Fig. 3, we
show the evolution of the inherent structure energy eIS
(or the volume at jamming 1/φJ for hard spheres), of the
overlap QM , and of the mean-squared displacement ∆M
as a function of M for both a soft sphere model and a
hard sphere model. All the other models we have stud-
ied behave similarly. To compute QM , we set a = 0.23
for all systems. This value was used earlier to charac-
terize metastable states and the phase transitions among
them40,60.
The results of the additive soft sphere model with
δ = 0.23 are presented in the left panels of Fig. 3. At
large M , we observe nearly constant values of eIS(M) ≃
eIS(M → ∞), QM ≃ 1, and ∆M ≃ ∆∞, which means
that the swap of the diameters within each M species
marginally affects the system. Thus, after the diame-
ter swaps, the system essentially remains in the original
basin. However, with decreasingM , all observables start
to deviate significantly from their large-M limits. As
M decreases, we find that eIS increases, QM → 0, and
∆M increases rapidly. These observations indicate that
at smaller M , the effect of the swap is so strong that
the original basin is destroyed, and the system moves to
another basin.
It is clear from these figures that a clear crossover oc-
curs between large and small M behaviors, which we
wish to use to determine M∗ quantitatively. However,
because M∗ describes a smooth crossover, it cannot be
defined unambiguously. From a careful analysis of all
these observables for all models, we conclude that ∆M is
the best quantity to determine M∗, because it appears
as the most sensitive measure of the change of basin. As
shown in Fig. 3(e), we determine M∗ as the intersection
of two power law regimes obeyed at large and small val-
ues. For the soft sphere model in Fig. 3(e), we obtain
M∗ ≃ 8.5 − 10 with a weak temperature dependence.
These values ofM∗ are also reported in the figures for eIS
and QM by the vertical dashed lines. It is clear that they
identify also very well the crossover behavior observed in
these two observables, even though their crossover be-
havior is less sharply defined.
In the right panels of Fig. 3, we show the results for the
additive hard sphere system with δ = 0.23. We observe a
behavior which is qualitatively similar to the soft sphere
model, and we determine that M∗ ≃ 9 − 10 using again
the M -dependence of ∆M in Fig. 3(f).
In addition, for hard spheres we can also compare these
results obtained with the “swap and quench” protocol, to
the “coarse graining and quench” protocol. The results
for the latter procedure are shown with open symbols in
Fig. 3. The excellent agreement between the two sets of
results is evident and this second protocol thus yields the
same values of M∗.
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FIG. 3. (a, b) Inherent structure energy eIS and volume 1/φJ. (c, d) Overlap QM . (e, f) Mean-squared displacements ∆M .
The results are for additive soft spheres (left panels) and additive hard spheres (right panels) with δ = 0.23. The vertical dashed
lines represents the M∗ values determined by the intersection of the two power law regimes in the mean-squared displacements
in (e, f). In addition to the “swap and quench” protocol with closed symbols, results for the “coarse-graining and quench”
protocol are also shown for hard spheres using open symbols.
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B. Results for M∗ and S∗mix
We have repeated the measurements shown in Fig. 3
for the five different numerical models considered in this
work. For each model, we obtainM∗ for a broad range of
deeply supercooled state points. Finally, using the simple
procedure shown in Fig. 1(b), we convert theseM∗-values
into an estimate of the effective mixing entropy S∗mix,
which we could then use to determine the configurational
entropy of these continuously polydisperse systems.
We compile all our results for M∗ and S∗mix as a func-
tion of 1/T (for soft potentials) and Z (for hard spheres)
in Fig. 4. The temperature and pressure scales are nor-
malized by the mode-coupling transition points, Tc and
Zc, in order to facilitate the comparison between differ-
ent glass-formers. As usual, Tc and Zc are determined
by a power-law fit of the relaxation times52,53. Notice
that all studied state points correspond to fluid states
thermalized well beyond the mode-coupling crossover.
We find that M∗ and hence S∗mix slightly decrease
with decreasing T or increasing Z, and this effect seems
more pronounced for the soft sphere models. Physically,
this reflects the fact that the basin becomes more ro-
bust against particle exchanges at lower T or higher Z.
This variation is a direct confirmation that M∗ repre-
sents a non-trivial characterization of the glassy states,
which needs to be numerically determined independently
for each state point, at least in principle.
In practice however, it is a very good approximation to
consider that the effective mixing entropy S∗mix of hard
spheres is essentially constant in the deeply supercooled
fluid. In addition, in the hard sphere systems the two
distinct protocols introduced above give quantitatively
consistent values, especially at large Z, which again con-
firms the robustness of our numerical approach.
Remarkably, the value of M∗ for the additive system
with δ = 0.176 is about 20% smaller than that of the
system with δ = 0.23, which may be rationalized by
the corresponding relative reduction of the polydisper-
sity (of about ≈ 23 %). Thus, our results appear in
agreement with the physical expectation that (M∗ − 1)
should be proportional to the polydispersity δ. We would
need more data at different polydispersities to confirm
this result quantitatively. However, a rough extrapola-
tion of these M∗ values towards smaller polydispersity
values, suggests that M∗ ≃ 4 − 5 for δ = 0.10 and
M∗ ≃ 2 − 3 for δ ≃ 0.05, whereas smaller polydisper-
sities should essentially be treated as mono-component
systems. We can also translate these findings into a crit-
ical value (1 + ǫ∗) ≃ 1.1 for the size ratio below which
two particles should be treated as having the same size.
Finally, we note that for the relatively polydisperse
systems that we study, the effective mixing entropies are
of order S∗mix/N ≃ 2.0. Given that the configurational
entropy is typically of order Sconf/N ≃ 1.0 near the on-
set of slow dynamics19,21, we conclude that an accurate
determination of the mixing entropy is indeed crucial to
properly estimate the configurational entropy.
V. DISCUSSION AND PERSPECTIVES
In this paper, we discussed the problems of the con-
ceptual definition and of the practical measurement of
the configurational entropy Sconf in glass-forming models
characterized by a polydisperse size distribution, inspired
by the physics of colloidal materials. We first noticed that
standard approaches to estimate the configurational en-
tropy fail in the case of a continuous polydispersity, pro-
viding either an infinite or an incorrect estimate of Sconf
depending on an arbitrary choice made regarding the
mixing entropy contribution. We then proposed a simple
method to compute a finite and physically-meaningful
configurational entropy Sconf in continuously polydis-
perse systems which relies on a treatment of the original
system as an effective M∗-component system, where M∗
is finite and has to be measured directly at each state
point. Finally, we performed numerical simulations of
five different glass-forming models and showed that our
approach provides meaningful results in all cases.
The key idea leading to a finite configurational entropy
for polydisperse systems is the distinction between con-
figurations (or their corresponding inherent structures) in
the phase space volume and states defined as free energy
minima. While the configurational entropy should be in-
terpreted or quantified as the (logarithm of the) number
of states, the inherent structure approaches instead quan-
tify the (logarithm of the) number of inherent structures
associated to configurations. While this may represent
a correct approximation in some specific instances, the
confusion between the two concepts has important conse-
quences for polydisperse mixtures, as the number of con-
figurations (and hence of inherent structures) diverges,
while the number of states does not. This conceptual
distinction has been discussed at length in the litera-
ture15,61, as the confusion between states and configu-
rations is at the root of several arguments suggesting the
impossibility of an ideal glass transition62–64. Therefore,
the case of polydisperse materials is one more instance
where this confusion may lead to paradoxical results.
We mentioned in the introduction the recently-
proposed alternative method to compute the configura-
tional entropy, based on the Franz-Parisi construction,
which relies on estimating the free energy difference be-
tween the fluid and glass states32,39. This method does
not suffer from a possible divergence in the mixing en-
tropy, because it does not involve estimating the entropy
of the fluid and glass states separately.
In fact, the conceptual difference between the stan-
dard approach (Sconf = Stot−Svib) and the Franz-Parisi
construction is easy to grasp from their practical imple-
mentations. Both approaches rely on performing thermo-
dynamic measurements on systems constrained to evolve
‘near’ a given reference configuration. When using the
Frenkel-Ladd method in the standard approach18,20,21,
the constraint is a set of harmonic springs connecting
each particle to reside close to its position in the reference
configuration. Instead, in the Franz-Parisi approach, one
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FIG. 4. Evolution of M∗ for two soft sphere systems (a) and three hard sphere systems (b). (c, d) show the corresponding
effective mixing entropy S∗mix. The horizontal axes are normalized by the mode-coupling transition points, Tc and Zc to facilitate
the comparison between the different models. In addition to the “swap and quench” protocol (closed symbols), results for the
“coarse-graining and quench” protocol (open symbols) are also shown for hard spheres.
constrains the collective density profile to reside close to
the one of the reference configuration. For the particular
case of polydisperse systems, the collective nature of this
constraint allows particle permutations in the glass state
which are then automatically taken into account with
their correct equilibrium weight. Note that the standard
definition of the overlap used in this approach does not
take into account the particle diameters. One could imag-
ine generalizing this definition to prevent particle permu-
tations between particles with very different diameters,
which would result in a different estimate of the configu-
rational entropy, suggesting that a more careful study of
the effect of size polydispersity within the Franz-Parisi
approach would be very valuable too. In order to use the
standard approach we have shown that it is necessary to
correct for the (incorrect) ‘self’ nature of the constraint
by estimating separately an effective mixing entropy con-
tribution, and we have proposed a simple method to do
so.
Because both methods provide distinct conceptual es-
timates of the configurational entropy, there is no rea-
son why they should yield identical absolute values of
Sconf in the supercooled liquid regime. In the presence of
a genuine ideal glass transition, however, both methods
should yield consistent results for its location. In Ref. 40,
we have computed the volume fraction dependence of the
absolute value of Sconf for the additive hard sphere sys-
tem with δ = 0.23 studied in the present work, using both
the present approach and the Franz-Parisi construction.
The results show that the agreement between the two
methods is good40.
Note that in experiment, the configurational entropy
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is obtained by integration of the heat capacity differ-
ence between the fluid and crystal states65, where it is
assumed that the vibrational (or glass) entropy is well
approximated by the entropy of the crystal66,67. The
reference point which sets the absolute value of the con-
figurational entropy is given by the entropy of fusion.
Therefore, traditional experimental measurements of the
configurational entropy do not suffer from the problem of
the mixing entropy, because the experimental procedure
does not require estimating the absolute entropy of any
state point. This experimental procedure could be ap-
plied to systems with continuous polydispersity, because
the experimental definition of the configurational entropy
simply requires a thermodynamic integration along an
equilibrium path. Of course, the drawback of this proce-
dure is that it is unclear whether the experimental pro-
tocol truly reflects the theoretical definition of a con-
figurational entropy related to the number of free en-
ergy minima. Therefore, for theoretical purposes we do
not wish to follow the experimental procedure to solve
the issue raised by polydispersity. Similarly, the experi-
mental path cannot be followed in computer simulations
where the properties of the equilibrium crystal are usu-
ally unknown, and thermodynamic integration across the
nonequilibrium glass transition would yield incorrect re-
sults. Therefore, it is numerically necessary to carefully
estimate the mixing entropy.
In this paper, we defined M discretized species by di-
viding the distribution f(σ) into equal intervals ∆σ =
(σmax − σmin)/M , such that each species occupies the
same fraction of the total volume for the specific distri-
bution shown in Fig. 1(a). However, one can expect that
non-uniform intervals ∆σm, could be applied to general
distributions f(σ). Whereas non-uniform intervals might
change the value of M∗ and functional form of S
(M)
mix , we
would expect that the resulting S∗mix does not depend
on the binning process as long as physically reasonable
discretizations producing relatively small M∗ values are
applied. Finding such reasonable non-uniform intervals
for general distributions f(σ) is an important topic for
future studies.
Our numerical protocol, which transforms a continu-
ously polydisperse system into an M∗-component sys-
tem, is also useful for more general theoretical inves-
tigations, since finite mixtures are theoretically more
tractable than continuously polydisperse systems18,43,68.
For example, theoretical computations of the thermody-
namics of the glass phase in (finite and discrete) multi-
components mixtures18,43 could more easily be applied
once M∗ is numerically determined. In the same vein, in
Ref. 68, the multi-components extension of the mode cou-
pling theory is compared with simulations of a continuous
polydisperse system with δ = 5.8%. The theory seems to
describe well simulation results regarding glassy dynam-
ical behaviors when M ≥ 3, which is in good agreement
with the estimate obtained in our work assuming that
(M∗ − 1) is proportional to δ. Our work in fact paves
the way for an analytical treatment of the glass thermo-
dynamics of continuously polydisperse particle systems.
Another interesting theoretical goal would be the analyt-
ical derivation of the critical size ratio (1+ ǫ∗) separating
the regime where particles should be treated as identi-
cal or as distinct, as this would allow a fully analytical
treatment of polydisperse materials. Recently, a start-
ing point for this direction has been developed46. When
applied to hard spheres, predictions could then be made
regarding the influence of the polydispersity on the jam-
ming transition, which is another topic of interest.
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