Abstract. We study the solutions of Hermitian positive de nite Toeplitz systems Ax = b by the preconditioned conjugate gradient method for three families of circulant preconditioners C. The convergence rates of these iterative methods depend on the spectrum of C ?1 A. For a Toeplitz matrix A with entries which are Fourier coe cients of a positive function f in the Wiener class, we establish the invertiblity of C, and that the spectrum of the preconditioned matrix C ?1 A clusters around one. We prove that if f is (l + 1)-times di erentiable, with l > 0, then the error after 2q conjugate gradient steps will decrease like ((q ? 1)!) ?2l . We also show that if C copies the central diagonals of A, then C minimizes jjC ? Ajj 1 and jjC ? Ajj 1 . Abbreviated Title. Hermitian Toeplitz Systems
Introduction.
In this paper we discuss the solutions to a class of Hermitian positive de nite Toeplitz systems Ax = b by the preconditioned conjugate gradient method. Direct methods that are based on the Levinson recursion formula are in constant use; see for instance, Levinson 10] and Trench 12] . For an n by n Toeplitz matrix A n , these methods require O(n 2 ) operations. Faster algorithms that require O(n log 2 n) operations have been developed, see Bitmead and Anderson 1] and Brent, Gustavson and Yun 2]. The stability properties of these direct methods for symmetric positive de nite matrices are discussed in Bunch 3] .
In 11], Strang proposed using preconditioned conjugate gradient method with circulant preconditioners for solving symmetric positive de nite Toeplitz systems. The number of operations per iteration is of order O(n log n) as circulant systems can be solved e ciently by the Fast Fourier Transform. R. Chan and Strang 4] then considered using a circulant preconditioner S n that is obtained by copying the central diagonals of A n and bringing them around to complete the circulant. In that paper, we proved that if the underlying generating function f, the Fourier coe cients of which give the entries of A n , is a positive function in the Wiener class, then for n su ciently large, S n and S ?1 n are uniformly bounded in the l 2 norm and that the eigenvalues of the preconditioned matrix S ?1 n A n cluster around 1. We note that f is an even function since the matrices A n are symmetric.
In this paper, we extend these results to Hermitian positive de nite Toeplitz systems. More precisely, we show in x2 that if the generating function f is a real-valued positive function in the Wiener class, then the spectrum of S ?1 n A n is clustered around 1. We remark that the proof given in R. Chan and Strang 4] cannot be readily generalized to cover this case. In fact, for Hermitian A n , the Hankel matrices H n=2 used in the proof in 4] are not Hermitian, and the Circulant-Toeplitz eigenvalue problem cannot be split into two similar Toeplitz-Hankel eigenvalue problems. In x3, we establish the superlinear convergence rate of the conjugate gradient method when applied to these preconditioned systems. In particular, we show that if f is (l+1)-times di erentiable, with l > 0, then the error after 2q conjugate gradient steps will decrease like ((q ? 1)!) ?2l .
In x4, we discuss other viable preconditioners for the same problem. We show that the preconditioned systems for these preconditioners also have clustered spectra around 1 for large n and that they all have the same asymptotic convergence rate. In x5, we show that the preconditioner that copies the central diagonals of A n is optimal in the sense that it minimizes jjC n ?A n jj 1 = jjC n ?A n jj 1 over all Hermitian circulant matrices C n . Finally, numerical results are given in x6.
2. The Spectrum of the Preconditioned Matrix. a k 0 k m; a k?n m < k < n; s ?k 0 < ?k < n: (2) For simplicity, we are assuming here and in the following that n = 2m + 1. The case where n = 2m can be treated similarly, and in that case, we de ne s m = (a m + a ?m )=2, see (17) below.
We will show that S ?1 n A n has a clustered spectrum. We rst note that Theorem 1. Suppose f is positive and is in the Wiener class. Then for large n, the circulants S n and S ?1 n are uniformly bounded in the l 2 norm. In fact, for large n, the spectrum (S n ) of S n satis es (S n ) f min ; f max ]: (
The proof of this Theorem is similar to the proof of Theorem 1 of R. Chan and Strang 4], and we therefore omit it.
Next we show that A n ? S n has a clustered spectrum: Theorem 2. Let Thus the spectrum of S ?1 n A n is clustered around one for large n.
Superlinear Convergence Rate.
It follows easily from the Corollary of the last section that the conjugate gradient method, when applied to the preconditioned system S ?1 n A n , converges superlinearly. More precisely, for all > 0, there exists a constant C( ) > 0 such that the error vector e q at the q-th iteration satis es jje q jj C( ) q jje 0 jj; (6) where jjxjj 2 Thus the number of iterations to achieve a xed accuracy remains bounded as the matrix order n is increased. Since each iteration requires O(n log n) operations using the Fast Fourier Transform, see Strang 11] , the work of solving the equation A n x = b to a given accuracy is c(f; )n log n, where c(f; ) is a constant that depends on f and only.
We note that if extra smoothness conditions are imposed on f, we can get a more precise bound on the convergence rate: ((q ? 1)!) 2l jje 0 jj; (7) for some constant c that depends on f and l only.
Proof: We remark that from the standard error analysis of the conjugate gradient method, we have jje q jj min Pq max jP q ( )j ] jje 0 jj; (8) where the minimum is taken over polynomials of degree q with constant term 1 and the maximum is taken over the spectrum of S ?1 n A n , or equivalently, the spectrum of S ? 1 2 n A n S ? 1 2 n , see for instance, Golub and van Loan 7] . In the following, we will try to estimate that minimum.
We rst note that the assumptions on f imply that 
As in Theorem 2, we write
where U (k) n is the matrix obtained from B n by replacing its (n?k) by (n?k) principal submatrix of B n by a zero matrix. Using the arguments in Theorem 2, cf (5) and (9), we see that rank(U 
Having obtained the bounds for k , we can now construct the polynomial that will give us a bound for (8 (14) for some constant c that depends only on f and l. This holds for all k in the inner interval between ? q?1 and + q?1 , where the remaining eigenvalues are. Equation (7) now follows directly from (8) and (14). 2 
Other Circulant Preconditioners.
The proof of Theorem 2 suggests that there are many other viable preconditioners that can give us the same asymptotic convergence rate. One example is given by the circulant matrix T n proposed by T. Chan 6] . It is obtained by averaging the corresponding diagonals of A n with the diagonals of A n being extended to length n by a wrap-around. More precisely, the entries t ij = t i?j of T n are given by t k = ( 1 n fka k?n + (n ? k)a k g 0 k < n; t ?k 0 < ?k < n;
where a n is taken to be 0. He proved that such T n minimizes the Frobenius norm jjT n ? A n jj F over all possible circulant matrices T n . The entries b ij = b i?j of T n ? A n are given by b k = ( k n (a k?n ? a k ) 0 k < n; b ?k
