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COMPATIBILITY OF QUANTUM MEASUREMENTS
AND INCLUSION CONSTANTS FOR THE MATRIX JEWEL
ANDREAS BLUHM AND ION NECHITA
Abstract. In this work, we establish the connection between the study of free spectrahedra and the
compatibility of quantum measurements with an arbitrary number of outcomes. This generalizes
previous results by the authors for measurements with two outcomes. Free spectrahedra arise
from matricial relaxations of linear matrix inequalities. A particular free spectrahedron which we
define in this work is the matrix jewel. We find that the compatibility of arbitrary measurements
corresponds to the inclusion of the matrix jewel into a free spectrahedron defined by the effect
operators of the measurements under study. We subsequently use this connection to bound the set
of (asymmetric) inclusion constants for the matrix jewel using results from quantum information
theory and symmetrization. The latter translate to new lower bounds on the compatibility of
quantum measurements. Among the techniques we employ are approximate quantum cloning and
mutually unbiased bases.
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1. Introduction
Given the solution set of a linear matrix inequality, the question often arises whether the unit
cube is contained in this set (see Section 1.5 of [HKMS19] and references therein). However, this
problem, which is known as the matrix cube problem, is known to be NP-hard [BTN02]. Fortu-
nately, there exists a tractable relaxation of this problem which checks inclusion of corresponding
free spectrahedra, which are matricial relaxations of the original sets [BTN02, HKM13]. To give
error bounds for this relaxation, it is necessary to know the following: if inclusion for the original
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2 ANDREAS BLUHM AND ION NECHITA
spectrahedra holds, how much do we have to shrink the smaller free spectrahedron such that in-
clusion also holds at the level of free spectrahedra? For the matrix cube, as well as for unit balls
of `p spaces and other highly symmetric convex sets, these inclusion constants have been recently
studied [HKMS19, DDOSS17, PSS18].
Recently, the authors have found that the inclusion constants for the free spectrahedral relaxation
of the `1-ball, the matrix diamond [DDOSS17], are relevant for the joint measurability of binary
quantum measurements [BN18]. The fact that not all observables can be measured at the same
time is one of the most remarkable properties of quantum mechanics, the observables of position
and momentum providing the best-known example of this behavior [Hei27, Boh28]. The notion of
joint measurability (or compatibility) has been introduced to capture this property of non-classical
theories (see [HMZ16] for a review). In this work, we model quantum measurements by Positive
Operator Valued Measures (POVMs), see [HZ11, Section 3.1]. POVMs are jointly measurable if
they arise as marginals from a common measurement. This property is of practical interest, since
only POVMs which are not jointly measurable can violate Bell inequalities [Fin82] or can be used
for some quantum information tasks [BCP+14].
The present work continues the line of research started in [BN18]. While the previous work
focused on measurements with only two outcomes, we establish here the connection between the
joint measurability of POVMs with an arbitrary number of outcomes and the inclusion of the
matrix jewel. The matrix jewel is a free spectrahedron which generalizes the matrix diamond and
is introduced in this work. We can subsequently use this connection to translate results on joint
measurability into bounds on the inclusion constants for the matrix jewel. Some of the techniques
used involve approximate cloning of quantum states and mutually unbiased bases. Moreover, we
compare the matrix jewel to more symmetric free spectrahedra such as the matrix diamond to
obtain lower bounds on the inclusion constants of the matrix jewel. These translate to new bounds
on the compatibility of quantum measurements.
We also introduce the notion of incompatibility witnesses, which are tuples of self-adjoint matrices
that allow, in a simple way, to show that some POVMs are not compatible (the terminology is
borrowed from entanglement theory).
The paper is organized as follows. After presenting informally our main results in Section 2, we
recall in Section 3 some facts from (matricial) convexity theory and quantum information theory;
we also introduce at that point two new operations on free spectrahedra, the Cartesian product and
the direct sum. Sections 4 and 5 are the core of the paper: we introduce the matrix jewel and we
relate its inclusion properties to compatibility of POVMs. In Section 6, we use several results from
quantum information theory and symmetrization to give lower and upper bounds on the inclusion
sets of the matrix jewel. In Sections 8 and 9 we develop the theory of incompatibility witnesses.
The final section contains a review of our main contributions, as well as some open questions and
future research directions.
2. Main results
In this section, we will review the main results of the present work. It is a follow-up paper on the
work undertaken in [BN18]. We continue investigating the connection between free spectrahedral
inclusion problems and joint measurability of quantum effects.
Quantum measurements are identified with positive operator valued measures (POVMs). Those
are k-tuples of positive semidefinite matrices of fixed dimension which sum to the identity. Here, k is
the number of measurement outcomes the quantum measurement has. Given a g-tuple of POVMs
E(1), . . . , E(g), where the i-th POVM has ki outcomes, we can ask the question whether these
POVMs are jointly measurable. Joint measurability means that there is a joint POVM
{
Gi1,...,ig
}
with ij ∈ [kj ] from which the POVMs E(j) arise as marginals. Although not all measurements
in quantum theory are compatible, they can be made compatible if we add a sufficient amount of
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noise. In this work, we focus on balanced noise, i.e. the elements of the j-th POVM become
(1) E˜
(j)
i = sjE
(j)
i + (1− sj)
1
kj
I,
where sj ∈ [0, 1]. This means, that with probability sj we measure the original POVM E(j) whereas
with probability 1−sj , we output a measurement outcome uniformly at random, independent of the
system under study. The set of g-tuples s with the property that, for any g-tuple of d-dimensional
POVMs E(j) with kj outcomes, the noisy POVMs E˜
(j) from (1) are compatible, will be written as
Γ(g, d, (k1, . . . , kg)), and will be called the balanced compatibility region.
A free spectrahedron is a special type of matrix convex set which arises as matricial relaxation
of an ordinary linear matrix inequality. The free spectrahedron DA for the self-adjoint matrix g-
tuple A is the set of self-adjoint matrix g-tuples X of arbitrary dimension which fulfill the matrix
inequality
g∑
i=1
Ai ⊗Xi ≤ I.
For scalar X, we recover the solution set DA(1) of the linear matrix inequality defined by A. The
free spectrahedral inclusion problem is to determine for which s ∈ Rg+ the implication
(2) DA(1) ⊆ DB(1) =⇒ s · DA ⊆ DB
is true. We will be interested in the case where the object on the left hand side is the matrix jewel.
Consider the free spectrahedron given by the diagonal matrices diag[vj ], j ∈ [k − 1], where
vj(ε) = −2
k
+ 2δε,j ∀ε ∈ [k].
We call this spectrahedron the matrix jewel base Du,k. The matrix jewel Du,(k1,...,kg) is then the
direct sum of the Du,ki . We define the direct sum of free spectrahedra arising from polytopes as
the maximal spectrahedron which has the direct sum of these polytopes at the scalar level. The
matrix jewel is a generalization of the matrix diamond introduced in [DDOSS17] and considered
in relation to quantum effect compatibility in [BN18]. We are interested in the vectors of the form
s = (s
×(k1−1)
1 , . . . , s
×(kg−1)
g ) for which the implication in Equation (2) is true for DA = Du,(k1,...,kg)
and any self-adjoint tuple B on the right hand side; we are using the notation
(s
×(k1−1)
1 , . . . , s
×(kg−1)
g ) := (s1, . . . , s1︸ ︷︷ ︸
k1−1 times
, . . . , sg, . . . , sg︸ ︷︷ ︸
kg−1 times
).
We call the set of these vectors the inclusion set for the matrix jewel ∆(g, d, (k1, . . . , kg))
The main contribution of this work is then the connection of the free spectrahedral inclusion
problem to the problem of joint measurability. In Theorem 5.2 we find
Theorem. For a fixed matrix dimension d, consider g tuples of self-adjoint matrices E(i) ∈
(Msad )ki−1, ki ∈ N, i ∈ [g]. Define E(i)ki := Id − E
(i)
1 . . .− E(i)ki−1, set k = (k1, . . . , kg), and write
DE := D(2E(1)− 2
k1
I,...,2E(g)− 2
kg
I)
=
∞⊔
n=1
X ∈ (Msan )∑gi=1(ki−1) :
g∑
i=1
ki−1∑
j=1
(
2E
(i)
j −
2
ki
I
)
⊗Xi,j ≤ Idn
 .
Then
(1) Du,k(1) ⊆ DE(1) if and only if
{
E
(i)
1 , . . . , E
(i)
ki
}
, i ∈ [g] are POVMs.
(2) Du,k ⊆ DE if and only if
{
E
(i)
1 , . . . , E
(i)
ki
}
, i ∈ [g] are jointly measurable POVMs.
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(3) Du,k(l) ⊆ DE(l) for l ∈ [d] if and only if for any isometry V : Cl ↪→ Cd, the tuples{
V ∗E(i)1 V, . . . , V
∗E(i)ki V
}
, i ∈ [g] are jointly measurable POVMs.
This extends [BN18, Theorem V.3] from binary measurements to measurements with ki outcomes
each. We find that the different levels of spectrahedral inclusion correspond to different degrees of
joint measurability. Furthermore, we show in Theorem 5.3 that the balanced compatibility region
and the inclusion set for the matrix jewel can be identified; again, this is a generalization of [BN18,
Theorem V.7] for an arbitrary number of outcomes.
Theorem. Let d, g ∈ N and (k1, . . . , kg) ∈ Ng. Then,
Γ(g, d, (k1, . . . , kg)) = ∆(g, d, (k1, . . . , kg)).
This identification allows to use results on one set to characterize the other. In [BN18], we mostly
adapted results from the study of free spectrahedral inclusion to characterize the balanced com-
patibility region in quantum information theory. This was possible, since the matrix diamond (the
matrix jewel for ki = 2 for all i) is a highly symmetric object and has already been studied in the
literature. The matrix jewel does not have these symmetries and has not been studied in the alge-
braic convexity literature. Therefore, we adapt results from quantum information theory in Section
6, which we subsequently use in Section 10 to give upper and lower bounds on ∆(g, d, (k1, . . . , kg)).
The lower bounds come from asymmetric approximate cloning of quantum states and from two
different symmetrization procedures. The latter yield new lower bounds on the balanced compat-
ibility region of quantum measurements. General upper bounds can be imported from the case
of binary POVMs, since more outcomes shrink the compatibility regions and therefore also the
corresponding inclusion sets. For the case of ki = d and g not too large, we get better bounds from
the study of measurements arising from mutually unbiased bases (MUBs).
We also introduce in this paper the notion of incompatibility witnesses, both in the case of binary
POVMs (Section 8) and general POVMs (Section 9). As in the case of compatibility conditions,
the theory in the binary case is simpler and the corresponding free spectrahedra have already been
studied extensively in the mathematical literature. For these reasons, let us focus here on binary
POVMs.
A g-tuple of self-adjoint matrices X ∈ (Msan )g is called an incompatibility witness if X is an
element of the matrix diamond D♦,g, i.e. if
∑g
i=1 εiXi ≤ In for all sign vectors ε ∈ {±1}g. An
incompatibility witness X can certify that g given effects are incompatible: If the matrix inequality
g∑
i=1
(2Ei − Id)⊗Xi ≤ Idn
does not hold, the effects E1, . . . , Eg are incompatible. There is a strong connection between in-
compatibility witnesses and the matrix cube (arguably the most studied class of free spectrahedra):
X is an incompatibility witness if and only if D,g(1) ⊆ DX(1). Using the inclusion constants for
the (complex) matrix cube, one can obtain tractable relaxations for the two equivalent conditions
above (which otherwise require checking an exponential number of matrix inequalities).
3. Preliminaries
This section contains some facts from (algebraic) convexity and quantum information theory
which will be needed in the following sections. The material here is for the most part well known,
with the exception of Section 3.3.
3.1. Convex analysis. Before we move on to the main topic of this section, let us fix some basic
notation. We will often write [n] := { 1, . . . , n } for brevity, where n ∈ N. Furthermore, we will use
Rg+ := { x ∈ Rg : xi ≥ 0 ∀i ∈ [g] }, where g ∈ N. Let n, m ∈ N. Then, Mn,m is the set of complex
n ×m matrices and we will write just Mn if m = n. For the self-adjoint matrices, we will write
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Msan . By U(d) we will denote the unitary d× d matrices. Moreover, we will write In ∈Mn for the
identity matrix, where we will often omit the subscript if the dimension is clear from the context.
The operator system generated by the g-tuple A ∈ (Msad )g is defined as
OSA := span { Id, Ai : i ∈ [g] } .
Furthermore, we will often write for such g-tuples 2A− I := (2A1− Id, . . . , 2Ag− Id) and V ∗AV :=
(V ∗A1V, . . . , V ∗AgV ) with V ∈Md,k, k ∈ N.
We start with two standard objects in convex analysis, polytopes and polyhedra (c.f. [Bar02,
Definition I.2.2]).
Definition 3.1. The convex hull of a finite set of points in Rd, d ∈ N, is called a polytope. Let
c1, . . . , cm be vectors in Rd and let α1, . . . , αm ∈ R. The set
P :=
{
x ∈ Rd : 〈ci, x〉 ≤ αi ∀i ∈ [m]
}
is called a polyhedron.
By the Weyl-Minkowski theorem, a convex subset of Rd is a polytope if and only if it is a bounded
polyhedron [Bar02, Corollary II.4.3]. We will need the following lemma, which follows easily from
convexity:
Lemma 3.2 ([Bar02, Section IV.1]). Let P = conv({ v1, . . . vm }) ⊂ Rd, m ∈ N. Then, its polar
dual can be written as P◦ = { x ∈ Rd : 〈vi, x〉 ≤ 1 ∀i ∈ [m] }.
There are several ways of constructing new convex sets from a collection of given ones. One way
is the Cartesian product:
Definition 3.3. Let P1 ⊆ Rk1, P2 ⊆ Rk2 be two convex sets. Then, their Cartesian product is
P1 × P2 :=
{
(x, y) ∈ Rk1+k2 : x ∈ P1, y ∈ P2
}
.
Another one is the direct sum:
Definition 3.4. Let P1 ⊆ Rk1, P2 ⊆ Rk2 be two convex sets. Then, their direct sum is
P1 ⊕ P2 := conv
({
(x, 0) ∈ Rk1+k2 : x ∈ P1
}
∪
{
(0, y) ∈ Rk1+k2 : y ∈ P2
})
.
Remark 3.5. In particular, the above definition shows that the direct sum of two polytopes is again
a polytope, because it is the convex hull of their respective extreme points embedded into a higher
dimensional space.
We can find a useful expression for the direct sum of two polytopes in terms of the Cartesian
product and taking polars. We include a short proof for convenience.
Lemma 3.6 ([Bre97, Lemma 2.4]). Let P1 ⊆ Rk1, P2 ⊆ Rk2 be two polytopes and such that 0 ∈ P1,
P2. Then,
P1 ⊕ P2 = (P◦1 × P◦2 )◦.
Proof. Using Lemma 3.2, we may write
(P1 ⊕ P2)◦ =
{
(x1, x2) ∈ Rk1 × Rk2 : 〈pi, xi〉 ≤ 1 ∀pi ∈ Pi, i ∈ [2]
}
.
Comparing this with the definition of P◦i , we find that (P1 ⊕ P2)◦ = P◦1 × P◦2 . As the Pi are
polytopes, they are compact and thus also P1 ⊕P2 is compact. As this set furthermore contains 0
by assumption, an application of the Bipolar Theorem [Bar02, Theorem IV.1.2] yields the claim. 
Later, we shall need the following result on the faces of the Cartesian product.
Lemma 3.7 ([Bre97, Lemma 2.3]). Let P1 ⊆ Rk1, P2 ⊆ Rk2 be two polytopes. Then, the l-
dimensional faces of P1 × P2, for 0 ≤ l ≤ k1 + k2 are the F1 × F2, where Fi is a ji-dimensional
face of Pi and j1 + j2 = l.
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3.2. Free spectrahedra. In this section, we will review some basic results from the theory of free
spectrahedra. The theory we will need for this work can be found in [HKM13, HKMS19, DDOSS17].
Let A ∈ (Msad )g be a g-tuple of self-adjoint matrices. The free spectrahedron at level n defined
by A is the set
DA(n) :=
{
X ∈ (Msan )g :
g∑
i=1
Ai ⊗Xi ≤ Ind
}
.
The free spectrahedron corresponding to A is then the union of all these levels, i.e.
DA :=
⊔
n∈N
DA(n).
Let C ⊆ Rg be a convex set. In general, there are many free spectrahedra DA with DA(1) = C. If
C is a polyhedron with 0 in its interior, we can find a maximal such free spectrahedron [DDOSS17,
Definition 4.1]:
Wmax(C)(n) :=(3) {
X ∈ (Msan )g :
g∑
i=1
ciXi ≤ αI, ∀ c ∈ Rg,∀α ∈ R s.t. C ⊆ { x ∈ Rg : 〈c, x〉 ≤ α }
}
.
Note that Wmax(C)(1) = C, as claimed above.
Remark 3.8. It is clear that the above is indeed a free spectrahedron, since polyhedra are defined
as the intersection of finitely many hyperplanes (see Definition 3.1). The defining matrices can
thus be chosen diagonal and of finite dimension. The fact that 0 is an interior point guarantees
that we can always choose α = 1.
Remark 3.9. The definition above can be used to define matrix convex sets for any convex set
C. If C is not a polyhedron or 0 not in the interior, however, the corresponding Wmax(C) is not
necessarily a free spectrahedron. See [DDOSS17] for details.
In this work, we will be concerned with inclusion constants, i.e. constants for which the implica-
tion
DA(1) ⊆ DB(1) =⇒ s · DA ⊆ DB
holds, where A, B are both g-tuples of self-adjoint matrices. Here, the (asymmetrically) scaled free
spectrahedron is
s · DA := { (s1X1, . . . , sgXg) : X ∈ DA } .
Definition 3.10. Let D ∈ N and DA be the free spectrahedron defined by A := (A(1), . . . , A(g)),
where A(j) ∈ (MsaD )kj−1, kj ∈ N, j ∈ [g]. Let k = (k1, . . . , kg). The inclusion set is defined as
∆DA(g, d,k) :={
s ∈ Rg+ : ∀B ∈ (Msad )
∑g
i=1(ki−1), DA(1) ⊆ DB(1) =⇒ (s×(k1−1)1 , . . . , s×(kg−1)g ) · DA ⊆ DB
}
.
If DA is the matrix jewel Du,k in Definition 4.1, we will write ∆ instead of ∆DA.
This definition generalizes [BN18, Definition IV.1], which is recovered for k = (2, . . . , 2). Note
that the (ki−1)-tuples in the inclusion sets are scaled in the same way inside each group, where the
size of the groups are determined by the vector k. By the same argument as in [BN18, Proposition
IV.3], these sets are convex.
The inclusion of free spectrahedra can be related to positivity properties of the map between the
matrices defining them. Let A ∈ (MsaD )g and B ∈ (Msad )g. Let Φ : OSA →Md be the unital map
defined by
Φ : Ai 7→ Bi ∀i ∈ [g].
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The following theorem has been proven in [HKM13, Theorem 3.5] for real matrices. See [BN18,
Lemma IV.4] for a very similar proof in the complex case.
Lemma 3.11. Let A ∈ (MsaD )g and B ∈ (Msad )g. Furthermore, let DA(1) be bounded. Then,
DA(n) ⊆ DB(n) holds if and only if Φ as given above is n-positive. In particular, DA ⊆ DB if and
only if Φ is completely positive.
3.3. The direct sum of free spectrahedra. In this section we introduce the operation of direct
sum for free spectrahedra and relate it to the direct sum of polytopes. We derive some simple
properties of this construction which will be used later in the paper. Here, we will identify Rd with
the diagonal d× d matrices with real entries.
Definition 3.12. Let A ∈ (M sad1 )k1, B ∈ (M sad2 )k2 be tuples of self-adjoint matrices.The direct sum
of the corresponding free spectrahedra is defined as follows:
DA⊕ˆDB(n) :=
X ∈ (Msan )k1+k2 :
k1∑
i=1
(Ai ⊗ Id2)⊗Xi +
k2∑
j=1
(Id1 ⊗Bj)⊗Xk1+j ≤ Id1d2n
 .
The following proposition shows that the above operation is indeed defined on free spectrahedra
and not on tuples of self-adjoint matrices.
Proposition 3.13. Let A ∈ (M sad1 )k1, B ∈ (M sad2 )k2, A˜ ∈ (M sad′1 )
k1 and B˜ ∈ (M sad′2 )
k2 be tuples of
self-adjoint matrices such that DA = DA˜ and DB = DB˜. Furthermore, let DA(1) and DB(1) be
bounded. Then,
DA⊕ˆDB = DA˜⊕ˆDB˜.
Proof. By Lemma 3.11, there exists a bijective map Φ : OSA → OSA˜ such that Φ(Ai) = A˜i for
all i ∈ [k1] which is unital and completely positive. In the same vein, there exists a bijective map
Ψ : OSB → OSB˜ with Ψ(Bi) = B˜i for all i ∈ [k2] which is also unital and completely positive. Let
A = span { Id1d2 , Ai ⊗ Id2 , Id1 ⊗Bj : i ∈ [k1], j ∈ [k2] }
be the operator system corresponding to DA⊕ˆDB and A˜ the same set with A˜i, B˜j , d′1 and d′2. Then,
Φ ⊗ Ψ : A → A˜ is a unital completely positive map (this can be seen by extending Φ and Ψ to
the full matrix algebras by Arveson’s extension theorem, taking the tensor product and restricting
again) which is bijective. Thus, another application of Lemma 3.11 yields the assertion. 
Remark 3.14. It is not clear whether the above proposition is still true without the assumption
that DA(1) and DB(1) are bounded. So in this case, strictly speaking, we define the operation on
tuples of self-adjoint matrices. However, in this work, all relevant spectrahedra will be bounded.
The following result connects the definition of the direct sum at the level of free spectrahedra
with the usual definition for convex sets, Definition 3.4.
Lemma 3.15. Let P1, P2 be two polytopes such that 0 ∈ int(Pi), i ∈ [2]. Then Wmax(P1 ⊕ P2) =
Wmax(P1)⊕ˆWmax(P2).
Proof. By a refined version of the Weyl-Minkowski theorem, [Bar02, Lemma VI.1.5], there exist
c
(i)
s ∈ Rki , α(i)s ∈ R such that
Pi =
{
x ∈ Rki : 〈c(i)s , x〉 ≤ α(i)s ∀s ∈ [mi]
}
,
where mi ∈ N. Furthermore, F (i)s =
{
pi ∈ Pi : 〈c(i)s , pi〉 = α(i)s
}
are the facets of Pi. By assump-
tion, 0 ∈ int(Pi), and thus α(i)s > 0. Therefore, we can write
Pi =
 x ∈ Rki :
ki∑
j=1
xjP
(i)
j ≤ Imi
 = { x ∈ Rki : 〈h(i)s , x〉 ≤ 1 ∀s ∈ [mi] } ,
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where h
(i)
s = c
(i)
s /α
(i)
s and P
(i)
j ∈ Rmi such that P (i)j (s) = h(i)s (j). Combining Lemma 3.7 and the
fact that facets of a polytope correspond to extreme points of its polar [Bar02, Theorem VI.1.3],
we find that the extreme points of P◦1 ×P◦2 are (h(1)s1 , h(2)s2 ), si ∈ [mi], i ∈ [2]. Using Lemma 3.6 and
Lemma 3.2, we obtain
P1 ⊕ P2 =
{
(x1, x2) ∈ Rk1 × Rk2 : 〈(h(1)s1 , h(2)s2 ), (x1, x2)〉 ≤ 1 ∀si ∈ [mi], i = 1, 2
}
.
Thus, we find that the (h
(1)
s1 , h
(2)
s2 ) are the hyperplanes defining P1 ⊕ P2. Moreover, we can again
write this in spectrahedral form,
P1 ⊕ P2 =
 x ∈ Rk1+k2 :
k1+k2∑
j=1
xjQj ≤ Im1m2
 .
Here, Qj ∈ Rm1m2 , where Qj(s1, s2) := (h(1)s1 , h(2)s2 )j . Hence, by the definition of the maximal
spectrahedron,
Wmax(P1 ⊕ P2)(n) =
X ∈ (Msan )k1+k2 :
k1+k2∑
j=1
Qj ⊗Xj ≤ Inm1m2
 .
Evaluating the expression for the Qj further, we infer
Qj(s1, s2) =
{
h
(1)
s1 (j) = P
(1)
j (s1) 1 ≤ j ≤ k1
h
(2)
s2 (j − k1) = P (2)j−k1(s2) k1 + 1 ≤ j ≤ k1 + k2
=
{
(P
(1)
j ⊗ Ik2)(s1, s2) 1 ≤ j ≤ k1
(Ik1 ⊗ P (2)j−k1)(s1, s2) k1 + 1 ≤ j ≤ k1 + k2
.
This proves the assertion. 
Remark 3.16. The assumption 0 ∈ int(P) is needed to ensure that the polytope P can be written
as a linear matrix inequality.
The next result shows that level-1 inclusion of the direct sum of two polytopes into a spec-
trahedron amounts to individual inclusion of each polytope into the corresponding part of the
spectrahedron.
Lemma 3.17. Let A(i) ∈ (Msad )ki, ki ∈ N, i = 1, 2 be two tuples of matrices and Pj ⊂ Rkj , j = 1, 2
two polytopes. Then,
P1 ⊕ P2 ⊆ D(A(1),A(2))(1) ⇐⇒ Pi ⊆ DA(i)(1) i = 1, 2.
Proof. Let
{
w
(i)
j
}mi
j=1
⊂ Rki be the set of extreme points of Pi with mi ∈ N. Then, the set of
extreme points of P1⊕P2 is
{
(w
(1)
j1
, 0), (0, w
(2)
j2
) : ji ∈ [mi], i = 1, 2
}
. This can easily be seen from
the definition. Since the inclusion of polytopes can be checked at the extreme points, the assertion
follows. 
In a similar fashion, one can define the Cartesian product of two free spectrahedra as
(4)
(DA×ˆDB)(n) :=
X ∈ (Msan )k1+k2 :
k1∑
i=1
(Ai ⊕ 0d2)⊗Xi +
k2∑
j=1
(0d1 ⊕Bj)⊗Xk1+j ≤ I(d1+d2)n
 .
It is easy to check that, at level n = 1,
(DA×ˆDB)(1) = DA(1)×DB(1).
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3.4. Quantum information theory. We will conclude this section with a short review of some
concepts from quantum information theory which we will use. For an introduction to the mathe-
matics of quantum mechanics, see e.g. [HZ11] or [Wat18]. A quantum mechanical system is given
as a state ρ ∈ S(H). Here, H is the Hilbert space of the system and
S(H) := { ρ ∈ B(H) : ρ ≥ 0, tr[ρ] = 1 } .
In the present work, we will only deal with finite-dimensional Hilbert spaces. A state is pure if it
has rank one. Valid transformations between quantum systems are given in terms of completely
positive maps. Let H, K be two Hilbert spaces and T : B(H)→ B(K) be a linear map. This map
is k-positive if the map T ⊗ Idk : B(H)⊗Mk → B(K)⊗Mk is positive for k ∈ N. It is completely
positive if T is k-positive for all k ∈ N. For T to be a quantum channel, we require additionally
that the map is trace preserving.
Quantum mechanical measurements are described using effect operators, i.e.
Effd := { E ∈Msad : 0 ≤ E ≤ I } .
A measurement then corresponds to a positive operator valued measure (POVM). Let Σ be the set
of measurement outcomes, which we assume to be finite for simplicity. The corresponding POVM
is then a set of effects { Ei }i∈Σ, Ei ∈ Effd for all i ∈ Σ, such that∑
i∈Σ
Ei = Id.
Since the actual measurement outcomes are not important for us, we will write Σ = [m] for some
m ∈ N.
The main concept for the rest of this work is the notion of joint measurability. A collection of
POVMs is jointly measurable if they arise as marginals from a joint POVM (see [HMZ16] for an
introduction).
Definition 3.18 (Jointly measurable POVMs). Let
{
E
(j)
i
}
i∈[mj ]
be a collection of d-dimensional
POVMs, where mj ∈ N for all j ∈ [g], g ∈ N. The POVMs are jointly measurable (often also
called compatible) if there is a d-dimensional joint POVM
{
Ri1,...,ig
}
with ij ∈ [mj ] such that for
all u ∈ [g] and v ∈ [mu],
E(u)v =
∑
ij∈[mj ]
j∈[g]\{ u }
Ri1,...,iu−1,v,iu+1,...ig .
There is an equivalent definition of joint measurability [HMZ16, Equation 16], formulated in
terms of post-processing, which will sometimes be useful. Measurements are compatible if and only
if they arise through post-processing from a common measurement.
Lemma 3.19. Let E(j) ∈ (M sad )kj , j ∈ [g], be a collection of POVMs. These POVMs are jointly
measurable if and only if there is some m ∈ N and a POVM M ∈ (M sad )m such that
E
(j)
i =
m∑
x=1
pj(i|x)Mx
for all i ∈ [kj ], j ∈ [g] and some conditional probabilities pj(i|x).
Not all measurements in quantum mechanics are compatible, but they can be made compatible
if we add enough noise. By adding noise we mean taking the convex combination of a POVM and
a trivial measurement, i.e a POVM in which all effects are proportional to the identity. These
are called trivial, because they do not depend on the state of the system. With this idea, we can
define several compatibility regions, i.e. sets of noise parameters for which any collection of a fixed
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number of measurements in fixed dimension and with a fixed number outcomes is compatible. For
the first such set, we restrict to balanced noise.
Definition 3.20. Let k ∈ Ng, d, g ∈ N. Then, we call
Γ(g, d,k) :=
{
s ∈ [0, 1]g : sjE(j) + (1− sj)I/kj compatible ∀ POVMs E(j) ∈ (M sad )kj
}
the balanced compatibility region for g POVMs in d dimensions with kj outcomes, j ∈ [g].
Sometimes it is desirable that the noise is linear in the effect operators. Such noise arises in the
framework of quantum steering [UMG14, HKR15].
Definition 3.21. Let k ∈ Ng, d, g ∈ N. Then, we call
Γlin(g, d,k) :=
{
s ∈ [0, 1]g : sjE(j) + (1− sj)
tr
[
E(j)
]
d
I compatible ∀ POVMs E(j) ∈ (M sad )kj
}
the linear compatibility region for g POVMs in d dimensions with kj outcomes, j ∈ [g].
Let us prove a lemma which shows that coarse graining, i.e. grouping several outcomes together,
does not destroy joint measurability.
Lemma 3.22. Let E(j) ∈ (M sad )k
′
j , k′j ∈ N, j ∈ [g], be a collection of jointly measurable POVMs.
Then, also E(j), j ∈ [g] \ { l } and E˜(l) are jointly measurable, where
E˜(l) = (E
(l)
1 , . . . , E
(l)
kl
, E
(l)
kl+1
+ . . .+ E
(l)
k′l
)
and l ∈ [g], kl ∈ N, kl ≤ k′l.
Proof. Let Gi1,...,ig , ij ∈ k′j , j ∈ [g] be a joint POVM for the E(j). Then, we can define a new
POVM as
G˜i1,...,ig =
{
Gi1,...,ig il ≤ kl∑k′l
j=kl+1
Gi1,...,il−1,j,il+1,...,ig il = kl + 1
.
Note that on the left hand side, ij ∈ k′j for j ∈ [g] \ { l } and il ∈ [kl + 1]. It can easily be verified
that this POVM is a joint POVM for the E(j) (with j 6= l) and E˜(l). 
Proposition 3.23. Consider two g-tuples of integers k,k′ such that k′ ≥ k (coordinatewise,
i.e. k′i ≥ ki, ∀i ∈ [g]). Let # ∈ { ∅, lin }. Then,
Γ#(g, d,k′) ⊆ Γ#(g, d,k).
Proof. Fix s ∈ Γ(g, d,k′). Let furthermore E(j) ∈ (M sad )kj , j ∈ [g] be a collection of POVMs. Let
E˜(j) ∈ (M sad )k
′
j be the POVM which is equal to E(j) in the first kj entries and 0 for the rest. Then,
the sjE˜
(j) + (1− sj)I/k′j are jointly measurable. Let
F (j) =
(
sjE˜
(j)
1 + (1− sj)I/k′j , . . . , sjE˜(j)kj + (1− sj)I/k′j , (1− sj)
k′j − kj
k′j
I
)
.
An iterative application of Lemma 3.22 shows that also the F (j) are jointly measurable. Let
i = (i1, . . . , ig) ∈ [k1 + 1]× . . .× [kg + 1]. Define
pj(l|i) =

1 ij = l and l ≤ kj
1
kj
ij = kj + 1 and l ≤ kj
0 l > kj
.
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These are conditional probabilities and it holds that∑
i∈×gj=1[kj+1]
pj(l|i)Gi =
∑
i∈×gj=1[kj+1]
ij=l
Gi +
1
kj
∑
i∈×gj=1[kj+1]
ij=kj+1
Gi
= sjE
(j)
l + (1− sj)
I
k′j
+
1
kj
k′j − kj
k′j
(1− sj)I
= sjE
(j)
l + (1− sj)
I
kj
.
From Lemma 3.19, it follows that s ∈ Γ(g, d,k). The assertion for Γlin follows directly from
extending the POVMs by zeroes. 
The following proposition generalizes [BN18, Proposition III.4(6)].
Proposition 3.24. Let k ∈ Ng. Furthermore, let kmax = maxj∈[g] kj. Then,
Γlin(g, kmaxd, k
×g
max) ⊆ Γ(g, d,k).
Proof. From Proposition 3.23, it follows that
Γ(g, d, k×gmax) ⊆ Γ(g, d,k),
so it is enough to prove
Γlin(g, kmaxd, k
×g
max) ⊆ Γ(g, d, k×gmax).
Pick g POVMs E(j) of dimension d and with kmax outcomes each, j ∈ [g]. Let
F
(j)
i = E
(j)
i ⊕ E(j)i+1 ⊕ . . .⊕ E(j)i+(kmax−1) ∀i ∈ [kmax],∀j ∈ [g].
Above, we are considering the addition operation modulo kmax. Clearly, F
(j)
i ≥ 0 and
∑kmax
i=1 F
(j)
i =
Idkmax for any j ∈ [g], so the F (j) again are POVMs. Let s ∈ Γlin(g, kmaxd, k×gmax). Then, the sjF (j)+
(1−sj)Ikmaxd/kmax are jointly measurable POVMs, because tr
[
F
(j)
i
]
/(kmaxd) = 1/kmax. Applying
an isometry onto the first block of the direct sum ascertains that the sjE
(j) + (1− sj)Id/kmax are
jointly measurable as well. Since the POVMs we picked were arbitrary, the assertion follows. 
4. The matrix jewel
In the following, we identify the subalgebra of d× d diagonal matrices with Cd.
Definition 4.1 (Matrix jewel). Consider the vectors v
(k)
1 , . . . , v
(k)
k−1 ∈ Ck defined as
v
(k)
j (ε) := −
2
k
+ 2δε,j , ∀j ∈ [k − 1], ∀ε ∈ [k].
The free spectrahedron defined by
Du,k(n) :=
X ∈ (Msan )k−1 :
k−1∑
j=1
v
(k)
j ⊗Xj ≤ Ikn
 .
is called the matrix jewel base. For a g-tuple of non-negative integers k = (k1, . . . , kg), we define
the matrix jewel Du,k to be the free spectrahedron
Du,k := Du,k1⊕ˆDu,k2⊕ˆ · · · ⊕ˆDu,kg ,
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where the direct sum operation ⊕ˆ for free spectrahedra was introduced in Section 3.3. In other
words, we have
(5)
Du,k(n) =
X ∈ (Msan )∑gi=1(ki−1) :
g∑
i=1
ki−1∑
j=1
[
I⊗(i−1) ⊗ v(ki)j ⊗ I⊗(g−i)
]
⊗Xi,j ≤ I(∏gs=1 ki)n
 .
Remark 4.2. The matrix jewel is the maximal matrix convex set (in the sense of [DDOSS17,
Section 4], see also Equation (3)) built on top of the direct sum of simplices
Du,k1(1)⊕Du,k2(1)⊕ · · · ⊕ Du,kg(1).
At level one, the matrix jewel base is isomorphic to a simplex, for which we can identify the
extremal points.
Lemma 4.3. The extremal points of the jewel base Du,k(1) ⊆ Rk−1 are
x
(k)
i := −k/2ei, for i ∈ [k − 1]
x
(k)
k := k/2( 1, . . . , 1︸ ︷︷ ︸
k−1 times
),
where ei are the elements of the standard orthonormal basis in Rk−1.
Proof. Since Du,k(1) is a polyhedron and since the hyperplanes (v1(ε), . . . vk−1(ε))kε=1 are such that
each k − 1 of them linearly span Rk−1, [Bar02, Theorem II.4.2] implies that it is enough to check
whether each point as above fulfills k − 1 of the above constraints with equality (there is no point
which fulfills all constraints with equality). We verify for fixed ε ∈ [k]:
k−1∑
j=1
vj(ε)(−k/2ei)j = 1− kδε,i, i ∈ [k − 1],
and
k−1∑
j=1
vj(ε)k/2(1, . . . , 1)j = 1− kδε,k,
which proves the claim. 
At level 1, the matrix jewel base is, for k = 2, the segment [−1, 1] ⊆ R. We display in Figure 1 the
sets Du,k(1), for k = 3, 4. The notion of matrix jewel generalizes the matrix diamond introduced
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
Figure 1. The spectrahedron level of the matrix jewel base Du,k(1), for k = 3, 4.
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in [DDOSS17]; indeed, with the notation of [BN18], the matrix diamond of size g is given by
D♦,g = Du,(2, . . . , 2︸ ︷︷ ︸
g times
) =
⊕̂g
i=1
Du,2.
In Figure 2, we print the first level of the matrix jewel, for vectors k equal to, respectively, (2, 2),
(2, 2, 2), and (2, 3).
-1.0 -0.5 0.0 0.5 1.0-1.0
-0.5
0.0
0.5
1.0
Figure 2. The spectrahedron level of the matrix jewels Du,(2,2)(1), Du,(2,2,2)(1),
and Du,(2,3)(1). The first two are in fact the matrix diamonds D♦,2(1) and D♦,3(1)
from [BN18] (a square and an octahedron), while the last polyhedron is new.
5. The matrix jewel and joint measurability of POVMs
In this section, we establish an equivalence between the inclusion of the matrix jewel in a spec-
trahedron defined by a tuple of POVMs and the joint measurability of the POVMs. The inclusion
at different levels will correspond to different notions of joint measurability. Our first result relates
the inclusion of the matrix jewel base, at level 1, to the definition of a POVM.
Proposition 5.1. Let E ∈ (Msad )k−1. Then, { E1, . . . , Ek−1, I − E1 − . . .− Ek−1 } is a POVM if
and only if
Du,k(1) ⊆ D2E− 2
k
I(1).
Proof. Since the left hand side is a polytope, we only need to check the assertion on the extremal
points x
(k)
j from Lemma 4.3. We have
−k
2
ei ∈ D2E− 2
k
I(1) ⇐⇒ −
k
2
(2Ei − 2
k
I) ≤ I ⇐⇒ Ei ≥ 0
and
k
2
(1, . . . , 1) ∈ D2E− 2
k
I(1) ⇐⇒
k
2
k−1∑
i=1
(2Ei − 2
k
I) ≤ I ⇐⇒
k−1∑
i=1
Ei ≤ I.
This proves the assertion. 
The following theorem is one of our main results, connecting joint measurability of arbitrary
POVMs to the inclusion of the matrix jewel. It is a generalization of [BN18, Theorem V.3] from
the case of g binary (i.e. 2-outcome) POVMs to general POVMs (with an arbitrary number of
outcomes).
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Theorem 5.2. For a fixed matrix dimension d, consider g tuples of self-adjoint matrices E(i) ∈
(Msad )ki−1, ki ∈ N, i ∈ [g]. Define E(i)ki := Id − E
(i)
1 . . .− E(i)ki−1, set k = (k1, . . . , kg), and write
DE := D(2E(1)− 2
k1
I,...,2E(g)− 2
kg
I)
=
∞⊔
n=1
X ∈ (Msan )∑gi=1(ki−1) :
g∑
i=1
ki−1∑
j=1
(
2E
(i)
j −
2
ki
I
)
⊗Xi,j ≤ Idn
 .
Then
(1) Du,k(1) ⊆ DE(1) if and only if
{
E
(i)
1 , . . . , E
(i)
ki
}
, i ∈ [g] are POVMs.
(2) Du,k ⊆ DE if and only if
{
E
(i)
1 , . . . , E
(i)
ki
}
, i ∈ [g] are jointly measurable POVMs.
(3) Du,k(l) ⊆ DE(l) for l ∈ [d] if and only if for any isometry V : Cl ↪→ Cd, the tuples{
V ∗E(i)1 V, . . . , V
∗E(i)ki V
}
, i ∈ [g] are jointly measurable POVMs.
Proof. Since Du,ki(1) is a polytope for all i ∈ [g] and Du,ki =Wmax(Du,ki(1)), the first assertion
follows from Lemmas 3.15 and 3.17 together with Proposition 5.1.
For the second assertion, let us define, for i ∈ [g] and j ∈ [ki − 1],
w
(i)
j := I ⊗ · · · ⊗ I︸ ︷︷ ︸
i−1 times
⊗v(ki)j ⊗ I ⊗ · · · ⊗ I︸ ︷︷ ︸
g−i times
.
Here, the v
(ki)
j are (identified with) the diagonal matrices appearing in Definition 4.1, with the
appropriate matrix dimension (ki in the formula above). The free spectrahedral inclusion holds if
and only if the unital map Φ : OS{
w
(i)
j
}
i∈[g],j∈[ki−1]
→Md, defined as
Φ : w
(i)
j 7→ 2E(i)j −
2
ki
I ∀i ∈ [g], ∀j ∈ [ki − 1],
is completely positive, since Du,k(1) is a polytope and therefore bounded. By Arveson’s extension
theorem Φ is completely positive if and only if there is a completely positive extension Φ˜ : Ck1···kg →
Md of Φ. As Ck1···kg is a commutative matrix subalgebra, Φ˜ is completely positive if and only if it
is positive. Thus, it suffices to check the existence of a positive extension Φ˜, which we will do now.
Let ε ∈ [k] := ×gi=1[ki]. Then,
(6) w
(i)
j (ε) = −
2
ki
+ 2δε(i),j .
Let gη ∈ Ck1···kg , η ∈ [k] such that gη(ε) = δε,η. These vectors form a basis of Ck1···kg . Hence, we
can rewrite Equation (6) as
w
(i)
j (ε) = −
2
ki
∑
η∈[k]
gη(ε) + 2
∑
η∈[k]
η(i)=j
gη(ε).
Let Gη := Φ˜(gη). The map Φ˜ is positive if and only if Gη ≥ 0 for all η ∈ [k]. By the definition
of Φ˜ and its unitality, we obtain
− 2
ki
I + 2
∑
η∈[k]
η(i)=j
Gη = 2E
(i)
j −
2
ki
I ∀i ∈ [g],∀j ∈ [ki − 1].
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Thus, there exist a positive extension Φ˜ if and only if there exist {Gη }η∈[k] such that
Gη ≥ 0 ∀η ∈ [k]
I =
∑
η∈[k]
Gη
E
(i)
j =
∑
η∈[k]
η(i)=j
Gη ∀i ∈ [g], ∀j ∈ [ki − 1].
This is equivalent to the Gη being a joint POVM for the
{
E
(i)
1 . . . E
(i)
ki
}
, since the above conditions
also imply
E
(i)
ki
= I −
ki−1∑
j=1
E
(i)
j =
∑
η∈[k]
Gη −
ki−1∑
j=1
∑
η∈[k]
η(i)=j
Gη =
∑
η∈[k]
η(i)=ki
Gη ∀i ∈ [g].
Finally, the third claim follows from the second one, using the standard argument in [BN18,
Lemma V.2 and Corollary IV.6]. 
The correspondence in the theorem above also extends to the level of balanced compatibility
regions / inclusion sets. The theorem below corresponds to [BN18, Theorem V.7] and is a general-
ization of the latter from binary POVMs to POVMs with an arbitrary number of outcomes.
Theorem 5.3. Let d, g ∈ N and k ∈ Ng. Then,
Γ(g, d,k) = ∆(g, d,k).
Proof. Let s ∈ Rg+. It holds that s ∈ Γ(g, d,k) if and only if sjE(j) + (1 − sj)Id/kj , j ∈ [g] are
jointly measurable for any d-dimensional POVMs with kj outcomes for the j-th POVM. Let DE
be as in Theorem 5.2. We find that
(s
×(k1−1)
1 , . . . , s
×(kg−1)
g ) · Du,k ⊆ DE ⇐⇒ Du,k ⊆ D(2s1E(1)− 2s1k1 I,...,2sgE(g)−
2sg
kg
I)
⇐⇒ Du,k ⊆ D(2F (1)− 2
k1
I,...,2F (g)− 2
kg
I),
where F
(j)
i = sjE
(j)
i + (1 − sj) 1kj Id and i ∈ [kj − 1], j ∈ [g]. Hence, it follows from Theorem 5.2
that s ∈ Γ(g, d,k) if and only if the implication
Du,k(1) ⊆ DE(1) =⇒
(
s
×(k1−1)
1 , . . . , s
×(kg−1)
g
)
· Du,k ⊆ DE
is true for all E = (2E(1) − 2k1 I, . . . , 2E(g) − 2kg I). Moreover, A 7→ 2A − (2/k)I is a bijective map
on Msad for fixed k ∈ N. Thus, s ∈ Γ(g, d,k) is equivalent to s ∈ ∆(g, d,k). 
6. Compatibility results from quantum information theory
Having established in the previous section the close relation between the compatibility and inclu-
sion sets, we gather next results from quantum information theory which provide upper and lower
bounds on the sets Γ. Such bounds translate immediately, via Theorem 5.3, to the corresponding
bounds for the sets ∆; we postpone this analysis until Section 10.
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6.1. Upper bounds from MUBs. Mutually unbiased bases (MUBs) yield natural examples of
POVMs which are very far from being compatible [WF89]. Recall that, in Cd, a collection of g
orthonormal bases
{
ψ
(j)
i
}d
i=1
, j ∈ [g], is called mutually unbiased if
|〈ψ(j)i , ψ(v)u 〉|2 =
1
d
for j 6= v and any i, u ∈ [d]. Let E(j)i = ψ(j)i (ψ(j)i )∗ be the corresponding effect operators. In the
case where we construct one MUB from another one by applying a Fourier transform, i.e.
ψ
(2)
k =
1√
d
d∑
l=1
e2pii
lk
d ψ
(1)
l
we will call these two MUBs canonically conjugated.
The maximal number of MUBs in dimension d is d + 1 and it is known that this bound is
attained if d = pr for a prime number p and r ∈ N [WF89]. Apart from that, very few examples are
known, see [DEBZ˙10] for a review. From [CHT12], we have the following results on two canonically
conjugated MUBs:
Proposition 6.1 ([CHT12, Proposition 5, Example 1 and Proposition 6]). Let E(1) and E(2) be
the effect operators corresponding to two canonically conjugated MUBs. Then, λE(1) + (1− λ)I/d
and µE(2) + (1− µ)I/d are jointly measurable if and only if
µ ≤ 1
d
[(d− 2)(1− λ) + 2
√
(1− d)λ2 + (d− 2)λ+ 1]
(equivalently, we can exchange λ and µ). Another equivalent form is that the above POVMs are
jointly measurable if and only if
µ+ λ ≤ 1 or λ2 + µ2 + 2(d− 2)
d
(1− µ)(1− λ) ≤ 1.
In particular, for µ = λ, this simplifies to
λ ≤ 1
2
(
1 +
1
1 +
√
d
)
.
For more than two MUBs, there is a necessary criterion which generalizes the above in the
symmetric case.
Proposition 6.2 ([DSFB18, Equation 10]). Let λE(j) + (1− λ)I/d, j ∈ [g] be jointly measurable.
Then, it holds that
λ ≤
√
d+ g
g(
√
d+ 1)
.
There is a different approach to finding necessary conditions for joint measurability developed
by H. Zhu. While it is not restricted to MUBs, in seems to work best for these objects. We recall
Zhu’s incompatibility criterion [Zhu15, ZHC16]. Define, for any matrix A with tr[A] 6= 0,
G(A) := |A
◦〉〈A◦|
tr[A]
∈Msad2 ,
where A◦ = A− tr[A]I/d and |A◦〉 is a vectorization of A◦. For a POVM E, we define
G({ Ei }i∈[k]) =
k∑
i=1
G(Ei).
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Proposition 6.3 ([Zhu15, Equations (10,11)]). Let E(j), j ∈ [g] be a collection of compatible
POVMs in Md. Then,
1 + min
{
tr[H] : H ≥ G(E(j)), ∀j ∈ [g]
}
≤ d.
If we are interested in the case of g MUBs, we obtain the following necessary criterion, which
appears in [ZHC16]. We will provide a proof for convenience.
Proposition 6.4. Let
{
ψ
(j)
i
}d
i=1
, j ∈ [g] be a collection of MUBs with corresponding POVMs
E(j). If λjE
(j) + (1− λj)I/d are compatible for λj ∈ [0, 1], then
g∑
j=1
λ2j ≤ 1.
Proof. A straightforward calculation shows that tr
[
(E
(j)
i )
◦(E(v)u )◦
]
= 0 if and only if
tr
[
E
(j)
i E
(v)
u
]
=
tr
[
E
(j)
i
]
tr
[
E
(v)
u
]
d
.
The latter condition is fulfilled by the MUBs for j 6= v. Hence, the G(E(j)) are pairwise orthogonal
and the same holds for G(E˜(j)), where E˜(j)i = λjE(j)i + (1− λj)I/d, λj ∈ [0, 1]. This implies that
H ≥
g∑
j=1
G(E˜(j))
in Proposition 6.3. Therefore,
d− 1 ≥
g∑
j=1
d∑
i=1
tr
[
G(E˜(j)i )
]
=
g∑
j=1
d∑
i=1
λ2j tr
[
G(E(j)i )
]
= d
d− 1
d
g∑
j=1
λ2j .
This proves the claim. 
6.2. Lower bounds from cloning. In this section, we will review some results on asymmetric
cloning, which will then translate into lower bounds on the inclusion sets for the matrix jewel. See
[BN18, Section VI] for a more detailed discussion. Let us define the set of allowed parameters
arising from cloning:
Γclone(g, d) :=
{
s ∈ [0, 1]g : ∃T :M⊗gd →Md unital and completely positive linear map s.t.(7)
∀X ∈Md, ∀i ∈ [g], T
(
I⊗(i−1) ⊗X ⊗ I⊗(n−i)
)
= siX + (1− si)tr[X]
d
I
}
.
A cloning map C is a quantum channel from Md to M⊗gd which maps all pure states σ as close
as possible to σ⊗g. Often, the worst case single copy fidelity Fi is used to quantify the error with
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respect to a perfect cloning device (which is impossible to implement). Here,
Fi(C) := inf
ψ∈S(H) pure
tr
[
C(ψ)I⊗(i−1) ⊗ ψ ⊗ I⊗(g−i)
]
, ∀i ∈ [g].
The following proposition clarifies the connection between asymmetric cloning and our definition
of Γclone(g, d), by showing that, without any loss in single copy fidelities, any cloning map can be
assumed to have depolarizing marginals. It uses ideas which can be found in [Wer98] (see also
[Has17]).
Proposition 6.5. Let C :Md →M⊗gd be a quantum channel with Fi(C) = ηi ∀i ∈ [g]. Then, there
is a channel C˜ :Md →M⊗gd such that
tr
[
C˜(ψ)I⊗(i−1) ⊗ ψ ⊗ I⊗(n−i)
]
= νi ≥ ηi ∀ψ ∈ S(Cd) pure,∀i ∈ [g].
Moreover, C˜ can be chosen such that
C˜i(A) = tric [C˜(A)] = λiA+ (1− λi)tr[A]
d
Id ∀A ∈Md.
Here, λi = (dνi− 1)/(d− 1) ∈ [0, 1] ∀i ∈ [g] and tric [·] denotes the partial trace over all systems but
the i-th one.
Proof. We claim that we can choose C˜ as a symmetrized version of C, i.e.
C˜(A) =
∫
U(d)
(U⊗g)C(U∗AU)(U⊗g)∗dµ(U) A ∈Md.
Here, µ is the normalized Haar measure on the unitary group. The marginals of this map are
C˜i(A) =
∫
U(d)
tric [(U
⊗g)C(U∗AU)(U⊗g)∗]dµ(U)
=
∫
U(d)
UCi(U∗AU)U∗dµ(U) ∀A ∈Md,
where we have written Ci(A) := tric [C(A)]. We observe furthermore that for any V ∈ U(d) and
A ∈Md,
V C˜i(A)V ∗ = V
∫
U(d)
UCi(U∗AU)U∗dµ(U)V ∗
=
∫
U(d)
WCi(W ∗V AV ∗W )W ∗dµ(W )
= C˜i(V AV ∗),
where we have used left-invariance of the Haar measure in the second line. Thus,
(8) V C˜i(·)V ∗ = C˜i(V · V ∗).
Let us compute the single copy fidelities.
tr
[
C˜(ψ)I⊗(i−1) ⊗ ψ ⊗ I⊗(n−i)
]
=
∫
U(d)
tr
[
C(U∗ψU)I⊗(i−1) ⊗ U∗ψU ⊗ I⊗(n−i)
]
dµ(U)
≥
∫
U(d)
ηidµ(U) = ηi.
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Here, we have used that U∗ψU is a pure state and that the Haar measure is positive. This shows
the first assertion. Let us now prove the third assertion. Let τ0i be the Choi matrix of C˜i, i.e.
τ0i = (Idd ⊗ C˜i)(Ω), where Ω is the maximally entangled state
Ω :=
1
d
d∑
i,j=1
(ei ⊗ ei)(ej ⊗ ej)∗
and { ei }di=1 is an orthonormal basis of Cd. Let V ∈ U(d). Then,
(V ⊗ V )τ0i(V ⊗ V )∗ = (Idd ⊗ C˜i)((V ⊗ V )Ω(V ⊗ V )∗)
= (Idd ⊗ C˜i)(Ω) = τ0i
where we have used Equation (8) and the well-known trick (A ⊗ Id)Ω = (Id ⊗ AT )Ω for any
A ∈ Md. The above invariance implies that τ0i is an isotropic state and is therefore of the form
[Key02, Section 3.1.3]
τ0i = (1− λi) 1
d2
Id2 + λiΩ.
By the Choi-Jamio lkowski isomorphism, this is equivalent to
C˜i(A) = λiA+ (1− λi)tr[A]
d
Id ∀A ∈Md.
With this expression, we can explicitly compute the single copy fidelities
tr
[
C˜(ψ)I⊗(i−1) ⊗ ψ ⊗ I⊗(n−i)
]
= tr
[
C˜i(ψ)ψ
]
= λi +
1− λi
d
.
This proves the second assertion as well as the expression for λi in terms of νi. 
Therefore, we can now use T = C˜∗ in Equation (7), which shows that Γclone(g, d) indeed arises
from optimal asymmetric cloning. The exact form of Γclone(g, d) has been computed in [Kay16,
SC´HM14], using different methods. To obtain the theorem below from [Kay16], one needs to
perform the necessary transform from νi to λi.
Theorem 6.6 ([Kay16, Theorem 1, Section 2.3]). For any g,d ≥ 2
Γclone(g, d) =
{
s ∈ [0, 1]g : (g + d− 1)
[
g − d2 + d+ (d2 − 1)
g∑
i=1
si
]
≤
(
g∑
i=1
√
si(d2 − 1) + 1
)2 .
In particular, for s1 = . . . = sg, the maximal value is
smax =
g + d
g(d+ 1)
.
In the symmetric case, the optimal cloning map is unique [Wer98, Key02]. The following propo-
sition shows that cloning gives indeed a lower bound on the balanced compatibility region.
Proposition 6.7. Let g, d ∈ N and k ∈ Ng and kmax = maxj∈[g] kj. Then, it holds that
Γclone(g, kmaxd) ⊆ Γ(g, d,k).
Proof. Using
Gi1,...,ig = T
(
E
(1)
i1
⊗ . . .⊗ E(g)ig
)
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as a joint POVM, where T is the map from Equation (7), it is clear that
(9) Γclone(g,D) ⊆ Γlin(g,D,k), ∀k ∈ Ng, ∀D ∈ N.
The assertion follows then by Proposition 3.24. 
Remark 6.8. Note that the left hand side of Equation (9) is independent of k, since the cloning map
is designed to clone states, not measurements, such that we can perform any kind of measurement
on the approximate clones.
7. Lower bounds from symmetrization
In this section, we give lower bounds on ∆(g, d,k) by considering its inclusion inside more
symmetric spectrahedra. We start with a single point.
Theorem 7.1. Let g, d ∈ N, kj ∈ N, k = (k1, . . . , kg). Then,
1
2d
(
1
k1 − 1 , . . . ,
1
kg − 1
)
∈ ∆(g, d,k).
Proof. We consider a symmetrization of the matrix jewel, which we denote as
DSu,k :=Wmax(conv{−Du,k(1) ∪ Du,k(1)}).
Since the matrix jewel is a polytope on the first level, DSu,k is indeed a free spectrahedron. It
holds that
Du,k ⊆ DSu,k,
since the inclusion holds at level 1 and DSu,k is a maximal spectrahedron (see also [DDOSS17,
Remark 4.2]). Let λ ∈ [0, 1]g be such that
λ · DSu,k(1) ⊆ Du,k(1).
Then, for any B ∈ (Msad )
∑g
j=1(kj−1), the implication
Du,k(1) ⊆ DB(1) =⇒
1
2d
λ · DSu,k ⊆ DB
holds by [BN18, Proposition VII.2], which generalizes [HKMS19, Theorem 1.4] to the complex
setting. We can apply this result to the asymmetrically scaled spectrahedron, since λ · DA(n) ⊆
DB(n) if and only if DA(n) ⊆ Dλ·B(n) for any free spectrahedra DA, DB and any n ∈ N. Therefore,
λ/(2d) ∈ ∆(g, d,k). We only need to find the largest valid λ. As can be seen from comparing
the extreme points, the symmetrization carries through the direct sum construction of the matrix
jewel,
DSu,k(1) =
g⊕
i=1
conv{−Du,ki(1) ∪ Du,ki(1)}.
We note that X ∈ DA if and only if X ∈ DA⊗I , which are the elements appearing as summands in
the direct sum of free spectrahedra. By Lemma 3.17, the conditions on λ reduce to
λiconv{−Du,ki(1) ∪ Du,ki(1)} ⊆ Du,ki(1)
for each i ∈ [k]. We see that λi = 1/(ki − 1) is a valid choice, since Du,ki(1) has extreme
points −ki/2ej , j ∈ [ki − 1] and ki/2(1, . . . , 1) by Lemma 4.3. Therefore, −ki/2(1, . . . , 1) and
ki/2ej ∈ (ki − 1)Du,ki(1) for all j ∈ [ki − 1]. 
Furthermore, we can approximate the matrix jewel by sets for which we know the inclusion
constants. A convenient choice for such a set is the matrix diamond. A similar idea has been used
in [Pas18, Section 2].
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Theorem 7.2. Let g, d ∈ N, kj ∈ N, k = (k1, . . . , kg). Then,(
1
(k1 − 1)2 , . . . ,
1
(kg − 1)2
)
·∆
(
g, d, 2×
∑g
i=1(ki−1)
)
⊆ ∆(g, d,k).
In particular, (
1
(k1 − 1)2 , . . . ,
1
(kg − 1)2
)
·QC∑g
i=1(ki−1) ⊆ ∆(g, d,k).
Proof. We observe that
Du,ki(1) ⊆
ki(ki − 1)
2
· D,ki−1(1).
This follows from the computation of the `1 norms of the extremal points of the jewel base found
in Lemma 4.3. Moreover, the matrix diamond is the maximal spectrahedron for the `1-ball. Thus,
together with Lemma 3.17,
Du,k ⊆
(
k1(k1 − 1)
2
, . . . ,
kg(kg − 1)
2
)
· D,∑gi=1(ki−1)
(see again [DDOSS17, Remark 4.2]). Furthermore, we need to find the largest λi ≥ 0 for i ∈ [g]
such that
λi · D,ki−1(1) ⊆ Du,ki(1).
The extreme point of the matrix diamond are ±ej for j ∈ [ki − 1]. It holds that ±λiej ⊆ Du,ki(1)
if and only if
±λiej ∈
[
−ki
2
,
1
ki − 1
ki
2
]
.
This follows directly from Lemma 4.3. Thus, λi ≤ ki/(2(ki − 1)). From Lemma 3.17, we infer that(
k1
2(k1 − 1) , . . . ,
kg
2(kg − 1)
)
· D,∑gj=1(kj−1)(1) ⊆ Du,k(1).
Let B ∈ (Msad )
∑g
j=1(kj−1). Now, by the previous reasoning, the implication(
k1
2(k1 − 1) , . . . ,
kg
2(kg − 1)
)
· D,∑gj=1(kj−1)(1) ⊆ Du,k(1) ⊆ DB(1) =⇒(
s1
1
(k1 − 1)2 , . . . , sg
1
(kg − 1)2
)
· Du,k ⊆
(
s1
k1
2(k1 − 1) , . . . , sg
kg
2(kg − 1)
)
· D,∑gj=1(kj−1) ⊆ DB
holds for all s ∈ ∆(g, d, 2×
∑g
j=1(kj−1)). As B was arbitrary, this proves the first assertion. The
second follows from [BN18, Theorem VII.7], which adapts results from [PSS18]. 
8. Incompatibility witnesses and the matrix cube
In this section we introduce the notion of incompatibility witnesses in the case of tuples of binary
POVMs. The case of general POVMs will be treated in the next section. We would like to point
out that a related notion was recently introduced by A. Jencˇova´ in [Jen18]; see also [CHT18] for
yet another notion of incompatibility witness.
Let us start with a simple calculation motivating the new definition. Recall from [BN18, Theorem
V.3] (or from Theorem 5.2) that a g quantum effects E1, . . . , Eg ∈ Md are compatible if and only
if for all elements of the matrix diamond X ∈ D♦,g, it holds that
(10)
g∑
i=1
(2Ei − Id)⊗Xi ≤ Idn.
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Recall that for a g-tuple (X1, . . . , Xg) ∈ Msan to be an element of the matrix diamond, it needs to
satisfy the following conditions:
∀ε ∈ {±1}g,
g∑
i=1
εiXi ≤ In.
Let us now show, by a simple and direct computation, why compatible effects E1, . . . , Eg must
satisfy condition (10), for any choice of X as above. We write, for a joint POVM G,
g∑
i=1
(2Ei − Id)⊗Xi =
g∑
i=1
 ∑
η∈{0,1}g
ηi=0
Gη −
∑
η∈{0,1}g
ηi=1
Gη
⊗Xi
=
g∑
i=1
∑
η∈{0,1}g
(−1)ηiGη ⊗Xi
=
∑
η∈{0,1}g
Gη ⊗
[
g∑
i=1
(−1)ηiXi
]
≤
∑
η∈{0,1}g
Gη ⊗ In
= Idn.
The computation above justifies the following definition.
Definition 8.1. A g-tuple of self-adjoint matrices X ∈ (Msan )g is called an incompatibility witness
if one of the following equivalent conditions holds:
(1) X is an element of the matrix diamond D♦,g
(2) for all sign vectors ε ∈ {±1}g, ∑gi=1 εiXi ≤ In
(3) for all sign vectors ε ∈ {±1}g, ‖∑gi=1 εiXi‖∞ ≤ 1.
We can now restate the second claims in [BN18, Theorem V.3] and Theorem 5.2 (applied to
binary POVMs) as follows.
Proposition 8.2. A set of d-dimensional quantum effects (E1, . . . , Eg) is jointly measurable if and
only if, for any incompatibility witness X, condition (10) holds. Moreover, one can restrict the size
of the incompatibility witness to be d.
Deciding whether a g-tuple of operators is an incompatibility witness requires to check 2g matrix
inequalities of size n, a task which is computationally intractable for large g. We relate this
question to another free spectrahedral inclusion problem, that of the complex matrix cube. Recall
from [HKMS19] that the matrix cube is the free spectrahedron
D,g :=
∞⊔
n=1
{X ∈ (Msan )g : ‖Xi‖∞ ≤ 1, ∀i ∈ [g]}
=
∞⊔
n=1
{
X ∈ (Msan )g :
g∑
i=1
ci ⊗Xi ≤ I2gn
}
,
where the vectors c1, . . . cg ∈ C2g are given by
ci = (ei,−ei).
We have the following result.
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Proposition 8.3. A g-tuple X ∈ (Msad )g is an incompatibility witness if and only if D,g(1) ⊆
DX(1). Moreover, we have
(11) D,g ⊆ DX =⇒ D,g(1) ⊆ DX(1) =⇒ ϑCg,dD,g ⊆ DX ,
where ϑCg,d are the symmetric inclusion constants for the complex matrix cube.
Proof. The convex set inclusion D,g(1) ⊆ DX(1) can be checked at the level of extremal points of
the cube D,g(1), which are the 2g sign vectors ε ∈ {±1}g. The resulting conditions are precisely the
ones from Definition 8.1. Equation (11) follows from the definition of the inclusion constants. 
Remark 8.4. The inclusion constants ϑCg,d above are the maximal elements s ∈ ∆D,g(g, d, 2×g)
such that s1 = . . . = sg. They are known to possess a dimension independent lower bound, g
−1/2 ≤
ϑCg,d [PSS18, Section 6], which is known to be tight for d large enough.
Remark 8.5. The chain of implications (11) suggests an efficient numerical procedure to deter-
mine, up to some precision, whether a given g-tuple of self-adjoint operators is an incompatibility
witness. This is because the first and the last free spectrahedral inclusions can be formulated as an
SDP, as follows:
maximize s
subject to ∃Φ : C2g →Md unital, completely positive
sΦ(ci) = Xi ∀i ∈ [g].
If the value s∗ of the SDP above is such that s∗ ≥ 1, we conclude that the first inclusion in (11)
holds, so X is an incompatibility witness. On the other hand, if the optimal value is such that
s∗ < ϑCg,d, we conclude that X is not an incompatibility witness. However, if s
∗ ∈ [ϑCg,d, 1), we
cannot conclude anything. Finally, let us point out that the SDP above has 3g + 1 constraints
of size d, hence it is more tractable than the original brute-force condition, requiring 2g matrix
inequalities.
We end this section with an example of an application of the theory of incompatibility witnesses.
We shall prove that the upper bound derived in [ULMH16] for the amount of noise needed to make
a g-tuple of “planar” qubit POVMs jointly measurable can also be understood in the framework of
incompatibility witnesses.
Recall that a planar qubit POVM is a binary qubit POVM with effects which depend on only
two Pauli operators (we choose σX and σY below). In the case of planar qubit POVMs defined by
vectors in the complex plane with angles in arithmetic progression, we have the following result.
Lemma 8.6. Let X = (X1, . . . , Xg) where Xj are planar qubit observables
(12) Xj = cos(jpi/g)σX + sin(jpi/g)σY , j ∈ [g].
Then, λX is a incompatibility witness if and only if |λ| ≤ sin(pi/(2g)).
Proof. Let ε ∈ {±1}g. The condition ‖∑j εjλXj‖∞ ≤ 1 reduces in this case, using the Bloch ball
picture, to
|λ|
∥∥∥∥∥∥
 g∑
j=1
εj cos(jpi/g),
g∑
j=1
εj sin(jpi/g)
∥∥∥∥∥∥
2
≤ 1 ⇐⇒ |λ|
∣∣∣∣∣∣
g∑
j=1
εjω
j
∣∣∣∣∣∣ ≤ 1,
where ω = exp(2pii/(2g)) is a 2g-th root of unity. Note that choosing ε ≡ 1 gives
1 ≥ |λ|
∣∣∣∣∣∣
g∑
j=1
ωj
∣∣∣∣∣∣ = 2|λ||1− ω| = |λ|sin(pi/(2g)) ,
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proving one direction of the conclusion. For the other direction, note that −ωj = ωg+j , hence the
signed sum of roots of unity corresponds to a sum of a subset of size g of 2g-roots of unity. The
conclusion will follow from the following claim, proving that any optimizer must be a rotation of
the ε ≡ 1 case.
Claim. The maximization problem
max
J⊆[2g]
∣∣∣∣∣∣
∑
j∈J
ωj
∣∣∣∣∣∣
is attained for a subset J0 with cardinality g and such that the set {ωj}j∈J0 is contained in some
half-plane of C = R2. Furthermore, if j ∈ J0, then j+ g 6∈ J0 (the sums are considered modulo 2g).
Indeed, let J be any maximizer, and let s :=
∑
j∈J ω
j . We show that {ωj}j∈J lies in the half-
plane {z ∈ R2 : 〈s, z〉 ≥ 0}. We will use the following fact: For two non-zero vectors a, b in
a real Hilbert space, 〈a, b〉 ≥ 0 implies |a + b| > |a|. Assume that there is some j ∈ J with
〈s, ωj〉 < 0. If g + j /∈ J , replacing j with g + j (taken cyclically) would increase the modulus
of the sum, contradicting maximality. This is true, because the sum s′ after replacement can be
written s′ = s − 2ωj and 〈s,−ωj〉 > 0. Then |s′| > s by the fact above. If g + j ∈ J , the two
contributions cancel, and we can consider J ′ = J \ {j, g + j} and iterate. So, there is no j ∈ J
such that 〈s, ωj〉 < 0. Conversely, if j ∈ [2g] such that 〈s, ωj〉 ≥ 0, then j ∈ J . If this was not the
case, we would have |s+ ωj | > |s| which contradicts maximality. Hence, |J | ≥ g. Assume |J | > g.
Then, there is an l ∈ J such that also g + l ∈ J . By the above, this implies −〈s, ωl〉 ≥ 0 and thus
|s− ωl| > |s|. Removing l from J would thus increase the modulus, contradicting maximality.
The above claim implies that
∑
j∈J0 ω
j = ωk
∑
j∈[g] ωj for some k ∈ [2g], as there are no more
than g + 1 consecutive ωj in a half-space. This proves the assertion since |ωk| = 1. 
Proposition 8.7. Let g be a fixed positive integer, and consider the quantum effects
Ej =
1
2
(I2 + tjXj), j ∈ [g],
for some tj ∈ [0, 1], where Xj have been defined in (12). If the above effects are jointly measurable,
then
g∑
j=1
tj ≤ 1
sin(pi/(2g))
.
Proof. From the previous lemma, we know that sin(pi/(2g))X is an incompatibility witness, hence
so is sin(pi/(2g))X>
sin(pi/(2g))
g∑
j=1
tjXj ⊗X>j ≤ I4.
Let Ω = 1/2
∑2
i,j=1(ei⊗ ei)(ej ⊗ ej)∗ be the maximally entangled state, where { e1, e2 } is the basis
of C2 with respect to which we transpose. By taking the Hilbert-Schmidt inner product of the
previous inequality with Ω, we obtain
sin(pi/(2g))
g∑
j=1
tj ≤ 1,
proving the claim. Here, we have used tr[ΩA⊗B] = 1/2 tr[BTA] and tr[σXσY ] = 0, σ2X = I2 = σ2Y ,
by which tr
[
X2j
]
= 2 ∀j ∈ [g]. 
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Corollary 8.8. The proposition above implies the following upper bound for the balanced compat-
ibility regions Γ introduced in [BN18] for binary POVMs: for all g ≥ 2,
Γ(g, 2, 2×g) ⊆
s ∈ [0, 1]g :
g∑
j=1
sj ≤ 1
sin(pi/(2g))
 .
Remark 8.9. Very similar ideas were used in the proof of [BN18, Theorem VIII.8]. There, it
was shown that if F1, . . . , Fg are anti-commuting, self-adjoint, unitary d × d matrices, then the
g-tuple (s1F1, . . . , sgFg) is an incompatibility witness for any unit norm vector s. As above, this
observation, together with the “maximally entangled state trick” yields upper bounds on the sets
Γ(g, d, 2×g).
9. Incompatibility witnesses – the general case
We generalize here the notion of incompatibility witnesses introduced in the previous section for
binary POVMs to the case of POVMs with arbitrary number of outcomes.
Definition 9.1. Given a g-tuple of integers k, we call the elements of the matrix jewel Du,k
incompatibility witnesses. An incompatibility witness X ∈ Du,k(n) has the property that for all
compatible POVMs E(1), . . . , E(g) having ki outcomes, respectively, the following inequality is sat-
isfied
g∑
i=1
ki−1∑
j=1
(
2E
(i)
j −
2
ki
I
)
⊗Xij ≤ Idn.
In order to decide whether a given
∑g
i=1(ki − 1)-tuple X is an incompatibility witness, one has
to check
∏g
i=1(ki − 1) matrix inequalities (see Definitions 4.1 and 3.12). When g is large, this task
becomes computationally difficult, so it useful to formulate the above membership question as a
spectrahedral inclusion problem which can benefit from tractable relaxations. To do so, we need
to consider the dual object to the matrix jewel (base), which we introduce next.
Definition 9.2. Consider the vectors x
(k)
1 , . . . , x
(k)
k ∈ Ck−1 from Lemma 4.3 and define the vectors
y
(k)
1 , . . . , y
(k)
k−1 ∈ Ck by yj(i) = xi(j), for all i ∈ [k] and j ∈ [k − 1]:
y
(k)
j =
k
2
(ek − ej), j ∈ [k − 1].
The free spectrahedron defined by
D",k(n) :=
X ∈ (Msan )k−1 :
k−1∑
j=1
y
(k)
j ⊗Xj ≤ Ikn
 .
is called the matrix cuboid base. For a g-tuple of non-negative integers k = (k1, . . . , kg), we define
the matrix cuboid D",k to be the free spectrahedron
D",k := D",k1×ˆD",k2×ˆ · · · ×ˆD",kg ,
where the Cartesian product operation ×ˆ for free spectrahedra was introduced in Equation (4).
The definition above generalizes the notion of incompatibility witness from Definition 8.1 to the
setting of g POVMs with arbitrary number of outcomes: D,g = D",2×g . Note also that, at level
n = 1, the matrix jewel base and the matrix cuboid base are dual sets; in particular, D",k(1) is a
simplex.
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Remark 9.3. The matrix cuboid is the maximal matrix convex set (in the sense of [DDOSS17,
Section 4], see also Equation (3)) built on top of the Cartesian product of simplices
D",k1(1)×D",k2(1)× · · · × D",kg(1).
We display in Figure 3 some examples of the n = 1 of matrix cuboids.
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Figure 3. Top row: the spectrahedron level of the matrix cuboid base D",k(1), for
k = 3, 4. Bottom row: the spectrahedron level of the matrix cuboids D",(2,2)(1),
D",(2,2,2)(1), and D",(2,3)(1). The first two are in fact the matrix cubes D,2(1)
and D,3(1) from [HKMS19] (a square and a cube), while the last polyhedron (a
triangular prism, the Cartesian product of the triangle and the square) is new.
The relation between the notion of incompatibility witness and the matrix cuboid is given in the
following result, which generalizes Proposition 8.3.
Proposition 9.4. A g-tuple X ∈ (Msad )
∑g
i=1(ki−1) is an incompatibility witness if and only if
D",k(1) ⊆ DX(1).
Proof. The condition in the statement can be checked at the level of the extreme points of D",k(1),
which are Cartesian products of the extreme points
ext
(D",ki(1)) = {w1, . . . , wk},
where w
(k)
i ∈ Ck−1 are given by
w
(k)
i (j) := −
2
k
+ 2δi,j , ∀i ∈ [k], ∀j ∈ [k − 1].
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Note that the vectors w
(k)
i introduced above and the vectors v
(k)
j from Definition 4.1 are related by
w
(k)
i (j) = v
(k)
j (i), for all i ∈ [k] and j ∈ [k − 1]. From the definition of the Cartesian product, it
follows that the extremal points of the matrix jewel base are
ext
(D",k(1)) = {wi}i∈[k],
where
wi(s, j) = w
(ks)
is
(j), ∀j ∈ [ks], ∀s ∈ [g].
The condition in the statement reads∀i ∈ [k], g∑
s=1
ks−1∑
j=1
wi(s, j)Xs,j ≤ I
 ⇐⇒ g∑
s=1
ks−1∑
j=1
vs,j ⊗Xs,j ≤ I,
where vs,j(i) := wi(s, j) = w
(ks)
is
(j) = v
(ks)
j (is). Equivalently, we have
vs,j = I ⊗ · · · ⊗ I︸ ︷︷ ︸
s−1 times
⊗v(ks)j ⊗ I ⊗ · · · ⊗ I︸ ︷︷ ︸
k−s times
,
which are precisely the vectors defining the matrix jewel, see Equation (5). 
10. Discussion
In this section, we study the shape of the inclusion sets for the matrix jewel, before we conclude
with some open questions. Contrary to the matrix diamond appearing in the study of binary
measurements [BN18], the matrix jewel has not been studied in the literature on free spectrahedra.
In algebraic convexity, the matrix convex sets having received the most attention are the matrix
cube [BTN02, HKMS19], the different matricial notions of sphere [HKMS19, DDOSS17], and the
maximal spectrahedra built upon `p spaces [PSS18]. These examples have symmetries that the
matrix jewel lacks, rendering its structure more involved. Therefore, we only dispose of two kind
of tools at this moment to study the structure of the matrix jewel. The first class are the results
from quantum information theory presented in Section 6. The second class of results, derived in
Section 7, compares the matrix jewel to more symmetric free spectrahedra.
In terms of lower bounds, we have shown in Proposition 6.7 that Γclone(g, kmaxd) ⊆ ∆(g, d,k),
where kmax is the maximal entry of k. This implies in particular that for the balanced case in
which s1 = . . . = sg, we have
(13) smax ≥ g + kmaxd
g(1 + kmaxd)
,
where smax is the greatest balanced inclusion constant in ∆(g, d,k). We also obtain lower bounds
from the symmetrization of the matrix jewel (see Theorem 7.1)
(14)
(
1
2d(k1 − 1) , . . . ,
1
2d(kg − 1)
)
∈ ∆(g, d,k)
and from the comparison with the matrix diamond (see Theorem 7.2)
∆(g, d,k) ⊇
(
1
(k1 − 1)2 , . . . ,
1
(kg − 1)2
)
·∆
(
g, d, 2×
∑g
i=1(ki−1)
)
⊇
(
1
(k1 − 1)2 , . . . ,
1
(kg − 1)2
)
·QC∑g
i=1(ki−1).(15)
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Lower Bounds
cloning s ≥ g+kdg(1+kd)
symmetrization s ≥ 12d(k−1)
matrix diamond s ≥ 1
(k−1)2
√
g(k−1)
Upper Bounds
anti-commuting unitaries if d ≥ 2d g−12 e
MUBs
s ≤ 1√g
if g ≤ max nb. of MUBs in Cd and k = d
Table 1. A comparison of all lower and upper bounds for the maximal s such that
(s, . . . , s) ∈ ∆(g, d,k), in the case where k = (k, . . . , k).
Let gd be the maximal number of MUBs which exist in a given dimension d. Then, the results
gathered in Section 6.1 translate into upper bounds on ∆(g, d, d×g), where g ≤ gd. For the balanced
case, we know from [DSFB18] that
smax ≤ g +
√
d
g(1 +
√
d)
.
For the asymmetric case, we have from [Zhu15] that
∆(g, d, d×g) ⊆ QCg, g ≤ gd.
Here,
QCg =
{
s ∈ [0, 1]g :
g∑
i=1
s2i ≤ 1
}
is the higher dimensional equivalent of the positive quarter of the unit circle in two dimensions.
For g = 2, we have a tighter upper bound, namely the one from [CHT12] (see Proposition 6.1). Let
A =
{
s ∈ [0, 1]2 : s1 + s2 ≤ 1
} ∪{ s ∈ [0, 1]2 : s21 + s22 + 2(d− 2)2 (1− s1)(1− s2) ≤ 1
}
.
Then A ⊆ QC2 with equality for d = 2 and strict inclusion for d > 2 and
∆(2, d, d×2) ⊆ A.
For more general bounds, we can use Proposition 3.23 together with Theorem 5.3. Let k such that
ki ≥ 2 for all i ∈ [g]. Then,
∆(g, d,k) ⊆ ∆(g, d, 2×g).
The right hand side was studied in [BN18]. From [BN18, Theorem VIII.8], which uses results from
[PSS18], we obtain
∆(g, d,k) ⊆ QCg ∀d ≥ 2d
g−1
2 e.
Using the concept of inclusion witness, we can bound ∆(g, 2, 2×g) for any g. We have seen in
Corollary 8.8 that
∆(g, 2, 2×g) ⊆
{
s ∈ [0, 1]g :
g∑
i=1
si ≤ 1
sin(pi/(2g))
}
.
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Figure 4. A comparison of the two lower bounds from equations (13) and (15),
coming respectively from quantum cloning and from the comparison to the matrix
diamond. On the left panel, we consider the case of g POVMs on Cd with k =
3 outcomes, while on the right panel we consider the case k = d. The regions
correspond to the better (i.e. larger) lower bound.
We gather all these bounds in Table 1. In the case where POVMs have the same number of
outcomes k ≥ 3, it turns out that the bound (14) obtained by symmetrization is always weaker
than the cloning bound (13). Note, however, that this is no longer the case for k in which not
all entries are the same. We compare the cloning bound with the bound (15) coming from the
comparison with the matrix diamond in Figure 4. It turns out that in the case where k = d (the
number of outcomes matches the dimension), the cloning bound always outperforms the diamond
bound, except for qubits (d = 2).
For the balanced compatibility region Γ(g, d,k), the lower bounds obtained via the symmetriza-
tion of the matrix jewel in Theorems 7.1 and 7.2 are new and improve over the lower bounds
from asymmetric cloning for suitable choices of parameters (see Figure 4). The correspondence in
Theorem 5.3 yields (
1
2d(k1 − 1) , . . . ,
1
2d(kg − 1)
)
∈ Γ(g, d,k)
and
Γ(g, d,k) ⊇
(
1
(k1 − 1)2 , . . . ,
1
(kg − 1)2
)
·QC∑g
i=1(ki−1).
As mentioned at the beginning of this section, all the bounds on the inclusion set for the matrix
jewel we have obtained here stem either from quantum information theory or from some sym-
metrization technique. We leave it as an open question whether it is possible to obtain stronger
bounds from the study of free spectrahedra, which would then have interesting consequences for
quantum information theory. We also leave open the study of the matrix cuboid from Section 9,
which can be seen as a generalization of the matrix cube. In particular, the inclusion constants
for such free spectrahedra would allow to obtain, via Proposition 8.3, efficient criteria for deciding
whether a tuple of matrices is an incompatibility witness for general POVMs.
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