We thoroughly examine the experimental batch plant in its two major operation modes: a normal operation mode and a failure operation mode. In order to do so, we use discrete condition/event system as well as timed automata for the specification and the model checking tools SMV, Kronos and HyTech for verification.
Introduction
Safety critical systems have always been one of the main motivations for applying formal methods. Major reasons are that in this field a failure might lead to significant financial deficits, pollution of the environment or losses of life. Within the recent years a number of modeling frameworks came up as well as various tools supporting the specification and verification of these systems.
This contribution targets to present different formal verification approaches on a benchmark case study of a batch plant as proposed in [18] . Briefly, this plant works as follows. Two buffer tanks supply water and a highly concentrated salt solution. These liquids are mixed to get a more diluted solution, which is then evaporated using a tank which is equipped with a heating device. During evaporation, the steam is cooled down in a condenser and captured in another tank. The heating process is stopped when the original high concentration has been reached. Both the resulting high concentrated solution and the captured steam are cooled down and pumped back into the respective storage tanks. The complete production and recycling process is automated and split into small steps, for each of which there exists a program controlling the physical devices of the plant, e.g., valves, pumps, and the heating and cooling devices.
In this article we focus on applying formal techniques to verify untimed as well as timed properties to analyze the safety of this plant. In particular, we distinguish two main operation modes.
The first one is the normal operation. For this mode we formally model the environment of the system as well as the control programs which are given as sequential function charts (SFC) [17] . Since we are interested in general safety properties of the control programs and do not need to consider quantitative time we choose discrete condition/event systems (DCES) [25] as a modeling framework. Originated from process control theory this model gained increasing interest in the recent years for the specification of control systems like the experimental batch plant examined here. Since discrete condition/event systems are finite-state, model checking [24, 8] can be applied. We use the tool SMV (Symbolic Model Verifier) [21, 22] to perform this verification. Therefore, we first translate a set of given DCESs into an SMV input file, formulate each property as a CTL (Computational Tree Logic) formula [7] and then verify this using SMV.
In a second part we examine the plant behavior in case of a malfunction of the condenser as described in [18] . For this situation hard timing constraints have to be met and, hence, for a formal analysis of this problem we need a timed model. Here we give a specification of the evaporator system using the model of timed automata [2] which is widely used in the community of computer scientists. Similar to the first case, we specify the environmentthis time incorporating timing behavior-as well as a meaningful controller. For verification we use the model checking tools Kronos [23] and HyTech [12, 11] which allow reasoning about quantitative time.
The remainder of this article is organized as follows: In the first part, Section 2, we consider the untimed case of normal operation. After presenting the modeling framework and the properties we want to check, a specification of the whole system is given as a discrete condition/event system in Section 2.4. Subsequently, the verification is described in detail in Section 2.5. The next part, Section 3, deals with the timed case of failure handling. We specify the system using timed automata in Section 3.1 and present a verification with Kronos in Section 3.2 as well as with HyTech in Section 3.3. Finally, in Section 4 we draw some conclusions.
Normal Operation
The goal of this section is to verify safety requirements on the 13 SFC programs given in [18] which control the normal operation of the plant. These requirements forbid certain behaviors that could damage the plant, like switching on the heating device in an empty tank. For verification we will use the tool SMV (Symbolic Model Verifier) [21, 22] .
Modeling Framework
In order to check the requirements formally, we need a modeling framework which allows formal verification. In this framework, not only the control programs are modeled, but also the physical part of the plant which is controlled by the program. Our approach uses discrete condition/event systems (DCESs) for both the physical and the control part. Condition/event systems (CESs) and their discrete version are introduced in [25] as a modeling paradigm for discrete event systems (DESs) and have gained increasing interest from the DES and hybrid system community (cf. [10] , [15] , [9] ). The main motivation for developing CESs is to provide a framework for modeling DESs based on block diagrams and signal flows as is standard practice in system theory.
A DCES allows to model a system as a relation between its input and output signals. A signal can be understood as a function mapping points in time to a finite alphabet of symbols representing time-dependent information. The particularity of DCESs is that they distinguish between two sorts of signals which correspond to two kinds of interactions between interconnected systems, namely enabling/disabling of transitions and, on the other hand, forcing of transitions. The first kind of interaction is modeled by conditions which can be seen as state variables. Condition signals are piecewise constant functions and are used to represent time-dependent system states by condition symbols like "on", "off", or "waiting". Enabling of transitions in a DCES may depend on the current condition input symbol. Forcing is implemented by events. Event signals map points in time to a special null symbol 0 except for some discrete points, in which so-called proper events occur. Proper events represent instantaneous actions like "start", "stop", or "reset". An enabled transition which is labeled by an event symbol e has to be taken as soon as the event e occurs.
Formally, a DCES is described by a 9-tuple (U , V , Q, Y , Z , f , g, h, q 0 ), where U (resp. Y ) is the alphabet of input (resp. output) condition symbols, and V (resp. Z ) is the alphabet of input (resp. output) event symbols. Q is the finite set of system states, q 0 is the initial state. The system behavior is determined by the state transition function f , the condition output function g, and the event output function h: if the system is in the discrete state q ∈ Q, the current condition input symbol is u ∈ U , and the current event input symbol is v ∈ V , then the next discrete state of the system is some q ′ ∈ f (q, u, v ) (nondeterministic choice), and the condition symbol g(x , u) and the event symbol h(q, q ′ , v ) are sent to the outputs of the DCES.
A DCES can have multiple inputs and outputs; if, e.g., there are two independent event inputs with alphabets V 1 and V 2 , we can simply use the Cartesian product V = V 1 × V 2 in the framework above.
For more details on CESs and DCESs the reader is referred to [25] .
Assumptions
We make the following assumptions about the plant operation, both of which are fulfilled during the normal operation of the plant:
1. Initially, the tanks are empty, all valves are closed, both pumps are off, and the heater is off.
2. At most one control program is run at a time.
The second assumption allows us to do compositional reasoning, i.e., when checking one program's properties, we do not have to consider the actions of other programs. This has a significant impact on reducing complexity and thus increasing the effectiveness of the verification.
The Properties
We want to check some safety properties of the control programs. The following ones have to be checked for each program:
• Whenever a control program terminates, all valves are closed.
• Whenever a control program terminates, both pumps are off.
• Whenever a control program terminates, the heater is off.
If these three properties are valid, we are sure that the initial plant state "all valves closed, pumps off, heater off" (called a safe state in the following) also holds after the termination of a control program. Together with the assumption above that two programs never run simultaneously, we know that during normal operation of the plant the initial state at the start of a program is always a safe state. As a consequence, the verification of a program's property does not have to consider the actions other programs might have done before or do simultaneously. However, the states of the tanks (i.e., the water levels) are not preserved by the programs. We have to take this into account when verifying the other properties.
To prevent the heating unit and tank 5 from damage by overheating we have the following property:
• Whenever the heater in tank 5 is turned on, the water level of tank 5 is high enough.
We demand that during the heating process steam can leave tank 5 into the condenser only, i.e., all in-and outflow valves of tank 5 are closed:
• Whenever the heater in tank 5 is working, none of the valves 12, 15,
and 16 are open.
Furthermore, the cooling device in the condenser must be provided with cold water through valve 13 during the heating process to prevent a dangerous pressure inside the condenser:
• Whenever the heater in tank 5 is working, valve 13 is open.
The regular pressure of the cooling water supply is not sufficient if all 3 cooling units operate at the same time. The following property prevents this undesired situation:
• At most two cooling units are active simultaneously.
Although the pumps are equipped with pressure limit switches, we demand:
• Pumps are not pumping against closed valves.
We do not want an uncontrolled flow of water through a tank:
• Each tank's input and output valves are not open simultaneously. Now we need a formal model for the plant in which these properties can be checked.
The Plant Model
We build a discrete, untimed model of the plant, using as modeling paradigm discrete condition/event systems (DCESs) as described in [25] . Based on the plant description in [18] , our model consists of two parts. The first part contains the physical devices of the plant, like valves, pumps, and tanks. The second part introduces one DCES for each of the control programs, which are given as sequential function charts (SFCs) in the description.
Communication between the physical devices and the control programs is modeled by conditions providing the device states and by events sent by the programs to control the devices. We associate a name with each connection, making it easier to identify certain conditions and events.
The Physical Devices
We model the following physical devices of the plant:
• The 29 valves. These are either closed or open, and discrete events can be used to force them to change their state.
• The 2 pumps. They are either not pumping or pumping, and discrete events can force them to change their state.
• The 7 tanks. Each of these models the quantity of liquid in a tank. The water level, which depends on the states of the valves connected to the tank, is given as one of two (tank 5: three) discrete values.
• The heating unit. It is either off or on, and discrete events are used to change its state. Figure 1 shows a block diagram of the interconnections of all physical devices. Condition connections are marked with E , and event connections with E . The input event connections which can be accessed by the control programs are at the left and right hand side of the diagram. Since we do not model different concentrations or temperatures of the salt solutions or any pressure differences in pipes or tanks, and since we assume that the condenser is always working properly, the following devices of the plant are not modeled: The mixing unit in tank 3, the condenser, the cooling units, and all kinds of sensors except the level sensors (pressure, concentration, temperature).
We only present a selection of all 39 DCESs here. The states and transitions of the DCES, which define its input/output behavior, are shown in a transition diagram.
The valves. For i ∈ {1, . . . , 29}, valve i is modeled by a DCES
, and Q = {q 0 , q 1 }. There are no condition inputs or event outputs, and therefore, U and Z are chosen in a trivial way, i.e., U some singleton and Z = ∅. The functions and f , g, and h are defined as follows by the transition diagram of Valve i in Figure 2 :
, and
The condition symbol drawn inside a state is sent to the environment via the condition output whenever control resides in that state. In Valve i the symbol closed, resp. open, is sent to the condition output named Status-V i when the DCES is in state q 0 , resp. q 1 , leading to the definition of g above.
The arrows between the states define the transition function and the event output function. A state transition is taken if the inputs fulfill the symbol list left of the '/' on the transition labeling, and when this transition is taken, the events right of '/' are sent as outputs. In Valve i the state changes from q 0 to q 1 when open appears as an input event for Cmd-V i , and from q 1 to q 0 if Cmd-V i : close occurs, and no output events are sent in either case, leading to the definitions of f and h above.
Tank 1
Valve 10 
Valve 28
Figure 1: Block diagram of the physical devices modeled as DCESs.
If a combination of input conditions and events is not covered by any transition labeling, the state of the DCES does not change, i.e., we assume implicit loop transitions with no event outputs for these combinations.
The functionality of Valve i can be summarized as follows: Initially, the valve is closed. It can be opened by sending the Cmd-V i : open event, and closed by sending the Cmd-V i : close event. The current state of the valve can be observed as the condition Status-V i which is either closed or open. All 29 valves behave in this way.
The pumps. The two pumps are modeled by the DCESs Pump 1 and Pump 2 . Both work similar to the valves. Initially, they are off, and they can be controlled by the events Cmd-P 1 : start and Cmd-P 1 : stop, resp., Cmd-P 2 : start and Cmd-P 2 : stop. Their status is delivered by the conditions Status-P 1 and Status-P 2 , which have the value off or on.
The tanks. Each DCES model of a tank is used to provide information about the water level in the respective tank of the plant. We use two different abstract levels (empty and full) in our model, only tank 5 has a third level (half ). These are output condition symbols of the DCES tank models. Whenever a control program needs to access a water level sensor, it checks the condition output of the respective tank. We do not model the water level sensors themselves. A change of the water level of a tank depends on the amount of water flowing in and out of the tank. This again depends on pressure differences and the state of the valves. In this model a simple abstraction is chosen: Whenever a valve controlling an input pipe of a tank is open, water may flow into the tank, and the tank's level may change from empty to full. And whenever a valve controlling an output pipe of a tank is open, water may leave the tank, and the tank's level may change from full to empty. It is obvious that this is an over-approximation and thus an abstraction of the real plant behavior. enables the transition from q 1 to q 0 , and if this transition is taken, the condition output changes from Level 1 : full to Level 1 : empty.
Note that these transitions need not to be taken when they are enabled; in fact they may never be taken, since condition changes cannot force any transitions. This behavior is intended, making this an obvious abstraction of the real plant behavior.
The control programs can read the condition output Level 1 to obtain the current abstracted water level in tank 1.
Tanks 2 to 7 work similarly, only tank 5 has a third state which delivers the condition Level 5 : half . We use three values there to have a representation of the water level that suits the structure of control program B5 better than a two-valued representation. Additionally, we model that due to the evaporation process, tank 5 can get empty if the heater is on, and tank 6 can get full at any time, since water may come out of the condenser, even some time after the heating has stopped.
The heating unit. The heater inside tank 5 is modeled by the DCES Heater , which is similar to the valves and the pumps. Initially, the heater is off. Heating can be started by sending the Cmd-H : start event and stopped by sending the Cmd-H : stop event. The current state of the heater can be observed at the Status-H condition output, which can be off or on.
The Control Programs
The control programs are given in [18] as Sequential Function Charts (SFCs). We implemented these SFCs as DCESs, trying to stay as close to their original structure as we can in our abstract framework. Each numbered step i of the SFC becomes a control state q i in the DCES. The commands executed in step i are represented in the events generated when entering q i . Conditions which enable the change from step i to step j are the enabling conditions of the DCES transition from q i to q j .
The following parts of the SFCs are not modeled, since we do not model the respective physical devices: User interaction with a display and some confirmation input, concentration sensor inputs, the cooling liquid flow sensor, and temperature sensors.
All DCES control programs are started by an external event Cmd-Prg N : start , where N is the name of the program. When this event occurs, the control state changes from q 1 to q 2 , and the control program interacts with the physical devices until some final control state is reached. In contrast to the SFCs, the DCESs only do one cycle, i.e., they do not return to the initial control state when they have reached some final control state.
We illustrate the DCES models of the control programs by program B5. Program B5. This program controls the evaporation of the concentrated brine in tank 5 until the desired concentration is reached. First some concentrated brine from tank 4 is filled into tank 5 via valve 12 until tank 5 is full. Then the cooling in the condenser is started by opening valve 13. The heater is switched on, and the evaporation starts. If the desired concentration is reached (not modeled), the heater is switched off, and then tank 5 is drained into tank 7 via valve 15.
If during the evaporation process the water level in tank 5 goes below 8 cm (modeled as Level 5 : half ), the heater is switched off, and we enter state q 6 , denoting a failure.
The transition diagram of the DCES Prg B 5 is shown in Figure 4 .
Verification
For each of the desired properties and each control program involved in the validity of this property we perform the following steps to verify it:
1. Generate the SMV code for the DCESs we need to model check the property.
2. Insert the property into the SMV code using a SPEC declaration.
3. Use SMV to verify the property.
The model checking tool SMV [21, 22] can be used to verify finite transition systems. The language for specifying the system allows the use of variables with finite domains and supports structuring with modules. The behavior of the system can be given either as a set of variable assignments or as a transition relation. The properties to be checked have to be provided as CTL (Computational Tree Logic) formulae [7] . Internally, SMV builds the transition relation using BDDs (Binary Decision Diagrams) as a memory-efficient data structure. If a property is not met by the system, a counterexample is produced by SMV.
We illustrate the three steps above in detail with the property "Whenever the heater in tank 5 is turned on, the water level of tank 5 is high enough":
The DCESs we have to inspect are Prg B 5 (since this is the only control program sending commands to the heater) and Tank 5 (because we must take a look at its condition output Level 5 ). Thus, we build an SMV file (see Figure 5 ) with one module PrgB5_module for the DCES Prg B 5 and one module Tank5_module for the DCES Tank 5 . The communication via events between the modules is modeled by shared variables (first VAR declaration). For technical reasons we need the variable conditionsymbols which lists all the possible values for conditions in this system. The third VAR declaration instantiates the two modules as PrgB5 and Tank5. The module parameters in these instantiations are used to describe the signal connections between the components; in this case, the local variable Level5 of PrgB5 (a condition input) is identified with the local variable Level5 of Tank5 (a condition output). The INIT declarations state that initially there are no events and that the programs are in their initial state. The DEFINE declaration in Tank5_module specifies which condition output symbols are delivered to PrgB5 which reads the variable Level5; in other words, the function g of the DCES Tank 5 is modeled here. The use of DEFINE is possible for all condition outputs and saves some memory during model checking, since no additional variables for the condition outputs have to be introduced.
For the sake of brevity we left out the TRANS declarations which define the transitions and the event output behavior of the modules, i.e., which model the DCESs' functions f and h. Technical restrictions make it impossible to use DEFINE declarations for events. We have written a compiler which automatically translates a subset of the graphically defined DCESs into an SMV input file. It also does some consistency checks like ensuring that each output signal is generated by exactly one DCES.
Finally, we formulate the property we want to show as a CTL formula, which states that whenever the heater receives the command to switch on, the status of tank 5 tells that it is not empty:
We insert the above formula into the SMV file using the following SPEC declaration (note that variable names must be preceded by the module that is writing the variable):
This results in the SMV input file as shown in Figure 5 . Now we use SMV to verify the property. The output of SMV is:
is true
Thus, control program Prg B 5 satisfies the property. We could have put more than just Prg B 5 and Tank 6 into the parallel composition to verify the property, like the valves 12, 15, 16, or the heater. This is not necessary, since these additional systems are not needed. The outputs of these systems are defined as global variables (StatusV12, StatusV15, StatusV16, and StatusH in the first VAR declaration in Figure 5 ), and SMV chooses arbitrary values for these variables in each computation step. In other words, we have "chaotic" behavior of the physical devices not contained in the parallel composition, which is a typical test situation for open systems. So any behavior of the parallel composition of Prg B 5 , Tank 6 , and some more systems is also a behavior of the parallel composition of just these two systems.
We are only investigating properties that describe all possible behaviors, i.e., CTL formulae of the form ∀2(ϕ). Thus, we can always try to compose a small set of systems, and if the verification fails due to a behavior that is not a behavior of the complete system, we can add more systems to the parallel composition until we succeed. Now we start to verify if the control programs fulfill our list of properties. In the following we will list for each property which systems have to be composed, and we discuss the verification results. If control program Prg B 5 enters state q 6 this indicates that during the evaporation process the water level in tank 5 has fallen too low. Therefore the heater is switched off, and the program stops. The error trace above however shows that valve 13, which was opened earlier when entering state q 3 , is still open at the final state q 6 . Although this is a violation of our property, it is not that severe, since we can assume that after this error state q 6 is reached, there is some intervention by the user such that other programs will not be started before the plant is reseted to its initial state, and this reset includes the closing of all valves.
Furthermore, a permanent open state of valve 13 does not endanger the plant, since valve 13 only controls the cooling water supply for the condenser. If, e.g., valve 12 would remain open permanently, an overflow of tank 5 might occur.
Another interesting case is the verification of program Prg SP 1 . This program controls 19 different valves, and thus, the resulting state space of the parallel composition of all these valves and Prg SP 1 is quite large. As a consequence, the verification took about 23 hours on a Sun Ultra 1 Model 170 system running at 167 MHz and consumed about 340 Megabytes of main memory.
In this special case avoiding this problem is easy. We can split up the task into 19 subtasks, each verifying that one of the valves is closed when Prg SP 1 terminates. In this case, each parallel composition only involves two systems, Prg SP 1 and one of the 19 valves, making the state space much smaller. Each of these 19 checks then succeeds within a fraction of a second.
Whenever a control program terminates, the pumps are switched off. There are five control programs which send commands to pump 1: Prg B 3U , Prg B 6S , Prg B 7U , Prg SP 1 , and Prg SP 2 . We compose each of these programs with Pump 1 and check if the status variable of pump 1 has the value off when the control program is at its terminating state. SMV shows that all five programs are correct w.r.t. this property.
Analogously, we check this for program Prg B 6U , which is the only program using pump 2. This check also succeeds.
Whenever a control program terminates, the heater is switched off. Only control program Prg B 5 uses the heater. We compose Prg B 5 and Heater and check if the heater's status variable is off when the program is in one of its final states. This is the case. Now we know that whenever a control program terminates, all valves are closed (with the one exception listed above), and the pumps and the heater are switched off, provided this was also the case when the control program was started. We further assume that two programs are not running simultaneously. This allows us to easily verify the rest of our properties.
Whenever the heater in tank 5 is turned on, the water level of tank 5 is high enough. Only control program Prg B 5 uses the heater. We compose Prg B 5 and Tank 5 (cf. Figure 5 ) and check if the tank's water level does not have the empty value when the Cmd-H : start event occurs. We do not need to include the heater in the composition, since we are only interested in the starting command generated by the control program. SMV shows that Prg B 5 fulfills this property. At most two cooling units are active simultaneously. Each of the three cooling units is active when the valve through which the cooling water flows is open. These are the valves 13, 17, and 29. Since there is no control program which sends commands to all three valves and since two programs never run simultaneously, this property is trivially fulfilled.
Whenever the heater in tank
Pumps are not pumping against closed valves. We show that whenever a pump is working, the water flowing through the pump can leave the system via valve 26 or valve 28, or is pumped into tank 1 or tank 2. For pump 1, this leads to four possible paths:
1. From pump 1 through valves 22 and 26.
2. From pump 1 through valves 22, 1, and 3 into tank 1.
3. From pump 1 through valves 22, 1, 2, 4, and 6 into tank 2.
4. From pump 1 through valves 22, 1, 2, 4, 5, and 28.
We formulate the property that along at least one of these paths all valves are open when pump 1 is working. Pump 1 is used by the control programs Prg B 3U , Prg B 6S , Prg B 7U , Prg SP 1 , and Prg SP 2 . We compose each of these programs with all the valves mentioned above. SMV shows that the property is fulfilled by all programs.
For pump 2, we analogously have the following four paths:
1. From pump 2 through valves 25 and 28.
2. From pump 2 through valves 25, 5, and 6 into tank 2. This property ensures that we have a controlled flow of liquids in the plant, i.e., no program lets water flow directly through a tank without storing it first in that tank. For all tanks, we check this property on each program that is controlling at least one of the tank's input valves and at least one of the tank's output valves. For tank 1, we check the programs Prg B 3U and Prg SP 1 , for tank 2 the programs Prg B 2 and Prg SP 1 , for tank 3 the programs Prg B 3 , Prg B 3K , Prg B 3U , and Prg SP 1 , for tank 5 the program Prg B 5 , and for tank 6 the program Prg SP 2 . For tanks 4 and 7 nothing has to be shown, since there is no program that is controlling both the input and output valves of one of these tanks.
All checks succeed, with one exception: When checking Tank 3 with Prg SP 1 , a trace is generated by SMV showing that valve 9 is opened in one step, and valve 10 is opened in the following step. This violates our property, since water is now flowing through tank 3. Since program Prg SP 1 is used for maintenance purposes only and is not a part of the normal production cycle, this is not considered to be a severe error.
Failure Handling
In this section, we are not interested in handling the normal operation, but in the system's reaction to certain malfunctions which may endanger the safety of the plant. Figure 6 shows the part of the plant we are going to examine. It mainly consists of four physical devices (note that their names differ from those of the original plant): The two tanks (tank 1, tank 2) in which liquids and steam can be kept, the condenser which is able to cool steam down to water, and the heating device (heater) for increasing the temperature of the liquid inside the first tank. Moreover, there are pipes between the devices which can be opened or closed using valves. We consider the following scenario: During the evaporation of the solution in tank 1, the condenser malfunctions. Hence, the steam cannot be cooled, and the pressure inside the condenser starts to rise. Now the heater in tank 1 has to be switched off to prevent further production of steam, since exceeding a certain pressure limit may cause the condenser to explode.
After switching off the heater we have to care about another problem: If the solution in tank 1 cools down below a certain temperature, it may become solid and cannot be drained into tank 2. Therefore, valve 2 must be opened early enough to let the solution be drained into tank 2, where a postprocessing step prevents the solution from becoming solid. However, before valve 2 can be opened, we must ensure that tank 2 is empty; otherwise an overflow occurs in tank 2. So we might have to open valve 3 first to drain tank 2.
Our task is to model a controller which can cope with the problems discussed above. The controller, which can influence the system by switching off the heater and using valves 2 and 3 to drain both tanks, must satisfy the following safety properties:
1. If a cooling malfunction in the condenser occurs, the heater must be switched off early enough such that the condenser does not explode.
2. If the heater is switched off, tank 1 is drained into tank 2 before the solution is in danger of becoming solid, this means, the heater must not be switched off too early.
3. If valve 2 is opened to drain tank 1 into tank 2, tank 2 has to be empty.
Later on we will give formalized versions of these properties for each model we use.
The following timing parameters are given by the physical characteristics of the batch plant:
• If the condenser malfunctions and the production of steam in tank 1 continues, the condenser may explode after more than 8 time units.
• If the heater in tank 1 is switched off, it takes exactly 5 time units until the production of steam stops.
• If the production of steam stops in tank 1, the solution may become solid after more than 4 time units.
• It takes between 0 and 10 time units to empty tank 2.
The draining of tank 1 is supposed to be quick enough, so no timing constraint is given here.
Specification as Timed Automata
Timed automata (TAs) [2] are finite state automata extended by real-valued variables called clocks. Semantically, timed automata allow two kinds of transitions, namely discrete and time-pass transitions. The discrete transitions are specified by the edges between the control locations and are guarded by predicates over the variables. A discrete transition can only be taken when the values of the variables satisfy its guard. Moreover, when a discrete transition is taken, some of the variables may be reset. While control resides at a control location of the automaton time can pass and the values of the variables increase by the amount of time that passed as long as an invariant, a boolean expression over the clocks, associated to this location holds. Timed automata are composed using the parallel composition operator, where they have to synchronize on common events.
The verification problem for timed automata has been intensively investigated and many interesting logics have been identified for which this problem is decidable [1, 3, 5, 6, 19] . Also the synthesis problem for timed automata is decidable [20] .
Here we give a specification of the evaporator system using timed automata. This specification is the basic model for the subsequent "implemented" specifications in the input languages for the tools Kronos [23] and HyTech [12, 11] . First, we decompose the evaporator system into the following less complex subsystems: The heater, tank 1, tank 2, the condenser, its pressure, and the controller. Next, we give the graphical representation for each component. Note, throughout the description we use the notions "send" and "receive" to illustrate the communication by indicating a direction, but in fact there is only a synchronization on common events for timed automata.
The Heater. The heater behaves as follows: After receiving the event switch off from the controller it resets its clock h and remains in the location waiting for 5 time units. Afterwards, it indicates that no more steam emerges by sending heater off . The combination of the invariant h ≤ 5 and the guard h = 5 of the transition forces it to be taken at this particular moment 5. Tank 1. We assume tank 1 is full (at any level). If the event drain1 from the controller occurs, tank 1 will be empty instantly. However, if the heater off event occurs, this means the temperature has fallen below some certain level, the clock t1 is reseted and if it rises over 4 without obtaining the drain1 event the solution in tank 1 may become solid and we reach the location solid . Note that there is no invariant "t1 ≤ 4" in the danger location, since the transition to solid may be taken after 4 time units, but is not forced.
Tank 2. Initially, tank 2 is filled. Then, there is a malfunction within the system and an emergency draining has to be initiated to guarantee a safe shutdown of the system. This is invoked by emer drain. But if tank 2 isn't empty yet and tank 1 is already being emptied there might be an overflow in tank 2. Since it takes up to 10 time units to drain tank 2, this is expressed in the invariant of the draining location, every drain1 event within this period might lead to an overflow situation. However, after 10 time units tank 2 will reach the empty location which it indicates by the event empty2 . The Condenser. For our purpose we take a very simple view on the condenser. It is working or not. Initially, the condenser is well functioning but it may suddenly break down, which is indicated by the mal (=malfunction) event. Pressure Within the Condenser. Since we like to keep our model of the evaporator system as modular as possible we define the condenser and its pressure inside as two distinct subsystems. While the condenser just indicates whether it is broken or not, the pressure indication works at follows: From the initial normal location it goes to some danger location on the event mal . From there it either may reach a state of too high pressure after more than 8 time units or returns to the normal state if the heater off event occurs in time. Like in tank 1 there is no invariant in danger which forces the transition to p2high. The Controller. The most complex subsystem is of course the controller. When the malfunctioning event mal is received from the condenser, the event emer drain is sent to tank 2 within 1 time unit, and an emergency draining is initiated for tank 2. Then the heater is switched off by receiving the event switch off from the controller. This must occur more than 2 time units after emer drain was sent, and within 3 time units after mal was received. If the empty2 event arrives from tank 2 earlier, switch off is sent immediately. Next, we wait for the event heater off to arrive from the heater and empty2 to arrive from tank 2 (if it has not been received yet). Exactly 4 time units after the heater off event was received from the heater, the drain1 event is sent to tank 1. Hence, tank 1 is emptied and the system is safe. 
Verification with Kronos
Kronos [23] is a model-checking tool based on the theory of timed-automata and temporal logics. Generally, each automaton of a system can be specified on its own. Moreover, TCTL (Timed Computational Tree Logic) formulae [13] -an extension of CTL for quantitative temporal reasoning over dense time-describing the requirements of the systems can be given. Then, Kronos constructs the resulting product automaton automatically and checks whether the composed system will satisfy these requirements.
Concerning this case study we specify the given components, i.e., the tanks, the heater, the condenser, its pressure, and the controller straightforward from the formal specification as timed automata. In order to give an impression of this we explain the specification of the heater as Kronos input code. The whole component "heater" consists of 3 locations, 2 discrete transitions and one clock, namely h, and the two synchronization events switch off and heater off . The specification derived from the timed automata model is quite straightforward. One has to specify each location by:
1. an identifier for the location, 2. a set of boolean variables that evaluate to true whenever control resides at this particular location, called propositions, In order to analyze the heater's process a TCTL formula can be used to examine, e.g., whether along any execution starting from the initial location the heater finally will produce no more steam, i.e., reach the location number 3. This means, the proposition HEATER OFF becomes true. This is expressed in TCTL as init ⇒ ∀3HEATER OFF and formalized in Kronos as init impl ad HEATER OFF .
In the same way we specify all the other mentioned components. The whole system is obtained by parallel composition of its subsystems and can be done automatically by Kronos. For the whole system we check the desired requirements, e.g., we prove
holds. In words, starting from the initial states for all executions we are never in a state where the solution in tank 1 gets solid or an overflow of tank 2 occurs or the pressure within the condenser becomes too high.
On the other hand, we prove:
This means whenever we start from the initial states and a malfunction in the system occurs (controller moves to location number 1) the system will reach the safe states. Hence, we always will have a safe shutdown of the system.
The verification of the different properties on a Sun SPARC Ultra I workstation takes less than one second. The reason for this nearly neglectable duration is that the controller dictates a very stringent shutdown sequence. There is not much freedom in terms of non-determinism and, hence, the resulting product automaton will be relatively small. Moreover, each single automaton has as most seven locations, which also contributes to a moderate size of the product.
Verification with HyTech
In this section we examine the same problem, using a different tool, namely, HyTech [12, 11] . In contrast to Kronos, the model checking tool HyTech allows to analyze linear hybrid systems, which may have continuous variables with different change rates in different locations. Moreover, the tool supports not only the checking of system requirements but also parametric analysis. We will make tactical use of this to synthesize some of the clock thresholds in the controlling process. Controller synthesis is gaining increasing interest [4, 26] , and various case studies have been examined using features of HyTech [14] and other tools [16] . However, in contrast to Kronos HyTech does not support the checking of a model against a TCTL formula but allows checking for reachability of defined regions only.
Again, to obtain a specification in HyTech is straightforward from the formal timed automata model. In order to give some impression on HyTech, let us take a look at the specification of the heater as HyTech input code: Generally, the kind of variables used in the formalism, e.g., clocks, are specified globally. Moreover, for each automaton the initial state has to be defined as well as the synchronization labels used. Again, we use switch off and heater off for this purpose. In contrast to Kronos you can directly associate a name with each location. Furthermore, each location has an invariant with an optional rate condition specifying the rate at which the value of some variable progresses. The transitions are specified by a guard, one synchronization event and the successor states for a set of variables as well as the target location.
Analysis can be done by defining regions and then checking whether they are reachable. Briefly, a region determines a set of states by Boolean combinations ("&" is used for conjunction and "|" for disjunction) of location constraints, indicated by loc, and linear inequalities over the continuous variables. We define an initial region
where all automata are in their initial locations and their clocks are set to zero. Then we use the following HyTech instruction to compute the region reached that is reachable from init reg :
reached := reach forward from init_reg endreach; subsuming the locations where the solution solidifies, we have an overflow in tank 2 or the pressure becomes too high. Obviously, the final region just describes the states we want to prevent from being reachable from the initial one. And indeed, we can check reached ∩ final reg = ∅, since HyTech evaluates reached & final reg to an empty region. This means, whenever we start from the initial region we will never encounter a situation we like to prevent. It is always a good idea to check if the system does anything at all. By making small errors in the automata designs, it is possible that the complete system always gets blocked in the initial state, and the controller is never challenged to perform his task. Then the safety result above would be worthless. Therefore, we define a safe region (the region of situations where we have a safe shutdown of the batch plant after a condenser malfunction), and we can show that reached ∩ safe reg = ∅ holds. This means, from the initial region a desired "good" state is reachable.
It cannot be proven in this way that we always end up in a good state, since the malfunction event may not occur at all. However, we do know now that the system is not always blocked in the initial state or a non-safe state.
One of HyTech's strong features is to use parametric analysis in order to, e.g., synthesize thresholds for the controller. Let's take a look at a part of the controller's specification: loc LOC4: while c1<=4 wait {} when True sync drain1 do {} goto LOC7;
This location is responsible to force the draining of tank 1 within 4 time units after the heater as indicated to be off. However, using parametric analysis we can substitute the threshold 4 by a parameter, e.g., beta. Hence, we obtain: loc LOC4: while c1<=beta wait {} when True sync drain1 do {} goto LOC7;
Running the analysis again, i.e., checking for reachability of the undesired final region produces the following result:
This means, it would be reachable if c1 is greater than 4. In the same way we can synthesize the other threshold values. As it turns out, the parameters describing the most accurate controller are just the ones we chose beforehand.
The verification times for the presented properties are around one second and even for the parametric analysis they are just slightly higher. The reasons are the same as in the previous section.
Conclusions and Future Work
In this paper we presented a comprehensive study of the experimental batch plant. Major requirements were modeled and checked automatically by different tools appropriate to the task to perform.
A discrete, untimed model of the batch plant and its control programs has been used to verify safety properties of the plant. These properties help to ensure that the control programs do not cause damages to the plant's devices. The formal verification reveals that all properties are fulfilled, with two exceptions. In these cases SMV shows the trace of a computation prefix leading to the state where the error occurs. This trace provides a convenient way of finding the error in the control program that causes the violation of the property. The state space of even this relatively small plant is too large prohibiting the construction of a global model on which verification can be performed. The solution we adopted in this work is to decompose the verification task into several verification tasks involving smaller state spaces. This technique is known as compositional verification.
The timed model served to construct and verify a controller which prevents further damage of the plant in case of a given failure. We showed how to translate the timed automata specification directly to the input language of the real-time model checking tools Kronos and HyTech, where we verified all major properties concerning the safety of the system.
Further work lies in automated techniques to develop heuristics to choose the DCESs that have to be composed for checking a given property, in methods for reducing time and space consumption (like the splitting of a formula for several verification steps), and in using other levels of abstraction for the models. Moreover, a deeper investigation into the parametric capabilities of HyTech seems to be interesting in order to make improvements in controller synthesis.
