We prove that there exists a strong solution to the Dirichlet boundary value problem for the steady Navier-Stokes equations of a compressible heat-conductive fluid with large external forces in a bounded domain Ω ⊂ R d (d = 2, 3), provided that the Mach number is appropriately small. At the same time, the low Mach number limit is rigorously verified. The basic idea in the proof is to split the equations into two parts, one of which is similar to the steady incompressible Navier-Stokes equations with large forces, while another part corresponds to the steady compressible heat-conductive Navier-Stokes equations with small forces. The existence is then established by dealing with these two parts separately, establishing uniform in the Mach number a priori estimates and exploiting the known results on the steady incompressible Navier-Stokes equations.
Introduction
This paper is mainly concerned with the existence of strong solutions to the steady NavierStokes equations of a compressible heat-conductive fluid in a bounded domain Ω ⊂ R d (d = 2, 3) with large external forces:
div(̺u) = 0, ̺u · ∇u + ∇p = div S(∇u) + ̺f + g, c V ̺u · ∇Θ + p divu = κ△Θ + Ψ.
(1.1)
Here ̺ denotes the density, u ∈ R d the velocity, Θ the temperature, p = R̺Θ the pressure with R > 0 being the gas constant, c V > 0 is the heat capacity at constant volume; f is the density of external body force and g is a given external force. The stress tensor S and the dissipation function Ψ are defined by S = 2µD(u) + λdivu I, Ψ = 2µD(u) : D(u) + λ(divu) 2 ≥ 0, strong solutions was shown by Choe and Jin [4] when the Mach number is small, by exploiting the known results for the incompressible steady Navier-Stokes equations. Now, we rewrite (1.1) in the form of the Mach number. After scaling and a straightforward calculation we obtain the following dimensionless form of the steady full compressible NavierStokes equations:        div(̺u) = 0, ̺u · ∇u + ∇p ǫ 2 = divS(∇u) + ̺f + g, ̺u · ∇Θ + p divu = κ△Θ + ǫ 2 Ψ, (1.3) where ǫ is the Mach number.
Since the total mass of the fluid is given, we impose the condition
which can be renormalized to̺ = 1 without loss of generality. Similarly, we also assume that Θ = 1, R = c V = 1, ϑ 0 = 1.
To show the existence, we take the transformation ̺ = 1 + ǫρ, Θ = 1 + ǫθ (1.4) to rewrite the system (1. Now, we state the main result of this paper.
Theorem 1.1. Let f , g ∈ H 2 (Ω). Then there is an ǫ 0 depending on (f , g) H 2 and Ω, such that for any ǫ ∈ (0, ǫ 0 ), there exists a solution (ρ ǫ , u ǫ , θ ǫ ) ∈H 2 × (H 3 ∩ H 1 0 ) × (H 3 ∩ H 1 0 ) to the boundary value problem (1.5), (1.6), satisfying
where (U, P ) ∈ L := {(U, P ) ∈ (H 4 ∩ H 1 0 ) ×H 3 | (U, P ) is a solution of the incompressible steady Navier-Stokes equations (1.7) with external force f + g}, i.e., Remark 1.1. If considering the existence of spatially periodic solutions to (1.5) in a periodic domain, we can also obtain a existence result similar to Theorem 1.1.
The system (1.5) is complicated mixed-type nonlinear equations containing such structures as elliptic and hyperbolic systems, for which the usual approach of the fixed point arguments used to prove the existence of classical solutions requires the smallness of data. To show Theorem 1.1 (the existence for large data), we split the system (1.5) into two parts, one of which is similar to the steady incompressible Navier-Stokes equations with large force f +g, while another part corresponds to the steady compressible heat-conductive Navier-Stokes equations with small force ǫf , provided the Mach number ǫ is small. Then, as noted in [4] , we modify and combine elaborately the arguments in [9] where the existence of strong solutions to the incompressible Navier-Stokes equations for large forces was presented, and in [5] where strong solutions of the compressible viscous heat-conductive equations with small forces were dealt with, to establish Theorem 1.1.
Compared with the isentropic case studied in [4] , due to presence of the energy equation, the main difficulties here lie in the existence of weak solutions to the approximate linearized system, dealing with the coupling terms between the velocity, density and temperature, and deriving the uniform estimates in a bounded domain, for example, how to control the energy norm u − U 3 + η 2 + θ 3 uniformly in ǫ under the no-slip boundary condition. To circumvent such difficulties, we take the transform of ̺ = 1 + ǫρ, Θ = 1 + ǫθ for the system (1.3), instead of the transform (̺ = 1 + ǫ 2 ρ, Θ = 1 + ǫ 2 θ) used in [4] , and utilize the lower order terms to control the higher order terms. More precisely, the main steps of the proof are the following: First, we apply Lax-Milgram's theorem to get the existence of weak solutions to the regularized elliptic equations (2.14)-(2.16) of the transformed linearized equations. Then, we exploit the uniform estimates and a compactness argument to get the existence of a weak solution to the transformed linearized system (2.12). We can easily verify that the weak solution to the transformed linearized system (2.12) is indeed a weak solution to the linearized system (2.10). And this fact together with the uniqueness of weak solutions to the system (2.10) gives the existence of a weak solution to the approximate linearized equations (2.10) in Section 2.2. Second, we exploit the property of the momentum equations and the regularity of the Stokes problem to establish the estimates of |η + θ|, which, combined with an estimate for θ, implies the boundedness for η. Due to presence of boundary here, some difficulties involved with controlling the boundary terms arise. To overcome such difficulties, the crucial step is to get a H 2 -bound of divu near the boundary, for which we shall adopt the local isothermal coordinates used in [23, 25] . This strategy has also been used in [2, 12] to study the low Mach limit of the compressible Navier-Stokes with non-slip boundary condition. Then, summing up all the estimates for (v, θ) and η, we can establish the desired a priori uniform in ǫ estimates in view of the smallness of ǫ (see Section 3). Finally, we apply the Tikhonov fixed point theorem to obtain the existence of a strong solution. Moreover, with the help of the uniform a priori estimates, one can take to the limit to show the incompressible limit. We point out that due to the splitting, we have to impose that the energy equation should not possess a heat source. Furthermore, it is still open whether a strong solution of the steady incompressible or compressible Navier-Stokes equations is unique.
The paper is organized as follows. In the next section, we will prove the existence of weak solutions and regularity to the linearized incompressible and compressible problems. Section 3 is devoted to establishing the existence for the nonlinear problem. Finally, the incompressible limit of solutions to the steady compressible heat-conductive Navier-Stokes equations is presented in Section 4.
Notations: We denote by L 2 the Lebesgue space L 2 (Ω) with norm · 0 , by H m the Sobolev spaces H m (Ω) with norm · m . Define the spaces
We denote by H −1 the dual space of H 1 0 with the dual product ·, · and the norm · −1 = sup h 1 =1 | ·, h |. We shall use the abbreviation:
2 Existence of solutions to the linearized problem
We first split the system (1.5) into two parts, so that one part looks like the incompressible Navier-Stokes equations, while the other part behaves like the compressible Navier-Stokes equations. More precisely, let (U, P ) and (v, η) be the solutions to the following systems, respectively:
where the new force F and heat source G are defined by
It is clear to observe that u := U + v, ρ := ǫP + η and θ are a solution to (1.5). Thus, we can obtain a solution of the system (1.5) if we can solve the systems (2.1) and (2.2). First, we will give the existence of weak solutions to the linearized incompressible problem (2.1) and derive a priori estimates of higher order derivatives of the unknowns (U, P ). Then, we shall show the existence of weak solutions to the linearized compressible problem (2.2) and establish uniform estimates of higher order derivatives of the unknowns (η, v, θ).
In what follows, we assume that meas(Ω) = 1 without loss of generality.
Linearized incompressible equations
LetŨ andṽ be given functions satisfyingŨ ∈ H 4 ∩ H 1 0,σ andṽ ∈ H 3 ∩ H 1 0 . At first, we consider the linearized equations to (2.1) for givenŨ andṽ as follows.
The problem (2.3) is a Stokes problem which is solvable for arbitrarily large forces. In fact, (2.3) can be solved by using the Lax-Milgram theorem for smallṽ, and we can obtain the following existence result, the proof of which can be found, for example, in [4] , and is therefore omitted here.
Lemma 2.1. Let h ∈ H −1 . There exists a constant a 0 depending on µ and Ω, such that if ṽ 3 < a 0 , then there exists a weak solution (U, P ) ∈ H 1 0 ×H 0 of (2.3), satisfying
where C 0 and C 1 are positive constants which depend only on Ω, µ and a 0 .
As for the regularity of solutions, we consider the Stokes equations:
Then we can derive the following estimates by employing bootstrap arguments similar to those in [4] .
, andṽ be the same as in Lemma 2.1. There are positive constants C 2 , C 3 and C 4 , depending only on Ω, µ and a 0 , such that if U ∈ H 1 0 satisfies the inequality (2.4), then
7)
and ifŨ ∈ H 3 ∩ H 1 0 satisfies (2.7), then
(Ω), then it is obvious that h ∈ H 2 (Ω). We define a function space K 0 by
Thus, by Lemma 2.2 we see that the solution U of the system (2.3) also lies in K 0 for any givenŨ ∈ K 0 , since the constants C 1 , · · · , C 4 do not depend onŨ .
Linearized compressible equations
) be given functions, and (U, P ) be the solution of (2.3) established in Section 2.1. Next, we give the existence of weak solutions and derive some a priori estimates for solutions to the linearized equations of the system (2.2). For simplicity, we only consider the three-dimensional case. As aforementioned, we shall apply the Tikhonov fixed point theorem to show the existence of steady strong solutions to (1.5). To this end, for given (ṽ,θ)
be the unique solution of the following linearized system of (2.2) the existence of which will be shown below: 10) where the new forceF and heat sourceG are defined bỹ
Thus, for givenŨ ,ṽ andθ, we can construct a map N :
And, we have to show that N maps some space into itself and is weak continuous to get a fixed point of the mapping N . In order to obtain the existence of weak solution of (2.10), we set 
We add (2.11) to (2.10) 1 and (2.10) 3 , respectively, and rewrite the system (2.10) as the following equations: Consider the regularized elliptic equations of (2.12) as follows:
14) 16) with boundary conditions
Here n is the outer normal vector. The system (2.14)-(2.17) in variational form reads as:
where
We shall apply Lax-Milgram's theorem to show the solvability of the variational problem (2.18). We first show the coerciveness of the bilinear form in (2.19) . To this end, we take η δ = η, v δ = v, θ δ = θ in (2.19), integrate by parts and use Poincaré's inequality θ δ 0 ≤ √ c 0 ∇θ δ 0 to see that
where the constant C ′ depends only on Ω, µ, λ, κ, c 0 , θ 2 and ṽ 3 . Notice that here the smallness of ǫ, θ 2 and ṽ 3 are necessary. In fact, we have used the following estimate in the second inequality of (2.20):
Obviously, the bilinear form in (2.19) is continuous onH 1 × H 1 0 × H 1 0 . Thus, there is a unique solution (η δ , v δ , θ δ ) of (2.14)-(2.17) satisfying the variation form (2.18) for all (η, v, θ) ∈
for some positive constant C. By Rellich's compactness theorem, there is a subsequence
respectively, as n → ∞. And it can be easily validated that (η, v, θ) is indeed the unique weak solution of (2.12). Due to the lower semicontinuity of the H m -norm (m = 0, 1) and the estimate δ ∇η
we find that
On the other hand, it is easy to verify that a weak solution of (2.12) is also a weak solution of (2.10). Moreover, a weak solution of (2.10) is unique. In fact, assuming that
are two weak solutions to the problem (2.10) with boundary condition (2.2) 4 , and letting
is a weak solution of the following boundary value problem:
Then, we test the equations (2.21) 1 , (2.21) 2 , (2.21) 3 with η, v, θ respectively to deduce that
And according to the inhomogeneous Stokes equations:
we have
By combining (2.22) and (2.23), making use of Poincaré's inequality and the smallness of ǫ, ṽ 3 and θ 3 , we see that
10). 10
In order to get higher order uniform in ǫ estimates of the (η, v, θ), we give another bound about v 1 and θ 1 .
Lemma 2.4. Let (U, P ) be the solution of (2.3) given in Lemma 2.1. LetF ,G ∈ H −1 . Then we have the following uniform in ǫ estimate: 25) where the constant C 5 > 0 is independent of ǫ.
Proof. Multiplying (2.10) 1 , (2.10) 2 and (2.10) 3 by η, v and θ in L 2 respectively, and summing up the resulting equations, we find that
where we have used integration by parts, Sobolev's inequality and the fact that
Finally, if we take δ in (2.26) suitably small and apply Poincaré's inequality, we obtain the estimate (2.25).
Stokes problem
We rewrite the momentum equations (2.10) 2 as an inhomogeneous Stokes problem to derive the desired bounds for v 3 and
(2.27) By the usual estimates for the steady Stokes problem (cf. Galdi's book [9, Chapter IV]), Sobolev's embedding H 2 ֒→ L ∞ and the inequality
(2.29) and
which together with (2.25), (2.28) and (2.29) yields
where C 6 is a positive constant.
Estimate of ∇ 2 divv 0
As in [23, 25, 12] , in order to control the term ∇ 2 divv 0 we divide it into the interior part and the part near the boundary. We remark that here we have to carefully deal with the terms which involve with the large parameter 1/ǫ in (2.10).
I. Interior estimate
First, we derive the interior estimate of ∇ 2 divv by using the estimate (2.29). Let χ 0 be a C ∞ 0 -function, then we have Lemma 2.5. There is a positive constant C 7 independent of ǫ, such that
Proof. We differentiate (2.10) with respect to x to get that
respectively, and summing up the resulting equations, we find that
If we apply partial integrations to the above identity, employ Sobolev's and Young's inequalities and the fact that
we infer by summing up i, j, k that
which, by using Poincaré's inequality and choosing δ appropriately small, implies the lemma.
Lemma 2.6. There is a positive constant C 8 independent of ǫ, such that
Proof. We differentiate (2.10) twice with respect to x to get that 
We integrate by parts the above identity, utilize Sobolev's inequality and the fact that
and sum up i, j, k to infer that
which, by employing Poincaré's inequality and choosing δ suitably small, gives the lemma.
II. Boundary estimate
Next, we shall use the method of local coordinates to bound ∇ 2 divv in the vicinity of the boundary (also see [23, 25, 12] ). For completeness, we briefly describe the local coordinates as follows. First, one construct the local coordinates by the isothermal coordinates λ(ϕ, φ) to derive an estimate near the boundary (see also [23, 25] ), where
The boundary ∂Ω can be covered by a finite number of bounded open sets
where λ k (ϕ, φ) is the isothermal coordinates and n is the unit outer normal to ∂Ω. Without confusion, we will omit the superscript k in each W k in the following. We construct the orthonormal system corresponding to the local coordinates by
By a straightforward calculation, we see that for sufficiently small r and J ∈ C 2 ,
14 And, we can easily derive the following relations as (JacΛ −1 ) • Λ = (JacΛ) −1 (also see [23] ):
where the symbol • stands for the composite of operators. Set y := (ϕ, φ, r), and denote by D i the partial derivative with respect to y i in local coordinates. We set the unknowns in local coordinatesη (t, y) := η(t, Λ(y)),v(t, y) := v(t, Λ(y)),θ(t, y) := θ(t, Λ(y)), and the knownŝ U (t, y) := U (t, Λ(y)),v(t, y) :=v(t, Λ(y)),θ(t, y) :=θ(t, Λ(y)).
Then, we rewrite the system (2.10) in [0, T ] ×Ω, whereΩ := Λ −1 (W ∩ Ω), as follows. Moreover, this localized system has the following properties (see also [23] ):
a ji ∂ i , we will frequently make use of the following relations without pointing out explicitly in subsequent calculations:
(2.42)
The above inequalities apply to η, θ and U ,ṽ,θ, too. By virtue of the interpolation · 2
can be reduced to the boundedness of
where χ is a C ∞ 0 (Λ −1 (W ))-function. So, we can split the estimate of derivatives on the boundary into two parts: the estimate of derivatives in the tangential directions and in the normal direction.
Part 1. Estimate of derivatives in the tangential directions
First, we apply D 2 τ ξ to (2.39) with τ , ξ being the tangential directions to ∂Ω to get 
Now, we denote LHS of (2.44
and have to deal with each term due to integration by part and the boundary conditions.
and
On the other hand, recalling that a kj D kÛ j = 0, we have
As for L ′ 4 , in view of the following identity 1
we deduce that 
45) where C 9 is a constant.
Part 2. Estimate of derivatives in the normal direction
We multiply (2.39) 2 by a 3i to obtain that
where the last term in RHS of (2.46) can be written as follows.
which does not include the term D 33v .
Step 1. To continue our estimate, we show the following lemma.
Lemma 2.7. There are a constant C 10 and a small δ > 0, such that
Proof. We differentiate (2.46) with respect to y τ (τ = 1, 2), then multiply −Jχ 
(2.50)
We denote LHS of (2.50)
To control L ′′ k , we integrate by part to deduce that
Inserting the estimates for L ′′ 1 and L ′′ 3 into (2.50), we obtain
Thanks to Sobolev's and Young's inequalities, we take the sum of (2.49) and (2.51) to deduce the estimate (2.48).
Step 2. Now, it suffices to bound D 2 33 (a ij D iv j ) 0 in order to close the estimate for divv. We apply D 3 to (2.46) to find that
Now, multiplying the above equality (2.52) 
(2.54)
Combining (2.53) with (2.54), we see that there are a constant C 11 and a small δ, such that
Step 3. To control the term D 3 33τv on RHS of (2.55), we introduce an auxiliary Stokes problem in the original coordinates in the region near the boundary:
which can be bounded as follows.
Due to the regularity theory of the Stokes problem (see [9] ), one has
where the left-hand side of (2.58) is equal to
And we use (2.41) to get
from which, (2.56) and (2.57) it follows that the inequality (2.58) gives
Now, letting
we can apply Cauchy-Schwarz's and Young's inequalities as well as the estimate (2.29) to deduce from (2.45), (2.48), (2.55) and (2.59) that 
(2.61) 21
Boundedness of η
In the next lemma, we derive upper bounds of η 1 and η 2 .
Lemma 2.8. There are a small δ > 0, and two positive constants C 13 and C 14 independent of ǫ, such that
Proof. From (2.29) we get
which together with Lemma 2.4 gives
If we apply Poincaré's and Young's inequalities to the above inequality, and use the fact that
we obtain the estimate (2.62) immediately. On the other hand, from the estimate (2.30) we conclude that
which, together with Poincaré's inequality, (2.62) and (2.64), implies (2.63).
Existence of the nonlinear problem
In this section, we give the proof of the existence for the nonlinear problem (1.5) by using the Tikhonov Theorem which can be found in [20] . For completeness, we state the theorem in the following. , if x n ∈ M , x n ⇀ x weakly in X, then F (x n ) ⇀ F (x) weakly in X as well). Then F has at least one fixed point in M .
Define a Banach space X by
, which can be easily verified to be separable and reflexive.
A convex subset K 1 (E) of X is defined by
where E < 1 is a small positive constant. By the lower semi-continuity of norms, we easily see that the subset K 1 (E) is also closed in X.
We define a space K by
where K 0 is defined by (2.9) . Note that K is a nonempty bounded closed convex subset of X. Now, we define a nonlinear operator N from K to X by
where U and (v, θ) are the solutions of (2.3) and (2.10) for given (Ũ ,ṽ,θ), respectively. Next, we want to find a fixed point (U, v, θ) of N in K, such that (U, v, θ) = N (U, v, θ), which, together with the existence of weak solution in Lemmas 2.1 and 2.4, gives that (U, P ) and (η, v, θ) are solutions of the boundary value problems (2.1) and (2.2), respectively. So (U + v, ǫP + η, θ) will be a solution to (1.5) . For this purpose, we have to show that N maps K into itself and N : K → K is a weakly continuous mapping.
Lemma 3.1. There is a small constant ǫ 0 > 0, depending only on Ω, µ, λ, f and g, such that for any ǫ ∈ (0, ǫ 0 ), K is a nonempty bounded closed convex subset of X and N (K) ⊂ K.
Proof. By virtue of the definition, it is obvious that K ⊂ X is a nonempty, bounded, closed convex set. Now, we will show that the operator N maps K into itself, i.e., N (K) ⊂ K. To this end, let (Ũ ,ṽ,θ) ⊂ K and (U, v, θ) = N (Ũ ,ṽ,θ). By Lemmas 2.1 and 2.2, we see that U ∈ K 0 for allŨ ∈ K 0 . Thus, it suffices to check that (v, θ) ∈ K 1 (E) for (ṽ,θ) ∈ K 1 (E). By (2.7) and (2.8), we have
On the other hand, recalling the definition ofF andG, we get from (3.1) that
2)
As a result of Poincaré's inequality and Lemma 2.4, we have 
where C 15 is a positive constant. Combining (2.61) with (3.2)-(3.5), we conclude that there is a constant C 16 , such that
Thus, first taking δ small enough and then choosing ǫ 0 and E suitably small, such that
we deduce from (3.6) that for all ǫ ∈ (0, ǫ 0 ),
which gives v 3 + θ 3 ≤ E immediately. This completes the proof. , it suffices to prove that N is continuous on K in the norm of X.
) be the solutions of (2.3) and (2.10) for given (
where the forceF i and heat sourceG i are given bỹ
Now, if we set
then, we can have the following systems:
where J and I read as
−(ǫQ + ξ)(U 2 +ṽ 2 ) · ∇θ 2 − (ǫP 1 + η 1 )((W +w) · ∇θ 2 + (U 1 +ṽ 1 ) · ∇β) +(ǫQ + ξ)θ 2 divṽ 2 − (ǫP 1 + η 1 )(βdivṽ 2 +θ 1 divw) + Qdivṽ 2 + P 1 divw.
Note that J and I can be bounded as follows.
2 ) + (ǫ P 1 2 + η 1 2 )( W 1 + w 1 ) · ( U 2 2 + ṽ 2 2 + U 1 2 + ṽ 1 2 ) + θ 2 Q 1 + β 1 P where the estimate (3.13) has been used. On the other hand, if we multiply (3.10) 1 , (3.10) 2 and (3.10) 3 by ξ, w and β in L 2 respectively, we find that µ ∇w 2 ) + W Applying Poincaré's inequality and substituting (3.16) into (3.15), employing the estimates (3.11)-(3.14) and recalling the smallness of ǫ 0 and E, we conclude that
where C is a positive constant depending only on Ω, µ, λ, f , E and ǫ 0 . This completes the proof.
Finally, having had Lemmas 3.1 and 3.2, we can apply the Tikhonov fixed point theorem to find a fixed point (U, v, θ) = N (U, v, θ) in the set K. Moreover, the pressure P ∈H 2 satisfies ∇P = f + g + µ△U − (U + v) · ∇U, and (U + v, ǫP + η, θ) is a solution to (1.5). Thus, we have shown the following proposition.
Proposition 3.1. Let f , g ∈ H 2 (Ω). Then, there exists an ǫ 0 depending only on Ω, µ, λ, f and g, such that for all ǫ ∈ (0, ǫ 0 ), there is a solution (U, P, v, η, θ) ∈ (H 4 ∩ H 1 0,σ ) ×H 3 × (H 3 ∩ H 1 0 ) ×H 2 × (H 3 ∩ H 1 0 ) of (2.1) and (2.2), satisfying
where E is a small positive constant depending only on Ω, µ, λ, f and g. Moreover, (U + v, ǫP + η, θ) is a solution of the system (1.5) for any ǫ ∈ (0, ǫ 0 ).
Incompressible limit
Let ǫ < ǫ 0 and (U ǫ , v ǫ , θ ǫ ) ∈ K be the solution established in Proposition 3.1. We take v =ṽ = v ǫ , θ =θ = θ ǫ and η = η ǫ in (3.6) to get that Thus, by taking ǫ 0 and E so small that Furthermore, from (2.2) 1 , i.e.,
and (4.1) we get that as ǫ → 0,
Due to (4.1) and
with F ǫ = (ǫP ǫ + η ǫ )f − (ǫP ǫ + η ǫ )(U ǫ + v ǫ ) · ∇(U ǫ + v ǫ ) − θ ǫ ∇P ǫ − P ǫ ∇θ ǫ , which comes from the transform of (2.2) 2 , one deduces, recalling Poincaré's inequality, that
On the other hand, in view of Lemma 2.2, we observe that (U ǫ , P ǫ ) is a uniform-in-ǫ bounded sequence in (H 4 ∩ H 1 0 ) ×H 3 . Hence, there are a subsequence of (U ǫ k , P ǫ k ), still denoted by (U ǫ k , P ǫ k ) for simplicity, and (Ū ,P ) ∈ (H 4 ∩ H 1 0 ) ×H 3 , such that as ǫ → 0, (U ǫ , P ǫ ) ⇀ (Ū ,P ), weakly in (
and (U ǫ , P ǫ ) → (Ū ,P ), strongly in (
Thus, if we take to the limit as ǫ → 0 in (2.1) and (2.2), we conclude that (Ū ,P ) is a solution of the steady incompressible Naiver-Stokes equations (1.7).
In conclusion, we have that
where L is the same as in Theorem 1.1. Thus, the proof of the low Mach number limit is completed.
