Abstract. This note presents a new, elementary proof of a vanishing theorem for integrals over configuration spaces of points on the plane. This theorem is needed in Kontsevich's proof of the associativity of his ⋆-product and of the formality theorem.
Introduction
The associativity of the star product defined by Kontsevich in [4] as well as his proof of the formality theorem rely on certain vanishing theorems for the hidden faces of the compactified configuration spaces. One of these vanishing theorems (viz., the Theorem below) was obtained in subsection 6.6 of [4] as a corollary of a general result, whose proof relies on Hironaka's resolution of singularities. We will give here an elementary proof of this vanishing theorem based on a geometric involution that makes the integral equal to minus itself (in the spirit of the proofs to analogous vanishing theorems in higher dimensions [3, 1] ).
Let C n be the configuration space of n points on the plane modulo dilations and translations. We fix an orientation of C n . Let || || denote the Euclidean norm; then we define for k, l ∈ {1, . . . , n}, k = l,
Let dφ denote the rotation-invariant form on S 1 normalized to 2π (φ ∈ R/2πZ is the angle parametrizing S 1 ). Following [1] , we define the tautological forms
Basic properties of the tautological forms are θ 2 kl = 0 and θ kl = θ lk . Let G be a graph with set of vertices {1, . . . , n} and ordered set of edges. We also assume that there is no edge connecting a vertex with itself. To G we associate the differential form
where e is the number of edges of G. By the first property of the tautological forms we can always assume that there is at most one edge between any two vertices. Finally, let I(G) = Cn ω G , with the understanding that the integral of a differential form is zero when its degree does not match the dimension of the integration domain.
This theorem is proven in the next section. Here we discuss its application to the formality theorem.
We first recall some essential facts and notations from [4] . Let C n,m denote the configuration space of n points in the upper half plane and m points on its boundary modulo dilations and horizontal translations. By C n,m we denote the differential-geometric version of the FultonMacPherson compactification [2] of C n,m described in [4] . It is a manifold with corners. Its codimension-one strata are of two types: S1: Strata of first type describe the collapse of at least two points in the upper half plane. A stratum of this type is labeled by a subset S of {1, . . . , n}, with |S| = n 2 ≥ 2. The stratum ∂ S C n,m is diffeomorphic to C n 1 ,m × C n 2 with n 1 = n − n 2 + 1. S2: Strata of second type describe a group of points converging to a point on the boundary of the upper half plane. We will not discuss these strata in this paper. To each admissible graph Γ with n vertices of the first type and m of the second type, Kontsevich associates a closed differential form ω h Γ on C n,m in terms of the hyperbolic geometry of the upper half plane. The main idea of the proof of the formality theorem is to use Stokes' formula to write 0 = Cn,m dω h Γ as the sum of the integrals of ω h Γ over the codimension-one strata. In the case of strata of the first type, one has the following description: Let S be a subset of {1, . . . , n} with |S| = n 2 ≥ 2. We denote by Γ | S (resp. Γ (S) ) the restriction of Γ to S (resp. the contraction of Γ w.r.t. S). Namely, the set of vertices of Γ | S is S while its set of edges is given by the edges with both endpoints in S; the set of vertices of Γ (S) is ({1, . . . , n} \ S) ⊔ {·} (here · is a new vertex) while its set of edges is obtained as the union of the edges with both endpoints in {1, . . . , n} \ S and of the edges with exactly one endpoint in S (these latter endpoints are then relabeled as ·). One has
Since on the C n 2 factor of this boundary stratum one does not distinguish between hyperbolic and Euclidean geometry, ω
it follows from the Theorem that the second factor on the right-hand side vanishes when n 2 > 2. Therefore the strata of the first type with n 2 > 2 do not contribute to Stokes' formula.
Proof of the Theorem
As in the Introduction we denote by n the number of vertices of the graph G and by e the number of its edges. The first basic fact is the following Lemma 1. If the relation e = 2 n − 3 (1) is not satisfied, I(G) = 0. In particular, I(G) vanishes if e is even.
So in the rest of the proof we will assume that (1) is satisfied. We now describe an involution of C n that either preserves the orientation and reverses the sign of the differential form or reverses the orientation and preserves the differential form. For a ∈ RP 2 , we denote by S a the orientation-reversing involution of the plane consisting in the reflection through the line a. Now pick two vertices i and j in G. We fix translations and dilations on C n by setting x i = 0 and ||x j || = 1. Then we define
. We see that χ ij consists of n − 2 reflections; so it preserves or reverses the orientation according to whether n is even or odd:
Now we describe the action of χ ij on ω G .
Proof. Choosing as above a representative x in each class of C n with x i = 0 and |x j | = 1, we have
for k = i and l = i, k. Since χ ij maps x j to itself, it is clear that ϕ ij • χ ij = ϕ ij . This proves the statement for the first case. For the other cases, one easily sees that ϕ kl •χ ij = S [x j ] •ϕ kl . Since S * a dφ = −dφ, ∀a ∈ RP 2 , the claim follows.
To complete the proof we have now to choose the vertices i and j carefully, so that the change in sign of χ * ij ω G is opposite to the change of orientation of C n displayed in (2) .
We begin with the case n odd. By (2), the involution χ ij reverses the orientation. By Lemma 1, it is enough to consider e odd. In particular, e cannot be zero. So we choose our vertices i and j to be connected by an edge. As a consequence of Lemma 2, we have χ * ij ω G = (−1) e−1 ω G = ω G .
In the case n even, the involution χ ij preserves the orientation. So, in order to complete the proof, we must choose i and j not to be connected by any edge. This is possible by the following Lemma 3. If n ≥ 4 and (1) is satisfied, there are at least two vertices joined by no edge.
Proof. Assume on the contrary that all pairs of vertices have an edge. Then we would have e = n(n − 1)/2. This together with (1) would imply that n solves the equation n 2 − 5 n + 6 = 0.
But this is possible only for n = 2 and n = 3.
