We present new iterative methods of order of convergence four or higher, for solving nonlinear systems, by composing iteratively golden ratio methods with a modified Newton's method. In addition, we define a new efficiency index involving the computational effort as well as the functional evaluations per iteration. We use this new index, joint with the usual efficiency index, in order to compare the new methods with other known methods and present several numerical tests.
Introduction
Let us consider the problem of finding a real zero of a function F :
, that is, a real solutionx of the nonlinear system F (x) = 0, with n equations and n unknowns. This solution can be obtained as a fixed point of some function G by means of the fixed point iteration method. The best known fixed point method is the classical Newton's method (N), given by is the initial estimation and F (x (k) ) is the Jacobian matrix of the function F evaluated in the kth iteration. It is known that this method has order of convergence two under certain conditions. The construction of iterative methods for the approximation of the solution of F (x) = 0 is an interesting task in numerical analysis and applied scientific branches. During the last years, numerous papers devoted to iterative methods for solving nonlinear systems have appeared in several journals. Some methods existing in the literature are based on the use of interpolation quadrature formulas (see [1] [2] [3] [4] ), or include the second partial derivative of the function F or different estimations of it (see [5] [6] [7] [8] ), or are Steffensen's type methods (see [9] ), etc. We also pay attention to the known Jarratt's method (J) (see [10] ) whose efficiency is widely recognized. As the order of convergence of this method is four we will compare it with the new methods in the numerical section.
On the other hand, a known acceleration technique consists of the composition of two iterative methods of orders p 1 and p 2 , respectively, to obtain a method of order p 1 p 2 ( [11] ). Usually, new evaluations of the Jacobian matrix and the nonlinear function are needed in order to increase the order of convergence. However, the existence of an extensive literature on higher order methods reveals that they are only limited by the nature of the problem to be solved: in particular, the numerical solution of quadratic equations and nonlinear integral equations are needed in the study of dynamical models of chemical reactors [12] , or in radioactive transfer [13] . Moreover, many of these numerical applications use high precision in their computations; the results of these numerical experiments show that the high order methods associated with a multiprecision arithmetic floating point are very useful, because it yields a clear reduction in iterations.
Nevertheless, some modifications on Newton's method can be made in order to limit the number of functional evaluations and increase the convergence order (see for example [14, 15] ).
In [16] , the authors presented the following family of multi-point iterative methods for nonlinear systems
), where τ i and A i are parameters to be chosen in R and m is a positive integer. The value of these parameters plays an important role in the order of convergence of the method.
In this paper, we will work with two elements of this family whose iterative expressions are
),
where τ = −1 ± √ 5 2 and A = 3 ± √ 5
2 .
In the following, we remember some known notions and results that we need in order to analyze the convergence of the new methods. 
Weerakoon and Fernando introduced in [17] 
We call this number the approximated computational order of convergence (ACOC).
In order to compare different methods, we use the efficiency index, I = p
(see [18] ), where p is the order of convergence and d is the number of functional evaluations per iteration required by the method. This is the most used index. However, in the n-dimensional case, it is also important to take into account the number of operations performed, since for each iteration a number of linear systems must be solved. We recall that the number of products/quotiens that we need for solving m linear systems with the same matrix, by using LU factorization, is 1 3 n
where n is the size of the linear systems.
For this reason we define the Computational Efficiency Index as
where op is the number of products/quotients per iteration. We use this new index to compare the different methods.
It is easy to observe that
From the above properties we can use the following notation:
On the other hand, forx + h ∈ R n lying in a neighborhood of a solutionx of F (x) = 0, we can apply Taylor's expansion and assuming that the Jacobian matrix F (x) is nonsingular, we have
where
In addition, we can express F as
where I is the identity matrix. Therefore,
−x the error in the kth iteration. The equation
, is called the error equation and p is the order of convergence.
, e
).
The rest of this paper is organized as follows: Section 2 describes the new three-step iterative methods of order 4 obtained by composing the golden ratio methods of order 3, described by (1), with modified Newton's method. These new methods show to be very efficient, as they improve Newton's method even taking into account the number of operations included in each iteration. This is a key fact, as Newton-type methods usually need a great amount of operations in each iteration, which is important in systems of nonlinear equations.
Subsequently, we analyze the following question: how far can this composition be made in order to optimize the order of convergence and the computational effort? This is showed to be related directly with the size of the system, but the results are advantageous to high-order methods.
The last section is devoted to numerical results obtained by applying some of the obtained methods to several systems of nonlinear equations. From these results, we compare different methods, confirming the theoretical results.
Description of the methods and convergence analysis
be a sufficiently differentiable function and letx be a zero of the nonlinear system F (x) = 0.
Let us consider a fixed point function
) converges to the solutionx of F (x) = 0, with convergence order p. We define a new iteration function G : R n −→ R n by applying a modified Newton's iteration function to M (x):
Then, the new iterative process is:
which will be proved to have order of convergence p + 1. This result, for the scalar case, is proved in [11] . So, an extension is made to the multidimensional case.
that is a solution of the system F (x) = 0. Let us suppose that F (x) is continuous and nonsingular inx. Let us also suppose that the method described by a fixed point function M (x) converges tox, with convergence order p. Then, the sequence obtained by the iterative process (8) converges tox with order p + 1.
Proof: From (4) and (5) we obtain
and
. ., and e
From the above expression, we have
On the other hand, by taking into account that M (x) describes an iterative method of order p, we have
Then,
As we have mentioned in the introduction, we consider two third-order methods based on golden ratio, whose associated fixed point functions are:
for i = 1, 2, where
. These methods, that we will denote by G 1 and G 2 , have convergence order three (see [16] ) and their classical efficiency index is:
, which is better than the one of Newton's method for all n ≥ 1.
Moreover, the computational index of the golden ratio methods is
When these methods are composed with the modified Newton's method of "frozen" Jacobian matrix, the resulting method (that we will denote by NG) have the following iterative expression:
in the particular case of A 1 and τ 1 . Let us note that, in this new method, only the Jacobian matrix at the iteration x
is evaluated. This is a key fact to the efficiency of the resulting method.
Certainly, the new linear system to be solved at the third step of each iteration holds the same matrix, the "frozen" Jacobian matrix F (x (k) ). This improves the computational efficiency of the method, as only n 
Nevertheless, for n ≥ 5,
It can be observed that the new method NG is better than the source method G only when the size of the system is greater than or equal to five. Now, a question is stated: how many iterated compositions of the modified Newton's method have to be made in order to obtain an optimal relation between the order of convergence and the efficiency indices? Let us note that the computational and classical efficiency indices of the (p − 3)-times iterated Newton-Golden method (N G p ), can be expressed only in terms of the order of convergence p and the size of the system:
The optimal relation for each index is shown in Table 1 , in terms of the size of the system. Note that the method with optimal order of convergence, in relation with the computational efficiency index, have needed less iterations than the respective one for the classical efficiency index.
Arrived at this point, it is useful to analyze this procedure from another point of view: does the total number of operations (or functional evaluations) actually decrease when the optimal order of convergence is close? Does it works for big-sized systems? The answer to these questions is found in Figure 1 Table 1 Optimal iteration-method for different values of the size of the system n.
the size of the nonlinear system is n = 99. In order to generate this figure, we estimate the zeros of the nonlinear function (that will be studied in more detail in Section 3)
We use the iterated methods N G p : for each execution of N G p , with increasing values of p, we calculate the total number of operations and functional evaluations (by the simple product of the number of iterations needed in each case and the number of operations and functional evaluations per iteration). It can be observed that when the order of the method is near of its optimal value, the total number of operations and functional evaluations is much lower than in previous executions, as the number of iterations needed to solve the nonlinear system has also decreased.
Numerical results
In this section we will check the effectiveness of some numerical methods in order to estimate the zeros of several nonlinear functions, some of them obtained by applying a finite differences scheme to boundary-value problems. The stopping criterion used is x
. Therefore, we check that iterates converge to a limit and moreover that this limit is a solution of the system of nonlinear equations. Tables 2, 3 and 4 show several results obtained by using the previously described methods and the Newton's and Jarratt's methods, in order to estimate the zeros of functions. Given an initial estimation x , we analyze, for every method, the number of iterations needed to converge to the solution, the approximated computational order of convergence, ρ, defined in (2) , and the total number of operations (products/quotients) (TO) and functional evaluations (TFE). Table 2 Numerical results for the function (11) .
Method Iterations
The value of ρ that appears in Tables 2, 3 and 4 is the last coordinate of vector ρ when the variation between its coordinates is small. When this does not happen, the value of ρ is said to be not conclusive, and is denoted by "-" in the mentioned tables.
Firstly, let us consider the nonlinear function
When n is odd, the exact zeros of F (x) arex 1 = (1, 1, . . . , 1) andx 2 = (−1, −1, . . . , −1). Results appearing in Table 2 are obtained for n = 99 and all the methods converge tox 1 .
Let us observe that the optimal method, in terms of number of iterations and computational efficiency, is the iterated NG method of order 18, as was expected, being the total number of operations and functional evaluations much lower than the ones from classical Newton's method.
If we consider the nonlinear boundary value problem
taken from [9] , and use the finite differences method, we take the nodes
, and use second order approximations for y (x i ) and y (x i ). By denoting the unknowns values y(x i ) by y i , i = 0, 1, 2, . . . , n the solution of the following nonlinear system provides us an estimation of the solution of the boundary value problem: Table 3 Numerical results for the boundary problem (12) with n = 9. Table 4 Numerical results for the boundary problem (12) with n = 49.
If we take n = 9 and the initial estimation x Table 3 . We observe that, in this case, the optimal iterated method is N G 5 , although the number of iterations made is not the least one. The fact is that, in terms of computational efficiency (see TO and TFE for N G 5 ), is better to get the solution in 4 iterations with N G 8 than in 3 with N G 10 .
In order to know what happens when the size of the system increases, we observe the results showed in Table 4 , obtained by applying the known and new methods on the system (12) with n = 49. The initial estimation is x (0) = (0, 0.02, . . . , 0.98, 1) in this case. We observe that the optimal order is 10, as well in terms of number of iterations as in computational efficiency. This improves the theoretical results.
Finally, let us consider the boundary-value problem
taken from [19] . This problem arises in the study of finite deflections of an Table 5 Numerical results for the boundary problem (13) with n = 49.
elastic string under a transverse load and its exact solution is
In order to get an estimation of this solution, we also use the second order finite differences method and, therefore, the following nonlinear system provides us an estimation of the solution of the original boundary value problem: Table 5 . It is observed that, in practice, the optimal order of convergence is 8, which is a better result than the expected one. In fact, the exact error of this estimation is, in norm, 8.7994 · 10
−7
, whereas if a smaller system is solved (n = 9, for example), the corresponding error is 9.8374 · 10 . In Figure 2 the exact error on each component of the estimation obtained for n = 49 is showed. Although the exact error seems to be high, it is necessary to take into account that the order of the finite differences method used to transform the boundary-value problem in a nonlinear system of equations is two; if a better estimation is needed, a higher order method should be used in this transformation.
In general, it can be concluded that the high-order methods generated are very efficient, specifically in the case of large systems. As we mentioned in the introduction, this can be the case when numerical applications are made (in particular, numerical solution of quadratic equations and nonlinear integral equations are needed in the study of dynamical models of chemical reactors [12] , or in radioactive transfer [13] ). The results of these numerical experiments show that the high order methods associated with a multiprecision arithmetic floating point are very useful. 
