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Abstract: Diffusions are a fundamental class of models in many fields,
including finance, engineering, and biology. However, their simulation is
challenging as their sample paths are infinite-dimensional and their tran-
sition function is typically intractable. In many statistical settings (such
as parameter inference for discretely observed diffusions), we require simu-
lation techniques for diffusions conditioned on hitting an endpoint, which
introduces further complication. In this paper we introduce a Markov chain
Monte Carlo algorithm for simulating diffusion bridges which is both exact
(in the sense that there is no discretisation error) and has computational
cost that is linear in the duration of the bridge. Our approach works directly
on diffusion path space, by constructing a proposal (which we term a conflu-
ence) with finite computational cost which is then accepted/rejected using
a computable probability. The novelty of our method is that it only requires
the simulation of unconditioned diffusion sample paths. Our methodology
develops a number of simulation techniques we believe to be of independent
interest, related to the crossing and first passage times of multiple Brownian
motions, meanders and bridges, and Bessel bridges. We apply our method-
ology to the simulation of Langevin diffusion bridges, a practical problem
arising naturally in statistical fusion settings.
Keywords and phrases: Diffusion bridges, Path-space rejection sam-
pling, Perfect simulation, Markov chain Monte Carlo, Bayesian inference,
Monte Carlo Fusion.
1. Introduction
Diffusions are popular within a variety of application areas as models for stochas-
tic dynamical systems. These applications include the physical sciences (for ex-
ample Picchini et al. [2009]), the life sciences (for example Golightly and Wilkin-
son [2006, 2008]), and perhaps most extensively within finance (for example
Black and Scholes [1973], Merton [1973, 1976], Eraker et al. [2003], Barndorff-
Nielsen and Shephard [2004]). Given a model for a dynamical system of in-
terest it is natural to consider how to conduct inference on the model param-
eters. The complexity of inference for diffusions often necessitates the use of
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advanced techniques in computational statistics (such as Markov chain Monte
Carlo (MCMC)). These often require the ability to sample diffusion bridges with
different parameter values, while ensuring the bridge sampled is coherent with
the data observed.
To introduce diffusion bridges, first consider the following stochastic differ-
ential equation (SDE):
dXt = b(Xt) dt+ σ(Xt) dWt, Xt0 = xt0 , t ∈ [t0, T ], (1.1)
where b : R→ R denotes the drift coefficient, σ : R → R the diffusion coefficient
and W is one dimensional Brownian motion. Throughout, we assume regularity
conditions for the existence of a unique, global, weak solution (for instance, it
would suffice if b and σ are both globally Lipschitz and grow at most linearly
at infinity [Kloeden and Platen, 2011, §II.4.5], or for weaker conditions see Aı¨t-
Sahalia [2002, §2.1]). We will refer to the law of X (induced by (1.1)) conditioned
such that XT = xT as a diffusion bridge.
Even if we were to disregard the complications arising from the conditioning
of (1.1), we would still face a number of challenges in simulating unconditioned
diffusions. For very simple classes of unconditioned diffusions in which the tran-
sition function is known, efficient schemes for simulating trajectories over large
intervals of time are available—one can simply apply the strong Markov property
and iteratively simulate partial trajectories (and so computational cost scales
linearly in the time interval to be simulated). For most classes of algorithm one
requires access to the transition function, which for many interesting classes
of diffusion is intractable. Although it is natural to approximate the transition
function, over long intervals there is an accumulation of error. (It is sufficient
to be able to simulate from the transition function (by means of an embedded
Monte Carlo algorithm, such as a path-space rejection sampler), which is one
strand of work we explore in this paper.) The problem is exacerbated when we
consider the additional complications arising from the conditioning; the strong
Markov property cannot be applied in the same direct manner, and the linear-
in-time scaling is also not direct.
Approaches found in the literature for carrying out diffusion bridge simu-
lation fall into two broad categories: methods based on simulating from time-
discretisations (and thus approximations) of (1.1), and those which rely on con-
structions directly on diffusion path-space for (1.1). The latter eliminates any
discretisation error, but usually at a cost of introducing technical restrictions on
b and σ. In both cases various embedded Monte Carlo algorithms can be used
(for instance, importance and rejection sampling or MCMC), with repeated
simulation from an appropriately chosen proposal distribution.
A key consideration is ensuring that the proposal bridge and target bridge
are well matched, while simultaneously accounting for the computational com-
plexities of the proposal. Within the context of discretised algorithms, Pedersen
[1995] was an early breakthrough in which proposals were made using the un-
conditioned target process, but this approach suffers from degeneracy between
the target and proposal distribution as increasingly fine time-discretisations are
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considered. Improvements on this notion were made by Durham and Gallant
[2002] and Golightly and Wilkinson [2008], which although not degenerate are
both computationally expensive for the fine discretisations required to reduce
their inherent bias. Other successful approaches (such as Ozaki [1992] and De-
lyon and Hu [2006]) to avoid the degeneracy of Pedersen [1995] start by con-
structing continuous-time proposals and then discretising the resulting infinite-
dimensional algorithms; the discretisation still fundamentally contributes a bias.
Delyon and Hu [2006] considered proposals in which a ‘pulling’ drift term was
added to an unconditioned (1.1) to ensure the end-point was reached, and this
has inspired a number of extensions and variants including guided and residual
proposals [Van Der Meulen and Schauer, 2017, Schauer et al., 2017, Whitaker
et al., 2017]. Other approaches incorporating information about the end-point
include a Sequential Monte Carlo resampling scheme proposed by Lin et al.
[2010], whereas Hairer et al. [2009] approach the problem by means of simulat-
ing solutions to Langevin-type stochastic partial differential equations (SPDEs).
More recently, a major innovation in discretisation approaches for one-dimensional
diffusion bridges was proposed by Bladt and Sørensen [2014], termed by the au-
thors as simple diffusion bridges (SDB). This forms one key ingredient of the
work we introduce in this paper, and so is fully discussed in Section 2. How-
ever in short, the novelty of Bladt and Sørensen [2014] is that it only requires
the forward simulation of unconditioned diffusions, one of which attains the
start point of the desired bridge, another the end. These two unconditioned
diffusions are then ‘spliced’ together at a well specified crossing time to form
a single proposal path (which we call a ‘confluent diffusion bridge’ ), which is
then either accepted or rejected by means of auxiliary unconditioned diffusions.
Although conceptually complex, the beauty of this procedure is that as only
unconditioned diffusions are ever simulated, the highly desirable linear-in-time
computational cost of such simulation is retained, and so it offers a practical
solution to the simulation of diffusion bridges with distant end-points. Bladt
and Sørensen [2014] was further extended in Bladt et al. [2016] to consider
multi-dimensional diffusion bridges.
Simulating diffusion bridges by means of any of the above time-discretisation
approaches introduces bias, in addition to the inherent Monte Carlo error. Al-
though the bias can be mitigated somewhat by increasing the fineness of the dis-
cretisation, this introduces considerable computational burden (particularly in
our setting where we are interested in simulating diffusion bridges with distant
end-points). This is especially important for many practical problems, where
simulating a diffusion bridge is only a single embedded step within an MCMC
scheme to conduct parameter inference for partially-observed diffusions. (In par-
ticular, in the Bayesian setting Roberts and Stramer [2001] circumvent the in-
tractability of the likelihood by applying a data-augmentation strategy—i.e.,
simulating diffusion bridges). Eliminating bias is of particular importance in
many modern MCMC schemes, such as pseudo-marginal MCMC [Andrieu and
Roberts, 2009].
Alternatively, a number of methods free of discretisation have been devel-
oped (so-called path-space rejection samplers (PSRS) [Beskos and Roberts, 2005,
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Beskos et al., 2006a,b, 2008a, Chen and Huang, 2013, Pollock et al., 2016]),
which allow sample paths of both unconditioned and conditioned diffusions to
be simulated at finite collections of time points without any approximation er-
ror. Following the initial work of Beskos and Roberts [2005], there has been
considerable interest in developing unbiased estimators for classes of stochastic
differential equations (including [Rhee and Glynn, 2015, Fearnhead et al., 2017,
Chenxu and Linjia, 2019], perhaps most notably the related work of Blanchet
et al. [2017] which is instead based on the the theory of rough paths. PSRS
algorithms are based on rejection sampling: sample paths are drawn from a
(target) measure by means of drawing sample paths from an equivalent pro-
posal measure (in which access to the conditioned transition density is avail-
able), and are accepted or rejected with the correct probability by means of an
unbiased estimator of a quantity proportional to the Radon-Nikody´m derivative
of the two measures. These variant approaches have not focussed on simulat-
ing diffusion bridges. Particular application of PSRS to Bayesian inference for
partially-observed diffusions has been considered [Beskos et al., 2006a, 2008b,
Sermaidis et al., 2013]; however, they have some limitations. A key limitation
is that their computational cost increases exponentially with bridge duration,
and so are unsuitable in many applications. In addition, there are a number of
practical conditions on the coefficients of the underlying SDE which are difficult
to satisfy (particularly for multi-dimensional diffusion bridges).
In this paper we provide for the first time an exact method for simulating
diffusion bridges with computational cost that is linear in the duration of the
bridge. To do this we develop a novel way of incorporating path-space rejec-
tion sampling (PSRS) into the Simple Diffusion Bridge (SDB) framework of
Bladt and Sørensen [2014]. Our resulting confluent diffusion bridge (CDB) ap-
proach retains the key advantages of both constituents: Just like the PSRS, it
is a discretisation-free (‘exact’) methodology which produces unbiased samples
from the desired target path measure; like SDB, it retains the attractive feature
that the computational cost scales linearly with the distance between the bridges
end-points. To achieve this, a number of new simulation strategies of indepen-
dent interest have been developed and tailored to our approach. These include
sampling from the first passage time density of a Brownian bridge, determin-
ing whether (and when) two Brownian bridges cross, and determining whether
a Brownian bridge crosses a Brownian meander or a Bessel bridge. We find
practical application of our work motivated by Monte Carlo Fusion [Dai et al.,
2019], by considering the simulation of Langevin diffusion bridges in which the
t-distribution is the invariant measure of the unconditioned diffusion. Although
we limit our consideration to the simulation of one-dimensional diffusion bridges
(with application to Langevin bridges), we give some directions in Section 6 as
to how our approach may be extended.
The paper is organised as follows: Sections 2 and 3 briefly summarise the im-
portant aspects of the existing SDB and PSRS approaches that are used within
our confluent diffusion bridge (CDB) methodology, which is presented in Sec-
tion 4. In Section 5 we benchmark the performance of our method against PSRS
and SDB by considering the simulation of Langevin diffusion bridges. Finally,
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in Section 6 we conclude by discussing the limitations of our approach and how
they may be mitigated, and by providing specific direction and application of
our work for future research. For clarity of exposition all assumptions are stated
in Appendix A, and all proofs are collected in Appendix B.
1.1. Notation
For a vector v, we write v[i] to denote its ith coordinate and v[i:j] = (v[i], v[i+1], . . . , v[j])′.
′ denotes a transpose. On the other hand, we write v(i), i = 1, 2, . . . to denote
multiple random variables or (random) functions. By convention: {·}0i=1 = ∅
and inf{∅} = +∞. For a function f : t 7→ f(t) := ft its graph is denoted by
gr(f) = {(t, ft)|t ∈ [0, T ]}. We also write ←−f T , with T ∈ R+ (or ←−f T,(i) if neces-
sary) to denote a time-reversed function:
←−
f T : t 7→ fT−t, defined on t ∈ [0, T ].
For brevity we write
←−
f :=
←−
f T , whenever T is clear from the context. Finally, we
use the following convention to distinguish between the conditional and uncon-
ditional laws induced by SDEs. We write P(x0,T ) to denote the unconditioned
law induced by diffusion X (on [0, T ]) started from X0 = x0. On the other hand,
we use P(x0,xT ,T ) to denote the law induced by X|(X0 = x0, XT = xT ).
2. Simple diffusion bridges
In this section, let P(xt0 ,T ) denote the law induced by (1.1). The output of the
SDB sampler, as introduced by Bladt and Sørensen [2014], is an approximate
draw from the law P(x0,xT ,T ). The algorithm comprises two components: sim-
ulation of a proposal bridge via rejection sampling; and a Metropolis-Hastings
step to correct for the discrepancy between the law of the proposal and the law
of the target. Bladt and Sørensen [2014, Theorem 2.1] describe how to choose
the proposal. Consider three independent diffusions X(i), i = 1, 2, 3, solutions
to (1.1) with t0 set to respectively 0, 0 and −T , and conditioned on X(1)0 = x0,
X
(2)
0 = xT , and X
(3)
−T = xT , respectively. We refer to these three as the for-
ward diffusion, backward diffusion, and auxiliary diffusion respectively. Define
further
←−
X (2) :=
←−
XT,(2), and let us refer to it as the time-reversed diffusion. Let
τ (Z) := inf{0 ≤ t ≤ T |X(1)t =
←−
X
(2)
t } and define:
Zt :=
{
X
(1)
t if 0 ≤ t ≤ τ (Z),←−
X
(2)
t if τ
(Z) < t ≤ T . (2.1)
Suppose that (A5) holds (see Appendix A). Then we have the following equiv-
alence in distribution:
Z|{τ (Z) ≤ T} d= X
∣∣∣∣ {(X0 = x0, XT = xT ), inf {t ∈ [0, T ] : X(3)t = Xt} <∞} .
We denote the law of Z|{τ (Z) ≤ T} by Z(x0,xT ,T ). The above result says that
Z(x0,xT ,T ) is equal to the law of the diffusion bridge, conditioned on the bridge
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being hit by an independent auxiliary diffusion started from xT at time −T . The
result is used both for choosing proposals in Section 2.1 and for the Metropo-
lis correction step in Section 2.2. Each of the steps—as they were presented
in Bladt and Sørensen [2014]—employed various approximations, such as dis-
cretisation schemes to sample X(i), i = 1, 2, 3, or approximate techniques for
finding the first hitting times τ (Z) and τ (aux) (with τ (aux) defined in Algorithm
2). Consequently, the final draws of SDB are biased.
2.1. Sampling proposals
The proposal bridges are simply chosen to be the paths Z defined by (2.1),
conditioned on {τ (Z) ≤ T}. This can be achieved by simple rejection. To sample
paths X(1) and X(2) we can employ any discretisation scheme based on the
Stochastic Taylor Expansion [Kloeden and Platen, 2011]. The pairs (X(1), X(2))
are generated until the first occurrence of {τ (Z) ≤ T}, upon which Z is returned.
Algorithm 1 below summarises this sampling procedure.
Algorithm 1 Sampler of Proposal Bridges
Input: x0, xT , T , b(·), σ(·)
Output: Proposal path Z ∼ Z(x0,xT ,T )
1: X
(1)
0 = x0, X
(2)
0 = xT
2: while True do
3: Sample path X(1) on [0, T ]
4: Sample path X(2) on [0, T ]
5: Set
←−
X
(2)
t := X
(2)
T−t, t ∈ [0, T ]
6: Set τ (Z) := inf{t ≥ 0 : X(1)t =
←−
X
(2)
t }
7: if τ (Z) <∞ then
8: Set Zt ← X(1)t 1{t≤τ(Z)} +
←−
X
(2)
t 1{t>τ(Z)} and return Z
9: end if
10: end while
2.2. Markov Chain Monte Carlo (MCMC)
We follow the notation of Bladt and Sørensen [2014]: let C([0, T ]) denote the
canonical space of continuous functions defined on the time interval [0, T ], and
define Ax to be the set of functions y ∈ C([0, T ]) that intersect x ∈ C([0, T ]):
Ax := {y ∈ C([0, T ])|gr(y) ∩ gr(x) 6= ∅}.
Moreover, let A represent the set of pairs of intersecting functions:
A := {(x, y) ∈ C([0, T ])× C([0, T ])|y ∈ Ax}.
Define also:
piT (x) := P(X
(3) ∈ Ax),
piT := P((X˜,X
(3)) ∈ A),
(2.2)
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where X˜, X(3) are independent and denote the target diffusion bridge and the
auxiliary diffusion respectively. Supposing P(x0,xT ,T ) and Z(x0,xT ,T ) have com-
mon dominating measure, then by Bladt and Sørensen [2014, Theorem 2.1]:
dZ(x0,xT ,T )
dP(x0,xT ,T )
(Z) =
piT (Z)
piT
. (2.3)
Equation (2.3) gives an explicit connection between the law of the proposal
bridges Z(x0,xT ,T ) and the law of the target P(x0,xT ,T ). This immediately sug-
gests a Markov Chain Monte Carlo (MCMC) algorithm with independent pro-
posals. More precisely, denoting by Z(n) the sample path kept at the nth iteration
of the Markov Chain, we sample a new path Z ∼ Z(x0,xT ,T ) and set Z(n+1) ← Z
with probability:
ψ(Z(n), Z) =
dZ
dP (Z
(n))
dZ
dP (Z)
∧ 1 = piT (Z
(n))
piT (Z)
∧ 1, (2.4)
where we suppress (x0,xT ,T ) from the superscripts of the laws for the sake of
clarity. Otherwise Z(n) is kept: Z(n+1) ← Z(n). Although 1/piT (Z) cannot be
computed in closed form, it is possible to obtain a positive, unbiased estimate.
This is sufficient for implementing the algorithm: by substituting the exact value
of the likelihood for its positive, unbiased estimator, the invariant distribution
of the Markov Chain is unaltered and the unbiasedness of the entire algorithm
is preserved [Andrieu and Roberts, 2009]; this is an example of pseudo-marginal
MCMC. For a proposal sample Z ∈ C([0, T ]) one such estimator can be defined
as
T := min{i ∈ N+ : X(3,i) ∈ AZ},
with X(3,i), i ∈ N+, iid copies of the auxiliary diffusion X(3). Once again,
simulation of X(3,i) by Bladt and Sørensen [2014] is achieved via discretisation.
The resulting MCMC algorithm is summarised in Algorithm 2.
Algorithm 2 Pseudo-marginal independence sampler for the diffusion bridge
Input: {Z(n), T (n)}—output from the previous MCMC step
Output: {Z(n+1), T (n+1)}—new state of the Markov Chain
1: X
(3)
−T = xT
2: Sample Z using Algorithm 1 and set T ← 0
3: repeat
4: T ← T + 1
5: Sample path X(3) on [−T, T ]
6: Set τ (aux) := inf{t ≥ 0 : X(3)t = Zt}
7: until τ (aux) <∞
8: Sample U ∼ Unif([0,1])
9: if U ≤ TT (n) then return {Z, T }
10: else return {Z(n), T (n)}
11: end if
Remark 2.1. Bladt and Sørensen [2014] use an average of N independent sam-
ples of T as an unbiased estimator for 1/piT (Z). Our choice of N = 1 is moti-
vated by the fact that sampling T is the most expensive part of our algorithm
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(see Section 4.3.3) and that for the regime of interest T = 1 with very high
probability [Bladt and Sørensen, 2014, §2.2].
3. Path-Space Rejection Sampler (PSRS)
Our goal is to describe a method of drawing X(i), i = 1, 2, 3, and T , which does
not introduce any approximation error to Algorithms 1 and 2. To this end, we
give a brief summary of PSRS, on which our proposed algorithm will rely.
The Path Space Rejection Sampler (PSRS)—also known as the Exact Algo-
rithm [Beskos and Roberts, 2005]—is a rejection sampling algorithm targeting
the law induced by the SDE (1.1) conditioned on X0 = x0 or on (X0, XT ) =
(x0, xT ). The output of the algorithm is a skeleton of the path X: that is, a set
S = {Xt, t ∈ {χj}κj=1} (where we use the convention χ0 := 0, χκ := T ) revealed
at a random time grid {χj}κ−1j=1 . Upon acceptance the path X can be retrospec-
tively revealed at any additional time-points, and thus on a conceptual level the
output of PSRS can be understood as an entire diffusion path X. We remark
that when σ = 1 (which in view of the existence of the Lamperti transformation
(A.1) can be assumed without loss of generality) and the proposals are drawn
from the Wiener measure, then the accepted path X between any two revealed
skeletal time-points χj and χj+1 is distributed as a Brownian bridge joining
Xχj and Xχj+1 . Thus retrospective revealing of X amounts to drawing samples
from the Brownian bridge measure.
PSRS can be employed only when assumptions (A1)–(A3) are satisfied (see
Appendix A). When they are satisfied, PSRS should be preferred to other sam-
pling schemes, as it outputs exact draws from the target law at a computational
cost on par with the Euler-Maruyama scheme. In this paper we additionally as-
sume (A4), which is perhaps the most restrictive assumption but which grants
some technical shortcuts needed by the CDB algorithm.
Remark 3.1. A na¨ıve application of PSRS for P(x0,T ) has acceptance probability
decaying exponentially in T . However, using the Markov property we can apply
PSRS sequentially to shorter sub-intervals [ti, ti+1] (with length ti+1 − ti <
∆, and ∆ chosen independently of T ), making up the entire interval [0, T ] =
∪Ki=0[ti, ti+1]. Each call to PSRS on an interval shorter than ∆ has O(1) cost
(as T → ∞), yielding a linear, O(T ), rather than exponential, cost for the
entire algorithm [Beskos et al., 2006a]. The same argument does not apply to
P(x0,xT ,T ) however, so PSRS for the bridge measure scales exponentially with
the time-distance between the bridge’s end-points. Below, we show how this can
also be improved to a linear cost.
4. Confluent diffusions bridge
CDB aims to incorporate PSRS within SDB to mitigate the shortcomings of
the latter, which, inter alia, opens a new possibility for unbiased inference for
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sparsely observed diffusions. In view of the existence of Lamperti transforma-
tion (A.1), we henceforth assume without loss of generality that the diffusion
coefficient σ in (1.1) is identically equal to 1.
4.1. Unbiased Sampling of Proposals
We sample from Z as follows. We start by sampling X(i), i = 1, 2 as de-
fined in Section 2 using a standard application of PSRS with biased Brownian
motion proposals. The paths are revealed only at some random time-points:
{χ(i)j }κ
(i)
j=0, i = 1, 2 (see the top plot in figure 1). Next we must find the first
crossing time τ (Z) of the two diffusions X(1) and
←−
X (2). To this end it is eas-
ier to first cross-populate the paths by sampling them at a common time-grid:
{χj}κj=0 := {χ(1)j }κ
(1)
j=0 ∪ {T − χ(2)j }κ
(2)
j=0, and then to sequentially consider inter-
vals [χj , χj+1], j = 0, . . . , κ− 1, on which both paths are revealed only at their
end-points. The cross-population is achieved by sampling the forward path X(1)
at additional time-points {χj}κj=0\{χ(1)j }κ
(1)
j=0, and the backwards path X
(2) at
{T−χj}κj=0\{χ(2)j }κ
(2)
j=0 (middle plot in figure 1) by sampling each retrospectively
as in the standard formulation of PSRS.
Finally, for each sub-interval [χj , χj+1] it is verified whether the two paths
X(1) and
←−
X (2) cross (the bottom plot in figure 1 illustrates this for one of the
sub-intervals). To this end, notice that conditionally on all points that have
been sampled up until this step, X(1) between χj and χj+1 is distributed as a
Brownian bridge joining X
(1)
χj at time χj and X
(1)
χj+1 at time χj+1. Similarly,
←−
X (2)
between χj and χj+1 (conditioned on all available information) is distributed
as another, independent Brownian bridge joining
←−
X
(2)
χj at time χj and
←−
X
(2)
χj+1 at
time χj+1. Our next goal is to characterise the law of the difference
←−
X (2)−X(1).
The following result relies on elementary calculations so a proof is omitted.
Lemma 4.1. Let B(i), i = 1, 2 be two independent Brownian bridges, joining
respectively x
(i)
0 at time 0 with x
(i)
T at time T , i = 1, 2. Define their sum and
difference processes as S := B(1) + B(2) and D := B(1) − B(2) respectively.
Then, the two dimensional process {B˜t, t ∈ [0, T ]} := {(St, Dt)′, t ∈ [0, T ]}
is distributed as a two dimensional Brownian bridge with a scaled covariance
matrix:
Cov(B˜t, B˜s) =
(
2(T−t)s
T 0
0 2(T−t)sT
)
, 0 < s < t < T,
joining
(
x
(1)
0 + x
(2)
0 , x
(1)
0 − x(2)0
)′
at time 0 with
(
x
(1)
T + x
(2)
T , x
(1)
T − x(2)T
)′
at
time T .
It is immediate from Lemma 4.1 that the process defined between the times χj
and χj+1 as D :=
←−
X (2)−X(1) is simply a Brownian bridge joining (←−X (2)χj −X(1)χj )
at time χj and (
←−
X
(2)
χj+1 − X(1)χj+1) at time χj+1, with a variance modified to
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X(1)
X(2)
revealed X(1) points
revealed X(2) points
additional X(1) points
additional X(2) points
common time-grid
0
←−
X
(2) −X(1)
τ (D)
Fig 1. Illustration of the procedure for sampling proposals for the unbiased simple diffusion
bridges (CDB). First, diffusions X(1) and X(2) are simulated with their unconditioned for-
wards and backwards dynamics respectively (top). Each path is revealed at a discrete and ran-
dom collection of time points. Second, both diffusions are revealed at additional time points,
so that the sets of revealed values of X(1) and
←−
X (2) share the same time-grid (middle). Third,
for each sub-interval a check is performed for whether the two diffusions cross. The bottom
figure zooms in onto the fourth sub-interval from the left. The first crossing time of X(1)
and
←−
X (2) is also the first passage time of
←−
X (2) − X(1) to level 0. Conditionally on all the
points that have already been simulated, any additional point of X(1) and X(2) is simulated
using independent Brownian bridges, and thus revealing points of
←−
X (2) − X(1) is also done
via Brownian bridge simulation.
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2(t − χj)(χj+1 − t)/(χj+1 − χj). Because {t : X(1)t =
←−
X
(2)
t } = {t : Dt = 0},
it is enough to find the first passage time of D to level 0, which we denote by
τ (D) := inf{t ≥ 0 : Dt = 0}. In the following section we show how to sample
τ (D) exactly.
4.1.1. Simulation of the First Passage Time of a Brownian bridge to Zero
Let d0, dT ∈ R be some given constants, D˜ a Brownian motion scaled by a factor
σ—i.e. a solution to an SDE dD˜t = σ dWt, and let D̂t := (D˜t|D˜0 = d0, D˜T =
dT ), t ∈ [0, T ] denote a scaled Brownian bridge. Notice that the distribution of
D =
←−
X (2) −X(1) on [χj , χj+1] coincides with D̂ defined here with σ =
√
2 and
re-labelling χj = 0, χj+1 = T . Consequently, we drop ·̂ from the notation. Let
τ (D) := inf{t ≥ 0 : Dt = 0} as before be the first passage time of D to level 0.
Then τ (D) can be simulated exactly as follows:
(i) If d0dT ≤ 0, then {τ (D) ≤ T} a.s. and we can proceed to (iii).
(ii) Otherwise d0 and dT are non-zero and are of the same sign, so there
is a positive probability that D will not cross zero before time T . The
event {τ (D) = ∞} happens with probability [Karatzas and Shreve, 2012,
Metwally and Atiya, 2002]:
pD = 1− exp
{
− 2|d0dT |
Tσ2
}
. (4.1)
Toss a pD-coin (see remark 4.1)—upon success return τ
(D) = ∞ and
terminate the sub-routine, otherwise proceed to (iii).
(iii) Conditionally on {τ (D) ≤ T}, the density of τ (D) is [Metwally and Atiya,
2002]:
fτ(D)(t)dt ∝ t−3/2(T − t)−1/2 exp
{
− d
2
T
2(T − t)σ2 −
d20
2tσ2
}
dt. (4.2)
Using Lemma 4.2 we can then sample from (4.2) exactly.
Lemma 4.2. The density in (4.2) coincides with the density of a random
variable T1/K+1 , where K ∼ IGau
(∣∣∣ d0dT ∣∣∣ , d20Tσ2) and IGau denotes the Inverse-
Gaussian distribution.
Remark 4.1. Many sub-routines of the CDB algorithm require samples from
Bernoulli(p) (where p is problem-dependent). It is important to note that
evaluation of p itself may not be essential, so long as there exist an algorithm
which outputs 1 with probability p. We refer to such algorithms as constructions
of p-coins. For instance, in Section 4.3.2 we use the following, generic construc-
tion of a p-coin. Suppose that it is possible to approximate p to an arbitrary pre-
cision and simultaneously provide bounds on the maximal error. More precisely,
denoting by p̂(n) the approximation to p at the nth call to an approximating
algorithm and by (n) the respective maximal error (|p− p̂(n)| < (n)) satisfying
property (n) → 0 and (n) > 0, ∀n ∈ N, we have [Devroye, 1986, §IV.5.1]:
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Algorithm 3 Unbiased sampling of p-coin using approximations p̂(n) with errors
(n).
1: Sample U ∼ Unif([0,1])
2: n← 0
3: while True do
4: Compute p̂(n) and (n)
5: if U < p̂(n) − (n) then
6: return 1
7: else if U ≥ p̂(n) + (n) then
8: return 0
9: else
10: n← n+ 1
11: end if
12: end while
The output of this algorithm is an exact draw from Bernoulli(p).
4.1.2. Exact Sampling of Proposals—summary
τ (D) := τ (D)(j) is sampled on each sub-interval [χj , χj+1]—starting from the
left-most and proceeding sequentially to the right until the first occurrence of
{τ (D) <∞}. Any crossings in the sub-intervals further to the right are irrelevant
and thus sampling of τ (D) on them should be omitted. We then set τ (Z) =
χJ + τ (D)(J ), where J is the index of the first interval on which {τ (D) <∞}.
Once τ (Z) has been sampled, by Lemma 4.1 we can draw Sτ(Z) := X
(1)
τ(Z)
+
X
(2)
T−τ(Z) from the scaled Brownian bridge measure, and thus compute the values
of X
(1)
τ(Z)
, X
(2)
T−τ(Z) and Zτ(Z) .
If X(1) and X(2) do not cross on any sub-intervals, the pair (X(1), X(2)) is
rejected and the entire procedure, starting from sampling (X(1), X(2)) using
PSRS is repeated. We summarise the protocol in Algorithm 4 below.
4.2. Unbiased estimator for the probability of hitting an auxiliary
diffusion
To simulate T without bias we construct a coin whose probability of coming
up heads is exactly equal to the probability of an auxiliary diffusion X(3) inter-
secting proposal path Z—in fact each coin toss is an independent experiment in
which an iid path of X(3) is sampled, followed by an unbiased check for whether
it and Z intersect. If we denote by U˜i ∈ {0, 1}, i ∈ N+, the iid tosses of such
coin, then T can be defined as T := inf{i ∈ N+ : U˜i = 1}.
4.2.1. First stage of sampling U˜i, i ∈ N+—drawing paths
We start by simulating X(3) using PSRS (top plot in figure 2), revealing the path
at a random collection of time points {χ(3)j }κ
(3)
j=0 (we sample X
(3) on the interval
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Algorithm 4 Unbiased Sampler for Proposal Bridges
Input: x0, xT , T , b(·), σ(·)
Output: {τ (Z); (Zt, X(1)t ,
←−
X
(2)
t ), t ∈ {χj}κj=0 ∪ {τ (Z)}}
1: X
(1)
0 = x0, X
(2)
0 = xT
2: while True do
3: for i in 1 : 2 do
4: Sample X(i) using PSRS, revealing it on {X(i)t , t ∈ {χ(i)j }κ
(i)
j=1}
5: end for
6: Set {χj}κj=0 := {χ(1)j }κ
(1)
j=0 ∪ {T − χ(2)j }κ
(2)
j=0
7: Reveal X(1) at all the remaining points {χj}κj=0\{χ(1)j }κ
(1)
j=0
8: Reveal X(2) at all the remaining points {T − χj}κj=0\{χ(2)j }κ
(1)
j=0
9: for i = 0 : (κ− 1) do
10: Sample τ (D), with D :=
←−
X (2) −X(1) defined on [χj , χj+1].
11: if τ (D) <∞ then
12: Set τ (Z) ← χj + τ (D) and Zt ← X(1)t 1{t≤τ(Z)} +
←−
X
(2)
t 1{t>τ(Z)}
13: Draw X
(1)
τ(Z)
+X
(2)
τ(Z)
from the scaled Brownian bridge measure
14: Compute X
(1)
τ(Z)
, X
(2)
τ(Z)
and Zτ(Z)
15: return {τ (Z); (Zt, X(1)t ,
←−
X
(2)
t ), t ∈ {χj}κj=0 ∪ {τ (Z)}}
16: end if
17: end for
18: end while
[−T, T ], however we ignore the part from the first half [−T, 0) and suppress any
simulated points on that interval from the notation).
Next, we cross-populate the paths X(1),
←−
X (2), X(3), so that they lie on a
common time-grid: {χ˜j}κ˜j=0 := {χj}κj=0 ∪ {τ (Z)} ∪ {χ(3)j }κ
(3)
j=0 (middle plot in
figure 2). For X(3) this amounts to drawing samples from the Brownian bridge
measures at times {χ˜j}κ˜j=0\{χ(3)j }κ
(3)
j=0. The other two processes are drawn simi-
larly anywhere to the right of τ (Z), however their simulations to the left of τ (Z)
differ because we already know the value of τ (Z).
Consider first the interval [χj , χj+1], with χj+1 < τ
(Z). Without loss of gen-
erality suppose that
←−
X
(2)
χj > X
(1)
χj and
←−
X
(2)
χj+1 > X
(1)
χj+1 . Then (X
(1),
←−
X (2)) on
[χj , χj+1] are a pair of Brownian bridges, conditioned on {←−X (2)t > X(1)t ,∀t ∈
[χj , χj+1]}. Sampling of (X(1)t ,
←−
X
(2)
t ) at any fixed t ∈ [χj , χj+1] can be con-
ducted via rejection. Pairs (X
(1)
t ,
←−
X
(2)
t ) are drawn from the two independent
Brownian bridge measures: if {←−X (2)t ≤ X(1)t } occurs, the pair are immediately
rejected and re-sampled, otherwise two additional coins are sampled with the
probabilities of success given respectively by:
P(W˜s > 0,∀s ∈ [χi, t]|W˜χi = X(1)χi −
←−
X (2)χi , W˜t = X
(1)
t −
←−
X
(2)
t ),
P(W˜s > 0,∀s ∈ [t, χi+1]|W˜t = X(1)t −
←−
X
(2)
t , W˜χi+1 = X
(1)
χi+1 −
←−
X (2)χi+1),
with W˜ defined as a solution to: dW˜t =
√
2 dWt. The exact expressions for
these coins follow from (4.1). The proposal pair (X
(1)
t ,
←−
X
(2)
t ) are accepted upon
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the first successful throw of both coins above.
Sampling the pair (X
(1)
t ,
←−
X
(2)
t ) for a t in the interval [χj , τ
(Z)] requires an-
other approach. Without loss of generality suppose that
←−
X
(2)
χj > X
(1)
χj . Then
Ht := X
(2)
T−τ(Z)+t − X
(1)
τ(Z)−t, t ∈ [0, τ (Z) − χj ] is distributed as a (scaled) 3-
dimensional Bessel bridge, which can be simulated thanks to the identity Pitman
and Yor [1982, 5.d]):
Ht
d
=
√
(
√
2B
(1)
t + µt)
2 + (
√
2B
(2)
t )
2 + (
√
2B
(3)
t )
2, t ∈ [0, τ (Z) − χj),
with B(i), i = 1, 2, 3 denoting three independent standard Brownian bridges
joining 0 at time 0 and 0 at time τ (Z) − χj , and:
µt := (X
(2)
T−χj −X(1)χj )
t
τ (Z) − χj .
By Lemma 4.1, S := X(1) +
←−
X (2) is a scaled Brownian bridge, independent
of H, and thus simulation of (X
(1)
t ,
←−
X
(2)
t , Zt) at any point t ∈ [χj , τ (Z)] can
be accomplished by drawing (Hτ(Z)−t, St) and deterministically setting: Zt =
X
(1)
t =
1
2
(
St −Hτ(Z)−t
)
and←−
X
(2)
t =
1
2
(
St +Hτ(Z)−t
)
. We remark that the case
←−
X
(2)
χj < X
(1)
χj and
←−
X
(2)
χj+1 <
X
(1)
χj+1 requires only mild alteration to the calculations above.
4.2.2. Second stage of sampling U˜i, i ∈ N+—checking for the presence of
intersections
The final step consists of checking whether Z and X(3) intersect on any interval
[χ˜j , χ˜j+1]. If they do, U˜i is set to 1 and otherwise it is set to 0. Since only
the end-points of Z and X(3) have been revealed on [χ˜j , χ˜j+1], any such check
is a toss of some p-coin, with p the probability that no crossing occurs inside
[χ˜j , χ˜j+1]. If (X
(3)
χ˜j
−Zχ˜j )(X(3)χ˜j+1 −Zχ˜j+1) ≤ 0, the crossing must happen and p
can be trivially set to 0. In the non-trivial case we distinguish three regimes for
drawing the p-coins.
The most straightforward verifications are done on the intervals situated to
the right of τ (Z), i.e. χ˜j ≥ τ (Z). For these: Z =←−X (2), and (X(3),←−X (2)) are pairs
of independent Brownian bridges. Consequently, the probability of Z and X(3)
not intersecting is given by the expression based on (4.1):
pA = 1− exp
−|(
←−
X
(2)
T−χ˜j −X
(3)
χ˜j
) · (←−X (2)T−χ˜j+1 −X
(3)
χ˜j+1
)|
T
 . (4.3)
We refer to this regime as regime A.
The second regime—regime B—applies to intervals to the left of τ (Z) and
not directly adjacent to it, i.e. [χ˜j , χ˜j+1], with χ˜j+1 < τ
(Z). For these: Z =
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X(1)
X(2)
X(3)
revealed X(1) points
revealed X(2) points
revealed X(3) points
τ (Z)
additional X(1) points
additional X(2) points
additional X(3) points
common time-grid
0
X(1) −←−X (2)
Z −X(3) = X(1) −X(3)
τ
Fig 2. Illustration of the procedure for testing whether an auxiliary diffusion intersects pro-
posal path Z. First, diffusion X(3) is simulated via PSRS (top). The path is revealed at a
discrete and random collection of time points. Second, all three diffusions X(i), i = 1, 2, 3
are revealed at additional time points, so that the sets of revealed values of X(i), i = 1, 3 and←−
X (2) share the same time-grid (middle). The points on the interval [−T, 0) are irrelevant and
hence discarded. Third, for each sub-interval a check is performed for whether Z and X(3)
cross. The bottom figure zooms in onto the sixth sub-interval from the left. Since this interval
is to the left of τ (Z), we have Z = X(1). The first crossing time of X(3) and Z is also the
first passage time of Z − X(3) to 0. Conditionally on all the points simulated up until this
point Z −X(3) is distributed as a scaled Brownian bridge, conditioned on another, correlated
Brownian bridge X(1) −←−X (2) not reaching level 0 (i.e. in this case staying below level 0).
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X(1); however, X(1) conditioned on all information available until this point
is no longer distributed as a Brownian bridge. In particular, recall that in the
construction of the process Z, a pD-coin (applicable to the interval containing
[χ˜j , χ˜j+1]) must have already been tossed and returned tails—revealing that
X(1) and
←−
X (2) do not intersect on [χ˜j , χ˜j+1]. Consequently, X
(1) is at this
point distributed as a Brownian bridge conditioned on not being hit by another
Brownian bridge (
←−
X (2)). Another way to think about this problem is to consider
the difference processes: X(1) − ←−X (2) and X(1) − X(3). Assume that the end-
points of both X(1) −←−X (2) and X(1) −X(3) are above zero. Then:
P
(
inf
{
t ∈ [χ˜j , χ˜j+1] : Zt = X(3)t
}
=∞
)
=
P
(
X
(1)
t −X(3)t > 0,∀t ∈ [χ˜j , χ˜j+1]
∣∣X(1)t −←−X (2)t > 0,∀t ∈ [χ˜j , χ˜j+1]) .
The other three combinations of the signs of end-points of X(1) − ←−X (2) and
X(1) − X(3) are dealt with analogously. We denote the four coins from this
regime (each associated to a different combination of the end-points’ signs) with
p
(k)
B , k = 1, . . . , 4.
The third regime—regime C —concerns the interval [χ˜j , τ
(Z)]. X(1) is now
distributed as a Brownian bridge conditioned on not being hit by another
Brownian bridge (
←−
X (2)) only on the interior of the interval (χ˜j , τ
(Z)), whereas
X
(1)
τ(Z)
= X
(2)
T−τ(Z) . A similar modification carries over to the difference processes
and as previously we distinguish four coins p
(k)
C , k = 1, . . . , 4, depending on the
signs of the starting points of X(1)−←−X (2) and X(1)−X(3). Finding expressions
for the p
(k)
B and p
(k)
C -coins, k = 1, . . . , 4, from both regimes B and C require
involved calculations and are the subject of Section 4.3.
Remark 4.2. For the sake of optimising computational efficiency the checks
should be done in an order from the least to the most computationally demand-
ing:
• Intervals are traversed from left to right, checking whether (X(3)χ˜j −Zχ˜j )(X
(3)
χ˜j+1
−
Zχ˜j+1) ≤ 0. If so, the paths intersect almost surely, U˜ is set to 1, and the
algorithm terminates immediately.
• Coins pA, p(k)B , p(k)C , k = 1, . . . , 4, are tossed. Upon the first toss resulting
in tails, U˜ is set to 1 and the algorithm terminates. First, the coins from
regime A are tossed, followed by those from regime B, finishing with a
coin from regime C.
4.3. Sampling coins in regimes B and C
In this section we derive the expressions for the coins from regimes B and C and
describe how to sample them. In this section and in the respective proofs in Ap-
pendix B we redefine the interval [χ˜j , χ˜j+1] to [0, T ] for notational convenience.
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Let W := (W [1],W [2],W [3])′ denote a three dimensional Brownian motion with
independent components. Define the induced process G as:
G :=
(
G[1]
G[2]
)
:=
(
W [1] −W [2]
W [1] −W [3]
)
,
and stopping times: τi := inf{t ≥ 0 : G[i] = 0}, i = 1, 2, τ := τ1 ∧ τ2. For any
t ∈ R3 we write xt := (x[1]t , x[2]t , x[3]t )′ ∈ R3 to denote some fixed vector in R3.
We then define gt := (g
[1]
t , g
[2]
t ) := (x
[1]
t − x[2]t , x[1]t − x[3]t ). The expressions for
p
(k)
B and p
(k)
C , k = 1, . . . , 4, can now be succinctly written as follows:
p
(k)
B = P(τ2 > T |τ1 > T,W0 = x0,WT = xT ),
p
(k)
C = P(τ2 > T |τ1 = T,W0 = x0,WT = xT ), k = 1, . . . , 4,
(4.4)
where g
[1]
0 > 0, g
[2]
0 > 0 for k = 1; g
[1]
0 > 0, g
[2]
0 < 0 for k = 2; g
[1]
0 < 0, g
[2]
0 > 0
for k = 3; and g
[1]
0 < 0, g
[2]
0 < 0 for k = 4.
Remark 4.3. Notice that p
(1)
B defined for the process W coincides with p
(4)
B
defined for the reflected process −W . The same observation remains true for the
pairs: p
(2)
B and p
(3)
B ; p
(1)
C and p
(4)
C ; and p
(2)
C and p
(3)
C . Without loss of generality
we henceforth derive expressions only for p
(1)
B , p
(2)
B , p
(1)
C , and p
(2)
C .
4.3.1. Expressions for the intersection probabilities in regimes B and C
In this section we give detailed derivations of p
(1)
B , p
(2)
B (Theorem 4.1) and p
(1)
C ,
p
(2)
C (Theorem 4.2). We start by stating and proving Lemma 4.3, required for the
proof of Theorem 4.1. The proof of Theorem 4.2 proceeds by limiting arguments
applied to Theorem 4.1.
Lemma 4.3. For any a, b ∈ R and a := (a, a, a)′, b := (b, b, b)′:
P(τ > T |W0 = x0,WT = xT ) = P(τ > T |W0 = x0 + a,WT = xT + b),
P(τ1 > T |W0 = x0,WT = xT ) = P(τ1 > T |W [1:2]0 = x[1:2]0 + a[1:2],W [1:2]T = x[1:2]T + b[1:2]).
(4.5)
In particular:
P(τ > T |W0 = x0,WT = xT ) = P(τ > T |G0 = g0, GT = gT ),
P(τ1 > T |W0 = x0,WT = xT ) = P(τ1 > T |G[1]0 = g[1]0 , G[1]T = g[1]T ).
(4.6)
Henceforth we always condition on W0 = x0 (or G0 = g0 wherever appropri-
ate) and for brevity omit it from the notation.
Theorem 4.1. p
(k)
B , k = 1, 2, as defined in (4.4), are given by:
p
(k)
B = cB
∞∑
n=1
sin
(
npiθT
α
)
sin
(
npiθ0
α
)
Inpi/α
(
rT r0
T
)
, (4.7)
M. Mider et al./Simulating bridges using confluent diffusions 18
where:
cB := cB(x0, xT , T, k) := exp
(
1
6T
(
g
[1]
T − g[1]0
g
[2]
T − g[2]0
)′(
2 −1
−1 2
)(
g
[1]
T − g[1]0
g
[2]
T − g[2]0
))
·
[
1− exp
{
− g
[1]
0 g
[1]
T
T
}]−1(
4pi
α
)
exp
{
− (r2T + r20)/2T
}
,
(4.8)
and:
rs :=
√
2
3
((
g
[1]
s
)2
+
(
g
[2]
s
)2
− g[1]s g[2]s
)
, s ∈ {0, T},
θs :=

pi + tan−1
( √
3|g[2]s |
2g
[1]
s −g[2]s
)
if 2g
[1]
s < g
[2]
s
pi
2 if 2g
[1]
s = g
[2]
s
tan−1
( √
3|g[2]s |
2g
[1]
s −g[2]s
)
if 2g
[1]
s > g
[2]
s
, s ∈ {0, T},
Υk := 1 + 1{k=1},
α := α(k) :=
Υkpi
3
.
(4.9)
Iv denotes the modified Bessel function of the first kind of order v.
Theorem 4.2. p
(k)
C , k = 1, 2, as defined in (4.4), are given by:
p
(k)
C = cC
∞∑
n=1
n sin
(
npi(α− θ0)
α
)
Inpi/α
(
rT r0
T
)
,
where:
cC := cC(x0, xT , T, k) := exp
(
1
6T
(
−g[1]0
g
[2]
T − g[2]0
)′(
2 −1
−1 2
)( −g[1]0
g
[2]
T − g[2]0
))
·
(
4pi2T
α2rT g
[1]
0
√
2
)
exp
{
− (r2T + r20)/2T
}
,
(4.10)
and r0, rT , α, θ0, and Iv are as defined in Theorem 4.1.
4.3.2. Tossing p
(k)
B - and p
(k)
C -coins
The expressions for p
(k)
B and p
(k)
C , k = 1, 2, contain doubly infinite sums, and
thus exact evaluations of these probabilities is not feasible. Nonetheless, it is
still possible to construct p
(k)
B -coins and p
(k)
C -coins devoid of any approximation
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error. We take the approach presented in Algorithm 3. For that we need to
specify p̂(n) and (n). Generically write:
c =
{
cB(x0, xT , T, k), in regime B,
cC(x0, xT , T, k), in regime C,
sn =
{
sin
(
npiθT
α
)
sin
(
npiθ0
α
)
, in regime B,
n sin
(
npi(α−θ0)
α
)
, in regime C.
Then we have the following result.
Theorem 4.3. Let
p̂(N,M) := c
N∑
n=1
{
sn
M∑
m=0
1
m!Γ(m+ npi/α+ 1)
(rT r0
2T
)2m+npi/α}
, (4.11)
(N,M) := c ·
((
rT r0
2T
)3N/Υk+3/Υk
(N + 1)!
+
(
rT r0
2T
)2M+2+3/Υk
(M + 1)!(M + 2)!
)
exp
{(rT r0
2T
)3/Υk
+
(rT r0
2T
)2}
,
(4.12)
with c and sn defined according to whether we are in regime B or C. Then
Algorithm 3 applies for the simulation of p
(k)
B -coins and p
(k)
C -coins; that is,
|p(k)B − p̂(M,N)| < (M,N), |p(k)C − p̂(M,N)| < (M,N),
with (M,N) > 0 and (M,N) → 0 as both M,N →∞.
It is straightforward to transform the double index into a single one so that we
can make a standard application of Algorithm 3. Set M̂(0) := 0, and recursively
define
M̂(N) := inf
{
M ≥ M̂(N − 1) :
(
rT r0
2T
)3N/Υk+3/Υk
(N + 1)!
≥
(
rT r0
2T
)2M+2+3/Υk
(M + 1)!(M + 2)!
}
, N ≥ 1.
(4.13)
From (4.12), this guarantees that the single-index sequence (N,M̂(N)) is even-
tually decreasing in N to 0. Finally, define:
p̂(n) := p̂(n,M̂(n)), (n) := (n,M̂(n)),
so that |p(k)B − p̂(n)| < (n) and |p(k)C − p̂(n)| < (n).
We conclude this section with a full statement of the Metropolis-Hastings
correction step of the CDB protocol, which we present in Algorithms 5 and 6,
followed by a summary of the complete CDB protocol, presented in Algorithm
7.
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Algorithm 5 Subroutine auxCrossing(·)
Input: {(Zt, X(1)t ,
←−
X
(2)
t ), t ∈ {χj}κj=0 ∪ {τ (Z)}}
Output: Indicator for whether X(3) intersected Z
1: X
(3)
−T = xT
2: Sample X(3) using PSRS, revealing it on {X(3)t , t ∈ {χ(3)j }κ
(3)
j=1 }
3: Set {χ˜j}κ˜j=0 ← {χj}κj=0 ∪ {τ (Z)} ∪ {χ(3)j }κ
(3)
j=0
4: Reveal X(i), i = 1, 3,
←−
X (2) at all points {χ˜j}κ˜j=0, by following procedure from Section
4.2.1
5: for j in 0 : (κ˜− 1) do
6: if (X
(3)
χ˜j
− Zχ˜j )(X
(3)
χ˜j+1
− Zχ˜j+1 ) ≤ 0 then
7: return True
8: end if
9: end for
10: Set J := inf{j : χ˜j+1 = τ (Z), j = 0, . . . , κ˜− 1}
11: for j in (J + 1) : κ˜ do
12: Compute pA in (4.3) applied to interval [χ˜j , χ˜j+1]
13: Sample U ∼ Unif([0,1])
14: if U < pA then
15: return True
16: end if
17: end for
18: for j in 0 : (J − 1) do
19: Sample p
(k)
B -coin from Theorem 4.1 applied to interval [χ˜j , χ˜j+1] using Algorithm 3
20: if p
(k)
B -coin lands tails then
21: return True
22: end if
23: end for
24: Sample p
(k)
C -coin from Theorem 4.2 applied to interval [χ˜J , χ˜J+1] using Algorithm 3
25: if p
(k)
C -coin lands tails then
26: return True
27: end if
28: return False
Algorithm 6 Routine mhUpdate(·) Metropolis-Hastings correction for CDB
Input: {Z(n), T (n)}—output from the previous MCMC step
Output: {Z(n+1), T (n+1)}—new state of the Markov Chain
1: X
(3)
−T = xT
2: Sample {(Zt, X(1)t ,
←−
X
(2)
t ), t ∈ {χj}κj=0 ∪ {τ (Z)}} using Algorithm 4 and set T ← 0
3: do
4: T ← T + 1
5: while not auxCrossing({(Zt, X(1)t ,
←−
X
(2)
t ), t ∈ {χj}κj=0 ∪ {τ (Z)}}) (see Algorithm 5)
6: Sample U ∼ Unif([0,1])
7: if U < TT (n) then return {Z, T }
8: else return {Z(n), T (n)}
9: end if
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Algorithm 7 CDB sampler
Input: NMH—number of steps of Monte Carlo
Output: Realisation of Markov Chain {Z(n)}NMHn=0 with invariant distribution P(x0,xT ,T )
1: Z(0) ←path sampled according to Algorithm 4
2: T (0) ← 1
3: for i in 1 : NMH do
4: {Z(n), T (n)} ← mhUpdate(Z(n−1), T (n−1))
5: end for
4.3.3. Issues with computational time
The computation time (which we denote by R) for evaluating the p(k)B -coin or
p
(k)
C -coin for any fixed set of parameters is finite in expectation. To see this,
notice that p̂(N,M) comprises N(M + 1) terms and we assume that computation
of each one of those takes O(1) units of time. Inspecting (4.13) we also see that
M̂(N) = O(N), and thus it follows that evaluation of (n) takes O(n2) time.
We then have:
E[R] ≤ c1
∞∑
i=1
i2P(U ∈ (p−(i−1), p−(i))∪(p+(i), p+(i−1))) ≤ c2
∞∑
i=1
i2
ci3
i!
<∞,
where U denotes a Unif([0,1]) random variable, ci, i = 1, 2, 3 are some con-
stants and the form of the penultimate expression is a direct consequence of
(4.12).
Unfortunately, this statement is too weak to imply finite computational time
of the entire CDB algorithm. Indeed, as r0rTT grows, more terms need to be
included in the approximation p̂(N,M) from (4.11) (corresponding to larger val-
ues of M and N) before the error term (N,M) in (4.12) shrinks below 1. In
practice, this problem will not affect bridges with distant end-points—for those,
the auxiliary diffusion X(3) will cross the proposal Z to the right side of τ (Z)
with probability that approaches 1 exponentially quickly with the length of the
time-interval [Bladt and Sørensen, 2014, §2.2]. Consequently, the subroutine
auxCrossing(·) will exit either at the stage of comparing the end-points of in-
tervals (lines 5–9 in Algorithm 6) or tossing pA-coins (lines 11–17 in Algorithm
6), and no p
(k)
B - or p
(k)
C -coins will ever need to be thrown (up to some -small
probability, with  being far smaller than computer precision).
Nonetheless, if CDB were to be used on shorter intervals, then the probabil-
ity of two paths X(3) and Z intersecting is no longer virtually 1, and tossing
p
(k)
B - and p
(k)
C -coins becomes a practical issue. Since the paths are revealed at
random time grids, for any such coin the T parameter can be arbitrarily small
irrespective of the values of r0 and rT , and thus we need to introduce a protocol
for dealing with cases in which the excessively large values of r0rTT halt the CDB
algorithm. One possibility is to use the following approximation:
• Fix γ ∈ R+. If g[1]0 ∧ g[1]T < γ
√
T , g
[1]
0 ∨ g[1]T < 2γ
√
T , g
[2]
0 ∧ g[2]T < γ
√
T ,
g
[2]
0 ∨ g[2]T < 2γ
√
T then the p
(k)
B -coin (or p
(k)
C -coin) is tossed according to
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the Algorithm 3.
• Else if g[2]0 ∧g[2]T ≥ γ
√
T , we make an approximation p
(k)
B = 0 (and p
(k)
C = 0).
• Else if g[1]0 ∧g[1]T ≥ γ
√
T , then we substitute the p
(k)
B -coin for a simpler p
(k)
A -
coin by dropping {inf{t ∈ [0, T ] : G[1] = 0} =∞} from the conditioning.
• Else (i.e. when g[1]0 ∧ g[1]T < γ
√
T , g
[2]
0 ∧ g[2]T < γ
√
T , but either g
[1]
0 ∨ g[1]T ≥
2γ
√
T or g
[2]
0 ∨ g[2]T ≥ 2γ
√
T or both) we set p
(k)
B (resp. p
(k)
C ) to 0.
The approximation error can be easily controlled by increasing the value of
γ (at the expense of increasing the upper bound for the computational cost).
We emphasise however, that the strengths and shortcomings of CDB are com-
plementary to those of PSRS, and in particular exact simulation of diffusion
bridges with small inter-observation distance can be efficiently completed with
the latter algorithm. It is the regime of distant observations for which PSRS
breaks down and CDB becomes indispensable.
It is natural to ask about the critical value of the inter-observation distance,
as a function of the parameters of the model, for which we should switch between
the two algorithms. We can provide a rule of thumb by considering an Ornstein-
Uhlenbeck process (it does not satisfy the technical assumption (A4) of CDB,
but still serves to illustrate the general mechanism of finding an appropriate
switching point). In particular, consider two processes:
dZ
(i)
t = −θiZ(i)t dt+ dWt, t ∈ [0,∆], Z(i)0 = z0, Z(i)T = zT , i = 1, 2.
From Bladt and Sørensen [2014, Thm 2.3] it follows that the probability of the
subroutine auxCrossing( ·) in Algorithm 5 exiting before line 18 (not having to
throw p
(k)
B and p
(k)
C coins) is of the order 1−O(e−λi∆/2), where λi denotes the
spectral gap of Z(i), i = 1, 2. The spectral gap of the Ornstein-Uhlenbeck process
is equal to θi; thus once a critical value of ∆
∗
θ1
is found for some parameter
θ1, then a critical value ∆
∗
θ2
for another parametrisation can be easily derived
through:
∆∗θ2 =
θ1
θ2
∆∗θ1 . (4.14)
In general, if the spectral gap can be computed in closed form, we can derive
an exact rule for switching between PSRS and CDB, and otherwise we may
fall back on the modifications to the rule (4.14), by considering the degree of
‘deviation’ from the Ornstein-Uhlenbeck law.
5. Numerical Example
The aim of this section is to examine the performance of the CDB algorithm and
benchmark it against PSRS and SDB. We consider a Langevin diffusion with
t-distribution as its invariant measure and focus on the computational cost and
detection of bias. This is a process of practical interest for instance in the con-
text of Monte Carlo Fusion [Dai et al., 2019] (see Section 6 for discussion). To
see a more complicated process that satisfies conditions (A1)–(A5) and finds
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applications in real world problems we refer the reader to the Pearson IV dif-
fusion [Forman and Sørensen, 2008], used for instance in finance for modelling
the Nikkei 225 index, the TOPIX index and the Standard and Poor’s 500 index
[Nagahara, 1996].
5.1. Langevin diffusion with t-distribution as its invariant measure
Consider the diffusion X, a solution to the SDE:
dXt = α(Xt) dt+ dWt, X0 = x0, t ∈ [0, T ], (5.1)
with:
α(x) :=
1
2
∇ log
[(
1 +
x2
v
)− v+12 ]
= − (v + 1)x
2(v + x2)
,
and where v > 0. Its invariant distribution is a t-distribution with v degrees of
freedom. The function φ = 12
(
α2 + α′
)
is given by:
φ(x) =
1
2
{[
− (v + 1)x
2(v + x2)
]2
+
(−v + x2)(v + 1)
2(v + x2)2
}
=
(v + 1)(−2v + x2(v + 3))
8(v + x2)2
.
It achieves its maximum at x = ±
√
7v+v2
v+3 :
φ(x) =
(v + 1)(v + 3)2
32(v2 + 5v)
,
and its minimum at x = 0:
φ(x) = −v + 1
4v
.
We simulated bridges joining x0 = 2 and xT = 3.3, with T = 4.0. We employed
the CDB and SDB algorithms (the latter with discretisation step sizes: ∆ ∈
{0.4, 0.2, 5 · 10−3}), setting the number of MCMC steps to 50 in both cases.
For each instance of the algorithm we simulated 105 bridges and examined the
empirical distribution of the midpoint (i.e. xt at t = 2). The results are plotted
in Figure 3 and clearly illustrate the presence of bias in the SDB algorithm with
a coarse discretisation, which shrinks to imperceptible level only when a very
small step size ∆ = 5 · 10−3 is used.
Additionally, Figure 3 shows only the bias present in a marginal distribu-
tion of the path. In general, when functionals of the entire path might need
to be computed, the overall bias might be greater. Under certain scenarios,
CDB also offers substantial computational gains over the PSRS. To depict
those improvements we performed a simulation study in which bridges of the
diffusion X joining x0 = 7 and xT = 7 were simulated for various values of
T ∈ {1, 2, . . . , 10} ∪ {20, 30, 50, 100}, with v = 100 and the number of MCMC
steps set to 200. Four examples of those bridges are plotted in Figure 4. They
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Fig 3. Comparison of bias between CDB and SDB. Diffusion bridges (5.1) joining x0 = 2
and xT = 3.3, with T = 4 and v = 3, were simulated using various sampling regimes. For
each experiment 105 bridges were sampled and the empirical distribution of the midpoint (i.e.
xt at t = 2.0) was considered. The plot compares the distribution of xt simulated using CDB
(blue kernel density estimates (KDE) in each plot) and SDB with various discretisation steps
(orange KDE) ∆ = 0.4 (left), ∆ = 0.2 (middle), ∆ = 5 ·10−3 (right). The number of MCMC
steps was set to 50 in all cases.
display the progressive deviation of the law of X from the Wiener measure as
T increases, suggesting that the regular PSRS is not well suited for the simula-
tions with large values of T . On the other hand, it is apparent that for larger
values of T , X reaches part of the state space where most of the mass of the
invariant measure is concentrated, increasing the crossing probabilities and ren-
dering the CDB very efficient. The forecast based on Figure 4 is confirmed by
the numerical study shown in Figure 5. The computational cost of PSRS is
much lower than CDB for short bridges. However, the cost climbs exponentially
quickly, and exceeds the computation time needed by CDB when bridges with
T ≥ 6 are considered. On the other hand, the computation time of CDB peaks
around T = 5, when probabilities of crossing are also the lowest and decreases
until T = 10, when the crossing probabilities begin to approach 1 and p
(k)
B - and
p
(k)
C -coins (the most computationally intensive parts of the algorithm) are no
longer needed. Upon reaching T = 10, the computational cost increases linearly
with T .
6. Conclusion
In this paper we proposed a novel approach to simulate diffusion bridges, based
on the combination of two algorithms: Path Space Rejection Sampler (PSRS)
and Simple Diffusion Bridges (SDB). The result is a methodology which pro-
duces unbiased samples from the desired target path measure (akin to PSRS),
using a rejection sampler based on confluent diffusions. The resulting algorithm
possesses the desirable property that the computational time scales linearly with
M. Mider et al./Simulating bridges using confluent diffusions 25
Fig 4. Comparison of the typical paths of diffusion bridges (5.1), with x0 = 7, xT = 7, v = 100
and T = 1 (top-left), T = 4 (top-right), T = 20 (bottom-left), T = 100 (bottom-right). For
each parametrisation 30 bridges were simulated to showcase the general shape of the bridges,
and one bridge was emphasised to illustrate the typical single path.
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Fig 5. Comparison of the computational cost between CDB and PSRS. Diffusion bridges
joining x0 = 7 and xT = 7, with v = 100 were simulated for various values of T using PSRS
and CDB (the latter with 200 MCMC steps). For each experiment 100 bridges were simulated
and the distribution of the execution time of the sampling code (in seconds) is summarised
with box plots. PSRS was not used for sampling bridges longer than T = 6 due to prohibitively
large computational cost.
the distance between bridges end-points (just as in SDB), while remaining ‘ex-
act’. A particularly interesting feature is it is well suited to bridging over distant,
but not near, points. Indeed, it is clear that PSRS dominates in the near case,
and that our proposed approach would be simply infeasible computationally as
T → 0. Further work could be undertaken to more fully understand the trade-off
between these algorithms, which could include further development of our work
to more practically address the near setting.
New emerging applications of stochastic simulation algorithms have the po-
tential to benefit substantially from our confluent diffusion approach. Indeed
our simulation study, in which we verified our theoretical claims by considering
the Langevin diffusion with t-distribution as its invariant measure, was chosen
because this methodology could be embedded within Monte Carlo Fusion [Dai
et al., 2019]. Monte Carlo Fusion is itself an exciting methodological develop-
ment to tackle the problem of unifying Monte Carlo samples from distributed
densities, into a single Monte Carlo draw from the target density (a problem
which naturally arises in a number of applied settings such as expert elicita-
tion, multi-view learning, distributed ‘big data’ problems). A key bottleneck is
the need to simulate Langevin diffusion bridges, and our confluent diffusion ap-
proach is an exciting development which goes some way to directly address this
bottleneck.
Concerning the confluent approach itself, there are a number of interesting
and direct extensions to the existing theory for one dimensional diffusion bridges
that could be considered. As previously highlighted, it would be interesting
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to study the computational interplay between PSRS and confluent approaches
for near and distant points. Furthermore, one could to re-visit (and weaken)
the assumptions detailed in Appendix A. The assumptions imposed are fairly
standard for simulation algorithms based on PSRS, with the exception of (A4).
A number of clear directions to weaken this assumption are given by Beskos
et al. [2006a, 2008a], Chen and Huang [2013], Pollock et al. [2016].
Extending our methodology and theory beyond the one dimensional to a
multi-dimensional diffusion bridge setting is also a promising direction. Al-
though this seems challenging given that the approach we develop relies on
unconditioned diffusions crossing, the SDB itself has been extended to multi-
dimensional diffusions in Bladt et al. [2016]. Another clear course for future work
is to extend the class of models to jump diffusion bridges. Again, there has been
some work in the context of this for PSRS (Casella and Roberts [2011] consider
the setting of unconditioned jump diffusions, and Pollock [2015] and Gonc¸alves
et al. [2017] consider conditioned jump diffusions), which would be a natural
starting point for this extension. A confluent diffusion bridge approach would
be of particular promise as it could potentially avoid a number of strong (and
unnatural) assumptions that are needed in existing PSRS algorithms for jump
diffusion bridges (in particular, PSRS require bounds on the jump intensity).
More broadly, having available diffusion simulation techniques which are
linear-in-time between end points opens up new avenues in the developing area
of Bayesian inference for diffusions. For instance, it is commonplace when consid-
ering inference for discretely observed diffusions to employ data augmentation
schemes (or knots), and so this approach could aid insight into the optimal
placing of such knots. Another direction could be to study whether the method-
ology could itself be adapted to construct a perfect simulation algorithm for
diffusion bridges using coupling-from-the-past (noting that our methodology is
itself underpinned by an independence sampler).
Appendix A: Assumptions
Denote by η(·) the Lamperti transformation [Kloeden and Platen, 2011, §IV.4]:
η(x) :=
∫ x 1
σ(u)
du, (A.1)
which transforms the target diffusion X solving (1.1) into a diffusion Y· := η(X·)
with unit volatility coefficient. Diffusion Y solves the following SDE:
dYt = α(Yt) dt+ dWt, Y0 = η(x0), t ∈ [0, T ], (A.2)
where the drift coefficient is given by:
α(y) :=
b
σ
(
η−1(y)
)− 1
2
σ′
(
η−1(y)
)
.
We also define φ(y) := 12
(
α2(y) + α′(y)
)
and A(y) :=
∫ y
α(u)du. We assume
the following conditions:
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(A1) α is continuously differentiable.
(A2) Function exp
{
A(u)− ‖u−x‖22T
}
is integrable in u for all x ∈ R.
(A3) There exists Φ > −∞ such that Φ ≤ infu∈R φ(u).
(A4) There exists Ψ <∞ such that Ψ ≥ supu∈R φ(u)− Φ
Additionally, the SDB protocol imposes an extra condition on the drift α.
Define the density of the speed measure of Y :
m(y) := e2A(y)−2A(z),
with z an arbitrary element of the sample space. It is required that:
(A5) The speed measure is finite M :=
∫
R
m(y)dy <∞ (i.e. an invariant prob-
ability measure exists).
Appendix B: Proofs
Proof of Lemma 4.2. Mimicking the proof of [Beskos et al., 2006a, Proposition
2], define the random variable V := T−τ
(D)
τ(D)
. We will show that V
d
= 1/K, from
which the statement of the lemma follows. The transformation v = T−tt applied
to (4.2) has an associated Jacobian given by dtdv = − T(v+1)2 . We have:
fV (v)dv ∝
(
T
v + 1
)−3/2(
T − T
v + 1
)−1/2
· exp
− d2T2(T − Tv+1)σ2 −
d20
2 Tv+1σ
2

(
− T
(v + 1)2
)
dv
∝ (v + 1)
2
v1/2
1
(v + 1)2
exp
{
− d
2
T
2Tσ2
(
1 +
1
v
)
− d
2
0
2Tσ2
(v + 1)
}
dv
∝ v−1/2 exp
{
− d
2
T
2Tσ2
1
v
− d
2
0
2Tσ2
v
}
dv, v ≥ 0.
The density of 1/K˜, with K˜ ∼ IGau
(√
b/a, 2a
)
is proportional to v−1/2 exp
{−a 1v − bv} dv,
and thus the result follows.
Proof of Lemma 4.3. Define function µt : [0, T ] → R as µt := a(1 − tT ) + b tT ,
and set a new process:
W˜t := (W
[1]
t + µt,W
[2]
t + µt,W
[3]
t + µt)
′.
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Notice the equivalence of the following events:
{W [1:2]0 = x[1:2]0 ,W [1:2]T = x[1:2]T } = {W˜ [1:2]0 = x[1:2]0 + a[1:2], W˜ [1:2]T = x[1:2]T + b[1:2]},
(B.1)
{W0 = x0,WT = xT } = {W˜0 = x0 + a, W˜T = xT + b}. (B.2)
Now, define stopping times τ˜i := inf{t ∈ [0, T ] : W˜ [1]t − W˜ [i+1]t = 0}, i = 1, 2,
τ˜ := τ˜1 ∧ τ˜2 and notice:
τ˜i = inf{t ∈ [0, T ] : (W [1]t + µt)− (W [i+1]t + µt) = 0}
= inf{t ∈ [0, T ] : W [1]t −W [i+1]t = 0} = τi, i = 1, 2.
(B.3)
It then also follows that
τ˜ = τ, a.s. (B.4)
Combining (B.2) with (B.4) we obtain
P(τ > T |W0 = x0,WT = xT ) = P(τ˜ > T |W˜0 = x0 + a, W˜T = xT + b).
Additionally, by the independence of τ1 and W
[3] and expressions (B.1) and
(B.3) we have:
P(τ1 > T |W0 = x0,WT = xT ) = P(τ1 > T |W [1:2]0 = x[1:2]0 ,W [1:2]T = x[1:2]T )
= P(τ˜1 > T |W˜ [1:2]0 = x[1:2]0 + a[1:2], W˜ [1:2]T = x[1:2]T + b[1:2]).
The law of W˜ is equivalent to that of a three dimensional drifted Brownian
motion. As a result, conditioning on the end-points of W˜ yields a process dis-
tributed as a regular Brownian bridge, and in particular:
{W˜ |W˜0 = x0 + a, W˜T = xT + b} d= {W |W0 = x0 + a,WT = xT + b},{
W˜ [1:2]
∣∣∣∣W˜ [1:2]0 = x[1:2]0 + a[1:2],W˜ [1:2]T = x[1:2]T + b[1:2]
}
d
=
{
W [1:2]
∣∣∣∣W [1:2]0 = x[1:2]0 + a[1:2],W [1:2]T = x[1:2]T + b[1:2]
}
.
Equation (4.5) follows. Equation (4.6) is a direct consequence of (4.5).
Proof of Theorem 4.1. By decomposition of conditional probabilities and Lemma
4.3 we have, for k = 1, 2:
p
(k)
B = P(τ > T |WT = xT , τ1 > T ) =
P(τ > T |WT = xT )
P(τ1 > T |WT = xT ) =
P(τ > T |GT = gT )
P(τ1 > T |G[1]T = g[1]T )
.
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We compute the denominator and the numerator in turn. First, from Metwally
and Atiya [2002, eq. (6)]:
P(τ1 > T |G[1]T = g[1]T ) = 1− exp
{
− g
[1]
0 g
[1]
T
T
}
.
Now, define an integrated density and a density:
f
(3)
GT
(g|T )dg := P(τ > T,GT ∈ dg) :=
∫ ∞
T
P(τ ∈ dt,GT ∈ dg)dt,
f
(4)
GT
(g)dg := P(GT ∈ dg),
and notice that:
P(τ > T |GT = gT ) =
f
(3)
GT
(gT |T )
f
(4)
GT
(gT )
. (B.5)
Under the assumption k = 1, f
(3)
GT
(g|T ) is given directly in Metzler [2010, eq.
(1.1)]:
f
(3)
GT
(g|T )dg = 2rT
Tα
e−(r
2
T+r
2
0)/2T
∞∑
n=1
sin
(
npiθT
α
)
sin
(
npiθ0
α
)
Inpi/α
(
rT r0
T
)
drT dθT .
(B.6)
The case k = 2 requires a prior change of variables:
(G[1], G[2]) 7→ (G[1],−G[2]), (B.7)
with the determinant of the Jacobian being equal to −1; afterwards, the same
expression is used. Finally, f
(4)
GT
(g) is easy to derive:
f
(4)
GT
(g)dg =
1
2
√
3piT
exp
(
− 1
6T
(
g[1] − g[1]0
g[2] − g[2]0
)′(
2 −1
−1 2
)(
g[1] − g[1]0
g[2] − g[2]0
))
dg.
(B.8)
Before (B.6) and (B.8) can be combined, the variables in (B.8) need to be
transformed to match those in (B.6). To this end perform transformations as in
Metzler [2010]:
(g[1], g[2]) 7→
(√
2
3
((
g[1]
)2
+
(
g[2]
)2 − g[1]g[2]), tan−1(√3(−1)k+1g[2]s
2g
[1]
s − g[2]s
))
.
The determinant of the Jacobian of this transformation equals (−1)k+1√3rT .
The result of the theorem follows after substituting expressions (B.6) and (B.8)
into (B.5), and multiplying the denominator by the determinant of the Jacobian.
Proof of Theorem 4.2. The proof relies on the observation p
(k)
C = limx[2]T →x[1]T
p
(k)
B ,
k = 1, 2, which follows directly from the definition (4.4). By definition (4.9), the
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limit x
[2]
T → x[1]T can also be expressed in terms of variables θT and r (where we
write r to mean rT defined for the p
(k)
B ) as: θT ↑ α, r → rT , with rT :=
√
2
3 |g[2]T |.
The limit cannot be computed directly from (4.7), due to presence of terms:
ĉ1,n :=
[
1− exp
{
− g
[1]
0 g
[1]
T
T
}]−1
sin
(
npiθT
α
)
, n = 1, 2, . . . ,
in which both the numerator and the denominator tend to 0 as θT ↑ α. Moreover,
the exchange of limits and the infinite sum requires justification. We divide the
proof into three steps.
Step 1: Taylor expansions. The transformation (4.9) is obtained as in Metzler
[2010, Sec 1.1] from a composition of two maps: G 7→ σ−1k G, where
σk :=
(√
3
2
(−1)k+1√
2
0
√
2
)
,
and a polar transformation σ−1k G 7→ (r, θT ). By inverting these two maps we
can express g
[1]
T in terms of θT and r. Additionally, using trigonometric identities
we have:
g
[1]
T =
√
3
2
r cos(θT ) +
(−1)k+1√
2
r sin(θT )
= cos(θT − α)
[√
3
2
r cos(α) +
(−1)k+1√
2
r sin(α)
]
+ sin(θT − α)
[
−
√
3
2
r sin(α) +
(−1)k+1√
2
r cos(α)
]
= sin(α− θT )r
√
2
= (α− θT )r
√
2 +O((θT − α)3),
where it is apparent that for any  > 0 and r ∈ (rT − , rT + ), the remainder
term can be bounded from above and below by O((θT − α)3) terms, uniformly
in r. Second:
1− exp
{
−g
[1]
0 g
[1]
T
T
}
=
g
[1]
0 g
[1]
T
T
+O((g[1]T )2) =
(α− θT )rg[1]0
√
2
T
+O((θT − α)2),
where again, careful examination of terms involved reveals that for any  > 0 the
remainder term can be bounded from above and below by O((θT − α)2) terms,
uniformly in r, for all r ∈ (rT − , rT + ). Third, by trigonometric identities:
sin
(
npiθT
α
)
= sin
(
npi(θT − α)
α
)
cos(npi) + cos
(
npi(θT − α)
α
)
sin(npi)
=
∞∑
k=0
(−1)n+k
(2k + 1)!
(
npi(θT − α)
α
)2k+1
.
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Step 2: Interchangeability of limits and the infinite sum. For ease of notation
define:
c˜B := cB
[
1− exp
{
− g
[1]
0 g
[1]
T
T
}]
,
and:
ĉ2,n(r) := ĉ2,n := sin
(
npiθ0
α
)
Inpi/α
(
rr0
T
)
.
We can now write:
p
(k)
B = c˜B
∞∑
n=1
ĉ1,nĉ2,n.
Notice the following:
|ĉ2,n| ≤ Inpi/α
(
rr0
T
)
=
∞∑
m=0
1
m!Γ
(
m+ npiα + 1
) (rr0
2T
)2m+npi/α
≤ 1
n!
(rr0
2T
)npi/α ∞∑
m=0
1
m!
((rr0
2T
)2)m
=
1
n!
(rr0
2T
)npi/α
exp
{(rr0
2T
)2}
≤ 1
n!
an1a2,
(B.9)
where we used:[
Γ
(
m+
npi
α
+ 1
)]−1
≤ [Γ (m+ n+ 1)]−1 = [(m+ n)!]−1 ≤ 1
n!
,
and where for any  > 0 the constants a1() := a1 > 0 and a2() := a2 > 0 are
defined as:
a1 :=
(
(rT + )r0
2T
)pi/α
, a2 := exp
{(
(rT + )r0
2T
)2}
.
Furthermore, we have:
|ĉ1,n| ≤
∣∣∣∣∣g[1]0 r
√
2(α− θ)
T
+O((θT − α)2)
∣∣∣∣∣
−1 ∣∣∣∣∣
∞∑
k=0
(−1)n+k
(2k + 1)!
(
npi(θT − α)
α
)2k+1∣∣∣∣∣
≤
∣∣∣∣∣g[1]0 r
√
2
T
+O(θT − α)
∣∣∣∣∣
−1 ∣∣∣∣∣npiα
(
(−1)n +
∞∑
k=0
(−1)n+k+1
(2k + 3)!
(
npi(θT − α)
α
)2k+2)∣∣∣∣∣
≤ npi
α
∣∣∣∣∣g[1]0 r
√
2
T
+O(θT − α)
∣∣∣∣∣
−1 [
1 + exp
{
npi(θT − α)
α
}]
≤ a3n(1 + exp {na4}),
(B.10)
where for any  > 0, a3() := a3 > 0 and a4() := a4 > 0 are defined so as to
satisfy ∀θT ∈ (α− , α) and ∀r ∈ (rT − , rT + ):
a3 ≥ pi
α
∣∣∣∣∣g[1]0 r
√
2
T
+O(θT − α)
∣∣∣∣∣
−1
, a4 ≥ pi(θT − α)
α
.
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Combining (B.9) and (B.10), we arrive at the following bound:
|ĉ1,nĉ2,n| ≤ a3n (1 + exp {na4}) 1
n!
an1a2.
The terms on the right hand side are summable in n, and therefore by the
dominated convergence theorem the exchange of limits:
lim
θT ↑α,r→rT
c˜B
∞∑
n=1
ĉ1,nĉ2,n = c˜B
∞∑
n=1
lim
θT ↑α,r→rT
ĉ1,nĉ2,n,
is justified.
Step 3: Computing the limit. In view of the obtained Taylor expansions, taking
the limit term-wise is now straightforward. We have:
ĉ1,n =
(−1)n+1 npi(α−θT )α +O
((
npi(θT−α)
α
)3)
(α−θT )rg[1]0
T
√
2 +O((θT − α)2)
= (−1)n+1 npiT
αrg
[1]
0
√
2 +O(α− θT )
+O ((θT − α)2) ,
and thus:
p
(k)
C = lim
θT ↑α,r→rT
p
(k)
B
= c˜B
∞∑
n=1
lim
θT ↑α,r→rT
[
(−1)n+1 npiT
αrg
[1]
0
√
2 +O(α− θT )
+O ((θT − α)2)] ĉ2,n(r)
= c˜B
∞∑
n=1
(−1)n+1 npiT
αrT g
[1]
0
√
2
ĉ2,n(rT ),
and the statement of the theorem follows.
Proof of Theorem 4.3. Consider the following decomposition of (4.7):
p
(k)
B = c
∞∑
n=1
snInpi/α
(rT r0
T
)
= c
N∑
n=1
{
sn
M∑
m=0
1
m!Γ(m+ npi/α+ 1)
(rT r0
2T
)2m+npi/α}
+ c
N∑
n=1
{
sn
∞∑
m=M+1
1
m!Γ(m+ npi/α+ 1)
(rT r0
2T
)2m+npi/α}
+ c
∞∑
n=N+1
{
sn
∞∑
m=0
1
m!Γ(m+ npi/α+ 1)
(rT r0
2T
)2m+npi/α}
=: p̂(N,M) +R
(N,M)
1 +R
(N,M)
2 ,
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with the same decomposition applying for p
(k)
C when we modify c and sn appro-
priately. Henceforth, we will treat p̂(N,M) as an approximation to p and derive
bounds (N,M) on the remainder terms R
(N,M)
1 , R
(N,M)
2 . To this end, notice that:
|R(N,M)1 | ≤ c
N∑
n=1
{
n
∞∑
m=M+1
1
m!Γ(m+ npi/α+ 1)
(rT r0
2T
)2m+npi/α}
≤ c
∞∑
m=M+1
{
1
m!
(rT r0
2T
)2m+3/Υk ∞∑
n=1
1
(m+ n)!
((rT r0
2T
)3/Υk)n−1}
,
(B.11)
where Υk is as defined in (4.9), and where we used sn ≤ n, as well as:
n
Γ(a+ 3n/Υk + 1)
≤ n
(bac+ n+ b nΥk c)!
≤ 1
(bac+ n)! , ∀a > 0, n ∈ N.
Now:
|R(N,M)1 | ≤ c exp
{(rT r0
2T
)3/Υk} ∞∑
m=M+1
{
1
m!(m+ 1)!
(rT r0
2T
)2m+3/Υk}
≤ c
(M + 1)!(M + 2)!
(rT r0
2T
)2M+2+3/Υk
exp
{(rT r0
2T
)3/Υk
+
(rT r0
2T
)2}
.
(B.12)
Similarly for |R(N,M)2 |:
|R(N,M)2 | ≤ c
∞∑
n=N+1
{
n
∞∑
m=0
1
m!Γ(m+ npi/α+ 1)
(rT r0
2T
)2m+npi/α}
≤ c
∞∑
m=0
{
1
m!
(rT r0
2T
)2m ∞∑
n=N+1
1
(m+ n)!
((rT r0
2T
)3/Υk)n}
≤ c
∞∑
m=0
{
1
m!(m+N + 1)!
(rT r0
2T
)2m+3N/Υk+3/Υk
exp
{(rT r0
2T
)3/Υk}}
≤ c
(N + 1)!
(rT r0
2T
)3N/Υk+3/Υk
exp
{(rT r0
2T
)3/Υk
+
(rT r0
2T
)2}
.
(B.13)
Consequently, we can define (N,M) as in (4.12). In particular (N,M) → 0 pro-
vided both N,M →∞, and we have (N,M) > 0, ∀N,M ∈ N.
Acknowledgements
The authors would like to thank Paul Fearnhead for stimulating discussion on
aspects of this paper. MM, PJ, MP and GOR would like to thank the Isaac New-
ton Institute for Mathematical Sciences for support and hospitality during the
M. Mider et al./Simulating bridges using confluent diffusions 35
programme “Scalable inference; statistical, algorithmic, computational aspects
(SIN)” when work on this paper was undertaken. This work was supported by
the Engineering and Physical Sciences Research Council. MM was supported
by the EPSRC [grant number EP/L016710/1]. MP was supported by the EP-
SRC [grant number EP/K014463/1]. GOR was supported by [grant numbers
EP/K034154/1, EP/K014463/1, EP/R018561/1]. This work was supported by
The Alan Turing Institute under the EPSRC grant EP/N510129/1.
References
Y. Aı¨t-Sahalia. Maximum Likelihood Estimation of Discretely Sampled Diffu-
sions: A Closed-form Approximation Approach. Econometrica, 70(1):223–262,
2002.
C. Andrieu and G. O. Roberts. The pseudo-marginal approach for efficient
Monte Carlo computations. The Annals of Statistics, 37(2):697–725, 2009.
O. Barndorff-Nielsen and N. Shephard. Power and bi-power variation with
stochastic volatility and jumps. Journal of Financial Econometrics, 2(1):
1–37, 2004.
A. Beskos and G. O. Roberts. Exact simulation of diffusions. The Annals of
Applied Probability, 15(4):2422–2444, 2005.
A. Beskos, O. Papaspiliopoulos, and G. O. Roberts. Retrospective exact simula-
tion of diffusion sample paths with applications. Bernoulli, 12(6):1077–1098,
2006a.
A. Beskos, O. Papaspiliopoulos, G. O. Roberts, and P. Fearnhead. Exact and
computationally efficient likelihood-based estimation for discretely observed
diffusion processes (with discussion). Journal of the Royal Statistical Society:
Series B (Statistical Methodology), 68(3):333–382, 2006b.
A. Beskos, O. Papaspiliopoulos, and G. O. Roberts. A factorisation of diffusion
measure and finite sample path constructions. Methodology and Computing
in Applied Probability, 10(1):85–104, 2008a.
A. Beskos, G. O. Roberts, A. M. Stuart, and J. Voss. MCMC methods for
diffusion bridges. Stochastics and Dynamics, 8(03):319–350, 2008b.
F. Black and M. Scholes. The Pricing of Options and Corporate Liabilities.
Journal of Political Economy, 81(3):637–654, 1973.
M. Bladt and M. Sørensen. Simple simulation of diffusion bridges with applica-
tion to likelihood inference for diffusions. Bernoulli, 20(2):645–675, 2014.
M. Bladt, S. Finch, and M. Sørensen. Simulation of multivariate diffusion
bridges. Journal of the Royal Statistical Society: Series B (Statistical Method-
ology), 78(2):343–369, 2016.
J. Blanchet, X. Chen, and J. Dong. ε-Strong simulation for multidimensional
stochastic differential equations via rough path analysis. The Annals of Ap-
plied Probability, 27(1):275–336, 2017.
B. Casella and G. O. Roberts. Exact simulation of jump-diffusion processes with
Monte Carlo applications. Methodology and Computing in Applied Probability,
13(3):449–473, 2011.
M. Mider et al./Simulating bridges using confluent diffusions 36
M. Chen and Z. Huang. Localization and exact simulation of Brownian motion-
driven stochastic differential equations. Mathematics of Operations Research,
38(3):591–616, 2013.
L. Chenxu and W. Linjia. Exact simulation of the Ornstein–Uhlenbeck driven
stochastic volatility model. European Journal of Operational Research, 275
(2):768 – 779, 2019.
H. Dai, M. Pollock, and G. O. Roberts. Monte Carlo Fusion. Journal of Applied
Probability, 56(1), 2019.
B. Delyon and Y. Hu. Simulation of conditioned diffusion and application to
parameter estimation. Stochastic Processes and their Applications, 116(11):
1660–1675, 2006.
L. Devroye. Non-Uniform Random Variate Generation. Springer-Verlag New
York, 1986.
G. B. Durham and A. R. Gallant. Numerical techniques for maximum likeli-
hood estimation of continuous-time diffusion processes. Journal of Business
& Economic Statistics, 20(3):297–338, 2002.
B. Eraker, M. Johannes, and N. Polson. The impact of jumps in volatility and
returns. The Journal of Finance, 58(3):1269–1300, 2003.
P. Fearnhead, K. Latuszynski, G. O. Roberts, and G. Sermaidis. Continuous-
time importance sampling: Monte Carlo methods which avoid time-
discretisation error. arXiv preprint arXiv:1712.06201, 2017.
J. L. Forman and M. Sørensen. The Pearson diffusions: A class of statistically
tractable diffusion processes. Scandinavian Journal of Statistics, 35(3):438–
465, 2008.
A. Golightly and D. Wilkinson. Bayesian sequential inference for nonlinear
multivariate diffusions. Statistics and Computing, 16(4):323–338, 2006.
A. Golightly and D. J. Wilkinson. Bayesian inference for nonlinear multivari-
ate diffusion models observed with error. Computational Statistics & Data
Analysis, 52(3):1674–1693, 2008.
F. B. Gonc¸alves, K. G.  Latuszyn´ski, and G. O. Roberts. Exact Monte
Carlo likelihood-based inference for jump-diffusion processes. arXiv preprint
arXiv:1707.00332, 2017.
M. Hairer, A. M. Stuart, and J. Voss. Sampling conditioned diffusions. Trends
in Stochastic Analysis, 353:159–186, 2009.
I. Karatzas and S. Shreve. Brownian motion and stochastic calculus., volume
113. Springer Science & Business Media, 2012.
P. Kloeden and E. Platen. Numerical Solution of Stochastic Differential Equa-
tions. Stochastic Modelling and Applied Probability. Springer Berlin Heidel-
berg, 2011.
M. Lin, R. Chen, and P. Mykland. On generating Monte Carlo samples of
continuous diffusion bridges. Journal of the American Statistical Association,
105(490):820–838, 2010.
R. Merton. Theory of Rational Option Pricing. Journal of Economics and
Management Science, 4(1):141–183, 1973.
R. Merton. Option pricing when underlying stock returns are discontinuous.
Journal of Financial Economics, 3(1):125–144, 1976.
M. Mider et al./Simulating bridges using confluent diffusions 37
S. A. K. Metwally and A. F. Atiya. Using Brownian bridge for fast simulation
of jump-diffusion processes and barrier options. Journal of Derivatives, 10
(1):43–54, 2002.
A. Metzler. On the first passage problem for correlated Brownian motion. Statis-
tics & Probability Letters, 80(5-6):277–284, 2010.
Y. Nagahara. Non-Gaussian distribution for stock returns and related stochastic
differential equation. Financial Engineering and the Japanese Markets, 3(2):
121–149, 1996.
T. Ozaki. A bridge between nonlinear time series models and nonlinear stochas-
tic dynamical systems: a local linearization approach. Statistica Sinica, pages
113–135, 1992.
A. R. Pedersen. A new approach to maximum likelihood estimation for stochas-
tic differential equations based on discrete observations. Scandinavian Journal
of Statistics, 22(1):55–71, 1995.
U. Picchini, A. Gaetano, and S. Ditlevsen. Stochastic Differential Mixed-Effects
Models. Scandinavian Journal of Statistics, 37(1):67–90, 2009.
J. Pitman and M. Yor. A decomposition of Bessel bridges. Probability Theory
and Related Fields, 59(4):425–457, 1982.
M. Pollock. On the exact simulation of (jump) diffusion bridges. In 2015 Winter
Simulation Conference (WSC), pages 348–359. IEEE, 2015.
M. Pollock, A. M. Johansen, and G. O. Roberts. On the exact and ε-strong
simulation of (jump) diffusions. Bernoulli, 22(2):794–856, 2016.
C.-H. Rhee and P. W. Glynn. Unbiased Estimation with Square Root Conver-
gence for SDE Models. Operations Research, 63(5):1026–1043, 2015.
G. O. Roberts and O. Stramer. On inference for partially observed nonlinear
diffusion models using the Metropolis–Hastings algorithm. Biometrika, 88(3):
603–621, 2001.
M. Schauer, F. Van Der Meulen, and H. Van Zanten. Guided proposals for
simulating multi-dimensional diffusion bridges. Bernoulli, 23(4A):2917–2950,
2017.
G. Sermaidis, O. Papaspiliopoulos, G. O. Roberts, A. Beskos, and P. Fearnhead.
Markov chain Monte Carlo for exact inference for diffusions. Scandinavian
Journal of Statistics, 40(2):294–321, 2013.
F. Van Der Meulen and M. Schauer. On residual and guided proposals for
diffusion bridge simulation. arXiv preprint arXiv:1708.04870, 2017.
G. A. Whitaker, A. Golightly, R. J. Boys, and C. Sherlock. Improved bridge
constructs for stochastic differential equations. Statistics and Computing, 27
(4):885–900, 2017.
