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INTERIOR GRADIENT ESTIMATES FOR QUASILINEAR ELLIPTIC EQUATIONS
TRUYEN NGUYEN‡ AND TUOC PHAN†
Abstract. We study quasilinear elliptic equations of the form div A(x, u,∇u) = div F in bounded
domains in Rn, n ≥ 1. The vector field A is allowed to be discontinuous in x, Lipschitz continuous in
u and its growth in the gradient variable is like the p-Laplace operator with 1 < p < ∞. We establish
interior W1,q-estimates for locally bounded weak solutions to the equations for every q > p, and
we show that similar results also hold true in the setting of Orlicz spaces. Our regularity estimates
extend results which are only known for the case A is independent of u and they complement the well-
known interior C1,α- estimates obtained by DiBenedetto [9] and Tolksdorf [33] for general quasilinear
elliptic equations.
1. Introduction
We will investigate interior regularity for weak solutions to degenerate quasilinear elliptic equa-
tions of the form
(1.1) div A(x, u,∇u) = div F in Ω,
whereΩ is a bounded domain inRn, n ≥ 1. Without loss of generality we takeΩ to be the Euclidean
ball B6 := {x ∈ Rn : |x| < 6}. Let K ⊂ R be an open interval and consider general vector field
A = A(x, z, ξ) : B6 × K × Rn −→ Rn
which is a Carathe´odory map, that is, A(x, z, ξ) is measurable in x for every (z, ξ) ∈ K × Rn and
continuous in (z, ξ) for a.e. x ∈ B6. We assume that there exist constants Λ > 0 and 1 < p < ∞
such that A satisfies the following structural conditions for a.e. x ∈ B6:〈
A(x, z, ξ) − A(x, z, η), ξ − η〉 ≥ Λ−1(|ξ| + |η|)p−2|ξ − η|2 ∀z ∈ K and ∀ξ, η ∈ Rn,(1.2)
|A(x, z, ξ)| ≤ Λ|ξ|p−1 ∀(z, ξ) ∈ K × Rn,(1.3)
|A(x, z1, ξ) − A(x, z2, ξ)| ≤ Λ|ξ|p−1|z1 − z2| ∀z1, z2 ∈ K and ∀ξ ∈ Rn.(1.4)
We want to emphasize that (1.2)–(1.4) are required to hold only for z ∈ K. This is useful since in
some applications, (1.2)–(1.4) are satisfied only when K is a strict subset of R (see [17] for such an
example where K = (0, M0) for some constant M0 > 0).
The class of equations of the form (1.1) with A satisfying (1.2)–(1.4) contains the well-known
p-Laplace equations. The interior C1,α regularity for homogeneous p-Laplace equations was estab-
lished by Uralt´ceva [35], Uhlenbeck [34], Evans [14] and Lewis [24], while interior W1,q-estimates
for nonhomogeneous p-Laplace equations were obtained by Iwaniec [19] and DiBenedetto and
Manfredi [10]. More generally, (1.1) includes equations of the type
(1.5) div A(x,∇u) = div F in Ω
whose W1,q regularity has been studied by several authors when A is not necessarily continuous in
the x variable [2, 3, 6, 11–13, 19, 20, 28, 29, 31].
In this paper we study general quasilinear equations (1.1) when the principal parts also depend
on the z variable. In the case A is Lipschitz continuous in both x and z variables, the interior C1,α
regularity for locally bounded weak solutions to the corresponding homogeneous equations was
established by DiBenedetto [9] and Tolksdorf [33] (see also [25] and the books [16, 22, 27] for
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further results). When A is discontinuous in x, one does not expect Ho¨lder estimates for gradients
of weak solutions and it is natural to search for Lq- estimates for the gradients instead. However,
this type of estimates for solutions to (1.1) is not well understood even if F = 0. Our main purpose
of the current work is to address this issue by establishing W1,q-estimates for locally bounded
weak solutions to the nonhomogeneous equation (1.1) when A is not necessarily continuous in
the x variable and F belongs to the Lq space. We achieve this in Theorem 2.4 whose particular
consequence gives the following result:
Theorem 1.1. Let K ⊂ R be an open interval and M0 > 0. Let A : B6 × K × Rn −→ Rn be a
Carathe´odory map such that (z, ξ) 7→ A(x, z, ξ) is differentiable on K × (Rn \ {0}) for a.e. x ∈ B6.
Assume that A satisfies (1.2)–(1.4) and the following conditions for a.e. x ∈ B6 and for all z ∈ K:
〈∂ξA(x, z, ξ)η, η〉 ≥ Λ−1|ξ|p−2|η|2 ∀ξ ∈ Rn \ {0} and ∀η ∈ Rn,
|∂ξA(x, z, ξ)| ≤ Λ|ξ|p−2 ∀ξ ∈ Rn \ {0}.
Then for any q > p, there exists a constant δ = δ(p, q, n,Λ,K, M0) > 0 such that: if
(1.6) sup
0<ρ≤3
sup
y∈B1
?
Bρ(y)
[
sup
z∈K
sup
ξ,0
|A(x, z, ξ) − ABρ(y)(z, ξ)|
|ξ|p−1
]
dx ≤ δ,
and u is a weak solution of
div A(x, u,∇u) = div F in B6
satisfying ‖u‖L∞(B5) ≤ M0, we have
‖∇u‖Lq(B1) ≤ C
(
‖u‖Lp(B6) + ‖|F|
1
p−1 ‖Lq(B6)
)
.
Here ABρ(y)(z, ξ) :=
>
Bρ(y) A(x, z, ξ) dx and C is a constant depending only on q, p, n, Λ, K and M0.
Condition (1.6) means that the BMO modulus of A in the x variable is sufficiently small and
hence it is automatically satisfied when x 7→ A(x, z, ξ) is of vanishing mean oscillation. In partic-
ular, (1.6) allows A to be discontinuous in x. We note that some smallness condition in x for A is
necessary since it was known from Meyers’ work [30] that in general weak solutions to (1.5) do
not possess interior W1,q-estimates for every q > p even in the linear case (i.e. A(x,∇u) = A(x)∇u
and p = 2).
W1,q theory for equation (1.5) was pioneered by Caffarelli and Peral. In [6], these authors derived
interior W1,q-estimates for solutions to (1.5) when A is sufficiently close in the L∞ sense to its
average in the x variable in every small scales. For the case A(x, ξ) = 〈A(x)ξ, ξ〉 p−22 A(x)ξ with
the matrix A(x) being uniformly elliptic and bounded, Kinnunen and Zhou [20] obtained interior
W1,q-estimates when A(x) ∈ V MO, i.e. A(x) is of vanishing mean oscillation. Recently, Byun and
Wang [2] (see also [3]) were able to obtain W1,q-estimates for (1.5) under the assumption that the
BMO modulus of A in the x variable is sufficiently small. Our obtained estimates in Theorem 1.1
are the same spirit as [2] but for general quasilinear elliptic equations of the form (1.1).
The proofs of W1,q-estimates for solutions to (1.5) in the above mentioned work use the pertur-
bation technique from [4–6] and rely essentially on the central fact that equations of this type are
invariant with respect to dilations and rescaling of domains. Unfortunately, this is no longer true for
equations of the general form (1.1) and this presents a serious obstacle in deriving W1,q-estimates
for their solutions. Our idea to handle this issue is to enlarge the class of equations under con-
sideration in a suitable way by considering the associated quasilinear elliptic equations with two
parameters (see equation (2.3)). The class of these equations is the smallest one that is invariant
with respect to dilations and rescaling of domains and that contains equations of the form (1.1).
Given the invariant structure, a key step in our derivation of W1,q-estimates for the solution u is to
be able to approximate ∇u by a good gradient in Lp norm in a suitable sense (see Corollary 5.2).
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However, with the more general class of equations there arise new difficulties in this task as we
need to obtain the approximation uniformly with respect to the two parameters. We achieve this
in Lemma 4.6 and Corollary 5.2, and it is crucial that the constants δ there are independent of the
two parameters λ and θ. The main technical point of this paper is Lemma 4.6 which is a key point
in our proof and is obtained through a delicate compactness argument. This kind of compactness
arguments with parameters was first introduced in our recent paper [17] where parabolic equations
whose principle parts are linear in the gradient variable were considered. Here we extend further
the argument to take care the highly nonlinear structure in gradient of our equation (1.1). Enlarging
the class of equations to ensure the invariances while still being able to obtain intermediate esti-
mates uniformly with respect to the enlargement is the main reason for our achievement and is the
novelty of this work.
Our obtained interior W1,q-estimates in Theorem 1.1 for general quasilinear elliptic equations
extend the corresponding estimates derived in [2,6] for equation (1.5). These estimates complement
the celebrated interior C1,α-estimates by DiBenedetto [9] and Tolksdorf [33] for (1.1). In fact,
Theorem 1.1 is a particular consequence of our more general result established in Theorem 2.4. It
is worth pointing out that Theorem 2.4 is even new when restricted to the simpler equation (1.5).
Indeed, we only assume that the distance from A(x, ξ) to a large set of ”good” vector fields to be
small while the previous work requires the distance from A(x, ξ) to its average in the x variable
to be small. More importantly, we identify the properties of these good vector fields and are able
to implement the general idea that weak solutions to (1.1) possess interior W1,q- estimates for any
q ∈ (p,∞) provided that the equation is sufficiently close to a homogeneous equation of similar
form whose Dirichlet problem has a unique weak solution admitting interior W1,∞-estimates.
The method of our proofs in this paper is quite robust and we illustrate this in Subsection 6.2 by
showing that the interior estimates obtained in Theorem 2.4 still hold true in the setting of Orlicz
spaces (see Theorem 6.6 for the precise statement). We end the introduction by noting that quasi-
linear equations of general structures (1.2)–(1.4) arise in several applications and the availability
of W1,q-estimates for their solutions might be helpful for answering some open questions in these
problems. We refer readers to [17] for such an application of W1,q-estimates.
2. Quasilinear elliptic equations of p-Laplacian type and main results
Our goal is to derive interior W1,q- estimates for weak solutions to
(2.1) div A(x, u,∇u) = div F in B6
for any q ∈ (p,∞). We shall show that this is possible if (2.1) is close to a homogeneous equa-
tion of similar form whose Dirichlet problem has a unique weak solution admitting interior W1,∞-
estimates. For this purpose, we introduce in the next subsection the class of reference equations
together with a quantity used to measure the closeness between two equations. In Subsection 2.2,
we explain the reasons for enlarging the class of equations under consideration.
2.1. The class of good reference equations. Let η : K× [0,∞) → R be such that limr→0+ η(z, r) =
η(z, 0) = 0 for each z ∈ K. Let GB3(η) denote the class of all vector fields a : B3 × K × Rn −→ Rn
satisfying conditions (1.2)– (1.4) for a.e. x ∈ B3 together with the following additional properties:
(H1) For a.e. x ∈ B3 and every z ∈ K, the map ξ 7→ a(x, z, ξ) is continuously differentiable away
from the origin with
|∂ξa(x, z, ξ)| ≤ Λ|ξ|p−2 ∀ξ ∈ Rn \ {0}.
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(H2) For every z ∈ K, we have
sup
ξ,0
sup
x0: Br(x0)⊂B3
?
Br(x0)
∣∣∣a(x, z, ξ) − aBr(x0)(z, ξ)∣∣∣
|ξ|p−1
dx ≤ η(z, r) for all r > 0 small.
(H3) For any M > 0 and 0 < R ≤ 1, if v¯ is a weak solution to div a(x, v¯,∇v¯) = 0 in B3R satisfying
‖v¯‖L∞(B3R) ≤ M then we have
‖∇v¯‖
p
L∞(B 5r
6
) ≤ C(p, n, η,Λ,K, M)
?
Br
|∇v¯|p dx ∀0 < r ≤ 3R.
By taking a(x, z, ξ) = a(ξ), it is clear that the class GB3(η) is nonempty. In fact, it contains a
large number of vector fields as shown in our recent paper [18]. Ones also find in [18] that the
class of vector fields considered in [9, 33] to derive interior C1,α- estimates for the corresponding
homogeneous equations belongs to GB3(η) for η(z, r) ≡ γ1r with γ1 being some positive constant.
Definition 2.1. Let y ∈ B1, 0 < ρ ≤ 3, and Bρ(y) := {x ∈ Rn : |x − y| < ρ}.
(i) We define
GBρ(y)(η) :=
{
a(x, z, ξ) := a′(3(x − y)
ρ
, z, ξ
) for (x, z, ξ) ∈ Bρ(y) × K × Rn∣∣∣ a′ ∈ GB3(η)
}
.
(ii) Let A : Bρ(y) × K × Rn −→ Rn be a Carathe´odory map. Define the distance
dist
(
A,GBρ(y)(η)
)
:= inf
a∈GBρ(y)(η)
?
Bρ(y)
[
sup
z∈K
sup
ξ,0
|A(x, z, ξ) − a(x, z, ξ)|
|ξ|p−1
]
dx.
Remark 2.2. We note that under conditions (1.2)–(1.4) for the vector field a, the homogeneous
equation div a(x, v,∇v) = 0 in B3 admits the comparison principle (see [8, Theorem 1.2]). This to-
gether with the classical existence result due to Leray and Lions [23,26] (see also [7, Theorem 2.8])
ensures that: for any u ∈ W1,p(B3) with u(x) ∈ K for a.e. x ∈ B3, the Dirichlet problem{
div a(x, v,∇v) = 0 in B3,
v = u on ∂B3
has a unique weak solution v ∈ W1,p(B3) satisfying v(x) ∈ K for a.e. x ∈ B3.
2.2. Quasilinear equations with two parameters. Let us consider a function u ∈ W1,ploc (BrR) such
that u(y) ∈ K for a.e. y ∈ BrR and u satisfies
div A(y, u,∇u) = div F in BrR
in the sense of distribution. Then the rescaled function
(2.2) v(x) := u(rx)
µ r
for r, µ > 0
has the properties: v(x) ∈ 1
µr
K for a.e. x ∈ BR and v solves the equation
div Aµ,r(x, µrv,∇v) = div Fµ,r in BR
in the distributional sense. Here,
Aµ,r(x, z, ξ) := A(rx, z, µξ)
µp−1
and Fµ,r(x) := F(rx)
µp−1
.
It is clear that if A : BrR × K × Rn −→ Rn satisfies conditions (1.2)–(1.4), then the rescaled vector
field Aµ,r : BR × K × Rn −→ Rn also satisfies the structural conditions with the same constants.
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The above observation shows that equations of type (2.1) are not invariant with respect to the
standard scalings (2.2). This presents a serious obstacle in obtaining W1,q-estimates for their solu-
tions as they do not generate enough estimates to carry out the proof by using existing methods.
Our idea is to enlarge the class by considering associated quasilinear equations with two parameters
(2.3) div
[A(x, λθu, λ∇u)
λp−1
]
= div F in B6
with λ, θ > 0. The class of these equations is the smallest one that is invariant with respect to the
transformations (2.2) and that contains equations of type (2.1). Indeed, if u solves (2.3) and v is
given by (2.2), then v satisfies an equation of similar form, namely, div [A′(y,λ′θ′v,λ′∇v)
λ′p−1
]
= div F′ in B 6
r
with A′(y, z, ξ) := A(ry, z, ξ), F′(y) := F(ry)/µp−1, λ′ := µλ and θ′ := rθ.
Let us give the precise definition of weak solutions that is used throughout the paper.
Definition 2.3. Let F ∈ L
p
p−1 (B6;Rn). A function u ∈ W1,ploc (B6) is called a weak solution of (2.3) if
u(x) ∈ 1
λθ
K for a.e. x ∈ B6 and∫
B6
〈A(x, λθu, λ∇u)
λp−1
,∇ϕ
〉
dx =
∫
B6
〈F,∇ϕ〉 dx ∀ϕ ∈ W1,p0 (B6).
Our main result on the interior regularity is the following theorem:
Theorem 2.4. Assume that A satisfies (1.2)–(1.4), and M0 > 0. For any q > p, there exists a
constant δ = δ(p, q, n,Λ, η,K, M0) > 0 such that: if λ > 0, 0 < θ ≤ 1,
sup
0<ρ≤3
sup
y∈B1
dist
(
A,GBρ(y)(η)
)
≤ δ,
and u is a weak solution of (2.3) satisfying ‖u‖L∞(B5) ≤ M0λθ , then
(2.4) ‖∇u‖Lq(B1) ≤ C(p, q, n,Λ, η,K, M0)
(
‖u‖Lp(B6) + ‖|F|
1
p−1 ‖Lq(B6)
)
.
By taking λ = θ = 1 in Theorem 2.4, we then obtain W1,q-estimates for weak solutions to
original equation (2.1). Another observation is that any function f ∈ Lp(B6) can be written in the
form f = div∇ψ, where ψ ∈ W1,20 (B6) is the weak solution to the Dirichlet problem{
∆ψ = f in B6,
ψ = 0 on ∂B6.
Moreover by the standard estimate using Riesz potential (see [29, page 195] for an explanation),
we have when 1 < l < n that
‖∇ψ‖
L
nl
n−l (B6)
≤ C(n, l) ‖f‖Ll(B6).
These facts together with Theorem 2.4 yield:
Corollary 2.5. Assume that A satisfies (1.2)–(1.4), and M0 > 0. For any max {1, npnp+p−n } < l < n,
there exists a constant δ = δ(p, l, n,Λ, η,K, M0) > 0 such that: if λ > 0, 0 < θ ≤ 1,
sup
0<ρ≤3
sup
y∈B1
dist
(
A,GBρ(y)(η)
)
≤ δ,
and u is a weak solution of
div
[A(x, λθu, λ∇u)
λp−1
]
= div F + f in B6
satisfying ‖u‖L∞(B5) ≤ M0λθ , then
‖∇u‖
p−1
L
nl(p−1)
n−l (B1)
≤ C(p, l, n,Λ, η,K, M0)
(
‖u‖
p−1
Lp(B6) + ‖F‖L nln−l (B6) + ‖f‖Ll(B6)
)
.
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3. Some elementary estimates
In this section we derive some elementary estimates which will be used later. For the next lemma
we only consider the case 1 < p < 2 since (1.2) obviously yields a better estimate when p ≥ 2.
Lemma 3.1. Let U ⊂ Rn be a bounded open set. Assume that A : U ×K×Rn −→ Rn satisfies (1.2)
for a.e. x in U and for some 1 < p < 2. Then for any functions u, v ∈ W1,p(U) and any nonnegative
function φ ∈ C(U), we have
(1 − τ)
∫
U
|∇u − ∇v|pφ dx ≤ τ
∫
U
|∇u|pφ dx(3.1)
+ Λ22−p p
2
(2 − p
22−pτ
) 2−p
p
∫
U
〈A(x, u,∇u) − A(x, u,∇v),∇u − ∇v〉φ dx
for every τ > 0.
Proof. Since |ξ| + |η| ≤ 2(|ξ| + |ξ − η|) and 1 < p < 2, we have from (1.2) that
(3.2) 〈A(x, z, ξ) − A(x, z, η), ξ − η〉 ≥ Λ−12p−2(|ξ| + |ξ − η|)p−2|ξ − η|2 ∀ξ, η ∈ Rn.
Using Young’s inequality, the assumption 1 < p < 2 and (3.2), we then obtain∫
U
|∇u − ∇v|pφ dx =
∫
U
[(
|∇u| + |∇u − ∇v|
)
φ
1
p
] p(2−p)
2
[(
|∇u| + |∇u − ∇v|
) p(p−2)
2 |∇u − ∇v|pφ
p
2
] dx
≤
τ
2p−1
∫
U
(
|∇u| + |∇u − ∇v|
)p
φ dx + p
2
(2 − p
22−pτ
) 2−p
p
∫
U
(
|∇u| + |∇u − ∇v|
)p−2
|∇u − ∇v|2φ dx
≤ τ
∫
U
|∇u|pφ dx + τ
∫
U
|∇u − ∇v|pφ dx
+ Λ22−p
p
2
(2 − p
22−pτ
) 2−p
p
∫
U
〈A(x, u,∇u) − A(x, u,∇v),∇u − ∇v〉φ dx.
This gives the lemma as desired. 
The next two results are about basic Lp-estimates for gradients of weak solutions.
Proposition 3.2. Assume that A : B3 × K × Rn −→ Rn satisfies (1.2) and (1.3). Let w ∈ W1,p(B3)
be a weak solution of {
div A(x,w,∇w) = div F in B3,
w = ϕ on ∂B3,
where ϕ ∈ W1,p(B3). Then∫
B3
|∇w|p dx ≤ C(p, n,Λ)
( ∫
B3
|∇ϕ|p dx +
∫
B3
|F|
p
p−1 dx
)
.
Proof. By using w − ϕ as a test function, we get∫
B3
〈A(x,w,∇w),∇w − ∇ϕ〉 dx =
∫
B3
〈F,∇w − ∇ϕ〉 dx
which can be rewritten as∫
B3
〈A(x,w,∇w) − A(x,w, 0),∇w〉dx =
∫
B3
〈A(x,w,∇w),∇ϕ〉dx +
∫
B3
〈F,∇w〉dx −
∫
B3
〈F,∇ϕ〉dx.
On the other hand, it follows from (1.2) that
Λ
−1
∫
B3
|∇w|p dx ≤
∫
B3
〈A(x,w,∇w) − A(x,w, 0),∇w〉 dx.
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Therefore, we obtain
Λ
−1
∫
B3
|∇w|p dx ≤ Λ
∫
B3
|∇w|p−1|∇ϕ| dx +
∫
B3
|F||∇w| dx +
∫
B3
|F||∇ϕ| dx.
From this and by applying Young’s inequality, we deduce the conclusion of the lemma. 
Lemma 3.3. Assume that A : B4 × K × Rn −→ Rn satisfies (1.2) and (1.3). Let u ∈ W1,ploc (B4) be a
weak solution of
(3.3) div A(x, u,∇u) = div F in B4.
Then ∫
B3
|∇u|p dx ≤ C(p, n,Λ)
( ∫
B4
|u|p dx +
∫
B4
|F|
p
p−1 dx
)
.
Proof. Let ϕ ∈ C∞0 (B4) be the standard nonnegative cut-off function which is 1 on B3. Then, by
multiplying the equation by ϕpu and using integration by parts we get∫
B4
〈A(x, u,∇u) − A(x, u, 0),∇u〉ϕp dx = −p
∫
B4
〈A(x, u,∇u),∇ϕ〉ϕp−1u dx
+
∫
B4
〈F,∇u〉ϕp dx + p
∫
B4
〈F,∇ϕ〉ϕp−1u dx.
Therefore, it follows from (1.2) and (1.3) that
Λ
−1
∫
B4
|∇u|pϕp dx ≤ pΛ
∫
B4
|∇u|p−1|∇ϕ|ϕp−1|u| dx +
∫
B4
|F||∇u|ϕp dx + p
∫
B4
|F||∇ϕ|ϕp−1|u| dx.
This together with Young’s inequality yields the lemma. 
We end the section with a result giving a bound on the Lp-norm of the difference between two
gradients of weak solutions.
Lemma 3.4. Assume A : B4 × K × Rn −→ Rn and a : B3 × K × Rn −→ Rn satisfy (1.2) and (1.3).
Let u ∈ W1,ploc (B4) be a weak solution of (3.3) and v ∈ W1,p(B3) be a weak solution of{
div a(x, v,∇v) = 0 in B3,
v = u on ∂B3.
Then
(3.4)
∫
B3
|∇u − ∇v|p dx ≤ C(p, n,Λ)
∫
B4
(
|u|p + |F|
p
p−1
) dx.
Moreover,
(3.5)
∫
B3
|v|p dx ≤ C(p, n,Λ)
∫
B4
(
|u|p + |F|
p
p−1
) dx.
Proof. By using u − v as a test function in the equations for u and v, we get
−
∫
B3
〈a(x, v,∇v),∇u − ∇v〉dx = −
∫
B3
〈A(x, u,∇u),∇u − ∇v〉 dx +
∫
B3
〈F,∇u − ∇v〉dx.
This gives
J :=
∫
B3
〈a(x, v,∇u) − a(x, v,∇v),∇u − ∇v〉 dx
=
∫
B3
〈a(x, v,∇u) − A(x, u,∇u),∇u − ∇v〉 dx +
∫
B3
〈F,∇u − ∇v〉 dx.
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It follows from this and (1.3) that
J ≤ 2Λ
∫
B3
|∇u|p−1|∇u − ∇v| dx +
∫
B3
|F||∇u − ∇v| dx.
Moreover, Lemma 3.1 and (1.2) imply that
c
∫
B3
|∇u − ∇v|p dx − c−1
∫
B3
|∇u|p dx ≤ J.
Therefore, we conclude that
c
∫
B3
|∇u − ∇v|p dx ≤ c−1
∫
B3
|∇u|p dx + 2Λ
∫
B3
|∇u|p−1|∇u − ∇v| dx +
∫
B3
|F||∇u − ∇v| dx.
We infer from this and Young’s inequality that∫
B3
|∇u − ∇v|p dx ≤ C(p, n,Λ)
∫
B3
(
|∇u|p + |F|
p
p−1
) dx.
This together with Lemma 3.3 yields (3.4). On the other hand, (3.5) is a consequence of (3.4) and
the estimate∫
B3
|v|p dx ≤ 2p−1
[ ∫
B3
|u|p dx +
∫
B3
|u − v|p dx
]
≤ C(p, n)
[ ∫
B3
|u|p dx +
∫
B3
|∇u − ∇v|p dx
]
.

4. Approximating solutions
The goal of this section is to prove a result allowing us to compare solutions originating from
two different equations.
4.1. Strong compactness of the classG of vector fields. In this subsection we give some elemen-
tary arguments showing that the class of vector fields GB3(η) is relatively compact with respect to
the pointwise convergence. Let us first recall the sequential Bocce criterion in [1].
Definition 4.1. We say that a sequence { fk} in L1(B3;Rn) satisfies the sequential Bocce criterion if
for each subsequence { fk j} of { fk}, each ǫ > 0 and each measurable set E ⊂ B3 with |E| > 0, there
exists a measurable set A ⊂ E with |A| > 0 such that
(4.1) lim inf
j→∞
?
A
| fk j(x) − ( fk j)A| dx < ǫ.
The following result is a special case of [1, Theorem 2.3].
Theorem 4.2. (Theorem 2.3 in [1]) Let { fk} be a sequence in L1(B3;Rn). Then { fk} converges
strongly to f in L1(B3;Rn) if and only if
(1) { fk} converges weakly to f in L1(B3;Rn).
(2) { fk} satisfies the sequential Bocce criterion.
An application of Theorem 4.2 gives:
Lemma 4.3. Let η : [0,∞) → R be a function satisfying limr→0+ η(r) = 0. Suppose { fk} converges
weakly to f in L1(B3;Rn), and
sup
k
sup
x0: Br(x0)⊂B3
?
Br(x0)
| fk(x) − ( fk)Br(x0)| dx ≤ η(r)
for all r > 0 sufficiently small. Then { fk} converges strongly to f in L1(B3;Rn).
GRADIENT ESTIMATES FOR QUASILINEAR ELLIPTIC EQUATIONS 9
Proof. By Theorem 4.2, it is enough to check that { fk} satisfies the sequential Bocce criterion. For
this, let ǫ > 0 and let E ⊂ B3 be a measurable set with |E| > 0. Then by the Lebesgue differentiation
theorem, there exists x0 ∈ E such that
(4.2) lim
r→0+
|E ∩ Br(x0)|
|Br(x0)| = 1 and limr→0+
?
Br(x0)
f = lim
r→0+
?
Br(x0)
fχE = f (x0).
For all r > 0 small, we have with Ar := E ∩ Br(x0) that?
Ar
| fk(x) − ( fk)Ar | dx ≤
?
Ar
| fk(x) − ( fk)Br(x0)| dx +
∣∣∣∣
?
Br(x0)
fk −
?
Ar
fk
∣∣∣∣
≤
|Br(x0)|
|Ar |
η(r) +
∣∣∣∣
?
Br(x0)
fk −
?
Ar
fk
∣∣∣∣ ∀k.
It follows by taking k →∞ and using the weak convergence of { fk} to f that
lim sup
k→∞
?
Ar
| fk(x) − ( fk)Ar | dx ≤
|Br(x0)|
|Ar |
η(r) +
∣∣∣∣
?
Br(x0)
f −
?
Ar
f
∣∣∣∣
=
|Br(x0)|
|Ar |
η(r) +
∣∣∣∣
?
Br(x0)
f − |Br(x0)|
|Ar |
?
Br(x0)
fχE
∣∣∣∣ ∀r > 0 small.
Thanks to (4.2) and the assumption limr→0+ η(r) = 0, we can choose r > 0 sufficiently small such
that the above right hand side is less than ǫ. Thus { fk} satisfies the sequential Bocce criterion and
the proof is complete. 
The strong compactness of GB3(η) is given by the next result. This technical lemma will be used
in Subsection 4.2.
Lemma 4.4. For each positive integer k, let ak : B3 × K × Rn → Rn be a vector field satisfying
conditions (1.3)–(1.4) and (H1)–(H2). Then there exist a subsequence still denoted by {ak} and a
vector field a : B3 × K × Rn → Rn such that
ak(x, z, ξ) → a(x, z, ξ) for a.e. x ∈ B3 and for all (z, ξ) ∈ K × Rn.
Moreover, a is continuous in the ξ variable.
Proof. We first observe the following.
Claim: For any sequence {ξn} ⊂ Rn with ξn → ξ, there exists a constant C > 0 depending only
on ξ, p and Λ such that
(4.3) sup
k
sup
(x,z)∈B3×K
|ak(x, z, ξm) − ak(x, z, ξn)| ≤ C max {|ξm − ξn|, |ξm − ξ|p−1 + |ξn − ξ|p−1}
for all m and n sufficiently large. Since the case ξ = 0 is obvious from (1.3), we only need to prove
the claim for the case ξ , 0. Then there exists N0 ∈ N such that ξk ∈ B(ξ, |ξ|2 ) for all k ≥ N0. Hence
we get from the mean value property and (H1) that
|ak(x, z, ξm) − ak(x, z, ξn)| = |∂ξak(x, z, αξm + (1 − α)ξn)| |ξm − ξn|
≤ Λ|αξm + (1 − α)ξn|p−2 |ξm − ξn| ≤ C|ξm − ξn| ∀n,m ≥ N0,
giving the claim.
Next let (z, ξ) ∈ K × Rn be fixed and define
aˆk(x) := ak(x, z, ξ) for x ∈ B3.
Then {aˆk} is bounded in L∞(B3) by (1.3) and so there exists a subsequence depending on (z, ξ) and
aˆ ∈ L∞(B3) such that
aˆk ⇀ aˆ weakly-* in L∞(B3;Rn).
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Hence it follows from condition (H2) and Lemma 4.3 that aˆk −→ aˆ strongly in L1(B3;Rn). Thus
we can extract a further subsequence, still denoted by {aˆk}, such that aˆk(x) → aˆ(x) for a.e. x ∈ B3.
Therefore, we infer from the diagonal process that there exist a subsequence {ak} and a vector
field a : B3 × (K ∩ Q) × (Rn ∩ Qn) → Rn satisfying
ak(x, z, ξ) → a(x, z, ξ)
for a.e. x ∈ B3 and for all (z, ξ) ∈ (K ∩ Q) × (Rn ∩ Qn). We are going to show that a admits an
extension on B3 × K × Rn with the property
(4.4) ak(x, z, ξ) → a(x, z, ξ) for a.e. x ∈ B3 and for all (z, ξ) ∈ K × Rn.
Let (x, z, ξ) ∈ B3×K×Rn and take a sequence {(zn, ξn)} ⊂ (K∩Q)×(Rn∩Qn) such that (zn, ξn) → (z, ξ).
By using (1.4) and (4.3) we obtain for all m, n large that
|ak(x, zm, ξm) − ak(x, zn, ξn)| ≤ |ak(x, zm, ξm) − ak(x, zn, ξm)| + |ak(x, zn, ξm) − ak(x, zn, ξn)|
≤ Λ|zm − zn| |ξm|
p−1
+ C max
{
|ξm − ξn|, |ξm − ξ|
p−1
+ |ξn − ξ|
p−1} ∀k.
It follows by taking k →∞ that
(4.5) |a(x, zm, ξm) − a(x, zn, ξn)| ≤ Λ|zm − zn| |ξm|p−1 + C max {|ξm − ξn|, |ξm − ξ|p−1 + |ξn − ξ|p−1}
for all m, n sufficiently large. Thus, {a(x, zn, ξn)} is a Cauchy sequence in Rn and we define
a(x, z, ξ) := lim
n→∞
a(x, zn, ξn).
We note that this definition of a(x, z, ξ) is independent of the choice of the sequence {(zn, ξn)}.
Indeed, if {(z′n, ξ′n)} is another sequence in (K ∩ Q) × (Rn ∩ Qn) satisfying (z′n, ξ′n) → (z, ξ), then by
the same arguments leading to (4.5) we have
|a(x, zn, ξn) − a(x, z′n, ξ′n)| ≤ Λ|zn − z′n| |ξn|p−1 +C max
{
|ξn − ξ
′
n|, |ξn − ξ|
p−1
+ |ξ′n − ξ|
p−1}.
Therefore, the convergent sequences {a(x, zn, ξn)} and {a(x, z′n, ξ′n)} have the same limit.
Let us now verify (4.4). Let (x, z, ξ) ∈ B3×K×Rn be arbitrary. Take {(zn, ξn)} ⊂ (K∩Q)×(Rn∩Qn)
be such that (zn, ξn) → (z, ξ). Then the triangle inequality gives
|ak(x, z, ξ) − a(x, z, ξ)| ≤ |ak(x, z, ξ) − ak(x, z, ξn)| + |ak(x, z, ξn) − ak(x, zn, ξn)|
+ |ak(x, zn, ξn) − a(x, zn, ξn)| + |a(x, zn, ξn) − a(x, z, ξ)| ∀n.
Moreover, it follows from (4.3) by letting m → ∞ that
(4.6) |ak(x, z, ξ) − ak(x, z, ξn)| ≤ C max {|ξ − ξn|, |ξn − ξ|p−1}.
Thus, we deduce that
|ak(x, z, ξ) − a(x, z, ξ)| ≤ C max {|ξ − ξn|, |ξn − ξ|p−1} + Λ|ξn|p−1|z − zn|
+ |ak(x, zn, ξn) − a(x, zn, ξn)| + |a(x, zn, ξn) − a(x, z, ξ)| ∀n ≥ N0,
where N0 depends on ξ but independent of k. Consequently,
lim sup
k→∞
|ak(x, z, ξ) − a(x, z, ξ)| ≤ C max {|ξ − ξn|, |ξn − ξ|p−1} + Λ|ξn|p−1|z − zn|
+ |a(x, zn, ξn) − a(x, z, ξ)|
for all n ≥ N0. Letting n → ∞, we conclude that ak(x, z, ξ) → a(x, z, ξ) and hence (4.4) holds true.
It remains to show that a is continuous in the ξ variable. To see this, let ξn → ξ in Rn. Then (4.6)
is satisfied for all k and so by letting k tend to infinity and using (4.4) we obtain
|a(x, z, ξ) − a(x, z, ξn)| ≤ C max {|ξ − ξn|, |ξn − ξ|p−1} for all large n.
Therefore for a.e. x ∈ B3 and all z ∈ K, the vector field ξ 7→ a(x, z, ξ) is continuous on Rn. 
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4.2. An approximation lemma. We begin this subsection with a result needed for the proof of
the approximation lemma (Lemma 4.6).
Lemma 4.5. Let ω : [0,∞) → R be a function satisfying lims→0+ ω(s) = ω(0) = 0. For each k, let
Ak : B3 × K × Rn → Rn be such that for a.e. x ∈ B3 there hold〈Ak(x, z, ξ) − Ak(x, z, η), ξ − η〉 ≥ 0 ∀z ∈ K and ∀ξ, η ∈ Rn,(4.7)
|Ak(x, z, ξ)| ≤ Λ(1 + |ξ|2)
p−1
2 ∀(z, ξ) ∈ K × Rn,(4.8)
|Ak(x, z1, ξ) − Ak(x, z2, ξ)| ≤ ω(|z1 − z2|)(1 + |ξ|2)
p−1
2 ∀z1, z2 ∈ K and ∀ξ ∈ Rn.(4.9)
Suppose in addition that Ak(x, z, ξ) → A(x, z, ξ) for a.e. x ∈ B3 and for all (z, ξ) ∈ K × Rn, where
A : B3 × K × Rn → Rn is continuous in the ξ variable. Let uk ∈ W1,p(B3) be a weak solution to
(4.10) div Ak(x,mk,∇uk) = div Fk in B3
with mk ∈ L1(B3) satisfying mk(x) ∈ K for a.e. x ∈ B3. Assume that uk → u strongly in Lp(B3),
∇uk ⇀ ∇u weakly in Lp(B3), mk → m a.e. in B3, Fk → 0 strongly in L
p
p−1 (B3;Rn), and
(4.11) Ak(x,mk,∇uk) ⇀ ζ weakly in L
p
p−1 (B3;Rn) for some ζ ∈ L
p
p−1 (B3;Rn).
Then we have
ζ(x) = A(x,m(x),∇u(x)) for a.e. x ∈ B3.
Proof. We shall use Minty–Browder’s technique which employs monotonicity to justify passing
to weak limits within a nonlinearity (see [15, 23, 26]). This technique was also used in [3]. Let
φ ∈ C∞0 (B3) be a nonnegative function. Then for any function v ∈ W1,p(B3), we have from (4.7) that∫
B3
〈
Ak(x,mk,∇uk) − Ak(x,mk,∇v),∇uk − ∇v
〉
φ dx ≥ 0
which can be rewritten as∫
B3
〈Ak(x,mk,∇uk),∇uk〉φ dx −
∫
B3
〈Ak(x,mk,∇uk),∇v〉φ dx(4.12)
−
∫
B3
〈Ak(x,mk,∇v),∇uk − ∇v〉φ dx ≥ 0.
By using ukφ as a test function for (4.10), we see that the first term in (4.12) is the same as
−
∫
B3
〈Ak(x,mk,∇uk),∇φ〉ukdx +
∫
B3
〈Fk, φ∇uk + uk∇φ〉 dx.
Therefore, inequality (4.12) becomes
−
∫
B3
〈Ak(x,mk,∇uk),∇φ〉ukdx +
∫
B3
〈Fk, φ∇uk + uk∇φ〉 dx
−
∫
B3
〈Ak(x,mk,∇uk),∇v〉φdx −
∫
B3
〈Ak(x,mk,∇v),∇uk − ∇v〉φ dx ≥ 0.(4.13)
Notice that since
|Ak(x,mk,∇v) − A(x,m,∇v)| ≤ |Ak(x,mk,∇v) − Ak(x,m,∇v)| + |Ak(x,m,∇v) − A(x,m,∇v)|
≤ ω(|mk − m|)(1 + |∇v|2) p−12 + |Ak(x,m,∇v) − A(x,m,∇v)|,
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we get Ak(x,mk,∇v) → A(x,m,∇v) for a.e. x ∈ B3. Hence we conclude from condition (4.8)
and the Lebesgue’s dominated convergence theorem that Ak(x,mk,∇v) → A(x,m,∇v) strongly in
L
p
p−1 (B3;Rn). Therefore,
lim
k→∞
∫
B3
〈Ak(x,mk,∇v),∇uk − ∇v〉φ dx =
∫
B3
〈A(x,m,∇v),∇u − ∇v〉φ dx.
Using this and assumption (4.11), we can pass to the limits in (4.13) to obtain
−
∫
B3
〈ζ,∇φ〉u dx −
∫
B3
〈ζ,∇v〉φ dx −
∫
B3
〈A(x,m,∇v),∇u − ∇v〉φ dx ≥ 0.(4.14)
On the other hand, by choosing uφ as a test function for equation (4.10) and passing to the limits,
we get
∫
B3
〈ζ,∇(uφ)〉 dx = 0 which yields −
∫
B3
〈ζ,∇φ〉u dx =
∫
B3
〈ζ,∇u〉φ dx. Hence we can rewrite
(4.14) as ∫
B3
〈ζ − A(x,m,∇v),∇u − ∇v〉φ dx ≥ 0.
By taking v = u ± αw and letting α → 0+, one easily deduces from the above inequality and the
assumption A being continuous in the ξ variable that∫
B3
〈ζ − A(x,m,∇u),∇w〉φ dx = 0
for all functions w ∈ W1,p(B3) and all nonnegative functions φ ∈ C∞0 (B3). It then follows that
ζ = A(x,m,∇u) a.e. in B3. 
The following approximation lemma plays a central role in our proof of Theorem 2.4. It is crucial
that the constant δ > 0 is independent of the parameters λ and θ. We shall prove it by extending the
compactness argument used in [17, Lemma 2.11] and for this purpose we define
dA,a(x) := sup
z∈K
sup
ξ,0
|A(x, z, ξ) − a(x, z, ξ)|
|ξ|p−1
.
Lemma 4.6. Let A satisfy (1.2)–(1.4), a ∈ GB3(η), and M0 > 0. For any ε > 0, there exists δ > 0
depending only on ε, Λ, p, η, n, K and M0 such that: if λ > 0, 0 < θ ≤ 1,?
B3
dA,a(x) dx ≤ δ,
?
B4
|F|
p
p−1 dx ≤ δ,
and u ∈ W1,ploc (B4) is a weak solution of
(4.15) div
[A(x, λθu, λ∇u)
λp−1
]
= div F in B4
satisfying
(4.16)
(?
B4
|u|p dx
) 1
p
≤
M0
λθ
and
?
B4
|∇u|p dx ≤ 1,
and v ∈ W1,p(B3) is a weak solution of
(4.17)
 div
[
a(x,λθv,λ∇v)
λp−1
]
= 0 in B3,
v = u on ∂B3,
then
(4.18)
∫
B3
|u − v|p dx ≤ εp.
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Proof. We prove (4.18) by contradiction. Suppose that estimate (4.18) is not true. Then there exist
ε0, p, Λ, η, n, K, M0, sequences of positive numbers {λk}∞k=1 and {θk}∞k=1 with 0 < θk ≤ 1, sequences
{Ak}∞k=1 and {ak}∞k=1 with Ak satisfying the structural conditions (1.2)–(1.4) and ak ∈ GB3(η), and
sequences of functions {Fk}∞k=1, {uk}∞k=1 such that
sup
ξ,0
sup
x0: Br(x0)⊂B3
?
Br(x0)
∣∣∣ak(x, z, ξ) − (ak)Br(x0)(z, ξ)∣∣∣
|ξ|p−1
dx ≤ η(z, r),
(4.19)
?
B3
dAk,ak(x) dx ≤
1
k ,
?
B4
|Fk|
p
p−1 dx ≤ 1k ,
uk ∈ W1,ploc (B4) is a weak solution of
div
[Ak(x, λkθkuk, λk∇uk)
λ
p−1
k
]
= div Fk in B4
with
(4.20)
(?
B4
|uk|p dx
) 1
p
≤
M0
λkθk
and
?
B4
|∇uk|p dx ≤ 1,
(4.21)
∫
B3
|uk − vk|p dx > εp0 for all k.
Here vk ∈ W1,p(B3) is a weak solution of
div
[
ak(x,λkθkvk ,λk∇vk)
λ
p−1
k
]
= 0 in B3,
vk = uk on ∂B3.
Let us set
αk := λkθk, ˆAk(x, z, ξ) := Ak(x, z, λkξ)
λ
p−1
k
and aˆk(x, z, ξ) := ak(x, z, λkξ)
λ
p−1
k
.
Then, we still have
d ˆAk,aˆk(x) = dAk,ak(x)
and
(4.22) sup
ξ,0
sup
x0: Br(x0)⊂B3
?
Br(x0)
∣∣∣aˆk(x, z, ξ) − (aˆk)Br(x0)(z, ξ)∣∣∣
|ξ|p−1
dx ≤ η(z, r).
Moreover, uk is a weak solution of
(4.23) div ˆAk(x, αkuk,∇uk) = div Fk in B4,
and vk is a weak solution of{
div aˆk(x, αkvk,∇vk) = 0 in B3,
vk = uk on ∂B3.
Using Sobolev’s inequality, Lemma 3.4,
( >
B4
|uk|p dx
) 1
p
≤
M0
αk
and (4.19), we obtain∫
B3
|uk − vk|p dx ≤ C
∫
B3
|∇uk − ∇vk|p dx ≤ C(p, n,Λ)
∫
B4
(
|uk|p + |Fk|
p
p−1
) dx ≤ C[(M0
αk
)p
+ k−1
]
.
Thus we infer from (4.21) that
αk ≤
M0
C−1ε0 − k
−1
p
,
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and so the sequence {αk} is bounded. From this, Lemma 4.4 and by taking subsequences if neces-
sary, we see that there exist a constant α ∈ [0,∞) and a vector field aˆ : B3 × K × Rn → Rn being
continuous in the ξ variable such that αk → α and aˆk(x, z, ξ) → aˆ(x, z, ξ) for a.e. x ∈ B3 and for all
(z, ξ) ∈ K × Rn. Moreover, (4.19) implies that, up to a subsequence, dAk,ak(x) → 0 for a.e. x ∈ B3.
Thus, we also have ˆAk(x, z, ξ) → aˆ(x, z, ξ) for a.e. x ∈ B3 and for all (z, ξ) ∈ K × Rn.
By using the pointwise convergence, it can be verified that aˆ satisfies conditions (1.2)–(1.4). We
are going to derive a contradiction by proving the following claim.
Claim. There are subsequences {ukm} and {vkm} such that ukm − vkm → 0 in Lp(B3) as m → ∞.
Let us consider the case α > 0 first. Then, thanks to (4.20), the sequence {uk} is bounded in
W1,p(B3). Likewise, by using (3.5) and Proposition 3.2 with A(x, z, ξ) ≡ aˆk(x, αkz, ξ) and F ≡ 0, we
also have that the sequence {vk} is bounded in W1,p(B3). Therefore there exist subsequences, still
denoted by {uk} and {vk}, and functions u, v ∈ W1,p(B3) such that{
uk → u a.e. in B3, uk → u strongly in Lp(B3), ∇uk ⇀ ∇u weakly in Lp(B3),
vk → v a.e. in B3, vk → v strongly in Lp(B3), ∇vk ⇀ ∇v weakly in Lp(B3).
In particular, we have
(4.24) u(x), v(x) ∈ 1
α
K for a.e. x ∈ B3, and u = v on ∂B3.
Also as the sequence
{
ˆAk(x, αkuk,∇uk)
}
is bounded in L
p
p−1 (B3;Rn), by taking a subsequence there
exists ζ ∈ L
p
p−1 (B3;Rn) such that
ˆAk(x, αkuk,∇uk) ⇀ ζ weakly in L
p
p−1 (B3;Rn).
But by applying Lemma 4.5 for mk(x) αkuk(x) and m(x) αu(x), we obtain ζ ≡ aˆ(x, αu,∇u).
That is,
ˆAk(x, αkuk,∇uk) ⇀ aˆ(x, αu,∇u) weakly in L
p
p−1 (B3;Rn).
Therefore,
lim
k→∞
∫
B3
〈
ˆAk(x, αkuk,∇uk),∇ϕ〉dx =
∫
B3
〈
aˆ(x, αu,∇u),∇ϕ〉dx for all ϕ ∈ C∞0 (B3).(4.25)
Thus by passing k →∞ for equation (4.23), one sees that u is a weak solution of the equation
(4.26) div aˆ(x, αu,∇u) = 0 in B3.
Similarly, v is a weak solution of
div aˆ(x, αv,∇v) = 0 in B3.
Hence due to (4.24) and by the uniqueness of the weak solution to equation (4.26) as explained in
Remark 2.2, we conclude that u ≡ v in B3. It follows that uk − vk → u − v = 0 strongly in Lp(B3).
Now, consider the case α = 0, that is, αk → 0. Let u¯k := αkuk, v¯k := αkvk, wk := uk − ukB3 and
hk := vk − ukB3, where u
k
B3 :=
>
B3
uk(x) dx. Then wk ∈ W1,ploc (B4) is a weak solution of
(4.27) div ˆAk(x, u¯k,∇wk) = div Fk in B4
and hk ∈ W1,p(B3) is a weak solution of
(4.28)
{
div aˆk(x, v¯k,∇hk) = 0 in B3,
hk = wk on ∂B3.
By applying Proposition 3.2 for w vk, ϕ uk, F ≡ 0 and using (4.20), we get
(4.29)
∫
B3
|∇vk|p dx ≤ C
∫
B3
|∇uk|p dx ≤ C for all k.
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Consequently, ∫
B3
|∇uk − ∇vk|p dx ≤ 2p−1
[∫
B3
|∇uk|p dx +
∫
B3
|∇vk|p dx
]
≤ C
which together with the Sobolev’s inequality gives
(4.30)
∫
B3
|uk − vk|p dx ≤ C
∫
B3
|∇(uk − vk)|p dx ≤ C.
Notice that on one hand the Poincare´ inequality gives∫
B3
|wk |p dx =
∫
B3
|uk − ukB3 |
p dx ≤ C
∫
B3
|∇uk|p dx ≤ C.
On the other hand, by employing the Poincare´ inequality, (4.29) and (4.30) we obtain
‖hk‖Lp(B3) = ‖vk − ukB3‖Lp(B3) ≤ ‖v
k − vkB3‖Lp(B3) + |B3|
1
p |ukB3 − v
k
B3 |
≤ C‖∇vk‖Lp(B3) + ‖uk − vk‖Lp(B3) ≤ C.
Therefore, {wk} and {hk} are bounded sequences in W1,p(B3). Moreover, {v¯k} is bounded in W1,p(B3)
owing to (4.29) and
‖vk‖Lp(B3) ≤ ‖u
k‖Lp(B3) + ‖u
k − vk‖Lp(B3) ≤ |B4|
1
p
M0
αk
+ C.
Consequently there are subsequences, still denoted by {wk}, {hk} and {v¯k} and three functions
w, h, v¯ ∈ W1,p(B3) such that
wk → w a.e. in B3, wk → w strongly in Lp(B3), ∇wk ⇀ ∇w weakly in Lp(B3),
hk → h a.e. in B3, hk → h strongly in Lp(B3), ∇hk ⇀ ∇h weakly in Lp(B3),
v¯k → v¯ a.e. in B3, v¯k → v¯ strongly in Lp(B3), ∇v¯k ⇀ ∇v¯ weakly in Lp(B3).
Since ∇v¯k = αk∇vk → 0 in Lp(B3) thanks to (4.29), we infer further that ∇v¯k → ∇v¯ ≡ 0 strongly in
Lp(B3). Thus, v¯ is a constant function. As ∇u¯k = αk∇uk → 0 in Lp(B3) and
‖u¯k − v¯‖Lp(B3) ≤ ‖u¯
k − v¯k‖Lp(B3) + ‖v¯
k − v¯‖Lp(B3)
= αk‖u
k − vk‖Lp(B3) + ‖v¯
k − v¯‖Lp(B3) ≤ Cαk + ‖v¯k − v¯‖Lp(B3),
we also have u¯k → v¯ strongly in W1,p(B3). By taking a further subsequence, we can assume that
u¯k(x) → v¯ a.e. in B3.
It follows from Lemma 4.5 for mk(x) u¯k(x) and m(x) v¯ that
ˆAk(x, u¯k,∇wk) ⇀ aˆ(x, v¯,∇w) weakly in L
p
p−1 (B3;Rn)
up to a subsequence. Then as in (4.25), one gets for all ϕ ∈ C∞0 (B3) that
lim
k→∞
∫
B3
〈
ˆAk(x, u¯k,∇wk),∇ϕ〉dx =
∫
B3
〈
aˆ(x, v¯,∇w),∇ϕ〉dx.
Hence by passing to the limit in equation (4.27), we conclude that w is a weak solution of
div aˆ(x, v¯,∇w) = 0 in B3.
Likewise, we deduce from (4.28) that h is a weak solution of
(4.31)
{
div aˆ(x, v¯,∇h) = 0 in B3,
h = w on ∂B3.
By the uniqueness of the weak solution to equation (4.31), we conclude that h ≡ w in B3. This
gives, again, uk − vk = wk − hk → 0 in Lp(B3) as k → ∞. Therefore, we have proved the Claim
which contradicts (4.21). Thus the proof of (4.18) is complete. 
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5. Approximating gradients of solutions
Throughout this section, let ω : [0,∞) → [0,∞) be the function defined by
(5.1) ω(r) =
{
rΛ if 0 ≤ r ≤ 2,
2Λ if r > 2.
Notice that if a satisfies (1.3)–(1.4), then we obtain from the definition of ω that
(5.2) |a(x, z1, ξ) − a(x, z2, ξ)| ≤ ω(|z1 − z2|) |ξ|p−1 ∀z1, z2 ∈ K.
Our aim is to approximate ∇u by a good gradient in Lp norm, and the following lemma is the
starting point for that purpose.
Lemma 5.1. Assume that A satisfies (1.2)–(1.3), a ∈ GB3(η), M0 > 0, λ > 0, and 0 < θ ≤ 1. Let
u ∈ W1,ploc (B4) be a weak solution of (4.15) with
>
B4
|∇u|p dx ≤ 1 and ‖F‖
L
p
p−1 (B4)
≤ 1. Then for any
weak solution v ∈ W1,p(B3) of (4.17) satisfying ‖v‖L∞(B3) ≤ M0λθ , we have:
(i) If p ≥ 2, then
∫
B2
|∇u − ∇v|pdx ≤ C

∫
B 5
2
[
ω
(
|λθ(u − v)|) + dA,a(x)]
p
p−1 dx +
∫
B 5
2
|F|
p
p−1 dx
 +C‖u − v‖Lp(B 52 ).
(ii) If 1 < p < 2, then
∫
B2
|∇u − ∇v|pdx ≤ C
σ
p
p−1

∫
B 5
2
[
ω
(
|λθ(u − v)|) + dA,a(x)]
p
p−1 dx +
∫
B 5
2
|F|
p
p−1 dx

+Cσ
p
2−p +
C
σ
‖u − v‖Lp(B 5
2
) for every σ > 0 small.
Here the constant C > 0 depends only on p, n, η, Λ, K and M0.
Proof. Observe that if we let v¯(y) := λθv(y/θ), then ‖v¯‖L∞(B3θ) ≤ M0 and v¯ is a weak solution of
div a(y, v¯,∇v¯) = 0 in B3θ. Thus assumption (H3) about interior W1,∞-estimates gives
(5.3) ‖∇v¯‖pL∞(B 5θ
2
) ≤ C(p, n, η,Λ,K, M0)
?
B3θ
|∇v¯|p dx.
On the other hand, it follows from Proposition 3.2 and the assumptions that
‖∇v‖Lp(B3) ≤ C‖∇u‖Lp(B3) ≤ C(p, n,Λ).
Therefore, we have from (5.3) by rescaling back that
(5.4) ‖∇v‖pL∞(B 5
2
) ≤ C(p, n, η,Λ,K, M0)
?
B3
|∇v|p dx ≤ C(p, n, η,Λ,K, M0).
Next for convenience, set
ˆA(x, z, ξ) := A(x, z, λξ)
λp−1
and aˆ(x, z, ξ) := a(x, z, λξ)
λp−1
.
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Let ϕ be the standard nonnegative cut-off function which is 1 on B2 and supp(ϕ) ⊂ B 52 . Then by
using ϕp(u − v) as a test function in the equations for u and v, we have
∫
B 5
2
〈 ˆA(x, λθu,∇u),∇u − ∇v〉ϕp dx = −p
∫
B 5
2
〈 ˆA(x, λθu,∇u),∇ϕ〉(u − v)ϕp−1 dx
+ p
∫
B 5
2
〈aˆ(x, λθv,∇v),∇ϕ〉(u − v)ϕp−1 dx +
∫
B 5
2
〈aˆ(x, λθv,∇v),∇u − ∇v〉ϕpdx
+
∫
B 5
2
〈F,∇u − ∇v〉ϕpdx + p
∫
B 5
2
〈F,∇ϕ〉(u − v)ϕp−1dx.
This gives
I :=
∫
B 5
2
〈 ˆA(x, λθu,∇u) − ˆA(x, λθu,∇v),∇u − ∇v〉ϕp dx
= p
∫
B 5
2
〈aˆ(x, λθv,∇v) − ˆA(x, λθu,∇u),∇ϕ〉(u − v)ϕp−1 dx
+
∫
B 5
2
〈aˆ(x, λθv,∇v) − aˆ(x, λθu,∇v),∇u − ∇v〉ϕp dx
−
∫
B 5
2
〈 ˆA(x, λθu,∇v) − aˆ(x, λθu,∇v),∇u − ∇v〉ϕp dx
+
∫
B 5
2
〈F,∇u − ∇v〉ϕp dx + p
∫
B 5
2
〈F,∇ϕ〉(u − v)ϕp−1dx.
We deduce from this, the structural conditions, (5.2) and (5.4) that
I ≤ pΛ
∫
B 5
2
(
|∇v|p−1 + |∇u|p−1
)
|∇ϕ||u − v|ϕp−1 dx(5.5)
+ Λ
∫
B 5
2
ω
(
|λθ(u − v)|)
λp−1
|∇(λv)|p−1|∇u − ∇v|ϕp dx +
∫
B 5
2
dA,a(x)|∇v|p−1|∇u − ∇v|ϕp dx
+
∫
B 5
2
|F||∇u − ∇v|ϕp dx + p
∫
B 5
2
|F|||∇ϕ||u − v|ϕp−1dx
≤ C
∫
B 5
2
[
ω
(
|λθ(u − v)|)| + dA,a(x)]|∇u − ∇v|ϕp dx +
∫
B 5
2
|F||∇u − ∇v|ϕp dx
+C
(
‖∇v‖Lp(B 5
2
) + ‖∇u‖Lp(B 5
2
) + ‖F‖L
p
p−1 (B 5
2
)
)
‖u − v‖Lp(B 5
2
)
≤
2σ
p
∫
B 5
2
|∇u − ∇v|pϕp dx + C p − 1
pσ
1
p−1
∫
B 5
2
[
ω
(
|λθ(u − v)|) + dA,a(x)]
p
p−1 dx
+
p − 1
pσ
1
p−1
∫
B 5
2
|F|
p
p−1 dx +C‖u − v‖Lp(B 5
2
)
for any σ > 0.
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Now if p ≥ 2, then (1.2) implies Λ−1
∫
B 5
2
|∇u − ∇v|pϕpdx ≤ I. Hence by combining with (5.5)
and choosing σ > 0 sufficiently small, we obtain
∫
B 5
2
|∇u − ∇v|pϕpdx ≤ C

∫
B 5
2
[
ω
(
|λθ(u − v)|) + dA,a(x)]
p
p−1 dx +
∫
B 5
2
|F|
p
p−1 dx
 +C‖u − v‖Lp(B 52 )
giving (i). On the other hand, if 1 < p < 2 then Lemma 3.1 yields
cτ
2−p
p
∫
B 5
2
|∇u − ∇v|pϕpdx − τ
2
p
∫
B 5
2
|∇u|pϕpdx ≤ I
for all τ > 0 small. By combining this with the assumptions and (5.5) we deduce that
(τ 2−pp − σ)
∫
B 5
2
|∇u − ∇v|pϕpdx ≤ C
σ
1
p−1

∫
B 5
2
[
ω
(
|λθ(u − v)|) + dA,a(x)]
p
p−1 dx +
∫
B 5
2
|F|
p
p−1 dx

+ Cτ
2
p + C‖u − v‖Lp(B 5
2
).
It then follows by taking τ
2−p
p = 2σ that
∫
B 5
2
|∇u − ∇v|pϕpdx ≤ C
σ
p
p−1

∫
B 5
2
[
ω
(
|λθ(u − v)|) + dA,a(x)]
p
p−1 dx +
∫
B 5
2
|F|
p
p−1 dx

+Cσ
p
2−p +
C
σ
‖u − v‖Lp(B 5
2
)
for every σ > 0 small. 
As a consequence of Lemma 4.6 and Lemma 5.1, we obtain:
Corollary 5.2. Let A satisfy (1.2)–(1.4), a ∈ GB3(η), and M0 > 0. For any ε > 0, there exists δ > 0
depending only on ε, Λ, p, η, n, K and M0 such that: if λ > 0, 0 < θ ≤ 1,?
B3
dA,a(x) dx ≤ δ,
?
B4
|F|
p
p−1 dx ≤ δ,
and u ∈ W1,ploc (B4) is a weak solution of (4.15) satisfying(?
B4
|u|p dx
) 1
p
≤
M0
λθ
and
?
B4
|∇u|p dx ≤ 1,
and v ∈ W1,p(B3) is a weak solution of (4.17) with ‖v‖L∞(B3) ≤ M0λθ , then∫
B2
|∇u − ∇v|p dx ≤ εp.
Proof. We will present the proof only for the case 1 < p < 2 as the case p ≥ 2 is simpler. Let ε > 0
be arbitrary. By Lemma 3.4 and the assumptions, we have∫
B3
|∇u − ∇v|p dx ≤ C(p, n,Λ)
∫
B4
(
|u|p + |F|
p
p−1
) dx ≤ C∗ [(M0
λθ
)p
+ δ
]
.
Therefore, the conclusion of the lemma follows if λθ > (2C
∗)1/pM0
ε
. Thus, it remains to consider the
case
(5.6) λθ ≤ (2C
∗) 1p M0
ε
.
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Now from Lemma 5.1(ii) and the boundedness of dA,a(x) we get
∫
B2
|∇u − ∇v|pdx ≤ C
σ
p
p−1

∫
B 5
2
ω
(
|λθ(u − v)|) pp−1 dx +
∫
B 5
2
(dA,a + |F| pp−1 ) dx
(5.7)
+ Cσ
p
2−p +
C
σ
‖u − v‖Lp(B 5
2
) for all small σ > 0.
Notice that for any τ > 0 small, from the definition of ω in (5.1) we have
ω(s) ≤ τ + 2Λ
p
τp−1
sp−1 ∀s ≥ 0.
Therefore by combining with (5.6), one easily sees that
ω
(
|λθ(u − v)|) pp−1 ≤ τ + C
τp
(λθ)p|u − v|p ≤ τ + C
τpεp
|u − v|p ∀τ > 0 small.
Hence by first selecting σ = σ(ǫ, p) > 0 small such that Cσ p2−p ≤ ǫ p/5 and then choosing τ > 0
such that Cτ/σ
p
p−1 ≤ ǫ p/5, we conclude from (5.7) that∫
B2
|∇u − ∇v|pdx ≤ 2ǫ
p
5 +
C
τpεpσ
p
p−1
‖u − v‖
p
Lp(B 5
2
) +
Cδ
σ
p
p−1
+
C
σ
‖u − v‖Lp(B 5
2
).(5.8)
Next let us pick ǫ′ > 0 small so that
C
τpεpσ
p
p−1
(ǫ′)p ≤ ǫ
p
5 and
C
σ
ǫ′ ≤
ǫ p
5 .
Then by Lemma 4.6 there exists δ′ > 0 such that ‖u − v‖Lp(B3) ≤ ǫ′ if
>
B3
dA,a(x) dx ≤ δ′ and>
B4
|F|
p
p−1 dx ≤ δ′. Thus, by taking δ := min {δ′, ǫ pσ pp−15C } we obtain the corollary from (5.8). 
The next result is a localized version of Corollary 5.2.
Lemma 5.3. Let A satisfy (1.2)–(1.4), and M0 > 0. For any ε > 0, there exists δ > 0 depending
only on ε, Λ, p, η, n, K and M0 such that: if λ > 0, 0 < θ ≤ 1, 0 < r ≤ 1,
(5.9) dist
(
A,GB3r
)
< δ and
?
B4r
|F|
p
p−1 dx ≤ δ,
and u ∈ W1,ploc (B4r) is a weak solution of div
[
A(x,λθu,λ∇u)
λp−1
]
= div F in B4r satisfying
‖u‖L∞(B4r) ≤
M0
λθ
and
?
B4r
|∇u|p dx ≤ 1,
then
(5.10)
?
B2r
|∇u − ∇v|p dx ≤ εp
for some function v ∈ W1,p(B3r) with
(5.11) ‖∇v‖pL∞(B 3r
2
) ≤ C(p, n, η,Λ,K, M0)
?
B2r
|∇v|p dx.
Proof. It follows from Definition 2.1 and the first condition in (5.9) that there exists a vector field
a′ ∈ GB3(η) such that ?
B3r
dA,a(y) dy ≤ δ with a(y, z, ξ) := a′(y
r
, z, ξ
)
.
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Define
A′(x, z, ξ) = A(rx, z, ξ), F′(x) = F(rx), u′(x) = u(rx)
r
.
Let θ′ := θr ∈ (0, 1]. Then u′ ∈ W1,ploc (B4) is a weak solution of
div
[A′(x, λθ′u′, λ∇u′)
λp−1
]
= div F′ in B4.
Notice that ‖u′‖L∞(B4) ≤
M0
λθ′
and dA′,a′(x) = dA,a(rx). Thus we also have(?
B4
|u′(x)|p dx
) 1
p
=
1
r
(?
B4r
|u(y)|p dy
) 1
p
≤
M0
λθ′
,
?
B4
|∇u′(x)|p dx =
?
B4r
|∇u(y)|p dy ≤ 1,
?
B3
dA′,a′(x) dx =
?
B3r
dA,a(y) dy,
?
B4
|F′(x)| pp−1 dx =
?
B4r
|F(y)| pp−1 dy.
Therefore, given any ε > 0, by Corollary 5.2 there exists a constant δ = δ(ε,Λ, p, η, n,K, M0) > 0
such that if condition (5.9) for A and F is satisfied then we have
(5.12)
∫
B2
|∇u′(x) − ∇v′(x)|p dx ≤ 2nωnεp,
where v′ ∈ W1,p(B3) is a weak solution of div
[
a′(x,λθ′v′,λ∇v′)
λp−1
]
= 0 in B3,
v′ = u′ on ∂B3
satisfying ‖v′‖L∞(B3) ≤
M0
λθ′
. Notice that the existence of such weak solution v′ to the above Dirichlet
problem is guaranteed by Remark 2.2. Now let v(x) := rv′(x/r) for x ∈ B3r. Then by changing
variables, we obtain the desired estimate (5.10) from (5.12).
It remains to show (5.11). Define v¯(y) = λθ′v′(y/θ′). Then ‖v¯‖L∞(B3θ′ ) ≤ M0 and v¯ is a weak
solution of
div a′(y, v¯,∇v¯) = 0 in B3θ′ .
Since 0 < θ′ ≤ 1 and a′ ∈ GB3(η), the assumption (H3) about interior W1,∞-estimates gives
‖∇v¯‖
p
L∞(B 3θ′
2
) ≤ C(p, n, η,Λ,K, M0)
?
B2θ′
|∇v¯|p dx.
This yields (5.11) owing to v¯(y) = λθv(y/θ) and θ′/θ = r.

Remark 5.4. Since the class of our equations is invariant under the transformation x 7→ x + y,
Lemma 5.3 still holds true if Br is replaced by Br(y).
6. Density and gradient estimates
We will derive interior W1,q-estimates for solution u of (2.3) by estimating the distribution func-
tions of the maximal function of |∇u|p. The precise maximal operators will be used are:
Definition 6.1. The Hardy–Littlewood maximal function of a function f ∈ L1loc(Rn) is defined by
(M f )(x) = sup
ρ>0
?
Bρ(x)
| f (y)| dy.
In case U is a region in Rn and f ∈ L1(U), then we denote MU f =M(χU f ).
The next result gives a density estimate for the distribution of MB5(|∇u|p). It roughly says that
if the maximal function MB5(|∇u|p) is bounded at one point in Br(y) then this property can be
propagated for all points in Br(y) except on a set of small measure.
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Lemma 6.2. Assume that A satisfies (1.2)–(1.4), F ∈ L pp−1 (B6;Rn), and M0 > 0. There exists a
constant N > 1 depending only on p, n, η, Λ, K and M0 such that for any ε > 0, we can find
δ = δ(ε,Λ, p, η, n,K, M0) > 0 satisfying: if λ > 0, 0 < θ ≤ 1,
sup
0<ρ≤3
sup
y∈B1
dist
(
A,GBρ(y)(η)
)
< δ,
then for any weak solution u of (2.3) with ‖u‖L∞(B5) ≤ M0λθ , and for any y ∈ B1, 0 < r ≤ 1 with
(6.1) Br(y) ∩ B1 ∩ {B5 : MB5(|∇u|p) ≤ 1} ∩ {B5 : MB5(|F| pp−1 ) ≤ δ} , ∅,
we have ∣∣∣{B1 : MB5(|∇u|p) > N} ∩ Br(y)∣∣∣ ≤ ε|Br(y)|.
Proof. By condition (6.1), there exists a point x0 ∈ Br(y) ∩ B1 such that
MB5(|∇u|p)(x0) ≤ 1 and MB5(|F|
p
p−1 )(x0) ≤ δ.(6.2)
Since B4r(y) ⊂ B5r(x0) ∩ B5, it follows from (6.2) that?
B4r(y)
|∇u|p dx ≤ |B5r(x0)|
|B4r(y)|
1
|B5r(x0)|
∫
B5r(x0)∩B5
|∇u|p dx ≤
(5
4
)n
,
?
B4r(y)
|F|
p
p−1 dx ≤ |B5r(x0)|
|B4r(y)|
1
|B5r(x0)|
∫
B5r(x0)∩B5
|F|
p
p−1 dx ≤
(5
4
)n
δ.
Therefore, we can use Lemma 5.3 and Remark 5.4 to obtain
(6.3)
?
B2r(y)
|∇u − ∇v|p dx ≤ γp,
where v ∈ W1,p(B3r(y)) is some function satisfying
(6.4) ‖∇v‖pL∞(B 3r
2
(y)) ≤ C(p, n, η,Λ,K, M0)
?
B2r(y)
|∇v|p dx.
Here δ = δ(γ,Λ, p, η, n,K, M0) > 0 with γ ∈ (0, 1) being determined later. By using (6.4) together
with (6.3) and (6.2), we get
‖∇v‖
p
L∞(B 3r
2
(y)) ≤ 2
p−1C
(?
B2r(y)
|∇u − ∇v|p dx +
?
B2r(y)
|∇u|p dx
)
≤ C∗(γp + 1),(6.5)
where C∗ = C∗(p, n, η,Λ,K, M0). We claim that (6.2), (6.3) and (6.5) yield
(6.6) {Br(y) : MB2r(y)(|∇u − ∇v|p) ≤ C∗} ⊂ {Br(y) : MB5(|∇u|p) ≤ N}
with N := max {2p+1C∗, 5n}. Indeed, let x be a point in the set on the left hand side of (6.6), and
consider Bρ(x). If ρ ≤ r/2, then Bρ(x) ⊂ B3r/2(y) ⊂ B3 and hence
1
|Bρ(x)|
∫
Bρ(x)∩B5
|∇u|p dx ≤ 2
p−1
|Bρ(x)|
[ ∫
Bρ(x)∩B5
|∇u − ∇v|p dx +
∫
Bρ(x)∩B5
|∇v|p dx
]
≤ 2p−1
[
MB2r(y)(|∇u − ∇v|p)(x) + ‖∇v‖pL∞(B 3r
2
(y))
]
≤ 2p−1C∗
(
γp + 2
)
≤ 2p+1C∗.
On the other hand if ρ > r/2, then Bρ(x) ⊂ B5ρ(x0). This and the first inequality in (6.2) imply that
1
|Bρ(x)|
∫
Bρ(x)∩B5
|∇u|p dx ≤ 5
n
|B5ρ(x0)|
∫
B5ρ(x0)∩B5
|∇u|p dx ≤ 5n.
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Therefore, MB5(|∇u|p)(x) ≤ N and the claim (6.6) is proved. Note that (6.6) is equivalent to{
Br(y) : MB5(|∇u|p) > N
}
⊂
{
Br(y) : MB2r(y)(|∇u − ∇v|p) > C∗
}
.
It follows from this, the weak type 1 − 1 estimate and (6.3) that∣∣∣{Br(y) : MB5(|∇u|p) > N}∣∣∣ ≤ ∣∣∣{Br(y) : MB2r(y)(|∇u − ∇v|p) > C∗}∣∣∣
≤ C
∫
B2r(y)
|∇u − ∇v|p dx ≤ C′γp |Br(y)|,
where C′ > 0 depends only on p, n, η, Λ, K and M0. By choosing γ = p
√
ε
C′ , we obtain the desired
result. 
In view of Lemma 6.2, we can apply the variation of the Vitali covering lemma given by [36,
Theorem 3] (see also [6, Lemma 1.2]) for
C = {B1 : MB5(|∇u|p) > N} and D = {B1 : MB5(|∇u|p) > 1} ∪ {B1 : MB5(|F|
p
p−1 ) > δ}
to obtain:
Lemma 6.3. Assume that A satisfies (1.2)–(1.4), F ∈ L pp−1 (B6;Rn), and M0 > 0. There exists a
constant N > 1 depending only on p, n, η, Λ, K and M0 such that for any ε > 0, we can find
δ = δ(ε,Λ, p, η, n,K, M0) > 0 satisfying: if λ > 0, 0 < θ ≤ 1,
sup
0<ρ≤3
sup
y∈B1
dist
(
A,GBρ(y)(η)
)
< δ,
then for any weak solution u ∈ W1,ploc (B6) of (2.3) satisfying
‖u‖L∞(B5) ≤
M0
λθ
and
∣∣∣{B1 : MB5(|∇u|p) > N}∣∣∣ ≤ ε|B1|,
we have∣∣∣{B1 : MB5(|∇u|p) > N}∣∣∣ ≤ 20nε (∣∣∣{B1 : MB5(|∇u|p) > 1}∣∣∣ + ∣∣∣{B1 : MB5(|F| pp−1 ) > δ}∣∣∣).
6.1. Interior gradient estimates in Lebesgue spaces. We are now ready to prove Theorem 2.4.
Proof of Theorem 2.4. Let N > 1 be as in Lemma 6.3, and let q1 = q/p > 1. We choose ε =
ε(p, q, n, η,Λ,K, M0) > 0 be such that
ε1
def
== 20nε = 1
2Nq1
,
and let δ = δ(p, q, n,Λ, η,K, M0) be the corresponding constant given by Lemma 6.3.
Assuming for a moment that u satisfies
(6.7)
∣∣∣{B1 : MB5(|∇u|p) > N}∣∣∣ ≤ ε|B1|.
Then it follows from Lemma 6.3 that
(6.8)
∣∣∣{B1 : MB5(|∇u|p) > N}∣∣∣ ≤ ε1 (∣∣∣{B1 : MB5(|∇u|p) > 1}∣∣∣ + ∣∣∣{B1 : MB5(|F| pp−1 ) > δ}∣∣∣) .
Let us iterate this estimate by considering
u1(x) = u(x)
N
1
p
, F1(x) = F(x)
N
p−1
p
and λ1 = N
1
pλ.
It is clear that ‖u1‖L∞(B5) ≤
M0
λ1θ
and u1 ∈ W1,ploc (B6) is a weak solution of
div
[A(x, λ1θu1, λ1∇u1)
λ
p−1
1
]
= div F1 in B6.
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Moreover, thanks to (6.7) we have∣∣∣{B1 : MB5(|∇u1|p) > N}∣∣∣ = ∣∣∣{B1 : MB5(|∇u|p) > N2}∣∣∣ ≤ ε|B1|.
Therefore, by applying Lemma 6.3 to u1 we obtain∣∣∣{B1 : MB5(|∇u1|p) > N}∣∣∣ ≤ ε1 (∣∣∣{B1 : MB5(|∇u1|p) > 1}∣∣∣ + ∣∣∣{B1 : MB5(|F1| pp−1 ) > δ}∣∣∣)
= ε1
(∣∣∣{B1 : MB5(|∇u|p) > N}∣∣∣ + ∣∣∣{B1 : MB5(|F| pp−1 ) > δN}∣∣∣) .
We infer from this and (6.8) that∣∣∣{B1 : MB5(|∇u|p) > N2}∣∣∣ ≤ ε21∣∣∣{B1 : MB5(|∇u|p) > 1}∣∣∣(6.9)
+ ε21
∣∣∣{B1 : MB5(|F| pp−1 ) > δ}∣∣∣ + ε1∣∣∣{B1 : MB5(|F| pp−1 ) > δN}∣∣∣.
Next, let
u2(x) = u(x)
N
2
p
, F2(x) = F(x)
N
2(p−1)
p
and λ2 = N
2
pλ.
Then u2 is a weak solution of
div
[A(x, λ2θu2, λ2∇u2)
λ
p−1
2
]
= div F2 in B6
satisfying
‖u2‖L∞(B5) ≤
M0
λ2θ
and
∣∣∣{B1 : MB5(|∇u2|p) > N}∣∣∣ = ∣∣∣{B1 : MB5(|∇u|p) > N3}∣∣∣ ≤ ε|B1|.
Hence by applying Lemma 6.3 to u2 we get∣∣∣{B1 : MB5(|∇u2|p) > N}∣∣∣ ≤ ε1 (∣∣∣{B1 : MB5(|∇u2|p) > 1}∣∣∣ + ∣∣∣{B1 : MB5(|F2| pp−1 ) > δ}∣∣∣)
= ε1
(∣∣∣{B1 : MB5(|∇u|p) > N2}∣∣∣ + ∣∣∣{B1 : MB5(|F| pp−1 ) > δN2}∣∣∣) .
This together with (6.9) gives
∣∣∣{B1 : MB5(|∇u|p) > N3}∣∣∣ ≤ ε31∣∣∣{B1 : MB5(|∇u|p) > 1}∣∣∣ +
3∑
i=1
εi1
∣∣∣{B1 : MB5(|F| pp−1 ) > δN3−i}∣∣∣.
By repeating the iteration, we then conclude that
∣∣∣{B1 : MB5(|∇u|p) > Nk}∣∣∣ ≤ εk1∣∣∣{B1 : MB5(|∇u|p) > 1}∣∣∣ +
k∑
i=1
εi1
∣∣∣{B1 : MB5(|F| pp−1 ) > δNk−i}∣∣∣(6.10)
for all k = 1, 2, . . . This together with∫
B1
MB5(|∇u|p)q1 dx = q1
∫ ∞
0
tq1−1
∣∣∣{B1 : MB5(|∇u|p) > t}∣∣∣ dt
= q1
∫ N
0
tq1−1
∣∣∣{B1 : MB5(|∇u|p) > t}∣∣∣dt + q1
∞∑
k=1
∫ Nk+1
Nk
tq1−1
∣∣∣{B1 : MB5(|∇u|p) > t}∣∣∣ dt
≤ Nq1 |B1| + (Nq1 − 1)
∞∑
k=1
Nq1k
∣∣∣{B1 : MB5(|∇u|p) > Nk}∣∣∣
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gives ∫
B1
MB5(|∇u|p)q1 dx ≤ Nq1 |B1| + (Nq1 − 1)|B1|
∞∑
k=1
(ε1Nq1)k
+
∞∑
k=1
k∑
i=1
(Nq1 − 1)Nq1kεi1
∣∣∣{B1 : MB5(|F| pp−1 ) > δNk−i}∣∣∣.
But we have
∞∑
k=1
k∑
i=1
(Nq1 − 1)Nq1kεi1
∣∣∣{B1 : MB5(|F| pp−1 ) > δNk−i}∣∣∣
=
(N
δ
)q1 ∞∑
i=1
(ε1Nq1 )i

∞∑
k=i
(Nq1 − 1)δq1 Nq1(k−i−1)
∣∣∣{B1 : MB5(|F| pp−1 ) > δNk−i}∣∣∣

=
(N
δ
)q1 ∞∑
i=1
(ε1Nq1 )i

∞∑
j=0
(Nq1 − 1)δq1 Nq1( j−1)
∣∣∣{B1 : MB5(|F| pp−1 ) > δN j}∣∣∣

≤
(N
δ
)q1[ ∫
B1
MB5(|F|
p
p−1 )q1 dx
] ∞∑
i=1
(ε1Nq1)i.
Thus we infer that∫
B1
MB5(|∇u|p)q1 dx ≤ Nq1 |B1| +
[
(Nq1 − 1)|B1| + (N
δ
)q1 ∫
B1
MB5(|F|
p
p−1 )q1 dx
] ∞∑
k=1
(ε1Nq1 )k
= Nq1 |B1| +
[
(Nq1 − 1)|B1| + (N
δ
)q1 ∫
B1
MB5(|F|
p
p−1 )q1 dx
] ∞∑
k=1
2−k
≤ C
(
1 +
∫
B1
MB5(|F|
p
p−1 )q1 dx
)
with the constant C depending only on p, q, n, Λ, η, K and M0. On the other hand, |∇u(x)|p ≤
MB5(|∇u|p)(x) for almost every x ∈ B1. Therefore, it follows from the strong type q1 − q1 estimate
for the maximal function and the fact q1 = q/p that
(6.11)
∫
B1
|∇u|q dx ≤ C
(
1 +
∫
B5
|F|
q
p−1 dx
)
.
We next remove the extra assumption (6.7) for u. Notice that for any M > 0, by using the weak
type 1 − 1 estimate for the maximal function and Lemma 3.3 we get
∣∣∣{B1 : MB5(|∇u|p) > NMp}∣∣∣ ≤ CNMp
∫
B5
|∇u|p dx ≤ C(p, n, η,Λ)
Mp
( ∫
B6
|u|p dx +
∫
B6
|F|
p
p−1 dx
)
.
Therefore, if we let
u¯(x, t) = u(x, t)
M
with Mp =
C(p, n, η,Λ)
[
‖u‖
p
Lp(B6) + ‖|F|
1
p−1 ‖
p
Lp(B6)
]
ε|B1|
then
∣∣∣{B1 : MB5(|∇u¯|p) > N}∣∣∣ ≤ ε|B1|. Hence we can apply (6.11) to u¯ with F and λ being replaced
by ¯F = F/Mp−1 and ¯λ = λM. By reversing back to the functions u and F, we obtain the desired
estimate (2.4). 
We next show that Theorem 1.1 is just a special case of Theorem 2.4.
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Proof of Theorem 1.1. For each 0 < ρ ≤ 3 and y ∈ B1, let
aρ,y(z, ξ) :=
?
B3
A(y + ρ3 x, z, ξ) dx = ABρ(y)(z, ξ).
Then it is easy to see from the assumptions for A that aρ,y satisfies (1.2)–(1.4) and (H1)–(H2) with
η := η0 ≡ 0. Moreover, aρ,y also satisfies condition (H3) thanks to [18, Theorem 1.2]. These imply
that aρ,y ∈ GB3(η0). Thus aρ,y ∈ GBρ(y)(η0), and hence
dist
(
A,GBρ(y)(η0)
)
≤
?
Bρ(y)
[
sup
z∈K
sup
ξ,0
|A(x, z, ξ) − ABρ(y)(z, ξ)|
|ξ|p−1
]
dx ≤ δ.
Since this holds for every 0 < ρ ≤ 3 and y ∈ B1, Theorem 1.1 follows from Theorem 2.4. 
6.2. Interior gradient estimates in Orlicz spaces. In this subsection we show that the interior
estimates obtained in Theorem 2.4 still hold true in Orlicz spaces. This is achieved by the same
arguments as in Subsection 6.1 which illustrates the robustness of our method. This subsection is
motivated by [2, Section 4] where Byun and Wang derived similar estimates for the case A(x, z, ξ)
is independent of z.
Let us first recall some basic definitions and properties about Orlicz spaces (see [21, 32]). A
function φ : [0,∞) → [0,∞) is called a Young function if it is increasing, convex, and
φ(0) = 0, lim
t→0+
φ(t)
t
= 0, lim
t→∞
φ(t)
t
= ∞.
Given a Young function φ and a bounded domain U ⊂ Rn, the Orlicz space Lφ(U) is defined to be
the linear hull of Kφ(U) where
Kφ(U) :=
{
g : U → R measurable :
∫
U
φ(|g|) dx < ∞
}
.
We will need the following well known conditions for φ.
Definition 6.4. Let φ be a Young function.
(i) φ is said to satisfy the △2-condition if there exists a constant µ > 1 such that φ(2t) ≤ µ φ(t)
for every t ≥ 0.
(ii) φ is said to satisfy the ▽2-condition if there exists a constant a > 1 such that φ(t) ≤ 12aφ(at)for every t ≥ 0.
We will write φ ∈ △2 ∩ ▽2 to mean that φ satisfies both (i) and (ii). Notice that φ ∈ ▽2 implies the
quasiconvexity of φ (see [21, Lemma 1.2.3]).
The next elementary lemma gives a characterization of functions in Lφ(U) in terms of their
distribution functions.
Lemma 6.5. Assume φ ∈ △2 ∩ ▽2, U is a bounded domain, and g : U → R is a nonnegative
measurable function. Let ν > 0 and α > 1. Then
g ∈ Lφ(U) ⇐⇒ S :=
∞∑
j=1
φ(α j)
∣∣∣{x ∈ U : g(x) > να j}∣∣∣ < ∞.
Moreover, there exists C = C(ν, α, φ) > 0 such that
1
C S ≤
∫
U
φ(g) dx ≤ C(|U | + S ).
26 T. NGUYEN AND T. PHAN
Proof. This follows from the representation formula∫
U
φ(|g|) dx =
∫ ∞
0
∣∣∣{x ∈ U : g(x) > λ}∣∣∣ dφ(λ)
and the fact Lφ(U) ≡ Kφ(U) when φ ∈ △2. 
Now we state the version of Theorem 2.4 for Orlicz spaces.
Theorem 6.6. Assume that A satisfies (1.2)–(1.4), and M0 > 0. For any q > p, there exists a
constant δ = δ(p, q, n,Λ, η,K, M0) > 0 such that: if λ > 0, 0 < θ ≤ 1,
sup
0<ρ≤3
sup
y∈B1
dist
(
A,GBρ(y)(η)
)
≤ δ,
and u ∈ W1,ploc (B6) is a weak solution of (2.3) satisfying ‖u‖L∞(B5) ≤ M0λθ , then:
(6.12) |F| pp−1 ∈ Lφ(B5) =⇒ |∇u|p ∈ Lφ(B1).
In order to prove Theorem 6.6, we need one more lemma concerning about strong type estimates
for maximal functions in Orlicz spaces.
Lemma 6.7 ( Theorem 1.2.1 in [21] ). Assume φ ∈ △2 ∩▽2 and g ∈ Lφ(B5). Then MB5(g) ∈ Lφ(B5)
and ∫
B5
φ
(
MB5(|g|)
) dx ≤ C(n, φ)
∫
B5
φ(|g|) dx.
Proof of Theorem 6.6. Since the arguments are essentially the same as those given in Subsec-
tion 6.1, we only indicate the main points.
Let N > 1 be as in Lemma 6.3. As φ ∈ △2, it is easy to see that there exists µ > 1 such that
(6.13) φ(Nt) ≤ µn0φ(t) =: µ1φ(t) ∀t ≥ 0,
where n0 ∈ N depends only on N. Let us choose ε = ε(p, φ, n, η,Λ,K, M0) > 0 be such that
ε1
def
== 20nε = 1
2µ1
,
and let δ = δ(p, φ, n,Λ, η,K, M0) be the corresponding constant given by Lemma 6.3. By consid-
ering the function u¯ := u/M instead of u as done at the end of the proof of Theorem 2.4, we can
assume without loss of generality that condition (6.7) is satisfied. Thus, we obtain estimate (6.10)
and hence
∞∑
k=1
φ(Nk)
∣∣∣{B1 : MB5(|∇u|p) > Nk}∣∣∣(6.14)
≤ |B1|
∞∑
k=1
φ(Nk)εk1 +
∞∑
k=1
k∑
i=1
φ(Nk)εi1
∣∣∣{B1 : MB5(|F| pp−1 ) > δNk−i}∣∣∣ =: S 1 + S 2.
It follows from (6.13) that φ(Nk) ≤ µk1φ(1) and φ(Nk) ≤ µi−11 φ(Nk−i+1) for each i = 1, . . . , k. Conse-
quently,
(6.15) S 1 ≤ φ(1)|B1|
∞∑
k=1
(µ1ε1)k = φ(1)|B1|
∞∑
k=1
2−k = φ(1)|B1|
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and
S 2 ≤ µ−11
∞∑
i=1
(µ1ε1)i

∞∑
k=i
φ(Nk−i+1)
∣∣∣{B1 : MB5(|F| pp−1 ) > δNk−i}∣∣∣

= µ−11
∞∑
i=1
(µ1ε1)i

∞∑
j=1
φ(N j)
∣∣∣{B1 : MB5(|F| pp−1 ) > δN N j}
∣∣∣
 .
Hence by using Lemma 6.5 and Lemma 6.7, we obtain
S 2 ≤ C
∞∑
i=1
(µ1ε1)i
∫
B1
φ
(
MB5(|F|
p
p−1 )
)
dx ≤ C
∫
B1
φ
(
|F|
p
p−1
)
dx.
This together with (6.14) and (6.15) yields
∞∑
k=1
φ(Nk)
∣∣∣{B1 : MB5(|∇u|p) > Nk}∣∣∣ ≤ C[1 +
∫
B1
φ
(
|F|
p
p−1
)
dx
]
.
Therefore, we conclude from Lemma 6.5 that MB5(|∇u|p) ∈ Lφ(B1) which gives (6.12) as |∇u(x)|p ≤
MB5(|∇u|p)(x) for a.e. x ∈ B1. 
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