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Abstract
Scattering amplitudes in maximally supersymmetric gauge theory are dual to super-Wilson loops on null
polygonal contours. The operator product expansion for the latter revealed that their dynamics is governed
by the evolution of multiparticle GKP excitations. They were shown to emerge from the spectral problem
of an underlying open spin chain. In this work we solve this model with the help of the Baxter Q-operator
and Sklyanin’s Separation of Variables methods. We provide an explicit construction for eigenfunctions and
eigenvalues of GKP excitations. We demonstrate how the former define the so-called multiparticle hexagon
transitions in super-Wilson loops and prove their factorized form at leading order of ’t Hooft coupling for
particle number-preserving transitions that were suggested earlier in a generic case.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/3.0/). Funded by SCOAP3.
1. Motivation
Recently, it was suggested that null polygonal super-Wilson loop may serve as a generating
function for all scattering amplitudes in (regularized) planar maximally supersymmetric SU(N)
Yang–Mills theory. The equivalence was first established for the so-called Maximally Helicity
Violating (MHV) gluon amplitudes, that involve two particles with helicities opposite to the
rest, and the holonomy of a gauge connection circulating around a closed contour composed
of straight light-like segments [1–3]. These segments are identified with momenta of incoming
* Corresponding author.http://dx.doi.org/10.1016/j.nuclphysb.2014.03.007
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coordinates space [4,2]. The conventional soft and collinear divergences of massless gluon ampli-
tudes emerge in this picture from the ultraviolet singularities stemming from virtual corrections
in the vicinity of the cusps where the two adjacent segments meet in a point. However, not only
the divergent parts were shown to agree, but also finite contributions to both coincide as well. By
uplifting the contour to superspace, the duality establishes the equivalence1 between the vacuum
expectation value of the super-Wilson loop Wn in N = 4 SYM and the reduced N -particle ma-
trix element Aˆn of the S-matrix of the theory [5,6] that is expected to hold nonperturbatively in
’t Hooft coupling a = g2YMNc/(4π2). The former is determined by bosonic Aαα˙ and fermionic
FαA connections〈Wn(xi, θi;a)〉= 1
Nc
〈
trP exp
(
igYM
2
∫
Cn
dxα˙αAαα˙ + igYM
∫
Cn
dθαAFαA
)〉
, (1.1)
that live on a piece-wise contour in superspace Cn = [X1,X2] ∪ [X2,X3] ∪ · · · ∪ [Xn,X1] with
cusps located at superpoints Xi = (xi, θi). Both superfields Aαα˙ and FαA receive a terminating
series in the Grassmann variable θ , with their expansion coefficients being determined by the
field content of the N = 4 SYM (see, e.g., Ref. [7] for details). The dynamical content of the
duality is summarized by the following equation〈Wn(Xi;a)〉= Aˆn(Zi;a), (1.2)
where the right-hand side corresponds to the reduced n-particle S-matrix element upon extraction
of the conservation laws for the supermomentum (pαα˙, qAα )
Sn = i(2π)4 δ
(4)(pαα˙)δ(8)(qAα )
〈12〉〈23〉 · · · 〈n− 1n〉 Aˆn(Zi;a). (1.3)
The kinematical variables entering the super-Wilson loop are related to the momentum super-
twistors ZAˆi = (λαi ,μiα˙, χAi ) defining the superscattering amplitude via the relation2
Xi =Zi−i ∧Zi . (1.4)
In addition to the conservation-law delta functions, we traditionally factored out the denomina-
tor of the Parke–Taylor tree amplitude [10], where the angle brackets between bosonic twistors
are conventionally defined as 〈ij〉 = λαi λjα . A brute force calculation of the super-Wilson loop
represents a challenge on its own even at lowest orders in coupling a, thus exposing inefficiency
of usual techniques based of Feynman diagrams. It was noticed however that the left-hand side
of the above relation (1.2) is advantageous in computing the S-matrix since the Wilson loop for-
malism allows one to break free from limitations of perturbation theory, being more amenable
to nonperturbative techniques [1]. Such a techniques was put forward a little while ago and is
based on the operator product expansion (OPE) [11]. Recently, a complementary view on this
framework was offered by exhibiting its connection to the expansion in terms of light-cone oper-
ators with boundary fields set by light-like Wilson lines, or the Π -shaped Wilson loop with field
insertions [12,13]. The renormalization group evolution of the latter was shown to be governed
1 A proper care has to be taken to handle the regularization of ultraviolet divergences [7] in order to maintain super-
symmetry of the super-loop and conformal symmetry of the so-called remainder function [8,9].
2 A brief summary of our conventions is summarized in Appendix A.1.
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continuities of the Wilson loop, while the corresponding eigenfunctions define the coupling of
the Gubser–Klebanov–Polyakov (GKP) excitations [14,15] to the Wilson loop contour as well as
their multiparticle transition amplitudes. In this paper we explore the emerging open spin chain.
We will focus on the component formalism leaving a fully supersymmetric superspace formu-
lation for future publication. Notice that quite recently a framework that combines the OPE and
integrability was proposed in Ref. [16]. It is based on a few conjectured equations obeyed by new
building blocks of the Wilson loops, dubbed pentagons, that are matched to explicit calculations
of amplitudes and bootstrapped to all orders in ’t Hooft coupling. The next section follows a
similar construction, restricted however to leading order contributions in ’t Hooft coupling.
1.1. Soft-collinear expansion of polygons
To start with, let us recall the emergence of non-local light-cone operators in the OPE of the
super-Wilson loop. We will discuss it in a simplified set-up of restricted kinematics [17], i.e.,
when the bosonic part of the Wilson loop contour is embedded in a two-dimensional plane.3 The
first nontrivial Wilson loop in this kinematics is the octagon. Let us focus on NMHV amplitudes
and choose a specific Grassmann component that admits a clear OPE interpretation as advocated
in Ref. [18], say4 χ2χ3χ6χ7. It was calculated diagrammatically in Ref. [19] and also making use
of the so-called Q¯-equation in Ref. [20]. The subtracted superloop, with ultraviolet divergences
eliminated in a superconformally invariant fashion, reads to two-loop accuracy〈WR8 〉= χ2χ3χ5χ6〈2367〉 [a + a2(lnu+(1 + u+) lnu−(1 + u−)− 2 ln(1 + u+) ln(1 + u−))
+O(a3)], (1.5)
where the conformal cross ratios are
u− = x
−
34x
−
78
x−37x
−
48
, u+ = x
+
23x
+
67
x+26x
+
37
. (1.6)
The leading contribution in the OPE of this channel stems from the scalar exchange between the
cusps at points x3 and x7, see Fig. 1(a). The soft-collinear expansion corresponds to the limit
x−34 → 0 and x−78 → 0, which results in flattening of the octagon to a square, see Appendix A.2.
The subleading perturbative corrections come from a number of Feynman graphs encoding the
interaction of the scalar field with the contour, Fig. 1(b), vertex corrections and independent
propagation of a gauge field along with the original scalar, Fig. 1(c). A natural set of the cusp
coordinates, or equivalently twistors, to discuss the OPE is introduced in Appendix A.3. In this
frame, the remainder function admits the form〈WR8 〉= χ2χ3χ5χ64 cosh τ coshσ [a + a2(τ ln(1 + e2σ )(1 + e−2σ )+ ln(1 + e−2τ )(1 + e2σ ))
+O(a3)]. (1.7)
3 To preserve superconformal symmetry this implies that out of four components of the Grassmann χA two of them
have to vanish as well. However, this subtlety is not relevant for our present discussion and we will assume that all
components of χA
i
are nonzero at even and odd sites.
4 A Grassmann component χn of the supertwistor Zn is assigned to the line passing through the points [Xn,Xn+1],
according to our conventions in Appendix A.1.
306 A.V. Belitsky et al. / Nuclear Physics B 882 (2014) 303–351Fig. 1. Single (a), (b) and two-particle (c) contributions to OPE of the χ2χ3χ5χ6 component of the octagon. The one-loop
graph in (a) given by the scalar propagator exchanged between the cusps produces a components of the tree NHMV
amplitude. The graph in panel (b) displays one of the perturbative corrections due to the Hamiltonian acting on the
light-cone operator. In (c) we show the two-particle contribution that produces subleading effects in the OPE.
The afore-introduced soft-collinear asymptotics translates into the τ → ∞ limit, with the remain-
der function corresponding to a single scalar GKP excitation (also known as a hole) propagating
in the OPE channel5
〈WR8 〉 τ→∞= χ2χ3χ5χ6
∞∫
−∞
duμh(u;a) exp
(−τEh(u;a)− iσph(u;a))+O(e−3τ ). (1.8)
Here the energy and momentum of the hole excitation read to one-loop accuracy [14,15]
Eh(u;a) = 1 − a
[
2ψ(1)−ψ
(
1
2
+ iu
)
−ψ
(
1
2
− iu
)]
+O(a2), (1.9)
ph(u;a) = 2u− 2πa tanh(πu)+O
(
a2
)
, (1.10)
while the measure encoding the coupling of the excitation to the Wilson loop contour is, cf.
Ref. [16],
μh(u;a) = μh(u)
[
a + a2π2
(
1 − 2
cosh2(πu)
)
+O(a3)], μh(u) = π
cosh(πu)
. (1.11)
In this equation, the O(a2) term is merely needed to compensate the O(a2) correction to the
momentum (1.9) to match the OPE expansion into the exact two-loop data (1.7). By expanding
the right-hand side to next-to-leading order in a, we immediately reproduce the τ -enhanced
contribution in Eq. (1.7).
A similar consideration can be performed for the decagon. Using the conformal frames
discussed in Appendix A.3, we can write the remainder function of the χ2χ3χ8χ9 NMHV com-
ponent [20] of the super-Wilson loop in the form〈WR10〉= χ2χ3χ8χ94 cosh(τ1 − τ2) 12 cosh(σ1 − σ2)+ e−σ1−σ2
×
[
a + a2
(
2τ1 ln
(2 cosh(σ1 − σ2)+ e−σ1−σ2)2
1 + e−2σ2
5 Notice that our definition of the rapidity variable differs by a sign from the conventions of Ref. [16].
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−σ1−σ2)2
1 + e−2σ1
+ ln(1 + e−2τ1) ln 1 + e−2σ1
1 + e−2σ2 − ln
(
1 + e−2τ2) ln(1 + e−2σ1)(1 + e−2σ2)
+ 2 ln(1 + e−2τ1−2τ2) ln(1 + e−2σ2 + e2σ1−2σ2))]. (1.12)
As above, the leading asymptotic is governed by a single hole excitation
〈WR10〉 τ1,2→∞= χ2χ3χ8χ9
∞∫
−∞
dudvμh(u;a)Hh(u|v;a)μh(v;a)
× exp(−τ1Eh(u;a)− τ2Eh(v;a)− iσ1ph(u;a)− iσ2ph(v;a))
+O(e−3τ1,2), (1.13)
where the hexagon transition kernel reads to this order in coupling
Hh(u|v;a) = Hh(u|v)
[
a−1 + 2ψ ′
(
1
2
+ iu
)
+ 2ψ ′
(
1
2
− iv
)
− π2 +O(a)
]
, (1.14)
with the leading term being6
Hh(u|v) = (iv − iu)
( 12 + iv)( 12 − iu)
. (1.15)
As we recall in the next section, these leading contributions in the asymptotic expansion, i.e.,
O(e−τ1,2), come from the renormalization of a nonlocal operator with a Π -shaped contour,
formed by two Wilson lines building up the contour in a given OPE channel and an elemen-
tary scalar field insertion. The subleading effects correspond to more than one GKP excitations
sandwiched between the boundary Wilson lines.
1.2. Light-cone operators
Let us cast the above heuristic discussion into an operator language. We will do it for the
octagon at two-loop order and then generalize it to an arbitrary number of GKP excitations
exchanged in a given OPE channel. As one takes the limit τ → ∞, the top and bottom portions
of the contour of the octagon Wilson loop get flatten out and one ends up with a scalar field Z
inserted into the top and bottom straight-line segments. Each of these correspond to a Π -shaped
light-cone operator of the form
Oh(x) = W †(0)
[
0, x+
]
−Z
(
x+
)[
x+,∞]−W(∞), (1.16)
where the boundary fields W(x+) stand for the Wilson lines stretched along the light-like direc-
tion x− starting at 0 and going to the null infinity 1/ε → ∞, localized at the position x+ on the
tangent light-cone,
6 Notice that while the leading order contribution Hh(u|v) is identical to the pentagon transition discussed in Ref. [16],
the subleasing effects which are sensitive to the geometry of the Wilson loop contour start to differ.
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(
x+
)= P exp(igYM ∞∫
0
dx− A+
(
x+, x−,0⊥
))
. (1.17)
By a suitable gauge choice, i.e., the light-cone gauge A− = 0, one can even eliminate the gauge
links between the fields in the composite operator, i.e., [· · ·]− → 1. The contribution of (1.16) to
the leading e−τ term in the OPE reads〈
WR8
〉= aχ2χ3χ6χ7〈23〉〈67〉 〈O†h (x7)(1 + aτH1)Oh(x3)〉. (1.18)
For a = 0, this can be easily identified as a propagation of a free scalar from the bottom to the top
of the loop, while the O(a) effect induces the τ -enhanced contribution to the two-loop remainder
function and arises from the interaction of the scalar field with the Wilson loop contour by means
of the light-cone Hamiltonian
H1 = H01 +H1∞, (1.19)
with individual Hamiltonians for the interaction with the left and right boundaries being [12]
H01O(x1) =
1∫
0
dα
1 − α
[
α2s−1O(αx1)−O(x1)
]
,
H1∞O(x1) =
∞∫
1
dα
α − 1
[
O(αx1)− α−1O(x1)
]
, (1.20)
respectively, as found from the left- and right-most Feynman subgraphs7 in Fig. 2 with N = 1.
Here we presented them in a generic form suitable for studies of elementary fields with conformal
spin s. While for the case at hand, s = 1/2. For a one-particle GKP excitation, the diagonalization
of the above Hamiltonian can be easily performed with a plane-wave eigenfunction
Ψu1(x1) = x−iu1−s1 , (1.21)
that carries the momentum p(u1) = 2u1 and the energy
H1Ψu1(x1) =
[
2ψ(1)−ψ(s + iu1)−ψ(s − iu1)
]
Ψu(x1), (1.22)
cf. Eq. (1.9). Analogously, we can perform the soft-collinear expansion for the decagon in terms
of the light-cone operators (1.16). The formalism can be extended to account for multiparticle
effects as well. As one collapses the top and bottom of the loop in the soft limit, it gives rise to
curvature corrections, actually an infinite series of them in increasing powers of the gluon field
7 It suffices to calculate the Hamiltonian H01 for the left boundary with the Wilson line localized at x0 such that its
contribution reads [12]
1∫
0
dβ
1 − β β
2s−1W†(x0)X(β¯x0 + βx1).
By replacing x0 → x∞ , one immediately obtains H1∞ where one changes the integration variable as 1 − β =
(α − 1)x1/(x∞ − x1) and then sends x∞ → ∞. Restoring subtractive self-energy constants that make the integrals
well defined, we recover Eqs. (1.20).
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in Fig. 1(c) for the octagon. At even higher orders, the OPE involves multiparticle light-cone
operators
ON(x1, . . . , xN) = W †(0)[0, x1]X1(x1)[x1, x2]X2(x2) · · ·XN(xN)[xN,∞]W(∞), (1.23)
where we stripped the ‘+’ superscripts off the x-coordinates for brevity since it is the only
component of the four-vector that will appear in the analysis that follows. Under renormalization
group evolution, these operators mix and one has to solve the resulting eigensystem problem.
In this work we will consider a simplified setup when all GKP excitations are of the same type
Xn = X and possess a generic conformal spin s. The Hamiltonian
HN = H01 +
N−1∑
n=1
Hn,n+1 +HN∞, (1.24)
built-up from nearest-neighbor interactions only in the planar limit, is the one-loop dilatation
operator acting on the operator (1.23)
d
d lnμ
ON(x1, . . . , xN) = −aHNON(x1, . . . , xN). (1.25)
Here the pair-wise Hamiltonians (including the boundary ones) can be encoded in a single uni-
versal formula
Hn,n+1ON(. . . , xn, xn+1, . . .)
=
1∫
xn/xn+1
dα
1 − α
[(
αxn+1 − xn
xn+1 − xn
)2s−1
ON(. . . , xn,αxn+1, . . .)
−ON(. . . , xn, xn+1, . . .)
]
+
xn+1/xn∫
1
dα
α − 1
[(
xn+1 − αxn
xn+1 − xn
)2s−1
ON(. . . , αxn, xn+1, . . .)
− 1
α
ON(. . . , xn, xn+1, . . .)
]
. (1.26)
For s = 1/2 it agrees with the earlier calculation in Ref. [16]. Their complementary representa-
tion in terms of differential operators reads
H01 = ψ(1)−ψ(x1∂1 + 2s),
Hn,n+1 = 2ψ(1)−ψ(xn,n+1∂n + 2s)−ψ(xn+1,n∂n+1 + 2s)− lnxn/xn+1,
HN∞ = ψ(1)−ψ(−xN∂N), (1.27)
where ψ(x) = d ln(x)/dx is the Euler digamma function. It is important to notice that this
is not the form naturally coming from the computation of Feynman graphs contributing to the
renormalization of (1.23). Namely, the one-loop light-cone Hamiltonians for interaction of GKP
excitations among themselves are not sensitive to the boundary Wilson lines and thus have to
enjoy full SL(2,R) invariance [21,22]. They are shown in the middle graph in Fig. 2. However,
310 A.V. Belitsky et al. / Nuclear Physics B 882 (2014) 303–351Fig. 2. A representative Feynman graph defining the one-loop dilatation operator for the Π -shaped operator (1.23) in
the light-cone gauge. It corresponds to the sum of pair-wise Hamiltonians, i.e., with only two nearest-neighbor pairs of
fields interacting with each other at a time. The vertical straight lines stand for the elementary fields X describing the
GKP excitations, while the wavy lines represents gluons for the boundary interactions with the Wilson lines, or encode a
sum of several diagrams for two adjacent XnXn+1 inner fields. A diagram without field insertions is subtracted from the
above diagrams to make the total contribution well defined.
it is not the case in the above form due to the presence of the logarithms. The latter emerge
from 1/α-factor in the second integral in Eq. (1.26) that was introduced in order to match it to
the boundary Hamiltonians (1.20), with all intermediate logarithms canceling telescopically with
one another. Therefore, in order to restore the conformal symmetry property, one can shift the
logarithms into the boundary terms, such that the reshuffled Hamiltonians will become
h01 = ψ(1)−ψ(x1∂1 + 2s)− lnx1 = − ln
(
x21∂1 + 2sx1
)
,
hn,n+1 = 2ψ(1)−ψ(xn,n+1∂n + 2s)−ψ(xn+1,n∂n+1 + 2s),
hN∞ = ψ(1)−ψ(−xN∂N)+ lnxN = − ln ∂N, (1.28)
with HN = h01 +∑N−1n=1 hn,n+1 + hN∞. Here we used identity (B.6) from Appendix B to recast
the boundary Hamiltonians in terms of logarithms. Notice that h01 + h1∞ = H01 + H1∞ in
agreement with (1.19).
At this point we would like to notice that similar Hamiltonians emerged in the discussion of
the Regge limit of scattering amplitudes in Ref. [23].
Thus, the goal of this paper is to solve the spectral problem for the multiparticle Hamiltonian
(1.24)
HNΨu(x1, . . . , xN) = EuΨu(x1, . . . , xN). (1.29)
Its eigenenergies Eu determine the first quantum corrections to the propagation of the GKP
excitations (1.9) as was exemplified for the octagon and decagon in Eqs. (1.8) and (1.13), re-
spectively. The wave functions Ψu, on the other hand, determine multiparticle hexagon transition
amplitudes,
Hs(u|v) ∼
(
Ψv
∣∣Ts(g+)Ψu), (1.30)
as a matrix element of a conformal transformation Ts(g+) with respect to a suitably defined
scalar product that is defined later in this paper. We will establish its factorization in terms
of single-particle leading-order hexagons that was conjectured and tested for specific N ’s in
Ref. [16] and the (inverse) single-particle measure μs(u) being related to the residue of Hs(u|v)
at v = u [16].
The above problem (1.29) turns out to be integrable since the Hamiltonian HN possesses
enough integrals of motion with eigenvalues u = (u1, . . . , uN) to be exactly solvable. Thus we
have the powerful machinery of integrable spin chain at our disposal for constructing the explicit
A.V. Belitsky et al. / Nuclear Physics B 882 (2014) 303–351 311eigenfunctions and finding corresponding eigenvalues. For the case at hand, we are dealing with
an open spin chain that does not possess SL(2,R) symmetry due to boundary interactions. In
addition, as we can conclude from the one-particle eigenfunction (1.21), the system is not en-
dowed with a vacuum states. As a consequence of this last fact, traditional methods based on the
Algebraic Bethe Ansatz [24,25] are not applicable and instead one has to rely on the method of
the Baxter Q-operator [26] and the Separation of Variables (SoV) [27].
Our subsequent consideration is organized as follows. After introducing in the next section
a natural Hilbert space for the Hamiltonian and a scalar product that makes it self-adjoint, we
find a complete set of integrals motion commuting with HN . As a next step on the way to solve
the spectral problem, we recall the factorization of R-matrices [24,25] into intertwiners that
play a crucial role in our analysis. In Section 3, we use them to construct the Hamiltonians and
demonstrate their equivalence with the ones arising in the problem of renormalization of the
light-cone operators (1.23). Then in Section 4, we construct the Baxter Q-operator as well as
its conjugate making use of available techniques developed for SL(2) invariant magnets. Both
operators are then used to generate commuting Hamiltonians. In Section 5, we devise an iterative
procedure to obtain the eigenfunctions of the Hamiltonian. We then cast them in a form of a
contour integral representation as well as an integral representation in the upper half-plane. The
latter is instrumental in demonstration of their orthogonality with respect to the scalar product
introduced earlier. To adopt our consideration for multiparticle contributions to the null polygonal
Wilson loops, we define a new scalar product on the real half-line in Section 6 and establish its
relation to the one for the analytically continued functions in the upper half-plane. Then we
explicitly compute the square and hexagon leading order transitions in Section 7, where we
also prove the factorized ansatz for the latter suggested in Ref. [16]. Finally, we conclude by
pointing applications of the current construction to the operator product expansion of polygonal
Wilson loops and outline the generalization to include GKP excitations of different spins. Several
appendices contain conventions and computational details that we found inappropriate to include
in the main body of the paper. We also provided there a complementary construction the wave
function in the representation of Separated Variables and its relation to the eigenvalues of the
Baxter Q-operator.
2. Open spin chain
The Hamiltonian (1.24) defines a non-periodic one-dimensional lattice model of interacting
spins Sn = (S0n, S+n , S−n ) acting at each site defined by the coordinate of the GKP excitation.
They form an infinite-dimensional representation of the sl(2,R) algebra,[
S+n , S−n
]= 2S0n, [S0n, S±n ]= ±S±n . (2.1)
Our choice of the representation S±,0n for the spin generators S±,0 on the fields X is driven
by the form of the pairwise Hamiltonians (1.28) acting on the elementary fields X(x), i.e.
[S±,0,X(xn)] = iS±,0n X(xn) [21,22]. They are taken in the form of differential operators act-
ing on lattice sites
S+n = x2n∂n + 2sxn, S−n = −∂n, S0n = xn∂n + s, (2.2)
where all labels of the representation s are the same for any n. The latter condition defines a
homogeneous open spin chain. The spin variable s is assumed to be real and bounded from
below by 1/2.
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It is convenient to define a scalar product on the space of functions Ψu(x1, . . . , xN). Its choice
is a matter of convenience but it has to be adapted to the physical problem under consideration.
As was explained in Section 1, we are interested in the τ -dependence of correlation functions of
the light-cone operators ON which read schematically
〈0|O ′N
(
x′1, . . . , x′N
)
eaτHNON(x1, . . . , xN)|0〉
=
∑
u
eaτEu
(
Ψ ′u
(
x′1, . . . , x′N
))†
Ψu(x1, . . . , xN). (2.3)
Here the functions Ψu are determined by the operator matrix elements between the eigenstate
|Eu〉 of Hamiltonian and the vacuum,8 Ψu(x1, . . . , xN) = 〈Eu|ON(x1, . . . , xN)|0〉, and the sum
runs over all eigenstates. Although the variables xn are the light-cone coordinates of the fields X
entering the Lagrangian of the theory and are, therefore, real, nevertheless distribution amplitudes
Ψu(z1, . . . , zN) can be regarded as functions of zn in complex plane. It is known that they are
analytic functions in upper half-plane and vanish at infinity. As a consequence of this change, the
sl(2,R) generators in Eq. (2.2) depend and act on the zn variables accordingly.
In what follows we will consider the spectral problem (1.29) on the space of functions of
N complex variables zn analytic in the upper half-plane and endowed with a standard SL(2,R)
invariant scalar product [28]. Such a formulation appeared to be very useful for constructing the
SoV representation for the closed and open SL(2,R) spin chains [29,30]. The scalar product on
the space of functions holomorphic in the upper half-plane9 is defined as follows [28]
〈Φ|Ψ 〉 =
∫
Dzn
(
Φ(zn)
)∗
Ψ (zn), (2.4)
where zn = xn + iyn. The integration measure reads
Dzn = 2s − 1
π
dxn dyn (2yn)2s−2θ(yn) (2.5)
and the integration runs over the upper half-plane due to the presence of the step-function θ(yn).
Under this scalar product the generators (2.2) are anti-self-adjoint(
S0,±n
)† = −S0,±n , (2.6)
with hermitian conjugation defined conventionally as
〈Φ|GΨ 〉 = 〈G†Φ∣∣Ψ 〉. (2.7)
The Hilbert space of the model is given by the tensor product of Hilbert spaces at each site⊗N
n=1Vn, such that the generalization of the scalar product (2.4) to multivariable functions is
straightforward,
〈Φ|Ψ 〉 =
∫ N∏
k=1
Dzk
(
Φ(z1, . . . , zN)
)∗
Ψ (z1, . . . , zN). (2.8)
8 In QCD terminology Ψu(x1, . . . , xN ) is known as the distribution amplitude.
9 The Hilbert spaces of holomorphic functions are well studied mathematical topic, for a review, see Ref. [31].
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H†N =HN (2.9)
by virtue of Eq. (2.6). Notice that this is obvious for the boundary Hamiltonians (1.28) that are
merely functions of the spin S± generators acting on the right/left-most sites. These Hamiltonians
are not SL(2,R) invariant. The intermediate Hamiltonians can be cast in an SL(2,R) symmetric
form [32] and read
hn,n+1 = 2ψ(1)− 2ψ(Jn,n+1). (2.10)
Here Jn,n+1 is an operator related to the two-particle Casimir via the formula
Jn,n+1(Jn,n+1 − 1) = (Sn + Sn+1)2. (2.11)
These are explicitly self-adjoint. In the following section, we show that there exists a complete
set of integrals of motion (commuting with the Hamiltonian) that are hermitian with respect to
this scalar product and thus their eigenstates form an orthogonal set.
Closing this section we remark that to any operator A acting on the Hilbert space (2.8) we can
associate a function A of N holomorphic and N anti-holomorphic variables, i.e., the so-called
integral kernel, in a unique way via the relation
[AΨ ](z1, . . . , zN) =
∫ N∏
k=1
DwkA(z1, . . . , zN |w¯1, . . . , w¯N )Ψ (w1, . . . ,wN). (2.12)
It turns out that integral kernels of operators which we construct in the following sections take a
form of two-dimensional Feynman diagrams. All operator identities can be cast into the identities
between Feynman diagrams which can be verified with the help of a standard diagram technique
that we remind in Appendix B.
2.2. Integrals of motion
We start the construction of the integrals of motion following the conventional R-matrix
approach [24,25]. The Lax operator acting on the direct product C2 ⊗ Vn of an auxiliary two-
dimensional space C2 and the quantum space at the n-th site Vn is defined as
Ln(u, s) = u+ i(σ · Sn) =
(
u+ iS0n iS−n
iS+n u− iS0n
)
, (2.13)
with a complex spectral parameter u. We also displayed its dependence on the spin parameter s.
The product of N copies of this operator in the auxiliary space determines the monodromy matrix
T(s)(u),
T
(s)
N (u) = L1(u, s) · · ·LN(u, s) =
(
AN(u) BN(u)
CN(u) DN(u)
)
(2.14)
with its elements acting on the quantum space of the chain
⊗N
n=1Vn. As can be easily established
from the Yang–Baxter equation with a rational R-matrix [24,25], each element of the mon-
odromy matrix commutes with itself for arbitrary spectral parameters, i.e., [DN(u),DN(v)] = 0
etc. As we will demonstrate below, the operator DN(u) commutes also with the Hamiltonian
(1.24)[
DN(u),HN
]= 0. (2.15)
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are polynomials of degree N in the spectral parameter u with operator valued coefficients. In
particular,
DN(u) = uN + dˆ1uN−1 + · · · + dˆN . (2.16)
The expansion coefficients (integrals of motions) dˆk , k = 1, . . . ,N , commute with each other and
with the Hamiltonian, [dˆk, dˆn] = [dˆk,HN ] = 0. Their eigenvalues define a complete set of quan-
tum numbers of the eigenstate. Since the eigenvalues of the operator DN(u) are polynomials in
u, its eigenstates can be labeled by the zeroes of the corresponding polynomial, u = (u1, . . . , uN)
DN(u)Ψu(z1, . . . , zN) =
N∏
n=1
(u− un)Ψu(z1, . . . , zN)
=
N∏
n=1
(u− uˆn)Ψu(z1, . . . , zN). (2.17)
Here the operator uˆn are the so-called Sklyanin’s operator zeroes [27], defined by the relation
uˆkΨu = ukΨu.
As follows from Eq. (2.13), the integrals of motion dˆn are polynomials in the spin generators
Sn (n = 1, . . . ,N ), for instance,
dˆ1 = −i
(
S01 + · · · + S0N
)
, (2.18)
with the rest dˆn being given by n-th order differential operators. Thus, Eq. (2.17) defines a system
of N differential equations that once solved yields the eigenfunctions of the open spin chain. By
virtue of the property (2.6), the operator DN is self-conjugate (for real u) and thus dˆn (and as a
consequence uˆn) are hermitian as well. This implies that all eigenvalues un are real.
3. Factorized R-matrices and Hamiltonians
Let us now demonstrate that local Hamiltonians, arising from the R-matrices acting on the
direct product of two copies of the quantum space V⊗V, indeed coincide with the one coming
from diagrammatic calculations alluded to in Section 1.2.
3.1. Intertwiners
To start with let us recall relevant facts about the aforementioned quantum R-matrices. Let
us represent the R-matrix in the form R12 = Π12Rˇ12, where Π12 is a permutation operator on
the product of two spaces, Π12Ψ (z1, z2) = Ψ (z2, z1). For the operator Rˇ12 the conventional
RLL-relation [24,25] takes the following form
Rˇ12(u− v)L1(u, s1)L2(v, s2) = L1(v, s2)L2(u, s1)Rˇ12(u− v). (3.1)
Here L1(2) are the differential operators in z1(z2), according to their expression (2.13) continued
in the upper half-plane. In the above equation, we have clearly displayed all parameters which
these operators depend on (notice that we will not assume in this section that s1 = s2). Eq. (3.1)
shows that the operator Rˇ12 interchanges the parameters of the Lax operators acting on the first
and the second spaces, (u, s1) ↔ (v, s2).
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operator can be factorized into a product of triangular matrices
Ln(u, sn) =
(
1 0
zn 1
)(
u+ isn − i −i∂n
0 u− isn
)(
1 0
−zn 1
)
. (3.2)
As it is obvious from this representation, it is convenient to introduce the following combinations
of the spectral parameters u, v and the spins s1, s2
u± = u± is1, v± = v ± is2, (3.3)
such that L1(u, s1) ≡ L1(u+, u−) and L2(v, s2) ≡ L2(v+, v−). As Eq. (3.1) suggests, the opera-
tor Rˇ interchanges simultaneously u± with v±.
A fruitful approach to solving Eq. (3.1) was pioneered in Ref. [33]. It was suggested there to
look for the solution of Eq. (3.1) in the form of a product of two operators
Rˇ12(u− v) =R+12(u+|v+, u−)R−12(u+, u−|v−), (3.4)
that exchange corresponding spectral parameters (3.3) independently, i.e.,
R+12(u+|v+, v−)L1(u+, u−)L2(v+, v−) = L1(v+, u−)L2(u+, v−)R+12(u+|v+, v−),
(3.5a)
R−12(u+, u−|v−)L1(u+, u−)L2(v+, v−) = L1(u+, v−)L2(v+, u−)R−12(u+, u−|v−).
(3.5b)
These operators change the spin of the sl(2,R) representations and map the Hilbert spaces of the
spin chain sites as follows
R+12(u+|v+, v−) :Vs1 ⊗Vs2 →Vs1−i(v+−u+)/2 ⊗Vs2+i(v+−u+)/2, (3.6a)
R−12(u+, u−|v−) :Vs1 ⊗Vs2 →Vs1+i(v−−u−)/2 ⊗Vs2−i(v−−u−)/2, (3.6b)
where we explicitly displayed the parameters labeling the representation. The solution for inter-
twiners was found in Ref. [33] and they read
R+12(u+|v+, v−) =
(z21∂2 + iv− − iu+)
(z21∂2 + iv− − iv+)
(iv− − iv+)
(iv− − iu+) , (3.7a)
R−12(u+, u−|v−) =
(z12∂1 + iv− − iu+)
(z12∂1 + iu− − iu+)
(iu− − iu+)
(iv− − iu+) , (3.7b)
where z12 = z1−z2. These can also be easily cast in the integral form making use of the definition
of the Euler Beta function. Note also that the operators R±12 depend only on the difference of
spectral parameters, i.e.
R+12(u+|v+, v−) =R+12(0|v+ − u+, v− − u+),
R−12(u+, u−|v−) =R−12(u+ − v−, u− − v−|0). (3.8)
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The local SL(2,R) invariant Hamiltonians arise as coefficients of the leading power in the ex-
pansion of the R-matrix in Taylor series in the vicinity of u−v = ε → 0 [32]. The representation
in terms of the Euler Gamma functions (3.7a) and (3.7b) then yields,
R+12(u+|v+, v−) = 1 − iεh+12 +O
(
ε2
)
, (3.9)
R−12(u+, u−|v−) = 1 − iεh−12 +O
(
ε2
)
, (3.10)
where
h+12 = ψ(2s)−ψ(z21∂2 + 2s), h−12 = ψ(2s)−ψ(z12∂1 + 2s). (3.11)
Comparing their sum h12 = h+12 + h−12 + 2(ψ(1) − ψ(2s)) with the intermediate Hamiltonian
(1.28), we immediately find that they coincide up to an additive constant. The commutation
relation of these Hamiltonians with the monodromy matrix (2.14) can easily be established from
the Yang–Baxter equations (3.5a) and (3.5b) for the intertwining operators by expanding both
sides around the point v = u− ε as ε → 0. We get for O(ε) terms[
h±12,L1(u, s)L2(u, s)
]= iM±1 L2(u, s)− iL1(u, s)M±2 , (3.12)
where
M+n =
(
1 0
zn 0
)
, M−n =
(
0 0
−zn 1
)
. (3.13)
For N -site Hamiltonians, the commutation relations with the monodromy matrix can be estab-
lished from the above equations (3.12) to be[
N−1∑
n=1
h±n,n+1,T
(s)
N (u)
]
= iM±1 L2(u, s) · · ·LN(u, s)
− iL1(u, s) · · ·LN−1(u, s)M±n . (3.14)
There are leftover boundary terms in the above equations which have to be canceled against some
boundary Hamiltonians h01 and hN∞ to enforce the commutativity. We are going to find their
form next. To project out the DN(u) entry from the monodromy matrix, one sandwiches the
above commutation relations between the two-dimensional vector |↓〉 = (0,1)T and its trans-
posed 〈↓| = (0,1). These equations in turn can be reduced to a set of local equations for the
boundary Hamiltonians, namely,
〈↓|[h±01,L1(u, s)]= −i〈↓|M±1 , [h±N∞,LN(u, s)]|↓〉 = iM±N |↓〉. (3.15)
They receive the following solutions
h+01 = −ψ(z1∂1 + 2s), h−01 = − ln z1, h+N∞ = 0, h−N∞ = − ln ∂N . (3.16)
Summing these expressions up, we recognize the boundary Hamiltonians (1.28) that emerged
from the gauge theory analysis (again up to an additive constant). Thus, finding the eigenfunc-
tions of the Hamiltonian is equivalent to the diagonalization of the operator DN(u), which we
address in Section 5 below.
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Having in mind a goal of the present study to construct the eigenfunctions for the spin chain
in SoV [27], we find in this section the Baxter operators Q±. The latter form a conjugate pair
with respect to the scalar product (2.8). We start our consideration by establishing their explicit
expression as operators commuting with the element DN of the monodromy matrix. Then we
devise finite difference equations that they obey and, finally, we find the local Hamiltonians
stemming from them.
4.1. Baxter operator Q+
To start with, let us derive a defining relation that will play a distinguished role in the
analyses which follow. Recalling that the intertwiner R+ exchanges u+ and v+ spectral pa-
rameters, we can immediately find that for a product of Lax operators. Namely, the string of the
R+-operators10
S+N (u+ − v+, u− − v+)
≡R+N−1,N (v+|u+, u−)R+N−2,N−1(v+|u+, u−) · · ·R+12(v+|u+, u−) (4.1)
moves the spectral parameter v+ from left to right in the product of the Lax operators
S+N (u+ − v+, u− − v+)L1(v+, u−)L2(u+, u−) · · ·LN(u+, u−)
= L1(u+, u−)L2(u+, u−) · · ·LN(v+, u−)S+N (u+ − v+, u− − v+). (4.2)
This can easily be proved by using the defining relation (3.5a) N times. Notice that we cannot
immediately identify this product of the Lax operators with the monodromy matrix TN since
the first and last Lax operator on the left- and right-hand side, respectively, depend on an alien
spectral parameter v+ rather than u+. However, the correct dependence can be recovered owing
to the (right) factorization property of L
LN(v+, u−) = LN(u+, u−)FN(u+|v+), FN(u+|v+) ≡
(
v+−i
u+−i 0
zN
v+−u+
u+−i 1
)
. (4.3)
Then we find
S+N (u+ − v+, u− − v+)L1(v+, u−)TN−1(u)
= TN(u)FN(u+|v+)S+N (u+ − v+, u− − v+), (4.4)
where the (N − 1)-site monodromy is TN−1(u) = L2(u+, u−) · · ·LN(u+, u−). Next we notice
that the intertwiner
R+1 (v+|u+, u−) ≡R+01(v+|u+, u−)|z0=0 =
(z1∂1 + iu− − iv+)
(z1∂1 + iu− − iu+)
(iu− − iu+)
(iu− − iv+) (4.5)
restores the correct spectral-parameter dependence in the 21- and 22-elements of the Lax operator
on the left-hand side,
L1(v+, u−) =R+1 (v+|u+, u−)N+1 (u+, u−;v+)
[R+1 (v+|u+, u−)]−1, (4.6)
10 Here we take into account that the intertwiners depend only on the difference of the spectral parameters, see Eq. (3.8).
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where the second-row entries of the matrix operator N+1 are the same as in the Lax operator
L1(u+, u−), i.e., 〈↓|N+1 = 〈↓|L1,
N+1 (u+, u−;v+) =
(
v+ + iz1∂1 −i iz1∂1+v+−u−iz1∂1+u+−u− ∂1
iz21∂1 + (u+ − u−)z1 u− − iz1∂1
)
. (4.7)
Substituting this relation into the left-hand side of Eq. (4.4) and freely dragging (R+1 )−1 to the
right of TN−1, since the latter does not depend on the first lattice site, we project on the 22 entry
of the resulting matrix equation with the two-vector 〈↓|, to find after multiplication by R+1 from
the right
S+N (u+ − v+, u− − v+)R+1 (v+|u+, u−)DN(u)
= DN(u)S+N (u+ − v+, u− − v+)R+1 (v+|u+, u−). (4.8)
Having established the commutativity of S+NR+1 with DN(u), we demonstrate in Section 4.3
that the former taken at the point v+ = 0 obeys a finite-difference Baxter equation (4.28) thus
allowing us to identify it with the Baxter operator
Q+(u) ≡ S+N (u+, u−)R+1 (0|u+, u−). (4.9)
The integral kernel (see Eq. (2.12)) of the Baxter operator Q+(u) takes a rather simple form
Q+u (z1, . . . , zN |w¯1, . . . , w¯N ) = eiπsN
N∏
n=1
(zn−1 − w¯n)−iu−(zn − w¯n)iu+ , (4.10)
where z0 = 0. The diagrammatic representation for the kernel (4.10) is shown in Fig. 3. Using
the Feynman trick to combine the propagators attached to the same integration vertices, wn, and
taking into Eq. (B.4) for the reproducing kernel one gets the following representation for the
Baxter operator
Q+(u)Ψ (z1, . . . , zN) =
(
(2s)
(iu−)(−iu+)
)N 1∫
0
N∏
n=1
dαn α
iu−−1
n α¯
−iu+−1
n
×Ψ (α1z1, α¯2z1 + α2z2, . . . , α¯NzN−1 + αNzN), (4.11)
which is particularly useful in deriving the light-cone Hamiltonian (1.24).
4.2. Baxter operator Q−
Making use of the scalar product (2.8), we can find the conjugate Baxter operator Q−(u),
Q−(u) = (Q+(u∗))†. (4.12)
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A kernel of this operator can be easily obtained from (4.10)
Q−u (z1, . . . , zN |w¯1, . . . , w¯N ) = eiπsN
N∏
k=1
(zk − w¯k−1)−iu−(zk − w¯k)iu+ , (4.13)
where w0 = 0. In the diagrammatic form it is shown in Fig. 4.
At the same time, the operator Q− can be constructed explicitly by means of the defining
relation (3.5b) for the intertwiner R−. The main steps in its construction mimic the derivation
of the operator S+NR+1 commuting with the matrix element DN of the monodromy operator TN
that we deduced in the preceding section. By analogy with (4.1), we define the operator
S−N (u+ − v−, u− − v−)
≡R−12(u+, u−|v−)R−23(u+, u−|v−) · · ·R−N−1,N (u+, u−|v−), (4.14)
that moves the spectral parameter v− from the right- to the left-most argument in a string of Lax
operators
S−N (u+ − v−, u− − v−)L1(u+, u−)L2(u+, u−) · · ·LN(u+, v−)
= L1(u+, v−)L2(u+, u−) · · ·LN(u+, u−)S−N (u+ − v−, u− − v−). (4.15)
In the right-hand side of this equation, we can recover the N -site monodromy matrix by using
the left factorization of the Lax operator such that
L1(u+, v−) = ziu−−iv−1 G1(v−|u−)L1(u+, u−)ziv−−iu−1 ,
G1(v−|u−) ≡
(
v−
u−
1
z1
u−−v−
u−
0 1
)
. (4.16)
To restore the correct spectral parameter in the right-most Lax operator in the left-hand side of
Eq. (4.15), we notice that this can be achieved for the (relevant) second column of LN via the
equation
LN(u+, v−) = ∂iv−−iu−N N−N(u+, u−;v−)∂iu−−iv−N , (4.17)
where
N−N(u+, u−;v−)
=
(
u+ − u− + v− + izN∂N −i∂N
iz2N∂N + (v− + u+ − 2u−)zN + i(u− − v−)(u+ − u− − i)∂−1N u− − izN∂N
)
.
(4.18)
Substituting Eqs. (4.16) and (4.17) back into the permutation relation (4.15), multiplying the re-
sult from the left and right by ziv−−iu−1 and ∂
iv−−iu−
N , respectively, we project out the 22-entry of
the matrix equation to find the commutativity of DN(u) with the operator ziv−−iu−S−∂iv−−iu− .1 N N
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spectral parameter v− = 0
Q−(u) ≡ ((2s)/(−iu+))(−z1)−iu−S−N (u+, u−)∂−iu−N , (4.19)
with the diagrammatic representation for its integral kernel shown in Fig. 4. In the integral form,
it reads
Q−(u)Ψ (z1, . . . , zN) =
(
(2s)
(iu−)(−iu+)
)N(
z1
zN
)−iu−
×
1∫
0
N∏
n=1
dαn α
−iu+−1
n α¯
iu−−1
n α
−2s
N
×Ψ (α1z1 + α¯1z2, . . . , αN−1zN−1 + α¯N−1zN , zN/αN), (4.20)
where we used the results of Appendix B.
4.3. Baxter equations
In this section we will show that the operator Q± satisfy the first order difference equations
in the spectral parameter u. We perform the analysis for the Baxter operator Q− and merely
state the result for its hermitian conjugate. In our consideration11 we will follow the procedure
developed in Ref. [33]. The stating point is the relation (3.5b) and the factorized form of the Lax
operator [34,35] analogous to (3.2)
Ln(u+, u−) = iziu+−iu−n ZnWn(u+, u−)Z−1n ziu−−iu+n , (4.21)
where
Zn =
(
1 1/zn
0 1
)
, Wn(u+, u−) =
(−iu− 0
z2n∂n −iu+ − 1
)
. (4.22)
Multiplying (3.5a) from the left by Z−11 and from the right sequentially first by Z2z
iv+−iv−
2 and
then by W−12 followed by z
iv−−iv+
2 , we find that the defining equation takes the form
Z−11 R−12(u+, u−|v−)L1(u+, u−)Z2
=
(
∗ v−(1/z2 − 1/z1)R−12(u+, u−|v−)
∗ v−R−12(u+, u−|v−)+ i(z1/z2)R−12(u+ + i, u− + i|v−)
)
. (4.23)
As can easily be seen from the explicit form of the matrix in the right-hand side of Eq. (4.23), it
can be brought into a triangular form by setting the spectral parameter v− to zero. This defines
the main building block of the recursion,
11 We can also derive the Baxter equation for the operator Q− making use of the invariance of the monodromy matrix
under gauge rotations of the Lax operators,
Ln →
(
1 0
−w¯n−1 1
)
Ln
(
1 0
w¯n 1
)
.
For detail, see Refs. [35,29].
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=
( ∗ 0
∗ i(zn/zn+1)R−n,n+1(u+ + i, u− + i|0)
)
. (4.24)
Taking the product of N −1 of these local relations with increasing value of indices enumerating
the quantum spaces in the chain from left to right, we can identify the result with the Baxter oper-
ator up to boundary multiplicative factors. To complete the right boundary, we use the following
result
M−1N ∂
−iu−
N LN(u) =
( ∗ 0
∗ −izN∂−i(u−+i)N
)
, (4.25)
such that sandwiching the emerging matrix equation between the states 〈↓| and |↓〉, we immedi-
ately find
S−N (u+, u−)∂−iu−N DN(u) = −iNz1S−N (u+ + i, u− + i)∂−i(u−+i)N . (4.26)
Introducing the Baxter operator via Eq. (4.19), we recover a finite-difference equation that it
obeys, i.e.,
uN+Q−(u+ i) = DN(u)Q−(u), (4.27)
where we used the commutativity of the two operators in the right-hand side that was established
in the previous section. Taking the hermitian conjugate of this equation, it yields the Baxter
equation for operator Q+(u),
uN−Q+(u− i) = DN(u)Q+(u). (4.28)
Being first order finite-difference equations, both of them can be easily solved in the operator
form with the result
Q±(u) =
N∏
n=1
(2s)(±iu∓ iuˆn)
(s ± iu)(s ∓ iuˆn) . (4.29)
Here we chose a normalization that matches the integral representations (4.11) and (4.20) forQ±.
Herefrom it is obvious that Q± are conjugate to one another (4.12) for real spectral parameter u
by virtue of the fact that the Sklyanin’s zeroes uˆn are hermitian, uˆ†n = uˆn.
4.4. Hamiltonians from Baxter operators
Finally, having constructed the Baxter operators, we can find Hamiltonians from their expan-
sion in the vicinity of the points u = ±is. A simple calculation yields the result of interest
Q±(∓is ± ε) = 1 − iε(H±N +Nψ(2s)−Nψ(1))+O(ε2), (4.30)
where
H+N = Nψ(1)−ψ(z1∂1 + 2s)−ψ(z21∂2 + 2s)− · · · −ψ(zN,N−1∂N + 2s), (4.31)
H−N = Nψ(1)− ln z1 −ψ(z12∂1 + 2s)− · · · −ψ(zN−1,N∂N−1 + 2s)− ln ∂N . (4.32)
An immediate inspection demonstrates that their sum is indeed equivalent to (1.24), HN =
H+N + H−N . An alternative representation that makes the diagonalization of the Hamiltonians
particularly straightforward can be read off from Eq. (4.29),
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(
ln
Q+(−is)
Q−(+is)
)′
− 2N(ψ(2s)−ψ(1))
=
N∑
n=1
[
2ψ(1)−ψ(s + iuˆn)−ψ(s − iuˆn)
]
, (4.33)
with its eigenvalue coinciding with the well-known one-loop energy of N -particle spin-s GKP
excitation [14,15]
Eu =
N∑
n=1
[
2ψ(1)−ψ(s + iun)−ψ(s − iun)
]
, (4.34)
when computed on the eigenfunction Ψu (2.17) of the operator DN that solves the spectral prob-
lem (1.29) in question. We are turning to the construction of the wave functions Ψu next.
5. Eigenfunctions
There is a brute force method to find the eigenfunction of the Hamiltonian HN by solving
differential equations stemming from DN , see Eq. (2.17). However, this endeavor is hopeless
for generic values of N and thus we take a route of devising an algebraic construction of the
former.12
5.1. Recurrence relation
The formalism is based on a recurrence relation originating from the defining relation (4.4).
Namely, projecting both sides of the latter on the 22-component of the matrix equation, we
immediately find
S+N (u+ − v+, u− − v+)
[(
iz21∂1 + (v+ − u−)z1
)
BN−1(u)+ (u− − iz1∂1)DN−1(u)
]
= DN(u)S+N (u+ − v+, u− − v+). (5.1)
As it stands, this relation does not define a recursion for DN since it gets a contamination from
the element BN−1. We notice however, that we can eliminate the unwanted first term in the
left-hand side of this relation by an educated choice of a function ΨN(z1, . . . , zN) that both sides
of this equation act on. Let us take it in the form ΨN(z1, . . . , zN) = ziv+−iu−1 ΨN−1(z2, . . . , zN )
then
v+S+N (u+ − v+, u− − v+)ziv+−iu−1 DN−1(u)Ψ (z2, . . . , zN)
= DN(u)S+N (u+ − v+, u− − v+)ziv+−iu−1 Ψ (z2, . . . , zN). (5.2)
Choosing the spectral parameter as v+ = u− u1 and introducing the notation
ΛN(u1) = S+N (u1 + is, u1 − is)z−iu1−s1 (5.3)
12 As we emphasized earlier, the open spin chain discussed in this paper does not possess a vacuum state. Let us point
out that the diagonalization of the operator D for finite-dimensional sl(2) representations with a highest weight state was
addressed Ref. [36], while its connection with the functional Bethe ansatz was discussed in [37]. Their application to the
calculation of form factors was considered in [38].
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DN(u)ΛN(u1)ΨN−1(z2, . . . , zN) = (u− u1)ΛN(u1)DN−1(u)ΨN−1(z2, . . . , zN). (5.4)
The solution to this one-term recursion relation is simple and we find for the eigenfunction
Ψu(z1, . . . , zN) = e−iπsN(N−1)/2ΛN(u1)ΛN−1(u2) · · ·Λ2(uN−1)z−iuN−sN ,
where
ΛN−n(un+1) = S+n (un+1 + is, un+1 − is)z−iun+1−sn+1 (5.5)
and the operators S+n are obtained from S+N by removing n of the rightmost R+-factors, i.e.,
S+n =R+N−1,N · · ·R+N−n+1,N−n+2. (5.6)
We introduced an overall normalization constant in Eq. (5.5) for later convenience. The above
eigenfunction diagonalizes DN
DN(u)Ψu(z1, . . . , zN) =
N∏
n=1
(u− un)Ψu(z1, . . . , zN). (5.7)
and is labeled by the zeroes un.
5.2. Integral representation of eigenfunctions
Having found a compact representations for the eigenfunctions (5.5), we are now in a posi-
tion to cast them in a more explicit integral form that will be extremely useful in proving their
orthogonality. This discussion essentially follows an analogous one devised for SL(2) invariant
spin chains in Ref. [29].
To start with, let us demonstrate the key manipulations using the two-site eigenfunction as an
example,
Ψ(u1,u2)(z1, z2) = e−iπsz−iu1−s1
(z21∂2 + s + iu1)(2s)
(z21∂2 + 2s)(s + iu1)z
−iu2−s
2 . (5.8)
Recalling the integral representation of the Euler Beta function, we immediately find
Ψ(u1,u2)(z1, z2) = z−iu1−s1
e−iπs(2s)
(s − iu1)(s + iu1)
×
1∫
0
dτ τ s−iu1−1τ¯ s+iu1−1(τz1 + τ¯ z2)−iu2−s . (5.9)
This integral is proportional to the hypergeometric function z−iu2−s2 2F1(s − iu1, s + iu2,2s|
1 − z1/z2). Applying the well-known connection formulas for hypergeometric functions, we can
rewrite Ψ(u1,u2) as follows, agreeing with finding of Ref. [16],
Ψ(u1,u2)(z1, z2) =
e−iπs(iu1 − iu2)
(s + iu1)(s − iu2)
{
z
−iu1−s
1 z
−iu2−s
2 2F1
(
s − iu1, s + iu2
1 − iu1 + iu2
∣∣∣∣z1z2
)
+ S(u2|u1)z−iu2−s1 z−iu1−s2 2F1
(
s + iu1, s − iu2 ∣∣∣∣z1)}. (5.10)1 − iu2 + iu1 z2
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n−1
ending on sites from z1 to zn .
The wave function admits the form of two plane waves z−iunn with momenta p(un) = 2un
scattering on each other by exchanging their momenta with the two-particle S-matrix of GKP
excitations13 [14,15,39]
S(u1|u2) = (s + iu2)(s − iu1)(iu1 − iu2)
(s − iu2)(s + iu1)(iu2 − iu1) . (5.11)
Another integral representation for Ψ(u1,u2)(z1, z2), regarding it as a holomorphic function in
the upper half-plane, can be deduced by means of the formula (B.7) derived in Appendix B such
that
Ψ(u1,u2)(z1, z2) =
∫
Dwz
−iu1−s
1 (z1 − w¯)iu1−s(z2 − w¯)−iu1−swiu2−s . (5.12)
This construction can easily be extended to N -site eigenstates. The latter admit a convenient
diagrammatic form shown in Fig. 5 for the line-integral representation generalizing Eq. (5.9).
The explicit eigenfunction in terms of multiple integrals reads
Ψu(z1, z2, . . . , zN) = e−iπsN(N−1)/2
N−1∏
n=1
(
(s + iun)(s − iun)
(2s)
)n−N
×
1∫
0
N−1∏
n=1
N−n∏
k=1
dτ (k)n
(
τ (k)n
)s−iun−1(1 − τ (k)n )s+iun−1
×
N−1∏
j=0
(
V
(1)
j
)−iuj+1−s (5.13)
where the integrand contains a product of vertices along the left edge of the pyramid (see Fig. 5)
which branch down in trees ending on zn’s sites. A few low-order trees read
13 We would like to point out that due to our choice of momenta in the definition of the plane waves, the S-matrix enters
with exchanged rapidities since S(u2|u1) = S(−u1| − u2) compared to Ref. [16].
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propagator (see Appendix B for conventions). Each vertex corresponds to a coordinate in the pyramid that is integrated
with the measure (2.5). The top leftmost vertex is located at w = 0.
V
(1)
0 = z1,
V
(1)
1 = τ (1)1 z1 +
(
1 − τ (1)1
)
z2,
V
(1)
2 = τ (1)2
(
τ
(1)
1 z1 +
(
1 − τ (1)1
)
z2
)+ (1 − τ (1)2 )(τ (2)1 z2 + (1 − τ (2)1 )z3),
...
The rest can be easily constructed from the above Feynman graph using the fact that any internal
vertex of the tree is parametrized by τ -parameters as V (k)n+1 = τ (k)n+1V (k)n + (1 − τ (k)n+1)V (k+1)n .
Making use of the representation (5.13) it is easy to verify that as a function of real variables
the eigenfunction Ψu satisfies the following relation
Ψu(−x1, . . . ,−xN) = e−iπ
∑N
n=1(s+iun)Ψu(x1, . . . , xN), (5.14)
where all xk > 0.
Finally, the representation for the eigenfunction, determined by the pyramid in Fig. 6, in terms
of multiple integrals over the upper half-plane yields
Ψu(z1, z2, . . . , zN)
= z−iu1−s1
∫
Dw
(1)
1 · · ·Dw(1)N−1
(
w
(1)
1
)−iu2−sYu1(z1, z2∣∣w¯(1)1 ) · · ·Yu1(zN−1, zN ∣∣w¯(1)N−1)
×
∫
Dw
(2)
1 · · ·Dw(2)N−2
(
w
(2)
1
)−iu3−sYu2(w(1)1 ,w(1)2 ∣∣w¯(2)1 ) · · ·
× Yu2
(
w
(1)
N−2,w
(1)
N−1
∣∣w¯(2)N−2)
...
×
∫
Dw
(N−1)
1
(
w
(N−1)
1
)−iuN−sYuN−1(w(N−2)1 ,w(N−2)2 ∣∣w¯(N−1)1 ), (5.15)
where we introduced the function
Yu(zn, zn+1|w¯n) ≡ (zn − w¯n)iu−s(zn+1 − w¯n)−iu−s . (5.16)
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default. However, let us demonstrate this explicitly.
5.3. Proof of orthogonality
Let us start with proving the orthogonality of one-site eigenfunction (1.21), Ψu1(z1) =
z
−iu1−s
1 . A simple calculation making use of integral identities from Appendix B yields
〈Ψv1 |Ψu1〉 =
2πeπu1(2s)
(s + iu1)(s − iu1)δ(u1 − v1). (5.17)
It can be regarded as a chain rule (B.8) for end-points at w = 0 and w′ = 0, i.e.,
〈Ψv1 |Ψu1〉 = eiπβ
−
1
∫
Dz(z − w¯)−α+1 (w′ − z¯)−β−1 ∣∣
w=w′=0, (5.18)
where β± = s ± iv. This will be an instrumental building block of the construction that follows.
The orthogonality can be shown inductively, so it is sufficient to demonstrate it for reduction of
the scalar product from N to N −1 sites. First, we have to define the complex conjugate pyramid.
It is represented by the same graph as in Fig. 6 where, however, one reverses the direction of
arrows on all propagators. As a consequence of this, the integral is accompanied by an additional
phase
eiπsN(N−1)
N∏
n=1
eiπ(s−iun), (5.19)
where the first factor in it comes from the complex conjugation of each of N(N − 1)/2
Y -functions
Y ∗u (zn, zn+1|w¯n) ≡ e2πisY u(wn|z¯n, z¯n+1) = e2πis(wn − z¯n)−iu−s(wn − z¯n+1)iu−s ,
while the second one originates from the conjugation of propagators connecting vertices with the
point w = 0, namely,(
z−iun−sn
)∗ = eiπ(−iun+s)(−z¯n)iun−s .
Without loss of generality let us perform the reduction from N = 3 to N = 2 since it can
be easily visualized diagrammatically. We will split the induction in two step, i.e., the first one
that yields the delta-function and then second one that induces an overall normalization factor.
They are shown in Figs. 7 and 8, respectively. We start with the right-most vertex z3 in Fig. 7
and integrate it out making use of the chain rule (B.8) from Appendix B such that after this step
the middle graph gets multiplied by the factor e−iπsa(α+1 , β
−
1 ). Next, we use the permutation
identity (B.10) twice and move the (red) bond produced in the previous step all the way to the
left such that it connects the points w and w′, both set at zero. If we represent this bond using
the chain rule backwards as in Eq. (5.18), we recognize it as the scalar product of one-particle
eigenfunction that factorizes off from the graph. Therefore, the starting graph in Fig. 7 is equal
to the left-most graph in Fig. 8 multiplied by
e−iπ(s−iu1)〈Ψv1 |Ψu1〉. (5.20)
Notice that the delta function in the inner product 〈Ψv1 |Ψu1〉 forces us to set v1 = u1 from now
on in the starting graph of the second level of reduction examined in Fig. 8.
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diagrams exhibits the first level of reduction that yields the delta function δ(u1 − v1). The parts of the graph shown
in red are the once that are involved in application of chain rule (for vertices) or permutation identity (for bonds). (For
interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
Fig. 8. The second level of reduction of N = 3 scalar product yielding the scalar product of two-site eigenfunctions. Here
w = w′ = 0. (For interpretation of the references to color in this figure, the reader is referred to the web version of this
article.)
In the following step, we start by integrating out the two right-most vertices of the left graph
in Fig. 8 located at w(2)1 and w
′(2)
1 and produce the graph to its right times the factor
e−2iπsa
(
α+2 , α
−
1
)
a
(
α+1 , β
−
2
)
. (5.21)
Next we move the vertical rightmost propagators (shown in red in Fig. 8) from right to left.
This step exchanges the momenta u1 ↔ u2 and v2 ↔ u1, respectively. Finally, integrating the
rightmost top and bottom vertices at w(1)2 and w
′(1)
2 , we acquire extra factors emerging from the
chain rules
e−2iπsa
(
α+3 , α
−
1
)
a
(
α+1 , β
−
3
)
. (5.22)
Putting everything together we find that the leftmost graph in Fig. 7 is equal to the rightmost one
in Fig. 8 up to an overall factor
e−iπ(s−iu1)e−4iπsa
(
α+, α−
)
a
(
α+, β−
)
a
(
α+, α−
)
a
(
α+, β−
)〈Ψv |Ψu 〉. (5.23)2 1 1 2 3 1 1 3 1 1
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when combined with the overall one stemming from the complex conjugation, it reduces to the
overall phase to the one for (N − 1)-site inner product, namely,
e−iπ(s−iu1)e−2iπs(N−1)eiπsN(N−1)
N∏
n=1
eiπ(s−iun) = eiπs(N−1)(N−2)
N∏
n=2
eiπ(s−iun). (5.24)
The above construction demonstrates the induction
〈Ψ(v1,v2,v3)|Ψ(u1,u2,u3)〉
= a(α+2 , α−1 )a(α+1 , β−2 )a(α+3 , α−1 )a(α+1 , β−3 )〈Ψv1 |Ψu1〉〈Ψ(v2,v3)|Ψ(u2,u3)〉, (5.25)
that can be used to prove the orthogonality. For instance, to finish-up with the three-site case,
repeating the same steps for 〈Ψ(v2,v3)|Ψ(u2,u3)〉 inner product, one finds
〈Ψ(v2,v3)|Ψ(u2,u3)〉 = a
(
α+3 , β
−
2
)
a
(
α+2 , β
−
3
)〈Ψv2 |Ψu2〉〈Ψv3 |Ψu3〉. (5.26)
Without further ado, we just quote the orthogonality relation for arbitrary N
〈Ψv|Ψu〉 =
∑
P
N∏
n=1
2πeπun(2s)
(s − iun)(s + iun)δ(un − vP(n))
×
∏
k =j
(iuj − iuk)
(s − iuk)(s + iuj ) , (5.27)
where we symmetrized with respect to the set of quantum numbers v to account for situations
with un = vk for n = k.
In spite of the fact we found an explicit form of the eigenfunctions Ψu(z1, . . . , zN) in Eq. (5.5),
we find it instructive to provide yet another representation which is based on the SoV formalism
[27] that is discussed in Appendix D.
6. Scalar product on real line
Having determined the eigenfunction of the renormalization group problem for the light-cone
operators ON in Eq. (1.23), we can now use them in the calculation of the multiparticle transitions
in the OPE of the null polygonal Wilson loops discussed in Section 1.1. However, one realizes
that while we dealt in the solution of the open spin chain with integrals defined over the upper
half-plane, the transition amplitudes entering the Wilson loops are determined by the overlap
integrals on the real positive half-line. The wave functions on the latter space are boundary values
of the eigenfunction holomorphic in the upper half-plane. Thus, we have to define a new scalar
product. Its choice is driven by the existence of the intertwining factor
WN(x1, . . . , xN) = (x1x21 . . . xN,N−1)2s−1, (6.1)
that changes the spin label of the representation of the operator DN
D
(1−s)
N WN = WND(s)N , (6.2)
where we explicitly displayed them as superscripts. A proof of this intertwining relation is pre-
sented in Appendix C.
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half-line
(Φ|Ψ ) =
∞∫
0
DNx Φ∗(x1, . . . , xN)WN(x1, . . . , xN)Ψ (x1, . . . , xN), (6.3)
where the measure is
DNx = dx1 · · ·dxN θ(xN > xN−1 > · · · > x1). (6.4)
Notice that the integrand is positive-definite in the integration domain.
In order to prove that the eigenfunctions Ψu of the previous section are orthogonal with respect
to the inner product (6.3) we have to demonstrate that the operator DN is self-adjoint,(
Φ
∣∣DN(u)Ψ )= (DN (u∗)Φ∣∣Ψ ), (6.5)
for any s  1/2. This can be verified by assuming that the functions entering (6.3) vanish suffi-
ciently fast as xn goes to infinity and confirming that all boundary terms are absent for xn = xn+1.
6.1. Relation between scalar products
Let us establish a relation between the scalar products (2.8) and (6.3). Taking into account the
defining property of the reproducing kernel (B.4), we can represent a function Ψ with arguments
belonging to the real half-line in terms of its analytic continuation in the upper half-plane as
follows
Ψ (x1, . . . , xN) =
∫ N∏
n=1
(
DznK(xn, z¯n)
)
Ψ (z1, . . . , zN), (6.6)
where the reproducing kernel reads (see Appendix B for details)
K(xn, z¯n) = eiπs(xn − z¯n)−2s . (6.7)
Analogous relation holds for Φ . Using this representation for the functions Ψ and Φ and substi-
tuting then into the scalar product (6.3), we get
(Φ|Ψ ) = 〈Φ|X|Ψ 〉, (6.8)
where X is an operator with the integral representation
[XΨ ](w1, . . . ,wN) =
∫ N∏
n=1
DznX (w1, . . . ,wN ; z¯1, . . . z¯N )Ψ (z1, . . . , zN) (6.9)
and the kernel
X (w1, . . . ,wN ; z¯1, . . . , z¯N ) = (Kw1,...,wN |Kz¯1,...,z¯N ), (6.10)
written in the form of the scalar product (6.3) of the products of reproducing kernels
Kw1,...,wN (x1, . . . , xN) =
N∏
K(xn,wn). (6.11)n=1
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with respect to the interchange of its arguments S±,0w K(w,x) = S±,0x K(w,x), we immediately
establish the commutativity of the operator DN(u) with X
DN(u)X = XDN(u). (6.12)
Therefore, it shares the same eigenfunctions Ψu with the operator DN that was diagonalized in
previous sections. One can easily calculate its eigenvalues X(u) from the equation
[XΨu](w) = X(u)Ψu(w). (6.13)
A direct iterative proof of this relation is given in Appendix C. However, a much easier way
to accomplish the same goal is by comparing the left- and right-hand sides of Eq. (6.13) in the
region 0  z1  z2  · · ·  zN . The eigenfunction in this asymptotic domain merely takes the
form of a product of free plane waves Ψu(z) ∼ z−iu1−s1 · · · z−iuN−sN +· · ·. The leading term in the
left-hand side of Eq. (6.13), that reads
[XΨu](w) =
∫
DNxKw1,...,wN (x1, . . . , xN)WN(x1, . . . , xN)Ψu(x1, . . . , xN), (6.14)
comes from the integration in the vicinity xk ∼ wk . It implies that we can replace the eigen-
function by the leading term in the asymptotic expansion. Obviously, since xn−1  xn, we can
replace accordingly the intertwining factor by its leading order form
WN(x1, . . . , xN) →
N∏
n=1
x2s−1n
such that the integrals in Eq. (6.14) decouple and can be easily calculated individually yielding
the result that we sought for
X(u) =
N∏
n=1
e−πun (s − iun)(s + iun)
(2s)
. (6.15)
Thus for the scalar product of an arbitrary function Φ with the eigenfunction Ψu, we get
(Φ|Ψu) = X(u)〈Φ|Ψu〉. (6.16)
This equation provides a relation of the scalar products on the line and half plane and it will
be instrumental in calculating various integrals which are hopeless to be computed analytically
otherwise.
Let us note an important difference between the two scalar products. The scalar product on
the upper half-plane is an SL(2,R) invariant scalar product. Namely, the group transformations
Ts(g) = (⊗T s(g))N of the wave function is defined as
[
Ts(g)Ψ
]
(z1, . . . , zN) =
N∏
n=1
(czn + d)−2sΨ
(
az1 + b
cz1 + d , . . . ,
azN + b
czN + d
)
, (6.17)
with elements of the group g−1 =
(
a b
c d
)
being real unimodular matrices, ad − bc = 1. So that
Ts(g) are unitary operators with respect to this scalar product,〈
Ts(g)Φ
∣∣Ts(g)Ψ 〉= 〈Φ|Ψ 〉. (6.18)
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ant only under scale transformations gλ,(
Ts(gλ)Φ
∣∣Ts(gλ)Ψ )= (Φ|Ψ ) (6.19)
with the group elements g−1λ =
(
λ 0
0 λ−1
)
.
7. Multiparticle transitions
While in the above discussion we analyzed the eigenfunction of the matrix elements
〈Eu|ON |0〉 of the light-cone operators (1.23), to apply our findings to the analysis of N -particle
contributions in the Wilson loops, we define an N -particle state in the following fashion
|Eu〉 =
∞∫
0
DNx ψ∗u(x1, . . . , xN)ON(x1, . . . , xN)|0〉, (7.1)
with ψu(x1, . . . , xN) being the wave function of the GKP excitations in the position space [16].
These are related to the eigenfunctions (5.13) found in Section 5 via the relation
ψu(x1, . . . , xN) =NuWN(x1, . . . , xN)Ψu(x1, . . . , xN), (7.2)
where Nu is a normalization coefficient. Indeed, the state |Eu〉 takes the form of the scalar
product (6.3) of the operator ON with the eigenfunction Ψu
|Eu〉 =Nu(Ψu|ON)|0〉. (7.3)
Obviously it is the eigenstate of the operator DN(u) and, hence, the Hamiltonian. In Ref. [16]
the function ψu was normalized in a manner consistent with the Coordinate Bethe Ansatz, such
that for large separation between the GKP excitations, zk/zk+1  1, the initial state consists of
noninteracting plane waves with unit amplitude
ψu(z1, . . . , zN)
( N∏
n=1
z1−sn
)∣∣∣∣
zN···z1
= z−iu11 · · · z−iuNN + · · · . (7.4)
The ellipses stand for the terms z−iuk11 . . . z
−iukN
N accompanied by the GKP S-matrices (5.11) for
each permutation P as well as power-suppressed O(zk/zk+1) contributions. The coefficient Nu
that corresponds to the normalization (7.4) takes the form
Nu = eiπsN(N−1)/2
N∏
n>k
(s − iun)(s + iuk)
(2s)(iuk − iun) . (7.5)
It is evident that for physical quantities all dependence on the normalization coefficient drops
out. From a technical point of view it is more convenient and natural to accept normalization
which preserves the symmetry function under permutation of the separated variables u1, . . . , uN .
However, to make comparison with the results of Ref. [16] easier, we present our calculation of
the square and hexagon transitions in the normalization (7.5).
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To start with, let us address the square transitions. Within the context of the operator product
expansion for the octagon Wilson loop discussed in Section 1.1, they define its leading asymp-
totic behavior. For the χ2χ3χ5χ6 component, it reads
〈WR8 〉 τ→∞= χ2χ3χ5χ6 a2π
∞∫
−∞
du
∞∫
−∞
dv Bh(u|v) exp
(−τEh(u;a)− iσph(u;a)). (7.6)
When generalized to multiparticle spin-s GKP excitations, the square transition is determined
by the overlap integral of the DN eigenfunction and its complex conjugate both evaluated in the
same conformal frame
Bs(u|v) =
∞∫
0
DNx′
∞∫
0
DNx ψ∗v
(
x′1, . . . , x′N
) N∏
k=1
Gs
(
x′k, xk
)
ψu(x1, . . . , xN), (7.7)
connected point-by-point by the propagators for the spin-s excitation which read
Gs
(
x′k, xk
)= (x′k + xk)−2s . (7.8)
It is a generalization of the one obtained from the OPE of the Wilson loop for the hole excitation,
which is a Fourier transform of the measure μh(u) in Eq. (1.11). The integration over the bottom
wave function with attached propagators can be performed explicitly. Indeed, taking into account
Eqs. (6.14), (6.13) and the relation (5.14), we find
∞∫
0
DNx
N∏
k=1
G
(
x′k, xk
)
ψu(x1, . . . , xN) = eiπsNNu [XΨu]
(−x′1, . . . ,−x′N )
=Nu
N∏
n=1
μs(un)Ψu
(
x′1, . . . , x′N
)
, (7.9)
where the right-hand side is accompanied by the product of the one-particle measures for spin-s
GKP excitations
μs(u) = (s + iu)(s − iu)
(2s)
. (7.10)
It reduces to Eq. (1.11) for s = 1/2 corresponding to hole excitation. The above equation allows
us to relate the square transitions to the inner product on the real positive half-line
Bs(u|v) =NuN ∗v
N∏
n=1
μs(un)(Ψv|Ψu). (7.11)
This in turn can be rewritten via the scalar product in the upper half-plane, see Eq. (5.27), and
immediately yields the result
Bs(u|v) = (2π)N
N∏
n=1
μs(un)
(
1 + S(u2|u1)Pu1u2 + · · ·
)
δN(v − u), (7.12)
where the sum goes over all permutations accompanied by scattering matrices of GKP excita-
tions. For N = 1,2 our expressions for the square transitions (7.12) reproduces those in Ref. [16].
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The N -particle hexagon14 transitions are defined as follows
Hs(u|v) =
N∏
n=1
μ−1s (un)μ−1s (vn)
1∫
0
DNx′
∞∫
0
DNx ψ ′∗v
(
x′1, . . . , x′N
)
×
N∏
k=1
Gs
(
x′k, xk
)
ψu(x1, . . . , xN). (7.13)
Eq. (7.13) is obtained from the square transition by boosting the top wave function to a different
conformal frame x′n → x′′n = x′n/(1 − x′n), according to the results of Appendix A.3, such that
ψ ′v
(
x′1, . . . , x′N
)= N∏
n=1
(
∂x′′n
∂x′n
)1−s
ψv
(
x′′1 , . . . , x′′N
)
. (7.14)
One can simplify the expression for Hs(u|v) by performing the integrals with respect to un-
primed variables xn as was discussed in the preceding section, see Eq. (7.9),
Hs(u|v) =Nu
N∏
n=1
μ−1s (vn)
1∫
0
DNx′ ψ ′∗v
(
x′1, . . . , x′N
)
Ψu
(
x′1, . . . , x′N
)
. (7.15)
Making a change of variables xn = x′n/(1 − x′n) and taking into account the definitions (7.14)
and (7.2), we can cast Hs(u|v) into the form
Hs(u|v) =NuN ∗v
N∏
n=1
μ−1s (vn)
(
Ψv
∣∣Ts(g+)Ψu), (7.16)
where g+ =
(+1 0
−1 +1
)
and the transformation Ts(g) is defined in Eq. (6.17). In explicit form, the
transformed wave function reads[
Ts
(
g+
)
Ψu
]
(x1, . . . , xN) =
N∏
n=1
(1 + xn)−2sΨu
(
x1
1 + x1 , . . . ,
xN
1 + xN
)
. (7.17)
Using the relation (6.16) adopted to the present case(
Ψv
∣∣Ts(g+)Ψu)= X(v)〈Ψv|Ts(g+)|Ψu〉, (7.18)
we can derive the hexagon transition in terms of the scalar product in the upper half-plane
Hs(u|v) =NuN ∗v e−π
∑
n vn〈Ψv|Ts
(
g+
)|Ψu〉. (7.19)
Thus the hexagon transition is determined by the matrix element of the group transforma-
tion Ts(g+).
In what follows we consider a more general matrix element
Tγ (u,v) = 〈Ψv|Ts
(
g+γ
)|Ψu〉, (7.20)
14 To this order in perturbation theory, these are identical to the pentagon transitions discussed in Ref. [16].
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where g+γ =
( +1 0
−γ +1
)
. In order to calculate it, it is convenient to perform the inversion first,
〈Ψv|Ts
(
g+γ
)|Ψu〉 = 〈Ts(gI )Ψv∣∣Ts(gI g+γ g−1I )∣∣Ts(gI )Ψu〉, (7.21)
where gI =
(
0 +1
−1 0
)
. We immediately find that gI g+γ g−1I = g−γ =
(
1 γ
0 1
)
and, therefore, Ts(g−γ )
generates a translation[
Ts
(
g−γ
)
Ψ
]
(z1, . . . , zN) = Ψ (z1 − γ, . . . , zN − γ ). (7.22)
Under inversion, the eigenfunctions Ψu transforms as follows[
Ts(gI )Ψu
]
(z1, . . . , zN ) = e−iπ
∑
n(s+iun)Ψ˜u(z1, . . . , zN). (7.23)
The diagrammatic representation15 for Ψ˜u(z1, . . . , zN) is shown in Fig. 9. Its explicit analytic
expression can easily be read off according to the Feynman rules of Appendix B. Taking into
account (7.22) we find that up to an overall prefactor, the diagram for the matrix element Tγ (u,v)
(see the left-most graph in Fig. 10) is given by the mirror reflected diagram in Fig. 7 for the scalar
product of two wave functions, where however w = −γ is moved away from zero.
The analysis goes along the same lines as the calculation for the norm of the eigenfunctions
though the reduction starts from left to right, in the direction opposite to steps taken in Section 5.3
since the initial graph defining the current matrix element is a mirror reflection of the one alluded
to above, as shown in Fig. 10. A crucial difference from the norm computation arises after the
first level of reduction (cf. the right-most graph in Fig. 7 and the middle graph in Fig. 10) and
stems from the fact that the (red) line connecting the points w and w′ produces (−γ + i0)i(un−vn)
rather than the delta function δ(un − vn). Taking this into account and collecting all factors due
to chain integrations, we finally obtain
Tγ (u,v) = γ i
∑
n(un−vn)eπ
∑
n vn
N∏
n,k=1
(2s)(ivn − iuk)
(s + ivn)(s − iuk) . (7.24)
15 The function Ψ˜u is the eigenfunction of the element AN of the monodromy matrix TN since AN and DN are related
to each other by inversion.
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Sending γ → 1, we find a factorized expression for the N -particle hexagon transition
Hs(u|v) =
∏N
n,k=1 Hs(un|vk)∏N
n>k Hs(un|uk)
∏N
n<k Hs(vn|vk)
, (7.25)
where the leading order one-particle hexagon is a generalization of the corresponding expression
for the hole excitation, see Eq. (1.15),
Hs(u|v) = (2s)(iv − iu)
(s + iv)(s − iu) . (7.26)
This proves the conjecture16 [16] in the case of particle number-preserving transitions and at
leading order of ’t Hooft coupling.
8. Conclusions
To conclude, in this paper we systematically studied the open spin chain emerging in the
analysis of the OPE for the null polygonal Wilson loop. Using the factorized R-matrices we
constructed the commuting Hamiltonians and demonstrated that they are identical to the one
emerging from the calculation of the renormalization of the Π -shaped Wilson contour with el-
ementary field insertions. We also demonstrated how they emerge from Baxter operators. The
main goal of this analysis was to find the eigenfunction of the Hamiltonian and we constructed
them via an iterative procedure for any number of sites. We cast them in multi-dimensional in-
tegral form that is particularly useful for the proof of their orthogonality as well as in explicit
applications to multiparticle transitions. Making use of the Baxter operators, we cast the eigen-
states in the SoV form as well. Finally, we demonstrated that our finding yields the factorized
form of the multiparticle hexagon transitions suggested earlier.
There are multiple ways in which we can generalize our results. The consideration can be
extended to inhomogeneous case when the spin labels of representation at different sites are
not identical. Further, it should be relatively straightforward to extend our analysis to supersym-
metric case making use of the factorization property of supersymmetric R-matrices in terms of
intertwiners following the formalism of Ref. [40].
16 To avoid confusion, we remind that our un and vn have an extra minus sign compared to conventions in Ref. [16].
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Appendix A. Parametrization of polygons
In Section 1.1 we are dealing with conformally invariant remainder functions. Working
with Minkowski four-dimensional coordinates xμ (with μ = 1, . . . ,4) singles out a particu-
lar Poincaré subgroup of the SO(4,2) conformal group. One can bypass this by working in
a six-dimensional space R4,2 with projective coordinates XM (with M = 1, . . . ,6) such that
XM  αXM (for a nonzero α) and where the Minkowski space–time is realized on a hypercone
XMX
M = 0. The advantage of this space is that the action of the conformal group is realized
linearly on XM . This six-dimensional formulation is particularly useful to pass to the momen-
tum twistor formalism that we will do in the next subsection. The subsequent two subsection are
dedicated to particular parametrizations of Wilson loop polygons that are suitable for their OPE
analysis.
A.1. Coordinates ↔ twistors
Here we will present an embedding of the Minkowski space–time in a six-dimensional pro-
jective space and introduce momentum twistors by passing to its spinor representation. This
provides with us with a dictionary and an easy conversion of components between different
parametrizations.
Let us start with a six-dimensional Euclidean space where the sigma matrices are defined in
terms ’t Hooft symbols as [41]
ΣIAB =
(
ηIAB, iη¯
I
AB
)
, (A.1)
with η and η¯ being the self-dual and anti-self-dual tensors 12ε
ABCDηIAB = ηICD, 12εABCDη¯IAB =
−η¯ICD, respectively. In the matrix form, these read
Σ1AB =
(
0 σ1
−σ1 0
)
, Σ2AB =
(
0 −σ3
σ3 0
)
, Σ3AB =
(
iσ2 0
0 iσ2
)
,
Σ4AB =
(
0 σ2
σ2 0
)
, Σ5AB =
(
0 −i1
i1 0
)
, Σ6AB =
(−σ2 0
0 σ2
)
,
where the two-by-two blocks are determined by the conventional Pauli matrices. We pass to the
R2,4 signature of the SO(4,2) conformal group in the following fashion. Define
0 = −iΣ4, 1 = Σ2, 2 = Σ5,
3 = Σ1, 4 = Σ3, 5 = −iΣ6, (A.2)
such that the invariant interval (squared) is given by the determinant
det
5∑
MXM =
(
−X20 +
3∑
X2i +X25 −X26
)2
(A.3)I=0 i=1
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of the matrix
X ≡ MXM =
(
iσ2(X5 +X6) −iσ2(σ 0X0 −∑3i=1 σ iXi)
iσ2(σ 0X0 −∑3i=1 σ iXi) iσ2(X5 −X6)
)
. (A.4)
Pulling X5 + X6 from MXM we can identify xμ = Xμ/(X5 + X6) with the Poincaré coordi-
nates and X6 − X5 = x2 for the light-like six-dimensional vector XMXM = 0 that provides an
embedding of Minkowski space.
The above matrix representation is particularly useful to relate it to momentum twistors. The
latter are conventionally defined as [42]
ZAi =
(
λαi ,μi,α˙
)
, (A.5)
such that a line in twistor space corresponds to a point in (dual) space–time (A.4)
Xi = Zi−1 ∧Zi, (A.6)
or explicitly
Xi = 〈i − 1, i〉
( −εαβ −(xi)αβ˙
(xi)α˙
β x2i ε
α˙β˙
)
, (A.7)
where we use a standard notation for the two-dimensional Levi-Civita tensor normalized as
ε12 = −ε1˙2˙ = 1 and the four-dimensional coordinate is expressed in terms of components of
the momentum twistors as
xi = μi−1λi −μiλi−1〈i − 1i〉 . (A.8)
Notice that in the above construction the infinity bitwistor is defined as
IAB = (iΣ6 −Σ3)AB = (−εαβ 00 0
)
, (A.9)
such that
Zi−1IZi = λαi−1λiα ≡ 〈i − 1, i〉. (A.10)
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The use of the restricted kinematics for scattering amplitudes implies that the bosonic part
of the Wilson loop contour resides on a two-dimensional plane with two-dimensional vectors
parametrized by light-cone coordinates x = (x−, x+). Conformal parametrization of higher point
polygons relies on the definition of a reference square that we choose to have the following
coordinates of its vertices (see Fig. 11)
x1 = (1/ε,0), x2 = (0,0), x3 = (0,1/ε), x4 = (1/ε,1/ε), (A.11)
where ε → 0. We would like to take full advantage of linear realization of conformal transfor-
mations in the twistor formulation, so that we use the embedding coordinates
XABi =
(
ZAi−1ZBi −ZAi ZBi−1
)
/〈i − 1i〉, (A.12)
where the top-right corner is a two-by-two matrix of the Poincaré coordinates in question(
0 −x−
x+ 0
)
,
in accord with Eq. (A.4). Then, the momentum twistors corresponding to the coordinates (A.11)
are
ZT1 = (1,0,0,0), ZT2 = (0,1,0,0),
ZT3 = (1,0,1/ε,0), ZT4 = (0,1,0,1/ε). (A.13)
Under a conformal transformation
S =
⎛⎜⎜⎝
eσ
eτ
e−σ
e−τ
⎞⎟⎟⎠ , (A.14)
the above twistors transform as
Z′ = SZ, (A.15)
and read
Z′ T1 =
(
eσ ,0,0,0
)
, Z′ T2 =
(
0, eτ ,0,0
)
,
Z′ T3 =
(
eσ ,0, e−σ /ε,0
)
, Z′ T4 =
(
0, eτ ,0, e−τ /ε
)
.
Since the twistor space is projective, we can rescale them individually and observe that in the
limit ε → 0, they are invariant under the conformal S-transformation (A.15).
If we choose not to stick to the twistor ↔ coordinate equivalence and thus loose the direct
link to Poincaré coordinates, one can use projective invariance to pull out ε−1 from the Z3 and
Z4 and set ε = 0 from the get-go. This gives
ZT1 = (1,0,0,0), ZT2 = (0,1,0,0),
ZT3 = (0,0,1,0), ZT4 = (0,0,0,1). (A.16)
Though we are not able to get the absolute x±n coordinates from these twistors because the de-
nominator in Eq. (A.12) taken literally is singular, we nevertheless can extract the distances from
the square of the interval
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x2nk =
〈n− 1, n, k − 1, k〉
〈k − 1k〉〈n− 1n〉 = x
−
nkx
+
nk, (A.17)
where the last equality is valid for two-dimensional kinematics only. In the parametrization used
below, the x− coordinates will be a function of τ , while x+ of σ parameters of the conformal
transformation, so the identification will be straightforward (up to an overall constant factor that
cancels in the product of x+ and x−). Notice that with the twistor defined as in (A.16), the
invariance of the reference square under conformal transformation is obvious since under (A.15)
they read
Z′ T1 =
(
eσ ,0,0,0
)
, Z′ T2 =
(
0, eτ ,0,0
)
,
Z′ T3 =
(
0,0, e−σ ,0
)
, Z′ T4 =
(
0,0,0, e−τ
)
.
and are trivially equivalent to the original ones (A.16).
A.3. Octagon and decagon
Let us now address the tessellation of the octagon and decagon used in Section 1.1. Starting
with the octagon, we choose the twistors defining its contour (see Fig. 12) as
Z1 = (1,0,0,0), Z2 = (0,1,0,−1),
Z3 = (1,0,−1,0), Z4 = (0,1,0,0),
Z5 =
(
1,0,0, ε−1
)
, Z6 = (0,1,0,1),
Z7 = (1,0,1,0), Z8 =
(
0,1,0, ε−1
)
,
(A.18)
with the reference square formed by Z1, Z4, Z5 and Z8. It is shown by the red dashed contour
in Fig. 12 and coincides with the one discussed in the previous section. It is invariant under the
transformation (A.14) as was shown above. By acting with the S-transformation in the top-right
corner cusp, we can get all inequivalent octagons. To get the same parametrization, we can act
instead with an inverse of this S-transformation on the bottom-left cusp of the polygon,
Z′i = S−1(τ, σ )Zi for i = 2,3, (A.19)
with the transformed momentum twistors being
Z1 = (1,0,0,0), Z2 =
(
0, eτ ,0,−e−τ ), Z3 = (eσ ,0,−e−σ ,0),
Z4 = (0,1,0,0), Z5 =
(
1,0,0, ε−1
)
, Z6 = (0,1,0,1),
Z7 = (1,0,1,0), Z8 =
(
0,1,0, ε−1
)
. (A.20)
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The coordinates of the cusps corresponding to the above twistors can be read of from Eq. (A.12),
x1 =
(
ε−1,0
)
, x2 =
(−σ−2τ ,0), x3 = (−σ−2τ ,−σ−2σ ),
x4 =
(
0,−σ−2σ ), x5 = (0, ε−1), x6 = (1, ε−1),
x7 = (1,1), x8 =
(
ε−1,1
)
. (A.21)
These are given in Euclidean space. To convert them to the Lorentzian signature (which is shown
in the figure), one has to drop all minus signs.
For the decagon, we choose the twistors as
Z1 = (1,0,0,0), Z2 = (0,1,0,−1), Z3 = (1,0,−1,0), Z4 = (0,1,0,0),
Z5 =
(
1,0,0, ε−1
)
, Z6 = (0,1,0,1), Z7 = (1,0,1,0), Z8 = (0,1,0,1),
Z9 = (2,0,1,0), Z10 =
(
0,1,0, ε−1
)
. (A.22)
In this case we have two reference squares, the red and the blue one. The red one is invari-
ant under the transformation (A.14), while the blue one is invariant under the following matrix
multiplication
S′(τ, σ ) =
⎛⎜⎜⎝
eσ
eτ
e−σ − eσ e−σ
e−τ
⎞⎟⎟⎠ . (A.23)
Therefore, we can parametrize all inequivalent decagons by acting with S on the cusps in the
top-right corner of the decagon, or which is equivalent to it, the inverse S−1 of the bottom-left
cusp x3, also we act with S′ on the cusp x9, i.e.,
Z′i = S−1(τ1, σ1)Zi, for i = 2,3,
Z′j = S′(τ2, σ2)Zi, for i = 8,9. (A.24)
Such that the corner coordinates are
x1 =
(
ε−1,0
)
, x2 =
(−σ−2τ1,0), x3 = (−σ−2τ1,−σ−2σ1),
x4 =
(
0,−σ−2σ1), x5 = (0, ε−1), x6 = (1, ε−1), x7 = (1,1),
x8 =
(
σ 2τ1,1
)
, x9 =
(
σ 2τ1 ,
(
1 + e2σ2)−1), x10 = (ε−1, (1 + e2σ2)−1). (A.25)
The parametrizations (A.21) and (A.25) are used in the main text to cast the remainder functions
in a form suitable for OPE analysis for the octagon (1.7) and decagon (1.12), respectively.
Appendix B. Feynman graphs
The basic ingredient of the Feynman rules is the propagator, illustrated graphically in Fig. 13.
All calculation involving it are easily performed making use of the Schwinger representation
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−iπα/2
(α)
∞∫
0
dppα−1eip(z−w¯), (B.1)
valid in upper half-plane where z and w have positive imaginary part. Together with the integral
representation for the Dirac delta-function∫
Dz eiτz−iτ ′ z¯ = (2s)τ 1−2sδ(τ − τ ′), (B.2)
and Fourier representation (and its inverse) for a holomorphic function Ψ (z) in the upper com-
plex half-plane,
Ψ (z) =
∞∫
0
dp eipzΨ˜ (p), Ψ˜ (p) = p
2s−1
(2s)
∫
Dz e−ipz¯Ψ (z), (B.3)
make up for all results required for performing explicit computations efficiently.
By virtue of these results, we immediately find the so-called reproducing kernel K that obeys
the following property∫
DwK(z, w¯)Ψ (w) = Ψ (z), K(z, w¯) = eiπs(z − w¯)−2s . (B.4)
Let us define the operator of the fractional derivative (−i∂)a as an operator of multiplication
by pa in the momentum representation. We can easily obtain with the help of Eqs. (B.3) the
following useful representation
∂a = (−z)−a (a − z∂)
(−z∂) . (B.5)
Expanding (B.5) in the vicinity of a = 0, we find the relation
ln ∂ + ln(−z) = ψ(−z∂) (B.6)
used in the main text.
By means of the Schwinger parametrization and Eq. (B.4), one can find an expression for the
integral in the upper half of the complex plane in terms of the contour integral along the real axis∫
Dw
eiπsΨ (w)
(z1 − w¯)α(z2 − w¯)β =
(α + β)
(α)(β)
1∫
0
dτ τα−1τ¯ β−1Ψ (τz1 + τ¯ z2), (B.7)
which valid for α + β = 2s.
Two properties are particularly instrumental in manipulations performed in the main body of
the paper. They are:
• The chain rule∫
Dz
(
w′ − z¯)−β(z − w¯)−α = e−iπsa(α,β)(w′ − w¯)2s−α−β, (B.8)
with
a(α,β) = (α + β − 2s)(2s)
(α)(β)
, (B.9)
shown in Fig. 13, and
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• The permutation identity, illustrated in Fig. 14,
(z1 − w¯1)i(y−x)X(z;x|w;y) = (z2 − w¯2)i(y−x)X(z;y|w;x), (B.10)
for the cross integral
X(z, x|w, y) =
∫
Dv (z1 − v¯)−α−(z2 − v¯)−α+(v − w¯1)−β+(v − w¯2)−β− , (B.11)
where z = (z1, z2) and w = (w1,w2) and α± = s ± ix and β± = s ± iy.
While the former can be easily obtained by first applying the Schwinger parametrization for the
propagators (B.1) and subsequent use of the integral representation for the delta function (B.2),
the latter requires a few extra steps. Namely, first using Eq. (B.7) with the Ψ -function given by the
product of the remaining two propagators and joining the latter via the Feynman parametrization
with a parameter σ , we can conveniently change these two integration variables to ξ and ρ, such
that τ = 1/(1 + ξ) and σ = 1/(1 + ρ) with both of them varying in the semi-infinite interval
[0,∞). This allows us to rescale them as follows ξ → ξ(w¯2 − z2)/(w¯2 − z1), ρ → ρ(w¯2 −
z2)/(w¯1 −z2) and evaluate the resulting ξ integral in terms of the Euler Beta function B(α−, α+).
The final ρ integral depends on a single cross ratio R = (w¯2 − w¯1)(z2 −z1)/[(w¯2 −z2)(w¯1 −z1)]
and yields the hypergeometric function 2F1,
X(z, x|w, y) = e−iπs(w¯1 − z2)α−−β+(w¯1 − z1)−α−(w¯2 − z2)−β−2F1
(
β−, α−
2s
∣∣∣∣R).
(B.12)
This representation immediately yields (B.10). Another identity used in the main text emerges
when one sends the point z1 to infinity. It is shown graphically in the right panel in Fig. 14.
Appendix C. Intertwining relations
In this appendix we provide proofs of intertwining relation (6.2) and eigenvalue relation
(6.13).
C.1. Intertwining relation (6.2)
Let us perform a similarity transformation V −λN T(s)(u)V λN on the monodromy matrix (2.14)
with VN = z21z32 · · · zN,N−1. In order to proceed, we will use the following factorized expression
for the Lax operator
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(
1 −i∂n
0 1
)
N(s)n (C.1)
where the two-by-two matrices are
M(s)n =
(
1 0
zn u− is
)
, N(s)n =
(
u+ is − i 0
−zn 1
)
. (C.2)
A key ingredient of the calculation can be clearly illustrated on a simplest two-site example.
Namely, the product of two Lax operators admits the following factorized representation
L1(u, s)L2(u, s) =M(s)1
(
1 −i∂1
0 1
)
N
(s)
1 M
(s)
2
(
1 −i∂2
0 1
)
N
(s)
2 . (C.3)
Since the left- and right-most lower-triangular matrices M(s)1 and N
(s)
2 are invariant with respect
to the introduced similarity transformation, we can focus on the middle matrix block,
N
(s)
1 M
(s)
2 =
(
u+ − i 0
z21 u−
)
. (C.4)
Namely, we find
z−λ21 L1(u, s)L2(u, s)z
λ
21
=M(s)1
(
1 −i∂1
0 1
)(
u+ + iλ− i λ(2s − 1 + λ)/z21
z21 u− − iλ
)(
1 −i∂2
0 1
)
N
(s)
2 (C.5)
by moving z21 from right to left. Therefore, by setting λ = 1 − 2s we realize that the similarity
transformation yields the change of the spin variable s → 1 − s in the middle matrix block
z2s−121 L1(u, s)L2(u, s)z
1−2s
21 =M(s)1
(
1 −i∂1
0 1
)
N
(1−s)
1 M
(1−s)
2
(
1 −i∂2
0 1
)
N
(s)
2 .
This calculation clearly demonstrates what happens for three sites and more,
z2s−132 · · · z2s−1N,N−1L1(u, s) · · ·LN(u, s)z1−2s21 · · · z1−2sN,N−1
=M(s)1
(
1 −i∂1
0 1
)
N
(1−s)
1 · · ·M(1−s)N
(
1 −i∂N
0 1
)
N
(s)
N , (C.6)
namely, while the left- and right-most lower-triangular matrices remain unchanged, for every
internal matrix we have the replace s → 1 − s. Thus, we have
V 2s−1N T
(s)(u)V 1−2sN =
1
u−(u+ − i)
(
u+ − i 0
(2s − 1)z1 u−
)
T(1−s)(u)
(
u+ − i 0
(2s − 1)zn u−
)
,
(C.7)
where left- and rightmost lower-triangular matrices in this equation are M(s)1 [M(1−s)1 ]−1 and
[N(1−s)N ]−1N(s)N , respectively. This is main result of this appendix. It immediately generates the
similarity transformation for the matrix elements of the monodromy matrix (2.14). Projecting
out the operator B(s)N (u) = 〈↑|T(s)N (u)|↓〉, we get
V 2s−1N B
(s)
N (u)V
1−2s
N = B(1−s)N (u). (C.8)
However, for the operator DN(u) we need to perform an additional similarity transformation on
the first site, so that we obtain instead
z2s−11 V
2s−1
N D
(s)
N (u)V
1−2s
N z
1−2s
1 = D(1−s)N (u). (C.9)
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To start with, let us point out that the eigenfunction Ψu(x1, . . . , xN) defined in Eq. (5.13) can
be written in the nested form corresponding to the diagram shown in Fig. 5,
Ψu(x1, . . . , xN) = e−iπsN(N−1)/2ΛN(u1)ΛN−1(u2) · · ·Λ2(uN−1)z−iuN−sN . (C.10)
Here the left-most ΛN is an operator with the integral kernel acting on N − 1 coordinates of a
test function Ψ (x2, . . . , xN) as follows[
ΛN(u)Ψ
]
(x2, . . . , xN)
= x−s−iu1
N∏
k=2
1∫
0
dτkτ
s−iu−1
k τ¯
s+iu−1
k Ψ (τ¯2x2 + τ2x1, . . . , τ¯NxN + τNxN−1)
= x
s−iu−1
1
WN(x1, . . . , xN)
N∏
n=2
xn∫
xn−1
dx′n
(
x′n − xn−1
)s+iu−1(
xk − x′k
)s−iu−1
Ψ
(
x′2, . . . , x′N
)
,
(C.11)
where the WN factor is defined in Eq. (6.1). The other operators Λn<N in Eq. (C.10) act only on
the last n− 1 variables, i.e., from xN−n+2 to xN .
We can prove the following identity
∞∫
0
DNxWN(x1, . . . , xN)
N∏
n=1
Gs
(
x′n, xn
)[
ΛN(u)Ψ
]
(x2, . . . , xN)
= μs(u)ΛN(u)
∞∫
0
DN−1xWN−1(x2, . . . , xN)
N∏
n=2
Gs
(
x′n, xn
)
Ψ (x2, . . . , xN), (C.12)
where the propagator Gs is defined in Eq. (7.8), the one-particle GKP measure μs is given in
Eq. (7.10) and the integration measure DNx is introduced in Eq. (6.4) with DNx = dx1DN−1x.
This equation is the main building block in constructing a recursion procedure to prove
Eq. (6.13). The action of the ΛN operator on the product of propagators can be calculated ex-
plicitly yielding
ΛN(u) :
N∏
n=2
Gs
(
x′n, xn
) → (x′1)−s−iu N∏
n=2
μs(u)
(
x′n−1 + xn
)−s+iu(
x′n + xn
)−s−iu
, (C.13)
so that the right-hand side of Eq. (C.12) can be rewritten as
μN−1s (u)
(
x′1
)−s−iu ∞∫
0
DN−1xWN−1(x2, . . . , xN)∏N
n=2(x′n−1 + xn)s−iu(x′n + xn)s+iu
Ψ (x2, . . . , xN). (C.14)
In the left-hand side of (C.12) we use the definition of the ΛN -operator given in the second line
in Eq. (C.11) and obtain
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0
DNx xs−iu−11
N∏
n=1
Gs
(
x′n, xn
) N∏
k=2
xk∫
xk−1
dyk (yk − xk−1)s+iu−1(xk − yk)s−iu−1
×Ψ (y2, . . . , yN). (C.15)
Here the integration variables are ordered in the following fashion
xN  yN  xN−1  · · · xk  yk  xk−1  · · · x2  y2  x1  0. (C.16)
This constraint can written in terms of step function in two equivalent ways
θ(xN > xN−1 > · · · > x1)
N∏
n=2
θ(xn > yn > xn−1)
= θ(yN > yN−1 > · · · > y2)θ(xN > yN)θ(y2 > x1)
N−1∏
n=2
θ(yn+1 > xn > yn). (C.17)
Making use of the second representation, it is possible to interchange the order x and y integrals
in (C.15) and get
∞∫
0
DN−1yΨ (y2, . . . , yN)
N∏
n=1
Jn, (C.18)
where all Jn integrals entering this formula (with 1 nN ) can be calculated explicitly yield-
ing
J1 ≡
y2∫
0
dx1 x
s−iu−1
1 (y2 − x1)s+iu−1Gs
(
x′1, x1
)= μs(u)(x′1)−s−iu(x′1 + y2)−s+iuy2s−12 ,
Jn ≡
yn+1∫
yn
dxn (yn+1 − xn)s+iu−1(xn − yn)s−iu−1Gs
(
x′n, xn
)
= μs(u)y
2s−1
n,n−1
(x′n + yn)s+iu(x′n + yn+1)s−iu
,
JN ≡
∞∫
yN
dxN (xN − yN)s−iu−1Gs
(
x′N,xN
)= μs(u)(x′N + yN )−s−iu,
with 1 < n<N . Collecting everything together we find that the left-hand side the expression
μN−1s (u)
(
x′1
)−s−iu ∞∫
0
DN−1yWN−1(y2, . . . , yN)∏N
n=2(x′n−1 + yn)s−iu(x′n + yn)s+iu
Ψ (y2, . . . , yN). (C.19)
This coincides with right-hand sides of (C.12) and thus proves the validity of this identity. Thus,
starting from the relation
∞∫
dxN x
2s−1
N Gs
(
x′N,xN
)
x
−iuN−s
N = μs(uN)
(
x′N
)−iuN−s , (C.20)0
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∞∫
0
DNxWN(x1, . . . , xN)
N∏
n=1
Gs
(
x′n, xn
)
Ψu(x1, . . . , xN)
=
N∏
n=1
μs(un)Ψu
(
x′1, . . . , x′N
)
. (C.21)
Changing the variables as x′n → −x′n and using the relation (5.14) along with Kw1,...,wN (x1, . . . ,
xN) = eiπsN ∏Nn=1 Gs(−wn,xn), it proves the relation (6.13) in question.
Appendix D. Separation of variables
In this appendix we provide a complementary construction of the wave functions that has
its roots in the SoV formalism by Sklyanin [27]. It is based on the construction of eigenfunc-
tions of the element BN of the monodromy matrix and its subsequent use in transformation to a
factorizable representation.
D.1. Diagonalization of BN
The 12-element of the N -site monodromy matrix BN encodes a set of N commuting operators
{pˆ, bˆ1, . . . , bˆN−1},
BN(u) = pˆ
N−1∏
n=1
(u− bˆn), (D.1)
with explicitly factorized overall momentum operator pˆ =∑Nn=1 iS0n , whose commutation rela-
tions follow from the Yang–Baxter equation with a rational R-matrix,
[pˆ, bˆn] = [bˆn, bˆk] = 0. (D.2)
To find the eigenfunctions of the operators {pˆ, bˆ1, . . . , bˆN−1} with eigenvalues {p,x1, . . . , xN−1},
BN(u)Up,x(z1, . . . , zN) = p
N−1∏
n=1
(u− xn)Up,x(z1, . . . , zN) (D.3)
as in the case of the operator DN , we construct a recursion relation. The starting point of the
analysis is the defining equation (4.15), where we restore the correct spectral parameters in the
Lax operator L1 making use of the left matrix multiplication (cf. Eq. (4.16))
L1(u+, v−) =G1(v−|u−)L1(u+, u−), G1(v+|u+) ≡
(
1 0
u−−v−
u− z1
v−
u−
)
. (D.4)
Then we find
S−N (u+ − v−, u− − v−)TN−1(u+, u−)LN(u+, v−)
=G1(v−|u−)TN(u+, u−)S−(u+ − v−, u− − v−), (D.5)N
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with the (N − 1)-site monodromy matrix TN−1(u+, u−) = L1(u+, u−) . . .LN−1(u+, u−). Pro-
jecting out the 12-component of this matrix equation, we find an operator identity relating N -
and (N − 1)-site operators
S−N (u+ − v−, u− − v−)
(−AN−1(u)i∂N +BN−1(u1)(v− − izN∂N))
= BN(u1)S−N (u+ − v−, u− − v−). (D.6)
Acting on a function with appropriate properties that allows us to get rid of the first term in the
left-hand side, it will define a recursion relation for BN . Namely, acting on a function independent
of the zN coordinate does the job of eliminating AN−1 out from the equation. Then, setting
v− = u− x1, we get the first level of the recurrence relation
BN(u)S−N (x1 + is, x1 − is)Ψ (z1, . . . zN−1)
= (u− x1)S−N (x1 + is, x1 − is)BN−1(u)Ψ (z1, . . . zN−1). (D.7)
Repeating this N − 2 times, we finally come to the equation
BN(u)S−N (x1 + is, x1 − is) · · ·S−2 (xN−1 + is, xN−1 − is)Ψ (z1)
=
N−1∏
n=1
(u− xn)B1(u)Ψ (z1), (D.8)
for the last coordinate z1, where the differential operator acting on it admits a very sim-
ple form, i.e., B1(u) = iS−1 . The eigenfunction of the B1 operator with the eigenvalue p is
Ψ (z1) = exp(ipz1). Therefore, the eigenfunction of BN is
Up,x(z1, . . . , zN) = e−iπsN(N−1)/2
× S−N (x1 + is, x1 − is) · · ·S−2 (xN−1 + is, xN−1 − is)eipz1 , (D.9)
where we used the invariance of intertwiners under the shift of their arguments. This expression
can be cast in the integral form and, again, admits the structure of a pyramid (see Fig. 15 for
diagrammatical representation)
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=
∫
Dw
(1)
1 · · ·Dw(1)N−1 Yx1
(
z1, z2
∣∣w¯(1)1 ) · · ·Yx1(zN−1, zN ∣∣w¯(1)N−1)
×
∫
Dw
(2)
1 · · ·Dw(2)N−2 Yx2
(
w
(1)
1 ,w
(1)
2
∣∣w¯(2)1 ) · · ·Yx2(w(1)N−2,w(1)N−1∣∣w¯(2)N−2)
...
×
∫
Dw
(N−1)
1 YxN−1
(
w
(N−2)
1 ,w
(N−2)
2
∣∣w¯(N−1)1 ) exp(ipw(N−1)1 ),
in terms of the Y -function (5.16). This eigenfunction of BN coincides with the one found in
Ref. [29] dedicated to SoV of the sl(2,R) invariant spin chain: in both cases here and there,
one diagonalizes the same off-diagonal element of the monodromy matrix thus yielding identical
results. Therefore, we can borrow the result of that work to our present needs. As can be verified
in a straightforward fashion, this eigenfunction obeys the following multidimensional Baxter
equation
DN(xn)Up,x(z1, . . . , zN) = (xn − is)NUp,x−ien(z1, . . . , zN), (D.10)
with the unit vector en possessing only one nonvanishing component (en)k = δnk . As we will see
below, this will result in similar equations obeyed by the wave function in the SoV representation.
D.2. Transformation to SoV
The completeness condition for the wave functions Up,x reads
∞∫
0
dp
∞∫
−∞
dN−1xM(x)U∗p,x(w1, . . . ,wN)Up,x(z1, . . . , zN) =
N∏
n=1
K(zn, w¯n), (D.11)
where K is the reproducing kernel (B.4) and the SoV measure M(x) was found to be [29]
M(x) = cN
N−1∏
n=1
[
(s + ixn)(s − ixn)
]N
×
N−1∏
j<k
[
(−ixj + ixk)(−ixk + ixj )
]−1
, (D.12)
with the overall factor cN = [2N−1π−(N−1)(N−4)/2(N)N2(2s)]−1. Thus, the transformation
of the eigenfunction Ψu to the SoV basis Φ(x,p), that depends on the SoV coordinates x and p,
can be achieved by means of the integral representation
Ψu(z1, . . . , zN) =
∞∫
0
dp
∞∫
−∞
dN−1xM(x)Up,x(z1, . . . , zN)Φu(p,x). (D.13)
Making use of the orthogonality condition [29]∫
Dz1 · · ·DzN U∗p′,x′(z1, . . . , zN)Up,x(z1, . . . , zN)
=M−1(x)δ(p − p′)δN−1(x − x′), (D.14)
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we immediately find for the SoV wave function
Φu(p,x) =
∫
Dz1 · · ·DzN U∗p,x(z1, . . . , zN)Ψu(z1, . . . , zN). (D.15)
As it follows from Eq. (D.10), the wave function Φu(p,x) satisfies the multidimensional
Baxter equation
N∏
k=1
(xn + uk)Φu(p,x) = (xn + is)NΦu+ien(p,x), (D.16)
and factorizes into the product of N − 1 Baxter functions (eigenvalues of the Baxter operator),
Φu(p,x) = cu(p)Q−u (x1) · · ·Q−u (xN−1). (D.17)
Since both BN and DN eigenfunctions are available in an explicit form, we can simply find cu(p)
making use of their integral representation, Eqs. (5.15) and (D.15), respectively. The calculation
uses diagrammatic rules and follows the steps of Section 5.3 with minor modification. Namely,
one finds (see Fig. 16 for details)
〈Up,x |Ψu〉 = cu(p)
N−1∏
k=1
N∏
n=1
a(s − ixk, s + iun), (D.18)
where we immediately recognize in the product of a-factors (B.9) the product of eigenvalues of
the Q− operator (4.29), while the overall coefficient is determined by the nested integral
cu(p) =
∫ N∏
Dwn (wn − w¯n+1)−s−iun exp(−ipw¯1), (D.19)
n=1
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cu(p) = e−i(π/2)
∑N
n=1(s+iun) 
N(2s)p2(N−2)s−
∑N
n=1(s+iun)∏N
n=1 (s + iun)
, (D.20)
and completes the construction of the normalized eigenfunction in the SoV representation.
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