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A Class of Convolution Codes 
ELWYN 1~. BERLEKAMP* 
Bell Telephone Laboratories, Inc., Murray Hill, New Jersey 
This paper describes a class of infinite convolution codes which are 
designed to minimize the time required to recover from an erasure 
burst on the binary erasure channel. It is shown that for any given 
rate, there exists a unique optimum erasure burst correcting code. 
For rates of the restricted form R = n / (n  + 1), an algorithm is given 
by which the code of this rate may be written down by inspection. 
For other rates, the codes can be determined by a more complicated 
procedure based on evaluating large binary determinants. 
L IST OF SYMBOLS 
0, 1 • • • 9, A,  B • • • F = digits  of the  hexadec ima l  sys tem 
a j  = a ( j )  = the  f lh  digi t  of the  convo lu t ion  sequence wh ich  
specifies the  code 
c = channe l  capac i ty  
C = check d ig i t  
Cj  = the  j th  check digi t  
Det  (n, 6) = the  determinant  of d imens ion  n and or igin 0 
E = length  of an erasure burs t  
.i, k, rn, n = integers  
M = message dig i t  
N j  = the  j th  noise sequence 
0 = a t ransmi t ted  digi t  
Q = length  of qu iet  in terva l  fo l lowing an erasure 
burs t  
R = rate  
r = redundancy  = 1 - R 
X = an erased dig i t  
[a] = the  greatest  integer  less than  or equa l  to 
[a] + = the least integer  greater  than  or equa l  to a 
• Present address: Department of Electrical Engineering, MIT, Cambridge, 
Massachusetts. 
B ERLEI~IVIP 
TABLE I 
PARITY CHECK PATTERN FOR CODE OF RATE 1/~ 
Digit number in octal: 
Digit type: 
Check sets: 
0123456710111213141516172021 
MCMCMCMCMCMC MCMCMC 
11 
1011 
001011 
10001011 
0 0 1 0 0 0 1 0 1 ]  
0 0 0 0 1 0 0 0 1 0  
0 0 0 0 0 0 1 0 0 0  
1 0 0 0 0 0 0 0 1 0  
0 0 1 0 0 0 0 0 0 0  
11  
1011 
001011 
1000101 
I. INTRODUCTION 
A. INFINITE CONVOLUTION CODES 
The codes described in this paper are designed for use on the binary 
erasure channel. This channel has two inputs, + and - ,  and three out- 
puts, + ,  --, and erasure (denoted here by X). The channel never lies, 
and thus its behavior may also be described by the two symbols X 
(erasure), which occurs with probability 1 - c, and 0 (correct ransmis- 
sion), which occurs with probability c (channel capacity). 
All of the codes described here are convolution codes, with the length 
of the convolution extending into the distant past. Both the encoder 
and the decoder are endowed with infinite memory and remember all 
previously transmitted igits. In practice, of course, these infinite con- 
volution codes would have to be ended at some large finite length deter- 
mined by the memories and computing capabilities of the encoder and 
the decoder. 
B. THE CODE OF RATE ½ 
The simplest of the codes described here has rate 1. It is formed by 
alternating check symbols with message symbols; the check symbols 
being computed as the binary sum of all previous message symbols whose 
time of transmission differs from the transmission time of the given 
check digit by one less than a power of two. The check matrix for this 
code is shown in Table I. 
As an example of this eode's erasure correcting abilities, we try it out 
on the following noise sequence: 
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Octal reference 
number: 01 02 08 04 1 2 3 4 5 6 7 10 11 12 13 14 15 16 
MC MC MC MC MC MC MC MC MC MC M 
noise: 0 0 0 X X 0 X X X X 0 0 0 X 0 X X 0 0 X X 
number : 17 20 21 05 0 ~-  • 
C M C MC M 
noise: 0 0 0 0 X X 
The first message is transmitted, and so we move the origin up to the 
second message. The first message must be stored in memory, however, 
so that it can be added into all future check equations which call for it. 
Likewise the next message, 02 is transmitted, so the origin is moved 
up again. The third message is erased, but the check immediately follow- 
ing it is transmitted and so message 0a can be computed and the origin 
is moved up again to 04. 
At this point we run into a streak of bad luck. The channel erased 
four consecutive digits. Digits 4 and 5 were transmitted, however, and 
from these we are able to calculate digit 2 (using, of course, our knowl- 
edge of certain digits preceding 04). Digit 10 is transmitted, but the 
next message, digit 12, is erased. Digit 13 comes through, however, and 
enables us to calculate digit 12. Message 14 comes through; 16 is erased, 
but 17 gives us the sum of 16 and 0. Message digit 20 and check digit 21 
are then both received and from them we can calculate digit 16. Since 
we have remembered check digit 17 and we now know 16, we can go 
back and calculate digit 04. All transmitted igits are now known, and 
so the decoder is caught up. I t  can move its computing origin up to 05 
and continue as before. 
Catching up is a recurrent event. If it happens with probabil ity one, 
as is conjectured, it will happen infinitely often and there can be no 
errors if we wait long enough. 
A necessary condition for the decoder to catch up is that the number 
of receptions equal or exceed the number of erasures. In general, this 
condition is insufficient. There is one special case of n erasures and only 
n receptions, however, in which the decoder is always able to recover. 
This is the "burst" case, when all the erasures come first followed by 
all the successes. I t  turns out (proof of more general case will be given 
later) that this is the only code of rate ½ that has this interesting ability 
to catch up again when struck by a burst of n or fewer erasures followed 
by a quiet spell of duration n. 
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II. OPTIMUM ERASURE BURST CORRECTING CONVOLUTION CODES 
OF RATE R 
The question of whether there are unique codes of arbitrary rates with 
this same ability to recover from erasure bursts in minimum time can 
also be answered in the affirmative. Before giving the general theorem, 
we first show how one constructs uch a code of rate ~. 
The claim is that if the decoder is caught up, then it can take an 
erasure burst of length n followed by a quiet interval of length 4n and 
be caught up again. Since the noise burst may start at any instant of 
time, our decoder must be able to handle five basically different noise 
bursts of length one, five others of length two, etc. Enumerating them 
in order, we obtain the list of noise sequences we must defeat in Table II. 
For purpose of discussion, we shall label the binary digits in the check 
sequence originating from the underlined check digit as follows: 
MMMMCMMMMCMMMMCMMMMCMMMMC 
TSRQ PONM LK J I  HGFE DCBA 
Each letter is a 1 or 0 depending on whether or not its message digit is 
checked by the underlined check digit. We assume that the code is to 
be normalized so that all check sums check only preceding message 
digits and not other checks. 
We now see that N1 is automatically defeated no matter what values 
we choose for ABC,  . . .  N~, N3,  N4,  and Ns, however, will defeat our 
code unless we choose A, B, C and D to be ones. N~ causes no trouble, 
TABLE II 
NoIs]~ SEQUENCES FOR CODE OF R~_TE 
MMM 
N1 
N~ XO000 
N~ XO000 
N4 X O 000  
N~ XO 0 O0 
N6 XXO O0 O0 0 0 0 
N7 XXO 0 O0 O0 0 0 
N~ X XO 00  O0 O0 0 
N9 X X O00000 O0 
Nlo XXO 000000 0 
N1l XXXO0 O0 0 0 0 0 0 0 0 0 
MCMMMMCMMMMC MMMMCMMMMC. . .  
XO000 
etc. 
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and N7 forces E to be a one. Ns will defeat our aims unless the matrix 
BA.  
FE  is nonsingular, this is possible if and only if F is zero. Likewise, N9, 
CB DC ED 
N10, and N12 imply that the matrices GF ' HG , and HI  be nonsingular 
which is possible if we choose G, H, and I to be one, zero, and one re- 
spectively. As we continue this process each new noise sequence we con- 
sider is either already automatically defeated or our code's ability to 
defeat it depends on the invertibility of a matrix which has an A, B, . • - 
or E in the upper right corner and previously determined elements in all 
positions except he lower left corner. That it is indeed possible to choose 
this lower left corner element uniquely so as to make the matrix non- 
singular is a result of the theory of binary determinants. We state this 
result here as a lemma, and note that its proof follows directly by ex- 
pansion of the n X n determinant in cofactors of the first coluIrm. 
LEMMA. Given an n X n matrix over the binary field. I f  the (n -- 1) X 
(n -- 1) submatrix formed by deleting the bottom row and left column of 
this n X n matrix is nonsingular, then changing the lower left corner ele- 
ment of the n X n matrix will change its singularity. That is, if a zero in 
the lower left corner makes the matrix singular, then a one there makes it 
nonsingular and vice versa. 
As the noise sequences are considered in order, each matrix satisfies 
the conditions of the lemma and thus the convolution code which defeats 
all the listed noise sequences exists and is unique. 
Thus we see that for any given rate R = (n - 1)//n we can find a 
unique convolution code with the property that it can recover fi'om a 
burst of arbitrary length in the minimum possible time. For the special 
case R = ½, the code has a simple structure: each check bit cheeks all 
message digits which preceded it by a time which is one less than a 
power of two. 
The further extension of this feature to codes of arbitrary rate is 
covered in the following theorem: 
T~EOREM. There is a unique normalized periodic convolution code of a 
given rate R = m/n  (m, n integers) for the binary erasure channel which 
is able to correct any erasure burst of arbitrary length E followed by a quiet 
interval of duration Q long enough to satisfy the inequality 
Q 
>R 
Q-~ E = 
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It is assumed that the decoder was caught up (meaning that all previous 
digits have been correctly decoded) at the start of the erasure burst. 
The term "normalized" is taken to mean that the check digits can 
check only preceding messages and not other checks. 
Since the number of correctly decoded message digits can never exceed 
the number of unerased igits, no code can recover from an erasure 
burst if Q~ (Q + E) < R. Thus the theorem claims the existence of a con- 
volution code of rate R which is uniquely optimum in its ability to 
recover from erasure bursts with minimum delay. 
PROOF: We assume that m and n are relatively prime and first note 
that there is only one arrangement of m message and n - m check sym- 
bols over the basic period of length n which has any chance at all. That 
is the configuration i  which the messages and checks are spread out as 
much as possible, the j th  check occurring at the least integer greater 
than or equal to the (jn/n - m)th place or some configuration which is 
equivalent o this one under a translation of the origin of the period. 
Any other arrangement will have an area in which it is locally too sparse 
in check digits per message digit. There will then be a legal noise se- 
quence which can strike at this phase and leave the receiver with more 
unknown message digits than check equations, obviously a hopeless 
situation. The complete proof of this is lengthy and therefore omitted. 
For example, a code of rate ~ must have the periodic substructure 
MMCMCMMCMCMMC, except for trivial translations of the origin 
of the period. If another arrangement were chosen in which three mes- 
sage digits came consecutively, then an erasure burst of length one 
followed by silence of length two would defeat the code. If one at- 
tempted to construct a code with the structure MMCMMCMMCM- 
CMC, then an erasure burst on the first three digits followed by quiet 
for the next five would leave the receiver with two unknowns and only 
one equation. 
Once we have found the basic substructure of each period, we list 
all the noise sequences we must defeat in the following order: First 
the n noises with E = 1 and Q the minimum required value, starting 
with the noise which erases the last check digit in the structure and 
proceding backward. Then all the noises which erase two consecutive 
digits, again starting at the end of the period, etc. 
Each noise sequence rases some number of message digits but gives 
us at least the same number of check equations. For each noise sequence, 
we form a matrix whose columns are the erased message digits and 
whose rows are the check equations whose checksums were received 
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during the quiet interval. We shall show that the coefficients in the 
n - m convolution sequences can be chosen uniquely so as to ensure 
that each of the square matrices generated by the noise sequences i
invertible. The noises which give us more equations than unknowns 
pose no problem, as each such rectangular matrix contains an invertible 
square submatrix. 
We now note that as the noise sequences are defeated in order the 
digits of our convolution sequences are specified uniquely. The first 
few digits in all sequences must be ones in order to prevent he matrices 
containing these elements alone from being singular. Each new square 
matrix generated by the noise sequences has previously determined 
elements in all positions except its lower left corner. The upper right 
submatrix of order one less is among the matrices which was previously 
forced to be nonsingular. Therefore, the lemma guarantees us a unique 
value of the new element, q.e.d. 
Example: We consider the case where R = 5 ~. The substructure must 
be MMCMMCMC. Using X's to denote erasures and O's to denote 
error-free transmissions, we examine the roster of our opponents hown 
in Table I I I .  
The order in which the unknowns are determined is listed alpha- 
betically in the complete check matrix, Table IV. 
N1 demands nothing, but N2 forces A to be one. N4, N~, NT, Ns, 
TABLE III 
NOISE SEQUENCES FOR CODE OF RATE 5~ 
N2 
N8 
N4 
N5 
N6 
N7 
N8 
N9 
Nlo 
N11 
N~2 
N~4 
N,5 
M M C1 M M C2 M C3 M M C4 M M C5"'" 
X 0 0 
X 00  
X O 0 
O O 
O 
X 
X 0 
X 0 0 
X 0 0 
X 0 0 
X 
X 
X X 
X X O 
X 0 0 
X 
X X 
X 0 
0 0 
0 0 
0 0 
X X 
X 0 
0 0 
0 0 
0 0 
0 
0 0 0 0 
0 0 0 
0 0 
0 
etc. 
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TABLE IV 
PARITY CtIECtt PATTERN FOR CODE OF RATE 5/~ 
MMC1MMC2MC3MMC4MMCsMCC]fMC7 ...  
C1 ED 
C2 J I  CB 
C3 ON HG A 
C4 TS ML F El) 
C5 YX  RQ K J I  CB 
C6 WV P ON HG A 
C7 U TS ML F ED etc. 
N10, NI~ patterns force B, . . .  G to be one. Finally N13 requires the 
CB 
matrix HG to be nonsingular. C, B and G have already been determined 
to be one, so H must be zero. Likewise N~4 forces I to be one and N15 
demands that EL) be nonsingular and hence that J be zero. At each 
J I  
stage of the iteration the next letter occurs first in the lower left corner 
of a square matrix containing only previously determined letters. All 
these square matrices have the upper right corner element falling on 
one of the letters" A, G, B, C, I, D, E. By previous construction, each 
square submatrix whose upper right corner falls on one of these ele- 
merits is nonsingular, and thus the lemma applies at every step. 
I I I .  AN ALGORITHM FOR THE CODE OF RATE R = n/n + 1 
For rates of the form R = n~ (n + 1), there is only one convolution 
sequence because there is only one check digit per period. For this 
restricted set of rates, there is a simple algorithm which enables the 
code to be written down by inspection to whatever length may be 
desired. 
This algorithm takes two forms, one when the numerator is even, 
another when the numerator is odd. 
A. COPY-Z~RO ALGOmTH~ 
For rates of the form 2n/(2n + 1), first write down 2n ones which 
constitute the first basic period. The length of the convolution sequence 
is then doubled and redoubled repeatedly. For any m, the rule for 
getting the second (2n).2 ~ digits from the first (2n).2 m digits is as 
follows: Copy the first 2 m digits exactly as they are, then write 2 ~ zeros, 
then copy the third 2 m digits as they are, etc. 
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Example 1: Let R = ~. The first period is 1111. The second period 
is 0101. The first two periods are 01011111. Therefore the third and 
fourth are 00010011. 
From this point on the bits are always taken in groups of 4, 8, 16, 
or more and the calculations are performed more easily in the hexa- 
decimal system, with 10, 11, . . .  15 written as A, B, . . .  F. 
The first four periods are 135F from which the code can be con- 
tinued to 
0000005F0000135F000F005F030F135F 
and the code is 
• .. MMMMCMMMMCMMMMC 
0011 0101 1111 
Example 2: Let R = ~-. The first four periods are: 
000100110011010101111111 
which continues 
O000357FOOOSOO13007FO3050F13357F 
B. ZERo-CoPY ALGORITHM 
For rates of the form (2n - 1)/2n, the check digits must be included 
in the code. This makes the number of digits per period even. To gen- 
erate the convolution sequence, first write down 2n ones which con- 
stitute the first basic period. The length of the convolution sequence is 
then doubled and redoubled repeatedly. The rule for getting the second 
(2n) 2 m digits from the first (2n). 2 ~ digits is as follows: Write down 2 ~ 
zeros, then copy the second 2 ~ digits as they are, then write down 2 m 
zeros~ etc .  
5 Example 3: Let R = ~-. 
The first period is 
The second period is 
The first and second are 
The third and fourth are 
MMMMMC 
111111 
101010 
MMMMMCMMMMMC 
101010111111 
100010001100 
Whence the code becomes . . .  8000BOOOCAOO80COBO88CABF 
where now, unlike the rates with even numerator, the check digits are 
included in the convolution sequence. 
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THEOREM. For any given rate R = (n -- 1)/n, the optimum erasure 
burst correcting convolution code is generated by the zero-copy or copy-zero 
algorithm. 
The only proof of this theorem I have yet been able to devise is 
rather long and tedious. Only a sketch of how the proof proceeds is 
given in the Appendix. 
IV. CONCLUSION 
This paper has presented a class of infinite convolution codes which 
are uniquely optimum in their ability to recover from erasure bursts 
on the binary erasure channel. A simple algorithm for constructing 
codes of rate R = n/(n ~ 1) has been given. The generalization f this 
algorithm to more arbitrary rates merits further investigation. 
Because the density of ones in these convolution sequences drops off 
rapidly, the single error probability for these codes cannot be bounded 
exponentially with increasing code length. In this important respect, 
on memoryless channels these codes are decidedly inferior to randomly 
chosen codes of equal length} It is conjectured that the error prob- 
ability of the optimum erasure burst correcting codes goes to zero 
hyperbolically with increasing code length for all rates below capacity 
on memoryless channels. 
APPENDIX 
A SKETCH OF THE PROOF OF THE ZERO-COPY OR 
COPY-ZERO ALGORITHM 
FACTORING PROPERTIES  OF CHECKERED DETERMINANTS 
If a matrix can be partitioned as follows into the square submatrices 
A and B and rectangular submatrices 0 and X,  where the submatrix 
0 consists only of zero elements, then the determinant of the matrix 
can be factored into the product of the two determinants A and B. 
o B =fA l ' lB f  
Any determinant which can be reduced to this form by appropriate 
rearrangement of rows and columns must also have this property. In 
particular, the determinant of any "checkered matrix," which satisfies 
the condition a~i = 0 if i + j ---- 1 mod 2, can be factored into the 
product of the determinants B and C, where b~3 -- a2~,2j and ci3 = 
i For complete discussion of randomly chosen convolution codes, see Technical 
Report No. 340, Research Laboratory of Electronics, M.I.T. by Marvin Epstein. 
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a2,-1.2~--~. The determinant of an "almost-checkered matrix," which 
satisfies a~- = 0 if i + j - 1 rood 2 only for i _>- 2 (but not necessarily 
for i = 1), also can be factored into the same b and c. 
SKETCH OF PROOF 
The proof of the zero-copy algorithm proceeds as follows. By alge- 
braic manipulation and induction, it can be shown that one form of the 
algorithm is the following: 
aj = 1 for 1 =<j =< m 
a2j = a~- for all j 
and for 2 j+ 1 > m, 
(0 if (2 j+ 1) - -  lmod2m 
a2j+l = ~a2j if 1 < (2 j+ 1) =< mmod2m 
~0 if m < 2j + 1 < 2m mod 2m 
where m is the numerator of the rate, an odd number. 
The idea of the proof is to show that each of the claimed nonsingular 
determinants of order n > 1 can be factored into two smaller claimed 
4_1 nonsingular determinants of order n/2 ( ~). The 1 X 1 determinants 
are all ones and therefore nonsingular, and the nonsingularity of each 
of the other determinants can then be established by induction as each 
factors into smaller determinants which are known to be nonsingular. 
We now claim that for the zero-copy (odd numerator) case, a certain 
set of column operations will reduce the determinant into checkered 
form, from which it can be factored. The column operations are: 
Add the j th  column into the (3" + t) column if j mod m is a positive 
even integer and the f lh column is included in the determinant we are 
trying to factor. The resulting matrix is then almost checkered. The 
determinant is therefore factorable and it can be verified that its factors 
are indeed smaller determinants which are also among the class which 
is to be proved nonsingular. 
Example: Consider the code of rate v.5 The array of parity check 
determinants for this code is of the form: 
• "" alo a9 as a7 a6 (~5 a4 a3 a2 a l  
ai5 a14 a13 a12 a l i  alo a9 as a7 a6 
a20 a19 als 617 a16 a15 a]4 a13 a12 a l l  
a25 a24 a23 622 a21 a20 a19 al8 a17 a16 
a30 a29 a28 a27 a26 a25 a24 a23 a22 a21 
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We have shown that the zero-copy algorithm results in the following 
values of these coefficients. 
• " a5 0 a4 0 aa 1 1 1 1 1 
a~ a7 a6 a6 0 a5 0 a4 0 a~ 
alo 0 a9 0 as a7 a7 a6 a6 0 
a12 a12 an  an  0 a~o 0 a9 0 as 
a~5 0 a~4 0 a~3 a~2 a~2 al l  a l l  0 
In this example, we shM1 show that the 5 X 5 determinant 
a7 • • • a3 
a27" • • a23 
factors as claimed. When the prescribed adjacent columns are added, 
the determinant is: 
0 a3 0 1 1 
a6 0 a~ 0 a4 
0 as 0 a7 a6 
a~ 0 a~o 0 a9 
0 a~ 0 a12 au  
a3 1 1 
as a7 a6 
a13 a12 a l l  
a6 a5 
a l i  aio 
For a complete proof it is necessary to show that all determinants 
whose upper right corner falls on the first string of ones factor in a 
similar manner. This is done by considering separately the four possible 
combinations of parity of the parameters n (size of determinant) and 
0 (origin of upper right corner, which was 3 in the above example). 
Denoting the n X n determinant with origin 0 by Det (n, 0), it can 
be shown that 
Det (n, 0) = Det (In/2], [O/2]f(n)).Det (In/2], [(0 q- m)/2] +) 
where [O/2]f(n) is rounded down if n is odd and up otherwise, where 
m is the numerator of the rate, an odd number, and 0 < 0 -_< m + 1. 
When m is even, the rule for which columns are added into their 
neighbors is different, namely add the 2jth column into the (23" - 1)st 
column for all a2j in the top row of the determinant. The resulting de- 
terminant must then, in general, have some pairs of adjacent columns 
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interchanged in order to be checkered, and when this is done there 
results the factoring formula: 
Det (n, 0) = Det ([n/2] +, [O/2]+).Det ([n/2], [0 + m/2]+). 
where m is now even and 0 < 0 _-< m + 1. 
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