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In this paper we study a system of nonlinear elliptic equations, known as the
‘‘vortex equations’’ in 2 dimensions, arising from the field-theoretical descriptions of
several models in physics. When the underlying space is a closed surface, we prove
the existence and uniqueness of a solution under a necessary and sufficient condi-
tion. When the space is R2, we establish the existence, uniqueness and sharp decay
estimates for a solution.  2000 Academic Press
1. INTRODUCTION
The purpose of this paper is to present a complete resolution for
the existence and uniqueness problem of the system of nonlinear elliptic
equations
2uj= :
n
k=1
ajk(euk&rk)+4? :
Nj
k=1
$pjk in M,
(1)
j=1, 2, ..., n,
where 2 is the LaplaceBeltrami operator induced from the Riemannian
metric of the 2-surface M with the convention that 2=21+
2
2 in the flat
space limit, A=(ajk) is an n_n positive definite real symmetric matrix,
rj>0 ( j=1, 2, ..., n) are constants, $p is the Dirac measure concentrated at
p # M, pjk ( j=1, 2, ..., n, k=1, 2, ..., N j) are points in M, and the surface
M is either closed (compact without boundary) or the full plane R2. In the
latter case, we need to supplement (1) with the ‘‘physical’’ boundary condi-
tions euj=rj ( j=1, 2, ..., n) at infinity.
The system (1) originates from several vortex models in theoretical physics.
In the scalar case n=1, it governs self-dual vortices in a superconducting
slab and various other physical models, for example, the BornInfeld
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model [29], and is already completely settled [20, 9, 33, 16]. For n=2, it
governs particle-like topological solitons in the extended electroweak
model containing two Higgs doublets [7, 35]. For general n, it arises in the
recent systematic work of Schroers [28] on gauged linear sigma models.
This broad background motivates the present unified study.
Notation. (a) For the data given in (1), we set r=(r1 , r2 , ..., rn){,
N=(N1 , N2 , ..., Nn){ and U=(eu1, eu2, ..., eun){.
(b) For vectors a=(a1 , a2 , ..., an){ and b=(b1 , b2 , ..., bn){, we write
a>() b if aj>() bj for all j=1, 2, ..., n.
(c) Suppose that the eigenvalues of the positive definite matrix
A=(ajk) (see (1)) are *1 , *2 , ..., *n . Set
*0=2 min [*1 , *2 , ..., *n]. (2)
(d) The space of square integrable functions on M with square
integrable distributional derivatives, equipped with the usual inner product,
is denoted by H. The n-fold product of H is denoted by H(n).
(e) The usual L p norm for functions defined over M is written & }&p
and the inner product on L2 is written ( . , .)2 .
(f) Let J be a functional. Then dJ stands for the corresponding Fre chet
derivative and we adopt the notation
(dJ (u))(v)=lim
t  0
J(u+tv)&J(u)
t
.
Our main results are stated as three theorems.
Theorem 1. Let M be a closed 2-surface and |M| its volume. Then the
elliptic system (1) has a solution if and only if there holds
4?
|M|
A&1N<r. (3)
Furthermore, if there is a solution, the solution must be unique.
Note that in (3) we do not actually require r>0. However, when r>0,
the condition (3) may always be satisfied with sufficiently large |M|.
Roughly speaking, larger spaces allow the existence of more vortices.
This observation suggests that, for M=R2, the vortex numbers defined by
the vector N may be arbitrary. The following result confirms such a
speculation.
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Theorem 2. Let M=R2 and the data in (1) be arbitrarily given. Then
the system (1) has a unique solution u=(u1 , u2 , ..., un){ that satisfies euj=rj
( j=1, 2, ..., n) at infinity. Furthermore this solution fulfills the following
sharp decay estimates at infinity,
:
n
j=1
(uj (x)&ln rj)2C(=) e&(1&=)- *0 |x|,
(4)
:
n
j=1
|{uj (x)| 2C(=) e&(1&=)- *0 r0 |x|,
where =: 0<=<1, is an arbitrary number and C(=)>0 is a constant, *0 is as
defined by (2), and r0=min[r1 , r2 , ..., rn]. Furthermore there hold the
quantized integrals in the full plane:
|
R2
:
n
k=1
ajk(euk&rk)=&4?Nj , j=1, 2, ..., n. (5)
Note that the expressions stated in (5) actually appear in the form of the
flux quantization conditions in the corresponding quantum field theory
models. They are also valid for the solution obtained in Theorem 1 in the
compact setting in which the space R2 is replaced by a closed 2-surface. On
the other hand, however, unlike the problem in the compact case stated in
Theorem 1, the condition r>0 in the problem over R2 now becomes
a crucial assumption. Physically it corresponds to positive vacuum
expectation values of the Higgs fields characterized by the fact that the
temperature is strictly below a critical temperature for which the gauge
symmetry is completely broken. The following nonexistence theorem says
that, when some components of r vanish, the system (1) may fail to possess
a solution.
Theorem 3. Consider (1) over the full plane R2. If the vector r=0, then
(1) has no solution. If some components of r are positive but the rest of it
vanish, there are situations under which the system has no solution. More
precisely,
(i) the general n_n system has no solution when r1>0, ..., rn&1>0
but rn=0 if the lower triangular matrix L in the Cholesky decomposition
(see (8) below) of the coefficient matrix A=(ajk) satisfies the property that
the off-diagonal entries of the nth row of L are all nonpositive;
(ii) for n=2 the system has no solution when r1>0, r2=0 or
r1=0, r2>0 if a12=a210;
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(iii) for n=2, a12=a21>0, and r1>0, r2=0, the system has no solu-
tion with finite ‘‘potential energy’’, eu2<, if the two vortex numbers N1
and N2 satisfy
a12
a11
N11+N2 .
Note that although the derivations of (ii) and (iii) above are of inde-
pendent interest, it is comforting to see that the inequality stated in (iii)
contains the condition a120 in (ii). Technically none above except (iii)
requires any finite-energy condition to be observed for the nonexistence of
a solution.
The rest of the paper is organized as follows. In Section 2 we prove
Theorem 1 by a constrained variational principle. In Section 3 we establish
the existence and uniqueness part of Theorem 2. In Section 4 we complete
the proof of Theorem 2 by obtaining the stated decay estimates. In Section
5 we discuss some of the implications of our existence results to the corres-
ponding physical models. In Section 6 we present proofs for the statements
made in Theorem 3 and then give some additional comments. In Section
7 we shift our attention to a more general system than (1) in which the
coefficient matrix A is not positive definite or even symmetric. We shall
study the case where A is an arbitrary nonsingular matrix. Now, instead of
the Cholesky decomposition, we use the Crout decomposition A=LR
where the left matrix L is as before and the right matrix R=(Rjk) is upper
triangular [17]. We will concentrate on the case that M is a closed surface
and obtain an existence theorem. Our approach extends that of Section 3.
By virtue of the lack of positivity of A, the obtained solution may not be
unique.
2. PROOF OF THEOREM 1
The proof splits into a few steps. First we derive (3) as a necessary
condition. Next we formulate a constrained variational principle in which
we minimize an objective functional under n functionally independent
constraints. The crucial part is to show that the Lagrangian multipliers will
give rise to the correct values of the coefficients in the equations to be
solved. This situation is similar to that in the prescribed Gaussian
curvature problem [4, 6, 24, 18]. Then we prove the existence of a solution
by showing that the constrained minimization problem indeed has a solu-
tion. The key tool is the TrudingerMoser inequality. The structure of the
problem implies that the value of the optimal constant in the Trudinger
Moser inequality is irrelevant, which ensures our existence proof without
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any additional condition except the necessary condition (3). Finally the
uniqueness follows from the convexity of a suitable energy functional.
2.1. Necessity of the Inequality (3)
Consider (1). Let u0j be such that
2u0j =4? :
Nj
k=1
$pjk&
4?
|M|
Nj , j=1, 2, ..., n (6)
(of course, such a background function is unique up to an additive con-
stant [4]). With uj=u0j +vj , v=(v1 , v2 , ..., vn)
{ and the notation set in the
last section, we rewrite (1) in the matrix form
2v=AU&Ar+
4?
|M|
N. (7)
Using (7) and the properties
|
M
2(A&1v)=0 and |
M
U>0,
we immediately arrive at (3). Here and in the sequel, we sometimes omit
the volume element of M in all integrals when there is no risk of confusion.
2.2. The Variational Principle
At the first look, it is not clear whether (7) has a variational principle.
The crucial step in our study is to find a powerful variational structure of
the problem. It turns out that when the matrix A is factored properly, one
will be able to see that the problem allows a variational treatment. The
next subsection is a detailed study of this problem.
Since the matrix A is positive definite, we know that there is a unique
lower triangular n_n matrix L=(Ljk) for which all the diagonal entries are
positive, i.e., Ljj>0, j=1, 2, ..., n, so that
A=LL{ (8)
(the well-known Cholesky decomposition theorem). Note that the condi-
tion stated in part (i) of Theorem 3 involves the matrix L. Thus is may be
useful to record here the relation between the entries of A and L as follows
[17]:
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L11=- a11 , Lj1=
a j1
L11
, j=2, ..., n,
Ljj=a jj& :
j&1
k=1
L2jk , j=2, ..., n,
Ljk=
ajk&k&1k$=1Ljk$ Lkk$
Lkk
, j=k+1, ..., n, k=2, ..., n,
whose derivation is based on an inductive argument. Introduce the new
variable vector
w=L&1v or v=Lw. (9)
Then (7) takes the form
2w=L{U&L{r+
4?
|M|
L&1 N. (10)
Use the notation
b=(b1 , b2 , ..., bn){=L{r&
4?
|M|
L&1N. (11)
It is then more transparent to work on the component form of (10), which is
2wj= :
n
k= j
Lkj exp \u0k+ :
k
k$=1
Lkk$wk$+&bj on M, j=1, 2, ..., n. (12)
In order to prove the existence of a solution to the system (12), we intro-
duce a constrained variational principle. For this purpose, we see by a
direct integration of (10) that there hold
Ij (w)=|
M
exp \u0j + :
j
k=1
Ljk wk+=Kj , j=1, 2, ..., n, (13)
where K=(K1 , K2 , ..., Kn){=|M| (L{)&1 b. As a consequence of (12) and
(13), we are led to the formulation of the following optimization problem
_#min[I0(w) | w # A], (14)
where the objective functional I0 and the admissible space A are defined by
I0(w)=|
M
1
2 :
n
j=1
|{wj |2& :
n
j=1
bj wj ,
A=[w # H(n) | w satisfies the condition (13)],
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respectively. We now establish our variational principle by showing that a
solution of (14) must satisfy the system (12). The crucial part is to prove
that the constraints (13) do not give rise to undesired terms in the varia-
tional equations.
In fact, let w be a solution of (14), then by the theory of the Lagrange
multipliers, there are real numbers +1 , +2 , ..., +n so that
dI0(w)& :
n
j=1
+ j dIj (w)=0,
because the derivatives dIj (w) ( j=1, 2, } } } , n) are linearly independent. In
other words, for any test function f=( f1 , f2 , } } } , fn){ # H(n), we have
|
M
:
n
j=1
{wj } {fj& :
n
j=1
b j f j= :
n
j=1
+j|
M
exp \u0j + :
j
k=1
Ljkwk+ :
j
k$=1
Ljk$ fk$ . (15)
Since f j ( j=1, 2, ..., n) are arbitrary, we may fix j and let fk #0 for k{ j.
Therefore (15) can be simplified to
|
M
{wj } {f j&bj fj= :
n
k= j
+kLkj |
M
exp \u0k+ :
k
k$=1
Lkk$wk$+ f j , (16)
j=1, 2, ..., n.
It is easily seen that (16) is an upper triangular system. Consequently we
can determine the values of +1 , +2 , ..., +n by backward search. In fact, set
fj #1 for j=1, 2, ..., n. The last equation, j=n, in (16) reads
&bn |M|=+nLnn |
M
exp \u0n+ :
n
k$=1
Lnk$ wk$ + .
Using (13) in the above expression and applying the relation between K
and b, namely,
:
n
j $= j
Lj $j Kj $=|M|b j , j=1, 2, ..., n,
we obtain +n=&1. For j=n&1, we have
&bn&1 |M|= :
n
k=n&1
+k Lkn&1 |
M
exp \u0k + :
k
k$=1
Lkk$wk$+
=+n&1 Ln&1n&1 Kn&1&Lnn&1Kn .
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Thus we again have +n&1=&1. In fact, applying this argument subse-
quently, we find by (13) that +j=&1 for all j=1, 2, ..., n. Inserting such a
conclusion into (16) we see that w is a weak solution of the equations
2w=L{U&b. The standard elliptic regularity theory then implies that w is
also a classical solution. Thus the system (10) or (12) is solved and the
desired variational principle follows.
2.3. The Existence of a Solution
Since M is a closed surface, any function f # H may be decomposed
uniquely into the sum f =f + f $ where f is a constant and f $ satisfies
M f $=0. This decomposition is useful because it enables us to employ the
well-known TrudingerMoser inequality of the form [4]
|
M
e fC1 exp \C2 |M |{f | 2+ , f # H, |M f =0, (17)
where C1 , C2 are positive constants whose values are of no concern for our
applications here. In Section 7, we will need the sharp form of (17) which
states that, for any =>0, the constants C1 , C2 above may be chosen such
that C1=C(=) and C2=(116?)+=.
We now assume (3). It is seen that such a condition simply implies that
Kj ’s on the right-hand sides of (13) are all positive and, consequently, the
admissible space A is nonempty. For any w=(w1 , w2 , ..., wn){ # A, with
the decompositions wj=w j+w$j ( j=1, 2, ..., n), we convert (13) into the
form
:
j
k=1
Ljkw k=ln Kj&ln \|M exp _u0j + :
j
k=1
Ljkw$k&+ , j=1, 2, ..., n. (18)
Since by Jensen’s inequality we have the lower bounds
ln \|M exp _u0j + :
j
k=1
Ljkw$k&+ 1|M| |M u0j +ln |M|, j=1, 2, ..., n,
thus (18) says that there is a constant vector C0 so that Lw C0 . Using the
fact that L is a lower triangular matrix with positive diagonal entries,
hence, so is L&1, we conclude that the entries of C0 can be made suitably
large to achieve L&1(C0&Lw )>0. Namely, w L&1C0 . Consequently,
using b>0, we can bound the functional I0 from below on A:
I0(w)\|M 12 :
n
j=1
|{w$j |2+&|M| b } L&1C0 . (19)
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In particular, for a minimizing sequence [w] of the problem (14), the
corresponding sequence w$ is bounded in H(n) due to (19) and the
Poincare inequality
|
M
f 2C |
M
|{f |2, f # H, |
M
f =0,
where C>0 is a suitable constant. From (17) and (18) we see that
there is a constant vector of positive entries, say C0 , so that Lw &C0 .
A similar argument allows us to assume then w >&L&1C0 . Therefore the
sequence [w ] is bounded, which leads to the boundedness of [w] in H(n).
Without loss of generality, we may assume that the sequence [w] itself is
weakly convergent in H(n). By the well-established compact embedding
theorem and the structure of the functionals Ij ( j=0, 1, 2, , n), which says
that I0 is weakly lower semicontinuous and Ij ’s are weakly continuous, we
see that the weak limit in H(n) is a solution of (14). This furnishes a proof
of existence.
2.4. Uniqueness
The uniqueness of the solution may be seen by a convexity argument. In
fact it is straightforward to verify that a solution of (12) is a critical point
of the functional
J(w)=|
M
1
2 :
n
j=1
|{wj |2& :
n
j=1
b jwj+F (x, w1 , w2 , ..., wn), (20)
where the nonlinear potential term F is defined as
F (x, w1 , w2 , ..., wn)= :
n
j=1
exp \u0j (x)+ :
j
k=1
Ljkwk+ . (21)
It may be examined that the Hessian of F has the representation given in
the form
\ 
2F
wj wk +=L{ diag{exp \u0j + :
j
k=1
Ljkwk+=1 jk L (22)
which is of course positive definite except at the points pjk # M,
j=1, 2, ..., n, k=1, 2, ..., Nj . Hence J(w) is strictly convex. In particular, J
can at most have one critical point in H(n). Thus the uniqueness follows.
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3. PROOF OF THEOREM 2: EXISTENCE PART
We now turn our attention to the problem on the full plane, R2. When
n=1 (the scalar case), the result is obtained in Jaffe and Taubes [20]. Our
proof in the general case follows their ideas through solving a minimization
problem. The general framework comes from realizing some crucial facts
in the optimization problem for a convex functional which is based on
the following well-set steps: Formulate a variational principle in which a
convex C1 energy functional I is defined over a suitable Hilbert space X
(for our problem here X=H(n)). Therefore I must be weakly lower semi-
continuous. Show that I is coercive in the sense that there are constants
C1 , C2>0 so that (dI(x))(x)C1&x&X&C2 , x # X. This step requires a
careful rearrangement of the various terms in (dI(x))(x) and the use of
suitable embedding inequalities. Combining the above steps, the existence
and uniqueness of a critical point of I in X is obtained which is also a local
minimizer of I in X. Then the standard elliptic regularity theory implies
that the critical point is a smooth solution of the original equations.
3.1. Variational Problem
As in the last section, we need to introduce some background functions:
u0j = & :
Nj
k=1
ln (1++ |x& pjk |&2),
2u0j =4? :
Nj
k=1
$pjk& gj (which resembles (6)),
(23)
gj=4 :
Nj
k=1
+
(++|x& pjk |2)2
,
j=1, 2, ..., n, x # R2,
where +>0 is a parameter to be specified later. It is useful to note that the
vector g=(g1 , g2 , ..., gn){ satisfies
|
R2
gj=4?Nj , j=1, 2, ..., n. (24)
With M=R2 and uj=ln rj+u0j +vj ( j=1, 2, ..., n), the system (1)
becomes
2vj= :
n
k=1
ajkrk(euk
0+vk&1)+ gj ,
(25)
j=1, 2, ..., n.
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Again we will need the new variable vector w defined as in (9). So (25)
reads
2wj= :
n
k= j
Lkj rk\exp _u0k+ :
k
k$=1
Lkk$ wk$&&1++hj in R2, (26)
j=1, 2, ..., n,
where h=(h1 , h2 , ..., hn){=L&1g. It is direct to check that (26) are the
variational equations of the energy functional
I(w)=|
R2
1
2 :
n
j=1
|{wj |2+ :
n
j=1
hjw j
+|
R2
:
n
j=1
rj \exp _u0j + :
j
k=1
Ljk wk&&euj0& :
j
k=1
Ljkwk + . (27)
3.2. Coercivity
It is convenient to rewrite (27) as
I(w)= 12 :
n
j=1
&{wj &22+ :
n
j=1
rj \euj0, exp _ :
j
k=1
Ljkwk&&1& :
j
k=1
Ljk wk+2
+ :
n
j=1
(hj , wj)2+ :
n
j=1
rj \euj0, :
j
k=1
Ljk wj+2&|R2 :
n
j=1
rj :
j
k=1
L jkwk
= 12 :
n
j=1
&{wj &22+ :
n
j=1
rj \euj0, exp _ :
j
k=1
Ljkwk&&1& :
j
k=1
Ljkwk+2
+ :
n
j=1 \wj , hj+ :
n
k= j
Lkj rk_euk0&1&+2 . (28)
The form of (28) allows us to obtain
(dI (w))(w)& :
n
j=1
&{wj&22
= :
n
j=1\wj , :
n
k= j
Lkjrk euk
0 _exp { :
k
k$=1
Lkk$wk$=&1&+2
+ :
n
j=1\wj , hj+ :
n
k= j
Lkjrk(euk
0
&1)+2
= :
n
j=1\wj , hj+ :
n
k= j
Lkj rk _exp {u0k+ :
k
k$=1
Lkk$wk$=&1&+2
= :
n
j=1
rj \ :
j
k=1
L jkwk , _exp {u0j + :
j
k$=1
Ljk$wk$=&1&+Hj+2 ,
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where Hj depends linearly on h. To estimate the right-hand side of the
above, we consider the quantity
M(v)=(v, eu0+v&1+h)2
along the lines in the proof of Lemma 3.8 (III.3) in [20], where v, u0, h
stand for one of the functions  jk=1Ljk wk , u
0
j , Hj , respectively. Since Hj ’s
are more general than the function g0 in [20], we need to extend the last
part of argument there slightly to fit the problem here.
To proceed, we start also from the decomposition v=v+&v& with
v+=max[0, v] and v&=max[0, &v&]. Then M(v)=M(v+)+M(&v&).
The first term, M(v+) is of no harm whatever h is because the fact that
eu0+v+&1+h=eu0+v+ &1&(u0+v+)+(v++u0+h)
v++u0+h
and that u0, h # L2 yield the lower bound
M(v+)|
R2
v2++|
R2
v+(u0+h)
 12 &v+&22&C1 .
This simple result shows that M(v+) is well behaved. On the other hand,
using the inequality
1&e&x
x
1+x
, x0 ,
we can estimate M(&v&) from below as follows:
M(&v&)=(v& , 1&h&eu
0
)2+(v& , eu
0
[1&e&v&])2
\v& , {1&h&eu0+ v&1+v& eu
0=+2
=|
R2
v&
1+v&
([1+v&][1&h&eu
0
]+v& eu
0
)
=|
R2
v&
1+v&
([1&h] v&+[1&h&eu
0
]).
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By the definition of gj ( j=1, 2, ..., n), we can make + sufficiently large so
that h<12 everywhere. It is easily checked that both h and 1&eu0 belong
to L2. So
|
R2
v&
1+v&
([1&h] v&+[1&h&eu
0
])C2\|R2
v2&
1+v&+12 .
Thus there is a constant C3>0 to make the lower estimate
M(&v&)
1
4 |R2
v2&
1+v&
&C3
valid. Recall the lower estimate for M(v+) obtained earlier. We now
conclude that
M(v)
1
4 |R2
v2
1+|v|
&C
holds for some constant C>0. Using this result, we arrive at
(dI(w))(w)& :
n
j=1
&{wj&22 :
n
j=1
+j |
R2
( jk=1Ljk wk )
2
1+| jk=1L jkwk |
&C, (29)
where +1 , +2 , ..., +n and C are some positive irrelevant constants.
Moreover, since the matrix L is invertible, we have a positive constant
C0 to make
:
n
j=1\ :
j
k=1
Ljkwk+
2
C0 :
n
j=1
w2j
valid. Substitute this into (29). We obtain
(dI (w))(w) :
n
j=1
&{wj&22+c1 |
R2
nj=1 w
2
j
(1+nj=1 |wj | )
2&c2 , (30)
where c1 , c2>0 are constants.
To proceed further, we recall the standard embedding inequality
|
R2
f 42 |
R2
f 2|
R2
|{f |2, f # H. (31)
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We will use (31) to show that the two first terms on the right-hand side of
(30) are strong enough to achieve the desired coercivity inequality.
In fact, by virtue of (31), we see that
\ 
n
j=1
&wj&22+
2
\|R2
nj=1 |wj |
1+nj=1 |wj | _1+ :
n
j=1
|wj |& :
n
j=1
|wj |+
2
C |
R2
nj=1 w
2
j
(1+nj=1 |wj | )
2 |
R2
:
n
j=1
(w2j +w
4
j )
C |
R2
nj=1 w
2
j
(1+nj=1 |wj | )
2 \|R2 :
n
j=1
w2j +_
_\1+|R2 :
n
j=1
|{wj | 2+

1
2 \|R2 :
n
j=1
w2j +2+C \_|R2
nj=1w
2
j
(1+nj=1 |wj | )
2&
4
+
+_|R2 :
n
j=1
|{wj |2&
4
+1+ , (32)
where the symbol C in the above denotes an absolute constant which may
vary its value at different places. Hence a simple interpolation inequality
applied to (32) yields
:
n
j=1
&wj&2C \1+ :
n
j=1
&{wj&22+|
R2
nj=1 w
2
j
(1+nj=1 |wj | )
2+ . (33)
Consequently, inserting (33) into (30), we arrive at the expected coer-
civity inequality
(dI(w))(w)C1\ :
n
j=1
&wj&+ :
n
j=1
&{wj &+&C2 (34)
for suitable constants C1 , C2>0.
Our next step is to use (34) to prove that the system (25) has a solution
by showing that (27) has a critical point.
3.3. Existence and Uniqueness of the Critical Point
We consider the optimization problem
min[I(w) | w # H(n)]. (35)
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As in [20], it can be shown that I: H(n)  R is a C 1-functional. Using (21)
and (22) we see that I is also convex. These results indicate that I is weakly
lower semicontinuous on H(n). The estimate (34) implies that for any $>0
there is an R>0 so that
$<inf [(dI(w))(w) | w # H(n), &w&H(n)R].
Applying Proposition 8.6 of VI in [20], we see that I has a local minimum
in the open ball of radius R in H(n). However the strict convexity of I says
that I can only have at most one critical point, so we have the conclusion
that I has exactly one critical point in H(n). Of course this critical point is
a solution of (25) which must be smooth by virtue of the elliptic regularity
theory and must also be unique in the space H(n).
4. PROOF OF THEOREM 2: ASYMPTOTIC BEHAVIOR
We first establish a pointwise decay property. We then find the desired
asymptotic estimates near infinity. The tools are suitable L p estimates and
some elliptic comparison inequalities.
4.1. Decay Near Infinity
Since we are in two dimensions, there holds the embedding inequality
& f &p\? _p&22 &+
p&2 2p
& f &H , f # H , p>2, (36)
which implies e f&1 # L2 for f # H. In fact, the MacLaurin series leads to
(e f&1)2= f 2+ :

k=3
2k&2
k!
k.
Combining the above with (36), we have, formally,
&e f&1&22& f &22+ :

k=3
2k&2
k! \?
k&2
2 +
k&22
& f &kH . (37)
It is readily shown that (37) is a convergent series, which verifies our claim.
Let us now examine (26) again. First, by virtue of w # H(n) and
exp \u0k+ :
k
k$=1
Lkk$wk$ +&1=euk0 \exp _ :
k
k$=1
Lkk$wk$&&1++(euk0&1) ,
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it is seen that the right-hand sides of all the equations in (26) belong to L2.
Next the well-known L2-estimates for elliptic equations indicate that
wj # W 2, 2 ( j=1, 2, ..., n). Such a result implies that w(x)  0 as |x|  
because of some standard Sobolev embeddings and the fact that we are in
two dimensions.
By a slight extension of the argument, we can see that the same conclu-
sion also holds for |{wj |. In fact we first recognize that the crucial terms
on the right-hand sides of (26) may be rewritten as
exp \u0j + :
k
k$=1
Lkk$ wk$+&1= (euj0&1) exp \ :
k
k$=1
Lkk$wk$+
+\exp _ :
k
k$=1
Lkk$wk$&&1+ , (38)
which lies in L p for any p>2 due to the embedding H  L p and the defini-
tion of u0j . Consequently all the terms on the right-hand sides of the equa-
tions in (26) belong to L p. Besides, we have seen that wj # W 2, 2/W1, p
( p>2). Thus the elliptic L p-estimates imply that wj # W 2, p (\p>2). As a
consequence, we must have |{wj | (x)  0 as |x|  , j=1, 2, ..., n, as
expected.
4.2. Exponential Decay Estimates
Let u=(u1 , u2 , ..., un){ be the solution of (1) found in Section 3. We have
obtained the behavior uj  ln rj as |x|   ( j=1, 2, ..., n) in the last sub-
section in terms of the configuration field w. Our purpose now is to derive
the promised exponential rate for these asymptotics.
Consider (1) outside the disk DR=[x # R2 | |x|<R] where
R>max[ | pjk | | j=1, 2, ..., n, k=1, 2, ..., Nj].
We rewrite (1) in R2&DR as
2uj= :
n
k=1
ajk (uk&ln rk)+ :
n
k=1
ajk(euk&rk&[uk&ln rk])
(39)
j=1, 2, ..., n.
Let O be an n_n orthogonal matrix so that
O{AO=diag(*1 , *2 , ..., *n). (40)
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Introduce a new variable vector, U=(U1 , U2 , ..., Un){, defined by
U=O{(u1&ln r1 , u2&ln r2 , ..., un&ln rn){. (41)
Substitute (41) into (39). By (40) and the behavior U(x)  0 as |x|  ,
we have
2Uj=*jUj+ :
n
k=1
bjk (x) Uk , j=1, 2, ..., n, (42)
where bjk(x) ( j, k=1, 2, ..., n) depend on U(x) and b jk(x)  0 as |x|  
( j, k=1, 2, } } } , n). Set U2=U 21+U
2
2+ } } } U
2
n . Then (42) gives us
2U 2*0 U 2&b(x) U 2, x # R2&DR ,
where b(x)  0 as |x|  . Consequently, for any =: 0<=<1, we can find
a suitably large R=>R so that
2U2\1&=2+*0U2, x # R2&DR= . (43)
Thus, using a comparison function argument and the property U2=0 at
infinity, we can obtain a constant C(=)>0 to make
U2(x)C(=) e&(1&=)- *0 |x|
valid, which leads to (4) in Theorem 2.
Let  denote any of the two partial derivatives, 1 and 2 . Then (39)
yields
2(uj)= :
n
k=1
ajkeuk (uk), j=1, 2, ..., n. (44)
It will be convenient to look at the matrix form of (44). With the
notation
D=diag[r1 , r2 , ..., rn], E(x)=diag[eu1(x), eu2(x), ..., eun(x)],
(44) reads, after substituting v=(u1 , u2 , ..., un){,
2v=ADv+A(E(x)&D) v. (45)
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We will use the orthogonal matrix O defined in (40) again, but with the
new variable vector V determined through
Dv=OV. (46)
Then f#v{Dv=rjv2j satisfies
2f  2v{2Dv
=2v{DADv+2v{DA(E(x)&D)v
*0 V{V+2v{DA(E(x)&D) v
*0 v{D2 v+2v{DA(E(x)&D) v
*0r0 f &b(x) f, x # R2&DR , (47)
where, recall that r0=min[r1 , r2 , ..., rn] and that b(x) is a function with
the behavior b(x)  0 as |x|  . Therefore, as before, we conclude that
for any =: 0<=<1, there is a constant C(=)>0 so that
fC(=) e(1&=)- *0r0 |x|, |x|>R. (48)
Consequently the second estimate in (4) in Theorem 2 is also proven.
4.3. Uniqueness Proof
Let u=(u1 , u2 , ..., un){ be a solution of (1) satisfying u  (ln r1 ,
ln r2 , ..., ln rn){ as |x|  . The discussion in Section 4.1 says that the con-
vergence is actually exponentially fast. Consider the variable vector w as in
the last section. The expression (23) then implies that w decays to 0 at least
as fast as |x|&2. So w j # L2 ( j=1, 2, ..., n). However, all the right-hand sides
of the equations in (26) also belong to L2. Thus, the L2-estimates yield
w # H(n), in particular. In other words, w is the unique critical point of the
functional (27) in the space H(n).
4.4. Vanishing of the Integrals  2uj ’s
Again, from (23) and the exponential decay property of |{uj |’s stated in
(4) or (48), we see that |{wj |=O(|x|&3) at infinity. Therefore, in view of
the divergence theorem, we have
|
R2
2vj=|
R2
2wj=0, j=1, 2, ..., n.
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These results and (24) immediately imply that
|
R2
2u j=|
R2
2u0j
=4?Nj&|
R2
g j=0, j=1, 2, ..., n,
which lead by integrating (1) the promised expressions given in (5).
5. APPLICATIONS TO PHYSICAL MODELS
In this section we briefly discuss two direct applications of our existence
results.
5.1. The Electroweak Theory with Two Higgs Doublets
It is well known that the standard model of WeinbergSalam is the most
successful theory that unifies electromagnetic and weak interactions. Many
classical references on this subject may be found in the edited volume [21].
On the other hand, various generalized electroweak models have been the
focus of many latest studies. The main ingredient in these extended models
is the introduction of additional Higgs doublets in the fundamental
representation of the gauge group. Physicists found evidence that
electroweak models with at least two Higgs particles may be derived from
supersymmetric, or supergravity, grand unified theories, and that, stability
may be achieved in physically interesting parameter regimes. Furthermore,
these models also found support in particle experiments [14, 22].
In this subsection, we show, by the results stated in Section 1, that an
existence theory may be established for the recently discovered self-dual
equations, by Bimonte and Lozano [7], governing two electroweak Higgs
doublets for which the gauge group is SU(2)_U(1)Y _U(1)Y $ , where
SU(2) is the isospin group generating the weak force and U(1)Y , U(1)Y$ are
two hypercharge groups generating electromagnetism. The two Higgs
doublets lie in the fundamental representation of SU(2). As usual, the
hypercharge groups act on the Higgs doublets as phase shifts. We use
[ta]a=1, 2, 3 to denote the generators of SU(2) satisfying the commutation
rule
[ta , tb]=i=abctc ,
where and in the sequel, we observe summation convention for expressions
with repeated indices. The gauge fields associated with SU(2), U(1)Y , U(1)Y $
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are denoted by A+=Aa+ta , B+ , B + , respectively. Thus the corresponding field
tensors are
F+&=+ A&&&A++ig[A+ , A+],
G+&=+B&&& B+ ,
G +&=+B &&& B + .
The two Higgs complex doublets are written ,q (q=1, 2), whereas the
Higgs potential density is given by
V(,1 , ,2)= 12R
aRa+ 12R
2+ 12R
2,
where
Ra=g(,-1 ta,1&,
-
2ta,2),
R=g$(Y1 ,-1,1&Y2 ,
-
2,2&\),
R =g1(Y$1 ,-1,1&Y$2,
-
2,2&\~ ),
with \=v20 (Y1&Y2) and \~ =v
2
0 (Y$1&Y$2) (v0>0), and the gauge-
covariant derivatives are defined by
D (q)+ ,q=(++igta A
a
++ig$YqB++ig1 Y$qB +),q , q=1, 2.
After this preparation, we write down the action density for the extended
electroweak model over the (3+1)-dimensional Minkowski spacetime in
the form:
L= 14 (F+& } F
+&+G+& G+&+G +& G +&)+ :
2
q=1
(D (q)+,q)- } (D+(q) ,q)
+V(,1 , ,2) . (49)
Bimonte and Lozano [7] showed that the equations of motion of the
model, derived as the EulerLagrange equations of (49), possess vortex-like
solitons representing a system of non-interacting particles, if and only if the
equations
2u1=a11(eu1&1)+a12 (eu2&1)+4? :
N1
j=1
$pj ,
(50)
2u2=a21(eu1&1)+a22 (eu2&1)+4? :
N2
j=1
$qj , x # M
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have a solution, where the positive definite symmetric matrix A=(ajk) is
defined by
A=(ajk)=v20 \ g
2+ g$2Y 21+ g
2
1Y 1$
2
&(g2+ g$2Y1Y2+ g21Y$1Y $2)
&(g2+ g$2Y1Y2+ g21Y $1 Y$2)
g2+ g$2Y 22+ g
2
1Y$2 + ,
(51)
in which all the coupling parameters, g, g$, g1 , Y1 , Y $1 , Y2 , Y$2 are positive
numbers (this system is derived in [7] under the radial symmetry ansatz.
The general form above is obtained in [35]). The 2-surface M in (50) may
either be a 2-torus, T, or simply R2. When M=T, (50) gives rise to a solu-
tion of the model with a doubly-periodic lattice structure. Such a situation
corresponds to the so-called vortex condensation phenomenon [1, 2, 3, 10,
25, 30, 33]. When M=R2, (50) gives rise to a highly localized vortex-like
soliton solution which is often interpreted as representing a multiple
particle system at equilibrium [8, 20, 7, 26, 28, 35].
We first consider the compact case, M=T, and we assume the non-
degeneracy condition Y1 {Y2 or Y $1{Y $2. The necessary and sufficient con-
dition (3) simply says that the vortex numbers N1 and N2 should obey the
constraints
4?
det(A)
(a22N1&a12N2)<|T |,
4?
det(A)
(a11N2&a21N1)<|T | , (52)
where det(A) is the determinant of the matrix A and |T | denotes the volume
of the 2-torus T. Inserting (51) into (52), we arrive at the inequalities
g2 (N1+N2)+ g$2Yq (Y2N1+Y1N2)+ g21Y $q (Y $2N1+Y $1N2)
<
det(A)|T |
?v20
, q=1, 2. (53)
We may derive our conclusions from Theorem 1 as follows: For any
prescription of the vortex locations, p1 , p2 , ..., pN1 and q1 , q2 , ..., qN2 , there is
a solution in the extended electroweak model of BimonteLozano with two
Higgs doublets governed by the system (50)(51) if and only if the
inequalities in (53) holds. Furthermore, if there is a solution, it must be
unique. See also [35] for a specialized study. Note that the condition (53)
is independent of the locations of the vortex points but only depends on the
total vortex numbers. Such a situation clearly indicates the noninteracting
nature of the vortices viewed as identical particles.
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We then consider the full plane case, M=R2, under the same non-
degeneracy condition. Our conclusions for the problem are: For any
prescribed data p1 , p2 , ..., pN1 and q1 , q2 , ..., qN2 , the system (50)(51) has
a unique solution which gives rise to a finite-energy multi-vortex solution
of the equations of motion of the action density (49), which tends to the
classical symmetry-breaking vacuum state exponentially fast and has the
quantized flux-lines for the weak force and the two magnetic fields deter-
mined by the formulas
8F=
g?
2det(A)
v40(g$
2[Y2N1+Y1N2][Y1&Y2]
+ g21[Y$2N1+Y$1N2][Y$1&Y$2]),
8G=
g$?
2det(A)
v40(g
2[N1+N2][Y1&Y2]
(54)
+ g21[Y $2N1+Y $1N2][Y1Y $2&Y $1Y2]),
8G =
g1 ?
2det(A)
v40(g
2[N1+N2][Y$1&Y$2]
+ g$2[Y2N1+Y1 N2][Y$1 Y2&Y1Y2 $]).
We note that the above expressions follow from (5) directly. Further-
more, in the compact case M=T, the same flux-quantization formulas
stated in (54) for the unique condensate solution are valid as well.
5.2. The Gauged Linear Sigma Models
In the recent work of Schroers [28], it is shown that in (2+1) dimen-
sions many interesting topological solitons in the Bogomol’nyi limit [8]
can be studied in a unified way in terms of the gauged linear sigma models
in which the Higgs potential density is given by a sum of the
FayetIliopoulos D-terms [15, 5, 34, 23]. Our study here allows us to
provide an existence and uniqueness theorem for Schroers’ solitons. In fact,
it was the general work of Schroers [28] that initiated the present unified
mathematical analysis. It is hoped that the methods here are suggestive to
other interesting problems in quantum field theories. For example, in a
way, our variational method via the Cholesky decomposition theorem may
be useful to tackle the existence problem for a wide class of non-Abelian
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relativistic self-dual ChernSimons equations [13]. We intend to pursue
this problem in a forthcoming work.
Recall that, in the general formulation of Schroers [28], the topological
solitons are governed by the system of equations
2uj= :
n
k, l=1
e2lQlkQlk(e
uk&rk)+4? :
Nj
k=1
$pjk (55)
in the full R2 ( j=1, 2, ..., n). Here the unknowns uj ’s are again subject to
the boundary condition at infinity:
lim
|x|  
euj (x)=rj , j=1, 2, ..., n, (56)
Q=(Qjk) is an n_n nonsingular matrix with real entries, and ek , rk are
positive numbers. To apply our results, we rewrite (55) in the form (1) for
which the ‘‘mass matrix’’ A=(ajk) is
A=Q{ diag [e21 , e
2
2 , ..., e
2
n]Q,
which indeed says that A is positive definite. In view of Theorem 2, we see
that (55)(56) have a unique solution. We also know that this solution is
such that the asymptotics stated in (56) can all be achieved exponentially
fast at infinity and that the expressions in (5) are valid. This latter result
may be used to calculate the n quantized ‘‘magnetic’’ flux-lines. Finally,
similar results hold in the compact setting, M=T, or any other closed
2-surfaces, on which we will not elaborate.
6. NONEXISTENCE PROOFS
We are yet to prove the statements made in Theorem 3 concerning non-
existence for the system (1) when M is R2. It will be seen from the study
here that, indeed, the condition r>0 is important for existence.
We shall concentrate on the case r=0 first. The system (1) takes the
form
2u=AU+s, s=4? \ :
N1
k=1
$p1k , :
N2
k=1
$p2k , ..., :
Nn
k=1
$pnk+
{
. (57)
where, as before, U=(eu1, eu2, ..., eun){. With U= euj and using the
arithmetic mean-geometric mean inequality, we see that the equation (57)
gives us
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2U=U{2u+ :
n
j=1
euj |{uj |2
U{2u=U{AU
c |U|2
c
n
U2. (58)
We now show that there is no globally defined function U{0 on DR
which satisfies (58). For this goal, we use (r, %) to denote the polar
coordinates and set
W(r)=
1
2? |
2?
0
U(r, %) d%.
Using the 2?-periodicity of U with respect to the angular coordinate %, we
obtain
rWr=
1
2? |
r
0
|
2?
0 \[\U\]\+
1
\
2U
2% + d%d\
=
1
2? |
r
0
|
2?
0
h(\, %)\d%d\, (59)
where we have set h=2U in R2. Since h is a positive-valued smooth func-
tion in view of (58), except at x= pjk ( j=1, 2, ..., n, k=1, 2, ..., Nj), the for-
mula (59) says that Wr>0. Furthermore, differentiating (59), we have
1
r
(rWr)r=
1
2? |
2?
0
h d%, r>0. (60)
We next restrict our attention to the interval r>R where R>0 is so large
that the disk of radius R and centered at the origin contains all the vortex
points pjk ’s. Thus inserting (58) into (60) and then using the Jensen
inequality, we arrive at
1
r
(rWr)r
c
2n? |
2?
0
U2 d%

c
n \
1
2? |
2?
0
U(r, %) d%+
2
=
c
n
W 2, r>R. (61)
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In (61), we use the new variable t=ln r. Thus we have WttCW 2,
t>t0=ln R, C=cR2n. Multiplying this differential inequality by Wt>0
and integrating, we obtain
W 2t (t)&W
2
t (t0)>
C
3
(W3(t)&W3(t0)), t>t0 .
Integrating the above inequality, we obtain
>|

W(t0)
dW
- W3&c1
> |
W(t)
W(t0)
dW
- W 3&c1
c2 |
t
t0
ds, (62)
where c1 , c2>0 are constants with W3(t0)>c1 . From (62) we immediately
see that W must blow up in finite ‘‘time’’, t>t0 . Hence U cannot be a
global function as claimed.
Naturally one may wonder whether (1) may allow a solution when only
some members among the components of r are zero but the rest of them
remain positive. The rest of this section focuses on this problem. The
statements made in Theorem 3 are some first-step results under the sim-
plest conditions one can think of beyond the case rj=0 (\j) just studied.
As mentioned, we next concentrate on the special case that rn=0 but
rj>0 for j=1, ..., n&1 (n2) (part (i) in Theorem 3). We shall see that
there may be no globally defined solution either, whatsoever, when the
specific condition stated in part (i) of Theorem 3 holds. Of course, it will
also be interesting to investigate the nonexistence problem under more
general situations.
To proceed, we use the transformation defined as in (9), namely,
w=L&1(u&u0). With the notation L&1=(L$jk) ( j, k=1, 2, .., n), we know
that
wj= :
j
k=1
L$jk(uk&u0k), j=1, 2, ..., n, (63)
because L&1 is also a lower triangular matrix. The system (1) becomes
2w=L{(U&r)+L&1g or
2wj= :
n
k= j
Lkj \exp _u0k+ :
k
k$=1
Lkk$wk$&&rk++ :
j
k=1
L$jk gk , j=1, 2, ..., n
whose last equation is the simplest one,
2wn=Lnn exp \u0n+ :
n
j=1
Lnjw j++ :
n
k=1
L$nkgk . (64)
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We now recall the condition that all the off-diagonal entries of L are non-
positive. Therefore we have
L$nk0, k=1, ..., n&1. (65)
Since gj>0 for all j and L$nn>0, we see that 2wn #h>0. As before, define
W(r)=
1
2? |
2?
0
wn(r, %) d%.
Then, integrating (64) as in (59) and using h>0, we find that Wr>0 for
all r>0.
On the other hand, recall the boundary condition euj=r j>0
( j=1, ..., n&1) at infinity. In particular the relations (63) say that the func-
tions w1 , ..., wn&1 are bounded in R2, which implies that the function
exp \ :
n&1
j=1
Lnjwj +
is bounded from below by a positive constant. Substituting this result into
(64) and using the property that Lnn>0, we see that there are constants
c1 , c2>0 to make
2wnc1 ec2wn (66)
valid in DR=[x # R2 | |x|>R]. The right-hand side of (66) is again a con-
vex function in the variable wn . Hence a similar argument as before (see
also [27] and references therein) shows that W satisfies
Wtt>C1 eC2W, t>t0=ln R, t=ln r.
Multiplying the above inequality by Wt>0 and integrating, we arrive at
W 2t (t)&W
2
t (t0)>
C1
C2
(eW(t)&eW(t0)), t>t0
which leads to the inequality similar to (62):
>|

W(t0)
dW
- eW&c3
>|
W(t)
W(t0)
dW
- eW&c3
>c4 |
t
t0
ds,
where c3 , c4>0 are constants with c3<eW(t0). Hence W blows up in finite
t>t0 which implies that wn cannot be globally defined and the expected
nonexistence thus again follows.
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We now show that part (ii) of Theorem 3 follows immediately as an
example. Indeed, when n=2, the system (1) becomes
2u1=a11(eu1&r1)+a12(eu2&r2)+4? :
N1
j=1
$pj ,
(67)
2u2=a21(eu1&r1)+a22(eu2&r2)+4? :
N2
j=1
$qj , x # R
2.
Here we assume that a12=a210. Since the coefficient matrix A=(ajk) is
positive definite, we can define a>0, b0, c>0 by
a=- a11 , b=&
a12
- a11
, c=a22&a
2
12
a11
. (68)
It is easily checked that the Cholesky decomposition (8) is determined by
the matrix
L=\a 0b C+ . (69)
From (69), we see that the condition (65) is fulfilled. Hence we may con-
clude that the system (67) has no solution for r1>0, r2=0. By symmetry,
we see that there is no solution either if r1=0, r2>0.
One may ask whether there are solutions when a12=a21>0. Despite
some effort, an existence result has not been obtained. The statement made
in part (iii) of Theorem 3 presents a partial nonexistence result. Here we
provide its proof, which comes from an idea suggested by H. Brezis [36].
Recall that we have assumed in (67) the condition r1>0, r2=0. Without
loss of generality, we may also assume r1=1 because otherwise we can
make the shift u1 [ u1+ln r1 , u2 [ u2+ln r1 to put the system into the
desired simplified form. Similar to (68), we define
a=- a11 , b=
a12
- a11
, c=a22&a
2
12
a11
. (70)
Then the decomposition (8) gives us the matrices
L=\a 0b c+ , L&1= \
1a
&bac
0
1c+ . (71)
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It suffices to put +=1 in (23) and simply set
u01=& :
N1
j=1
ln(1+|x& p j |&2), u02=& :
N2
j=1
ln(1+|x&qj |&2),
(72)
g1=4 :
N1
j=1
1
(1+|x& pj |2)2
, g2=4 :
N2
j=1
1
(1+|x&qj |2)2
.
With these preparations, (67) becomes under the substitution uj=u0j +v j
( j=1, 2) the form
2v1=a11(eu1
0+v1&1)+a12 eu2
0+v2+ g1 ,
(73)
2v2=a21(eu1
0+v1&1)+a22 eu2
0+v2+ g2 .
As before we introduce the new variable vector w=(w1 , w2){ by setting
w=L&1v. Therefore (71) gives us the transformed system (73) as follows:
2w1=a(eu1
0+aw1&1)+beu2
0+bw1+cw2+
1
a
g1 ,
(74)
2w2=ceu2
0+bw1+cw2&
b
ac
g1+
1
c
g2 .
Remember that the numbers a, b, c are all positive. We shall only be
interested in solutions satisfying the finite (potential) energy condition
eu2<. Therefore the convergent integral
|
R2
eu2
0+bw1+cw2 dx#2?; (75)
well defines a positive number ;. We concentrate on the second equation
in (74).
Consider the Newton potential
v(x)=
1
2? |R2 (ln |x& y|&ln | y| ) h( y) dy
where h is the right-hand side of the second equation in (74). By (75) there
holds
|
R2
h(x) dx=2? \c;&2N1 bac+2N2
1
c+ .
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Since v satisfies 2v=h in R2, we see that w2&v is an entire harmonic
function. On the other hand, because the boundary condition
eu1  1, eu2  0 as |x|   implies that w2  & as |x|  , we see that
w2 is bounded from above. Hence we may find a constant C>0 so that
w2(x)&v(x)C(ln |x|+1) for |x|1. Consequently w2=v+c for some
suitable constant c. Such a result enables us to derive the relation
lim
|x|  
w2(x)
ln |x|
= lim
|x|  
v(x)
ln |x|
=
1
2? |R2 h(x) dx=c;&2N1
b
ac
+2N2
1
c
# &_.
This expression tells us that, in order to ensure the convergence of the
integral (75), we must have the necessary condition c_2. Namely,
b
a
N1&N21+
1
2
c2 ;>1,
which is indeed the inequality stated in part (iii) of Theorem 3.
The proof of Theorem 3 is thus complete.
We now pursue a possible physical interpretation for the situation that
some of the components of the vacuum expectation vector r=(r1 , r2 , ..., rn)
may vanish. For this purpose, it is most direct, perhaps, to relate rj ’s to the
temperature dependence of the model within the following standard
framework.
First let T denote the temperature and Tc>0 some critical temperature.
Then the rj ’s are T-dependent numbers given by
rj=Rj \1&_ TTc& 2+ , j=1, 2, ..., n, (76)
where Rj ’s are positive constants. Finite-energy condition rj0
( j=1, 2, ..., n) says that the system makes sense only when the temperature
is subcritical: TTc . Our results (Theorems 2 and 3) then imply that there
are vortex solutions in the full plane if and only if T is strictly below Tc
because there can be no solution at the critical temperature T=Tc in view
of the beginning statement in Theorem 3.
Next we assume that the critical temperature Tc is replaced by n not
necessarily all distinct critical temperatures T cj ’s, ordered in such a way
that
T 1c T
2
c ...T
n
c>0.
Thus (76) becomes
rj=Rj \1&_ TT jc&
2
+ , j=1, 2, ..., n.
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When the temperature is sufficiently low to make T<min[T jc valid, r j>0
( j=1, 2, ..., n) again and the existence of multivortex solutions is ensured
as in the previous case of a unique critical temperature. However, in the
present situation, we can find a j0>1 so that T jc=T
n
c ( j= j0 , ..., n) but
T j0&1c >T
j0
c . Thus, when the temperature T of the system reaches the first
critical temperature, T=T j0c =T
n
c , we have rj>0 ( j=1, ..., j0&1) but
rj=0 ( j= j0 , ..., n). In other words, we are in a phase where the gauge sym-
metry is only partially broken.
In addition to the nonexistence results stated in Theorem 3, it would be
interesting to know whether the system allows any solution to exist. As
mentioned earlier, so far, this is an open problem even in the case of a 2_2
system. In particular, it would be interesting to know whether the
inequality obstruction stated in (iii) of Theorem 3 is sharp. This existence
problem may also be viewed from the point of gauge symmetry breaking.
The case where r=0 corresponds to the completely restored vacuum
symmetry. In this context there is no vortex solution which indicates that
the presence of vortices cannot come from symmetry restoration. The
open question as to whether there exist any solutions when only some
components of r vanish but the rest of its components remain positive is
based on the idea that a partially broken symmetry may already be enough
to onset vortices [28]. In fact, in the context of ChernSimons models, it
is well known that there are an important class of vortex solutions, called
nontopological solitons, arising from asymptotically symmetric phase [19,
31, 12]. These solutions comprise a continuous family, whose electric and
magnetic charges, energies, and momenta can assume values in explicitly
determined intervals.
An application. In Schroers [28] the system (67) appears with
a11=a22=e21+e
2
2 and a12=a21=e
2
1&e
2
2 where e1 , e2 are two positive
coupling constants resembling the negative electron charge. Our study
above indicates that, under the condition e1e2 , there is no solution
unless the gauge symmetry is completely broken, i.e., r1>0, r2>0. Besides,
for e1>e2 , there is no solution for r1>0, r2=0 satisfying the finite-energy
condition eu2< when
e21&e
2
2
e22+e
2
2
N1N2+1.
7. A GENERALIZED SYSTEM
In this section we comment that some existence results may be estab-
lished for the more extended situation that the coefficient matrix A in the
30 YISONG YANG
system (1) is not positive definite or not even symmetric. For greater
generality, we study the system
2v=AV&g , x # M, (77)
where the Dirac measure type source terms may be viewed as absorbed
into a well-defined background as in Section 2, the matrix A is simply non-
singular,
V=(H1 ev1, H2ev2, ..., Hnevn){, g=(g1 , g2 , ..., gn){
with Hj , gj ( j=1, 2, ..., n) sufficiently regular (say C:), and M is a closed
2-surface. The scalar form (n=1) is exactly the classical 2-dimensional
conformal deformation equation for prescribed Gaussian curvature [4, 6,
18, 23, 11]. When A fails to be a symmetric positive definite matrix, there
is a lack of physical motivation at this moment and our study of the system
(77) is of only mathematical interest.
To proceed, we will look for an analogous variational principle as in
Section 2. Recall that, when A is nonsingular and has nonvanishing
principal minors of all orders, the more general Crout decomposition
theorem ensures the existence of two n_n matrices, L=(Ljk), which is
again lower triangular with Ljj=1 ( j=1, 2, ..., n), and, R=(Rjk), which is
upper triangular and has nonvanishing diagonal entries, so that
A=LR. (78)
In fact L and R can be explicitly constructed from A=(ajk) according to
the scheme [32]
R1k=a1k , k=1, 2, ..., n,
Lj1=
a j1
R11
, j=2, ..., n,
(79)
Rjk=ajk& :
j&1
k$=1
Ljk$Rk$k , k= j, j+1, ..., n, j2,
Lkj=
akj& j&1k$=1 Lkk$Rk$j
R jj
, k= j+1, ..., n, j1,
which will be useful in the sufficient conditions derived later for the
existence of a solution of the system (77).
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Again we apply the transformation (9) to (77). Setting b=L&1g, we
have 2w=RV&b. Note that b=(b1 , b2 , ..., bn) is now a vector function.
Thus the transformed system may be written
2wj= :
n
k= j
RjkHkexp \ :
k
k$=1
Lkk$wk$+&bj , (80)
j=1, 2, ..., n.
For simplicity we now impose the condition that
Hj 0, Hj (x)>0 for some x # M, j=1, 2, ..., n. (81)
Integrating (80), we obtain the following n constraints which resemble the
Euler characteristics constraints in the conformal deformation equation
case or the conditions (13) in the vortex equation case:
|
M
Hj exp \ :
j
k=1
Ljk wk+=Bj where B=R&1 |M b=A&1 |M g. (82)
It is seen that the condition (81) and the matrix L being lower triangular
ensure the nonemptyness of the admissible space
S=[w | w # H(n) and satisfies (82)] (83)
provided that B>0. In the section, we always assume this to hold.
Consider the minimization problem (14) with A being replaced S
defined in (83). We shall first verify the same variational principle proved
in Section 2.2 for our general situation here. For this purpose, assume that
w is a solution of the revised (14). Then the method of Lagrangian multi-
pliers again implies the existence of n real numbers, *1 , *2 , ..., *n , so that
|
M
{wj } { fj&bj fj= :
n
k= j
Lkj *k |
M
Hk exp \ :
k
k$=1
Lkk$wk$+ fj , \fj # H. (84)
Setting f1 #1 ( j=1, 2, ..., n) in (84) and using (82), we have
&b j #&|
M
b j= :
n
k= j
Lkj*kBk .
It is more transparent now to write the above into its matrix form
&b =L{4B, or
&RB=L{4B, 4=diag[*1 , *2 , ..., *n]. (85)
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Since both R and L{4 are upper triangular matrices and B>0, so
L{4=&R. Hence (84) become
|
M
{wj } {f j&bj fj=& :
n
k= j
Rjk |
M
Hk exp \ :
k
k$=1
Lkk$wk$+ fj , \fj # H.
and the standard elliptic regularity theory implies that w is a classical
(C2, :) solution of the original system (77). Consequently the Lagrangian
multipliers take the desired values and the constraints (82) are also natural
as before.
We need now to examine when the revised problem (14) (with A being
replaced by S) allows a solution. To this end, we rewrite (82) as
:
j
k=1
Ljkw k=ln Bj&ln \|M H j exp _ :
j
k=1
Ljkw$k&+#_ j ,
where the decomposition wj=w j+w$j satisfies w j # R and M w$j=0
( j=1, 2, ..., n). Thus, with the notation L&1=(L$jk), the fact that w =L&1_,
and the Poincare inequality, we obtain
I0(w)= :
n
j=1\
1
2 &{w $j&
2
2&|
M
b jw $j&b jw j+
 12 (1&=) :
n
j=1
&{w $j&22+ :
n
j=1
bj :
j
j $=1
L$jj $
_ln \|M Hj $ exp _ :
j $
k$=1
Lj $k$ w$k$ &+&C1(=),
# 12 (1&=) :
n
j=1
&{w $j&22+ :
n
j=1
bj :
j
j $=1
L$jj $ ;j $&C1(=), (86)
where =>0 is an arbitrarily small number and C1(=)>0 depends on =. On
the other hand, the MoserTrudinger inequality gives us
|
M
Hj exp \ :
j
k=1
Ljk w$k+C2(=) exp \_ 116?+=& |L| 2 &{w&22+ . (87)
where |L| is the norm of the mapping L: Rn  Rn. In the following, we
also use | } | to denote the norm of a vector in Rn induced from the
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standard inner product. The second term on the right-hand side of (86)
satisfies
} :
n
j=1
b j :
j
j $=1
L$jj $ ;j $ }=|(b , L&1;)2 ||b | |L&1| |;|
|b | |L&1| \C3(=)+n _ 116?+=& |L|2 &{w$&22+ . (88)
Inserting (87) and (88) into (86) and assuming
n|b | |L&1| |L|2<8?, (89)
then the number =>0 may be chosen to be sufficiently small to obtain
I0(w)= &{w$&22&C(=). (90)
Therefore I0 is bounded from below on S. Besides, (90) also says that if
[wn] is a minimizing sequence for the revised problem (14), then [w $n] is
bounded in H(n). The TrudingerMoser inequality thus implies that
the corresponding sequence [_n] is also bounded, which leads us to the
boundedness of [wn] via the relation w n=L&1_n . Using these properties
and a weak compactness argument, we easily see that the existence of a
minimizer follows.
In summary, we state the existence result obtained for the system (77) as
follows.
Theorem 4. Consider the n_n system (77) and let the matrix L be
defined by (78)(79). Set b=L&1g. Suppose that the condition (81) holds
and
A&1 |
M
g>0.
Then, under the assumption (89), the system (77) has a classical solution.
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