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Abstract
Automatic machine translation evaluation
was crucial for the rapid development of
machine translation systems over the last
two decades. So far, most attention has
been paid to the evaluation metrics that
work with text on the sentence level and
so did the translation systems. Across-
sentence translation quality depends on
discourse phenomena that may not man-
ifest at all when staying within sentence
boundaries (e.g. coreference, discourse
connectives, verb tense sequence etc.). To
tackle this, we propose several document-
level MT evaluation metrics: generaliza-
tions of sentence-level metrics, language-
(pair)-independent versions of lexical co-
hesion scores and coreference and mor-
phology preservation in the target texts.
We measure their agreement with human
judgment on a newly created dataset of
pairwise paragraph comparisons for four
language pairs.
1 Introduction
Automatic machine translation (MT) evaluation is
a crucial technique that accompanied the develop-
ment of machine translation systems over the last
two decades. It allows replacing accurate, but pro-
hibitively slow manual evaluation by a fast and
replicable automatic evaluation routine approxi-
mating human judgment. So far, the most attention
has been paid to the evaluation metrics that work
c© 2018 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.
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with text on the sentence level and most of the MT
systems work at sentence level as well.
The recent advances in neural machine transla-
tion (Wu et al., 2016) demonstrated that the state-
of-the-art systems, are not too far from the human-
level quality on the sentence level. Translating
paragraphs or even entire documents is thus be-
coming a new challenge for MT systems. While
this progress is underway, one also needs to assess
the translation quality at the paragraph level.
Quality of coherent text translation depends
on discourse phenomena that cannot be resolved
within sentence boundaries. For instance, the cor-
rect sequence of events in the text or the correct
placement of gendered pronouns needs to be re-
tained in the target language text to provide a cor-
rect translation. Recent experiments with incorpo-
rating a broader context into neural machine trans-
lation (Wang et al., 2017; Jean et al., 2017) brought
only a modest improvement. As these approaches
were evaluated using only sentence-level metrics,
some important properties of the models might
have been missed.
Another important motivation for developing
paragraph- or document-level metrics is the grow-
ing popularity of reinforcement learning in neural
MT, optimizing the model directly towards a given
metric (Ranzato et al., 2015; Shen et al., 2016; Gu
et al., 2017). If we want to take advantage of this
setup at the paragraph level, more elaborated met-
rics are necessary.
In this paper, we propose several paragraph-
level MT evaluation metrics. We evaluate how
these metrics agree with human judgment while
deciding which translation is better when only a
single paragraph of text is used for the compar-
ison on four different language pairs. Because
of the lack of annotated data, we create our own
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dataset consisting of the system outputs submit-
ted to the shared translation tasks of the Workshop
on Machine Translation (WMT) between 2014 and
2016 (Bojar et al., 2014; Bojar et al., 2015; Bojar et
al., 2016). The dataset with anonymized paragraph
translation ratings will be published with the final
version of this paper.
The remainder of the paper is organized as fol-
lows: Section 2 summarizes the previous work,
Section 3 introduces the paragraph-level level met-
rics, Section 4 describes the evaluation dataset. In
Section 5, we describe the experiments we con-
ducted to estimate agreement of the proposed met-
rics with human judgment.
2 Previous Work
There have been a few attempts so far to mea-
sure translation quality beyond the sentence level.
With most of the MT frameworks still translating
sentence by sentence, there was no urgent need
to measure quality at higher levels. The fact that
the standard MT scoring methods such as BLEU
(Bilingual Evaluation Understudy) (Papineni et al.,
2002), seem to correlate well with human judg-
ment further supported and established that prac-
tice.
With the advent of high-quality sentence-level
machine translation (Wu et al., 2016; Gehring et
al., 2017; Vaswani et al., 2017), one of the next
challenges is to translate entire paragraphs and
documents consistently, i.e. in a lexically coher-
ent and pragmatically appropriate manner. Argu-
mentative structure of text, consistency of lexical
choice, and the right ‘tone’ for its pragmatic intent
are the next problems to focus on.
Simple n-gram matching (as with BLEU) and/or
allowing for certain word order and synonym
variants (as with METEOR (Lavie and Agarwal,
2007)), will likely not be able to capture the afore-
mentioned linguistic phenomena that are crucial
for the coherence of the entire text. More aggra-
vatingly, both BLEU and METEOR heavily rely
on comparison against one (or sometimes up to 4)
human reference translations. These are however
not usually available for an entire document. The
BLUE score is technically a corpus-level metric
because it computes the brevity penalty over the
whole corpus. Nevertheless, it does not make use
of cross-sentence information in a particularly use-
ful way.
Carpuat (2009) empirically showed that enforc-
ing the one-sense-per-discourse hypothesis by re-
peating the same words in an MT output can po-
tentially improve the MT quality. Wong and Kit
(2012) proposed measuring the semantic similar-
ity of previously seen words in a text in order to
capture lexical cohesion of documents in the target
language. Lexical cohesion relates to word choice,
that Wong and Kit measure by tracking collocation
and reiteration (of word stems), additionally allow-
ing for synonyms, near-synonyms and superordi-
nates (for collocation). We take on this approach
as well and provide a language-independent vari-
ant in Section 3.1.
Soricut and Echihabi (2010) on the other hand,
viewed the document-level MT evaluation as a
ranking problem. They built an MT system that re-
lies on regression models to find BLEU-like num-
bers for good translations at the document-level
which are then ranked higher than others. Simi-
larly to what we will find below, Soricut and Echi-
habi have shown that an averaged BLEU score
over a document is a useful indicator of actual
good translation quality and can be used as a fea-
ture to find pseudo-reference translations (coming
from a secondary MT system) that in turn can be
used to estimate the quality of the former MT sys-
tem.
Similarly, Scarton and Specia (2014) are con-
cerned with quality estimation at the document
level, especially when no human reference trans-
lations are available. They use a mix of pseudo-
reference scores, as Soricut and Echihabi (2010),
together with the lexical cohesion features by
Wong and Kit (2012). They take the word
form repetitions to make the metric language-
independent, while we rely on word embeddings
that account for richer encoding of synonyms,
antonyms etc. than just pure repeated mentions.
The main discursive features Scarton and Specia
use are LSA scores. They rely on Spearman rank
correlation of the word vector of a current sen-
tence compared to all sentences of the document.
Whereas both Soricut and Echihabi’s and Scarton
and Specia’s papers need human reference trans-
lations or at least pseudo-references for training
their regression models, our metrics below can be
deployed fully automatically and rely mostly on
a monolingual (but automatic) word aligner and
freely available, automatic syntactic and semantic
parsers.
Hardmeier and Federico (2010) and Miculi-
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cich Werlen and Popescu-Belis (2017) use F -score
based metrics for pronoun translation evaluation.
In Sections 3.2 we take a similar approach from
computing coreference preservation.
Besides the approaches presented above, there
have also been a few attempts to measure trans-
lation quality for certain discourse phenomena in
isolation. Meyer et al. (2015) have developed
a metric to measure improvements on MT for
discourse connectives, whereas for example Go-
jun and Fraser (2012) and Loaiciga et al. (2014)
specifically looked at measuring translation qual-
ity for verb tense. Although these approaches
have presented interesting results, they can unfor-
tunately not point to the overall translation quality
of an entire paragraph.
3 Implemented Paragraph-Level Metrics
We implement two sets of metrics. The first ones
operate on the paragraph level and are mostly gen-
eralizations of existing MT evaluation metrics (see
Section 3.1).
The second set of metrics relies on monolingual
word alignment between the reference paragraph
and the translation hypothesis (see Section 3.2).
Word alignment allows us to measure linguis-
tically motivated statistics about the translation.
Nevertheless, alignment errors can pose the dan-
ger of bringing additional noise to the evaluation.
Moreover, word alignment is only an approxima-
tion of what we would really need for thorough
document level statistics which would be phrase-
level alignment.
In order to find linguistic features (especially en-
tities, coreference and morphology) for the metrics
described in the following section, we have been
analyzing the respective texts with the Google
Cloud Natural Language API1.
3.1 Metrics without the Monolingual
Alignment
Paragraph-Level BLEU. We implemented a
simple extension of the standard sentence-level
BLEU score (Papineni et al., 2002). Unlike the
standard BLEU score, we compute the n-gram
statistic throughout the whole paragraph.
The BLEU score is a product of modified n-
gram precision and a brevity penalty. The modi-
fied n-gram precision approximates the lexical ad-
1Publicly available at: https://cloud.google.com/
natural-language/docs/
equacy of the translation and its local fluency. Note
that the longer the text is, the less reliable the short
n-gram precision becomes because the most fre-
quent words from a language are more likely to
get covered by chance. The brevity penalty pre-
vents overrating of longer texts as the probability
of accidental covering of the reference text by the
hypotheses’ n-grams grows with the text length.
Lexical Cohesion Score. One of the features we
attribute to a good translation is its stylistic consis-
tency which also includes lexical cohesion. Espe-
cially in non-fiction text, we expect the same terms
to be used for the same concepts as well as their
belonging to the same language register.
Wong and Kit (2012) tried to capture these phe-
nomena in a lexical cohesion score for MT eval-
uation. The original metric is an average ratio of
semantically similar content words observed pre-
viously in the text. We propose a language inde-
pendent extension of the metric.
Formally, we define the score in the following
way:
1
|C| − 1
|C|∑
i=2
1 [∃cj : j < i & ci is related to cj ]
(1)
where C = (c1, . . . , c|C|) is a sequence of con-
tent words in the text. Semantic similarity was
originally defined by a graph distance threshold in
WordNet (Fellbaum, 1998) which does not have
sufficiently high coverage for languages other than
English.
In order to overcome this drawback we reformu-
late the score:
1
|C| − 1
|C|∑
i=2
max
j=1..i−1
sim(ci, cj). (2)
As function sim, we use cosine similarity of pre-
trained word embeddings (Mikolov et al., 2013)
instead of the binary indication of semantic sim-
ilarity based on WordNet.
3.2 Metrics Requiring Monolingual
Alignment
For monolingual alignment, we re-implemented
the state-of-the-art rule-based monolingual
aligner (Sultan et al., 2014). In order to make the
aligner language-independent, we transferred the
rules for finding equivalent dependency structures
from Stanford-style dependencies to Universal
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Figure 1: Examples of coreference chain projection via monolingual alignment.
Prec. Recall F1 Acc.
METEOR 89.7 71.0 79.3 10.8
Our aligner 88.2 65.7 75.3 10.1
Table 1: Comparison of the METEOR aligner and
our aligner on the Edinburgh++ dataset.
Dependencies (Marneffe et al., 2014). Unlike
the original aligner, our aligner does not require
explicitly aligned sentences and is agnostic to the
sentence boundaries as it is treating the paragraphs
as dependency forests.
The alignment algorithm is a pipeline of rule-
based steps. In the first step, it aligns identical
word sequences and named entities. In the sec-
ond step, the dependency surroundings of already
aligned content words are aligned if their depen-
dency labels belong to manually designed cate-
gories. Then, linear surroundings of the content
words are aligned if the words in the surroundings
are similar enough. For that purpose, we use the
lexical paraphrases table of PPDB 2.0 paraphrase
database (Pavlick et al., 2015) and a word embed-
ding distance. We repeat the procedure for non-
content words, with the only difference that we
use semantic similarity in the dependency context
alignment as well.
The aligner has similar results to the METEOR
aligner (Lavie and Agarwal, 2007) when com-
paring against the Edinburgh++ dataset (Cohn et
al., 2008) (see Table 1). It does not use longer
phrases from the paraphrase database which would
increase the aligning complexity prohibitively in
case of long texts.
Paragraph-Level METEOR. We extended the
METEOR score to operate on the paragraph level
in a straightforward manner. As the standard ME-
TEOR, it is a product of a disfluency score d and
an adequacy score a. The disfluency score is com-
puted as
d =
1
2
(
# alignment steps
# unigrams matched
)3
(3)
and captures how much the hypothesis paragraph
would need to be torn apart in order to be aligned
with the reference.
Lexical adequacy is computed as a weighted
harmonic mean of precision and recall:
a =
10 · P ·R
R+ 9P
(4)
where P and R stands for precision and recall of
the hypothesis words computed over the monolin-
gual alignment.
We evaluate two methods of computing preci-
sion and recall. In the standard way, which we re-
fer to as Hard METEOR, we assign a unit weight
to all alignment links. As an alternative, we in-
troduce Soft METEOR where we weight the align-
ment links by word similarity estimated from word
embeddings distance and weight the precision and
recall accordingly.
Morphology Preservation. Similarly to the
METEOR score, where we compute the lexical
adequacy of all words in the text, we can mea-
sure preservation of morphological categories that
can provide information about phenomena that are
crossing sentence boundaries.
As in METEOR, we measure the F -score of the
morphological categories being the same. The F -
score takes into account also the false negatives
and false positives. Alternatively, we calculate
the accuracy of only those word pairs that have
been aligned together. Computing the accuracy
instead of the F -measure is more appropriate in
cases where morphological categories are not well-
covered by the monolingual alignment, e.g. pro-
nouns.
We measure the preservation of pronoun num-
ber and gender, which should capture the extent
of coreference chains throughout the text. Addi-
tionally, verb gender, tense and number will also
capture how the sequence of described events is
preserved between the translation hypothesis and
the reference.
Computing morphology preservation is not only
limited by the quality of the monolingual align-
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English source: The fertile ground and the rainforest climate of Isla del Rey are ideal for growing
marijuana plants. Three days ago the authorities in Panama tore out the 4,500 plants and burnt them.
German reference System A System B
Der fruchtbare Boden und das re-
genwaldtypische Klima der Isla
del Rey sind fu¨r das Gedeihen
der Marihuana-Pflanzen bestens
geeignet. Seit drei Tagen reissen
die Beho¨rden Panamas die 4500
Pflanzen aus und verbrennen sie.
Der fruchtbare Boden und das
Regenwaldklima von Isla del Rey
sind ideal, um Marihuanaanla-
gen zu wachsen. Vor drei Tagen
rissen die Beho¨rden in Panama
die 4.500 Anlagen heraus und
verbrannten sie.
Der fruchtbare Boden und das
Regenwaldklima von Isla del
Rey sind ideal fu¨r wachsende
Marihuana-Pflanzen. Vor drei
Tagen haben die Beho¨rden in
Panama die 4.500 Pflanzen aus-
gebrannt und verbrannt.
Sentence-level BLEU .229 .233
Sentence-level METEOR .392 .376
Sentence-level TER .545 .545
Paragraph BLEU score .203 .229
Coreference: BLANC .791 .890
Coreference: Non-link F1 score .966 .980
Hypotheses lexical cohesion .594 .632
Meteor – hard .447 .530
Meteor – soft .434 .522
Pronoun gender accuracy .941 .900
Pronoun number accuracy 1.000 .950
Verb gender F1 score .667 .500
Verb number F1 score .667 .250
Verb tense F1 score .222 .250
Table 2: Score values for the implemented document-level metrics. This illustrates proof-of-concept and
good correlation with sentence-level metrics.
ment. It can also generate false positives, e.g. in
cases where grammatical gender is not preserved
because of different but still correct lexical choice.
We believe that averaged over a longer dataset, this
type of metrics can still bring interesting linguistic
insight.
Coreference Preservation. Coreference chains
can easily get broken during machine translation,
especially when the translation is done on the sen-
tence level. Except for indirect measurements
of the coreference preservation via morphologi-
cal categories of pronouns and verbs, we also ex-
plicitly compute coreference preservation via pro-
jection of the reference coreference chains to the
translation hypothesis.
We apply entity and coreference resolution on
the translation hypothesis (by detecting all nomi-
nal elements such as noun phrases, proper names
and pronouns, as well as their coreference links).
We project these mentions of entities in the hy-
pothesis text to the reference translation using the
alignment links as illustrated in Figure 1. No re-
strictions are imposed on this projection, so that
the projected mentions do not even have to be con-
tinuous chunks of text. This also gives a mention
matching that can be used during metric computa-
tion.
Once the projection is done, we treat the corefer-
ence chains in the reference text as the ground truth
and measure the quality of the projected chains
(i.e. treat them as the response).
There are two main approaches to the evaluation
of coreference resolution. We can either measure
how well the resolver spotted the words in the en-
tity mentions or how well it preserved the corefer-
ence links. We therefore implemented two coref-
erence metrics: the B3 average F1 score for treat-
ing the problem as retrieval of mentions, and the
BLANC score (Luo et al., 2014), which is an aver-
age of the F1 score of the coreference links and the
F1 measure of the complements of the coreference
links (complement of the complete graph).
Table 2 shows the values of the document-level
translation evaluation metrics in a real example
from the WMT 2016 test set. When judged by a
human, the hypothesis from system A is slightly
183
Figure 2: Example evaluation task for human annotators
better, but has a lower sentence-level BLEU score
than system B. Our document-level metrics can
hint at the better quality of A with e.g. the lexi-
cal cohesion score as well as the pronoun and verb
morphology scores.
4 Dataset
Unlike sentence-level MT evaluation which can
benefit from evaluation campaigns like the WMT
tasks of annual metrics evaluation (Bojar et al.,
2017), there is no dataset consisting of human
judgments on machine translation quality beyond
the sentence level. Even the metrics that were dis-
cussed in Section 2 were only evaluated against hu-
man judgments collected at the sentence level.
In order to evaluate our metrics reliably, we cre-
ated a new dataset consisting of pairwise paragraph
comparisons of machine translation outputs that
have been rated by several human annotators per
pair. The paragraphs are extracted from the freely
accessible test sets provided for the WMT work-
shops (years 2014 to 2016). Our rated data sets
will be made available publicly with the final ver-
sion of this paper.
4.1 Pilot Annotation
In order to determine a reasonable length for para-
graphs to be evaluated by human raters, we con-
ducted a pilot experiment where we sampled 30
paragraphs from the WMT datasets for the English
to German, German to English, English to French
and French to English translation directions. The
length of these paragraphs has arbitrarily been set
to approximately 180 words each. At this stage,
the target side translations have been sampled ran-
domly from system outputs submitted to the WMT
shared news tasks of the years 2014 to 2016. The
annotators were provided with a simple user inter-
face that showed them the human reference trans-
lation, a system output A to the left and a system
output B to the right. The annotators task was to
select either system A is better, undecided or sys-
tem B is better compared to the reference transla-
tion (Figure 2). In the pilot round, the evaluators
were trained linguists and native speakers of the
target languages. The annotators were afterwards
informally interviewed.
We learned from the feedback of annotators
that the sampled paragraph length of 180 words
is enough to capture phenomena in translation
that cross sentence boundaries. Metric-wise, our
paragraph-level extensions of BLEU and ME-
TEOR are reasonable choices, especially for En-
glish to French and French to English translation
and align well with the human judgment (which is
not to be expected to be perfect either when rating
over several sentences). Lexical cohesion differ-
ence and linked-based coreference scores also con-
firm that the more lexically coherent a paragraph
is, the higher it is rated by humans, independently
of the reference translation. The annotators rela-
tive agreement was over 70 % (κ = 0.4) and only
a minority of paragraph pairs remained undecided.
4.2 Large-Scale Annotation
The annotation of a bigger evaluation dataset was
done for four language pairs: English to Czech,
English to German, English to French and English
to Russian. The paragraphs were randomly sam-
pled from the same set of WMT system submis-
sions as in the pilot round2. In addition to the MT
systems submitted to WMT, we also translated the
sampled paragraphs with Google’s neural MT (Wu
et al., 2016).
Unlike the pilot round, which was conducted
2If you would like to use the dataset, please use
the following form: https://goo.gl/forms/
zvpOddi9FelFkJxJ2.
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language pair agr. κ BLEU ∆BLEU
en→ cs all .68 .53 12.3 6.1
good .42 .12 22.9 5.8
en→ de all .55 .33 17.0 6.1
good .37 .06 26.0 5.5
en→ fr all .58 .37 25.0 8.6
good .40 .05 36.5 6.5
en→ ru all .58 .37 20.9 8.9
good .42 .13 30.5 6.7
Table 3: Statistics on the collected dataset: an-
notator agreement (agr.) as a proportion of cases
when all three annotators agreed, Cohen’s κ, aver-
age BLEU score and average BLEU score differ-
ence (∆BLEU). Labels ‘good’ and ‘all’ refer the
quality of the translation the paragraphs were sam-
pled from. The former contains pairs of paragraphs
only from outputs of systems that achieved a total
sentence-level BLEU score of over 30 points on
the selected paragraphs. The latter contains sam-
ples irrespective of BLEU scores (also see Sec-
tion 4.2).
by trained linguists, the only requirement for this
larger crowd-sourced annotation was that the raters
must be native speakers of the target language and
must understand English. Every paragraph pair
was evaluated independently by three raters and
the majority vote was used as final rating decision.
To be able to better evaluate how the document-
level metrics behave under different circum-
stances, we created two test sets for each of the
language pairs. In the first test set, the paragraphs
are sampled randomly from the WMT submis-
sions which are often of different quality. The
second, more challenging test set, contains pairs
of paragraphs only from outputs of systems that
achieved a total sentence-level BLEU score of over
30 points on the selected paragraphs. Both vari-
ants contain 400 paragraph pairs for all the four
language pairs. The statistics of the dataset are
tabulated in Table 3. One notable fact is that the
annotator agreement (proportion of cases when all
three annotators agreed) is relatively low and even
decreases when using a higher quality system.
5 Experiments
We evaluated the metrics proposed in Section 3 on
the collected datasets on English to German and
English to French translation directions. For ev-
ery metric, we computed the proportion of cases
when the paragraph annotated as the better one
has also been assigned the higher score, i.e. which
of the two system outputs provides a better entire
paragraph translation when comparing to the refer-
ence. All the paragraphs were also evaluated with
the standard sentence-level metrics (BLEU, ME-
TEOR, TER)3. The detailed results are presented
in Table 4.
If we interpret the annotator agreement as prob-
ability that all three annotators agree, we can fac-
torize this probability into two steps: first that two
agreed (and thus did the majority vote) and that the
third annotator agreed with them. Therefore, we
can estimate the probability of the third annotator
agreeing with the majority vote as a square root of
the annotator agreement. These are presented in
the first line of Table 4.
The main finding of the analysis is that the
agreement of both the traditional sentence-level
metrics and the proposed metrics with the human
judgment is relatively low in pairwise compari-
son. In fact, only a small majority of the pair-
wise comparisons is done correctly. This particular
finding contradicts the training techniques based
on the REINFORCE algorithm (Williams, 1992)
where the update rule explicitly contains the pair-
wise comparison. Moreover, it is not clear whether
there is a room for improvement given that for
good translation systems, the performance of the
automatic metrics is on par with the estimated hu-
man agreements.
The other interesting result is that it is possi-
ble to estimate which translation is better almost
equally well when focusing only on a particular
phenomenon (coreference, lexical cohesion, mor-
phology) as with metrics that should capture the
translation quality holistically (METEOR, BLEU).
The metrics based on morphological analysis
achieved better performance on paragraph pairs
consisting of good translations. It might be so be-
cause the morphological analysis is more likely to
fail in case of malformed translation outputs where
the monolingual alignment is more difficult, be-
cause the hypothesis is different from the refer-
ence.
A similar trend can also be observed for coref-
erence preservation. The BLANC score used for
coreference evaluation is an average of F1 scores
of estimating correctly the coreference links and
3We used the metrics as implemented in MultEval, https:
//github.com/jhclark/multeval
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en→ de en→ fr
Metric good all good all
Estimated human agreement .610 .743 .629 .762
Sentence-level BLEU .615 .594 .643 .629
Sentence-level METEOR .612 .594 .640 .629
Sentence-level TER .567 .559 .610 .594
Paragraph BLEU score .610 .572 .658 .629
Coreference: BLANC .577 .428 .533 .542
Coreference: Non-link F1 score .584 .425 .538 .548
Hypotheses lexical cohesion .542 .489 .635 .499
Meteor – hard .587 .562 .640 .598
Meteor – soft .584 .562 .643 .601
Pronoun gender accuracy .484 .438 .495 .505
Pronoun number accuracy .524 .348 .443 .433
Verb gender F1 score .529 .198 .510 .492
Verb number F1 score .537 .214 .510 .464
Verb tense F1 score .537 .208 .508 .495
Table 4: Average agreement of the proposed metrics with the majority vote on human judgment on pair-
wise paragraph comparison. Columns denotes as ‘all’ contain randomly sampled system pairs, columns
denoted as ‘good’ contain only pairs where both compared paragraphs achieved a BLEU score of at least
30.
its complement-non-link relations. Often, a better
aggrement was achieved with the score computed
only over the non-link relations which are much
denser than the coreference links. We hypothesize
this makes the score more robust to alignment er-
rors.
6 Conclusions
The presented study focused on two main new con-
tributions.
First, we implemented an entire package of au-
tomatic paragraph-level MT quality metrics that
are language-(pair)-independent and track MT
quality at different levels throughout entire para-
graphs. Our extensions of the METEOR and lexi-
cal cohesion scores thereby showed promising re-
sults for most adequately and consistently measur-
ing paragraph-level MT quality. We also experi-
mented with more linguistically motivated scores,
such as coreference preservation that could be in-
teresting for future experiments, once the align-
ment of pronouns and referential expressions is
more reliable.
Second, we prepared a dataset of human judg-
ments on pairwise comparisons of MT quality at
the paragraph level which can be used for new
metrics evaluation. The dataset consists of sys-
tem translations from English to Czech, French,
German and Russian submitted to WMT in recent
years. For each language pair, 400 pairwise com-
parisons of randomly selected paragraphs and an-
other 400 pairs of more similar, high-quality trans-
lation pairs have been rated humanly for paragraph
translation quality.
Future work will try to improve the monolin-
gual alignment. Better performance of parsers
and coreference resolvers would indirectly also
help the presented metrics. Integration of pseudo-
references (where no human reference translations
are available) and training an ensemble of all the
metrics in our package can also be a promising di-
rection.
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