Abstract. In this paper, the principle of principal component transformation is introduced in detail for the problem of medical image fusion, and the principle and algorithm of image fusion based on PCA are emphatically analyzed. We extracts the main components of medical images using dimensionality reduction and replaces them with the registration panchromatic images. Finally, the medical image fusion is completed. The images after fusion are well maintained, especially when the number of bands is large.
Introduction
In the analysis of many problems, many variables are often encountered. Too many variables will undoubtedly increase the difficulty and complexity of the analysis problem. In many practical problems, there is a certain correlation between multiple variables. On the basis of the study of the correlation between various variables, we use fewer new variables to replace the original variables, and make these fewer new variables as much as possible to retain the information that the original variable reacts, and the principal component analysis is a powerful and powerful method to achieve this goal.
Image Fusion
Image fusion refers to the image data collected on the same target by multi-source channel through image processing and computer technology, etc., to maximize the extraction of favorable information in their respective channels, and finally integrate into high quality images to improve the utilization of image information, improve the accuracy and reliability of the computer interpretation, and enhance the spatial resolution and spectral resolution of the original image are favorable for monitoring.
The efficient image fusion method can comprehensively deal with the information of multi-source channel according to the needs, thus effectively improve the utilization of image information, the reliability of the system for target detection and recognition, and the automation of the system. The aim is to synthesize the information provided by the multi band information of a single sensor or the information provided by different kind of sensors to eliminate the possible redundancy and contradiction between the multi-sensor information, so as to enhance the transparency of the information in the image, improve the accuracy, reliability and usage of the interpretation, so as to form the clarity, integrity and accuracy of information description of target. The advantages of these aspects make the application of image fusion fully realized in medical, remote sensing, computer vision, weather forecast and military target recognition, especially in the field of computer vision.
Principal Components Analysis (PCA)
Principal component analysis is an optimal orthogonal transformation based on target characteristics. In statistics, PCA is a multivariate statistical method. PCA transforms multiple variables by linear transformation to select fewer important variables. This transformation transforms the data into a new coordinate system, making the first large variance of any data projection on the first coordinate (called the first principal component), and the second big variance is analogous to the second coordinates (second principal components) in turn. PCA technology can often get the most important elements and structures from too "rich" data information, remove the noise and redundancy of data, reduce the original complexity of data, and reveal the simple structure hidden behind the complex data. In recent years, the PCA method has been widely used in the field of computer, such as data dimensionality reduction, image lossy compression, feature tracking and so on.
The Mathematic Principle of PCA
PCA technology can carry out image compression, extract the main component of the image, remove some sub components, and then transform it back into the original image space. The image is compressed to a great extent because of the reduction of the dimension. At the same time, the image also preserves the important information of the original image to a large extent. The PCA method is actually mapping the data space through the orthogonal transformation to the low dimensional subspace. The corresponding base vectors should satisfy orthogonality, and the low dimensional subspace composed of base vectors is the best consideration of data correlation. After transforming the original dataset, the correlation of single data samples should be reduced to the lowest point. The spatial mapping of the PCA method is shown in Figure 1 . The red point in the graph represents the original data point. The green point represents the point is mapped to the low dimensional space after the map, and the purple line represents the mapping plane. 
The Process of PCA
The goal of PCA method is to look for r(r<n) new variables to reflect the main features of things, to compress the size of the original data matrix, to reduce the dimension of the eigenvectors and to select the least dimension to summarize the most important features. Each new variable is a linear combination of the original variables, reflecting the comprehensive effect of the original variables, and has certain practical implications. These r new variables are called "principal components", which can reflect the effect of the original n variables to a large extent, and these new variables are interrelated and orthogonal. Through principal component analysis, the data space is compressed, and the characteristics of multivariate data are intuitively expressed in low dimensional space.
(1) According to the original image data matrix X, we find out its covariance matrix C: (2) (2) To obtain the eigenvalues and eigenvectors of the covariance matrix, and to form the transformation matrix. The characteristic equation is as follows:
In the form: I is a unit matrix, and U is a eigenvector. (3) To Calculate transform matrix T: T U . It is a matrix composed of various eigenvectors, and the U matrix is an orthogonal matrix, that is, the U matrix satisfies: U U UU I(Unit Matrix).
(4) To replace the transformation matrix T:Y=TX ， the specific expression of the PCA transformation will be obtained.
(4)

Image Fusion Algorithm Based on PCA
The main steps of image fusion algorithm based on PCA are as follows.
(1) To register of low spatial resolution source images for fusion; (2) To calculate the eigenvalues and corresponding eigenvectors of the principal component transformation matrix of the image; (3) To Sort the eigenvalues in order from large to small, and the corresponding eigenvectors must follow changes, to mark the final result: . (4) To calculate the main components as follows:
Experimental Results
The medical CT image is regarded as a sample image, and the effectiveness of the method is evaluated on MatLab7.0. The experimental results are shown in figures 2, 3, and 4. 
Summary
The spectral properties of the images after fusion are well maintained, especially when the number of bands is large. Because the PCA fusion algorithm simply replace the first principal component of the low resolution image with high resolution image, so the first principal component of the low resolution image will lose a part of the information that reflects the spectral characteristics, which makes the spectral distortion of the fused image serious.
