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Introduction
Over the past two decades, time-varying parameter (TVP) models have attracted increasing interest in econometrics as tools for understanding and predicting the presence of structural breaks in macroeconomic and financial time series. In particular, TVP models are attractive since they allow for empirical insights which are not available with the traditional, constant coefficient models. Recently, TVP models are proved to be successful in macroeconomics by Primiceri (2005) , Cogley and Sargent (2005) and Koop and Strachan (2009) , among others.
For example, Primiceri (2005) and Cogley and Sargent (2005) use time-varying VAR models to study the dynamic effects of alternative monetary policies on the real outcomes. Alternatively, Watson and Stock (2007) , Cogley et al. (2010) and Grassi and Proietti (2010) focus on the US inflation series. They all find a strong evidence for a reduction of the variance in the last 25 years, a well known phenomenon called Great Moderation. Moreover, the coefficients on the predictors of inflation are also found to vary over time being subject to structural breaks. This phenomenon is called time-varying Phillips curve. In finance, the successful class of ARCH-GARCH models of Engle (1982) and stochastic volatility models could be tough as alternative ways to generate time-varying standard deviations of returns. Dangl and Halling (2012) propose a time-varying predictive regression, finding that a non-negligible portion of the out-of-sample total return variance can be predicted when the coefficients are allowed to change over time. Unfortunately, although TVP models proved to be successful in describing the changing behaviour of the US economics and of the stock returns, the estimation methods employed are extremely computationally intensive, as they generally require simulation based algorithms as MCMC.
A solution to this problem has been proposed by Raftery et al. (2010) and Koop and Korobilis (2012) . Following Fagin (1964) and Jazwinsky (1970) , they suggest to estimate the TVP models with a modified Kalman filter algorithm by an approximation of the updating step of the latent states covariance matrix. The updating equation of the states covariance matrix is assumed to follow a decay function that depends on an additional parameter, the forgetting factor. This simplifying assumption avoids to resort on computationally intensive algorithms based on simulations. The main drawback of this methodology is related to the nature of the forgetting factor, that is calibrated and assumed fixed over time. Recently Koop and Korobils (2013) allow the forgetting factor to be time varying and dynamically selected.
The contribution of this paper is threefold. First, a new method for the on-line estimation of the TVP models is proposed. The new estimation procedure is an extension of the selfperturbing Kalman filter of Park and Jun (1992) . Differently from the method based on the forgetting factor, the method of Park and Jun (1992) induces dynamics in the parameters by means of a perturbation term that is a function of the squared prediction errors. A modification of the perturbation function is introduced, as the squared prediction errors are standardized by their variance, thus avoiding the calibration of a design parameter. In other words, the new updating function dynamically calibrates the perturbation mechanism since the contribution of the squared prediction errors is weighted by the measurement error variance, which is allowed to vary according to an exponential weighted moving average. Second, the proposed estimation procedure is compared to other methods by means of Monte Carlo simulations. The main advantage of the new methodology over other on-line methods is that it does not require to specify the forgetting factor, i.e. the decay rate of the covariance matrix of the latent states. The variation in the coefficients is instead endogenously determined by the standardized squared residuals. It emerges that the standardized self-perturbing Kalman filter has the best performance in tracking the variability of the parameters when the series at hand is noisy. This makes the new method particularly appealing in forecasting financial time series, which are typically characterized by an high noise-to-signal ratio.
Third, the TVP-HAR model with explanatory variables is proposed to forecast the realized volatility series. As noted by Koop and Korobilis (2012) , the main advantage of the on-line estimation algorithms is the possibility of selecting between a large number of potential predictors at each point in time. The optimal set of predictors of realized volatility is selected at each point in time by means of the predictive likelihood as in Koop and Korobilis (2012) and Koop and Korobils (2013) . The on-line nature of the self-perturbing Kalman filter allows to dynamically select between a large number of potential models. The use of predictive measures of fit, as explained in Eklund and Karlsson (2007) , offers protection against in-sample over-fitting and improves the forecast performance. We find that the proposed perturbation method, combined with a dynamic model selection technique, provides superior forecasting performances, in terms of the predicted likelihood, root mean square forecast error (RMFE) and continuous ranked probability score (CRPS), see Groen et al. (2013) . The good performance is mainly due to the fact that only few predictors are chosen at each point in time, as a consequence of the precision in tracking the dynamics of the parameters, thus reducing the uncertainty on the selection of the relevant variables.
The paper is organized as follows. Section 2 introduces the general model and discusses the old and new estimation methods. Section 2.4 presents a Monte Carlo exercise that shows the usefulness of the proposed estimation strategy. The technique for an optimal dynamic forecast combination is discussed in Section 3. The empirical application to the S&P 500 realized volatility series is presented in Section 4. Finally Section 5 draws some conclusions.
Online Methods for TVP models
The state-space representation of a generic TVP model is:
where y t is the observed time series, Z t is an 1 × m vector containing explanatory variables and θ t is an m × 1 vector of time varying parameters (states), which are assumed to follow randomwalk dynamics. Finally the errors, ε t and η t are assumed to be mutually independent at all leads and lags. The model (1) is used in a number of recent paper, see Primiceri (2005) , Koop and Strachan (2009) , Koop and Korobilis (2012) and Koop and Korobils (2013) . Traditionally, the model in equation (1) is estimated with both classical and Bayesian approaches. In the first case, the likelihood is efficiently calculated with the Kalman filter routine, see Durbin and Koopman (2001) and Harvey and Proietti (2005) for an introduction, and the time-varying parameters are automatically filtered as latent state variables, once that H t and Q t are estimated. The Bayesian estimation method, which requires simulation based methods, such as the MCMC, involves the specification of H t and Q t together with the initial condition, θ 0|0 , of the model parameters, see for an introduction Koop (2003) . Although classical and Bayesian algorithms are reliable in this context, they become computational intensive as the number of parameters increases.
For this reason, Raftery et al. (2010) and Koop and Korobilis (2012) propose a fast algorithm, adopting the on-line methodology of Fagin (1964) , to extract the dynamics of the parameters in a linear state-space framework. Next section presents alternative on-line procedures to capture the evolution of the parameters of model (1).
Online Estimation with the Forgetting Factor
A standard recursive estimation of model (1) proceeds as follows. Starting from a initial values θ 0|0 and P 0|0 (the updated covariance matrix of the state), the Kalman filter routine is constituted by a prediction and an updating step.
where the term P t|t−1 Z ′ t F −1 t|t−1 is the well known Kalman gain. As mentioned in the previous section, the m×m matrix Q t requires computational intensive algorithms in order to be estimated, especially when the number of state variables is large. Raftery et al. (2010) suggest to substitute P t|t in the updating equation (2) with an approximation:
where λ ∈ [0; 1] is the forgetting factor. This implies that there is no longer need to estimate or simulate Q t , while the latter is simply obtained from the following relation Q t = (λ −1 − 1) P t−1|t−1 . This method is called Kalman filter with constant forgetting factor (KF-CFF henceforth).
The tuning parameter λ plays a crucial role in adjusting the effective memory of the algorithm, leading to a weighted estimation where data at i time points in the past has weight λ i .
For example, in the case of daily data, setting λ = 0.99 implies that observations ten days ago will receive 90% as much weight as last periods observation. Whereas for λ = 0.92, observations ten days ago will receive 43% as much weight as last periods observation. The first case, λ = 0.99, is consistent with models where changes in θ t are gradual, the second, λ = 0.92, is consistent with models where changes in θ t are quite rapid and abrupt.
Finally, the measurement error variance H t needs also to be estimated, as it is well known that both macroeconomic and financial time series are characterized by heteroskedastic effects. Therefore, following Koop and Korobilis (2012) H t is assumed to follow an exponentially weighted moving average (EWMA henceforth):
The EWMA estimator requires to select a value for κ. As suggested in Koop and Korobilis (2012) , the value of κ is set to 0.94 for daily data.
Kalman Filter with Time-Varying Forgetting Factor
The estimation procedures outlined above assumes the forgetting factor λ to be time invariant, this is a restrictive assumption that can be relaxed. For example, Koop and Korobils (2013) propose to estimate λ and κ at each point in time, by selecting their optimal values, over a grid of possible values, by means of the predictive likelihood. Alternatively, following Park et al. (1991) , the parameter λ can be assumed to vary according to the following law of motion:
where NINT [·] rounds the argument to the nearest integer, ρ is a design parameter which controls the width of a unity zone. In this case the prediction (2) and the updating (3) equations do not change. The only term that evolves is the P t|t matrix that becomes:
Equation (6) relates the magnitude of forgetting factor, at each point in time, to the squared prediction errors ν 2 t−1 . The minimum value of the forgetting factor is obtained as ν 2 t−1 tends to infinity, while as ν 2 t−1 decreases to zero, the forgetting factor converges to unity at an exponential rate controlled by the parameter ρ. For small values of ρ, the parameter vector θ t evolves smoothly, since λ t remains close to 1. On the other hand, if ρ is high, such that λ t = λ min then the parameters tend to be updated at a fast rate. The main disadvantage of this method is that ρ and λ min are unknown quantities and they need to be calibrated. This method is named Kalman filter with time varying forgetting factor, henceforth KF-TFF.
Standardized Self-Perturbing Kalman Filter
Following Park and Jun (1992) , the estimation of the TVP models can be carried out also by a modification of the updating equation of the covariance matrix P t|t . In particular, the updating equation of P t|t in (3) is perturbed by a function of the squared prediction errors. Formally, the prediction equation (2) for P t|t−1 is replaced by
while the updating step (3) becomes
where β is a design constant, γ is the sensitivity gain parameter and I is the identity matrix.
The term added to the updating equation of P t|t acts as a feedback driving force and it is interpreted as a self-perturbation in the sense that it revitalizes the adaptation gain perturbing the P t|t . Indeed, the squared prediction error, ν 2 t , plays a crucial role in the algorithm. If γν 2 t < 0.5, the self-perturbing term is set to zero by the round-off operator. Hence, γ controls the maximum error bound set up for starting the self-perturbing action. If γ is low, such that NINT [γν 2 t ] = 0 for t = 1, . . . , T , then the parameters remain constant. Conversely, when γ is large, such that NINT [γν 2 t ] = 0 for t = 1, . . . , T , then the parameters tend to change rapidly. Substituting equation (9) in equations (2)-(3), under the assumption that P t|t−1 = P t−1|t−1 , it follows that Q t = βNINT [γν 2 t ] · I. In other words, the matrix Q t is assumed to be diagonal and dependent on the squared prediction errors through two design parameters, β and γ. Indeed, the setup of the self-perturbing Kalman filter requires that two parameters, γ and β, need to be calibrated, for example by means of a grid search. This can be cumbersome, especially when many models are estimated and averaged by dynamic model averaging, henceforth DMA, see Section 3. Therefore, the equation (9) is modified as follows:
where ν t = y t − z t θ t|t−1 , β ≥ 0 and FL (·) is the floor operator rounding to the smallest integer. This setup is called standardized self-perturbing Kalman filter, SSP-KF henceforth.
The quantity ξ t = ν 2 t H t − 1 plays a crucial role in the proposed estimator. Indeed, the squared innovation is weighted by the innovation variance, avoiding the need to calibrate the sensitivity parameter γ. More specifically, the sensitivity parameter is replaced by the ratio ν 2 t H t that measures the relative impact of the squared innovation to the innovation variance. If the squared innovation is small relative to the variance, i.e. ξ t ≤ 0, then the self-perturbing term is null by the round off operator, and there is no updating of the parameters. Alternatively, when ξ t > 1, the updating of the parameters is activated. Substituting equation (5) in the denominator of ξ t and rearranging the terms, it follows that
is such that ξ t is larger than 1, then the updating is activated. In other words, if the size of the shock at time t, as measured by ν 2 t , is larger than the past innovation variance H t−1 , then ξ t is positive. Interestingly, the updating mechanism provides protection against outliers. Indeed, if ν t at time t is affected by an outlier, it follows that, with high probability, κ(ν 2 t − H t−1 ) will be large relative to H t . Therefore, the perturbation mechanism is activated at time t. However, in t + 1 and in absence of large shocks, the term κ(ν 2 t+1 − H t ) will be small or negative, such that the perturbation mechanism is not activated. On the other hand, if the the parameters are subject to a structural break at time t, then the term FL ν until the effect of the structural break is offset by the evolution of the parameters. The speed of adjustment is determined by the parameter β, the larger the β, the faster is the adaptation once a structural break hits the system. The SSP-KF method requires the calibration of the parameter β. In the rest of the paper, the parameter β is chosen with a grid search procedure.
Monte Carlo Simulations
The ability of the KF-TFF and SSP-KF to correctly capture the evolution of the parameters is analysed by means of a Monte Carlo study. The data generating process is
where X t is a 1 × 2 vector of iid standard Gaussian variates, and θ t is the vector of timevarying parameters. Several specifications are considered for the variations in θ t . In particular,
we consider the constant specification, i.e. 0 breaks, as well as specifications with 1, 4 and 8 structural breaks. Finally, also the random walk dynamics for θ t are considered.
Given that the main assumption of the on-line estimation methods is that the variation in the parameters is driven by the measurement error, then a crucial quantity in this context is the noise-to-signal ratio, τ , i.e. the ratio between the variance of ν t , H t , and the signal, X t θ t .
Therefore, the Monte Carlo simulations are conducted for moderate values of τ , i.e. 0.1 and 1, and for extreme values of τ , i.e. 5 or 10. In particular, the variance H t is set according to the following formula H t = τ · V ar (X t θ t ), where V ar(·) denotes the sample variance. In other words, the error variance, H t , is assumed proportional to the variance of the signal. Table 1 reports the average RMSFE of several on-line estimators relative to the OLS for different sample sizes, T = 500, 1000, 2000, based on M = 1000 Monte Carlo replications.
As expected, the OLS estimator provides the lowest RMSFE for all values of τ , when the parameters, θ t , are constant. Indeed, in this case, the RMSFE of the other estimator relative to that of OLS is always larger than 1. On the other hand, the on-line methods over-perform the OLS, in terms of RMSFE, when the parameters are subject to structural breaks or vary as a random walk process. More precisely, it emerges that the on-line methods with a constant forgetting factor often under-perform with respect to the OLS, especially when λ = 0.75.
Indeed, when λ = 0.75, the parameters are expected to vary significantly in each period t, so that their trajectories are extremely noisy. This evidence becomes particularly clear as τ increases, since most of the variability in the error term is transferred to the parameters. On the other hand, both KF-TFF and SSP-KF provide excellent performances for moderate values of τ , while for large values of τ only SSP-KF performs slightly better than the OLS. When τ is 10, the data do not provide sufficient information to extract the dynamics in the parameters, so that the on-line methods provide similar results to those obtained with the OLS. Finally, in order to assess the robustness of the on-line methods to deviations from the Gaussian state space in (1), we add an outliers process to model (11). Hence y t is generated as
where
The operator sign(·) returns the sign of the argument. In this case, x is extracted from a standard Gaussian distribution such that there is the same probability of obtaining negative or positive signs. Ber(p) is a Bernoulli random variable, where p = 0.015 in the simulations. Finally, ψ determines the size of the outlier and it is set equal to 3. the presence of outliers.
Model Averaging and Model Selection
One of the advantages of the on-line Kalman filter is the possibility to carry out the DMA and the dynamic model selection, henceforth DMS, in a computationally feasible way. Define L t ∈ {1, 2, . . . , K} the set of possible models at each point in time t, where K = 2 m , m is the number of variables included in the model. Since the model can change over time, then L = 1, 2, . . . , G is the set of possible models over time where G = 2 mT and T is the number of observations. Define Y T = {y 1 , . . . , y t } the information set, then the state space form can be written as follows:
where k = 1, . . . , K indicates what is the selected model at time t. At each different k corresponds a different set of predictors and parameters. For example, the SSP-KF for the k-th model becomes:
Following Koop and Korobilis (2012) the DMA and DMS proceed as follows.
where p θ
and p(L t−1 = k | Y t−1 ) is the probability to be at model k at time t − 1. Define (16) is π t−1|t−1,k then we get
where p kl is the element of the transition probability in P with elements p kl .
Using the same approximation as in Raftery et al. (2010) and Koop and Korobilis (2012) , it follows that
where 0 < α ≤ 1 is set to a fixed value slightly less than one and is interpreted in a similarly to λ in Section 2.1. The updating equation of (19) is then given by:
where p (l) (y t | Y t−1 ) is the predictive likelihood for model l, given by
The predictive likelihood of DMA is a weighted average of each of the individual model predictive likelihoods
similarly, the predictive mean of y t is a weighted average of model specific predictions, where the weights are equal to the posterior model probabilities
On the other hand DMS involves selecting at each point in time the single model with the highest value for p(L t = k | Y s ) and using this to forecast. Koop and Korobilis (2012) find that both DMA and DMS forecast inflation very well.
The KF-TFF and SSP-KF methods require the parameters ρ and β to be calibrated. 
t|t−1 is selected. Although the grid search for ρ and β is one dimensional, the calibration becomes computationally cumbersome as the number of models grows, because the grid search must be carried out at each time point t for each model k.
The following strategy in therefore used in the forecasting exercise presented in Section 4:
1. In t = 1, initialize the inclusion probabilities to π 1|1,k = 1/2 m ∀k and the design parameters β = 0.001 and ρ = 1.
2. At time t > 1, equation (20) is used to compute the updated inclusion probabilities and to find the best performing model.
3. Conditional on Y t and the exogenous variable corresponding to the best selected model,
, find by means of a grid search an estimate of β and ρ. Denote them bŷ β andρ.
4. Use the valuesβ andρ for the other models.
5. Iterate points 2-4 for t = 1, ..., T .
This allows the parametersρ andβ to adjust with time as the best model changes.
Online Forecast of Realized Volatility
Predicting the extent of the fluctuations of the stock prices is a primary issue in finance.
Strong empirical evidence, dating back to the seminal papers of Engle (1982) and Bollerslev (1986) , supports the idea that the volatility of financial returns is time varying, stationary and long-range dependent. This evidence is confirmed by the statistical analysis of the ex-post volatility measures, such as realized volatility, RV henceforth, which are precise estimates of latent integrated variance and are obtained from intradaily returns, see Andersen and Bollerslev (1998) , Andersen et al. (2001) and Barndorff-Nielsen and Shephard (2002) among many others.
For instance, Andersen et al. (2003) , Giot and Laurent (2004) , Lieberman and Phillips (2008) and Martens et al. (2009) 
where y t = log(RV t ), y 
, Q t is the 4 × 4 covariance matrix of the state innovations while H t is the time-varying variance of ε t , see equation (5), which reflects the dynamics in the volatility of volatility. In contrast to Liu and Maheu (2008) and McAleer and Medeiros (2008) , model (25) allows for a potentially large number of changing points of the HAR parameters.
Apart from the pure autoregressive structure of the HAR, we are interested in evaluating if some key financial and macroeconomic variables have additional explanatory power for S&P 500 realized volatility. Therefore, a number of predictors is added as explanatory variables to equation (25). Following Fernandes et al. (2007) , the lags of the following explanatory variables are supposed to carry incremental information for the future values of RV: the foreign value of the US dollar, S t , the term spread, T S t , the difference between the effective and target Federal Fund rates, F F t , the credit default swap of the US bank sector, CDS t , the CBOE VIX index, V IX t , the trading volume on the S&P 500 index, V t , the negative returns of the S&P 500 index, r − t .
3
With three autoregressive terms and seven explanatory variables, the number of potential models is K = 2 10 = 1024 at each point in time. This calls for some simplifying assumptions.
In particular, we assume that the three autoregressive terms are always included, thus reducing the number of potential models to K = 2 7 = 128. Hence, the predictions for each model are combined with DMA or DMS as described in Section 3, with different values of the parameter α. Table 2 reports a description of all the 45 models/methods that have been considered for forecasting realized volatility. The performances are compared at different forecasting horizons, short h = 1, medium h = 5, 10 and long h = 22. When forecasting h > 1 periods ahead, the direct forecasting method is used. Therefore, the TV-HAR-X model for a given h and for a given set of predictors, X t , has the following form
where ζ t is an 1 × N vector where N is the number of columns of X t . The following criteria are adopted to evaluate the quality of the out-of-sample forecasts:
1. The root-mean squared error, RMSE.
2. Log of predictive likelihood log(PL), see equation (22); 3. Continuous ranked probability score (CRPS), see the recent article of Groen et al. (2013) for a discussion.
4
The empirical analysis is carried out on the RV series of the S&P 500 index computed from returns sampled at 5-minutes intervals. The sample period starts on January 2, 2004 and it ends on December 31, 2012 for a total of 2256 daily observations. Tables 3 and 4 report the values of the performance criteria for all models at all forecasting horizons for the out-of-sample period that starts on January 03, 2007. This out-of-sample period includes the subprime financial crisis, with an high probability of occurrence of one or more structural breaks in the HAR model. From Table 3 it emerges that, at short forecasting horizons, the exogenous variables have small predictive power, especially when they are not optimally combined, by DMA. For example, for h = 1, the value of log(P L) of the TVP-HAR model without explanatory variables (first row) is close to that of the TVP-HAR with the explanatory variables (rows 2-8). This suggests that the relative contribution of the explanatory variables to the forecast is negligible.
The same conclusion holds when looking at other criteria and at longer forecasting horizons.
When focusing on the performance of the forecast combination obtained with DMA for different values of α, it emerges a slightly better forecasting accuracy, especially at longer horizons, than that obtained without averaging. It should be noted that, the best performance in terms of forecasting accuracy for DMA is achieved when the SSP-KF method is employed for h > 1.
This result is independent of the choice of α. It is also interesting to note that the DMA at short horizons does not produce better predictions than those obtained without forecast combination. This is probably due to the fact that many models, with a small predictive power, are averaged at each point in time thus increasing the prediction uncertainty.
The forecasting performances improve substantially, both at short and long horizons, when the predictions of the best model, out of the 128 considered at each point in time, are obtained by DMS with different values of α, see Table 4 . Indeed, the DMS with α = 0.95 is always contained in the model confidence set, see Hansen et al. (2011) . For short forecasting horizons, the best performance is obtained with DMS and KF-CFF when λ is set at high values, i.e. λ = 0.99. This means that the trajectories of the parameters need to be smooth in order to 4 The prediction with the smallest CRPS is preferred.
compensate the noise emerging from the innovations in the measurement equations.
At longer forecasting horizons there is a strong evidence that the best performance is obtained when the SSP-KF is employed to capture the evolution of the parameters, and the best model is chosen by DMS with α = 0.95. Relatively to the case without explanatory variables and forecast combination, i.e. case 1, the point values of the forecast evaluation criteria are always below by a factor larger than 20%. This gives an idea of the additional power of the financial covariates when they are correctly included in the model. It should also be noted that the DMS provides good forecasts also for other values of α when the SSP-KF method is adopted. This evidence is robust to the choice of the forecasting period. Indeed, the results do not change when the out-of-sample window starts on January 2, 2009, thus excluding most part of the sub-prime crisis, see Tables A.2 
Which Variables Are Good Predictors of Realized Volatility?
A great benefit of DMA and DMS over standard forecasting methods is that they allow the forecasting model to change over time. Moreover, the inclusion probabilities give important insights on which are the relevant predictors of the dependent variable. Although the TV-HAR-X model presented in Section 4 has 7 potential predictors, DMA and DMS generally select more parsimonious models with only a subset of all the included predictors. Following Koop and Korobilis (2012) , a measure of the dimension of the selected model is given by the expected size, E(S t ). The expected size, i.e. the expected optimal number of predictors, 5 is obtained at each point in time by the following formula
where S t,k is the number of predictors in the k-th model and π t|t−1,k is the inclusion probability defined in equation (19) . In other words, the expected size is the weighted average of the size of each individual model, and it carries important information for the degree of shrinkage achieved by DMA. On the other hand, DMS only selects the model with the highest inclusion 5 Excluding the intercept and the HAR parameters.
probability. Hence, the measure of the size that is relevant for DMS is
where S B t is the size of the best model. Figure 3 plots the evolution over time of E(S t ) and S B t for different forecasting horizons, h = 1, 5, 10, 22.
6 When h = 1 there is a strong evidence that 3 predictors are selected by both DMA and DMS. As the forecasting horizon increases, more predictors are selected. E(S t ) generally ranges between 3 and 5, and more predictors are selected during the period of the sub-prime crisis until the beginning of 2009. A similar evidence emerges also when looking at the dimension of the best model. It is interesting to note that S B t , although more noisy than E(S t ) by construction, remains constant for long periods. This evidence may suggest that an high probability is generally associated to the best model, such that the same number of predictors are selected for long periods. This is confirmed by a visual inspection of Figure 4 . Indeed, the inclusion probability of the best model when h = 1 is very high and it is higher than 0.85 after 2009. When the forecasting horizon increases, the choice of the best model becomes less sharp, π t|t−1,k * ≈ 0.15. However, during the sub-prime financial crisis, the probability of the best model increases up to 0.45 for h = 5. This is a very high value obtained for a single model, considering that 128 competing models are evaluated and contrasted. This may explain the good forecasting performance of the DMS compared to DMA, as reported in Tables 3-4 , since the uncertainty on the selection of the optimal model is reduced when there is an high probability associated to a single model. 
Conclusion
This paper introduces a novel method to estimate TVP models in economics and finance. In particular, a new estimation procedure is proposed, the standardized self-perturbed Kalman filter, extending the on-line method proposed by Park and Jun (1992) . This method has the advantage, over the traditional Kalman filter routine that it is computationally very fast, as the innovation in the parameters is driven by a non-linear function of the innovations in the measurement equation. With respect to other on-line methods, such as the Kalman filter with time-varying forgetting factor, there is no need to specify a low of motion for the forgetting factor, λ t . In the self-perturbed Kalman filter, the perturbation enters directly in the updating step, so that the updating process of the parameters is endogenous. The updating mechanism induces the parameters to change gradually, as it is also assessed via Monte Carlo simulations.
The proposed estimator is used to forecast the realized variance series of the S&P 500 index.
The self-perturbed Kalman filter allows to precisely extract the variation in the parameters and, hence, to provide better signals for the optimal selection of the relevant explanatory variables.
It is found that the dollar index, the negative returns and VIX have predictive power for realized volatility at short horizons. Table 3 : Out-of-sample forecast performances with DMA. The table reports the measures of forecasting performance relative to several online predictions, including forecast combinations by means of DMA with alternative values of α. The out-of-sample period begins on January 3, 2007 and includes 1400 daily observations. An asterisk ( * ) implies that the model belongs to the 5% model confidence set of Hansen et al. (2011) . Table 4 : Out-of-sample forecast performances with DMS. The table reports the measures of forecasting performance relative to several online predictions with forecast combinations by means of DMS with alternative values of α. The out-of-sample period begins on January 3, 2007 and includes 1400 daily observations. An asterisk ( * ) implies that the model belongs to the 5% model confidence set of Hansen et al. (2011) . 
Appendix
This appendix contains additional results relative to the paper "Forecasting with the Standardized Self-Perturbed Kalman Filter" by Stefano Grassi, Nima Nonejad and Paolo Santucci de Magistris. Hansen et al. (2011) . 
