The objective of this work is to discuss the existence, bifurcation, and regularity, with respect to time and parameters, of bounded solutions of infinite dimensional equations. The authors present an application of their results to the study of homoclinic solutions of a nonlinear forced beam equation. They use the approach of alternative method and semigroup theory.
1. INTRODUCTION The objective of this paper is to discuss the existence, bifurcation, and regularity, with respect to time and parameters, of bounded solutions of infinite dimensional equations. As an application of our results, we study homoclinic solutions of a nonlinear equation.
Chow et al. [2, 31, using the Liapunov-Schmidt method, studied periodic and homoclinic solutions of j; + g(x) = -1f + pf(t), where f is periodic, and ;1 and ,U are small parameters, with suitable conditions on g.
Holmes and Marsden [9] extended results of Melnikov [l l] and discussed the solutions described above for infinite dimensional equations. Their main application involved a forced beam equation.
Concerning the regularity of solutions, some technical difficulties arise when working with an equation that has parameters associated to unbounded linear operators. The simple example U, = EU,, ~(0, x) =f(x), in a suitable space, shows that the solution u(t, x, E) =f(x + ct) will be smooth in E only if the initial data is a smooth function. Neves [12] discussed the Hopf bifurcation of a periodic solution of an infinite dimensional system, which has the difftculty described above.
Motivated by these works, our purpose in this paper is, using the Liapunov-Schmidt procedure, to study a class of bounded solutions, which includes periodic, homoclinic, and heteroclinic solutions, of equations defined in infinite dimensional Banach spaces. One of the main features of this work is that we consider equations which have unbounded linear operators, depending on parameters. We point out that, even in this case, under suitable conditions the bifurcation curve will be smooth. This is a consequence of the fact that the solutions mentioned above are special in a certain sense and this fact plays an important role in our treatment.
In some respects our approach is different from the one used by Neves in [12] and our ideas can be used to discuss his problem.
A result of Hale's [Z] , which analyzes the regularity, with respect to parameters, of the fixed point of an operator, was an important tool in our study.
With a different emphasis, the problem of the regularity of a bounded solution is also treated by Hale and Scheurle [4] . Infinite dimensional problems involving homoclinics and heteroclinics, related to delay equations, where considered by Hale and Lin [S, 63.
In Section 2 we present some basic facts about evolution equations. Lemma 2.1 seems to be new.
In Section 3 we give two versions of Fredholm alternative for bounded solutions. Theorem 3.2 is very interesting and provides an infinite dimensional version.
In Section 4 we study regularity with respect to time and compactness properties of evolution operators associated with nonautonomous linear equations and of bounded solutions of nonhomogeneous linear and nonlinear equations. We introduce the Banach space WR of the uniformly continuous functions from R into the Banach space W, with precompact range. This space is very intersting because, besides remaining invariant under some of our operators, it contains all periodic, almost periodic, asymptotically periodic, and asymptotically almost periodic functions. We exploit this space very well. Theorem 4.1 is the main result of Section 4.
In Section 5 we discuss compactness properties and regularity, with respect to a parameter r, of the evolution operator T(t, s, r) associated with ti = A(t, r) u and of bounded solutions of nonhomogeneous linear and nonlinear equations. We emphasize our main results, Theorems 5.1 and 5.2. Their proofs are very technical.
In Section 6 we study periodic and homoclinic solutions of abstract nonlinear evolution equations. We apply our previous results to a nonlinear forced beam equation, which is a modification of a model proposed by Holmes and Marsden [9] , by adding an unbounded linear term depending on a parameter.
PRELIMINARIES
Let A be the infinitesimal generator of a Co semigroup T(t) in the Banach space W and let ~3 be the domain of A.
We indicate by p(A), a(A), and R(1, A) the resolvent set, the spectrum, and the resolvent operator, respectively. Let L(W) be the space of all bounded linear operators from W into W. LEMMA 
Let B(f) E L( W) be a strongly continuous function oft, A as described above, and A(t) = def A + B(t).
Then there exists a two parameter family of operators T(t, s), s < t, s, t E R, which we call the evolution operator associated with A(t), such that for every s, z, t in R, s d z < t the following hold (i) T(s, s) = I, T(r, z) T(z, s) = T(t, s).
(ii) T( t, s) is a strongly continuous function of (t, s) in W, for s < t.
If in addition B(t) is strongly continuous differentiable in W, for t in R, then:
(iii) T(t, s) 9 c 9 and A(t) T( t, s) is strongly continuous in $9, for t B s.
(iv) T(t, s) is strongly continuously difSerentiable with respect to t and s and a/at T(t, S) x = A(t) T(t, S) X, aT/as(t, S) x = -T(t, S) A(s) X, ifx E 9.
For a proof see [S] and [lo]. LEMMA 2.2. Let A be an open set of R". For each r in A we assume that A(r), with domain 9, independent of r, is the infinitesimal generator of a CO semigroup T(r, t) in the Banach space W. We suppose that A(r) is strongly continuously differentiable in 9. If JE p(A(r)) for every rE A then for r, rI E A the following hold:
(ii) The bounded operators A(r) R(1, A(r,)) and R(1, A(r)) are strongly continuously dzyferentiable with respect to r and for every x in W, r, rl in A.
(iii) The function (r, rl) E A x A + A'(r) R(,$ A(r,)) E L(W) is bounded in compact sets of A x A and is strongly continuous in W. For a proof see [lo] and [12] . An effect of the perturbation of a closed operator by a relatively bounded one, on its resolvent operator, is given by the following theorem: If I is as above, we have
The last expression is less than L, if and only if, 2.3 . Besides all the assumptions of Lemma 2.1, we assume that IIT(t,sll <Me-y('--s' t as, y >O, that f is continuously dlyferentiable, and that f; L B, B are 'bounded in R. Under the conditions above v(t) = def jLm T(t, s) f(s) ds is a bounded strong solution of zi= A(t) u+f(t) in R.
Proof: From Remark 2.2 it follows that if A> d then 1 l p(A(t)) and IIR(& A(t))11 is bounded in R.
Therefore, integration by parts gives
The expression above implies that C(t) = A(t) u(t) +f(t) and that d(t) is continuous for t in R. 1
The next result is a slight modification of a result of Hale's [2] . Under the conditions above g(r) is continuously differentiable in A.
A FREDHOLM ALTERNATIVE FOR BOUNDED SOLUTIONS
In this section we give two versions of the alternative method which are convenient when searching bounded solutions of either linear or nonlinear equations.
Let BC(R, R") be the space of bounded and continuous functions from R to R" with the sup norm and let A(t) be an n x n matrix, continuous in R. Consider the following systems:
We indicate by N the subspace of BC(R, R") of bounded solutions, in R, of (h). Zf in addition f(t)+O, as ItI + co, then (Kf)(t)-+O as ItI + CD.
For a proof, see [14] .
Remark 3.1. In the application that we consider in Section 6 it is convenient to consider the following projection onto J:
The next result gives a Fredholm alternative for equations on infinite dimensional Banach spaces.
Consider the equations
Under the assumptions of Lemma 2.1, let P,(s) be strongly continuously differentiable projections, for s in R, such that T(t, s) Pj(s)= P,(t)T(t,s) ift>s, j=l,..., 4, and @yzlPj(t)=Z, for every t, s in R. We assume, for t > s > 0 (resp. s 6 t 6 0), that T( t, s) I R(P,(s)) is an isomorphism from R(P,(s)) to R(P,(t)) for j= 3,4 (resp. j= 1, 3). We indicate the inverse operator by T(s, t).
Suppose there exist positive constants M, y such that IT(t, s)(Pl(s)+ P*(s))1 6 Me-Y(f-S), t3s90
IT(t, s)(P,(s)+ P,(s))1 <Mey('~'), t<s<o IT(t, s)(Pz(s) + P4(s))I 6 MeY(S+'), s<t<o.
Then (NH) has a bounded mild solution, for t in R, if and only if . 
If we use the dichotomous assumptions and consider the limit as t + -co, we obtain V*(O) + P'dO)) 40) + jfrn W, s)V'z(s) + PAS)) f(s) ds = 0 and then, For t < 0 we define
and for t 2 0,
A natural calculation shows that u(t) is a bounded mild solution of (NH) in R. h
THE DEPENDENCE ON TIME: PROPERTIES
In this section we study the regularity and compactness properties of evolution operators of nonautonomous linear equations and of bounded solutions of nonhomogeneous linear and nonlinear equations. Let A(t) =d"'A+B(t).
Let us consider the following hypotheses:
H4.1. A: 9 c W+ W is the infinitesimal generator of a Co semigroup T(t) in the Banach space W.
H4.2. Assume H4.1 and that there exist positive constants M, y such that (1 T(t)11 < Me-?', t 3 0.
H4.3. The function t E R + B(t) E L(W) is strongly continuous in W.
H4.4. The function t E R + E(t) E L(W) is strongly continuously differentiable in W.
H4.5. The function t E R -+ B(t) E L( W) is strongly uniformly continuous in W.
H4.6. For each x E W, the set {B(t) x: t E R} is precompact. H4.7. Assume H4.3. If T(t, S) denotes the evolution operator associated with A(t) then there exist positive constants M, y such that IIT(t, s)ll < Mc~('-~', t>s; t, SER.
Properties of the Evolution Operator
For each nonnegative constant m, let us consider the strip Pj =def {(t,s)ER2: O<t-s<m}. (a) If H4.3 and H4.6 hold, then for each compact K of the Banach space W, the set { T(t, s) x, (t, s) E Fm, x E K} is precompact.
(b) If H4.5 and H4.6 hold then the function t E R + T(t, t-s) x is untformly continuous in R, untformly with respect to (s, x) in a compact subset of [0, CO ) x W.
Proof By using the successive approximation method we can obtain a sequence of operators T,(t, s) E L(W) which converges to T(t, s) in L(W), uniformly in Pm and such that, for each n, T,(t, s) x lies in a compact set of W, when (t, s) varies in 9$, and x varies in K. These remarks imply that (a) holds.
In order to prove (b), we first prove that, given E > 0 and a compact K of W, there exists 6 >O, such that if IhI ~6 then IIT(t +h, s+ h) x-T(t, S) x(1 < E for every x E K and (t, S) E S$,. It follows easily from this statement that (b) holds.
A standart calculation shows that
Therefore,
The last equality, (a), and the assumptions on B imply the result stated above. [ LEMMA 4.2. Suppose that A and B(t) satisfy H4.1 and H4.4, respectively, and that B(t), R(t) satisfy H4.5 and H4.6. Zf A> d, where d is as described in Remark 2.1. and KC W is a compact set, then (i) The set {AT(t, s) R(I, ,4(s)) x, (t, s)E&, XEK} is precompact.
(ii) The function teR+AT(t, t-s) R(1, A(t-s))x is uniformly continuous in R, untformly with respect to (s, x) in a compact subset of [O, 00)x w.
Zf, in addition, H4.2 and H4.7 hold, then there exists a positive constant Ml such that IAT(t, s) R(A, A(s))1 < M,e~Y(r--s), for every (t, s) in FM.
Proof If XE W, integration by parts shows that T(t, s) R(A 4)) x =T(~-S)R(I,A(~))X+~'T(~-I.)B(~;)T(~,S)R(~,A(S))X~~ s = T(t -s) R(A, A(s)) x-A-'B(t) T(t, s) R(A, A(s)) x + T(t -s) A -'B(s) R(A, A(s)) x + jr T(t -5) A -'C&3 T(5, s) + B(5) 45) T(t, s)l R(k 4s)) x &. 3
If we multiply by A and insert convenient terms, we obtain
In order to prove (i), we first show that if il> d then the set { R(A, A(s)) x, s E R, x E K} is precompact.
For such i there exist p < 1 such that Il(A-A))' B(s)11 <p < 1 for every
Considering the Newman series of I-(A -A) -' B(S) and our assumptions on B(t)
we can prove the precompactness of the set above.
The first statement of our lemma follows then from our hypotheses, from the above expression of AT(t, S) R(;1, A(s)) x, and from Lemma 4.1. If we change s by t -s in the expression of A(t, S) R(1, A(s)) x, we obtain
AT(t, t-s)R(il, A(t-s))x = -T(s)x-B(t)T(t,t-s)R(I,A(t-s))x +iT(s)R(I,A(r--s))x+S~T(t,r-z)B(t-r) 0 x [I-qs-T)-B(t-T) T(t--r, t-s)R(A,A(t-S))
The second statement of our lemma follows then from our hypotheses, from the above expression, and from Lemma 4. f: R x W + W is continuous, u is continuous in R, and { f(t, u(t)): t E R} is precompact, then the orbit of u is precompact, where u(t) = f' m T(t, s) f (s, 4s)) ds. Proof: It is easy to see that u is bounded. Since v(t) = f; T(t, t -s) f(t -s) &, given E > 0, there exists t, such that Iv(t) -J;P T(t, t - 7) f(t- 7) d7l <E for every t in R. From Lemma 4.la, it follows that the set {j$ T(t, t -z) f (t -7): t E R) is precompact. Therefore, the orbit of u is precompact and the proof of (i) is complete.
If E and t, are as described above, we have that
The uniform continuity follows then from Lemma 4.lb. The last statement of (ii) follows from the expression of ti obtained in the proof of Lemma 2.3 and from Lemma 4.2. 1 THEOREM 4.1. Let F be a closed and convex subset of a Banach space W andf: R x F+ W be a Cl-bounded function. Under hypothesis H4.2 on T(t), suppose that ME W, satisfies u(t)=j' T(t-s)f(s, 4s)) & (4.1) -00 u(t) E F, for every t in R. For B(t) = def f,,( t, u(t)), assume H4.7 is satisfied and that f, and f, are bounded and untformly continous on R x n(O(u)), where R( .) denotes the closed convex hull.
Then u is a strong solution of ti=Au+f(t, u) in R and ti(t)=lr T(t,s)f,(s, u(s))ds -'x for every t in R.
Moreover, zf for each x E W, the sets { f,( t, u(t)): t E R} and { f,( t, u(t)) x: t E R} are precompact, then ti E W,.
Proof: If we let u(t) = def jta T(t, s) f,(s, u(s)) ds, we have u(t) = IYFhEy -s) B(s) 4s) ds + j'm T(t -s) f,(s, u(s)) ds. ,
Our assumptions on f imply that the last and the last but one integrals are o(h), as h -+ 0. Therefore,
Let Bh(t) =deffI: f,(t, 0u(t+ h)+ (1-e) u(t)) de H5.2. Suppose H5.1 and that the function r + A(r) is strongly continuous in 9.
H5.3. Suppose H5.1 and that the function r -+A(r) is strongly continuously differentiable in 9.
H5.4. Suppose H5.1 and that for each r,, E A there exist a neighborhood U of r0 and positive constants A4, y such that I( T( t, r)ll < Me -?' if r E U and t 2 0. H5.5. The function (t, r) E R x A + B(t, r) E L( IV) is strongly continuous and for each fixed x E W the function r -+ B( t, r) x is continuous uniformly with respect to tc R. H5.6. For each rOE A, there exists a neighborhood U of r0 such that IIB( t, r)ll is bounded in R x U. H5.7. Let A(t, r) =def A(r) + B(t, r). Suppose H5.1, H5.5, and that for each r0 E A there exist a neighborhood U of r,, and positive constants M, "J such that (/ T(t, s, r)ll < Me-'/+') for every r in U, and t, s in R, t 3 s, where T(t, s, r) is the evolution oierator associated with A(& r). The equality above was obtained by inserting A(r) A -'(1) after T(t -c', r) and by integration by parts.
Properties of the Evolution Operator

+K'(r)B(t,r+h)T(t,s,r)x-T(t-s,r)A-'(r)B(s,r+h)x -'T(r-o,r),K'(r)~(B(o,r+h)T(c,s,r))dox s s -h j' T(t-a, r)A,(r) i --A-'(r) @a, r) T(a, s, r) 7 + T(cr--s, r) K'(r) B(s, r)+ j" T(a-5, r) A-'(r) s x2(W5,r)T(S,s,r))d4' dax x 1 =[E'(r+h)-Ap'(r)]B(t,r+h)T(t,s,r)x +[T(t-s,r+h)K'(r+h)-T(t-s,r)A-'(r)]B(s,r+h)x + jl [T(t-0, r+h) A-'(r+h)-T(t-o, r) A-'(r)] s xgB(o,r+h)T(g,s,r)drix +hj'T(t-or r) A,(r) A-'(r) B(o, r) T(o, s, r) da x s -h j'T( -t o,r)A,(r)T(o-s,r)Apl(r)B(s,r)dox s -hjlT(t-a,r)A,(r)jO T(a-[,r)A-'(r)
If we substitute the expression above and insert convenient terms in I,(t, s), we obtain 
IJt,s)= -{[A-'(r+h)-A-'(r)+hA-'(r)A,(r)A-'(r)] x B( t, r + h) T( t, s, r) x} + i[ T(t-s, r+h)A-'(r+h)-T(t-s, r)A-l(r) -hj'T(l-u, r) A,(r) T(u-s, r) du A-'(r) s -T(t-s,r)A-'(r)A,(r)A-'(r) B(s,r+h)x I I -t-peti a,r+h)A-'(r+h)-T(t-a,r)A-'(r) s -h j'qt-[ u,r)A,(r)T(u-a,r)duA-'(r)
.
+ {h[A -l(r) A,(r) A-'(r) B(t, r + h) T(t, s, r) x -A-'(r) A,(r) A-'(r) B(t, r) T(t, s, r) x]} +{h[T(t-s,r)A-'(r)A,(r)A-'(r)B(s,r)x -T(t-s, r) A-'(r) Ar(r) B(s, r+h)x} + h Jr qti[ 5, r) A-'(r) A,(r) A-'(r) s x: (B(o, r) T(o, s, r) do x
The first term of Z,Jt, S) between { > is o(h) because A-'(r) is strongly continuously differentiable, (d/dr) A-'(r) = -A-'(r)
A,(r) A-'(r), and the other part remains in a compact set.
A similar idea can be used to prove that the second and the third terms between { > are o(h), if we also consider that gT(g,r)Ae'(r)=JiT(<--u,r)A,(r)T(u,r)duA-'(r)
-Y(t, r) A-'(r) A,(r) A-'(r) (see Lemma 2.2).
A natural change in the integration and our assumption on B show that the fourth term between ( } is o(h), as h + 0.
Also, the assumption on B implies that the remaining terms of Zh(t, S) are o(h). Therefore, Z,,(f, s) is o(h), as h -+ 0, and our conclusion is that u,(t, s) = o(h) + j' T(f -0, r + h) B(a, r + h) ~~(0, s) do.
s By using Gronwall's inequality we conclude that u,(t, S) is o(h) as h -+ 0.
LEMMA 5.1. Suppose A(r) satisfies H5.1 and H5.2, B(t, r) satisfies H5.5 and H5.6, and for each r E ,4, B(t, r) satisfies H4.5 and H4.6. Then the function r E A + T(t, s, r) XE W is continuous unlyormly with respect to (t, s) E Fm and x in a compact subset K of W.
If in addition to the assumptions above B(t, r) is strongly continuously differentiable with respect to t, &t, r) satisfies H5.5 and H5.6, and for each r E A, &t, r) satisfies H4.5 and H4.6, then for every sufficiently large 1 E R the function r E /i + A(r) T(t, s, r) R(A, ,4(s)) x E W is continuous uniformly with respect to (t, s) E 9m and x E K.
Proof. For (t, s) E S$m and x E K, we have [T(t, s, r + h) -T(t, s, r)] x = [T(t-s, r+h)-T(t-s, r)] x +I' T(t-u,r+h)B(u,r+h)T(u,s,r+h)xdu 3 -'T(t-u,r)B(u,r)T(u,s,r)xdu s s =O(h)+j'T(tu,r+h)B(u,r+h) s x[T(u,s,r+h)-T(u,s,r)]xdu + j' T(t-u, r + h)[B(u, r + h) -B(u, r)] T(u, s, r) x du s + '[T(ts u, r + h) -T( t -u, r)] B(u, r) T(u, s, r) x du. s Under the hypotheses above the last two integrals are O(h), as h -+ 0. Then, [ T( t, s, r + h) -T( t, s, r)] x = 'T(t-u,r+h)B(u,r+h)[T(u,s,r+h)-T(u,s,r)]xdu+O(h). s s
If Th(f, s, r +h) denotes the evolution operator associated with A(r + h) + B(t, r + h), from H5.6 it follows that 11 r(t, s, r + A)/1 is bounded for (t, s) E Fm and h sufficiently small. Then Our hypotheses, the first part of the proof, and an analysis of each term of the above expression show the second part of our lemma. 1 5.2. Properties of the Bounded Solution LEMMA 5.2. Suppose ,4(r) satisfies H5.2, B(t, r) satisfies H5.5 and H5.6, for each r E A, B(t, r) satisfies H4.5 and H4.6, and T( t, s, r) satisfies H5.7. Zf f: R x A + W is such that, for each r, f( ., r) E W,, r --+ f( ', r) E W, is continuous and t+k(t, r) = def j' o. T t, s, r) f(s, r) ds, then for each r E A, ( $( ., r) E W, and the function r E A -+ II/( ., r) E W, is continuous.
ProojI From Lemma 4.3 it follows that $( ., r) E W,. Since +(t, r) = j; T(t, I -7, r) f(t -7, r) dr, our assumptions imply that there exists 6 >O, such that, given E >O, there is r0 > 0 satisfying 1.f: T(t, t-7, r+h)f(t-7, r + h) dzl < E for every t E R and Ihl < 6. 
(t, t -7, r) R(2, A(t -7, r)) A,(t -7, r) R(L, A(t -7, r)) 0 xB,(t-z,r)R(l,A(t-7,r))f(t-7,r)dz
-[wT(t,t-7,r)R(1,A(t-7,r))B,,(t-7,r)
x R"(l, A(t-7, r))f(t-7, r)d7 -I co T(t, t-7, r) R(1, A(t-7, r)) B,(t-7, r) R(I, A(t-7, r)) 0 xA,(t-z,r)R(&A(t-z,r))f(t-7,r)d7 Convergence of the integrals above can be verified using our assumptions, Theorem 2.1, and Lemma 4.2. If we denote by 4(t, r) the terms which do not involve integrals, our hypotheses and Lemma 2.2 imply that r -+ d( ., r) E W, is continuous. All the terms which involve a single integral can be written as j; r(t, t-r, r) h(t -z, r) dr, where r -+ h( ., r) E W, is continuous, and therefore from Lemma 5.2 it follows that the function r + j; T( ., . -r, Y) h( . -r, r) d7 E W, is continuous.
The terms which involve a double integral can be written as either xT(t-&t-z,r)d<h(t-r,r)d7 or q(t, I) '!?I' ja s' T(t, t -t, r) A,(r) T(t -r, t -7, r) d4 0 0
where r -h( ., r)E W, is continuous. Let us consider the second case, because the first one is easier. Let E(r) = def A,(r) A -'(r). Our assumptions and Lemma 2.2 imply that E(r) is strongly continuous and for a fixed r E A there exists 6 > 0 such that for h, t, (hl <6, ?E R, we have Iq(t,r+h)(~constS,"ze-Y'dz supIERlh(t, r)l. Therefore, given E > 0, there exists to > 0 such that for any PER, h, Ih( ~6, we have
r+h)E(r+h)A(r+h) .T(t--t,t-r,r+h)drR(&A(t-7,r+h))
. h( t -7, r + h) d7 + O(E).
If we consider q(t, r + h) -q( t, r), insert convenient terms, and use Lemma 5.1 and our assumptions, a standard but lengthy calculation shows that the function r + q( -, r) E W, is continuous. 1
5.3, Smoothness of Bounded Solutions of Nonlinear Equations
The next objective is to study the differentiability, with respect to parameters, of bounded solutions of nonlinear integral equations.
Suppose W, W,, W, are Banach spaces, A is an open set of W, , A is an opensetofR",andf:RxAxA+W,, (t, r, x) -f( t, r, x). Let us consider the following hypotheses: H5.8. Let K be a compact subset of A. For each fixed I in n the set f(R, r, K) is precompact and the function (t, X)E R x K +f(t, r, x) is uniformly continuous. The function r +f(t, r, x) is continuous uniformly with respect to (t, r) in R x K. H5.9. For each r E A, A(r): 9 c W-+ W generates a Co semigroup T(r, t) and there exist M> 0 and a continuous function y: ,4 -+ (0, co) such that I/ T(t, r)jl < Me-"(')', t > 0, r E A.
H5.10. Assume H5.9. Suppose B: R x n + L(W) strongly continuous in W, M> 0, y: n -+ (0, cc) is continuous such that /I T(t, s, r)ll 6 MeeY(')('-'), t > s, r E /1, where T(t, s, r) is the evolution operator associated with A(r) + B(t, r). S(t, r) G,( -, r, u( .) ), I'm T(t, s, r) G,(s, r, u(s)) ds) such that u( ., r)E W,. Moreover, the function r + u( ., r) E W, is continuously differentiable.
Proof: In order to use Theorem 2.4 let p, > 0 be such that p < pIAl +P~)<P/(~+P) and F= ($E W,: lItill <P,}.
The assumptions on Gi and S imply that if $ E W, then G,( ., r, $( .)) and G2(., rr t4.J) E Wz,, and S(., r) G,(., r, II/(.)) belong to Wk for a fixed rEA.
For r in A, $ in F, and t in R we define s(t, r) G,(., r, (I/(.)) F-(t), r)(t) 2' I , T(t, s, r) G2(s, r, $6)) ds. If we denote by T,(t, s, r) the evolution operator associated with A(r) + B(t, r) + (dGJau)(t, r, u(t, r)), then Gronwall's inequality implies that Our assumptions and Theorem 4.1 imply that ri( -, r) E W,. The same theorem gives an expression for ti( ., r) and using Lemma 5.2 we conclude that r + zi( ., r) E W, is continuous.
For a fixed rl in A, we have ;[G (1 z , r, 44 rl))=DIGAt, r, 4t, r,))+D3G2(tr r, 46 ~~))4t, r,),
; CGdt , r, u(t, rl)) = &G2(t, r, u(t, r,)h and & GA& rr u(t, rl)) = &D, G,(t, r, 4~ rl)) + &D3G2(t, r, u(t, rl)) 46 r,h (5.2) where Di denotes partial derivatives.
To prove the existence and continuity of r + D2F(u (., r) , Y) we must analyze a first term which involves partial derivatives of S(t, r) G,(t, r, u(t, r)) and a second which involves partial derivatives of an improper integral. The first can be handled easily. For r = rl in (5.2) the second is similar to (5.1) with the substitution off(t, r) by G,(t, r, u(t, r)), fi(t, r) by D, G2(t, r, u(t, r)) + D3G2(t, r, 46 r)) C(t, r), f,(t, r) by D2G2(t, r, 4t, r)), and fr,(t, r) by D2D, GA& r, 46 r)) + D2&G2(t, r, 46 r)) $4 r).
The same approach as that used in Lemma 5.3 to treat the continuity of (5.1) in r can be used to prove the continuity in r of the part of D2S(u( ., r), r) which involves improper integrals.
An easy calculation shows that, for ($, r) E B, x A,
The remaining hypotheses of Theorem 2.4 follow from our assumptions on G;, i = 1, 2, and from Lemma 5.2.
Therefore, the function r + u( ., r) E W, is continuously differentiable. 1
In our applications dim W' < ccj.
APPLICATION. A NONLINEAR BEAM EQUATION
In this section we study periodic and homoclinic solutions of a nonlinear equation. Our results are then applied to a nonlinear beam equation.
Consider the following system of differential equations:
Hypotheses. Throughout this section we suppose that some functions are sufficiently smooth. It should be understood that they are at least of class C4. We can require weaker smoothness conditions in some cases, but we do not pursue this point. We assume that fo, F, F,, f, valued in R2 and H,, H,, G, valued in W, are sufficiently smooth when defined for x in 99, UE V, 0 <E < Ed, 6, < 6 < 6,) and t in R. Suppose that the dependence in t is l-periodic.
Suppose fix, 4 &I= O(lxl), f',(t, x, 4 E) = w42), ff,(x, u) = o(lx1214 1, and H2(t, x, u, E) =O(Ju13), as 1x1, IuI go to zero.
We assume that 0 is a saddle point of 1= fo(x) and that f c B is a homoclinic orbit for the origin.
Let U( t, E, 6) = der E SF T( s, E, 6) G( t -s, E) ds, the l-periodic solution of ti = Au + EG(t, E). Suppose that U = O(E) and that lim, +,, E ~ 'U( ., E, 6) is a smooth function of 6 E (6,, 6,). In order to find a l-periodic mild solution ((y(t), w(t)) of (6.3) which is 0( 1) as E -+ 0, we must solve the system Let y(t) =def Jfjo eCcres)Z'f(s, 0) ds + j& eCC'-')(Z-P) f(s, 0) ds, U = def col(y, w), and D = de' (jj, 0), and let (FU)(t) be defined as the second member of (6.4).
There exist L > 0 and a small neighborhood of D, where IlY-U-011, <EL, II(8r/aU)(U)ll, <EL, for every sufficiently small E and IIW, =def suP,../l~(~)ll.
It follows from the uniform contraction principle that system (6.4) has a unique l-periodic solution U* = U*(t, E, 6) in a neighborhood of I?, for every sufficiently small E and 6 E (6,, 13,). 1 Remark 6.1. It can be proved, by using Corollary 4.2, that U* is a strong solution of (6.2) and, also by using Theorem 5.2, that U* is a smooth function of (E, 6).
Remark 6.2. The reasons why we have assumed that H,, H, are of at least third order in x, u and why we look for solutions of order O(E) are justified by the following examples. We have two critical points, u = 0, u = E of ti = EU -u2, and so we have two solutions of O(E). For ti = EU-u3 we have the critical points u=O, U= &/& but just one of them is O(E), as E -+ 0.
The Homoclinic Solutions
Our next objective is to study homoclinic solutions of (6.1). If p(t) is a solution of i =fO(x) which parametrizes r, let p(O) + S be the hyperplane, in R2, by p(O) which is orthogonal to r by p(O). Now we look for bounded solutions (x(t), u(t)) of (6.1), uniformly close to (p(t + a), 0) and such that x( -a)~p(O) + S, for some c( E R. This suggests the change of variables x(t-a) =d"fp(t)+z(t), w(t)=u(t-a) in (6.2), where z(0) belongs to the subspace S, and we obtain i = D(t) z +f*( t, z) + EF(P + z, 6, E) +F,(t-cc, p+z, w+ti,E)+f(t-f&E) ti~=[A+B(t)]w+H,(p+z,w+ii)-D,H,(p(t),O)w + H,(t -CC, p + z, w + U, E), (6.5) where
The system i = D(t) z has dichotomies in R + and R-. If T(t, s) = T(t, s, E, 6) denotes the evolution operator associated with A + B(t), from Gronwall's inequality we obtain 11 T(t, s)ll d M1e-""('+"', if t 2 s, where M, > 0 is a constant independent of (E, 6) E (0, E,,) x (a,, 6,).
A basis of the space of the bounded solutions of (H) is given by 4(t) = (p(t)). If fE BC(R, R*) let (L,)(t) =def @(t)(@*(O) Q(O))-' Q*(O) f(0) be a projection onto N and let Q be given as described in Theorem 3.1, and Remark 3.1.
From Theorem 3.1 and the Liapunov-Schmidt method we see that to find a bounded mild solution (z(t), w(t)) of (6. Since we seek solutions which are O(E), we consider the scaling w, = EW*, z, = sz2 and we obtain the system z2 = K(Z-Q) E-'G( ., a, 6, E, EW*, EZ*) w*(t) = 1' (6.7) T(t, s) E-lH(s, a, 6, E, &W*, EZJ ds, -cc Therefore, the problem of finding a bounded solution of (6.1) close to ~(t + rx) is reduced to finding c1 such that E(E, CI, 6) = 0. Remark 6.3. It is possible to prove that, once c1 is found, the solution (~(?+a) +z*(t+cr), u*(t)) of (6.2) tends to the l-periodic solution obtained in Lemma 6.1 as t + _+ cc.
A Nonlinear Beam Equation
Let us consider a modification of the beam equation given by Holmes and Marsden in [9] : (6.9) where (. ) = a/at, (') = a/&, rl is proportional to the normal load, k = stiffness due to "membrane" effects, and 6 . E = damping.
We suppose that rc2 < rl -C 4rr2, h, and g( ., z, E) are l-periodic in t and jtg(t,z,E) sinnzdz=O.
If we let u( t, z) = def x(t) sin rrz + o( t, z), with u orthogonal to sin rcz, we obtain the system c&o, ;t-'s:, \U;l' dzu;), G(t, E) = def CW? dt, ., E), Jo(X) = def col(0, ax, -dxf), F(X, 6) =def col(0, -6x, -ex,), F,(X, U) =der col(0, -bx, 1; lu',12 dz), andf(t) = def col(0, h(t)), we obtain the equivalent system ~=fo(x)+eF(x, S)+F,(X, u)+.Ef(t) ti = Au + H,(X, u) + H2(z4) + EG(t, E).
We suppose f continuous and (t, E) E R x [0, Ed) + G(t, E) E W sufficiently smooth.
In order to prove the exponential estimate of the semigroup T(E, S)(t), generated by for every E, 6, O<E<E~, 0~ s,<s<s,.
Those statements and the density of 9(A) in Y imply that there exist positive constants M, B, such that II T(E, 6, t) uoIl 6 Me-""', t L 0, for O<E<E~,C$,<~<~, and u,EY.
Suppose that zi(t, E, 6) = def ~1; T(s,s,d) G(t-s,e)ds and that lim s+0 (U( ., E, B)/E) is a sutliciently smooth function of 6 E (a,, 6,). This assumption is discussed in Example 6.1.
Therefore, hypothesis H6.1 is satisfied. The equation k=f,(X) has a homoclinic solution p(t) = def col(xl(t), iI( such that i,(O)=0 and x,(O)>0 and so Y(t) =def col( -Z,(t), i,(t)) is a basis of the space of bounded solutions of the adjoint equation $ = -I(/fo,(p(t)).
The bifurcation equation (6.8) is in this case given by where E(E, o, 6) is a smooth function of (6, a, 4 E CO, 4 x R x (h,, 61) and q = [i,(t)]' dt. s
The last equation is the equivalent of Let K(a) = def l/q J n,(t) h(t -tl) dt and assume that E behaves as in Fig. 1 . THEOREM 6.1. Under the assumptions of Section 6.2, a, is such that i(a,) = 0, i;(,,) < 0, and 6, < E(a,,) c 6,) and there exist smooth functions 6 =8(c), a = U(E), E E [0, q,), with 6(O) = ~(cc,), a(0) = cq, such that ifs > C?(E) then there are no homoclinic solutions of (6.9) close to p(t + a) . sin rcz for some c(, tf 6 < @E) then there are a,, M> such that (6.9) has two homoclinic solutions close to p(t + a1) sin 7cz and p(t + ~1~) sin nz, respectively, and if 6 = C?(E) then (6.9) has one homoclinic solution close to p(t + a(~)) sin ZZ.
Remark 6.4. In fact, it is possible to prove that there are infinitely many homoclinic solutions if 6 < 8(c). EXAMPLE 6.1. Let g( t, z, E) = def h(z) cos 27ct. We proceed as in [9] and suppose the nonresonance conditions n27c2(n27c2 -f ,) # 47~~ for n=2, 3, . . . . Under weak conditions on h(z) we can see that ii( ., E, 6) satisfies the required condition in H6.1.
Final Remark
In our approach we exploited the fact that the infinite dimensional is asymptotically stable and so we were involved with improper integrals of the form jLm( ). Under suitable conditions, we believe that most of the results of this paper are valied when we have both stabIe and unstable manifolds in the infinite dimensional part. This implies that, besides the above integral, we have integrals of the form J,OO (...).
