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Premessa
Nella societ moderna le immagini rivestono un ruolo sempre
pi importante limmagine  uno strumento potente e ampiamente
usato nella comunicazione ed anche un mezzo semplice compatto e
diuso per la rappresentazione del mondo 	sico
 Anche nel mondo
scienti	co ed in particolare nella CSE Computational Science and
Engineering limmagine riveste un ruolo fondamentale essendo alla
base della simulazione e la visualizzazione di grandi quantit di dati

Appare allora evidente il crescente interesse per le tecniche e i me
todi numerici che consentono di rappresentare unimmagine e per
mettono di migliorarla o estrarne informazioni
 Tali tecniche sono
alla base dellImage Processing e dellImage Analysis

Fino a pochi anni fa le tecniche utilizzate erano basate su metodi
euristici ed approcci ad hoc
 La svolta signi	cativa nellImage Pro
cessing e Analysis si  avuta con lintroduzione di modelli e metodi
matematici

Alla base di tali modelli c la classe dei Problemi Inversi proble
mi in cui a partire dalle note caratteristiche f dello strumento
ottico utilizzato nellacquisizione telecamera macchina ecogra	ca
etc
 dal rumore random additivo k e dallimmagine degradata z
con
z   fu  k





in modo tale che
jju  zjj  
con  opportuna

Una caratteristica di tali problemi  la perdita di informazioni
signi	cative nel passare dal dato u al risultato z ad esempio si
passa dalla scena reale u nello spazio D allimmagine acquisita z
de	nita nello spazio D con unevidente perdita di informazioni

Per compensare la perdita di informazioni occorre assegnare in
formazioni aggiuntive occorre cio regolarizzare il problema inverso

A partire dallidea di Tikhonov nel  sono stati introdotti molti
operatori di regolarizzazione con lintento di fornire modelli mate
matici sempre pi adabili e aderenti alle caratteristiche eettive
di unimmagine

De	nito il modello matematico MP  il suo eettivo utilizzo in
applicazioni concrete necessita la messa a punto di metodi numerici
per la realizzazione del corrispondente problema discreto M
h
P  di
algoritmi e software ecienti che permettano di ottenere la soluzio
ne desiderata in tempo utile
  a questo livello che si inserisce il
mio lavoro di tesi nel quale partendo dallequazione di diusione
del usso a curvatura media assunta come modello matematico del
problema di ricostruzione e segmentazione di una immagine vengo
no analizzati discussi e implementati tutti i passi computazionali
necessari allo sviluppo dellelemento di software in un ambiente di
calcolo parallelo ad alte prestazioni

Dopo una breve introduzione ai problemi del denoising e della
segmentazione dimmagini D nel Capitolo  si illustra il legame
presente tra le PDE e lImage Processing ed Analysis ponendo par
ticolare attenzione ai modelli di diusione non lineari Modelli di
iii
usso a curvatura media  Modelli Level Set
 Nel Capitolo  sono
analizzati nel dettaglio il denoising e la segmentazione di immagi
ni D dal modello matematico 	no alla loro discretizzazione
 Nel
Capitolo   descritto il metodo numerico utilizzato per la risolu
zione del nucleo computazionale di base il JFNK JacobianFree
NewtonKrylov
 Nel Capitolo   introdotto lambiente di svilup
po dellalgoritmo la libreria PETSc  Portable Exstensible Toolkit
for Scienti	c Computation
 Nel Capitolo  vengono descritti i det
tagli implementativi del software parallelo e della sua applicazione
ad immagini mediche ecogra	che
 In 	ne nel Capitolo 	 vengono
illustrati alcuni esperimenti
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 luomo che
fornisce le vere risposte 
 quello
che pone le vere domande
C LeviStrauss
 Ai miei genitori 
  il momento di fermarmi e far scorrere le esperienze vissute negli
ultimi tre anni Non nego che a tal pensiero  subito spuntato un
sorriso questo vuol dire che sono contenta di quello che ho fatto di
quanto sono cresciuta sia da un punto di vista culturale che umano
Ma tutto ci  stato possible anche grazie allaiuto di alcune persone
a cui  doveroso da parte mia dire grazie
Il primo Grazie al Prof Almerico Murli che ha seguito i miei pas
si nella strada della formazione non perdendo mai di vista il mio
carattere e la persona che sono ha infatti saputo mettermi sotto
pressione nella giusta misura portandomi a dare il meglio ha inol
tre saputo leggere ed indirizzare le mie potenzialit	 nella direzione
migliore
Un Grazie particolare alla Prof Luisa DAmore che ha avuto

ducia nelle mie capacit	 e mi ha spronato a vivere esperienze im
portanti aiutandomi nei momenti critici
Un grazie va a chi nei momenti non semplici ha saputo dirmi Dai
ancora un p o mi ha regalato un sorriso o semplicemente ha
capito e sorvolato sui miei modi bruschi dovuti alla non tranquillit	
della mia testa Un grazie  doveroso a chi si  soermato ad ascol
tarmi e ha insinuato domande nella mia testa a chi nei momenti di
allarme  stato presente
Un grazie alle mie sorelle e a mio cognato che non mi hanno mai
vi
fatto sentire sola nelle mie scelte credendo in me e portandomi a
ragionare quando occorreva
Un grazie ai mie genitori che sono sempre stati al mio 
anco e mi
hanno trasmesso il senso del dovere e limportanza di fare sempre
al meglio delle proprie possibilit	   bello vedere negli occhi di mia
madre la gioia e la soddisfazione per quello che sono riuscita a fare
Grazie a chi gi	 tre anni fa era a dir poco entusiasta e orgoglioso di





 Le PDE e lImage Processing ed Analysis 


















































 Segmentazione e denoising di immagini D 





































 Discretizzazione spaziale alle dierenze 	nite
 
 Il metodo numerico 





























































































 Lambiente di sviluppo dellalgoritmo
PETSc 



































 Approssimazione dello Jacobiano con le die














 Il software parallelo
e sua applicazione su immagini mediche 




















































































 Test eseguiti sul modello non lineare Schema Implicito 









































Indicando con u limmagine reale e con z limmagine acquisita un
modello di degradazione dellimmagine z  del tipo
MP   z   fu  k 
dove k indica il rumore introdotto nellacquisizione di z ed f la
funzione che dipende dallo strumento di acquisizione considerato

Denizione Ricostruzione dimmagine
Si denisce ricostruzione di unimmagine loperatore inverso
M
  
P   z  u
laddove u indica unapprossimazione di u tale che
jju  zjj  
con  opportuno
Nelle Figure  e  sono rappresentate rispettivamente unimma
gine sintetica priva di rumore e con rumore additivo

Premesse ii
Figura  Immagine z   fu con z   
Figura  Immagine z   fu  k
Premesse iii
Dato il modello di degradazione  Mp diamo la seguente
Denizione  Segmentazione dimmagine 
Si denisce segmentazione dellimmagine z la partizione di z nelle
sue parti costituenti
La de	nizione sopra enunciata  ambigua e troppo generica in
quanto dipende dal tipo di informazioni che si vuole estrarre dal
limmagine stessa ovvero le parti costituenti
 I due principali
obiettivi per cui si fa la segmentazione sono determinare le regioni
omogenee che costituiscono limmagine z Figure  e  estrarre
dallimmagine alcuni contorni signicativi che assomiglino ad una
curva assegnata Figure  e  

In entrambi i casi i contorni ricoprono un ruolo fondamentale e
generano le problematiche seguenti come pu essere rappresentato
un contorno e quale criterio ci garantisce di selezionare i contor
ni dellimmagine e non quelli prodotti da eventuale rumore





 rappresentata da una funzione reale a valori reali
u

 x   u

x  
dove x   x
 
     x
d
    
d
indica le coordinate del punto





    l
d
sulla quale 




Figura  In gura  rappresentata l	immagine iniziale
z
Figura  In gura  rappresentata l	immagine z
segmentata
Premesse v
Figura  In gura  rappresentata l	immagine assegnata
e la curva iniziale 
linear tratteggiata in rosso
Figura  In gura  rappresentata l	immagine assegnata
e la curva ottenuta 
linear tratteggiata in rosso a partire
da quella iniziale
Premesse vi
Denizione  Edge di unimmagine
x 
























Tale de	nizione nasce dal fatto che la precisione visiva di un
contorno avviene in presenza di una variazione brusca dellintensit
dellimmagine ux tra lo sfondo e loggetto
 Poich in questo caso
lintensit del gradiente di u  molto alta sul contorno delloggetto
si sceglie jruj o una funzione di esso come identicatore di con
torni
 Quindi assegnata unimmagine u  
n
de	niamo omogenee
le regioni in cui jruxj  lo stesso a meno di un errore dellordine
di  con   	
 Le regioni omogenee sono delimitate da curve

 in cui il valore del jruj non  confrontabile con quello assunto
internamente alla regione omogenea
 La curva 
 si pu quindi ve
dere come un contorno ovvero una curva di separazione tra due
o pi regioni omogenee In Figura   fornito un esempio di regioni




Possiamo ora riformulare la de	nizione di segmentazione di unim
magine

Denizione Segmentazione dimmagine 
Assegnata limmagine u denita sul dominio 
u     
Premesse vii
Figura 	 In 
gura sono rappresentate le due super
ci omogenee R  ed R e la
loro super
cie di separazione  In R  jruj  O 
  
 in R jruj  O 
 






















curva di separazione di regioni omogenee
Il modello matematico considerato in questo lavoro per la de
scrizione del problema di denoising e di segmentazione si basa sul
lequazione di usso a curvatura media    
 Tale modello
a partire dalla caraterizzazione di una curva come curva di livello
Premesse viii
introdotta da S
 Osher e J
 A
 Sethian  
A curve can be seen as the zerolevel
of a function in higher dimension
 alla base della segmentazione e della ricostruzione di immagini at
traverso lanalisi del movimento di una curva in funzione delle sue
curvature







 F x ux trux tr

ux t   	 in 	 T  




dove F  rappresenta loperatore dierenziale del secondo ordine
ux t la funzione calcolata a partire dalla condizione iniziale u

x
di classe almeno C

rispetto alla componente spaziale e C

rispetto
a quella temporate ru e r

u il gradiente e la matrice Hessiana di
u rispetto alla variabile spaziale x

Nellespressione  un ruolo fondamentale  ricoperto dal para
metro t
 Partendo dallimmagine iniziale u

x e risolvendo la  si
costruisce una famiglia di funzioni fux tg
t
in cui ogni elemento
rappresenta unapprossimazione di u

x
 Il parametro t  denomi
nato parametro di scala

Nella  la scelta delloperatore F  determinante e deve veri	
care due condizioni apparentemente contraddittorie la prima  che
ux t fornisca unapprossimazione di u

x a variazione limitata
ovvero che ru sia sucientemente smooth la seconda  quella di
preservare alcune caratteristiche di u ad esempio gli edges che sono
Premesse ix
proprio i punti di signi	cativa variazione della funzione e!o del ru

Al 	ne di darne una seppur breve descrizione bisogna premettere
alcuni concetti relativi allanalisi multiscala

Capitolo 
Le PDE e lImage Processing
ed Analysis
 LAnalisi Multiscala delle immagini
Qualunque oggetto del mondo 	sico  caratterizzato da una sua di




 per visualizzarlo in tutti i suoi dettagli
 De	niamo scala
lintervallo di visibilit che lo strumento pu visualizzare

Una qualunque osservazione del mondo 	sico  quindi condizionata
dallo strumento ottico utilizzato e dalla scala che esso pu rappre
sentare
 Per diminuire o ampliare ad esempio la scala dellocchio
umano vengono utilizzati strumenti quali i microscopi ed i telescopi

Questo implica che non potremmo mai osservare la realt 	sica ma
solo qualche cosa di molto prossima ad essa che possiamo parlare e
de	nire risoluzioni in	nite del mondo esterno ma sono pure astra
zioni matematiche

CAPITOLO  LE PDE E LIMAGE PROCESSING ED ANALYSIS 
Denizione   Scala Interna SI
Fissato uno strumento ottico deniamo sua scala interna il pi
piccolo dettaglio visibile
Denizione   Scala Esterna SE
Fissato uno strumento ottico deniamo sua scala esterna il pi
grande dettaglio che pu essere visualizzato
Lanalisi multiscala di un oggetto  costituita dallinsieme di rap
presentazioni di un oggetto reale in tutte le scale comprese tra quella
interna e quella esterna Figura 


 Modelli anisotropici di diusione non lineare
Il primo passo per luso delle PDE per lanalisi multiscala nellIma
ge Processing  stato fatto negli anni ottanta   
 A partire

















  c  uxt t





 stato possibile sostituire alla classica operazione sullimmagine u
 convoluzione di u con G





la risoluzione dellequazione del calore per un corrispondente tempo




CAPITOLO  LE PDE E LIMAGE PROCESSING ED ANALYSIS 
Figura  In 
gura  rappresentato un esempio di profondit della struttura
dellimmagine nello scalaspace in termini di voxel e di pixel
CAPITOLO  LE PDE E LIMAGE PROCESSING ED ANALYSIS 
s
g(s)
Figura  In 
gura  rappresentato un esempio di gra
co della funzione gs
I pionieri nelluso di operatori dierenziali non lineari sono stati
Perona e Malik   i quali hanno introdotto nelloperatore die
renziale 
 un termine dipendente dal gradiente di u in grado
di gestire e seguire la riduzione del gradiente stesso
 In particolare













La funzione g es
 in Figura 
















Il processo di regolarizzazione ottenuto con lequazione 
  con
CAPITOLO  LE PDE E LIMAGE PROCESSING ED ANALYSIS 
Figura  In gura sono rappresentate le componenti del Laplaciano di ux in un
processo isotropico




g jruj   	 se jruj   
g jruj   se jruj   	
La 
  nota come equazione di diusione anisotropica
 
 in quanto
il coeciente cx t  gs t dipende dal gradiente di u e quindi
dalla variazione di intensit

La 




 r  g jrG

 ujru   	 





 e la 
 sono primi esempi dellanalisi multiscala delle
immagini   
 In particolare in  Alvarez Lions e Morel hanno
proposto una classe di equazioni dierenziali paraboliche non lineari
 
Un processo di diusione  denito isotropico se levoluzione del processo stesso risulta
uniforme in ogni direzione in caso contrario  denito anisotropico 	
 In Figura  
 
illustrato come evolvano le componenti del laplaciano di u denito nello spazio D in un
processo isotropico
 Da un punto di vista geometrico si pu aermare che ssato B un
insieme di elementi di 
 
 si denisce isotropico se b  B si ha che Rb  B per ogni


























x rappresenta limmagine iniziale





Il metodo levelset  una tecnica numerica utilizzata per la determi
nazione delle super	ci di separazione in unimmagine
 Nel seguito
si d una breve descrizione del metodo





regione aperta ed omogenea  si vuole studiare il suo spostamento e
il relativo campo velocit v Figura 










 la funzione level set  deve soddisfare le seguenti propriet
Figura 

x t  	 for x  
x t  	 for x 


x t   	 for x     
t
La super	cie 
 viene quindi de	nita ad ogni t attraverso la lo
calizzazione dellinsieme dei punti in cui  si annulla
 Lequazione
che descrive il moto di  prodotto da v  la seguente

t
 v  r   	 

CAPITOLO  LE PDE E LIMAGE PROCESSING ED ANALYSIS 
Figura  La 
gura illustra lidea alla base del metodo level set Partendo
dallangolo in alto a sinistra  illustrata levoluzione della sagoma di una regio
ne limitata con un contorno ben delineato Di seguito la super
cie in rosso
rappresenta il gra
co di una funzione level set  che determina la sagoma sopra
indicata la regione blu rappresenta invece il piano x  y Il contorno della
sagoma in grigio  la curva di livello zero di  mentre la sagoma  essa stessa
linsieme dei punti del piano per i quali   positiva o nulla
CAPITOLO  LE PDE E LIMAGE PROCESSING ED ANALYSIS 
Figura  In 
gura  rappresentato il valore assunto dalla funzione x t
internamente alla regione aperta  x t   esternamente alla chiusura di
 x t   e sulla curva    x t  














N  r   	 

essendo veri	cate le uguaglianze















jrj   	 

Nel caso in cui v
N
 funzione della direzione normale unitaria la







CAPITOLO  LE PDE E LIMAGE PROCESSING ED ANALYSIS 	
dove    








Denizione   Curvatura di funzione in 

Assegnata la funzione reale u di calsse C





  	 Si denisce curvatura di u la funzione che ad ogni
















Denizione   Curvature principali di una supercie
Assegnata la supercie M  si indichi con P un suo punto con T
P
M
il piano tangente ad M in P e con N il vettore per P perpendico
lare a T
P
M e rivolto verso lesterno Si consideri il fascio di piani





 le curve piane lungo le quali i piani del
fascio intersecano la supercie M 



























 non nullo in Q  
N
 	 Se e solo se u verica lequazione
CAPITOLO  LE PDE E LIMAGE PROCESSING ED ANALYSIS 























ogni curva di livello di u evolve lungo la propria curvatura media
Dimostrazione




 fx   N jux t   	g
con t  	 ed il campo vettoriale di curvatura media di

n campo














Fissando x  

t












Essendo xs  

s












Ponendo s   t si ottiene

t












CAPITOLO  LE PDE E LIMAGE PROCESSING ED ANALYSIS 































In maniera simile si pu dimostrare che la  
 vericata in
tutta la regione Q
Viceversa
Sia u una soluzione della  nella regione Q in cui ru 
  	 si
ssi t  	 e x  

t
	 Q soluzione della  e della  Se u
verica la  allora si deduce che
uxs s   	 s  t









 fx   N jux t   	g
e tutte le curve di livello di u evolvono in Q seguendo le proprie
curvature medie

Un esempio di modello del tipo 





























































dove ux t  la funzione incognita de	nita in Q
T
   	 T 
  
d
 un dominio limitato  rappresenta la frontiera Lipschitz
continua 	 T   lintervallo di tempo I

 unimmagine assegnata
ed   	  un parametro
 Allequazione 
 si aggiungono le
condizioni di Neumann al contorno
u

  	 in  	 T   

dove  rappresenta la direzione normale a  e la condizione ini
ziale
ux 	   u

x in  

o le condizioni al contorno di Dirichlet
ux t   u
D
in   	 T  








































  la funzione Gaussiana con valor










































ottenuta per riessione perio
dica
 Il dominio   
d
rappresenta solitamente un sotto dominio
dellimmagine che contiene loggetto segmentato

In questo lavoro si considera come modello matematico il proble
ma descritto dalla 

 Il problema consiste nel determinare la
funzione ux t nellintervallo 	 T  e sul dominio  a partire dal
limmagine I





Nel processo di denoising la condizione iniziale 
 coincide con










j non  costante e viene




Nella segmentazione di immagini la condizione iniziale u

rappresen
ta uno stadio iniziale della funzione di segmentazione ux t
 I

determina la funzione peso g per levoluzione della curvatura media




Segmentazione e denoising di
immagini D
 Descrizione del metodo numerico
Per la discretizzazione delle derivate parziali nella 
 si sono
considerati gli schemi alle dierenze 	nite e quelli a volumi 	niti
naturale evoluzione dei primi

Si consideri la derivata di una funzione




  i  h con h  
L
N   
ed i        N
















Si consideri lo sviluppo in serie di Taylor della funzione u di punto
























































Oh   i  N    

La 
 fornisce unapprossimazione corretta al primo ordine in h




In maniera del tutto analoga considerando lo sviluppo in serie di









































si ottiene la derivata prima alle dierenze divise allindietro BD
Backward Dierence Figura 













Oh   i  N 

Combinando insieme i due sviluppi di Taylor 
 e 
 in partico
lare sottraendo il secondo dal primo si arriva invece allespressione
centrata corretta al secondo ordine denominata dierenza nita















   i  N    







u(x    )
u(x )
u(x     )
h h
Figura  In gura sono rappresentate le rette la cui pendenza  lapprossimazio
ne alle dierenze nite della derivata prima della funzione ux valutata nel nodo
x
i
 allindietro 	linea tratto e punto
 in avanti 	linea continua
 e centrata 	linea
tratteggiata

Si pu notare come per le espressioni del primo ordine sia suciente
che u sia di classe C

 mentre lespressione al secondo ordine richieda




Considerando gli sviluppi in serie di Taylor 
 e 
  possibile




























 lerrore di troncamento  del secondo ordine in h

a patto
che la funzione u sia dotata di derivata quarta





che intervengono nella costruzione
della derivata di u prende il nome di stencil
 Gli schemi 	n ora
analizzati de	niscono quindi stencil a  e  punti approssimazioni
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
della derivata prima e della derivata seconda rispettivamente

De	nendo la funzione u in 

si possono costruire esempi di stencil
a  punti come ad esempio quello relativo al calcolo del Laplaciano
della funzione ux y 





























  fwi   j ei  j ni j   si j    P i jg































Indicando upi j con u
ij
 la 
























































e per la sua discretizzazione si considera uno stencil a  punti Figura

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
Figura  In gura sono rappresentati i punti che costituiscono lo stencil S

relativa
al punto P i j
S

  fwi   j k ei  j k ni j   k si j    k
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Figura  In gura sono rappresentati i  punti adiacenti al punto P della griglia
di voxel che individuano la stencil a  punti
 Discretizzazione temporale semiimplicita













consideriamo lo schema alle dierenze
	nite allindietro 


































sono calcolati in t
 
avendo considerato come passo corrente t


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mentre quelli lineari rux t sono calcolati in t

 ovvero
rux t   rux t
















 limmagine iniziale ed u

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Quindi nello schema semiimplicito i termini non lineari sono calco
lati sfruttando le informazioni ottenute alla scala precedente men
tre quelli lineari sono calcolati utilizzando le informazioni al passo
corrente
















 costante e u

 denominata funzione iniziale di segmentazione




 e quindi la funzione













 Discretizzazione temporale implicita
Nello schema di discretizazione implicito sia i termini non lineari
jrux tj e gjrG

 uj dellequazione 
 sia quelli lineari





 limmagine iniziale ed u

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 costante e u

 denominata funzione iniziale di segmentazione




 e quindi la
funzione 









 Discretizzazione spaziale a volumi niti
Nello schema ai volumi 	niti la griglia coincide con la struttura
di pixel!voxel dellimmagine mentre i valori iniziali assegnati alla
funzione u

 e successivamente alla u
n
 rappresentano unapprossi
mazione della media della funzione stessa lungo i pixel!voxel

Diamo la de	nizione di alcune quantit che verranno utilizzate











costruita sul dominio 
le celle voxel che costituiscono 
h
sono dette volumi di controllo
Figura 
 comunque presi due voxel p e q con p 
  q denotiamo
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Figura  Nella gura sono rappresentati un esempio di griglia di Voxel coincidenti
con i volumi di controllo di dimensione      e un esempio di griglia di Pixel
coincidenti con i pixel di controllo di dimensione  
con e
pq
la loro comune interfaccia







il vettore unitario e normale a e
pq
orientato
da p a q Figura 

 De	niamo  linsieme delle coppie di volumi
adiacenti distinti e tali che la misura dellinterfaccia comune sia non
nulla









indichiamo inoltre con Np linsieme dei volumi di controllo in
relazione con p appartenenti a  Figura 

Np   fq  
h
j p q  g









per ogni p  
h














Fissato il volume di controllo p indichiamo
 la misura secondo Lebesgue di p con mp
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Figura  Nella gura sono rappresentati  Voxel p e q in rosso  evidenziata la
frontiera di e
pq
 in blu il vettore unitario e normale n
pq

Figura  Nella gura  rappresentato linsieme Np con p volume di controllo
con tratto nero
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 la frontiera di p con p











j con S insieme degli
spigoli di p
Al variare dei volumi p de	niamo



















il punto di intersezione di e
pq




















il valore rappresentativo di u
n
nel volume 	nito p

Eettuiamo la discretizzazione della 




























































j denota unapprossimazione del gradiente nel volume p e
usando il Teorema della Divergenza sul termine a destra della 
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 in presenza del pixel q adiacente 	Caso A























































































































































 se A vera
	 altrimenti
Quindi sostituendo nella 
 la 
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Figura  Nella gura  rappresentato il sistema di assi cartesiani ortonormali XY Z





 Discretizzazione spaziale alle di
erenze nite
Come  solito fare per una griglia D di rettangoli 	ssiamo un
sistema di assi cartesiani ortonormali XY Z al quale associamo i








Ad ogni spigolo P del voxel p assegnamo quindi una terma i j k
dove i j e k indicano le componenti del punto P rispettivamente
lungo lasse X lasse Y e lasse Z del riferimento cartesiano 	s
sato
 Per ogni spigolo inoltre de	niamo i  punti adiacenti nella
griglia con wi   j k indichiamo il west di P  con ei   j k
il suo east con si j    k il south con ni j   k il north con
bi j k    il battom e con ti j k   il top Figura 

 Tali
punti sono utilizzati nello schema a sette punti delle dierenze 	nite
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La funzione u
n




e nei punti dellinsieme C
P




















tendo eventualmente lindice superiore n
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Figura  Nella gura sono rappresentati i punti della griglia in cui valutare la
funzione u
n
per il calcolo delle variabili z	 e z



























































































 sono indicati i punti della griglia in
cui viene valutata la funzione u
n
per il calcolo nel punto P i j k




















 Si noti che z
ijk
 una media delle zi per i        
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Figura  Nella gura sono rappresentati i punti della griglia in cui valutare la
funzione u
n
per il calcolo delle variabili z e z in P i j k
Figura  Nella gura sono rappresentati i punti della griglia in cui valutare la
funzione u
n
per il calcolo delle variabili z e z in P i j k
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Fissato P i j k de	niamo la costante
app    
p
 z 
















































































































con i coecienti dipendenti dagli zi e quindi da u

Considerata lespressione in forma matriciale della 

F ux t   Aux t  b   	
La matrice A  














in quanto c una corrispondenza uno ad uno tra i
punti della griglia e le righe della matrice A le colonne sono  in
quanto c una corrispondenza uno ad uno tra i punti dellinsieme
C
p
  fw e s n b tg  p Figura 
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Consideriamo la forma matriciale del sistema di equazioni non li
neare 

F ux t   Aux t  b   	 

Per la risoluzione del sistema 
  stato usato il metodo JFNK
JacobianFree NewtonKrylov 

Il metodo JFNK  un metodo iterativo articolato usualmente in
quattro livelli
 Il primo livello base  de	nito dallapprossimazione
lineare del metodo di Newton il secondo  quello relativo alla risolu
zione del sistema lineare con un metodo iterativo
 Allinterno  pre
sente spesso un precondizionatore
 Esternamente al ciclo di Newton
 utilizzato un metodo di globalizzazione per la scelta dellappros
simazione iniziale che garantisca la convergenza alla soluzione IV
livello
 Nella Procedura 
 sono schematizzati i quattro livelli del
JFNK









" Loop di Globalizzazione IV livello
do f
" Loop del metodo di Newton I livello
do f
" Loop di Krylov II livello
do f








g while Arresto Precondizionatore
g while Arresto Krylov
g while Arresto Newton








Procedura   Schema del metodo JFNK
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 Richiami sul metodo di Newton
Assegnato il sistema di equazioni non lineari
F ux t   	 in  

consideriamo il suo sviluppo in serie di Taylor di punto iniziale z e
valutato in w
F w   F z  F
	
zw   z  termini ordine superiore
Trascurando i termini dello sviluppo in serie di Taylor di ordine
superiore al primo si ottiene
F w   F z  Jz  a   	 

avendo indicato con a   w   z e Jz   F
	
z
 Jz  la matrice













Jz  a    F z
w   z  a

















ad ogni passo k il generico vettore u
k 
viene calcolato a partire
























































 Richiami sui metodi di Krylov
I metodi basati sui sottospazi di Krylov sono utilizzati per la risolu
zione di sistemi lineari di grandi dimensioni
 Questi metodi sono di
proiezione Galerkin o proiezione generalizzata PetrovGalerkin























 Richiedono solo prodotti matricevettore e que
sta  la chiave principale per il loro ampio utilizzo

Una grande variet di metodi iterativi utilizzano la tassonomia di
Krylov   ed una classi	cazione importante la si  avuta in rela
zione allapplicabilit a sistemi non simmetrici es
 la matrice Jaco
biana non  simmetrica
 Un ulteriore criterio di distinzione  in re
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lazione alla procedura di ortogonalizzazione di Arnoldi la quale ge
nera una base ortonormale del sottospazio di Krylov e la procedura
di biortogonalizzazione di Lanczos la quale genera invece basi non
ortogonali
 Il metodo con base di Arnoldi pi utilizzato  il GM
RES Generalize Minimal RESidual mentre metodi su basi di
Lanczos sono ilBiCGSTAB BiConiugateGradient STABilized
ed il TFQMR Transposefree Quasi Minimal Residual

 Il metodo JFNK
Le origini del metodo JFNK si possono far risalire alle publicazioni
relative alla risoluzione delle ODE   e delle PDE   
 La
motivazione principale appare essere la capacit di eseguire iterazio
ni di Newton senza generare lintera matrice Jacobiana per questo
motivo pu essere inserito nella classe dei metodi quasi Newton

Inoltre i metodi JFNK sono detti Jacobianfree perch in analogia
ai metodi di tipo matrixfree ci che viene calcolato senza far uso
esplicito della matrice Jacobiana  il prodotto di questa con un gene
rico vettore
 Lidea dei metodi JFNK si basa sul risultato seguente
Proposizione 





ce Jacobiana J   F
	
u ed un vettore reale v il prodotto Jv pu es
sere approssimato dallo sviluppo in serie di Taylor del primo ordine
di F  ovvero 
Ju  v  




con  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Dimostrazione
Senza ledere la generalit ssiamo lo spazio 
























   	 







































































Approssimando F u v con lo sviluppo di F in serie di Taylor del
primo ordine relativo ad u otteniamo
































































da cui a meno di un innitesimo di ordine 

































Quindi lerrore che si commette nellapprossimazione di Jv  pro
porzionale ad   
 Lapproccio matrixfree ha molti vantaggi il
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pi interessante  permettere la convergenza non lineare di un qua
si Newton non richiedendo il calcolo esplicito di tutti gli elementi
della matrice Jacobiana

 immediato determinare lapprossimazione del secondo ordine tron
cando lo sviluppo di Taylor al secondo ordine
Jv  





La convergenza per il JFNK  stata dimostrata in    le condi
zioni sono 	ssate al variare della dimensione di  che garantisce la
convergenza locale
 Condizioni sulla convergenza globale vengono
studiate nel  
 Due situazioni che causano problemi alla conver
genza del JFNK sono la struttura non lineare della soluzione e la
discontinuit nella funzione F 

 Fase di globalizzazione
Il metodo utilizzato in questo lavoro  la line search il quale calcola








Il semplice test utilizzato per determinare il parametro s  la richie





  F u
k

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 Introduzione del precondizionatore
Usando un precondizionatore destro si deve risolvere il sistema
JP
  
Pu    F u 

La risoluzione della 
 consta di due passi
 Nel primo si risolve
rispetto a w il sistema
JP
  
w    F u




Riprendendo la Proposizione  con lintroduzione del precondi











  illustrato uno schema dellalgoritmo imple
mentato









ux 	   u

for i    to nscale do
" Loop risolutivo del metodo di Newton
k   
do f








" Loop risolutivo del sistema lineare
" mediante GMRES con Precondizionatore
do f
" Determinazione di u
k
g while criterio di arresto
" Aggiornamento della funzione ux t
















Procedura   Schema dellalgoritmo implementato
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 Alcune scelte per il fattore 




Iniziamo con losservare che se  assume un valore troppo grande
 	 il valore calcolato  unapprossimazione poco accurata se
viceversa   molto piccolo  	 il risultato numerico in questo
caso si pu ampli	care notevolmente eetto dellerrore di roundo

In    stato posto uguale ad un valore sucientemente grande la
radice quadrata dellepsilon macchina 
mach




Altri approcci per la scelta di  non assegnano un valore costante
ma eettuano calcoli allinterno dellalgoritmo stesso usando i valori
dello Jacobiano o colonne dello stesso












dove n rappresenta la dimensione del sistema lineare e b  una co
stante il cui valore  dellordine di grandezza della radice quadrata
dellerrore di roundo della macchina tipicamente  dellordine di
	
 
per una doppia precisione a  bit
 Questo approccio produce






















ed il vettore e
j
costituito da componenti tutte nulle eccetto la j
esima
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che  uguale ad 

Unaltro approccio pi complesso proposto da Brown e Saad  











dove la funzione tpy u indica la tipica dimensione di u






re che F u possa essere calcolata con la precisione dell macchina
viceversa se si conosce la possibilit di valutare la funzione F u con







Quando  noto che c una limitazione sulla precisione della va
lutazione della F u  utilizzata unaltra formula per la valutazione






Lo scopo principale di ciscun approccio  quello di ridurre il numero
di iterazioni richieste dal Newton ottenendo la maggiore accuratezza






PETSc Portable Exstensible Toolkit for Scienti	c Computation
 una libreria che raccoglie strutture dati e software che rappresen
tano i building blocks per limplementazione di una larga scala di
applicazioni in ambiente di calcolo ad alte prestazioni modellate da
equazioni dierenziali alle derivate parziali
 PETSc  una libre
ria essibile i suoi moduli che possono essere utilizzati in codici
scritti in Fortran C o C

 sono stati sviluppati secondo la logica
della programmazione ad oggetti
 La libreria inoltre ha una strut
tura gerarchica Figura 
 che indica come la scelta del solutore
del problema dipenda dal livello di astrazione
 Nella Figura 
 in
particolare sono illustrati
 i nuclei di base computazionali BLAS e LAPACK per lalgebra
lineare e di Message Passing MPI utilizzati da PETSc
 la possibilit di scegliere il livello di trasparenza desiderato nella
risoluzione del problema si possono utilizzare solutori builtin
CAPITOLO  LAMBIENTE DI SVILUPPO DELLALGORITMO
PETSC 
Figura  Struttura Gerarchica di PETSc
per equazioni dierenziali o intervenire ad un livello pi basso
di astrazione implementando la discretizzazione e risolvendo i
sistemi con moduli della libreria quali ad esempio LIMPACK
MINPACK SPARSEKIT PETSc inoltre mette a disposi
zione strutture dati utili nella de	nizione delle griglie utiliz
zate per la discretizzazione delle PDE rendendo trasparente
allutente la gestione degli eventuali bordi di overlap
 la disponibilit di solutori lineari iterativi basati su metodi di
proiezione di Krylov e relativi precondizionatori quali ad esem
pio GMRES e CG che possono essere precondizionati mediante
Additive Schwartz Block Jacobi ILU ICC
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 la disponibilit di solutori non lineari iterativi basati sul metodo
di Newton e relativi metodi di globalizzazione quali la line
search e la trust region

 inoltre possibile lintegrazione con alcune librerie esterne quali
 ADICADIFOR Calcolo automatizzato delle matrici sparse
Jacobiane
 AMG Metodi multigrid
 BlockSolve Precondizionatori ICC e ILU paralleli
 DSCPACK Cholesky sparso
 ESSL Libreria IBM per le fattorizzazioni LU sparse
 EUCLId Fattorizzazione ILUk
 LUSOL Fattorizzazione LU sparsa
 Mathematica
 Matlab
 SPAI Precondizionatori basati sullapprossimazione sparsa del
linversa
 SuperLU e SuperLU#Dist Solutori diretti sparsi sequenziali
e per calcolatori paralleli a Memoria Distribuita
 ParPre Libreria di precondizionatori implementati in ambiente
parallelo basati su metodi di decomposizione e metodi multi
livello

La possibilit di integrare PETSc con numerose librerie scienti	che
permette di eettuare agevolmente esperimenti e confronti tra i vari
metodi di risoluzione
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PETSc per ogni elemento che deve essere considerato nel proble
ma assegnato ad esempio un vettore e una matrice nel prodotto




A livello pi elevato di astrazione e quindi allaumentare della com
plessit del problema assegnato PETSc si comporta in modo ana
logo ad esempio
 per la risoluzione di un sistema lineare costruisce loggettoKSP
che pu includere oppure no loggetto precondizionatore PC a
seconda che il metodo risolutivo scelto lo si voglia precondizio
nare o meno
 per la risoluzione di sistemi non linari costruisce loggetto SNES
che include in s$ un oggettoKSP per la risoluzione del sistema
linearizzato con il metodo che caratterizza lo SNES

 Lalgoritmo implementato in PETSc
Nella Figura 
 sono illustarti i principali moduli per limple
mentazione dellalgoritmo parallelo relativo alla segmentazione e
al denoising di immagini D in ambiente PETSc in particola
re sono indicati in riquadri blu i moduli che lutente deve imple
mentare routine principale di inizializzazione di valutazione del
la funzione e di raccolta dei dati di output e in riquadri bianchi
quelli che ore PETSc risolutore non lineare risolutore lineare
precondizionatore valutazione dello Jacobiano

Nella Procedura   illustrato lo schema ow chart in cui sono
indicate le principali routines di PETSc richiamate
 
Ciascun oggetto PETSc  stato denito in relazione alloperazione che deve eseguire e
non ai dati che deve contenere
 Ad esempio un vettore VEC non  considerato un array di
valori ma un oggetto astratto su cui sono denite operazioni di addizione e moltiplicazione
scalari
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PETSC 	
Figura  In 
gura  illustrarto lo schema dellalgoritmo implementato in
ambiente PETSc
 per linizializzazione e la chiusura dellambiente
PetscInizialize    PetscF inalize   
 per la creazione della griglia distribuita D su cui de	nire gli
oggetti V ec e Mat DACreated   
 per la creazione delloggetto che caratterizza il risolutore non
lineare SNESCreate   
 per linizializzazione sulla griglia distribuita della funzione rap
presentativa del sistema non lineare DASetLocalFunction   
 per linizializzazione sulla griglia distribuita dello Jacobiano
della funzione rappresentativa del sistema
SNESSetJacobian   
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 per lassegnazione dei valori iniziali FromInitialGuess   
 per la risoluzione del sistema non lineare SNESSolve   
 per la distruzione degli oggetti PETSc DADestroy    e









" Inizializzazione ambiente PETSc
PetscInizialize   
" Creazione della griglia distribuita D
ierr %DACreated   
" Creazione delloggetto SNES
" risolutore non lineare
ierr%SNESCreate   
" Settaggio della funzione F
ierr%DASetLocalFunction   
" Settaggio dello Jacobiano
ierr%SNESSetJacobian   
" Assegnazione dei valori iniziali
ierr%FromInitialGuess   
" Risoluzione del sistema non lineare
ierr%SNESSolve   
Procedura   Schema dimplementazione in ambiente PETSc 
continua
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" Distruzione della griglia DA
ierr%DADestroy   
" Distruzione dello SNES
ierr%SNESDestroy   
" Chiusura dellambiente PETSc








Procedura   Schema dimplementazione in ambiente PETSc 
ne
 Gli oggetti DA deniti in PETSc
Gli oggetti DA Distributed Array sono intesi come oggetti PETSc
in grado di comunicare tra loro in modo ottimizzato delle infor
mazioni e non come semplici array in grado di parallelizzare dati
memorizzati in array
 Negli oggetti DA
 si de	nisce un particolare schema di numerazione dei dati di
stribuiti tra i processori diverso da quello naturale de	nito sul
dato globale Figura 

 si de	niscono indici globali e locali su di uno stesso oggetto
Figura 

 si de	niscono vettori globali e locali
 nei Vec globali sono de	niti i punti di ghost Figura 

fondamentali ad esempio nella risoluzione di una PDE in pa
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PETSC 
Figura  In 
gura sono messi a confronto lo schema di numerazione na
turale dei dati distribuiti tra  processori Proc Proc Proc e Proc e il
corrispondente utilizzato da PETSc negli oggetti di tipo DA
rallelo in questo caso si ha la neccessit di valutare una funzio
ne fx e ad ogni processore per farlo occorre sia la propria
porzione del vettore x sia quella posseduta da altri
 si eettuano facilmente operazioni di visualizzazione e aggior
namento delloggetto DA globale

 Calcolo del fattore  in PETSc
Nellambito dello SNES de	nito in PETSc il fattore  si pu calco
lare seguendo due metodi distinti

 il metodo descritto da Brown e Saad

 il metodo descritto da Walker e Pernice

Nel metodo descritto da Brown e Saad il fattore   calcolato usando
lespressione seguente
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PETSC 
Figura  In 
gura a sinistra  illustrata lindicizzazione globale e locale di
un Vec di tipo DA distribuito tra  processori Proc e Proc a destra la
rappresentazione globale e locale dei suoi elementi Si pu notare come nella
rappresentazione locale Proc conosca i primi tre elementi di Proc il quale a
sua volta conosce gli ultimi tre elementi di Proc
Figura  In 
gura  illustrato un esempio di punti locali in rosso e di
punti di ghost in azzurro su due griglie distinte il tratteggio indica la linea di
separazione tra gli elementi appartenenti a processori distinti








































 Nei test eseguiti ho consi
derato questo metodo per il calcolo del fattore 








 Approssimazione dello Jacobiano con le di
erenze
nite in PETSc
Nellambito dello SNES de	nito in PETSc si pu calcolare la matri
ce Jacobiana di una funzione F u utilizzando le dierenze 	nite a








































e sua applicazione su
immagini mediche
Molti problemi di immagini richiedono una quantit elevata di dati

Lordine di grandezza della complessit di spazio e tempo per lal
goritmo implementato della segmentazione!denoising  il seguente
T
n
  O Ts  fNL  L  b  n










 Ts  il numero di passi temporali
 NL  il numero di passi non lineari
 L  il numero di passi lineari
 b  n

 lordine della complessit del prodotto matrice per
vettore nel solutore lineare
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 bn  lordine della complessit sia della risoluzione del sistema
per il precondizionatore che della ILU
  n

 lordine della complessit delle operazioni necessarie per
la costruzione della matrice del sistema in forma compatta

Questo signi	ca che se si considera un immagine piccola ad esem
pio di dimensione n     		     O	

 lo jacobiano
JA ha dimensione m   n  n   O	
 




  OTs NL  L  n









Se si tiene conto che il prodotto TsNLL  almeno dellordine di 	


lordine di grandezza di T
n




un PC che esegue  Gflop di operazioni f
p
 al secondo per la












sec   mesi
Evidentemente  un tempo di risposta inaccettabile per qualsiasi
applicazione concreta

 Introduzione del parallelismo
La strategia utilizzata per introdurre il parallelismo segue un ap
proccio basato sulla decomposizione del dominio nel caso speci	co
la strategia utilizzata  denominata Slice Partitioning in quanto
il dominio D  partizionato lungo ununica dimensione Figura 


Sia   









 Il dominio  stato suddiviso solo lungo la terza di
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Figura  In 























mensione quindi se p  il numero di processori e lidenti	cativo id
di ciascuno  un intero compreso tra 	 e p     verr partizio




























Con tale distribuzione si ha che ogni processore eettua calcoli









comunicazioni dei dati appartenenti alle  super	ci di separazione
S
loc








I processori il cui identicativo   e p   hanno una sola supercie di separazione e quindi
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tale decomposizione scelta porta ad una signi	cativa riduzione del
loverhead di comunicazione
 Daltra parte per considerando la













ovvero 	ssata la dimensione del problema e quindi n

 facendo cre
scere il numero dei processori p aumenta proporzionalmente anche
OC
p
ovvero aumenta il peso del tempo di comunicazione sul tem
po di calcolo con degradazione delle prestazioni dellalgoritmo
 In
altre parole ci dobbiamo aspettare che 	ssato n

 esista un valore
ottimale di p al di l del quale le prestazioni dellalgoritmo paral
lelo possono degradare

















 Le Immagini Ecograche
Lecogra	a  una tecnica di diagnosi medica per immagini che con
sente di rappresentare gli organi del nostro corpo utilizzando la ri
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sposta dei tessuti alle onde sonore ad alta frequenza ultrasuoni non
udibili dallorecchio umano che attraversano i tessuti stessi
 Il prin
cipio su cui si basa lecogra	a  lo stesso utilizzato dal sonar delle
navi per localizzare i sottomarini
 La sonda posta sul paziente ad
esempio sulladdome invia impulsi di onde sonore nel corpo
 Que
ste onde sonore in parte vengono riesse dalla parete addominale
creando echi in parte arrivano allorgano che si vuole visualizzare
il quale le riette tali onde di ritorno sono trasformate sul moni
tor dellecografo in immagini
 La sonda $ composta di cristalli che
hanno la funzione di inviare nonch$ di ricevere gli echi di ritorno
 Il
computer dellecografo  in grado di calcolare in tempo reale impen
sabili in passato sia lintervallo trascorso tra lultrasuono inviato e
leco ricevuto sia lintensit con cui tale eco viene riesso
 Da tale
calcolo eseguito punto per punto dello schermo in tempo reale le
cografo  in grado di ricostruire limmagine Figura 
 lintervallo
di tempo determiner le coordinate dellinterfaccia incontrata e lin
tensit indicher il livello di grigio da rendere sullo schermo
 Ogni
pixel quindi sar calcolato in questo modo molte volte al secondo

Limmagine che si ottiene mostra quindi in maniera bidimensionale
sullo schermo una sezione della struttura esaminata consentendo
anche di distinguere eventuali movimenti
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Figura  In 




I risultati ottenuti sono illustrati utilizzando due tipi di immagini
test entrambe ottenute con una sonda ecogra	ca le prime sono il
risultato della scansione di oggetti noti quali dadi gomme e pin
ze le seconde di organi di un paziente quali cuore fegato rene e
vasi sanguigni addominali
 Per la prima tipologia di immagini il
risultato della scansione della sonda sono  piani ottenuti facendo
coprire alla sonda un arco di 	

e memorizzando unimmagine per
ogni grado di rotazione
 In pratica le  immagini bidimensionali
sono disposte nello spazio come le pagine di un libro aperto con le





informazioni legate ai pixel che costituiscono limmagine sono quin
di fornite in coordinate polari
 La seconda tipologia dimmagini 
costituita da oggetti de	niti globalmente nello spazio D in un si
stema di riferimento cartesiano ortonormale tale immagine  stata
ricavata mediante una trasformazione di coordinate da polari a car
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Figura  In 
gura  illustrato uno schema del processo eseguito dalla sonda
ecogra
ca per la generazione degli  piani che costituiscono limmagine D
Partendo da sinistra  evidenziato il primo piano il centrale e lultimo
tesiane dellimmagine echogra	ca costituita da piani D

I test eseguiti in questo capitolo sono relativi alloperazione di denoi
sing con le condizioni al contorno di Dirichlet e BJ Block Jacobi
come precondizionatore

 Risultati ottenuti su immagini sintetiche
Limmagine D ha dimensione  		  ed  stata realizzata
immergendo la sonda in una bacinella dacqua al cui interno sono
stati posti due dadi di marmo uno dei quali ha una gomma pogiata
su una faccia Figura 

 Sono stati 	ssati i parametri    	e 




 per ciascuna scala eseguita sono indicati il numero
di iterazioni lineari &IL non lineari &IN il numero di valuta
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Figura  In 
gura  illustrato uno schema degli oggetti presenti nellimmagine
test ecogra




  indicato il piano  dellimmagine D
dei dadi rispettivamente prima e dopo lapplicazione del processo di
denoising
 Nella 	gura 
 sono illustrati i gra	ci dei tempi espres
si in secondi ottenuti su due distinte architetture un cluster PC
Pentium





 Si pu notare la dierenza importante che c nel
tempo di esecuzione con un solo processore tra le due architetture
si passa da  ora e  minuti a  minuti
 Questo  dovuto princi
palmente al movimento dei dati dalla memoria principale a quella

Cluster PC Pentium
Processore  Pentiunm 	 	
  	
 GHz
Memoria Cache  
 Kb
Memoria Principale  
  Mb Rimm PC
Network  Quadricx QsNet  Mbytes

Cluster Hp Itanium
Processore  ITANIUM BIPROCESSOR 	 	 GHz
Memoria Principale   GB
Network  Quadricx QsNet  Mbytes
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cache data la dimensione elevata del problema In ciascun proces
sore la memoria cache  di  Kb mentre quella principale  di 
Mb
 Sul cluster Hp Itanim si pu notare come il tempo scali da 
minuti con un processore a circa  minuti con dieci

Quanto detto per il gra	co dei tempi si riette nel gra	co dello
speed up Figura 
 in cui sono evidenti sia una situazione di su
perlinearit' per il cluster PC Pentium essendo il tempo T
 
tempo
di esecuzione con un solo processore maggiorato dal non ecien
te utilizzo della memoria sia un andamento lineare per il cluster
Hp Itanium
 Riguardo lo speedup del cluster Hp Itanium si pu
notare inoltre come pur essendo la macchina costitutita da  no
di ne sono stati utilizzati al pi 	 in quanto aumentando ulte
riormente p avremmo ottenuto solo un incremento delloverhead di
comunicazione OC
p
 a discapito delle prestazioni dellalgoritmo

IL IN VF kF uk
 
Scala    	e  		
Scala    		e  	

Scala    e  	
Tabella  Nella tabella ssati    	e  ed    	e 	 per ogni passo di scala
 sono indicati IL   numero di iterazioni lineari IN   numero di iterazioni di
Newton V F   numero di valutazioni di funzione kF uk
 
  norma due della F del
sistema non lineare
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Figura  Piano  dellimmagine
ecogra
ca D acquisita
Figura  Piano  dellimmagine
echogra
ca D dopo il processo di
denoising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Figura 	 In 
gura sono illustrati i gra
ci dei tempi espressi in secondi relativi
ad unimmagine di dimensione    La linea verde  relativa al cluster
PC Pentium mentre la linea rossa al cluster Hp Itanium
Figura  In 
gura sono illustrati i gra
ci dello speedup relativo ad unim
magine di dimensione        La linea verde  relativa al cluster PC
Pentium mentre la linea rossa al cluster Hp Itanium
CAPITOLO 	 IL SOFTWARE PARALLELO
E SUA APPLICAZIONE SU IMMAGINI MEDICHE 
Figura  In 
gura  ragurato il cuore D
 Risultati su ecograe reali
Limmagine D ha dimensione     	 e rappresenta un
cuore Figura 

 Limmagine  D  rappresentata in coordinate
cartesiane ed  stata ottenuta da una ecogra	a generata in coordi
nate polari le tre sezioni lungo i piani x y z   	 x z y   




 per ciascuna scala temporale eseguita sono indicati
il numero di iterazioni lineari &IL non lineari &IN il numero




In 	ne nelle Figure 
 
 e 
  ragurato il cuore dopo i tre




 sono rappresentate le corrispondenti sezioni
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Figura  In 
gura sono illustrate le sezioni dei  piani xy piano z  
x z piano y   ed y  z piano x  
IL IN 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Scala    e  		
Scala    	
	e  
Scala    	e  
Tabella  Nella tabella ssati    	e   ed    	e  	 per ciscun passo di
scala sono indicati IL   numero di iterazioni lineari IN   numero di iterazioni
di Newton V F   numero di valutazioni di funzione kF uk
 
  norma due della F
del sistema non lineare
CAPITOLO 	 IL SOFTWARE PARALLELO
E SUA APPLICAZIONE SU IMMAGINI MEDICHE 
Figura  In 
gura  rappresentato il
cuore dopo il primo passo di scala
Figura  In 
gura sono illustrate le
sezioni dei  piani dopo il primo passo di
scala x y piano z    x  z piano
y   ed y  z piano x   dopo il
processo di denoising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Figura  In 
gura  rappresentato il
cuore dopo il secondo passo di scala
Figura  In 
gura sono illustrate le
sezioni dei  piani dopo il secondo passo
di scala xy piano z    xz piano
y   ed y  z piano x   dopo il
processo di denoising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Figura  In 
gura  rappresentato il
cuore dopo il terzo passo di scala
Figura  In 
gura sono illustrate le
sezioni dei  piani dopo il terzo passo di
scala x y piano z    x  z piano




 Test eseguiti sul modello non lineare Schema
Implicito
Nel Gruppo I di Test di questo paragrafo sono descritti i test ese
guiti sullalgoritmo sequenziale con ILU fattorizzazione LU In
completa come precondizionatore nella II parte quelli eseguiti in
parallelo BJ Block Jacobi come precondizionatore

	 Gruppo I Test
I test sono stati eseguiti su unimmagine sintetica D di dimensio
ne 	  	  	 costituita da un cilindro schiacciato leggermente
nella zona centrale il cui colore  de	nito sulla scala di grigio da
 a  di intensit decrescente procedendo verso le pareti esterne

Nella Figura 
  illustrato loggetto D mentre nella Figura 

sono illustrati esempi delle tre sezioni nei piani x  y piano z   
x  z piano y    e y   z piano x   

CAPITOLO 
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Figura  La 
gura rappresenta limmagine D utilizzata per la prima batteria
di Test
Figura  La 
gura rappresenta le tre sezioni dellimmagine D utilizzata per
la prima batteria di test piani x y z   x z y   e y  z x  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I test eseguiti possiamo suddividerli in due gruppi il primo in cui
limmagine  priva di rumore e il secondo in cui  stata introdotta
una percentuale di rumore additivo  " " e " con una
distribuzione normale con valor medio  e varianza 
 Nel primo
gruppi di test si sono considerati i due tipi di SNES
 SNES di tipo FD Finite Dierence con lo Jacobiano calcolato
esplicitamente
 SNES di tipo MF Matrix Free con opportune approssimazioni
per lo Jacobiano

Nel secondo gruppo visti i risultati ottenuti nei primi test in termini
di tempo ed accuratezza si  posta lattenzione solo sullo SNES di
tipo MF

Il metodo di Newton si arresta quandoIN  IterazioniNewton
 supera il numero massimo di iterazioni di default IN  	
 oppure supera il numero massimo di Valutazioni di Funzione
di default V F  	


































Il criterio di arresto del GMRES si basa su due condizioni
 IL  	

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Di default rtol   e  	 atol   e  	 dtol   				

Risultati del primo gruppo di test immagine iniziale priva
di rumore
In questo gruppo di test si sono considerate  dimensioni per lim
magine D
 
 N   	 e N   	
 Nella Tabella 
 sono indicati i
risultati ottenuti per N   	 per entrambi i tipi di SNES e nella
Tabella 
 quelli relativi a N   	
 In entrambi si  posto il passo
di scala    			

IL IN VF Temp kF uk
 





SNES MF    	e  
e  	

Tabella  Nella tabella sono indicati i risultati in dimensione N   
 IL  
numero di iterazioni lineari IN   numero di iterazioni di Newton V F   numero
di valutazioni di funzione Temp  tempo di esecuzione in secondi kF uk
 
  norma
due della F del sistema non lineare
IL IN VF Temp kF uk
 
SNES FD    e  





Tabella  Nella tabella sono indicati i risultati in dimensione N    IL  
numero di iterazioni lineari IN   numero di iterazioni di Newton V F   numero
di valutazioni di funzione Temp  tempo di esecuzione in secondi kF uk
 
  norma
due della F del sistema non lineare
Dallanalisi dei tempi di esecuzione risulta evidente come luti
lizzo dello SNES FD  proibitivo gi per dimensioni relativamente
piccole come N   	
 Inoltre si pu notare come per N   	 i
 
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due metodi siano equivalenti in termini di accuratezza mentre ci
non si veri	ca per dimensione N   	 in cui si raggiunge molto
velocemente il tetto massimo di valutazioni della funzione doven
do calcolare esplicitamente lintera matrice Jacobiana
 Pertanto nei
test successivi prendiamo in esame solo lo SNES MF

Risultati del primo gruppo di test Immagine iniziale ru
morosa
Sono state eseguite batterie di test per la determinazione dei valori
ottimali per i parametri  ampiezza del passo di scala ed  para
metro di regolarizzazione al variare della scala S   f  g e della
percentuale di rumore introdotta nellimmagine sitetica iniziale "
" e  "

I risultati pi signi	cativi si sono avuti per

  f	e   	e   	e  g
  f	e   	e   	e  g
La dimensione dellimmagine D in tutti i test  	 	 	

Consideriamo i risultati dei test con rumore al 	

Nella Tabella 
 sono indicati i valori dellerrore relativo ErrRel







mentre nella Tabella 
 sono indicati i valori della norma due della
funzione F jjF x tjj

 al secondo passo di scala e al variare di 
ed 

Da questi dati si deduce che il valore pi basso dellerrore relativo
ed uno tra i pi bassi per il residuo  assunto per    	e    ed
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Tabella  Nella tabella ssata la seconda scala al variare di  e  viene indicato
l	errore relativo dell	immagine 
ErrRel
 n  	e  e  	e 

	e 	 e  		 
e  	 
e  	
	e 
 	e  		 		e  	 
	e  	
	e  	e  	




Tabella  Nella tabella ssata la seconda scala al variare di  e  viene indicato




   	e   




 in ciascuna delle quali 	ssato il piano z   	 sono illustrati i
pro	li nel piano x  y delle immagini seguenti

 non rumorosa tratto blu

 con rumore additivo tratto verde

 ricostruita al primo passo di scala tratto rosso

 ricostruita al secondo passo di scala tratto nero

 ricostruita al terzo passo di scala tratto giallo

con il paramtro    	e   e  che varia nellinsieme seguente




 sono illustrate le corrispondenti curve di
livello
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
 al variare di    f	e    	e    	e   g sono indicati
per ciascuno dei tre passi temporali il numero di iterazioni eseguite
per il GMRES &IL il numero di iterazioni per il Newton &IN il
numero di valutazioni di funzione &VF la norma due della F x t
e lerrore relativo dellimmagine ErrRel
 Nella Tabella 
 	ssato
il parametro      	e   e al variare di  viene indicato il tempo
di esecuzione complessivo dei tre passi temporali

Fissato sia    	e    che    	e    nelle Figure dalla 

alla 
 sono illustrate rispettivamente le surfaces di una sezione
dellimmagine iniziale priva di rumore dellimmagine con rumore
aggiunto e dellimmagine calcolata ai passi temporali   e 
 Inol
tre in Figura 
 partendo dallalto a sinistra e procedendo in
senso orario sono ragurati i volumi delimmagine rumorosa e di
quella ottenuta nei tre passi temporali
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Figura  In gura sono rappresentati i proli dell	immagine sintetica iniziale 
tratto
bl rumorosa 
tratto verde alaborata al passo  
tratto rosso al passo  
tratto
nero ed al passo  
tratto giallo Sono stati ssati    	e  ed    	e 











Figura  In gura sono rappresentati i proli dell	immagine sintetica iniziale 
tratto
bl rumorosa 
tratto verde alaborata al passo  
tratto rosso al passo  
tratto
nero ed al passo  
tratto giallo Sono stati ssati    e  ed    	e 
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Figura  In gura sono rappresentati i proli dell	immagine sintetica iniziale 
tratto
bl rumorosa 
tratto verde alaborata al passo  
tratto rosso al passo  
tratto
nero ed al passo  
tratto giallo Sono stati ssati    	e 
 ed    	e 











τ=10−3    ε= 10−1
Figura  In gura sono rappresentate le surfaces dell	immagine sintetica iniziale

tratto bl rumorosa 
tratto verde alaborata al passo  
tratto rosso al passo 

tratto nero ed al passo  
tratto giallo Sono stati ssati    	e ed    	e
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τ= 4* 10−3    ε=10−1
Figura 	 In gura sono rappresentate le surfaces dell	immagine sintetica iniziale

tratto bl rumorosa 
tratto verde alaborata al passo  
tratto rosso al passo 

tratto nero ed al passo  
tratto giallo Sono stati ssati    e ed    	e











τ=10−2   ε=10−1
Figura  In gura sono rappresentate le surfaces dell	immagine sintetica iniziale

tratto bl rumorosa 
tratto verde alaborata al passo  
tratto rosso al passo 

tratto nero ed al passo  
tratto giallo Sono stati ssati    	e
 ed    	e
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IL IN VF kF uk
 
ErrRel
Scala    		e  	 	
Scala    
e  	 	
Scala    	
e  		 

Tabella  Nella tabella ssati      	e   ed    	e  	 per ogni passo di
scala sono indicati IL   numero di iterazioni lineari IN   numero di iterazioni
di Newton V F   numero di valutazioni di funzione kF uk
 
  norma due della F
del sistema non lineare ErrRel  errore relativo dell	immagine
IL IN VF kF uk
 
ErrRel
Scala    e  		 			
Scala    e  	 

Scala    e  	 
Tabella  Nella tabella ssati      	e   ed    	e  
 per ogni passo di
scala sono indicati IL   numero di iterazioni lineari IN   numero di iterazioni
di Newton V F   numero di valutazioni di funzione kF uk
 
  norma due della F
del sistema non lineare ErrRel  errore relativo dell	immagine
IL IN VF kF uk
 
ErrRel
Scala    	e  	 		

Scala    
e  	 	
Scala    
e  		 	
Tabella 	 Nella tabella ssati      	e   ed    	e  peer ogni passo di
scalal sono indicati IL   numero di iterazioni lineari IN   numero di iterazioni
di Newton V F   numero di valutazioni di funzione kF uk
 
  norma due della F
del sistema non lineare ErrRel  errore relativo dell	immagine
  Tempo in secondi
  	e  	e 	 	e  
  	e  	e 
 	e  	
  	e  	e  	

e  	
Tabella  Nella tabella ssato      	e  vengono indicati il parametro  ed
il tempo di esecuzione complessivo delle tre scale temporali
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Figura  Surface del piano  dell	immagine rumorosa
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Figura  Surface del piano  dell	immagine dopo il secondo passo di scala
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Figura  Surface del piano  dell	immagine dopo il terzo passo di scala
Figura 
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	 Gruppo II di Test
I test sono stati eseguiti su unimmagine sintetica D di dimensione
	 	 	 costituita da ellissoidi con assi coincidenti il cui colore
 de	nito sulla scala di grigio da  a  di intensit decrescente
procedendo verso lesterno
 Nella Figura 
  illustrato loggetto
D mentre nella Figura 
 sono illustrati esempi delle tre sezioni
nei piani x  y piano z    x  z piano y    e y   z piano
x   

Fissato il parametro    	e    ed      	e    nella tabella

 sono indicati per ciascuno dei tre passi temporali il numero di
iterazioni eseguite per il GMRES &IL il numero di iterazioni per
il Newton &IN il numero di valutazioni di funzione &VF e la
norma due della F x t

Fissato sia    	e   che    	e   nella Figura 
  rap
presentato il piano z    dellimmagine D con le relative curve di
livello
 Partendo in alto a sinistra e procedendo in senso orario si
hanno le curve di livello dellimmagine iniziale di quella rumorosa
e di quella calcolata ai passi temporali  e 

In 	ne in Figura 
 sempre partendo dallalto a sinistra e proce
dendo in senso orario sono ragurati i volumi delimmagine rumo
rosa e di quella ottenuta nei tre passi temporali

IL IN VF kF uk
 
Scala    

e  	
Scala    e  	

Scala    
e  	

Tabella  Nella tabella ssati      	e   ed    	e   per ogni passo di
scala sono indicati IL   numero di iterazioni lineari IN   numero di iterazioni
di Newton V F   numero di valutazioni di funzione kF uk
 
  norma due della F
del sistema non lineare
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Figura  La 
gura rappresenta limmagine D utilizzata per la seconda
batteria di Test
Figura  La 
gura rappresenta le tre sezioni dellimmagine D utilizzata per
la seconda batteria di test i piani xy z   xz y   e yz x  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Figura 	 La 
gura rappresenta il piano z   dellimmagine D con le
relative curve di livello Partendo in alto a sinistra e procedendo in senso orario
si hanno le curve di livello dellimmagine iniziale di quella rumorosa e di quella
calcolata ai passi temporali  e 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Figura  Partendo in alto a sinistra e procedendo in senso orario la 
gura
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