Several problems arising in control system analysis and design, such as reduced order controller synthesis, involve minimizing the rank of a matrix variable subject to linear matrix inequality (LMI) constraints. Except in some special cases, solving this rank minimization probiem (globally) is very difficult. One simple and surprisingly effective heuristic, applicable when the matrix variable is symmetric and positive semidefinite, is to minimize its trace in place of its rank. This results in a semidefinite program (SDP) which can be efficiently solved.
Introduction
In recent years there has been a growing interest in problems that involve minimizing the rank of a matrix over a convex set. Applications arise in diverse axeas such as minimum order controller design [Mes99] , factor analysis in statistics [Sha82] , and Euclidean distance matrix problems [TT93], among others. The general matrix rank minimization problem can be expressed as where X E Rmxn is the optimization variable and C is a convex set, e.g., described by LMIs. It is well known that in general this problem is hard to solve p 9 6 , 57.31. Various heuristics have been developed to handle problems of this type; see, 'e.g., [BG96, SIG98, Dav941 . One simple and surprisingly effective heuristic, applicable when the matrix is symmetric positive semidefinite, is to minimize its trace in place of its rank. This isused in [ParOO, Mes99] to design reduced order controllers.
This heuristic obviously does not apply to problems in which the matrix is non-symmetric, or nonsquare, since the trace is not even defined, let alone a good convex surrogate for the rank. In this paper, we present a generalization of the trace heuristic that can be applied to any matrix. The heuristic is to solve the problem minimize IlXll* subject to X E C, in place of (1), where where 11 11 denotes the maximum singular value or spectral norm. Note that while the original problem (1) is in general a difficult optimization problem, the dual spectral norm minimization problem (2) is a convex optimization problem, and therefore (at least in principle) easily solved.
If the matrix variable X is symmetric and positive semidefinite, then its singular values are the same as its eigenvalues, and therefore the dual spectral norm IlX((, reduces to WX. In this case, the heuristic (2) reduces to the trace minimization heuristic.
Another special case occurs when the matrix X is diagonal, say, X = diag(x), where x E R". In this case, Rank X is the same as the number of nonzero entries of the vector x, i.e., its cardinality Cards. Problem (1) then reduces to the problem of finding the sparsest (i.e., minimum cardinality) vector z in a convex set. For this special case, the heuristic dual spectral norm minimization problem (2) becomes the problem of minimizing the l l norm of a vector x over a convex set C. Minimizing the norm is a well-known heuristic for minimizing the cardinality; see for example m 9 9 , CD94.
The rest of the paper is organized as follows. In 52 we motivate the heuristic by showing that the dual spectral norm is the convex envelope of the rank function on the set of matrices with norm less than one, which allows us to interpret the heuristic as a type of relaxation of the original rank minimization problem. In 33 we show how the dual spectral norm can be represented by an LMI, so when the feasible set C is described by LMIs, the dual spectral norm problem (2) can be formulated as a semidefinite program (SDP), and so can be solved using standard, existing software p 9 6 , AHN+97,
In 54, we demonstrate the effectiveness of the heuristic by applying it to the problem of minimum order system approximation.
Convex envelope of rank
Let f : C 3 R, where C C R". The convex envelope of f (on C) is defined as the largest convex function g such that g(x) 5 f(x) for all x E C (see, e.g., W 9 3 1 ) .
Theorem 1 The convex envelope of the function
This theorem has the following implications for problem (1) and the heuristic (2). Suppose the feasible set is bounded by M , i.e., for all X E C, we have (IXI/ 5 M . The convex envelope of R a n k X on {XI llXll 5 M} is given by hllXll*. In particular, for all X E C, we have R a n k X 1 llXll*.
It follows that if Prank denotes the optim5 value of the rank minimization problem (1) and p , denotes the optimal value of the dual spectral norm minimization problem (2), we have
In other words, by. solving the heuristic problem, we obtain a lower bound on the optimal value of the original problem (provided we can identify a bound M on the feasible set).
See the appendix for the proof of theorem 1.
Dual spectral norm minimization via SDP
The heuristic problem (2) is a convex problem and can be handled using a variety of convex optimization algorithms. In this section, we show how to express the problem as an SDP, when the constraints are given by LMIs. The advantage of such a formulation is that we can use widely available SDP solvers to readily solve the problem.
We will use the following result: This lemma can be used to express the dual spectral norm minimization problem (2) as an SDP. We &st write problem (2) as minimize t subject to IlXll* 5 t
X E C ,
with variables X and t. Then, using the lemma above, we express the problem as minimize T r Y + T r Z 
Minimum order system approximation
In this section we apply the rank minimization heuristic to the minimum order system approximation problem. Let P I , . . . , p~ E C be a set of complex numbers with conjugate symmetry, i.e., whenever pi is complex, there is some j such that p j = pi. We consider the family of proper rational matrices given by
where R, E Cmxn satisfy conjugate symmetry: whenever pi = f i , we have fi = Rj. We consider p , , the poles of the rational matrix H, as iixed; the residues R, are the variables that we will use for approximation (subject to the conjugate sym- i.e., that the matrix H , evaluated at the given fiequencies, should approximate (in spectral norm), within a tolerance e, the given data.
The problem of finding the minimum order approximation is then given by minimize ~:~~a n k (~, ) subject to IIH('jwk) -Gkll 5 e, Rj = R, for p j =pi
where the optimization variables are the R, E
. Note that H(jwk) is a linear function of the variables R,. The objective can also be expressed as the rank of the block diagonal matrix with blocks R I , . . . , R N , so this problem has the minimum rank form (1) (with complex matrices, however, instead of real matrices).
For a discussion on optimization over an &ne family of linear system, see [BGFB94, 510.11.
Cmxn

Dual spectral norm heuristic
The heuristic dual spectral norm method, and the results concerning convex envelope and the LMI representation, are all readily extended to the complex case, with the Hermitian conjugate substituted in place of the transpose.
We now form the heuristic problem (2) associated with the minimum order approximation problem (6). We obtain minimize xEl IIR,II.
subject to llH(jWk) -GkII 5 E , Rj = for p j = pi.
This is a convex optimization problem in the variables &, . . . , RN.
SDP representation
We can express the problem (7) as an SDP as follows. We introduce variables ti, and express problem 
Complex semidefinite programs
The complex SDP (8) can in turn be expressed as a real SDP, using the fact that for any Hermitian matrix X E CYXn, the matrix inequality X 2 0 is equivalent to
which is an ordinary (real) LMI in the (real) matrix variables !RX and 3X. .
Numerical example
In this section, we demonstrate the techniques above on numerical data, generated from a generic system model.
The problem data was generated as follows. We used an 8th order, 2-input 2-output transfer ma- The system approximation problem then becomes a model reduction problem: we keep the poles of the original system, and modify the residue matrices; the goal is to reduce the order, while respecting a model reduction transfer matrix error. We used SDPSOL w 9 6 ] to solve the resulting SDPs.
As an example, (8) is solved with E = 0.05 (-26dB).
The result is a 6th order approximation. Figure 1 shows the magnitude plot of the original system (F) and the approximation result (i.e., H):< By solving the dual spectral norm problem (8) for a range of values of the tolerance E from very small to 0.55, the tradeoff curve in figure 2 is obtained. The staircase curve is the actual rank objective from (6), evaluated for the optimizer of (8). This provides an upper bound on the optimal rank objective in (6). The curve below it is the dual spectral norm objective value of (8). 
A Proof of theorem 1
To prove the theorem we use conjugate functions.
Recall that the conjugate f of a function f : C + R, where C C Rn, is defined as
A basic result of convex analysis is that f **, i.e., the conjugate of the conjugate, is the convex envelope of the function f , provided some technical conditions, which are valid here, hold; see theorem 1.3.5
in [HuL93] . The largest term in this set is the one that sums all 
We will consider two cases, ll2ll > 1 and ll2ll 5 1: 
