Analysis of a discrete matrix Riccati equation of linear control and Kalman filtering  by Hewer, G.A
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 42, 226-236 (1973) 
Analysis of a Discrete Matrix Riccati Equation 
of Linear Control and Kalman Filtering 
G. A. HEWER 
Michelson Laboratories, Naval Weapons Center, China Lake, California 93555 
Submitted by Gedrge Leitmann 
A characterization of the interrelationship between the recursive Riccati 
difference equation and its steady-state form is developed via the method of 
quasilinearization. Not only does this approach unify the discussion, but it 
also strengthens known results. In addition, this method yields an algorithm 
for computing the solution of the steady-state equation. 
INTRODUCTION 
The basic objective of this paper is to present a unified discussion of the 
matrix Riccati difference equation, which arises in optimal control and 
Kalman-Wiener filtering [4, 91. The discussion includes conditions for the 
existence and uniqueness of the equation 
where 
P.v == @‘iv‘& + C’C, N = 1, 2, 3 ,..., (1) 
lVJv = PNml - PN--lD(D’PN-lD + R)-I DIP,-, . 
In many applications [7, lo], the “steady-state” equation 
with 
M = K - KD(D’KD f R)-l D’K 
is often used. This arises from (1) by setting PN = PNpl = K. 
A substantial part of the remainder of the paper considers the asymptotic 
behavior of (1); in particular, the convergence of (1) to the steady state. 
These results are obtained by applications of Bellman’s principle of quasi- 
linearization [I], which was effectively employed by Wonham [ 131 in studying 
the continuous matrix Riccati equation. Not only does this approach unify 
the discussion, which should be pedagogically useful, but it also enables the 
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weakening of several assumptions made both by Kalman and Sorenson. They 
require throughout their papers that @ be nonsingular, whereas here no 
such assumption is needed. We only require that the joint validity of: 
(i) the pair (@, D) is stabilizable, and (ii) either R > 0 or hypothesis ZY1 
(R >, 0 and D’C’CD > 0) be satisfied, to establish the stability of the (closed 
loop) matrix @ - D(D’KD + R)-l D’K@. Kalman’s proof of this result 
requires that R > 0 and that (@, D) be controllable. In the constant coefficient 
case, controllability implies stabilizability. Furthermore, in the treatment of 
asymptotic behavior Kalman assumes a single input single output plant and 
Sorenson assumes that CC = 0; here these are not required. The present 
method leads to a quadratically convergent algorithm for computing the 
solution of (2). An example is included which compares the rate of conver- 
gence of this algorithm with those rates obtained by Tuel [lo], who compared 
(1) as an algorithm with his own method for computing the solution of (2). 
A discussion of the discrete Riccati equation on its own merits seems 
justified because of the increased use of digital circuitry and “extended 
Kalman filtering” [S]. Furthermore, when these results are combined with 
Hautus’s discussion of sampling [3] and Wonham’s work on the continuous 
Riccati equation [13], which inspired this paper, the interplay between the 
discrete and continuous problems is clearly revealed. 
In the sequel the matrices @, D, R, and C have dimension n >: n, n x m, 
m i< m, p >< n, respectively. 
The following matrix identity, which can be easily verified, is the discrete 
counterpart of the quasilinearization identity used by Wonham [13]: 
LEMMA 1. If (D’KD + R)-l exists and is a symmetric matrix, then for any 
matrix L of suitable dimension 
(@ - DL,)’ K(@ - DL,) + L,‘RL, 
= (0 - DL)’ K(@ - DL) + L’RL - (L -L,)’ (D’KD + R) (L -L,), 
where 
(3) 
L, = (D’KD + R)-’ D’KQi. (4) 
It is of interest to note that if we add C’C to both sides of (3) and let 
L 5 0, then Eq. (3) becomes (2). In other words, Lemma 1 is simply the 
statement hat (2) is minimized by L, . 
Due to the possible intersection of interest in the discrete and continuous 
problem, let 
and 
+(P, L) = (@ - DL)’ P(@ - DL) 
Y(P, L) = z,b(P, L) + CC + L’RL, 
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which is similar to the notation found in Wonham [13]. With this notation (1) 
becomes with the aid of Lemma 1 
Pjv = Y(P(p,-, , L(N - l)), 
L(N - 1) = (D’P,.-,D + R)-l DIP,-,@, N = 1, 2, 3 ,..., 
and (2) with L, defined by (4) becomes 
K = Y(K, L,). 
In the sequel, if A and B are symmetric matrices A > B[A > B] means 
that A - B is positive [semi] definite. This partial order satisfies the following 
conditions: 
(i) A, >, Aa, B, > B, implies A, + A, 3 Bl + B, , 
(ii) A, 3 A, implies B’A,B 3 B’A,B, 
(iii) if A is positive definite, then 
(x, A-lx) = my[2(w, y) - (y, Ay)], 
which shows that B-l 3 A-l if A > B > 0. These may be found in [2]. 
Consider the following hypothesis: 
Hr-The matrix R is positive semidefinite and 
D’C’CD > 0. 
UPPER BOUNDS FOR THE DISCRETE MATRIX RICCATI EQUATION 
THEOREM 1. (a) If P,, = P,,’ > 0 and one of the following holds: 
(i) R > 0, 
(ii) HI is satisfied and CC > P0 , 
then a unique symmetric solution PN of (1) exists for all N. Furthermore, 
p.v 2 P.&l , N = 1, 2, 3,. . . . 
(b) If p, satisfies the equation 
P, = Y(P.N-1 , L), N = 1, 2, 3 ,...) (6) 
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for any matrix L of suitable dimension with a symmetric p,, , p,, > P,, , then the 
solution of (1) satisjes 
PN d ev for N = 0, 1, 2 ,.... 
Proof. (a) If P, is symmetric, then it is easy to see that a solution of (1) 
is symmetric; thus, in either case, P N > 0 by (ii) for all N. Since (1) is a 
difference equation, it sufficies to show that (D’P,D + R)-l exists for all N. 
When (i) is satisfied (D’P,D + R)-l exists, by condition (iii) of the partial 
order, since (D’P,D + R) 3 R > 0. When HI is satisfied, begin by con- 
sidering PI . Using Lemma 1, one obtains 
PI - C’C = #(PO, L(0)) + L’(0) RL(0). 
Since the expression on the right is positive semidefinite, 
D’P,D 3 D’C’CD > 0. 
Thus Pz is defined. Furthermore, the condition CC > P0 implies that 
Pl > p, * 
The expression 
Pz - Pl = W’l - Pot L(1)) + (L(O) - L(l))’ (D’P$ + R) (L(O) - L(l)), 
which can be verified by Lemma 1, combined with PI 3 P,, implies that 
Pz > PI. Finally, D’P,D 3 D’P,D shows that P3 exists and the result 
follows by induction. To show uniqueness, let P.v and PN* be any two 
appropriately defined solutions of (1). Proceeding as in Eq. (3), there results 
PN - P** = $(Pp,-I - P;-I, L(N - 1)) + (L*(N - 1) - L(N - 1))’ 
x (D’Pi.-lD + R) (L*(N - 1) - L(N - 1)). 
This equation shows that PN - PN* >, 0. Interchanging the role of PN and 
PN* in this equation, we have P,* - PN >, 0 and so PN* = PN . 
(b) The proof is similar to the derivation of Eq. (3). 
CONTROLLABILITY AND STABILIZABILITY 
The pair (@, D) is controllable, if the n x mn matrix 
l-(a, D) = [D, @D ,..., W-lD] 
has rank n. An eigenvalue X of @ is (@, D)-controllable, if r(@ - hl, D) 
has rank n. It is known that every eigenvalue of @ is controllable if and only 
if (@, D) is controllable [3]. 
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The pair (C, @) is obserouble if and only if the pair (@‘, C’) is controllable. 
We say that (@, D) is stabihkable, if there exists an m x n matrix S such 
that @ + DS is stable, which means for the discrete problem that the eigen- 
values are less than 1 in absolute value. 
Finally, the pair (C, @) is detectable if and only if (W, C’) is stabilizable. 
The concept of detectability originates in [12]. 
The following propositions are included for completeness. 
The example (@, 0) shows that stabilizability is not equivalent to control- 
lability. Nevertheless, we have the following result. 
PROPOSITION 1. The pair (@, D) is stabilizable if and only if every unstable 
e@nvalue of Sp is (a, D) controllable. 
The proof of this result is found in [3]. Another characterization of stabiliz- 
ability is found in [12]. 
PROPOSITION 2. If (C, @) is detectable, then either @ is stable or the matrix 
i (@)i C’CCF 
i=l 
is unbounded as r + co. 
PROPOSITION 3. Consider the equation 
CC $ B’B = F’F 
and let G be a matrix of suitable dimension. If (C, @) is detectable, then 
(F, @ + GB) is detectable. If (C, 0) is observable, then (F, 0 + GB) is observ- 
able. 
These results are proven in [13]. They can also be deduced by using the 
result that (@, D) is controllable if and only if for each eigenvalue h of @ and 
for each (possibly complex) n-dimensional row vector v 
implies 7) = 0. [3] 
THEOREM 2 (Minimum Property). Let K > 0 satisfy 
K = Y(K 41, 
and let there exist a Q such that 
Q = YQ, _I>, 
(7) 
(8) 
where J is a matrix of suitable dimension. 
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(a) If (C, @) is detectable and R > 0, then Q, - D] is stable and K < Q. 
(b) If (C, @) is detectable, if H1 is satis$ed and Ry = 0 implies Dy = 0 
for any vector y, then 0 - D J is stable and K < Q. 
Proof. (a) Let 
F’F = J’R J + C’C 
and G = - DR-l12 and B = R112 J. By Proposition 3 (F, @ - D]) is detect- 
able. Equation (8) can be written with the aid of Lemma 1 as 
Thus, 
Q = (0 - DJ)’ Q(@ - D J) + FF. 
Q = [(@ - DJ’)IN Q(@ - DJ)” + $1 [(@ - DJ)‘]“-j F’F[(@ - DJ)IN-j, 
for N = 1, 2, 3 ,.... By Proposition 2, @ - DJ is stable. 
To show that K < Q, we proceed as follows, since R > 0, the matrix 
(D’KD + R)-l exists. Thus 
with L defined by (4). The unique solution of this equation shows that 
Q - K 2 0 [6]. 
(b) Let 
F’F = J’RJ + CC. 
Using the remark following Proposition 3, let 7 be a column vector such 
that 
(@ - DJ) 7 = XT, FV = 0. 
Thus, ?‘JIRJq = 0 and @‘CT = 0. Let y = Jq. It follows that Dy = 0. 
Thus, + = hi and CT = 0, since (C, 0) is detectable so that (F, @ - Dj) is 
detectable. Proceeding as before @ - DJ is stable. The condition H1 implies 
that D’KD > 0 for K > 0. As before K < Q. 
For convenience we include the next lemma. 
LEMMA 2 (Monotone Convergence). Let P,,, , N = 1,2,3,... be a sequence 
of N x N symmetric matrices sztch that P1 < Pz < a*. and PN < P, 
N=1,2,3,...forsomeP.ThenlimP,=P,asN-+ooexistsandP,<P. 
The result is also true in a decreasing sequence which is bounded below. 
The next theorem provides an algorithm for computing the solution (2). 
It has been shown in [4] that this method is quadratically convergent in the 
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neighborhood of the solution of (2), while simple one-dimensional examples 
and [l I] show that the Riccati difference equation does not have this property. 
THEOREM 3. If (@, D) is stabilizable and either R > 0 OY HI is satisfied, 
then there exists a solution matrix K of (2) in the class of positive semidefinite 
matrices. Furthermore, the matrix @ - DL, is stable. If (C, @) is observable, 
then K is unique and K > 0. 
Proof. Since (@, D) is stabilizable, there exists a matrix S,, such that 
@ - OS,, is stable. Thus, the matrix equation, 
R = Y((R, So), 
has a unique solution K,, . Let 
S(N) = (D’KNmID + R)-l D’K,-,@, N = I, 2, 3 ,.... (9) 
Reasoning as in the proof of Theorem 1, the matrix S( 1) is well defined. 
Next we show that (F, @ - DS( 1)) is detectable with 
F’F = (S,, - S( 1))’ (D’KJI + R) (S, - S(1)) + CC + S’(1) RS(1). 
Define 
F,‘F, = (S, - S(l))’ (D’K,D) (S, - S( 1)) + C’C. 
Clearly (C, @ - DS,,) is detectable. Let B, = (D’K,,D)l/” (S, - S(1)) and 
GI = D(D’K0D)-1/2, which are defined since D’K,D > 0. By Proposition 3 
(Fl , @ - 0% + GP,) = (4 , @ - DS(1)) 
is detectable. If R > 0 or R satisfies HI , then define 
F2’F2 = F,‘F, + (S,, - S(1))’ R,‘R,(S,, - S(1)). 
Let B, = R,(S, - S(1)) and G = 0. Clearly (F, , @ - DS(l)) is detectable; 
thus so is (F, @ - DS(l)). By Lemma 1, the matrix K,, satisfies the equation 
K,, = Y(K, , S(1)) + (So - S(1))’ (D’K,D + R) 6% - S(1)). WV 
Thus by reasoning similar to that found in Theorem 2, @ - DS( 1) is stable. 
Now repeat the procedure 
Kl = WG, S(l)). 
By the minimum property Kl < K, . 
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With the aid of Eq. (10) KN > 0 for N = 0, 1, 2 ,.... By Lemma 3 the 
lim KN = K > 0 exists as N--f co. The inequalities (D’KD + R) > R > 0 
or (D’K,D) > D’C’CD > 0 combined with condition (iii) of the partial 
order for matrices implies that the inverse matrices exist. 
Finally, the identity 
L, - S(N) = (D’KD + R)-l D’(K - KN&, 
+ (D’KD + R)-l (D’KD - D’KNplD) S(N), 
shows that K satisfies (2). 
The argument in the first part of the proof establishes the stability of 
CD - DL, . 
Uniqueness of K in the class of positive semidefinite matrices is an imme- 
diate consequence of the minimum property. 
Since @ - DL, is stable, the unique solution [6] of (2), 
K = f [(G - DL,)‘lN (C’C + L,‘RL,) [(@ - DL#‘, 
N=O 
shows that K is positive definite, whenever (C, @) is observable. 
The proof of Theorem 3 provides an algorithm, which can be summarized 
as follows: 
(i) Choose S(0) such that Q. = @ - DS(0) is stable, and 
(ii) let vk , k = 0, 1, 2,... denote the solutions of the equation 
V, = (t&J’ V@, + S’(k) RS(h) + C’C, (11) 
with S(k) defined by (9) and 
CD, = CD - DS(h). 
By Theorem 3, the V, converges monotonically to the solution matrix K. 
The solution of (11) can be computed by using the algorithm in [9]. 
The algebraic significance of HI is best described by noting that the non- 
linear system of equations is redundant. The system interpretation of HI 
is clear for either the filter or regulator model, but the solution may not be 
optimal. However, the “gains” are stable even in the case of HI . 
The final theorem provides sufficient condition for (1) to have a solution 
of (2) as its steady-state value. 
THEOREM 4. If the conditions of Theorem 1 are satisfied and (@, D) is 
stabilizable, then evay solution of PN of (1) converges to a solution of K of (2). 
In addition, @ - DLl is stable. If (C, @) is observable, then K is unique. 
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Proof. Since (CD, D) is stabilizable, there exists a matrix S, such that 
Sp - DS is stable. Let PN > 0, N = 0, 1, 2 ,..., satisfy the equation 
i), = Y(P’N--l , S). 
By (b) of Theorem 1, PN < pN , N = 0, I, 2,... and the PN’s are mono- 
tonically increasing. Thus, by Lemma 2 lim PN as N + cc exists, whenever 
lim pN exists as N -+ co. 
Let P be the unique solution of 
P = Y(P, S). 
Now p, - P = ?P(p, - P, S), which shows that lim p,,, = P as N + oo. 
The conclusion is clear from previous results. 
NUMERICAL EXAMPLES 
This example which satisfies HI is found in [l I]. 
0, 
= i 0, 
1, 0 
CD 0, 1 1 
I 
- .1, .3, -0.5
D= P, 0, R = 0, 
1 
2.0, 0.25, 1.0 
CC = 0.25, 3.0, 0.25 > 0. 
1.0, 0.25, 1.0 
The algorithm converged in seven iterations to 
k,, = 2 k,, = 0.25 k,, = 1 
k,, = 4.827, k,, = 0.4264, k,, = 5.796, 
which agrees with those values in [l l] which were found in nine iterations. 
More important, is that the absolute error in each step for the algorithm 
presented here is roughly two orders of magnitude less than the corresponding 
error in the algorithm provided by (1) as the analysis in [l l] shows. 
A comparison with the iterative values provided by (1) and the redundancy 
already noted can be seen in [l 11, also. 
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The next example is a Kalman filter, which these results include by the 
duality principle [5]. 
’ - 7.278, - 0.001 
The covariance matrices are 
R = (0.095)1, 
The eigenvalues of @ are 10.91843, - 1.9591 f i3.15032. 
Since (D, CD) is stabilizable and R > 0, the algorithm converged in seven 
iterations to 
k,, = 0.737085 + 00, 
k,, = 0.109728 + 00, 
k,, = - 0.126271 + 02, 
k,, = 0.567256 + 01, 
k,, = 0.330109 + 02, 
k,, = 0.432838 + 03. 
The largest error for K substituted in (2) is 0.335723 - 04. 
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