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Mean Frequency Estimation of Narrowband Signals
Kumari L. Fernando, Member, IEEE, V. John Mathews, Fellow, IEEE, and Edward B. Clark
Abstract—This letter shows that the single frequency approxi­
mation for a narrowband lowpass signal embedded in white noise 
using the Pisarenko harmonic decomposition algorithm is approx­
imately the power-weighted mean frequency of the signal. Experi­
mental results indicate that this method is superior to a commonly 
used Fourier transform based mean frequency estimation method.
Index Terms—Pisarenko harmonic decomposition, power- 
weighted mean frequency.
1. Introduction
' N MANY applications, we seek to estimate the power­
. weighted mean frequency of a signal x(n)  defined as
^min____  ^ ^
r - “  P x {w)dnj
(1)
where Px(u>) is the power spectrum of x(n)  at the frequency 
ui, and ujmin and wmax are respectively, the minimum and max­
imum frequencies of the input signal. An application of mean 
frequency estimation to Doppler ultrasound signal processing 
can be found in [1], In current practice, the mean frequency es­
timation involves three steps: 1) estimate the power spectrum 
of the input signal, 2) evaluate the minimum and the maximum 
frequency values, and 3) compute the mean frequency using (1). 
In general, the power spectrum is estimated using a fast Fourier 
transform (FFT) algorithm [2], [3], Once the spectrum is esti­
mated, a threshold level is chosen manually such that it is larger 
than the noise level. The lowest and the highest frequency values 
at which the spectral powers equal the threshold level are se­
lected as the minimum and the maximum signal frequencies.
In this letter, we prove that the single frequency approxi­
mation obtained using the Pisarenko harmonic decomposition 
(PHD) [2]-[4] for a narrowband lowpass signal embedded 
in white noise is approximately the power-weighted mean 
frequency of the signal. For the analysis, we consider signals 
whose bandwidth and maximum frequency are much smaller 
than the sampling frequency of the digitized signal. However, 
experimental results included in the letter show that the approx­
imation is valid for bandwidths up to one-forth of the sampling 
frequency. Throughout the letter, we address this method as the 
PHD mean frequency estimation method. For complex-valued,
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narrowband signals, Miller [5] and Kasai et al. [6] have shown 
that the covariance-based frequency estimate corresponds to 
the power-weighted mean frequency. In [7], [8], Herment et al. 
presented an adaptive mean frequency estimator for Doppler 
ultrasound color flow imaging applications. However, this 
method depends on the assumption that the noise variance of 
the Doppler signal is known. No such results appear to exist 
for estimating power-weighted mean frequency of real-valued 
signals.
The rest of the letter is organized as follows. Section 11 con­
tains the theoretical derivations for the PHD mean frequency es­
timation algorithm. Experimental results demonstrating the ca­
pabilities of the new method are presented in Section 111. This 
section also compares the performance of our method with the 
conventional method in [1], Finally, the concluding remarks are 
made in Section IV.
11. M ean F req u en cy  E stim ation
In this section, we first derive the algorithm for complex­




y(n) =  x{n) +  r/(n) (2)
represent the input signal, where x(n)  is the signal of interest 
and r)(n) is an additive circular white noise process with 
zero-mean value and variance cr2. Here, x(n)  is a zero-mean, 
complex-valued narrowband signal whose bandwidth is much 
smaller than the sampling frequency. The covariance function 
f x ( k )  ° f  x(n)  is related to its power spectrum P x ( v )  through 
the expression
(3)
where u>m and wmax are respectively, the minimum and max­
imum frequencies at which the signal x(n)  is present. Consider 
the 2 x 2 element covariance matrix of the input signal given by
t 2R y -  =
r x {
+  a. (4)
where r*x { 1) represents the complex conjugate of r x (  1). The 
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The eigenvector corresponding to the smallest eigenvalue A2 is
I T
g =  m, r x ( 1
r x (
M  i)l
From (8), we can write
1
1
rx{K)  =  — I P \ ( uj) cos(kcu)duj
7T I
+ erf. rx (
and its eigenvalues are
+  %  +  2
rx\
+  &T, rx(l)
' x \ &rx (
' x \ 8 4  (
We consider lowpass signals such that |r x ( l) | > rx:(2).
Then, the eigenvector corresponding to the smallest eigen' 
value A3 is
4 ( 1 )  1 T
g =  m 1 -
■ s 4 (
1




where m  is an arbitrary constant.
We now follow the method employed in Pisarenko harmonic 
decomposition to estimate the frequency of a single sinusoid 
that best represents R y . Let w  =  [1 where Gj is the value
of the single frequency that satisfies the condition w Hg =  0 
and (-)H denotes the Hermitian of the matrix or vector (•). It is 
straightforward to show that w Hg  can take the value of zero for 
an appropriate choice of Gj . Substituting for w  and g, we get
T
2 r ,
Substituting for 4 ( 2 )  +  8 4 ( 1 )  from (10) gives
cj) cos 2ujdui
(13)
+  =  0. (8)
(9)
As shown in [5] and [6], the frequency represented by the 
phase angle of the autocovariance value at lag one of a com­
plex-valued signal is the power-weighted mean frequency of the 
signal. Therefore, (9) represents the power-weighted mean fre­
quency of the input signal x{n).
B. Real-Valued Signals
For real-valued signals, the covariance function rx ( k )  of 
x(n)  is related to the power spectrum P x ( ^ )  by
+  81 Px(w) cos ujdui 
„ )
Px  (lj)Px  M  cos 2w cos 2XdwdX 
Px(<jj)Px{ty cos a; cos XdudX
(10) u)Px{ A)
are respectively the minimum and max­
imum frequencies of the signal. Here, we consider the input 
signal x(n)  with both narrowband and lowpass characteristics.
Since each real-valued sinusoid can be represented by two 
complex-valued sinusoids, we consider 3 x 3  element covari­
ance matrices. The 3 x 3  element covariance matrix of y(n)  is 
2
(4 cos2 lj cos2 A — 2(cos2 lj +  cos2 A) 
+8 cos lj cos A +  1) dujdX. (14)
For narrowband signals for which (wmax — <x)m;n) is small, 
(cosw — cos A)2 «  0. Therefore, for o;m;n < lj, X < o;max
cos lj +  cos A «  2 cos lj cos A (15)
(11) and
8 cos wcos A — 2(cos2 w +  cos2 A) «  2(cos2 w +  cos2 A). (16) 
Substituting this result in (14) yields
-,2 +  8 4 (17)
Applying this result to (13) gives
 ^ / “max P x H  COSLjdLj




where m  is an arbitrary constant.
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Dividing both sides of (19) by coscD results in
^max ^ma:
C O S  U)
(ca)----- rduj. (20)
Multiply both the numerator and the denominator with sinea 
gives
cosu jsm u;
w ) ----- -—:— t ^ u).
cos u) sm u
(21)
Since (wmax ^min) is small and ^ min ^  to ^  wmax>
20) and sin(o; — Oi) «  (u) — Oi). Therefore,
cos casino; 0.5 sin(o; +  cD) — 0.5 sin (uj — Co)




Substituting this result in (20) gives







P x { u ) — — z— duj w 0. 
sm 2 u j
(24)
Since sin 20) /  0, solving (24) for 0j yields




Fig. 1. Distribution of the normalized bias with the SNR for the PHD mean 
frequency estimation method and the conventional FFT-based method for 
real-valued narrowband signals.
different SNR values between —5 and 30 dB. The normalized 




According to the above derivation, the single frequency es­
timation for a real-valued narrowband lowpass signal using the 
eigendecomposition of the 3 x 3 element covariance matrix is 
approximately equal to the power-weighted mean frequency of 
the signal.
III. E x p e r i m e n t a l  R e s u l t s
In this section, we present the results of several experiments 
using the simulated narrowband signals. For these experiments, 
a narrowband signal was generated with its spectrum given by
where 0j{ was the frequency estimate for the ith experiment.
The results obtained as above were also compared with 
direct measurement of the power-weighted mean frequency 
using the FFT-based method. First, power spectrum of the 
Hann-windowed input signal was estimated using the peri- 
odogram method. The FFT-size was 1024 samples. Then, a 
threshold value was manually chosen such that it is above the 
noise level of the spectrum and provided the minimum rms 
error a e. The minimum and the maximum frequency values of 
the spectrum were estimated such that they were the minimum 
and the maximum frequency values at which the estimated 
spectrum crossed the threshold. The mean frequency values 





where o;m and au were constant parameters of the model. The 
signal was then corrupted by additive white, Gaussian noise with 
zero mean value and variance cr2. The sampling frequency was 
12000 samples/sec, =  6007T rad/s, ujm =  30007T rad/s, 
Cc?min =  24007T rad/s, and o;max =  45007T rad/s. The power- 
weighted mean frequency and the bandwidth of the signal were 
uj  =  3161.27T rad/s and 21007T rad/s, respectively.
The mean frequency was estimated from 512 samples of the 
data and 1000 independent experiments were performed at ten
where Px{w)  was the estimated power spectrum.
Figs. 1 and 2 show the variation of the normalized bias and the 
rms error, respectively for several SNR values from —5 to 30 dB 
for these two algorithms. As can be seen from Fig. 1, the esti­
mated mean frequency values exhibit only a slight bias for the 
PHD method whereas the FFT-based method exhibits a larger 
bias. In addition, Fig. 2 demonstrates that the PHD method ex­
hibits smaller variability in the estimates than the FFT-based ap­
proach. The variation of the normalized rms error for the PHD 
method is relatively small with the SNR values above 0 dB.
Fig. 3 demonstrates the robustness of the algorithm against 
the assumption that bandwidth of the signal is much smaller than 
the sampling frequency. According to the figure, the variability 
increases with the bandwidth of the signal. This result is to be
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Fig. 2. Distribution of the rms error with the SNR for the PHD mean 
frequency estimation method and the conventional FFT-based method for 
real-valued narrowband signals.
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Fig. 3. Distribution of the rms error for the PHD mean frequency estimation 
method with the SNR and the bandwidth.
expected, since the narrowband-approximation employed in the 
derivations become less accurate with the increase in bandwidth 
of the input signal. In spite of this, it is interesting to note that 
the rms errors for SNR above 0 dB are less than 3% of the true 
mean frequency value even for a signal bandwidth of one-forth 
of the sampling frequency. For comparison, we also evaluated 
the performance of the FFT-based method with the variation of 
both the SNR and the bandwidth of the signal. The results are 
depicted in Fig. 4. The rms estimation error is larger than that 
for the PHD method for all the cases. These results indicate that 
the estimation of mean frequencies for real-valued signals using 
the PHD mean frequency estimation method outperforms the 
conventional FFT-based method.
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Fig. 4. Distribution of the rms error for the FFT-based mean frequency 
estimation method with the SNR and the bandwidth.
IV. C o n c l u d i n g  R e m a r k s
This letter presented an algorithm to estimate the 
power-weighted mean frequency of narrowband lowpass 
signals using the Pisarenko harmonic decomposition of the co­
variance matrix of the input data. Experimental results indicate 
that this method is relatively unbiased and provides accurate 
results for SNRs above 0 dB. An application of this approach 
for the reconstruction of mean blood velocity waveforms from 
Doppler ultrasound measurements is described in [9].
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