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Abstract
One proves the existence and uniqueness of a generalized (mild) solu-
tion for the nonlinear Fokker–Planck equation (FPE)
ut −∆(β(u)) + div(D(x)b(u)u) = 0, t ≥ 0, x ∈ Rd, d 6= 2,
u(0, ·) = u0, in Rd,
where u0 ∈ L1(Rd), β ∈ C2(R) is a nondecreasing function, b ∈ C1,
bounded, b ≥ 0, D ∈ (L2 ∩ L∞)(Rd;Rd) with divD ∈ L∞(Rd), and
divD ≥ 0, β strictly increasing, if b is not constant. Moreover, t →
u(t, u0) is a semigroup of contractions in L
1(Rd), which leaves invariant
the set of probability density functions in Rd. If divD ≥ 0, β′(r) ≥
a|r|α−1, and |β(r)| ≤ Crα, α ≥ 1, α > d−2
d
, d ≥ 3, then |u(t)|L∞ ≤
Ct
− d
d+(α−1)d |u0|
2
2+(m−1)d , t > 0, and the existence extends to initial
data u0 in the space Mb of bounded measures in Rd. The solution
map µ 7→ S(t)µ, t ≥ 0, is a Lipschitz contractions on Mb and weakly
continuous in t ∈ [0,∞). As a consequence for arbitrary initial laws,
we obtain weak solutions to a class of McKean-Vlasov SDEs with
coefficients which have singular dependence on the time marginal laws.
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1
1 Introduction
Here, we consider the nonlinear parabolic equation (FPE)
ut −∆(β(u)) + div(Db(u)u) = 0, ∀(t, x) ∈ [0,∞)× Rd,
u(0, ·) = µ, in Rd, (1.1)
where µ is a bounded measure on Rd and the functions β : R→ R, D : Rd →
R
d, b : R→ R, are assumed to satisfy the following hypotheses
(i) β : R→ R is a monotonically nondecreasing C1-function, β(0) = 0.
(ii) D ∈ (L2 ∩ L∞)(Rd;Rd), div D ∈ L∞(Rd).
(iii) b ∈ C1(R), b bounded, nonnegative, and b ≡ const., if (divD)− 6≡ 0,
or β is not strictly increasing.
In statistical physics, the nonlinear Fokker–Planck equation (NFPE) (1.1)
models anomalous diffusion processes. (See, e.g., [17].) As a matter of fact,
(1.1) is an extension of the classical Smoluchowski equation
ut = div(σ∇u) + div(Du),
where the linear diffusion term is replaced by a nonlinear one of the form
β ′(u)∇u to model short-range interactions in anomalous media. In such a
situation, u represents the physical density instead of the probability density
as in the case of the Smoluchowski equation.
It should be mentioned also that, as in the classical linear theory, NFPE
(1.1) is related to the McKean-Vlasov stochastic differential equation (see [18])
dX(t) = D(X(t))b(u(t, X(t)))dt+ 1√
2
(
β(u(t,X(t))
u(t,X(t))
) 1
2
dW (t), t ≥ 0,
X(0) = ξ0,
(1.2)
if |β(r)| ≤ C|r|m, m ≥ 1. More precisely, if u is a Schwartz distributional
solution to (1.1) such that u : [0,∞)→ L1(Rd) is σ(L1, Cb)-continuous with
u(0) = u0 dx, u0 ∈ L1 ∩ L∞, u ≥ 0, and∫
Rd
u(t, x)dx = 1, ∀t ≥ 0,
2
then there exists a (probabilistically) weak solution process X to SDE (1.2)
such that u is the probability density of its time marginal laws. (See [4]–[6].)
Here we would like to note that there is a vast literature on McKean–Vlasov
SDEs and on Fokker–Planck equations (see [15] and [11], in particular [11],
Section 6.7 (iii), respectively, and the references therein). But the dependence
of the coefficients on the solution in these references is much more regular
than in our so called ”Nemytskii case” (see [6], Section 2, for details).
The L1-existence theory in Rd for Fokker–Planck equations of the form
(1.1) in Rd, d ≥ 1, and weak existence for the corresponding McKean–Vlasov
equations (1.2) was studied in [4]-[6], [7], via nonlinear semigroup theory in
the Banach space L1(Rd), d ≥ 1. Here, we shall extend this approach to the
case where the initial data is a bounded measure on Rd. In this case, our
existence result extends those in earlier work of H. Brezis and A. Friedman
[14] and by M. Pierre [20], who studied the case D ≡ 0. One main ingredient
of the proof is L1−L∞ regularity results for the solution of (1.1), extending
fundamental work by Ph. Benilan [10], A. Pazy [19] and L. Veron [22].
For some technical reasons determined by the specific properties of the
fundamental solution to the Laplace operator in Rd, the analysis developed
here is confined to the case where d = 1 or d ≥ 3. One might suspects,
however, that the case d = 2, which is singular and is not covered by the
present approach, might be similarly treated, but this remains to be done.
A further contribution of this paper is its applications to McKean-Vlasov
SDEs (see Section 6) which in turn was one motivation of this work.
The structure of the paper is as follows. Section 2 contains our main
existence result for (1.1) for µ = u0 dx, u0 ∈ L1. More precisely, Theorem 2.2
assures the existence of a generalized solution in the sense of Crandall-Liggett
(see, e.g., [2] for an elaborate presentation) to equation (1.1), and establishes
some of its properties, in particular, that this solution is also a weak solution
to (1.1) in the sense of Schwartz distributions if u0 ∈ L1 ∩ L∞. Section 3 is
devoted to the proof of Theorem 2.2. In Section 4, we prove the L1 − L∞
regularizing effects of the generalized solutions to (1.1) on the initial data (see
Theorem 4.1) under the additional conditions that β ′(r) ≥ a|r|α−1, α ≥ 1,
α > d−2
d
, d ≥ 3, and divD ≥ 0. The existence of weak solutions to (1.1)
for initial data from the space of bounded measures is contained in Theorem
5.2 and, finally, the applications to the construction of probabilistically weak
solutions to McKean-Vlasov SDEs are contained in Section 6.
Notation. For each 1 ≤ p ≤ ∞, Lp(Rd), briefly denoted Lp, is the space of
3
Lebesgue integrable functions u on Rd with the standard norm |·|p. We denote
by W k,p(Rd) the Sobolev space of all functions in Lp with partial derivatives
Dℓj up to order k in L
p, whereDℓj =
∂ℓ
∂xℓj
is taken in the sense of Schwartz distri-
butions D′(Rd). Denote by Lploc the space of Lp-integrable functions on every
compact set and W k,ploc = {u ∈ Lploc; Dℓju ∈ Lploc, 1 ≤ j ≤ d, ℓ = 1, 2, ..., k},
1 ≤ p ≤ ∞. We set H1 =W 1,2(Rd) and H2 =W 2,2(Rd). We denote by 〈·, ·〉2
the scalar product of L2 and by H−1 〈·, ·〉H1 the duality functional between
H1 and its dual space (H1)′ = H−1. Cb(Rd) is the space of all continuous and
bounded functions u : Rd → R endowed with the supremum norm ‖·‖Cb , and
by C1b (R
d) the space of continuously differentiable bounded functions with
bounded derivatives. By Mb(Rd) we denote the space of bounded Radon
measures on Rd, that is, the dual of Cb(R
d). In the following, we shall simply
denote Cb(R
d), C1b (R
d) by Cb, C
1
b , respectively, and Mb(Rd) by Mb. Denote
by ‖ · ‖M)b the norm of Mb, that is,
‖µ‖Mb = sup{|µ(ψ); |ψ|Cb ≤ 1}.
We also set
P0(Rd) =
{
ρ ∈ L1, ρ ≥ 0,
∫
Rd
ρ dx = 1
}
.
By C∞0 (R
d), we denote the space of infinitely differentiable functions on
R
d with compact support and use a similar notation on (0,∞)× Rd.
For 1 < p < ∞, we denote by Mp(Rd) (simply written Mp) the Marcin-
kiewicz space of all (classes of) measurable functions u : Rd → R such that
‖u‖Mp = min
{
λ > 0;
∫
K
|u(x)|dx ≤ λ(meas K) 1p′
for all Borel sets K ⊂ Rd
}
<∞,
where 1
p
+ 1
p′
= 1.We recall thatMp(Rd) ⊂ Lqloc(Rd) with continuous injection
for 1 < q < p <∞.
Let E(x) = ωd|x|2−dd , x ∈ Rd, d ≥ 3, be the fundamental solution of the
Laplace operator. (Here ωd is the volume of the unit d-ball and | · |d is the
Euclidean norm of Rd.) We recall that (see, e.g., [12]) that, for d ≥ 3,
E ∈M dd−2 (Rd), |∇E|d ∈ M dd−1 (Rd), (1.3)
and, for each f ∈ L1, the solution u ∈ L1 to the equation
−∆u = f in D′(Rd)
4
is given by the convolution product u = E ∗ f and satisfies
‖u‖
M
d
d−2
≤ ‖E‖
M
d
d−2
|f |1. (1.4)
and
‖∇u‖
M
d
d−1
≤ ‖∇E‖
M
d
d−1
|f |1. (1.5)
2 Generalized solutions to NFPE (1.1)
We shall treat first FPE (1.1) for initial data u0 ∈ L1. Let u0 ∈ L1 be given.
Definition 2.1. A continuous function u : [0,∞] → L1 is said to be a
generalized solution (or mild solution) to equation (1.1) on (0,∞) if, for each
T > 0,
u(t) = lim
h→0
uh(t) in L
1 uniformly on each interval [0, T ], (2.1)
where uh : (0, T ] → L1 is the step function, defined by the finite difference
scheme
uh(t) = u
i
h, ∀t ∈ (ih, (i+ 1)h], i = 0, 1, ..., N − 1, (2.2)
u0h = u0, β(u
i
h) ∈ L1loc, uih ∈ L1, ∀i = 1, 2, ..., N, Nh = T, (2.3)
ui+1h − h∆(β(ui+1h )) + h div(Db(ui+1h )ui+1h ) = uih, in D′(Rd), (2.4)
for all i = 0, 1, ...., N − 1.
Theorem 2.2 is our first main result.
Theorem 2.2. Let d 6= 2. Under Hypotheses (i), (ii), (iii), for each u0 ∈
D(A), where D(A) is defined in (3.11) below and D(A) is the L1-closure of
D(A), there is a unique generalized solution u = u(t, u0) to equation (1.1).
Now assume, in addition, that
β ∈ C2(R). (2.5)
Then D(A) = L1 and, for every u0 ∈ L1 ∩ L∞,
|u(t)|∞ ≤ exp((1 + |(divD)−|
1
2∞)t)|u0|∞, ∀t > 0. (2.6)
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If u0 ∈ P0(Rd), then
u(t) ∈ P0(Rd), ∀t ≥ 0, (2.7)
Moreover, t → S(t)u0 = u(t, u0) is a semigroup of nonlinear contractions
from L1 to L1, that is, S(t+ s)u0 = S(t)S(s)u0 for 0 < s < t, and
|S(t)u0 − S(t)u¯0|1 ≤ |u0 − u¯0|1, ∀t > 0, u0, u¯0 ∈ L1. (2.8)
If u0 ∈ L1 ∩ L∞, then u is a solution to (1.1) in the sense of Schwartz
distributions on (0,∞)× Rd, that is,∫ ∞
0
∫
Rd
(u(ϕt + b(u)D · ∇ϕ) + β(u)∆ϕ)dt dx
+
∫
Rd
u0(x)ϕ(0, x)dx = 0, ∀ϕ ∈ C∞0 ([0,∞)× Rd).
(2.9)
We also note that, by (2.6), equation (2.9) is well defined for all ϕ ∈
C∞0 ([0,∞)× Rd).
Remark 2.3. If β ′ ≥ γ > 0, then the assumption that divD ≥ 0 in Hypo-
thesis (iii) can be dropped.
Remark 2.4. In the case where ∆β(u) in (1.1) is replaced by div(A(u)∇u)
with r 7→ A(r), r ∈ R, a locally bounded map taking values in the symmetric
nonnegative d × d-matrices and the divergence term does not depend on x,
there is a classical existence and uniqueness result in [16], however, in the
sense of kinetic soslutions.
It should be noted that the uniqueness of the solution u given by Theo-
rem 2.2 is claimed in the class of generalized solutions and not in that of
distributional solutions. The latter is true in some special cases (see, e.g.,
[8], [9], [13]), but it is open in the general case we consider here.
3 Proof of Theorem 2.2
The idea of the proof is to associate with equation (1.1) an m-accretive
operator A in L1 and so to reduce (1.1) to the Cauchy problem
du
dt
+ Au = 0, t ≥ 0,
u(0) = u0.
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To this purpose, consider in L1 the nonlinear operator
A0y = −∆β(y) + div(Db(y)y), ∀y ∈ D(A0),
D(A0) = {y ∈ L1, β(y) ∈ L1loc,−∆β(y) + div(Db(y)y) ∈ L1},
(3.1)
where the differential operators ∆ and div are taken in D′(Rd). The main
ingredient of the proof is the following lemma.
Lemma 3.1. We have
R(I + λA0) = L
1, ∀λ > 0, (3.2)
and there is an operator Jλ : L
1 → L1 such that
Jλu ∈ (I + λA0)−1u, ∀u ∈ L1,
|Jλu− Jλv|1 ≤ |u−v|1, ∀u, v ∈ L1, λ > 0.
(3.3)
Jλ2u = Jλ1
(
λ1
λ2
u+
(
1− λ1
λ2
)
Jλ2u
)
, ∀ 0 < λ1, λ2 <∞. (3.4)
Moreover,
β(Jλu) ∈ Lqloc, 1 < q <
d− 1
d
, ∀u ∈ L1, (3.5)
|Jλu|∞ ≤ (1 + |(divD)−|
1
2∞)|u|∞, ∀u ∈ L1 ∩ L∞,
0 < λ < λ0 = ((|(divD)−|∞ + |(divD)−|
1
2∞)|b|∞)−1,
(3.6)
|Jλ(u)|∞ ≤ Cλ|f |∞, ∀ f ∈ L1 ∩ L∞ for some Cλ ∈ (0,∞)
with Cλ = 1, if divD ≥ 0, (3.7)
Jλ(P0(Rd)) ⊂ P0(Rd), λ > 0. (3.8)
If (2.5) holds, then
|Jλg − g|1 ≤ Cλ‖g‖W 2,2(Rd), ∀g ∈ C∞0 (Rd). (3.9)
Here R(I + λA0) is the range of the operator I + λA0 and (I + λA0)
−1 :
L1 → D(A0) (which, in general, might be multivalues) is a right inverse of
A0. Before proving Lemma 3.1, let us discuss some consequences.
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Define the operator A : D(A) ⊂ L1 → L1,
Au = A0u, ∀u ∈ D(A), (3.10)
D(A) = {Jλv, v ∈ L1}. (3.11)
It is easily seen by (3.4) that
D(A) = {u = Jλv, v ∈ L1}, ∀ 0 < λ <∞. (3.12)
By Lemma 3.1, we have
Lemma 3.2.
(i) Jλ coincides with the inverse (I + λA)
−1 of (I + λA).
(ii) The operator A is m-accretive in L1, that is, R(I + λA) = L1, ∀λ > 0,
and
|(I + λA)−1u− (I + λA)−1v|1 ≤ |u− v|1, ∀u, v ∈ L1, λ > 0. (3.13)
Moreover, (3.5), (3.6), (3.8) hold with (I + λA)−1 instead of Jλ. If (2.5)
holds, then D(A) is dense in L1.
Proof of Lemma 3.2. (i) follows immediately by (3.10), (3.11), (3.12).
Except for the density of D(A) in L1, all assertions of (ii) are immediate by
the definition of A and Lemma 3.1. Now, assume that (2.5) holds and let
us prove that D(A) is dense in L1 (that is, D(A) = L1). By (3.9), we have
C∞0 (R
d) ⊂ D(A) and, since C∞0 (Rd) is dense in L1, the assertion follows.
We recall that Lemma 3.2 implies via the Crandall and Liggett theorem
(see [2], p. 140) that, for each u0 ∈ D(A)= L1 and T > 0, the Cauchy
problem
du
dt
+ Au = 0, t ∈ (0, T ),
u(0) = u0,
(3.14)
has a unique mild solution u ∈ C([0, T ];L1), that is,
u(t) = lim
h→0
uh(t) in L
1 uniformly on [0, T ], (3.15)
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where uh : [0, T ]→ L1 is given by (2.2)-(2.4), that is,
uh(t) = u
i+1
h , t ∈ (ih, (i+ 1)h],
ui+1h + hAu
i+1
h = u
i
h, i = 0, 1, ..., N − 1; Nh = T,
u0h = u0.
(3.16)
In fact, the solution u = u(t, u0) given by (3.15), (3.16) is given by the
exponential formula
S(t)u0 = u(t, u0) = lim
n→∞
(
I +
t
n
A
)−n
u0 in L
1, t ≥ 0, (3.17)
where the convergence is uniformly in t on compact intervals [0, T ], and S(t)
is a semigroup of contractions on L1, that is,
S(t + s) = S(t)S(s)u0, ∀t, s ≥ 0, S(0) = I,
|S(t)u0 − S(t)u¯0|1 ≤ |u− u¯0|1, ∀u0, u¯0 ∈ L1, t ≥ 0.
Proof of Lemma 3.1. We shall follow the argument of [7] (Lemma 3.1).
Namely, for f ∈ L1 consider the equation
u+ λA0u = f (3.18)
or, equivalently,
u− λ∆β(u) + λ div(Db(u)u) = f in D′(R), (3.19)
u ∈ L1, β(u) ∈ L1loc,−∆β(u) + div(Db(u)u) ∈ L1. (3.20)
We shall assume first f ∈ L1 ∩ L2 and we approximate equation (3.19) by
u− λ∆β˜ε(u) + λεβ˜ε(u) + λ div(Dbε(u)u) = f, (3.21)
where β˜ε(u) ≡ βε(u) + εu, and for ε > 0, r ∈ R,
βε(r) ≡ 1
ε
(r − (I + εβ)−1r) = β((I + εβ)−1r), (3.22)
and
bε(r) =

b, if b is a constant,
(b ∗ ρε)(r)
1 + ε|r| , otherwise.
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Here ρε(r) =
1
ε
ρ
(
r
ε
)
, ρ ∈ C∞0 (R), ρ ≥ 0, is a standard modifier and by I
we denote the identity on R.
We are going to show that, for ε → 0, the solution {uε} to (3.21) is
convergent to a solution u to (3.19). We can rewrite (3.21) as
(εI −∆)−1u+ λβ˜ε(u) + λ(εI −∆)−1div(Dbε(u)u) = (εI −∆)−1f. (3.23)
We set
Fε(u) = (εI −∆)−1u, G1ε(u) = λβ˜ε(u), u ∈ L2,
G2ε(u) = λ(εI −∆)−1(div(Dbε(u)u)), u ∈ L2.
It is easily seen that Fε and G
1
ε are accretive and continuous in L
2.
Since r 7→ bε(r)r is Lipschitz, we also have by assumptions (ii), (iii) that
G2ε is continuous in L
2 and∫
Rd
(G2ε(u)−G2ε(u¯))(u− u¯)dx
= −λ
∫
Rd
D(bε(u)u− bε(u¯)u¯) · ∇(εI −∆)−1(u− u¯)dx
≥ −Cελ|u− u¯|2|∇(εI −∆)−1(u− u¯)|2, ∀u, u¯ ∈ L2(Rd).
Moreover, we have∫
Rd
(εI −∆)−1uu dx = ε|(εI −∆)−1u|22 + |∇(εI −∆)−1u|22, ∀u ∈ L2.
Hence, for u∗ = u− u¯, we have
(Fε(u
∗) +G1ε(u)−G1ε(u¯) +G2ε(u)−G2ε(u¯), u∗)2
≥ λε|u∗|22 + |∇(εI −∆)−1u∗|22 + ε|(εI −∆)−1u∗|22
−Cελ|u∗|2|∇(εI −∆)−1u∗|2.
This implies that Fε + G
1
ε + G
2
ε is accretive and coercive on L
2 for λ < λε,
where λε > 0 is sufficiently small. Since this operator is continuous and
accretive, it follows that it is m-accretive and, therefore, surjective (because
it is coercive). Hence, for each f ∈ L2 ∩ L1 and 0 < λ < λε, equation (3.23)
has a unique solution uε ∈ L2 with β˜ε(uε) ∈ H1. Since β˜ε has a Lipschitz
inverse, we have that uε ∈ H1, and hence bε(uε)uε ∈ H1, and so ∆β˜ε(u) ∈ L2
by (3.21).
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We denote by uε(f) ∈ H1(Rd) the solution to (3.23) for f ∈ L2 ∩ L1 and
we shall prove that
|uε(f1)− uε(f2)|1 ≤ |f1 − f2|1, ∀f1, f2 ∈ L1 ∩ L2. (3.24)
To this purpose we set u = uε(f1)− uε(f2), f = f1 − f2. By (3.21), we have,
for ui = uε(fi), i = 1, 2,
u− λ∆(β˜ε(u1)− β˜ε(u2)) + ελ(β˜ε(u1)− β˜ε(u2))
+λ div(D(bε(u1)u1 − bε(u2)u2)) = f.
(3.25)
We consider the Lipschitzian function Xδ : R→ R,
Xδ(r) =

1 for r ≥ δ,
r
δ
for |r| < δ,
−1 for r < −δ,
(3.26)
where δ > 0. (We note that Xδ(r)→ sign r for δ → 0.) We set
Φε = λ∇(β˜ε(u1)− β˜ε(u2))− λD(bε(u1)u1 − bε(u2)u2)
and rewrite (3.25) as
u = div Φε − ελ(β˜ε(u1)− β˜ε(u2)) + f.
We set Λδ = Xδ(β˜ε(u1) − β˜ε(u2)). Since Λδ ∈ H1(Rd), it follows that
Λδ div Φε ∈ L1, and so we have∫
Rd
uΛδdx = −
∫
Rd
Φε · ∇Λδdx
− ελ
∫
Rd
(β˜ε(u1)− β˜ε(u2))Λδdx+
∫
Rd
fΛδdx
= −
∫
Rd
Φε · ∇(β˜ε(u1)− β˜ε(u2))X ′δ(β˜ε(u1)
− β˜ε(u2))dx− ελ
∫
Rd
(β˜ε(u1)− β˜ε(u2))Xδ(β˜ε(u1)
− β˜ε(u2))dx+
∫
Rd
fΛδdx.
(3.27)
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We have
I1δ =
∫
Rd
D(bε(u1)u1 − bε(u2)u2) · ∇Λδdx
=
1
δ
∫
[|β˜ε(u1)−β˜ε(u2)|≤δ]
D(bε(u1)u1 − bε(u2)u2) · ∇(β˜ε(u1)− β˜ε(u2))dx.
Since D ∈ L2(Rd;Rd) and since the inverse of β˜ε is Lipschitz with constant
1
ε
, we have
|bε(u1)u1 − bε(u2)u2| ≤ Cε|u1 − u2| ≤ Cε
ε
|β˜ε(u1)− β˜ε(u2)|.
Therefore, it follows that
lim
δ→0
1
δ
∫
[|β˜ε(u1)−β˜ε(u2)|≤δ]
|D(bε(u1)u1 − bε(u2)u2) · ∇(β˜ε(u1)− β˜ε(u2))|dx
≤ Cε
ε
|D|2 lim
δ→0
(∫
[|β˜ε(u1)−β˜ε(u2)|≤δ]
|∇(β˜ε(u1)− β˜ε(u2))|2dx
) 1
2
= 0, (3.28)
because ∇(β˜ε(u1)− β˜ε(u2))(x) = 0, a.e. on [x ∈ Rd; β˜ε(u1(x))− β˜ε(u2(x))=0].
This yields
lim
δ→0
I1δ = 0,
Since X ′δ ≥ 0, a.e. on R, we also have∫
Rd
∇(β˜ε(u1)− β˜ε(u2)) · ∇(β˜ε(u1)− β˜ε(u2))X ′δ(β˜ε(u1)− β˜ε(u2)) dx ≥ 0.
Then, by (3.27), we get
lim
δ→0
∫
Rd
uXδ(β˜ε(u1)− β˜ε(u2))dx ≤
∫
Rd
|f | dx, ∀ε > 0,
and, since uXδ(β˜ε(u1) − β˜ε(u2)) ≥ 0 and Xδ → sign as δ → 0, by Fatou’s
lemma this yields
|u|1 ≤ |f |1, (3.29)
as claimed. We note that, since f = 0 implies uε(f) = 0, it follows by (3.29)
that uε(f) ∈ L1, ∀f ∈ L1 ∩ L2.
12
Next, for f arbitrary in L1, consider a sequence {fn} ⊂ L2 such that
fn → f strongly in L1. Let {unε} ⊂ L1 ∩ L2 be the corresponding solutions
to (3.21) for 0 < λ < λε. Taking into account (3.29), we obtain by the above
equation that
|unε − umε |1 ≤ |fn − fm|1, ∀n,m ∈ N.
Hence, for n→∞, we have unε → uε(f) in L1. Define the operator
Aεu = −∆β˜ε(u) + εβ˜ε(u) + div(Dbε(u)u)
D(Aε) = {u ∈ L1;−∆β˜ε(u) + εβ˜(u) + div(Dbε(u)u) ∈ L1}.
(3.30)
It is obvious that (Aε, D(Aε)) is closed on L
1. Therefore, uε(f) ∈ D(Aε) and
uε(f) + λAεuε(f) = f, (3.31)
for λ < λε. We also have
|uε(f1)− uε(f2)|1 ≤ |f1 − f2|1, ∀f1, f2 ∈ L1, (3.32)
for λ < λε.
Then, by Proposition 3.3 in [2], p. 99, it follows that R(1 + λAε) = L
1,
∀λ > 0, and also (3.32) extends to all λ > 0 (see Proposition 3.1 in [2]).
Moreover, if uε = uε(λ, f) is our solution to (3.21), we have, for all
0 < λ1, λ2 <∞ and f ∈ L1 ∩ L2, by definition
uε(λ2, f) = uε
(
λ1,
λ1
λ2
f +
(
1− λ1
λ2
)
uε(λ2, f)
)
. (3.33)
If f ∈ L1 ∩ L∞, we have
|uε(f)|∞ ≤ (1 + |(divD)−|
1
2∞)|f |∞, 0 < λ < λ0. (3.34)
Indeed, by (3.21), we see that, for M ∈ [0,∞), uε = uε(f), b∗ε(r) = bε(r)r
and λ < λ0,
(uε − |f |∞ −M)− λ∆(β˜ε(uε)− β˜ε(|f |∞ +M))
+λε(β˜ε(uε)− β˜ε(|f |∞ +M)) + λ div(D(b∗ε(uε)− b∗ε(|f |∞ +M)))
≤ f − |f |∞ −M − λb∗ε(M + |f |∞)divD ≤ 0.
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Multiplying the above equation by Xδ((uε − (|f |∞ +M))+) and integrating
over Rd, we get as above, for δ → 0,
|(uε − |f |∞ −M)+|1 ≤ 0
and, therefore, choosing M = |(divD)−|
1
2∞|f |∞,
uε ≤ (1 + |(divD)−|
1
2∞)|f |∞, a.e. in Rd.
Similarly, one gets that
uε ≥ −(1 + |(divD)−|
1
2∞)|f |∞, a.e. in Rd,
and so (3.34) follows, which in turn, by (3.33), implies that, for some Cλ ∈
(0,∞),
|uε(λ, f)|∞ ≤ Cλ|f |∞ for all ε > 0, f ∈ L1 ∩ L∞, (3.35)
where Cλ = 1, if divD ≥ 0.
Now, we are going to let ε → 0 in (3.21). To this end, we need some
estimates on uε.
By (3.21) (or (3.31)), we have
∆β˜ε(uε) = λ
−1(uε − f) + div(Dbε(uε)uε) + εβ˜ε(uε). (3.36)
We shall consider first the case d ≥ 3. This yields
β˜ε(uε) =
1
λ
E∗(−uε−ελβ˜ε(uε)+f)+∇(E∗(Dbε(uε)uε)), a.e. in Rd, (3.37)
where E is the fundamental solution to the Laplace operator (see Section 1).
Then, recalling (1.3), (1.4) and (3.29), we get, for ε ∈ (0, 1),
‖β˜ε(uε)−∇(E ∗ (Dbε(uε)uε))‖
M
d
d−2
≤ 1
λ
‖E‖
M
d
d−2
|uε + λεβ˜ε(uε)− f |1
≤ 2 + 3λ
λ
‖E‖
M
d
d−2
|f |1, ∀λ > 0,
(3.38)
because ε|β˜ε(u)| ≤ (2 + ε2)|u|. Taking into account that, for d ≥ 3,
M
d
d−2 ⊂ Lploc, ∀p ∈
(
1, d
d−2
)
M
d
d−1 ⊂ Lploc, ∀p ∈
(
1, d
d−1
)
14
we see by (3.38) that, for 1 < p < d
d−2 , and, for all compacts K ⊂ Rd, we have
‖β˜ε(uε)−∇(E ∗ (Dbε(uε)uε))‖Lp(K) ≤ 1 + λ
λ
CK |f |1, ∀λ > 0,
and so, by (1.3), we have, for 1 < q < d
d−1 ,
‖β˜ε(uε)‖Lq(K) ≤ CK
(
‖∇(E ∗ (Dbε(uε)uε))‖Lq(K) + 1 + λ
λ
|f |1
)
≤ CK
(
‖∇(E ∗ (Dbε(uε)uε))‖
M
d
d−1
+
1 + λ
λ
|f |1
)
≤ CK
(
|uε|1 + 1 + λ
λ
|f |1
)
≤ CK
(
1 + λ
λ
)
|f |1, ∀λ > 0,
(3.39)
for any compact subset K ⊂ Rd, where the constant CK changes from line
to line and we used that |bε|∞ ≤ |b|∞.
We assume first that f ∈ L1 ∩ L∞and 0 < λ < λ0. Then, by (3.34), we
have, along a subsequence {ε} → 0,
uε → u weak-star in L∞, whence weakly in L1loc. (3.40)
Therefore, {β˜ε(uε)} is bounded in Lqloc (as a matter of fact, since |β˜ε(r)| ≤
CM(1 + |r|), |r| ≤ M , ε ∈ (0, 1), see (3.54) below, it is bounded in L∞).
Hence, also by selecting a further subsequence {ε} → 0, we have
β˜ε(uε)→ η weakly in Lqloc, (3.41)
where q ∈ (1, d
d−1
)
.
Now, we consider two cases:
Case 1. b is constant (hence bε ≡ b).
By (3.21), (3.40), (3.41), we have
u− λ∆η + λ div(Dbu) = f in D′(Rd). (3.42)
It remains to be shown that
η(x) = β(u(x)), a.e. x ∈ Rd. (3.43)
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For this purpose, we shall prove first, via the Riesz-Kolmogorov compactness
theorem, that {β˜ε(uε)}ε>0 is compact in L1loc. We set
vε = β˜ε(uε), v
ν
ε (x) = vε(x+ ν)− vε(x), ∀x, ν ∈ Rd.
By (3.37), we have
vνε =
1
λ
Eν ∗(−uε−ελβ˜ε(uε)+f)−∇(Eν ∗(Dbuε)), Eν(x) ≡ E(x+ν)−E(x),
and, by (1.4), (1.5), this yields, for any compact K ⊂ Rd, 1 < q < d
d−1 ,
q < p < d
d−2 , and all ε ∈ (0, 1),
‖vνε‖Lq(K) ≤
CK
λ
‖Eν ∗ (−uε − ελβ˜ε(uε) + f)‖Lp(K) + ‖∇(Eν ∗ (Dbuε))‖Lq(K)
≤ CK
λ
‖Eν ∗ (−uε − ελβ˜ε(uε) + f)‖
M
d
d−2
+ CK‖∇(Eν ∗ (Dbuε))‖
M
d
d−1
≤ CK
λ
‖Eν‖
M
d
d−2
(|uε|1 + |f |1) + CK‖∇Eν‖
M
d
d−1
|uε|1
≤ CK
(
1 +
1
λ
)
(‖Eν‖
M
d
d−2
+ ‖∇Eν‖
M
d
d−1
)|f |1.
On the other hand, we have
lim
ν→0
(‖Eν‖
M
d
d−2
+ ‖∇Eν‖
M
d
d−1
) = 0.
(This continuity property follows as in the case of Lp-spaces.) Therefore,
{β˜ε(uε); ε ∈ (0, 1)} is compact in each space Lq(K), K compact subset of
R
d, where 1 < q < d
d−1 . We also note that ε|uε|1 → 0 as ε→ 0. Hence, on a
subsequence {ε} → 0,
βε(uε)→ η strongly in Lqloc. (3.44)
Since {uε; ε ∈ (0, 1)} are bounded in L∞, we have
lim
ε→0
|βε(uε)− β(uε)|∞ = 0,
so, by (3.44),
β(uε)→ η strongly in Lqloc. (3.45)
16
Recalling that uε → u weak-star in L∞ and that the map u → β(u) is
maximal monotone in each dual pair (Lq(K), Lq
′
(K)), hence weakly-strongly
closed, we get by (3.45) that (3.43) holds. Hence, by (3.32), (3.40), u =
u(λ, f) satisfies (3.18) and we have
|u(λ, f)− u(λ, g)|1 ≤ |f − g|1, ∀λ > 0, f, g ∈ L1 ∩ L∞. (3.46)
(Indeed, first only for 0 < λ < λ0, but then by Proposition 3.1 in [2] for all
λ > 0.)
Case 2. Let β be strictly increasing and divD ≥ 0.
Multiplying (3.31) by uε = uε(f) and integrating over R
d, since uε, bε(uε)uε ∈
H1 ∩ L1 ∩ L∞, β˜ε(uε) ∈ H2, we obtain
|uε|22 + λ
∫
Rd
β ′ε(uε)|∇uε|2dx
≤ λ
∫
Rd
(∇uε ·D)bε(uε)uεdx+ 1
2
|uε|22 +
1
2
|f |22.
(3.47)
Defining
ψ(r) =
∫ r
0
bε(s)s ds, r ∈ R,
we see that ψ ≥ 0, hence the first integral on the right hand side of (3.47) is
equal to
−
∫
R
divDψ(uε)dx ≤ 0. (3.48)
Define gε(r) = (I + εβ)
−1(r), r ∈ N, and
a(r) =
∫ r
0
β ′(s)
1 + β ′(s)
ds, r ∈ R.
Since
β ′ε(r) ≥
β ′(gε(r))
1 + β ′(gε(r))
≥ β
′(gε(r))
1 + β ′(gε(r))
(g′ε(r))
2, r ∈ R,
and thus
β ′ε(uε)|∇uε|2 ≥ |∇a(gε(uε))|2,
we obtain from (3.47), (3.48)
|uε|22 + 2λ
∫
Rd
|∇a(gε(uε))|2dx ≤ |f |22. (3.49)
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Since |a(r)| ≤ |r| and |gε(r)| ≤ |r|, r ∈ R, this implies that a(gε(uε)), ε > 0,
is bounded in H1, hence compact in L2loc, so along a subsequence ε→ 0
a(gε(uε))→ v in L2loc and a.e.
Since a is strictly increasing and continuous, and thus so is its inverse function
a−1, it follows that
gε(uε)→ a−1(v), a.e. ,
and so, as ε→ 0,
uε = gε(uε) + εβ(gε(uε))→ a−1(v), a.e. on Rd.
Therefore, by (3.34) we have u ∈ L∞ and by (3.40)
uε −→
ε→0
u in Lploc, ∀p ∈ [1,∞). (3.50)
By Fatou’s lemma and (3.32), it follows that u ∈ L1. Furthermore, obviously
both β˜ε and bε, ε ∈ (0, 1), are locally equicontinuous. Hence,
β˜ε(uε)→ β(u), bε(uε)uε → b(u)u, a.e. on Rd, (3.51)
as ε → 0, since sup
ε>0
|uε|∞ < ∞ by (3.35). We note that, since β is locally
Lipschitz and β(0) = 0, we have, for M > 0, CM = sup
|r|≤M
β ′(r),
|βε(r)| ≤ CM |(I + εβ)−1r| ≤ CM |r|, r ∈ [−M,M ]. (3.52)
Hence, by (3.35), (3.50) and because |bε| ≤ |b|∞, (3.52) implies that both
convergences in (3.51) also hold in Lploc, p ∈ [1,∞). Hence we can pass to the
limit in (3.31) to conclude that u satisfies (3.18), which in turn implies that
u ∈ D(A), because β(u) ∈ Lploc, p ∈ [1,∞). Furthermore, Fatou’s lemma and
(3.32) imply that (3.46) also holds in Case 2.
All what follows now holds in both Cases 1 and 2. We define Jλ : L
1 ∩
L∞ → L1
Jλ(f) = u(λ, f), ∀ f ∈ L1 ∩ L∞, λ > 0.
Then, (3.4) follows by definition. We note that, by estimate (3.39), it also
follows
|β(u(λ, f))|Lq(K) ≤ CK
(
1 +
1
λ
)
|f |1, ∀f ∈ L1 ∩ L∞, λ > 0. (3.53)
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Now, let f ∈ L1 and {fn} ⊂ L1 ∩ L∞ be such that fn → f in L1. If
un = u(λ, fn), we see by (3.46) that un → u in L1 and, by (3.53), {β(un)} is
bounded in Lq(K) for each K ⊂ Rd, q ∈ (0, d
d−1
)
. Hence, by the generalized
Lebesgue convergence theorem and the continuity of β, β(un) → β(u) in
Lq(K), and so u ∈ D(A0), A0un → A0u in L1, and
u+ λA0u = f, (3.54)
Then, we may extend (3.46) and (3.53) to all of f ∈ L1 and hence (3.3) and
(3.5) hold.
By (3.34), (3.40), it follows that (3.6) holds. Moreover,if f ≥ 0 on Rd,
by (3.21) it is easily seen that uε ≥ 0 on Rd, and so, by (3.40) we infer that
u ≥ 0. Moreover, we have ∫
Rd
u dx =
∫
Rd
f dx. (3.55)
By (3.54), we have∫
Rd
uϕdx− λ
∫
Rd
β(u)∆ϕdx+ λ
∫
Rd
ub(u)D · ∇ϕdx
=
∫
Rd
fϕ dx, ∀ϕ ∈ C∞0 .
(3.56)
Now, we choose in (3.56) ϕ = ϕν ∈ C∞0 , where ϕν → 1 on Rd, 0 ≤ ϕν ≤ 1,
and
|∆ϕν |∞ + |∇ϕν |∞ → 0 as ν → 0.
(Such an example is ϕν(x) = exp
(
− ν|x|2
1−ν|x|2
)
.)
This implies (3.55), and so (3.8) holds.
It remains to prove (3.9). Let g ∈ C∞0 (Rd) be arbitrary but fixed. Coming
back to equation (3.31), we can write
g − λ∆β˜ε(g) + λεβ˜ε(g) + λ div(Dbε(g)g) = g + λAε(g),
and so (3.32) yields
|uε(g)− g|1 ≤ λ|Aε(g)|1 ≤ Cλ‖g‖W 2,2(Rd),
because β ∈ C2 and hence β˜ε, (β˜ε)′ and (β˜ε)′′ are locally uniformly bounded
in ε ∈ (0, 1) and |bε| ≤ |b|∞. This, together with (3.40), implies (3.9), as
claimed.
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This completes the proof of Lemma 3.1 for d ≥ 3.
Now, we shall sketch the proof of the case d = 1 only in the case that
b ≡ 1. By (3.36), we have
(β˜ε(uε))
′(x) = D(x)uε(x) + λ−1
∫ x
−∞
(uε(y)− f(y))dy, ∀x ∈ R,
and, therefore,
β˜ε(uε(x)) = β˜ε(uε(x0)) +
∫ x
x0
D(y)uε(y)dy
+λ−1
∫ x
x0
ds
∫ s
−∞
(uε(y)− f(y))dy, ∀x, x0 ∈ R.
(3.57)
Taking into account that {uε} is bounded in L1, we may choose x0 inde-
pendent of ε such that {uε(x0)} is bounded. This implies that {β˜ε(uε)}ε>0 is
bounded in L∞loc and so estimate (3.39) follows. Hence, it follows as above that
(3.40)-(3.42) follow too. To prove (3.43), we shall prove that {β˜ε(uε)}ε>0 is
compact in L1loc. If vε = βε(uε) and v
ν
ε = vε(x + ν) − vε(x), we get by
(3.57) that
vνε (x) =
∫ x+ν
x
D(y)uε(y)dy + λ
−1
∫ x+ν
x
ds
∫ s
−∞
(uε(y)− f(y))dy
and, therefore, lim
ν→0
|vνε |L1loc = 0 uniformly with respect to ε. Hence, {vε} is
compact in L1loc and so (3.43) follows by (3.44). As regard (3.46)-(3.55), and
so all conclusion of Lemma 3.1, it follows as in the previous case.
Later, we shall also need the following convergence result for the solution
uε to the approximating equation (3.21).
Lemma 3.3. Assume that β is strictly iuncreasing. Then, we have, for
ε→ 0,
uε → u = Jλf in L1, ∀ f ∈ L1. (3.58)
Proof. We shall proceed as in the proof of Lemma 3.2 in [7]. It suffices to
prove this for f in a dense subset of L1. In Case 2 of the proof of Lemma
3.1, by (3.50) we have uε → u = Jλf strongly in L1loc. But this also follows
in Case 1, because by (3.43) and (3.45) we have that β(uε) → β(u) in L1loc.
So, by our additional assumption that β is strictly increasing, which entails
20
that its inverse β−1 is continuous, we have that also uε → u, a.e. (along a
subsequence), hence uε → u in L1loc by (3.35). Hence it suffices to show that
there is C independent of ε such that
‖uε‖ =
∫
Rd
|uε(x)|Φ(x)dx ≤ C, ∀ ε > 0, (3.59)
where Φ ∈ C2(Rd) is such that 1 ≤ Φ(x), ∀ x ∈ Rd, and
Φ(x)→ +∞ as |x| → ∞, ∇Φ ∈ L∞, ∆Φ ∈ L∞.
(An example is Φ(x) ≡ (1 + |x|2)α with α ∈ (0, 1
2
]
.)
We fix such a function Φ and assume that
f ∈ L1 ∩ L∞, ‖f‖ =
∫
Rd
Φ(x)|f(x)|dx <∞.
If we multiply equation (3.21) by ϕνXδ(β˜ε(uε)), where ϕν(x) = Φ(x) exp(−νΦ(x)),
ν > 0, and integrate over Rd, we get, since X ′δ ≥ 0,∫
Rd
uεXδ(β˜ε(uε))ϕν dx ≤ −λ
∫
Rd
∇β˜ε(uε) · ∇(Xδ(β˜ε(uε))ϕν)dx
+λ
∫
Rd
Db∗ε(uε) · ∇(Xδ(β˜ε(uε))ϕν)dx+
∫
Rd
|f |ϕνdx
≤ −λ
∫
Rd
(∇β˜ε(uε) · ∇ϕν)Xδ(β˜ε(uε))dx
+λ
∫
Rd
Db∗ε(uε) · ∇β˜ε(uε)X ′δ(β˜ε(uε))ϕνdx
+λ
∫
Rd
(D · ∇ϕν)b∗ε(uε)Xδ(β˜ε(uε))dx+
∫
Rd
|f |ϕνdx.
(3.60)
Here, b∗ε(u) = bε(u)u. Letting δ → 0, we get as above∫
Rd
|uε|ϕνdx ≤ −λ
∫
Rd
∇|β˜ε(uε)| · ∇ϕνdx
+lim
δ→0
λ
δ
∫
[|β˜ε(uε)|≤δ]
|D| |b∗ε(uε)| |∇β˜ε(uε)|ϕνdx
+λ
∫
Rd
(sign uε)b
∗
ε(uε)(D · ∇ϕν)dx+
∫
Rd
|f |ϕνdx
≤ λ
∫
Rd
(|β˜ε(uε)|∆ϕν + |b∗ε(uε)| |D · ∇ϕν |)dx+
∫
Rd
|f |ϕνdx,
(3.61)
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where in the last step we used that
|b∗ε(uε)| ≤ Lip(b∗ε)|uε| ≤
1
ε
Lip(b∗ε)|β˜ε(uε)|.
We have
∇ϕν(x) = (∇Φ− νΦ∇Φ) exp(−νΦ),
∆ϕν(x) = (∆Φ− ν|∇Φ|2 − νΦ∆Φ + ν2Φ|∇Φ|2 − ν|∇Φ|2) exp(−νΦ).
Then, letting ν → 0 in (3.61), since M := sup
ε>0
|uε|∞ < ∞, |b∗ε(r)| ≤ |b|∞|r|,
and |β˜ε(r)| ≤
(
sup
|r|≤M
β ′(r) + ε
)
|r|, ∀r ∈ [−M,M ], we get
‖uε‖ ≤ ‖f‖+ Cλ(|∆Φ|∞ + |D|∞|∇Φ|∞)|f |1, ∀ε ∈ (0, 1).
Hence (3.59) and, therefore, (3.58), holds for all f ∈ L1∩L∞ with ‖f‖ <∞.
Since the latter set is dense in L1, we get (3.58), as claimed.
Proof of Theorem 2.2 (continued). As seen earlier, the solution uh to the
finite difference scheme (2.2)–(2.4) is uniformly convergent on every compact
interval [0, T ] to u ∈ C([0,∞);L1). By (3.6) and (3.17), by a standard
argument we obtain that, for u0 ∈ L1 ∩ L∞,
|u(t)|∞ = |S(t)u0|∞ ≤ exp((1 + |(divD)−|
1
2∞)t)|u0|∞, ∀t ≥ 0.
(2.7) follows by (3.17) and (3.8).
Let us prove now that u is a distributional solution to (1.1). We note first
that by (2.4) we have (setting uh(t) = u0 for t ∈ (−∞, 0))
uh(t)− h∆β(uh(t)) + h div(Duh(t)) = uh(t− h), t ≥ 0,
uh(0) = u0.
(3.62)
Since lim
h→0
uh(t) = S(t)u0 in L
1 locally uniformly in t ∈ [0,∞), we have by
(2.6) that
|uh(t)|∞ ≤ exp((1 + |(divD)−|
1
2∞)t)|u0|∞ + 1, t ≥ 0,
for small enough h, and, hence, for h → 0, β(uh(t)) → β(u(t)) in L1loc, a.e.
t > 0.
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Let ϕ ∈ C∞0 ([0,∞)× Rd). Then, by (3.62) we have∫ ∞
0
∫
Rd
1
h
(uh(t, x)− uh(t− h, x))ϕ(t, x)− β(uh(t, x))∆ϕ(t, x)
−b(uh(t, x))uh(t, x)D(x) · ∇ϕ(t, x)dt dx = 0,
if take uh(t, x) ≡ u0(x) for t ∈ (−h, 0].
Then, replacing the first term by∫ ∞
0
∫
RN
1
h
uh(t, x)(ϕ(t+ h, x)− ϕ(t, x))dt dx+ 1
h
∫ h
0
∫
RN
u0(x)ϕ(t, x)dt dx
and, letting h→ 0, we get (2.9), as claimed. This completes the proof. 
Remark 3.4. If u0 ≥ 0, then the generalized solution u given by Theorem 2.2
is nonnegative and β(u) ∈ L∞(0, T ;L1) for all T > 0. Indeed, by (2.2)-(2.4)
we see by estimate (3.39) that
h‖β(ui+1h )‖Lq(K) ≤ C1K(|ui+1h − uih|1 + h|ui+1h |1), i = 0, 1, ..., N − 1.
Taking into account that β(ui+1h ) ≥ 0, ∀i = 0, 1, ..., N − 1, we obtain the
estimate ∫ T
0
β(uh(t, x))dx ≤ C(|uh(T )|1 + |u0|1), (3.63)
which implies the desired result. By the previous argument, this implies
that, for u0 ≥ 0, u0 ∈ L1, the solution u is a Schwartz distribution solution
to (1.1).
Remark 3.5. We note that, if β is nondegenerate, that is, β ′(r) ≥ a > 0,
∀r ∈ R, then it follows that (I+λA0)−1L1 = D(A0) (see [7]) and this implies
that D(A0) = D(A) and so A = A0.
Remark 3.6. Theorem 2.2 extends by a slight modification of the proof to
the multivalued functions β : R → 2R with R(B) = (−∞,+∞) and which
are maximal monotone graphs on R× R, that is,
(v1 − v2)(u1 − u2) ≥ 0, ∀vi ∈ β(ui), i = 1, 2,
and R(1 + β) = R. We omit the proof details, but we note, however, that
this case covers the case of FPE (1.1) with monotonically nondecreasing
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discontinuous functions β and, in particular, the self-organized criticality
model (see, e.g., [5])
β(u) ≡ αH(u− uc)u,
where α > 0, H is the Heviside function and uc > 0. As a matter of facts, if
β0 is a monotonically nondecreasing function with a numerable set of jumps
{rj}∞j=1, it has an extension to a maximal monotone graph β by filling the
jumps, that is, setting
β(rj) = [β0(rj + 0), β(rj+1 − 0)], j = 1, ...
4 Regularizing effect on initial data
Consider here equation (1.1) under the following hypotheses.
(k) β ∈ C2(R), β ′(r) ≥ a|r|α−1, ∀r ∈ R; β(0) = 0, where α ≥ 1, α > d−2
d
,
d ≥ 3, a > 0.
(kk) D ∈ (L2 ∩ L∞)(Rd;Rd), div D ∈ L∞(Rd), div D ≥ 0, a.e.
(kkk) b ∈ Cb(R) ∩ C1(R), b ≥ 0.
We have
Theorem 4.1. Let d ≥ 3. Then, under Hypotheses (k), (kk), (kkk), the
generalized solution u to (1.1) given by Theorem 2.2 for µ = u0dx, u0 ∈ L1,
satisfies
u(t) ∈ L∞, ∀t > 0, (4.1)
|u(t)|∞ ≤ C t−
d
2+(α−1)d |u0|
2
2+d(α−1)
1 , ∀t ∈ (0,∞), u0 ∈ L1, (4.2)
where C is independent of u0.
Proof. We shall first prove the following lemma.
Lemma 4.2. Let uλ = (I + λA)
−1f , where A is the operator (3.10), (3.11).
Then, for each p > 1 and λ > 0, we have
|uλ|pp + λaC
p(p− 1)
(p+ α− 1)2 |uλ|
p+α−1
(p+α−1)d
d−2
≤ |f |pp, ∀f ∈ Lp ∩ L1. (4.3)
where C is independent of p and λ.
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Proof. Let p ∈ (1,∞). By approximation, we may assume that f ∈ L1∩L∞.
Let us first explain the proof by heuristic computations in the case b ≡ 1,
that is, for the equation
uλ − λ∆β(uλ) + λ div(Duλ) = f. (4.4)
We multiply (3.21) by |uλ|p−2uλ and integrate over Rd and get
|uλ|pp + (p− 1)λ
∫
Rd
β ′(uλ)|∇uλ|2|uλ|p−2dx
=
∫
Rd
f |uλ|p−2uλdx− (p− 1)
p
λ
∫
Rd
|uλ|pdiv Ddx
≤ |f |p|uλ|p−1p ≤
1
p
|f |pp +
(
1− 1
p
)
|uλ|pp.
(4.5)
Taking into account (k) yields
|uλ|pp + ap(p− 1)λ
∫
Rd
|uλ|p+α−3|∇uλ|2dx ≤ |f |pp.
On the other hand,∫
Rd
|uλ|p+α−3|∇uλ|2dx =
(
2
p+ α− 1
)2 ∫
Rd
∣∣∣∇(|uλ| p+α−12 )∣∣∣2 dx
≥ C
(
2
p + α− 1
)2(∫
Rd
|uλ|
(α−1+p)d
d−2 dx
) d−2
d
(by the Sobolev embedding theorem in Rd). This yields
|uλ|pp + λaC
p(p− 1)
(p+ α− 1)2 |uλ|
α−1+p
(α−1+p)d
d−2
≤ |f |pp, ∀λ > 0,
as claimed.
Of course, the above argument is heuristic. Since e.g. uλ 6∈ H1. To
make the proof rigorous, we recall that by Lemma 3.3 the solution u := uλ
to (4.4) constructed in Lemma 3.2 is an L1-limit of solutions uε, ε > 0, to
the approximating equations (3.31) (with Aε as in (3.30)). So, we shall start
with (3.31) (instead of (4.4)) and with its solution uε. Then we know by the
proof of Lemma 3.1 (see (3.23) and (3.35)) that uε, b(uε)uε ∈ H1 ∩L1 ∩L∞,
β˜ε(uε) ∈ H2. We have, for all r ∈ R,
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β˜ ′ε(r) =
β ′(gε(r))
(1 + εβ ′)(gε(r))
+ ε ≥ hε(gε(r)), (4.6)
where
hε(r) =
a|r|α−1
1 + εa|r|α−1 , r ∈ R, (4.7)
and gε = (I + εβ)
−1.
Define ϕδ : R→ R by
ϕδ(r) = (|r|+ δ)p−2r, r ∈ R.
Then, ϕδ ∈ C1b , lim
δ→0
ϕ′δ(r) = (p− 1)|r|p−2 and ϕ′δ(r)≥min(1, p−1)(|r|+δ)p−2.
Now, we multiply (3.31) by ϕδ(uε) and obtain∫
Rd
uεϕδ(uε)dx+ λ
∫
Rd
β˜ ′ε(uε)|∇uε|2ϕ′δ(uε)dx
= λ
∫
Rd
(D · ∇uε)ϕ′δ(uε)bε(uε)uεdx+
∫
Rd
fϕδ(uε)dx.
(4.8)
Defining
ψ(r) =
∫ r
0
ϕ′δ(s)bε(s)s ds,
we see that ψ ≥ 0, hence the first integral in the right hand side of (4.8) is
equal to
−
∫
Rd
(divD)ψ(uε)dx ≤ 0. (4.9)
Furthermore, we deduce from (4.6) that the second integral on the left hand
side of (4.8) dominates∫
Rd
hε(gε(uε))|∇uε|2ϕ′δ(uε)dx =
∫
Rd
|∇ψε,δ(uε)|2dx
≥ C
(∫
Rd
|ψε,δ(uε)| 2dd−2dx
) d−2
d
,
(4.10)
where
ψε,δ(r) =
∫ r
0
√
hε(gε(s))ϕ′δ(s) ds, r ∈ R, (4.11)
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and we used the Sobolev embedding. Combining (4.8)–(4.10) and letting
δ → 0, we obtain by Fatou’s lemma and (3.34)
|uε|pp +
λC
p
(∫
Rd
|ψε(uε)|
2d
d−2dx
) d−2
2
≤ 1
p
|f |pp +
(
1− 1
p
)
|uε|pp, (4.12)
where
ψε(r) =
√
p− 1
∫ r
0
√
hε(gε(s))|s|p−2 ds, r ∈ R. (4.13)
Obviously, ψε(uε), ε > 0, are equicontinuous, hence by (3.34) and (3.50)
(ψε(uε))
2 → a(p− 1)
(
2
p+ α− 1
)2
|u|p+α−1, a.e. on Rd.
Therefore, by Fatou’s lemma, (4.12) implies (4.3).
Proof of Theorem 4.1. We choose p = pn, where {pn} are defined by
pn+1 =
d
d− 2 (pn + α− 1), p0 > 1.
Then, by (4.3), we get
|uλ|pnpn + Ca
pn(pn − 1)
(pn + α− 1)2 λ|uλ|
pn+α−1
pn+1
≤ |f |pnpn, n = 0, 1, ...
Now, we apply Theorem 5.2 in A. Pazy [19], where ϕn(u) = |u|pnpn, βn = d−2d ,
Cn = Ca inf
p∈[p0,∞)
p(p−1)
(p+α−1)2 , and conclude that (see Proposition 6.5 in [19]
or [22]) that
|u(t)|∞ ≤ Cp0t−
d
2p0+(α−1)d |u0|
2p0
2p0+d(α−1)
p0 , ∀t > 0, u0 ∈ Lp0 . (4.14)
Define
Cα,d :=
d+ 2
2d
+
√
(α− 1)
(
α +
2
d
)
+
(
d+ 2
2d
)2
. (4.15)
Note that, since α > 1 − 2
d
, the value under the root is strictly bigger than(
d−2
2d
)2
, hence Cα,d > 1.
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Lemma 4.3. Let p0 ∈ (1, Cα,d). Then, for some constant Cp0 > 0,
|u(t)|p0 ≤ Cp0 t−
p0−γ
p0(γ+α−1) |u0|
γ(p0+α−1
p0(γ+α−1)
1 , ∀t > 0, u0 ∈ L1 ∩ Lp0 , (4.16)
where
γ =
2p0 + (α− 1)d
(p0 + α− 2)d+ 2 ∈ (0, 1). (4.17)
Proof. We may assume that u0 ∈ L∞. We shall use the approximating
scheme (3.15)-(3.16). By estimate (4.3), we have, for λ = h,
|ui+1h |p0p0 + Ch|ui+1h |p0+α−1(p0+α−1)d
d−2
≤ |uih|p0p0, i = 0, 1, ...
By the summation by parts formula, this yields, for all t > 0,
t|uh(t)|p0p0 + C
∫ t
0
s|uh(s)|p0+α−1(p0+α−1)d
d−2
ds ≤
∫ t
0
|uh(s)|p0p0ds+ h|u0|p0p0, (4.18)
where uh is given by (3.16) and where, here and below, by C we denote
various constants independent of t and u0, but depending on p0.
On the other hand, by Ho¨lder’s inequality we have
|uh(s)|p0p0 ≤ |uh(s)|γ1 |uh(s)|p0−γ(p0+α−1)d
d−2
, s > 0.
Then, substituting into (4.18), we get
t|uh(t)|p0p0 + C
∫ t
0
s|uh(s)|p0+α−1(p0+α−1)d
d−2
ds− h|u0|p0p0
≤ |u0|γ1
∫ t
0
|uh(s)|p0−γ(p0+α−1)d
d−2
ds
≤ |u0|γ1
∫ t
0
s
p0−γ
p0+α−1 |uh(s)| (p0+α−1)d
d−2
)p0−γ s
γ−p0
p0+α−1ds
≤ |u0|γ1
(∫ t
0
s|uh(s)|p0+α−1(p0+α−1)d
d−2
ds
) p0−γ
p0+α−1
(∫ t
0
s
γ−p0
γ+α−1 ds
) γ+α−1
p0+α−1
.
Since p0 < Cα,d, we know by Lemma A.1 in the Appendix that
γ − p0
γ + α− 1 > −1.
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Hence the above is dominated by
C|u0|γ1 t
2γ+α−p0−1
p0+α−1
(∫ t
0
s|uh(s)|p0+α−1(p0+α−1)d
d−2
ds
) p0−γ
p0+α−1
.
This yields, for t > 0,
t|uh(t)|p0p0 + C
∫ t
0
s|uh(s)|p0+α−1(p0+α−1)d
d−2
ds ≤ C|u0|
γ(p0+α−1)
γ+α−1
1 t
2γ+α−p0−1
γ+α−1 + h|u0|p0p0.
Hence, dropping the integral on the left hand side and letting h → 0, we
obtain that
|u(t)|p0 ≤ Cp0|u0|
γ(p0+α−1)
p0(γ+α−1)
1 t
γ−p0
p0(γ+α−1) , t > 0,
and (4.16) is proved.
Proof of Theorem 4.1 (continued). By approximation, we may assume
that u0 ∈ L1∩L∞. Combining estimates (4.14) and (4.16), we get, for t > 0,
|u(t)|∞ ≤ Cp0
(
t
2
)− d
2p0+(α−1)d
∣∣u ( t
2
)∣∣ 2p02p0+d(α−1)
p0
≤ Cp0 t−
(
d
2p0+(α−1)d
+
(p0−γ)2p0
p0(γ+α−1)(2p0+d(α−1))
)
|u0|
γ(p0+α−1)2p0
p0(γ+α−1)(2p0+d(α−1))
1
= Cp0 t
− d
2+(α−1)d |u0|
2
2+(α−1)d
1 ,
(4.19)
where we used Lemma A.2 in the Appendix in the last step and where again
the constant Cp0 changes from line to line. Hence, Theorem 4.1 is proved.
5 Equation (1.1) with a measure as initial
datum
Consider here equation (1.1) with the initial data u0 = µ ∈Mb.
Definition 5.1. The function u : [0,∞) → Mb is a distributional solution
to (1.1) if
u, β(u) ∈ L1loc([0,∞)× Rd), (5.1)∫ ∞
0
∫
Rd
u(t, x)(ϕt(t, x) +D(x) · ∇ϕ(t, x))
+β(u(t, x)∆ϕ(t, x))dt dx+ µ(ϕ(0, ·)), ∀ϕ ∈ C∞0 ([0,∞)× Rd).
(5.2)
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We have
Theorem 5.2. Assume that Hypotheses (k), (kk), (kkk) from Section 4 hold
and, in addition,
|β(r)| ≤ C|r|α, ∀r ∈ R. (5.3)
Let µ ∈ Mb. Then, (1.1) has a distributional solution which satisfies, for
dt-a.e. t ∈ (0,∞),
u(t, x) ≥ 0, a.e. on Rd, (5.4)∫
Rd
u(t, x)dx =
∫
Rd
dµ, (5.5)
|u(t)|∞ ≤ C t−
d
2+(α−1)d ‖µ‖
2
2+d(α−1)
Mb , (5.6)
|u(t)|1 ≤ ‖µ‖Mb. (5.7)
Furthermore, for all p ∈ [1, α+ 2
d
)
,
u ∈ Lp((0, T )× Rd), ∀T > 0, (5.8)
and
β(u) ∈ L1((0, T )× Rd), ∀T > 0. (5.9)
The map t 7→ u(t, x)dx ∈Mb has a σ(Mb, Cb)-continuous version on (0,∞),
denoted by S(t)µ, t > 0, for which (5.4), (5.5), (5.6) and (5.7) hold for all
t > 0. Furthermore,
lim
t→0
∫
Rd
(S(t)µ)(x)ψ(x)dx = µ(ψ), ∀ψ ∈ Cb. (5.10)
Defining S(0)µ = µ, then S(t), t ≥ 0, restricted to L1 coincides with the
semigroup from Theorem 2.2 and we have
‖S(t)µ1 − S(t)µ2‖Mb ≤ ‖µ1 − µ2‖Mb, ∀ t ≥ 0, µ1, µ2 ∈Mb.
Proof. Consider a smooth approximation µε of u0 = µ to the form
µε(x) = (µ ∗ ρε), ε > 0,
where ρε(x) =
1
ε
ρ
(
1
ε
|x|) , ρ ∈ C∞0 ([−1, 1]), ∫ 1−1 ρ(r) dr = 1. Then, by
Theorem 4.1, the equation
(uε)t −∆β(uε) + div(Duε) = 0 in (0,∞)× Rd,
uε(0) = µε,
(5.11)
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has, for each ε > 0, a unique generalized solution uε ∈ C([0,∞);L1) ∩
L∞((δ,∞)× Rd), ∀δ > 0. More precisely, we have
|uε(t)|∞ ≤ C t−
d
2+(α−1)d |µε|
2
2+d(α−1)
1 ≤ C t−
d
2+(α−1)d ‖µ‖
2
2+d(α−1)
Mb , t > 0. (5.12)
Everywhere in the following, C is a positive constant independent of t and µ
possibly changing from line to line. Also, for simplicity, we set ‖µ‖ = ‖µ‖Mb
and
‖µ‖ 22+(α−1)d t− d2+(α−1)d = ν(t, µ), ∀t > 0, µ ∈ Mb.
We also have by (2.8)
|uε(t)|1 ≤ |µε|1 ≤ ‖µ‖, ∀t ≥ 0, ∀ε > 0. (5.13)
If we formally multiply (5.11) by β(uε) and integrate over (δ, t) × Rd, for
ψ(r) =
∫ r
0
β ′(s)b(s)s ds, r ∈ R, since ψ, divD ≥ 0, we get∫
Rd
g(uε(t, x))dx+
∫ t
δ
|∇β(uε(s))|22dx
=
∫ t
δ
∫
Rd
∇(ψ(uε)) ·Ddxds+
∫
Rd
g(uε(δ, x))dx
≤
∫
Rd
g(uε(δ, x))dx ≤ C‖µ‖(ν(δ, µ))α, ∀t > δ,
(5.14)
where g(r) ≡ ∫ r
0
β(s)ds ≥ 0.
Estimate (5.14) can be derived rigorously by using the finite difference
scheme (3.15)–(3.16) corresponding to the resolvent of the regularized version
(3.31) of equation (5.11). Indeed, by Lemma 3.3, it follows via the Trotter–
Kato theorem for nonlinear semigroups (see, e.g., [2], p. 168) that, for each
ε > 0,
uε(t) = lim
ν→0
lim
n→∞
(
I +
t
n
Aν
)−n
µε,
where Aν is the operator defined by (3.30) and both limits are in L
1, locally
uniformly in t ∈ [0,∞). Hence,
uε(t) = lim
ν→0
lim
h→0
uν,h(t), t ∈ [0, T ], (5.15)
where
uν,h(t) = u
i+1
ν,h , t ∈ (ih, (i+ 1)h],
ui+1ν,h + hAνu
i+1
ν,h = u
i
ν,h, i = 0, 1, ..., N − 1; Nh = T, u0ν,h = µε.
(5.16)
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We know by the proof of Lemma 3.1 that, if v ∈ L1 ∩ L∞, then for the
solution uh to the equation uh + hAνuh = v (see (3.23) and (3.35)), we have
uh, bν(uh)uh ∈ H1 ∩ L1 ∩ L∞, β˜ν(uh) ∈ H2 and |uh|∞ ≤ |v|∞. Hence, if we
multiply (5.16) by β˜ν(u
i+1
ν,h ) and integrate over R
d, we get as above∫
Rd
gν(u
i+1
ν,h (x))dx+ h
∫
Rd
|∇β˜ν(ui+1ν,h )|2dx
≤
∫
Rd
gν(u
i
ν,h)dx, i = 0, 1, ..., N1, Nh = T,
where gν(r) =
∫ r
0
β˜ν(s)ds. Summing over from j = [Nδ/T ] + 1 to k − 1 =
[Nt/T ], we get∫
Rd
gν(u
k
ν,h)dx+
h
2
k−1∑
i=j
∫
Rd
|∇β˜ν(ui+1ν,h )|2dx ≤
∫
Rd
gν(u
j
ν,h)dx, ∀k.
Then, letting h → 0 and afterwards ν → 0, by (5.15) and, since |uiν,h|∞ ≤
|µε|∞, the closedness of the gradient on L2(0, T ;L2) and the weak lower
semicontinuity implies (5.14), as claimed.
Multiplying (5.11) by |uε|q−2uε, q ≥ 2, and integrating over (δ, t) × Rd,
we get by (k)
(q − 1)
∫ t
δ
∫
Rd
|∇|uε|
q+α−1
2 |2ds dx+ 1
q
∫
Rd
|uε(t, x)|qdx
≤ 1
q
∫
Rd
|uε(δ, x)|qdx ≤ C‖µ‖(ν(δ, µ))q−1.
(5.17)
As in the previous case, the above calculus can be made rigorous if we replace
(5.11) by its discrete version (5.16), which we multiply by |ui+1ν,h |q−2ui+1ν,h and
integrate over Rd. Indeed, noting that, since ui+1ν,h , bν(u
i+1
ν,h )u
i+1
ν,h ∈ H1∩L1∩L∞
and β˜ ′ν(u
i+1
ν,h ) ∈ H2 (see (3.23), (3.35)), we have as in (4.9), (4.10) for ψν(r) =√
p− 1 ∫ r
0
√
hν(gν(s))|s|q−2 ds, r ∈ R, where hε, gε are as in (4.7).
1
q
∫
Rd
|ui+1ν,h |qdx+ h
∫
Rd
|∇ψν(ui+1ν,h )|2dx ≤
1
q
∫
Rd
|uiν,h|qdx,
i = 0, ..., N − 1, Nh = T.
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Summing over i from j = [Nδ/T ] + 1 to k − 1 = [Nt/T ], we get
1
q
∫
Rd
|ukν,h|qdx+ h
k−1∑
i=j
∫
Rd
|∇ψν(ui+1ν,h )|2dx ≤
1
q
∫
Rd
|ujν,h|qdx,
i = 0, ..., N − 1, Nh = T.
Letting h → 0, and afterwards ν → 0, (5.17) follows from (5.15) and the
closedness of the gradient on L2(0, T ;L2).
Now, taking into account that by (5.17), with q = 2p− 1− α, we get∫ t
δ
|∇(|uε|p−1)|22ds ≤ ‖µ‖(ν(δ, µ))2(p−1)−α), ∀t ≥ δ, ∀p ≥
α + 3
2
. (5.18)
Moreover, by (5.14) we have {∇β(uε)}ε>0 is bounded in L2(δ, T, L2) and this
yields
‖∆β(uε)− div(Db(uε)uε)‖L2(δ,T ;H−1) ≤ C, ∀ε > 0. (5.19)
Note also that, by (5.18), it follows that∫ t
δ
|∇(|uε|p−2uε)|22ds ≤ C, ∀ε > 0. (5.20)
Hence, {|uε|p−2uε} is bounded in L2(δ, T ;H1) and so, by (5.19), we infer that
‖ |uε|p−2uε(∆β(uε)− div(Db(uε)uε))‖L2(δ,T ;H−1) ≤ C.
This implies that the set{
∂
∂t
(|uε|p−1uε)
}
ε>0
=
{
p|uε|p−2uε(∆β(uε)− div(∇uε))
}
ε>0
is bounded in L2(δ, T ;H−1). Note that by (5.18) applied to p + 1 replacing
p, we have that also {|uε|p−1uε}ε>0 is bounded in L2(δ, T ;H−1).
Then, by the Aubin-Lions-Simon compactness theorem (see [21]), the set
{|uε|p−1uε}ε>0 is compact in L2(δ, T ;L2loc) for all 0 < δ < T < ∞. Hence,
along a subsequence, we have for γ(r) := |r|p−1r, r ∈ R,
γ(uε)→ v a.e. on (0,∞)× Rd. (5.21)
Then, since γ has a continuous inverse and since β is continuous, we have
uε → u = γ−1(v) and β(uε)→ β(u), a.e. on (0,∞)× Rd. (5.22)
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We also note that, by (5.12), (5.13), we have, for all p ≥ 1, the estimate
‖uε(t)‖Lp(Rd) ≤ ‖uε(t)‖
1
p
L1(Rd)
‖uε(t)‖
p−1
p
L∞(Rd)
≤ C‖µ‖
2(p−1)
(2+α(d−1))p2 t−
d(p−1)
(2+(α−1)d)p , ∀t > 0, ε > 0.
(5.23)
Since α > d−2
d
, we have α + 2
d
> 1 and, for every p ∈ [1, α+ 2
d
)
,we have
d(p− 1)
2 + (α− 1)d < 1. (5.24)
Then, for such p, (5.23) implies that, for every T > 0,∫ T
0
‖uε(t)‖pLp(Rd)dt ≤ C, (5.25)
and, therefore, if in addition p > 1, along a subsequence ε→ 0,
uε → u weakly in Lp((0, T )× Rd). (5.26)
Moreover, by (5.8), (5.22) and (5.25), it follows that {β(uε)} is bounded
in Lq((0, T )× Rd) for all q ∈ (1, 1 + 2
αd
)
, and so (along a subsequence)
β(uε)→ β(u) weakly in Lq((0, T )× Rd). (5.27)
Since, by (2.9), we have∫ ∞
0
∫
Rd
(uε(ϕt +D · ∇ϕ) + β(uε)∆ϕ)dt dx+
∫
Rd
µε(x)ϕ(0, x)dx = 0
for any ϕ ∈ C∞0 ([0,∞) × Rd), letting ε → 0, we see by (5.26) and (5.27)
that u satisfies (5.2). As regards (5.4), (5.5), (5.6) and (5.7), these by (5.22)
immediately follow from the corresponding properties of uε and (5.12). Fur-
thermore, (5.8) follows from (5.25) and Fatou’s Lemma.
Taking p = α in (5.8), (5.9) follows.
By (5.5) and (5.9), we may apply Lemma 8.1.2 in [1], to conclude that
t 7→ u(t, x)dx ∈ Mb has a σ(Mb, Cb)-continuous version on (0,∞), denoted
by µt, t > 0. To show (5.10), we apply (5.2) with ϕ(t, x) = ψ(t)ζ(x), ψ ∈
C∞0 ([0,∞)) and ζ ∈ C∞0 (Rd). Then, for
Lζ(t, x) = β(u(t, x))∆ζ(x) +D(x) · ∇ζ(x),
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we have from (5.2)∫ ∞
0
ψ(t)
∫
Rd
Lζ dµt dt+ ψ(0)
∫
Rd
ζ dµ = −
∫ ∞
0
d
dt
ψ(t)
∫
Rd
ζ dµt dt, (5.28)
hence, choosing ψ ∈ C∞0 ((0,∞)), we obtain for dt-a.e. t ∈ (0,∞),∫
Rd
ζ dµt = C +
∫ t
0
∫
Rd
Lζ dµsds. (5.29)
By (5.9), the right hand side is continuous in t ∈ [0,∞) and equal to C at
t = 0, while, as seen above, also the left hand side is continuous in t ∈ (0,∞).
Hence, we obtain that (5.29) holds for all t ∈ (0,∞) and
lim
t→0
∫
Rd
ζ dµt = C.
Plugging (5.29) into the right hand side of (5.28), with ψ ∈ C∞0 ([0,∞)) such
that ψ(0) = 1 and integrating by parts, we find∫ ∞
0
ψ
∫
Rd
Lζ dµt dt+
∫
Rd
ζ dµ = C +
∫ ∞
0
ψ
∫
Rd
Lζ dµt dt
and (5.10) follows, because (5.5) holds for all t > 0, as we shall see below.
It is obvious that, for the σ(Mb, Cb)-continuous version t 7→ µt of t 7→
u(t, x)dx on (0,∞), properties (5.4), (5.5) and (5.7) hold for all t > 0. For
this version, it is also easily seen that
t 7→ |u(t)|∞
is lower semicontinuous, hence also (5.6) follows for all t > 0.
It remains to prove the last assertion in Theorem 5.2. To express the
dependence of our σ(Mb, Cb)-continuous version [0,∞) ∋ t 7→ µt ∈Mb with
µ0 = µ of our solution to (5.2), we set, for µ ∈Mb,
P (t)µ = µt, t ≥ 0,
and recall that µt has a density in L
1 for t > 0, which we identify with µt,
i.e., µt ∈ L1, ∀t > 0. Let T > 0. By construction, we know that (along a
subsequence depending on µ) ε→ 0
S(·)(µ∗ρε)→ P (·)µ, a.e. on (0, T )×Rd and weakly in Lp((0, T )×Rd) (5.30)
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as functions of (t, x) for p ∈ (1, α + 2
d
)
(see (5.22), (5.26), respectively). Here
S(t), t ≥ 0, is the semigroup from Theorem 5.2.
Claim. If µ ∈ L1, then
S(t)µ = P (t)µ for all t ≥ 0.
To prove the claim we recall that, since µ ∈ L1, we have µ ∗ ρε → µ in L1.
Hence, by (2.8) and (5.30),
S(t)µ = P (t)µ in Mb for dt− a.e. t ∈ [0, T ].
Since both sides are σ(L1, Cb)-continuous in t ∈ [0, T ], this equality holds
∀ t ∈ [0, T ], T > 0, and the Claim is proved. Therefore, we may rename
P (t) :Mb →Mb, t ≥ 0, and set S(t) = P (t), t ≥ 0, since it is an extension
of S(t) : L1 → L1 for every t ≥ 0.
Finally, for µ, µ˜ ∈ Mb with corresponding solutions uε, u˜ε to (5.11), we
have by (2.8), for all t ≥ 0,
|uε(t)− u˜ε(t)|L1 ≤ |(µ− µ˜) ∗ ρε|L1 ≤ ‖µ− µ˜|Mb .
Hence, for all ϕ ∈ Cb([0,∞)), ϕ ≥ 0, by (5.22) and Fatous’s lemma, letting
ε→ 0 we get∫ ∞
0
ϕ(t)|S(t)µ− S(t)µ˜|L1dt ≤
∫ ∞
0
ϕ(t)‖µ− µ˜‖Mbdt,
so,
|S(t)µ− S(t)µ˜|L1 ≤ ‖µ− µ˜‖Mb for dt− a.e. t ∈ (0,∞).
But the left hand side is lower semicontinuous in t ∈ [0,∞), since t 7→ S(t)µ
is σ(L1, Cb)-continuous, hence
‖S(t)µ− S(t)µ˜‖Mb ≤ ‖µ− µ˜‖Mb , ∀ t ∈ [0,∞).
Remark 5.3. One might suspect that, if µ ≥ 0, then under the hypotheses of
Theorem 5.2 the solution u is the unique nonnegative solution to (5.2). This
is true for the porous media equation ([20]). If the uniqueness is true for all
µ ∈ L1, it follows by Theorem 2.2 that u(t) ∈ C([δ,∞);L1), for each δ > 0.
(In fact, u(t) starting from δ would be the same on [δ,∞) as the generalized
solution to (1.1), which starts from δ with initial data u(δ) ∈ L1 ∩ L∞.)
In this case, our solutions in Theorem 5.2 starting from any µ ∈ Mb, would
also have the flow property.
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Remark 5.4. The condition α > d−2
2
in Theorem 5.2 is a critical one. In fact,
as shown in [14] for the special case β(r) = rα and D = 0, no nonnegative
distributional solution to (1.1) exists if 0 < α < d−2
d
, d ≥ 3.
Remark 5.5. It should be noted that, as follows from the proof of Theorem
5.2, we have a further regularity property of S(t)µ, t ≥ 0, namely that, for
every µ ∈Mb, p ≥ α+32 ,
|S(·)µ|p−2S(·)µ ∈ L2(δ, T ;H1), 0 < δ < T <∞.
Indeed, this follows from (5.20) and (5.22) by lower semicontinuity from the
closedness of the gradient on L2(δ, T ;L2).
Remark 5.6. If D ≡ 0, then, by the uniqueness result in [20], one can easily
show that S(t), t ≥ 0, in Theorem 5.2 is, in fact, a semigroup on Mb. We
expect that this is also true for D 6≡ 0 under the conditions of Theorem 5.2.
This is a subject of our future study.
6 The McKean-Vlasov equation
As a direct consequence of Theorems 2.2 and 5.2, we obtain (probabilistically)
weak solutions to the McKean-Vlasov SDE (1.2). More precisely, we have
Theorem 6.1. Assume that one of the following holds:
(a) Hypotheses (i), (ii), (iii) from Section 1 and (2.5) hold. Furthermore,
for some m ≥ 1, we have |β(r)| ≤ c|r|m, r ∈ R, and let u be the solution
of (2.9) from Theorem 2.2 with the initial condition u0 ∈ P0(Rd)∩L∞.
(b) Hypotheses (k), (kk), (kkk) from Section 4 and (5.3) hold. Let u
be the solution of (5.2) from Theorem 5.2 with the initial condition
µ ∈ P(Rd).
Then, there exists a (probabilistically) weak solution X to (1.2) on some
filtered probability space (Ω,F ,P, (Ft)t≥0) with an Rd-valued (Ft)-Brownian
motion W (t), t ≥ 0, such that
u(t, x)dx = P ◦ (X(t))−1(dx), ∀t ≥ 0. (6.1)
Proof. By our assumptions, we have, for every T > 0,∫ T
0
∫
Rd
(|β(u(t, x))|+ |D(x)|u(t, x))dx dt <∞.
Hence, the assertion follows immediately by Section 2 in [6]. 
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Appendix
Lemma A.1. Let α ∈ (d−2
2
,∞), p0 ∈ (1,∞). Let Cα,d and γ be as defined
in (4.15), (4.17), respectively. Then
(i) γ = 1− (p0 − 1)(d− 2)
(p0 + α− 2)d+ 2 . Hence γ = (0, 1).
(ii) γ + α− 1 > 0.
(iii) If p0 < Cα,d, Then
γ − p0
γ + α− 1 > −1.
Proof. (i) We have
(p0 + α− 2)d+ 2 = (p0 − 1)(d− 2) + d(α− 1) + 2p0, (A.1)
which implies the formula for γ. Noting that, by assumption on α, we have
d(p0 + α− 2) + 2 > (p0 − 1)d > 0,
we conclude that γ < 1.
Furthermore, by assumption on α and since p0 > 1,
d(α− 1) + 2p0 > −2 + 2p0 > 0,
hence γ > 0 due to (A.1).
(ii) By (i) we have to show that
α >
(p0 − 1)(d− 2)
d(p0 + α− 2) + 2 .
But this is equivalent to
α
(
2
d
+ p0 − 2
)
+ α2 > (p0 − 1)
(
1− 2
d
)
,
which in turn is obviously true, since by assumption on α,
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(p0 − 1)
(
1− 2
d
)
< (p0 − 1)α + α
(
α−
(
1− 2
d
))
.
(iii) By (4.17) and (ii), we have to show
(α− 1− p0)(d(α− 1 + p0) + 2− d) + 2(2p0 + (α− 1)d) > 0.
But this is equivalent to
d(α− 1)2 − dp20 + (α− 1)(2− d)− p0(2− d) + 4p0 + 2d(α− 1) > 0,
which means
−p20 +
(2 + d)
d
p0 > −α− 1
d
(d(α− 1) + d+ 2),
i.e., (
p0 − d+ 2
2d
)2
< (α− 1)
(
α+
2
d
)
+
(
d+ 2
2d
)2
.
But the latter holds, if p0 < Cα,d.
Lemma A.2. Consider the situation of Lemma A.1. Then
(i) p0 − γ = (p0−1)(p0+α−1)d(p0+α−2)d+2 .
(ii) γ + α− 1 = (2+(α−1)d)(p0+α−1)
(p0+α−2)d+2 .
(iii)
2γ(p0 + α− 1)
(γ + α− 1)(2p0 + (α− 1)d) =
2
2 + (α− 1)d.
Proof. (i) By Lemma A.1 (i), we have
p0 − γ = (p0 − 1)
(
1 +
d− 2
(p+ α− 2)d+ 2
)
,
from which (i) follows. (ii) By (i), we have
γ + α− 1 = p0 + α− 1− (p0 − 1)(p0 + α− 1)d
(p0 + α− 2)d+ 2
= (p0 + α− 1)
(
1− (p0 − 1)d
(p0 + α− 2)d+ 2
)
,
which implies (i).
(iii) follows from (4.17) and (ii).
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