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EFFECTIVE MULTIPOLES IN RANDOM MEDIA
PETER BELLA, ARIANNA GIUNTI, AND FELIX OTTO
Abstract. In a homogeneous medium, the far-field generated by a localized source can be expanded in
terms of multipoles; the coefficients are determined by the moments of the localized charge distribution.
We show that this structure survives to some extent for a random medium in the sense of quantitative
stochastic homogenization: In three space dimensions, the effective dipole and quadrupole – but not the
octupole – can be inferred without knowing the realization of the random medium far away from the
(overall neutral) source and the point of interest.
Mathematically, this is achieved by using the two-scale expansion to higher order to construct isomor-
phisms between the hetero- and homogeneous versions of spaces of harmonic functions that grow at a
certain rate, or decay at a certain rate away from the singularity (near the origin); these isomorphisms
crucially respect the natural pairing between growing and decaying harmonic functions given by the sec-
ond Green’s formula. This not only yields effective multipoles (the quotient of the spaces of decaying
functions) but also intrinsic moments (taken with respect to the elements of the spaces of growing func-
tions). The construction of these rigid isomorphisms relies on a good (and dimension-dependent) control
on the higher-order correctors and their flux potentials.
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1. Mathematical context
This paper is a contribution to quantitative stochastic homogenization of elliptic equations in divergence
form. More precisely, it provides an estimate of the homogenization error on the level of the gradients
in a strong norm, that is, using a two-scale expansion. Recently, there has been a lot of activity in
providing such error estimates of optimal scaling (in the ratio between the correlation length and the
macroscopic scale) and optimal stochastic integrability (of the random constant in the error estimate).
The error estimate provided in this paper is non-standard in two ways: It considers a right-hand side that
is localized (say, near the origin and on the scale of the correlation length) and it provides a pointwise
The first author is supported by the German Science Foundation DFG in the context of the Emmy Noether junior
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error estimate for the gradient (again on the scale of the correlation length) that is increasingly better
as one moves away from the support of the right-hand side. Loosely speaking, it can be seen as relating
the quenched Green’s function to the homogenized Green’s function, on the level of gradients. In this
sense, this work takes up the analysis started by the three authors in [15]. Going beyond [15], this
paper provides a second-order error analysis. Moreover, instead of quenched Green’s function, this paper
is phrased in the language of multipoles (dipoles, quadrupoles, ...). Roughly speaking, it establishes
that in random heterogeneous media as described by the coefficient field a, there is a notion of effective
multipoles (up to a level that grows with the dimension d), and that these may be computed like in a
homogeneous medium by evaluating (intrinsic) moments of the right-hand side.
This result arises from analyzing the spaces Xm of a-harmonic functions on the whole space R
d that
grow at most at rate m and the spaces Yk of a-harmonic functions in an exterior domain that decay at
least at rate (d − 2) + k, and the natural pairing between these spaces (rather their quotients) that is
given by the second Green’s formula (an element already implicitly present in [15], but developed to full
strength here). More precisely, we shall construct canonical isomorphisms between this pair of sequence
of spaces on the Riemannian side on the one hand, and the Euclidean side on the other hand. Hence the
(deterministic) core of our analysis in Section 5 is rather geometric and algebraic in flavor (and is worked
out under very general assumptions). The investigation of the spaces {Xm} is classical in geometry and
related to Liouville principles (of orderm); they are finite-dimensional under general assumptions [19,38],
they have the same dimension as in the Euclidean case for a periodic medium [10], the same holds true
for the stochastic case under mild assumptions [17] for the case of m = 1, and by [25, Corollary 4] in
conjunction with [24, (16) in Theorem 1] for the case of general m; under different but somewhat stronger
statistical assumptions, a similar result was established in [4]. Recently, these Liouville principles have
been extended to the degenerate elliptic case [14] as well as the uniformly parabolic case [12] under
qualitative ergodic assumptions for m = 1, to Bernoulli percolation [3] for any m, and to the parabolic
case [2] for any m. The present paper, especially in its abstract Section 5, draws a lot from the work of
Fischer with the last author [25].
This intimate connection between quantitative stochastic homogenization and elliptic regularity, of which
Liouville principles are a qualitative expression, was present from the beginning: Yurinskii used Nash’s
bounds on the heat kernel [46] to get some rates, Naddaf and Spencer used Meyer’s estimate [41] to
get optimal rates in case of low-contrast media, Gloria and the last author used a combination of both
to get optimal rates [31, 34] for any (finite) contrast, see also [29] for a unified approach based on the
semi-group and spectral analysis. Up to then, elliptic regularity theory, essentially on the level of the
celebrated Ho¨lder-theory by de Giorgi, Nash and Moser, has been used as an input. In [39, Corollary 4]
it was first worked out by Marahrens and the last author that randomness creates large-scale regularity
on the level of C0,1−, in particular beyond the DeGiorgi-Nash-Moser theory. On the level of periodic
homogenization, such a large-scale regularity theory had been developed by Avellaneda and Lin [9] on the
basis of qualitative arguments and a Campanato-type iteration, giving rise to a C0,1-theory. Replacing
the qualitative argument by a quantitative argument, this approach was extended to the random case by
Armstrong and Smart [7]. In its essence, this Campanato approach is independent of the DeGiorgi-Nash-
Moser theory and in particular can be applied to systems. Also this paper allows for systems which is of
interest in particular because of the system of linear elasticity. Incidentally, equipped with [20, Corollary
2], also [39] extends to systems. The subsequent work of Gloria, Neukamm and the third author [28]
refined this Campanato-approach by working with the “flux corrector” σ (or vector potential of the flux),
see (21), which plays a crucial technical role in the present paper, and which is also known from periodic
homogenization [47, p.27].
By now, there are several results on optimal error estimates in stochastic homogenization. Based on
some of the above-mentioned results, the first optimal error estimate in the H1-norm (and thus on the
level of the two-scale expansion) was given in [27, Theorem 1.1]. That at least the fluctuating part of the
error obeys CLT-scaling in a weak norm (and thus is much smaller in that topology for d > 2) was first
established in [39, Corollary 3 and (17)]. The leading-order fluctuations on the level of the corrector were
identified by Mourrat and the last author in [40, Theorem 2.1] based on the Green’s function estimates
in [39, Theorem 1]. This was extended by Gu and Mourrat, in a non-obvious way, to characterize the
leading order of the fluctuations of the homogenization error and to show that they are Gaussian [36], still
relying on [39, Theorem 1]. Incidentally, the Gaussianity of fluctuations in stochastic homogenization was
first established on the level of the error in the representative volume element method: [18] in the small-
contrast case, [30] based on Nolen’s [42], and [44]. A quite different approach to, among other things,
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Gaussianity of leading-order fluctuations of the corrector, motivated by the approach to quantitative
stochastic homogenization in [7], was carried out by Armstrong, Kuusi and Mourrat [5] (after being
announced in [36]). A closer connection between the leading-order fluctuations of the corrector (in form
of a “homogenization commutator”) and the leading-order fluctuations of the homogenization error was
drawn by Duerinckx, Gloria and the last author in [23, Theorem 1]. The first result that the strong error
estimate improves when passing to higher order in the two-scale expansion is due to Gu [35] and relies
on constructing stationary higher-order correctors (provided the dimension is sufficiently high); using
some of the calculus developed in [29, 39]. While [35] contains a result on correctors of any order, it is
somewhat suboptimal in e. g. dimension d = 3, because then, the second-order corrector generically is
not stationary but still has tamed growth leading to an error estimate of the order 32−. This gap was
closed by Fehrman, Fischer, and the first and last author in [13, Theorem 3], using the calculus developed
in [28], and introducing a flux corrector Ψ (see (24)) also on the level of the second-order corrector ψ,
which plays a crucial technical role in the present paper. It is [13] we rely on for the probabilistic
ingredient to this paper.
All these works are concerned with a macroscopic right-hand side; as mentioned, this paper deals with
a localized right-hand side as first considered by the authors in [15, Theorem 2]. Moreover, like in that
work, we not only consider a strong error estimate, but we establish essentially an error estimate in C1.
Error estimates with a localized right-hand side can be seen as (rather: post-processed to) estimates on
the error between the quenched Green’s function and the annealed Green’s function, on the level of the
second mixed derivatives, [15, Corollary 3]. In the case of periodic media, such estimates were derived
in [11]; in case of small-contrast random media, such optimal estimates have been established in [21].
When it comes to the probabilistic ingredients, which in this paper we “take from the shelf”, there
are essentially two approaches: There is the approach from Naddaf and Spencer [41] relying on an
underlying product structure of the probability space, at least in form of a Spectral Gap Estimate, later
refined in [39, Definition 1] to a Logarithmic Sobolev Estimate because of the ensuing concentration of
measure phenomenon [39, Lemma 4] and adapted in [28] and [24, Lemma 1 & Proposition 1] to thick
correlation tails. This approach and the related sensitivity calculus has been used in a large number of
contributions and is also the one we (indirectly) rely on. While this approach is most natural in case of a
discrete medium, it has been extended to continuum media starting with [33]. Armstrong and Smart [7]
have introduced another approach relying on a finite range assumption; this assumption is particularly
suitable to quantify the qualitative approach by Dal Maso and Modica [22] to stochastic homogenization,
it is a variational approach based on decomposition and concatenation of representative volume elements.
This approach can be extended to more general mixing conditions [6]. While the first approach might
lead to the optimal rates in a more straightforward manner, the second approach naturally gives the
optimal stochastic integrability of the random constant appearing in the error estimates [5, 32] — at
least on the level of integrable correlations on the one hand and finite range on the other. In this paper,
the main contribution of which is deterministic, we do not strive for optimal stochastic moments.
2. The main result
Throughout the paper, we consider uniformly elliptic, not necessarily symmetric, coefficient fields a in
the d-dimensional space Rd. By uniformly elliptic, we understand that there exists a λ > 0 such that
∀ x ∈ Rd, ∀ ξ ∈ Rd : ξ · a(x)ξ ≥
{
λ|ξ|2
|a(x)ξ|2
(1)
Note that the second inequality implies |a(x)ξ| ≤ |ξ|, and is equivalent to the latter in case of symmetric
coefficients; we opt for the above form because it is the one preserved under homogenization. Clearly,
the upper bound (i.e. the second inequality in (1)) normalized to unity is no loss of generality. While
we also allow for tensor fields that give rise to elliptic systems, we use scalar language and notation as
in (1). We often think of a as defining a Riemannian metric, and speak of the Euclidean case when a is
homogeneous (i.e. independent of x, but not necessarily equal identity).
Motivated by the model of linear elasticity, it turns out that our results holds also if the lower-bound
assumption in (1) is replaced by a weaker integral version
∀ζ ∈ C∞0 (R
d) :
ˆ
∇ζ · a∇ζ ≥ λ
ˆ
|∇ζ|2. (2)
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In the scalar case this definition is equivalent to (1); in the case of systems (where now the smooth
functions ζ are vector fields), (2) is weaker and implies (1) only for rank-one matrices ξ. There is a good
reason to consider this more general assumption: In the case of a model of linearly elastic materials only
the symmetric part of the gradient is controlled, in particular lower bound in (1) does not hold, while
by Korn’s inequality its integral version (2) does hold.
Our object of interest are a-harmonic functions u, that is, functions satisfying −∇ · a∇u = 0, i.e. being
harmonic with respect to the Laplace-Beltrami operator. More precisely, for two non-negative integers
m and k we introduce the following spaces Xm and Yk:
• We consider the space Xm of a-harmonic functions on R
d that grow at most at rate m, as
measured in a square-averaged sense on the level of the gradients:
lim sup
R↑∞
R−m+1
(
1
Rd
ˆ
|x|<R
|∇u|2
) 1
2
<∞.
These spaces are finite-dimensional under the assumption (1) in the case of a single equation, [19,
Theorem 0.3], [38, Corollary 7].
• We also consider the space Yk(r) of a
∗-harmonic functions defined in the exterior domain {|x| >
r}, for some r <∞, that decay at least at rate k + (d− 2) in the sense of
lim sup
R↑∞
Rk+(d−2)+1
(
1
Rd
ˆ
|x|>R
|∇v|2
) 1
2
<∞.
Here a∗ denotes the (pointwise) transpose of a, which preserves (1). Note that the index k is
normalized such that Y0 contains the Green’s function, while Y1 does not (at least in the Euclidean
case). These spaces are infinite-dimensional, as can be seen from considering the Lax-Milgram
solution of −∇·a∗∇v = ∇·g, where g runs through all (square-integrable) vector fields supported
in {|x| < r}. From a PDE point of view, the spaces {Yk}k are more pertinent than the spaces
{Xm}m.
For an a-harmonic function u and an a∗-harmonic function v, both defined on some exterior domain
{|x| > r}, the vector-field ξ := va∇u − ua∗∇v is obviously divergence-free. Hence its flux
´
∂Ω ξ · ν
through the boundary of a bounded domain Ω ⊃ {|x| < r} does not depend on Ω and is an invariant of
the pair u and v. In the case of a non-smooth coefficient field a and thus only distributionally harmonic
functions, the definition
(u, v) := −
ˆ
∇η · (va∇u− ua∗∇v), (3)
which does not depend on the compactly supported function η provided it is equal to one on {|x| < r},
is more convenient. We understand (·, ·) as a bilinear form on Xm × Yk for all non-negative integers m
and k. This bilinear form can easily seen to vanish identically for k > m:
∀ k > m, ∀ u ∈ Xm, ∀ v ∈ Yk : (u, v) = 0, (4)
see Corollary 4. As we shall see at the end of the section, this bilinear form plays an important role from
a PDE point of view because, in view of its definition, it encodes a conservation law that allows to link
local and far-field behavior.
In the Euclidean case it is folklore that (·, ·) provides an isomorphism between the (finite-dimensional)
quotient space Yk/Ym+1 and the (algebraic) dual (Xm/Xk−1)∗ of the quotient space Xm/Xk−1 for any
integers m ≥ k ≥ 1:
Yk/Ym+1 ∼= (Xm/Xk−1)∗ via (·, ·). (5)
We note that, because of (4), the linear map Yk ∋ v 7→ (·, v) ∈ (Xm/Xk−1)∗ is always well-defined and
has kernel containing Ym+1. It thus lifts to a linear map Yk/Ym+1 ∋ v 7→ (·, v) ∈ (Xm/Xk−1)∗. Hence
the non-trivial part of the statement is that this map is onto and one-to-one; where the latter means
that the kernel of Yk ∋ v 7→ (·, v) ∈ X
∗
m is contained in Ym+1. Knowing the latter, the property of being
onto is equivalent to the quotient spaces (Xm/Xk−1)∗ and Yk/Ym+1 having the same dimension.
A self-contained proof of the Euclidean statement (5) is provided by Lemma 8, which also shows that the
space Xm consists of polynomials of degree ≤ m, and that the quotient space Ym/Ym+1 is spanned by
{∂αG}α, where G denotes the fundamental solution and α runs over all multi-indices of degree m. For
the special case of a = id (to which the scalar case can always be reduced to), the elements of the space
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Ym/Ym+1 can be identified with the spherical harmonics of degree m. In this case, Arnol’d [8, Lecture
11, pg.122] has shown that in fact the quotient space Ym/Ym+1 is given by all m-th order directional
derivatives of G (where it is not obvious that the latter is a linear space).
Under which conditions on the metric a and to which extent do these algebraic properties of {Xm}m,
{Yk}k, and (·, ·), survive in the Riemannian case? We give an answer in the context of homogenization;
homogenization means that one can assimilate the given (heterogeneous) coefficient field a with a homo-
geneous coefficient ah in the sense that the resolvents of the elliptic operators −∇ · a∇ and −∇ · ah∇ are
close on large scales. Hence the above question may be rephrased as follows: Under which conditions
we may construct isomorphisms between the quotient spaces Xm/Xk−1 and Xhm/Xhk−1 (where the su-
perscript h indicates that the spaces refer to the homogeneous coefficient ah) and between the quotient
spaces Yk/Ym+1 and Y
h
k /Y
h
m+1, that at the same time convert the bilinear form (·, ·) into its Euclidean
counterpart (·, ·)h:
Xm/Xk−1 ∼= Xhm/X
h
k−1, Yk/Ym+1 ∼= Y
h
k /Y
h
m+1 compatible through (·, ·), (·, ·)h . (6)
We stress that because of the compatibility, this contains more information than the one that the spaces
have the same dimension. Requiring this compatibility makes the isomorphisms (more) canonical. Note
that for fixed m, the property (6) is stronger the smaller k is. As we shall discuss after the statement
of Theorem 1, this is not just a pleasing academic question, but of practical significance for the effective
behavior of heterogeneous media in the sense of effective multipoles.
While most of the intermediate results, see Section 5, apply to a general situation of H-convergence, we
have periodic and in particular random homogenization in mind. In the case of periodic homogeniza-
tion (i.e., when the coefficient field a is periodic, say, with respect to the cubic unit cell [0, 1)d), these
isomorphisms can be constructed for the entire range m ≥ k ≥ 1 (where the statement is strongest for
k = 1). While we do not display the proof of this result, the reader will see that this follows from the
construction of higher-order correctors [10] and their flux potentials, a generalization of the corrections
of the two-scale expansion in the sense of Lemmas 9 and 10, and the results in Section 7.
The situation is more delicate in the case of random homogenization. By the random case one understands
that we are given an ensemble (i.e. a probability measure) 〈·〉 of uniformly elliptic coefficient fields a
that is stationary (i.e. invariant under spatial translations of the fields) and such that on distant spatial
patches, the restrictions of a are nearly independent (which means ergodicity). Under this assumption
(with a mild quantification of ergodicity, see [24] for a class of examples) we are able to construct this
(canonical) isomorphism in the restricted range m = k ≥ 1. This (implicitly) follows from the work of
Fischer and the last author [25] on the construction of higher-order correctors, again when upgraded
with the results of Section 5 of the present paper.
However, in this paper, we work under the strongest (but realistic) ergodicity assumption, which loosely
speaking corresponds to integrable correlation tails, and which we encode in the assumption of a Loga-
rithmic Sobolev Inequality (LSI) (see [28, Theorem 1] or (29)). Under this natural assumption, the result
turns out to be dependent on the dimension d: For d > 2, the isomorphisms can be constructed in the
enlarged range m = k + 1, which is the content of our main result Theorem 2. On the stochastic side,
this relies on the fact that provided d > 2, there exist stationary first-order correctors {φi}i=1,...,d [34],
endowed with stationary flux potentials [29], and second-order correctors {ψij}i,j=1,...,d, which together
with their flux potentials grow at a rate strictly less than one (close to 12 in d = 3) [13]. Based on the
stochastic side of the work [35], the reader will see that this result generalizes as follows: For dimension
d > 2n with n an integer, the isomorphisms can be constructed in the range m = k + n. In this sense,
the higher the dimension d, the more the random case is as well-behaved as the periodic one.
Notation. Throughout this paper we use Einstein’s summation convention over repeated indices, i.e.
we write for instance φi∂iu for
∑d
i=1 φi∂iu. We also adopt the compact notation
ffl
|x|<R and
ffl
|x|>R for
R > 0, which stands for 1|{|x|<R}|
´
|x|<R and
1
|{|x|<R}|
´
|x|>R, respectively. For a given a, the coefficient
field a∗ is defined such that for (almost every) x ∈ Rd the tensor a∗(x) is the transposed of a(x). Given
a random field F = F (a; ·), we use the notation F ∗ to denote F (a∗, ·).
We now state our main result, at first restricted to ensembles of coefficient fields which are not only
stationary, but also either invariant under central symmetries, namely such that 〈·〉 is invariant under the
transformation a→ {x 7→ a(−x)}, or supported on symmetric coefficient fields (i.e. a = a∗ 〈·〉-almost surely).
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We then comment how to extend this theorem in the case of ensembles which do not satisfy any of these
properties.
Theorem 1. Let 〈·〉 be a stationary ensemble of uniformly elliptic coefficient fields on Rd that satisfies
a LSI, see [28, (35) of Theorem 1] or (29).In addition, let us assume that either
• coefficient fields a are symmetric, in the sense that a = a∗ 〈·〉-almost surely, or
• 〈·〉 is invariant under central symmetries.
Suppose d > 2 and pick an exponent β > 1 with β < 32 for d = 3 and β < 2 for d ≥ 4. Then there
exists a constant tensor ah satisfying (1) and for 〈·〉-almost every realization a, there exist functions
{φi}i=1,...,d, {φ
∗
i }i=1,...,d and {ψij}i,j=1,...,d, {ψ
∗
ij}i,j=1,...,d with the following properties for any integer m ≥
2:
• For every uh ∈ X
h
m there exists an u ∈ Xm such that
lim
|y|↑∞
|y|−m+1+β
(ˆ
|x−y|<1
|∇ (u− (1 + φi∂i + ψij∂ij)uh)|
2
) 1
2
= 0. (7)
Likewise, for every u ∈ Xm there exists uh ∈ X
h
m such that (7) holds. Furthermore, this defines
an isomorphism between Xhm/X
h
m−2 and Xm/Xm−2.
In case of m = 2, (1 + φi∂i + ψij∂ij)uh itself is a-harmonic.
• For every vh ∈ Y
h
m−1 there exists a v ∈ Ym−1, and for every v ∈ Ym−1 there exists a vh ∈ Y
h
m−1
such that
lim
|y|↑∞
|y|(m−1)+(d−2)+1+β
(ˆ
|x−y|<1
|∇(v − (1 + φ∗i ∂i + ψ
∗
ij∂ij)vh)|
2
) 1
2
= 0. (8)
This defines an isomorphism between Y hm−1/Y
h
m+1 and Ym−1/Ym+1.
• Finally, these two isomorphisms respect the bilinear forms: (u, v) = (uh, vh)h.
A few technical comments are in place: The fact that (1+φi∂i+ψij∂ij)uh is a-harmonic for all uh ∈ X
h
2
implies that {φi}i=1,...,d and {ψij}i,j=1,...,d are in fact first and second-order correctors, respectively. We
note in passing that {ψij}i,j=1,...,d is only needed in the combination of ψijEij, where E is a matrix with
ahijEij = 0. The expression (1 + φi∂i + ψij∂ij)uh amounts to the first three terms in the asymptotic
(two-scale) expansion in (periodic or random) homogenization. In this sense, (7) and (8) amount to an
estimate of the homogenization error; they state that the relative homogenization error is of the order
β. The homogenization error is almost local on the level of the gradient; assuming in addition local
smoothness of the coefficient field one obtains a pointwise result by standard regularity theory. For
dimensions d ≥ 4, the order β is arbitrarily close to 2, as one would expect after correcting with first and
second-order correctors. However, in d = 3, one looses half of an order since the second-order corrector
is typically non-stationary and grows with rate 12 (worsened by a logarithm).
Before turning to the general case, which requires the introduction of further objects, we address the
significance of Theorem 1, focussing on the most relevant dimension of d = 3, and using the language of
electrostatics. As it will become apparent with the statement of the main result in the case of general
coefficient fields, this same remark extends also to the case of more general statistics of a. Suppose we
are given a localized dipole distribution, as described by a vector field g supported, say, in {|x| < 1}. In
our medium of conductivity a∗, this charge distribution ∇ · g generates an electric potential v, which is
a∗-harmonic outside of {|x| < 1} and solves
−∇ · a∗∇v = ∇ · g. (9)
It follows from Lemma 5 ( b)⇒ a) ) that the Lax-Milgram solution of (9) satisfies v ∈ Y1. Therefore, by
Theorem 1 there exists a vh ∈ Y
h
1 such that
lim
|y|↑∞
|y|3+β
(ˆ
|x−y|<1
|∇(v − (1 + φ∗i ∂i + ψ
∗
ij∂ij)vh)|
2
) 1
2
= 0, (10)
which determines vh through v up to an element in Y
h
3 . This is more or less standard — the interesting
question is whether we may easily characterize vh as an element of Y
h
1 /Y
h
3 in terms of the charge
distribution ∇ · g. Note that in the language of electrostatics, Y h1 /Y
h
3 is the information about the far
field of a dipole and a quadrupole; in the Euclidean case it can be extracted from the first and second
moments of the charge distribution.
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The isomorphism of Theorem 1 ensures that the analogue stays true in the Riemannian case: Because of
the natural isomorphism between Y h1 /Y
h
3 and (X
h
2 /X
h
0 )
∗ provided through (·, ·)h, vh ∈ Y h1 /Y
h
3 is uniquely
determined through the linear form
ℓ.uh = (uh, vh)h for uh ∈ X
h
2 .
By Theorem 1, we have
(uh, vh)h = (u, v), (11)
where because of uh ∈ Xm with m = 2, u is related to uh by the formula u = (1 + φi∂i + ψij∂ij)uh. It
follows from integration by parts based on (9) that
(u, v) =
ˆ
∇
(
(1 + φi∂i + ψij∂ij)uh
)
· g, (12)
where the right-hand side may be interpreted as the first and second moments of the charge distribution
∇ · g, however not taken with respect to the Euclidean polynomials, but with respect to the a-harmonic
“polynomials”. Incidentally, while ψij may be changed by an additive constant without affecting the
value of (12), this is not true for φi. In fact, for (12) to hold, the constant is fixed by the requirement
that limR↑∞
ffl
|x|<R φi = 0, which almost surely follows from the normalization 〈φi〉 = 0, see Section 3
and Corollary 2. Note that this result is not covered by standard homogenization since the characteristic
scale of the right-hand side ∇·g of (9) is of order one and not large (compared to the effective correlation
length of order one of the medium).
Let us interpret this finding in yet another way: If we are interested in predicting ∇v in the neighborhood
{|x − y| < 1} of some point y with |y| ≫ 1, in view of (10), we need to know φ∗i and ψ
∗
ij in the
neighborhood of y, and we need to know vh. In order to get vh, in view of (11) and (12), we need to
know φi and ψij in the neighborhood {|x| < 1} of the origin. Hence the local knowledge of the first and
second-order correctors near the two distant points y and 0 is enough to understand how the random
medium transmits the information of the charge distribution ∇ · g in {|x| < 1} to the field −∇v near
y. Since good approximations to the first and second-order correctors can locally be obtained by the
representative volume element method, Theorem 1 (or more generally Theorem 2) teaches us that given
a charge distribution ∇ · g localized near the origin, the field −∇v near y for some distant point y may
be inferred (to order β) without knowing (the details of) the medium a∗ further away from (and in
particular between) the points 0 and y. In view of our discussion before Theorem 1, this is expected to
be true to arbitrary rate β < ∞ in the periodic case, while in the random case, the rate is limited to
β < d2 , which in three dimensions is nevertheless enough to predict the quadrupole next to the dipole.
If we do not impose a symmetry property on the ensemble, then the same statement of Theorem 1
holds, provided we modify the maps which induce the isomorphisms between the quotient spaces. More
precisely, in the estimate (7) the (two-scale) expansions for uh, i.e. the term (1 + φi∂i + ψij∂ij)uh,
has an additional term given by the expansion (1 + φi∂i)u˜h. Similarly, in (8) we expand the term
(1+φ∗i ∂i+ψ
∗
ij∂ij)vh by (1+φ
∗
i ∂i)v˜h. Here, u˜h and v˜h are homogeneous solutions of a constant-coefficient
equation and are uniquely determined by uh and vh (see (13), (14) and the discussion afterwards). In
other words, in order for an analogue of Theorem 1 to hold also in the general case, we first construct
two maps Xhm ∋ uh 7→ u˜h, m ≥ 3, and Y
h
m−1 ∋ vh 7→ v˜h, m ≥ 2, with which we modify the two-scale
expansions in (7) and (8).
To give a definition of these two maps, we first need to recall that since ah is constant, we may identify
the quotient spaces Xhm/X
h
m−1 and Y
h
m−1/Y
h
m with the space of ah-harmonic homogeneous polynomials
of degree m and the space of linear combinations of {∂αG}|α|=m−1, respectively (for a self-contained
proof, see Lemma 8 in Section 7). If we denote by u′h and v
′
h the projections of uh and vh onto these two
spaces, respectively, we require that u˜h and v˜h solve the equations
−∇ · ah∇u˜h = ∇ ·
(
∂iju
′
hC
sym
ij
)
in Rd, (13)
−∇ · a∗h∇v˜h = ∇ ·
(
∂ijv
′
hC
∗,sym
ij
)
in Rd\{0}, (14)
where Csym = {Csymijk }i,j,k=1,...,d is the symmetrization of a constant tensor C in all three indices (see below
for definition of C and C∗). The appearance of this tensor and the need for the additional corrections
(1 + φi∂i)u˜h and (1 + φi∂
∗
i )v˜h, with u˜h and v˜h solving equations (13) and (14), are not surprising:
In homogenization they naturally arise when computing the two-scale expansion for the heterogeneous
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solution via second or higher-order correctors. In the case of periodic homogenization, where correctors
of any order exist and are bounded, this is a well-established result (see, for instance, [1, (2.13)]).
In order to be of lower order with respect to uh and vh, we require u˜h to be a homogeneous polynomial of
degree m− 1 and v˜h to be a homogeneous function of degree −(d− 2+m). It is clear that the equations
above and this last condition are not enough to uniquely define u˜h and v˜h (in fact, we may add any
homogeneous element of Xhm−1 and Y
h
m, respectively). To obtain uniqueness, we require conditions which
at this stage may look obscure, but which are enough to uniquely define u˜h and v˜h (see Lemmas 9 and
10) and which are needed for preservation of the bilinear forms (·, ·) and (·, ·)h under the isomorphisms:
For any radius R > 0, we require u˜h and v˜h to be such that for every v
′ ∈ Y hm−1/Y
h
mˆ
|x|=R
ν ·
(
v′(ah∇u˜h + ∂iju′hC
sym
ij )− u˜ha
∗
h∇v
′) = 0, (15)
and also that for every u′ ∈ Xhm/Xhm−1ˆ
|x|=R
ν ·
(
v˜hah∇u
′ − u′(a∗h∇v˜h + ∂ijv
′
hC
∗,sym
ij )
)
=
ˆ
|x|=R
νk∂iv
′
h∂ju
′Csymijk . (16)
We remark that it is completely arbitrary whether u˜h or v˜h takes care of the extra term
´
|x|=R νk∂iv
′
h∂ju
′Csymijk .
Existence and uniqueness of u˜h and v˜h, as defined by (13), (15), and (14), (16), are established in
Lemma 9 and Lemma 10, respectively.
Remark 1. In our framework of stochastic homogenization, the tensor C = {Cijk}i,j,k=1,...,d can be
written as an ensemble average involving the first-order corrector, see (32). We argue in Lemma 1
that C (or at least its symmetric part Csym) vanishes for an ensemble that is invariant under central
reflections or is supported on symmetric coefficient fields, as considered in Theorem 1. In this case,
it follows from the uniqueness statements in Lemmas 9 and 10 that v˜h and u˜h always vanish, so that
Theorem 2 below reduces to Theorem 1.
We finally give the statement of the main theorem in the general case:
Theorem 2. Let 〈·〉 be a stationary ensemble of uniformly elliptic coefficient fields on Rd that satisfies a
LSI, see [28, (35) of Theorem 1] or (29). Suppose d > 2 and pick an exponent β > 1 with β < 32 for d = 3
and β < 2 for d ≥ 4. Then there exists a tensor ah satisfying (1) and a tensor C = {Cijk}i,j,k=1,...,d and,
for 〈·〉-almost every configuration a, functions {φi}i=1,...,d, {φ
∗
i }i=1,...,d, {ψij}i,j=1,...,d, and {ψ
∗
ij}i,j=1,...,d
with the following property for any integer m ≥ 2. If we consider the two linear maps
Xhm/X
h
m−1 ∋ uh 7→ u˜h, Y
h
m−1/Y
h
m ∋ vh 7→ v˜h
defined through Lemmas 9 and 10, then we have:
• For every uh ∈ X
h
m there exists a u ∈ Xm, and for every u ∈ Xm there exists a uh ∈ X
h
m, such
that
lim
|y|↑∞
|y|−m+1+β
(ˆ
|x−y|<1
|∇
(
u− ((1 + φi∂i)(uh + u˜h) + ψij∂ijuh)
)
|2
) 1
2
= 0. (17)
This defines an isomorphism between Xhm/X
h
m−2 and Xm/Xm−2.
• For every vh ∈ Y
h
m−1 there exists a v ∈ Ym−1, and for every v ∈ Ym−1 a vh ∈ Y
h
m−1, such that
lim
|y|↑∞
|y|(d−1)+(m−1)+β
(ˆ
|x−y|<1
|∇
(
v − ((1 + φ∗i ∂i)(vh + v˜h) + ψ
∗
ij∂ijvh)
)
|2
) 1
2
= 0. (18)
This defines an isomorphism between Y hm−1/Y
h
m+1 and Ym−1/Ym+1.
• Finally, these two isomorphisms are such that they respect the bilinear forms: (u, v) = (uh, vh)h.
3. First and second-order correctors in stochastic homogenization
This section is devoted to collect the results on the correctors in stochastic homogenization on which we
rely in the proof of the main results of this paper. The next section provides the deterministic results
needed for Theorem 2 and relies on the properties of the correctors which are taken as an input. Here,
we report that these properties are generic, i.e. hold for 〈·〉-almost every coefficient field a, provided that
the ensemble is stationary and satisfies a LSI. As for the main statement, we assume that d > 2.
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The purpose of the (first-order) correctors is to correct affine functions to a-harmonic functions. In terms
of the standard Euclidean basis, the first-order correctors {φi}i=1,...,d are thus characterized by
−∇ · a∇(xi + φi) = 0, (19)
with the understanding that this and the following differential equations hold in the whole space Rd.
The fundamental result in qualitative stochastic homogenization, i. e. for stationary ensembles 〈·〉 that
are just ergodic, states that there exists a unique curl-free random vector field ∇φi, i = 1, . . . , d, that is
stationary, of bounded second moments and vanishing expectation, and such that (19) holds almost-surely
in a. Here stationarity of a random field g, i. e. of a function(al) g = g(a, x), means shift invariance in the
sense of g(a(·+ y), x) = g(a, x+ y). This result is due to Kozlov and Papanicolaou & Varadhan [37,43],
see [47, Chapter 7, Section 7.2] for a textbook. As a consequence, the potential φi has sublinear growth
so that indeed the correction does not dominate the affine function xi. It follows from this, for instance
by the method of oscillating test functions, that the operator −∇ · a∇ H-converges to −∇ · ah∇ with
the constant and deterministic coefficient ah given by
ahei = 〈a(ei +∇ei)〉, (20)
see [45] for an introduction to this notion of convergence and the type of arguments.
In view of (19) and (20) the flux a(ei+∇φi) is divergence-free and of expectation ahei. It is thus natural
to consider, next to the correction φi of the (scalar) potential of the closed 1-form ei + ∇φi, also the
correction of the (vector) potential of the closed (d−1)-form a(ei+∇φi). This potential is a (d−2)-form
and thus represented by a skew symmetric tensor σi = {σijk}j,k=1,...,d. Hence we are lead to consider
σi skew, ∇ · σi = a(ei +∇φi)− ahei, (21)
with the understanding that for a tensor field σ, (∇ · σ)j := ∂kσjk. We note that because of the skew-
symmetry we have ∇·∇·σi = 0 so that (21) contains (19). Even in case of periodic homogenization, (21)
leaves σi under-determined up to a (d− 3)-form, so that a gauge has to be chosen for the construction of
σi. Under the assumptions of qualitative stochastic homogenization, this can be done in such a way that
there exists a unique random curl-free tensor-field ∇σijk, i, j, k = 1, . . . , d, that is stationary, of bounded
second moments and vanishing expectation, and such that (21) holds almost surely [28, Lemma 1]. As
a consequence, σi grows sublinearly almost surely. Hence the status of the flux corrector {σi}i=1,...,d is
similar to the one of {φi}i=1,...,d.
In homogenization, given an ah-harmonic function uh, it is common to consider the two-scale expansion
(1+φi∂i)uh, which is a first-order approximation to an a-harmonic function. The main merit of the flux
corrector {σi}i=1,...,d is that it allows for a divergence-form representation of the residuum:
−∇ · a∇(1 + φi∂i)uh = −∇ · ((φia− σi)∇∂iuh). (22)
This is an easy calculation, see the arguments leading to (195) in Proposition 7 for a second-order version
of this calculation. We note that (22) turns into (19) for uh ∈ X
h
1 , that is, for affine uh. This motivates
the following notion of second-order correctors. Given uh ∈ X
h
2 , that is, a quadratic ah-harmonic function
uh, we seek a function ψuh that corrects (1 + φi∂i)uh so that (1 + φi∂i)uh + ψuh is a-harmonic. In view
of (22), this second-order corrector must satisfy
−∇ · a∇ψuh = ∇ · ((φia− σi)∇∂iuh).
Like for the first-order correctors, it is convenient to work with a basis {ψij}i,j=1,...,d characterized by
the equation
−∇ · a∇ψij = ∇ · ((φia− σi)ej) (23)
so that ψuh = ψij∂ijuh. However, we only need {ψij}i,j=1,...,d in form of linear combinations Eijψij with
coefficients {Eij}i,j=1,...,d that are symmetric and trace-free in the sense of ahijEij = 0 (so that uh(x) =
1
2Eijxixj is ah-harmonic). We note that the first and second-order correctors (φ,ψ) := {φi, ψij}i,j=1,...,d,
are characterized by providing a map
Xh2 ∋ uh 7→ (1 + φi∂i + ψij∂ij)uh ∈ X2,
provided of course they grow sublinearly and subquadratically, respectively.
The solution theory for ψij, even on the level of the gradient ∇ψij , is more subtle than for (19). Under
the assumption that the augmented corrector (φ, σ) := {φi, σijk}i,j,k=1,...,d grows by a logarithm less than
linearly, there exists a unique subquadratic solution of (23) [25]. This slightly tamer growth of (φ, σ)
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holds under a mild quantification of ergodicity, see for instance [24]. However, we need more than that;
in particular, we need that ∇ψij can be chosen to be stationary and of vanishing expectation, so that ψij
has sublinear and not just subquadratic growth. In view of (23) this can only be expected if (φ, σ) and
not just their gradients can be chosen to be stationary, which under the best ergodicity assumptions can
only be expected in d > 2. That this stationarity can be achieved under natural ergodicity assumptions
was shown in [34] (for φ and in [29] for σ). For d > 4, the function ψij itself (and thus a fortiori ∇ψij)
can be chosen to be stationary so that it has even subalgebraic growth [35]; again, this can only be
expected to hold for d > 4. In order to optimally treat the most relevant case of d = 3, we need to resort
to the results of [13], which are collected in Proposition 1. Loosely speaking, (27) states that ψij grows
not much worse than the square root in d = 3 and subalgebraically for d > 3.
The existence of second-order correctors suggests to upgrade the two-scale expansion from first to second
order as (1 + φi∂i + ψij∂ij)uh for a given ah-harmonic uh. In order to capture that this function is
closer to being a-harmonic than the first-order version, it is convenient to introduce flux-correctors on
the second-order level like we did on the first-order level, see (21). In view of (23) (and following the
notation of [13]) for i, j = 1, . . . , d we introduce Ψij := {Ψijkn}k,n=1,...,d via
Ψij skew, ∇ ·Ψij = a∇ψij + (φia− σi)ej − Cij, (24)
where the vector Cij plays a similar role to ah in (21), so that in view of (20), we define
Cij := 〈a∇ψij + (φia− σi)ej〉. (25)
The latter makes only sense when φi, σj , and ∇ψij are stationary, which as discussed above is the
case under our assumptions. Equipped with Ψij we obtain the second-order version of (22); under the
additional assumption that the tensor C vanishes, it assumes the form
−∇ · a∇(1 + φi∂i + ψij∂ij)uh = −∇ · ((ψija−Ψij)∇∂ijuh),
which is an easy calculation, leading to (195) in Proposition 8. We note that as for (21) and (19), (24)
contains (23).
After these motivations we now collect the properties of (φ, σ) and (ψ,Ψ) known to hold under assump-
tions of stationarity and LSI on the ensemble 〈·〉.
Proposition 1. (Existence and sublinearity of the correctors, [13, 25, 28]) Let d > 2 and
β ∈ (1, 32) in case of d = 3 and β ∈ (1, 2) in case of d > 3. Let 〈·〉 be a stationary ensemble satisfying
a LSI. Then there exist random fields φ = {φi}i=1,...,d, σ = {σijk}i,j,k=1,...,d, ψ = {ψij}i,j=1,...,d, Ψ =
{Ψijkn}i,j,k,n=1,...,d, and r∗ > 0, with the following properties:
• The random fields φ, σ, ∇ψ, ∇Ψ, and r∗ are stationary; ∇φ, φ, ∇σ, σ, ∇ψ, and ∇Ψ have finite
second moments, so that in particular ah and C are well-defined through (20) and (25). We
impose the normalization
〈φ〉 = 0, 〈σ〉 = 0. (26)
• For 〈·〉-almost every a, (φ, σ) satisfies (21) and (ψ,Ψ) satisfies (24).
• All algebraic moments of
´
|x|<1 |(φ, σ)|
2 and r∗ are finite.
• For 〈·〉-almost every a, we have (2− β)-growth of (ψ,Ψ) starting from radius r∗(y) at any point
y, that is,
1
R2
( 
|x−y|<R
∣∣∣∣(ψ,Ψ) −
 
|x−y|<R
(ψ,Ψ)
∣∣∣∣
2) 1
2
≤
(
r∗(y)
R
)β
for all R ≥ r∗(y), (27)
where the stationary extension of r∗ is defined by r∗(y) := r∗(a(·+ y)).
The same properties hold for the objects φ∗, σ∗, ψ∗, Ψ∗, a∗h, and C
∗ coming from the transposed coefficient
field a∗.
The proof of existence of stationary gradients ∇φ and ∇σ for stationary and ergodic ensembles can be
found for example in [28, Lemma 1], while the stationarity of φ and σ as well as the finiteness of all
moments for
´
|x|<1 |(φ, σ)|
2 (assuming 〈·〉 satisfies LSI) are the content of [28, Theorem 3]. Provided the
first-order correctors φ and σ are stationary, the existence of stationary ∇ψ and ∇Ψ follows from an
argument along the lines of the proof of [28, Lemma 1]. For completeness, we sketch the argument in
the appendix (see Appendix C).
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Finally, estimates similar to (27) on the growth of the second-order correctors ψ and Ψ are given in [13,
Theorem 4]. The difference between our assumption (27) and statement of [13, Theorem 4] is twofold.
First, as noted below, the estimate in [13, Theorem 4] is given for one radius R ≥ 1, but can be easily
extended to a set of (say dyadic) radii at the expense of additional logarithmic factor. In turn, such
factor can be bounded by Rǫ for any ǫ > 0, hence giving an estimate with a slightly smaller exponent β.
Nevertheless, since the values of β are assumed to be strictly smaller than 3/2 and 2 in the case d = 3
and d ≥ 4, respectively, we still obtain for these values of β the estimate( 
|x−y|<R
∣∣∣∣(ψ,Ψ) −
 
|x−y|<R
(ψ,Ψ)
∣∣∣∣
2) 1
2
≤ C(a, y, β)Rβ for all R ≥ 1, (28)
where C(a, y, β) has all algebraic moments (in fact even stretched exponential). Second, while ran-
domness in (27) is expressed through the smallest radius r∗ from which the estimate starts to hold,
in [13, Theorem 4] the randomness enters through the random factor C(a, y, β) on the right-hand side.
To obtain (27), choosing r∗(y) := C(a, y, β)1/β and dividing (28) by R2 yields (27) for R ≥ r∗(y). Since
all algebraic moments of C are bounded, the same holds also for r∗(y).
As already mentioned, the stationary ensemble 〈·〉 is assumed to satisfy the Logarithmic Sobolev In-
equality (see, e.g. [28, (35) of Theorem 1] or [13, Definition 1]), which for any random variable ξ = ξ(a)
requires
〈
ξ2 log ξ2
〉
−
〈
ξ2
〉 〈
log ξ2
〉
≤
∑
z∈Zd
(ˆ
z+[0,1)d
∣∣∣∣∂ξ∂a(x)
∣∣∣∣ dx
)2
, (29)
where ∂ξ∂a denotes the Fre´chet derivative of ξ with respect to the coefficient field a = a(x). In the present
paper we consider the classical Logarithmic Sobolev inequality (which loosely speaking corresponds to
integrable correlations tails for the ensemble), in which case the partition of Rd appearing on the right-
hand side (29) consists of unit cubes. To cover more general ensembles, following [13,28] one can replace
the unit cubes in (29) with a partition {D} of Rd satisfying for some β˜ ∈ [0, 1)
(dist(D, 0) + 1)β˜ ≤ diam(D) ≤ C(d)(dist(D, 0) + 1)β˜ .
The parameter β˜ is related to the decay rate of correlations of the coefficient fields, and the classical
LSI corresponds to the choice β˜ = 0. As can be read from [28, Theorem 3], the first-order correctors
(φ, σ) are stationary (hence grow slower than any positive power of |x|) for values 0 ≤ β˜ < 1 − 2d . The
second-order correctors (ψ,Ψ) are stationary provided 0 ≤ β˜ < 1 − 4d [13, Theorem 4], and grow like
|x|2−d(1−β˜)/2 for 1− 4d ≤ β˜ < 1. In particular, one can see the limitations in the most physically relevant
case d = 3: even assuming that 〈·〉 has integrable correlations, which corresponds to the best value β˜ = 0,
the second-order correctors will grow like square root (which then corresponds to β < 3/2).
While the LSI assumption in the form of (29) is satisfied by a large family of models for random
coefficients, for example by Gaussian ensembles [28, Lemma 4], models for random coefficients constructed
from the Poisson Point Process (see [16, example after Theorem 6]) do not satisfy (29) due to the use of
the Fre´chet derivatives on the right-hand side. Nevertheless, the Poisson Point Process would satisfy (29)
provided the Fre´chet derivatives are replaced with an oscillation, while the results of [13, 28] would still
be true assuming such modified (29) (with modifications in the corresponding proofs).
The following almost uniform estimates (we think of α as being close to 1 and ε close to 0) are an easy
consequence of stationarity and the algebraic moment bounds of (φ, σ) and r∗.
Corollary 1. Let 0 < α < 1 be given. After a redefinition of r∗, retaining (27), we may assume in
addition that for 〈·〉-almost every a and every x ∈ Rd we have
1
R
( 
|y−x|<R
|(φ, σ)|2 dy
) 1
2
≤
(
r∗(y)
R
)α
for all R ≥ r∗(y). (30)
Moreover, for any ε > 0 we have 〈·〉-almost surely
sup
y∈Zd
r∗(y)
(1 + |y|)ε
<∞. (31)
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The following statement is an immediate consequence of the ergodicity of 〈·〉, normalization (26) of the
first-order correctors and the identity for C
Cijk = 〈ej · σi∇φ
∗
k − ej · σ
∗
k∇φi〉 (32)
(see Lemma 1 for the proof of (32)).
Corollary 2. For 〈·〉-almost every a and for i, j, k = 1, . . . , d we have the distributional convergences as
the rescaling parameter R tends to infinity
φi(R · )⇀ 0,
σijk(R · )⇀ 0,(
ej · σi∇φ
∗
k − ej · σ
∗
k∇φi
)
(R · )⇀ Cijk,
with the analogous convergences being true also in the transposed case.
Finally, we state the following (higher-order) regularity statement for a-harmonic functions:
Proposition 2. (Ck,1-regularity) Let the coefficient field a be such that (φ, σ) satisfying (21) exist and
satisfy for some r∗ < +∞ and some 0 < α < 1
1
R
( 
|x|<R
|(φ, σ)|2
) 1
2
≤
(
r∗
R
)α
for all R ≥ r∗. (33)
Then the following holds:
• Let k ≥ 1. For every uh ∈ X
h
k there exists a corrector ψ
(k)
uh such that (1 + φi∂i)uh + ψ
(k)
uh ∈ Xk
and for a constant C = C(d, λ, k, α) <∞
sup
R≥r∗
(
R
r∗
)1−k( 
|x|<R
|∇((1 + φi∂i)uh + ψ
(k)
uh
)|2
) 1
2
≤ C
( 
|x|<r∗
|∇((1 + φi∂i)uh + ψ
(k)
uh
)|2
) 1
2
. (34)
Here, we use the understanding that ψ
(1)
uh ≡ 0 and that ψ
(2)
uh coincides with ψu obtained via (23).
• For R ≥ r∗, let u be an a-harmonic function in {|x| < R}. Then for every k ≥ 0 there exists a
constant C = C(d, λ, k, α) < +∞ such that
inf
uh∈Xhk
( 
|x|<r
|∇
(
u− ((1 + φi∂i)uh + ψ
(k)
uh
)
)
|2
) 1
2
≤ C
(
r
R
)(k+1)−1( 
|x|<R
|∇u|2
) 1
2
(35)
for all r∗ ≤ r ≤ R, with the understanding that ψ
(0)
uh ≡ 0.
• It holds that
Xk =
{
(1 + φi∂i)uh + ψ
(k)
uh
| uh ∈ X
h
k
}
and dimXk = dimX
h
k . (36)
Proposition 2 is a direct consequence of [25, Theorem 1 & Lemma 17], which hold under weaker assump-
tion of (φ, σ) having sublinear growth quantified by just a logarithm [25, assumption (4)]. Indeed, [25, (10)
in Theorem 1] provides an estimate on ψ
(k)
uh , which combined with the estimate of the first-order cor-
rector φ (33) and the homogeneity of uh yields (34), while the regularity estimate (35) is contained
in [25, Lemma 17]. The last statement (36) then follows directly from (35).
In the next lemma we discuss some properties of the tensor C as defined in (25) by
Cijk = 〈ek ·
(
a∇ψij + (φia− σi)ej
)
〉
and argue that it vanishes under the assumptions on the ensemble 〈·〉 of Theorem 1. This, as explained
in Remark 1, implies that in this case Theorem 2 actually reduces to Theorem 1. We postpone the proof
of this result to the Appendix B.
Lemma 1. Let 〈·〉 be a stationary ensemble satisfying an LSI. Then the coefficient ah ∈ R
d×d defined
in (20) satisfies
∀ ξ ∈ Rd ξ · ahξ ≥
{
λ|ξ|2
|ahξ|
2,
and the tensor C ∈ Rd×d×d defined above satisfies
|C| . 1, (37)
and may be rewritten as in (32). Furthermore
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i) the symmetrizations of C and C∗ in all the indices satisfy
C∗,sym = −Csym.
This in particular implies that if the ensemble 〈·〉 is supported only on symmetric coefficient fields,
then Csym = C∗,sym = 0.
ii) If the ensemble is invariant under central reflections, then C = 0.
Remark 2. The tensor C has a natural interpretation: As we show in the appendix, 〈·〉-almost surely,
we have
ej ·
((
(xi + φi)a
∗(ek +∇φ∗k)− (xk + φ
∗
k)a(ei +∇φi)
)
−
(
xia
∗
hek − xkahei
))
⇀ Cijk, (38)
where the weak convergence is in the sense of Corollary 2, that means that (large-scale) averages of the
left-hand side converge to C. This characterization is natural in our context, since the first term on the
left-hand side in (38), namely the divergence-free vector field (xi+φi)a
∗(ek+∇φ∗k) −(xk+φ
∗
k)a(ei+∇φi),
would come up if it would make sense to define an invariant for the functions xi+φi and xk+φ
∗
k, which
are a-harmonic and a∗-harmonic, respectively. Likewise, the second term on the left-hand side of (38) is
just the ah counterpart of the first term.
4. Deterministic results
Throughout this section we assume that for a fixed coefficient field a the correctors (φ, σ), (φ∗, σ∗) and
(ψ,Ψ), (ψ∗,Ψ∗) exist and satisfy the properties enumerated in Proposition 1 and Proposition 2. Without
loss of generality, we assume that  
|x|<r∗
(ψ,Ψ) =
 
|x|<r∗
(ψ∗,Ψ∗) = 0, (39)
where we write r∗ = r∗(0) for conciseness.
It is convenient to introduce an abbreviation for the second-order two-scale expansion in (17), (18) of
Theorem 2: For uh ∈ X
h
m, m ≥ 2, and vh ∈ Y
h
k , k ≥ 1, we write
Euh : = (1 + φi∂i + ψij∂ij)uh + (1 + φi∂i)u˜h,
Evh : = (1 + φ
∗
i ∂i + ψ
∗
ij∂ij)vh + (1 + φ
∗
i ∂i)v˜h,
(40)
where u˜h is associated to uh according to (13), (15) and v˜h to vh according to (14), (16) (see Lemma 9
and Lemma 10 for their construction).
We also introduce the following abbreviations. For any (possibly non-integer) m,k ≥ 0 we define the
following semi-norms
‖u‖m := sup
R≥r∗
(
r∗
R
)m−1( 
|x|<R
|∇u|2
) 1
2
, (41)
‖v‖k := sup
R≥r∗
(
R
r∗
)k+(d−2)+1( 
|x|>R
|∇v|2
) 1
2
, (42)
for growing functions u and decaying functions v, where it will always be clear from the context whether
we mean the first or the second expression. We note that ‖u‖m becomes stronger with decreasing m
while ‖v‖k becomes stronger with increasing k. We note that for integer m ≥ 1, (41) is a semi-norm on
Xm and for integer k ≥ 0, (42) is a semi-norm on Yk. For any r ≥ r∗ we introduce the spaces Yk(r) ⊂ Yk
constituted by the elements of Yk which are a
∗-harmonic in {|x| > r} and need the following modification
of ‖ · ‖k
‖v‖k,r := sup
R≥r
(
R
r
)k+(d−2)+1( 
|x|>R
|∇v|2
) 1
2
. (43)
Theorem 3. Let assumption (27) be satisfied for some 1 < β < 2, and let assumption (30) be satisfied
with max(1/2, β − 1) < α < 1, both (only) at y = 0. Then we have for any integer m ≥ 2:
Relating uh ∈ X
h
m and u ∈ Xm by
lim
R↑∞
1
R(m−1)−1
( 
|x|<R
|∇(u− Euh)|
2
)1
2
= 0 (44)
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defines an isomorphism between the normed linear spaces Xhm/X
h
m−2 and Xm/Xm−2. It yields two linear
maps
LhX : X
h
m → Xm, uh 7→ u with ‖u− Euh‖m−β ≤ C‖uh‖m,
LX : Xm → X
h
m, u 7→ uh with ‖u− Euh‖m−β ≤ C‖u‖m,
with the constant C depending on the dimension d, the ellipticity ratio λ, the order m and the exponents
α and β.
Relating vh ∈ Y
h
m−1 and v ∈ Ym−1 by
lim
R↑∞
R(d−1)+(m−1)+1
( 
|x|>R
|∇(v − Evh)|
2
) 1
2
= 0 (45)
defines an isomorphism between the normed linear spaces Y hm−1/Y
h
m+1 and Ym−1/Ym+1. For any r ≥ r∗,
it yields two linear maps
LhY : Y
h
m−1(r)→ Ym−1(r), vh 7→ v with ‖v − Evh‖m−1+β,r ≤ C‖vh‖m−1,r,
LY : Y
h
m−1(r)→ Ym−1(r), v 7→ vh with ‖v − Evh‖m−1+β,r ≤ C‖v‖m−1,r,
with the constant C as above.
Finally, we have that the two isomorphisms preserve the bilinear forms: (u, v) = (uh, vh)h.
A couple of semantic comments are in place: Given the natural semi-norms ‖·‖m and ‖·‖k , defined in (41)
and (42), on the spaces Xm and Yk (as well as X
h
m and Y
h
k ), respectively, we endow the quotient spaces
with the induced norm. For the quotient space Xm/Xm−2 we consider the norm infw∈Xm−2 ‖u − w‖m,
which in fact is a norm and not just a semi-norm. Saying that the relation (44) between elements of Xhm
and elements of Xm defines an isomorphism between the spaces X
h
m/X
h
m−2 and Xm/Xm−2, amounts to
the following fact: For every uh ∈ X
h
m there exists a u ∈ Xm, unique up to an element in Xm−2, such that
(44) holds and, likewise, for every u ∈ Xm, there exists a uh ∈ X
h
m, unique up to an element in X
h
m−2,
such that (44) holds. The theorem claims that this bijection is linear (which is obvious since by the
triangle inequality the relation (44) is compatible with the linear structure) and that it is bounded with
bounded inverse. ¿From the point of view of quantitative homogenization, among the four quantitative
estimates the most pertinent is that given v ∈ Yk, k ≥ 1, (i.e. a decaying a-harmonic function), there
exists vh ∈ Y
h
k (i.e. a constant-coefficient harmonic function of the same order of decay), so that the
difference between v and the correction Evh of vh is small with a relative decay rate of β.
Theorem 4. Let assumption (27) be satisfied for some 1 < β < 2, and let assumption (30) be satisfied
with max(1/2, β − 1) < α < 1, both at y and at y = 0. Provided |y| ≥ 4r∗(0), for any integer m ≥ 2 the
linear maps LhX , LX of Theorem 3 satisfy( 
|x−y|<r∗(y)
|∇(u− Euh)|
2
)1
2
≤ C
(
|y|
r∗(0)
)m−1−β
||uh||m, (46)
( 
|x−y|<r∗(y)
|∇(u− Euh)|
2
)1
2
≤ C
(
|y|
r∗(0)
)m−1−β
||u||m, (47)
with the constant C depending on the dimension d, the ellipticity ratio λ, the order m and the exponents
α and β.
Similarly, for r ≥ r∗(0) if y satisfies |y| ≥ 2(r∗(y) + r), then the linear maps LhY , LY are such that( 
|x−y|<r∗(y)
|∇(v − Evh)|
2
) 1
2
≤ C
(
r
|y|
)(d−1)+m−1+β
||vh||m−1,r, (48)
( 
|x−y|<r∗(y)
|∇(v − Evh)|
2
) 1
2
≤ C
(
r
|y|
)(d−1)+m−1+β
||v||m−1,r, (49)
with the constant C as above.
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5. Abstract results on the spaces Xm and Yk
In this section we give the auxiliary results which are the building blocks for Theorem 3. For the sake
of simplicity, we assume that a is symmetric: The results of this section immediately extend to non-
symmetric a’s with no modification besides the appearance of a∗, a∗h in the equations related to the
elements in the family of spaces {Yk}k, {Y
h
k }k.
We will show (see Proposition 5) that the bilinear form (·, ·) defined by (3) of Section 2 provides an
isomorphism between the two scales of spaces {Xm}m and {Yk}k. More precisely, it provides a canonical
isomorphism between the quotient space Yk/Ym+1 and the dual (Xm/Xk−1)∗ of the quotient space
Xm/Xk−1 for all m ≥ k ≥ 1. Even more precisely, this canonical isomorphism is defined by associating
to a v ∈ Yk the linear form Xm ∋ u 7→ (u, v). By (4) this form vanishes on Xk−1 and thus can be
(canonically) identified with an element of (Xm/Xk−1)∗. Again by (4), this form vanishes on Ym+1
so that the (linear) map Yk ∋ v 7→ (·, v) lifts to a map on Yk/Ym+1. It is this map we claim is an
isomorphism.
Combining the isomorphism between Yk/Yk+1 and (Xk/Xk−1)∗ with a canonical isomorphism between
Xk/Xk−1 and Xhk/X
h
k−1, which follows from higher-order Liouville principles obtained in [25, Lemma
19], it follows that for any k ≥ 1
Yk/Yk+1 ∼= Y
h
k /Y
h
k+1. (50)
5.1. General setting and assumptions of this section. Before giving the statements of this section,
we stress that they can be formulated and proven in greater generality (which we will do without changing
the notation). The Euclidean space Rd may be replaced by any differentiable manifold endowed with
a measure and a metric that behave like Rd on scales larger than some radius r∗ in the sense of the
following two properties:
• Volume control for large balls centered at zero
1
C0
Rd ≤ |{|x| < R}| ≤ C0R
d for all R ≥ r∗, (51)
for some constant C0 < +∞ and a fixed exponent d (which does not have to be an integer).
• Poincare´ inequality with mean-value zero on large dyadic annuli centered at zero: For a constant
C0 < +∞
inf
c∈R
(ˆ
R<|x|<2R
|u− c|2
) 1
2
≤ C0R
(ˆ
R<|x|<2R
|∇u|2
) 1
2
(52)
for R ≥ r∗ and functions u.
Here and in the sequel, all balls are centered at the origin and refer to the Riemannian metric under
consideration. In addition to this metric we consider another (tensor)-field a, which gives rise to a-
harmonic functions (solutions of −∇ · a∇u = 0) on the manifold.
The main structural assumption on the coefficient field a and the underlying Riemannian manifold is the
following: For a strictly increasing sequence of real numbers
0, 1 < · · · < k < · · · (53)
there exists a nested sequence of finite-dimensional subspaces of a-harmonic functions
X0 := {const} ⊂ X1 ⊂ · · ·Xk ⊂ · · · ⊂ {a-harmonic functions on R
d}
such that the following two properties are satisfied:
• For every k ≥ 0, there exists a finite constant C1 depending on k, the ellipticity contrast λ, the
exponent d in (51) and the constants in (51), (52), such that for any two radii R ≥ r ≥ r∗ and
any a-harmonic function u in {|x| < R} we have
inf
v∈Xk
( 
|x|<r
|∇(u− v)|2
) 1
2
≤ C1
(
r
R
)(k+1)−1( 
|x|<R
|∇u|2
) 1
2
, (54)
where k + 1 stands for the next largest number in the sequence (53).
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• For any k ≥ 1, there exists a finite constant C2 depending on k, the ellipticity contrast λ, the
exponent d in (51) and the constants in (51), (52) such that for any u ∈ Xk and two radii
R ≥ r ≥ r∗ we have( 
|x|<R
|∇u|2
) 1
2
≤ C2
(
R
r
)−1+k( 
|x|<r
|∇u|2
) 1
2
. (55)
It follows from (77) in Lemma 4 below that these spaces Xk coincide with the ones defined in the
introduction.
The core assumptions (54) and (55) are very natural: For example, as can be read from Proposition 2,
in the case of the Euclidean space Rd (equipped with standard Euclidean metric) and for a large class
of coefficient fields a on Rd, as considered in Proposition 2, (54) follows from (35) and (36), while (55)
follows from (36) and (34).
5.2. The abstract results. In all the following results A . B stands for A ≤ CB with a constant C
that only depends on the ellipticity contrast λ, the exponent d and the constant appearing in the volume
bound (51), the constant appearing in the Poincare´ inequality (52), and the hypotheses (54) and (55)
for the range of k’s in (53) under consideration. When applicable, it also depends on the exponent β,
more precisely, its distance to the values in (53).
Proposition 3. Consider the exponents m ≥ k ≥ 1 from (53) and β ∈ (k − 1, k) (where k − 1 denotes
the predecessor of k in (53)) and a radius r ≥ r∗. We are given a function u and a vector field g such
that
−∇ · a∇u = ∇ · g (56)
satisfying the growth conditions( 
|x|<R
|g|2
) 1
2
≤
(
R
r
)β−1
,
( 
|x|<R
|∇u|2
) 1
2
≤
(
R
r
)m−1
for all R ≥ r. (57)
Then there exist w ∈ Xm such that for all R ≥ r( 
|x|<R
|∇(u−w)|2
) 1
2
.
(
R
r
)β−1
,
( 
|x|<R
|∇w|2
) 1
2
.
(
R
r
)m−1
. (58)
Moreover, if there is another w′ ∈ Xm with these properties we have w − w′ ∈ Xk−1 and( 
|x|<R
|∇(w − w′)|2
) 1
2
.
(
R
r
)(k−1)−1
for all R ≥ r. (59)
Proposition 4. Consider exponents m ≥ k ≥ 1 and β ∈ (m,m+1) (where m+1 denotes the successor
of m in the sequence (53)) and a radius r ≥ r∗. We are given a function u and a vector field g such that
−∇ · a∇u = ∇ · g in {|x| > r}
satisfying the decay conditions( 
|x|>R
|g|2
) 1
2
≤
(
r
R
)β+d−1
,
( 
|x|>R
|∇u|2
) 1
2
≤
(
r
R
)k+d−1
for all R ≥ r. (60)
Then there exists w ∈ Yk(r∗) such that for all R ≥ 2r( 
|x|>R
|∇(u− w)|2
) 1
2
.
( r
r∗
)m−k ( r
R
)β+d−1
,
( 
|x|>R
|∇w|2
) 1
2
.
( r
r∗
)m−k ( r
R
)k+d−1
.
(61)
Moreover, if there is another w′ ∈ Yk(r∗) with these properties we have w − w′ ∈ Ym+1(r∗) and( 
|x|>R
|∇(w − w′)|2
) 1
2
.
( r
r∗
)m−k( r
R
)(m+1)+d−1
for all R ≥ 2r.
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Whereas Proposition 3 associates with (u, g) an element ofXm/Xk−1, Proposition 4 associates an element
of the dual space Yk(r∗)/Ym+1(r∗).
Another fundamental result of this section is the following statement, which expresses and quantifies the
isomorphism provided by the bilinear map (·, ·):
Proposition 5. i) The bilinear map (·, ·) provides for 1 ≤ k ≤ m an isomorphism
Yk/Ym+1 ∼= (Xm/Xk−1)∗,
where k − 1 denotes the predecessor of k and m+ 1 the successor of m in the sequence (53).
ii) This isomorphism is quantitative in the following sense: For every k ≤ n ≤ m we may select a
complement Zn(r∗) of Yn+1(r∗) in Yn(r∗) (hence the direct sum Zk(r∗) ⊕ · · · ⊕ Zm(r∗) is a complement
of Ym+1(r∗) in Yk(r∗) and thus isomorphic to Yk(r∗)/Ym+1(r∗)) in such a way that for every linear form
ℓ on Xm that vanishes on Xk−1 (note that (Xm/Xk−1)∗ is canonically isomorphic to the space of these
ℓ’s) there exists a unique w ∈ Zk(r∗)⊕ · · · ⊕ Zm(r∗) such that ℓ = (·, w) on Xm and that for all r ≥ r∗( 
|x|>r
|∇w|2
) 1
2
.
( r
r∗
)m−k
sup
u∈Xm
1
rd
ℓ.u(ffl
|x|<r |∇u|
2
) 1
2
. (62)
iii) Moreover, the complements Zn(r∗), n = k, . . . ,m, are natural in the sense that for every r ≥ r∗, we
also have the direct sum Yk(r) = Zk(r∗)⊕ · · · ⊕Zm(r∗)⊕ Ym+1(r) and that the corresponding projections
are continuous in the sense that if w = wk + · · ·+ wm + w˜ is a decomposition then(ˆ
|x|>r
|∇wk|
2
) 1
2
+ · · ·+
(ˆ
|x|>r
|∇wm|
2
) 1
2
. C(k,m)
( ˆ
|x|>r
|∇w|2
) 1
2
. (63)
Here, the constant C(k,m) < +∞ depends only on the number of indices in (53) between k and m.
iv) Finally, elements v ∈ Zn(r∗), n = k, . . . ,m, display homogeneous behavior in the sense of( 
|x|>R
|∇v|2
) 1
2
∼
( r
R
)n+d−1( 
|x|>r
|∇v|2
) 1
2
for all R ≥ r ≥ r∗. (64)
We remark that in our construction, the complement Zn(r∗) of Yn+1(r∗) in Yn(r∗) for n = k, . . . ,m
depends on m (and not just on n as the notation suggests).
The following proposition is a dual version of Proposition 5:
Proposition 6. Let m ≥ k ≥ 1. i) The bilinear form (·, ·) provides an isomorphism
Xm/Xk−1 ∼= (Yk/Ym+1)∗.
ii) This isomorphism can be made quantitative by constructing complements Wn of Xn−1 in Xn, n =
k, . . . ,m, in such a way that for u ∈Wk ⊕ · · · ⊕Wm and r ≥ r∗ we have( 
|x|<r
|∇u|2
) 1
2
.
( r
r∗
)m−k
sup
v∈Zk(r∗)⊕···⊕Zm(r∗)
1
rd
(u, v)( ffl
|x|>r |∇v|
2
) 1
2
.
iii) These complements {Wn}n are compatible with the complements {Zm(r∗)}m in the sense of
(Wn, Zm(r∗)) = 0 for n 6= m.
iv) These complements are natural in the sense that the projections Xm ∋ u 7→ (um, . . . , uk) ∈ Wm ×
· · · ×Wk are continuous:(ˆ
|x|<r
|∇um|
2
) 1
2
+ · · · +
( ˆ
|x|<r
|∇uk|
2
) 1
2
. C(k,m)
( ˆ
|x|<r
|∇u|2
) 1
2
for all r ≥ r∗,
with C(k,m) < +∞ depending only on the number of indices in (53) between k and m.
v) The elements u ∈Wn have homogeneous behavior in the sense of( 
|x|<R
|∇u|2
) 1
2
∼
(R
r
)n−1( 
|x|<r
|∇u|2
)1
2
for all R ≥ r ≥ r∗. (65)
A consequence of the two previous propositions is the following:
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Corollary 3. For all m ≥ 2 the induced projection Xm ∋ u 7→ u′ ∈ Wm ⊕Wm−1 has the following
boundedness property
‖u′‖m + ‖u− u′‖m−2 . ‖u‖m (66)
(see (41) for definition of ‖ · ‖m).
For all k ≥ 1 and r ≥ r∗ the induced projection Yk(r) ∋ v 7→ v′ ∈ Zk(r∗) ⊕ Zk+1(r∗) has the following
boundedness property
‖v′‖k,r + ‖v − v′‖k+2,r . ‖v‖k,r (67)
(see (43) for definition of ‖ · ‖k,r).
With the next statements we outline the main ingredients needed to prove Propositions 3 and 4 and
Propositions 5 and 6. We start with Lemma 2, on which Proposition 3 mainly relies, and Lemma 3,
which together with Proposition 5 is the main ingredient for Proposition 4:
Lemma 2. Consider k ≥ 1 and β ∈ (k, k + 1) (where k + 1 denotes the successor of k in the sequence
(53)) and the radius r ≥ r∗. We are given a vector field g such that( 
|x|<R
|g|2
) 1
2
≤
(
R
r
)β−1
for all R ≥ r. (68)
Then there exists a function u with
−∇ · a∇u = ∇ · g (69)
and such that ( 
|x|<R
|∇u|2
) 1
2
.
(
R
r
)β−1
for all R ≥ r. (70)
Lemma 3. Consider k ≥ 1 and β ∈ (k− 1, k) and the radius r ≥ r∗. We are given a vector field g such
that ( 
|x|<r
|g|2
) 1
2
≤ 1,
( 
|x|>R
|g|2
) 1
2
≤
(
r
R
)β+d−1
for all R ≥ r (71)
and the moment condition ˆ
∇u˜ · g = 0 for all u˜ ∈ Xk. (72)
Then there exists a function u with
−∇ · a∇u = ∇ · g (73)
and such that ( 
|x|<r
|∇u|2
)1
2
. 1,
( 
|x|>R
|∇u|2
) 1
2
.
(
r
R
)β+d−1
for all R ≥ r. (74)
Both Lemmas 2 and 3 rely on the upgrade of (54) contained in the next lemma, which contains also
a Liouville-type statement for the spaces Xk. This lemma upgrades condition (54) by showing that a
minimizer v ∈ Xk on the left-hand side of (54) may be chosen to be independent from the scale r ≥ r∗.
Lemma 4. For any k ≥ 1 and radius R ≥ r∗ we have: If u is an a-harmonic function in {|x| < R} then
there exists u˜ ∈ Xk, which is independent of R and such that( 
|x|<r
|∇(u− u˜)|2
) 1
2
.
(
r
R
)(k+1)−1( 
|x|<R
|∇u|2
) 1
2
for all r ∈ [r∗, R], (75)
( 
|x|<r
|∇u˜|2
)1
2
.
( 
|x|<r
|∇u|2
) 1
2
.
( 
|x|<R
|∇u|2
)1
2
for all r ∈ [r∗, R]. (76)
In addition, for m ≥ k ≥ 1 and any a-harmonic function u in the whole space
lim
R↑+∞
1
R−1+k
( 
|x|<R
|∇u|2
) 1
2
= 0 ⇔ u ∈ Xk−1, (77)
where k − 1 is the predecessor of k in (53).
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An ingredient for Proposition 4 as well as Propositions 5 and 6 is given by the following lemma, which
is a dualization of our hypothesis (54).
Lemma 5. Let k ≥ 1, r ≥ r∗ and v be a-harmonic in {|x| > r} with (
´
|x|>r |∇v|
2)
1
2 < ∞. Then the
following statements are equivalent:
a) v ∈ Yk(r)
b) (u˜, v) = 0 for all u˜ ∈ Xk−1, where k − 1 is the predecessor of k in (53)
c) ( 
|x|>R
|∇v|2
) 1
2
.
(
r
R
)k+d−1( 
|x|>r
|∇v|2
)1
2
for all R ≥ 2r. (78)
Using the previous statements we obtain:
Corollary 4. For 0 ≤ k < m we have
(Xk, Ym) = 0.
In addition, we also have for r ≥ r∗ and v ∈ Y1(r) that
lim
R↑+∞
Rd−1+k
( 
|x|>R
|∇v|2
) 1
2
= 0⇔ v ∈ Yk+1(r). (79)
Before we proceed with the proofs of the previous statements, we also give two last results: First, an
elementary extension lemma, which relies on (52), and which is a frequent tool, for instance, in the proofs
of Lemma 4 and of Proposition 4. Second, we present another lemma, which relies on the upgrade of
the assumptions (54) and (55) given by Lemma 4, and which will be needed in the proof of the main
theorem (see also Proposition 8).
Lemma 6. Let a function u and a vector field g be such that
−∇ · a∇u = ∇ · g in {|x| > r} (80)
and
the total flux of the divergence-free vector field a∇u+ g vanishes, i.e.ˆ
|x|=r
ν · (a∇u+ g) = 0, (81)
OR sup
R≥r
ˆ
R<|x|<2R
|a∇u+ g| <∞ (82)
for some radius r ≥ r∗. Then there exists a function u¯ and a vector field g¯ be such that
−∇ · a∇u¯ = ∇ · g¯ (83)
and which are extensions in the sense of
(∇u¯, g¯) = (∇u, g) in {|x| > 2r}. (84)
This extension is bounded in the sense of(ˆ
|x|<2r
|∇u¯|2 + |g¯|2
) 1
2
.
(ˆ
r<|x|<2r
|∇u|2 + |g|2
) 1
2
. (85)
Lemma 7. Let R ≥ r∗ and let us consider a function w and a vector field h solving
−∇ · a∇w = ∇ · h in {|x| < R}, (86)
and such that for some α > 0( 
|x|<R
|∇w|2
) 1
2
≤ 1,
( 
|x|<r
|h|2
) 1
2
≤
(
r
R
)α
for r∗ ≤ r ≤ R. (87)
Then we have ( 
|x|<r∗
|∇w|2
) 1
2
≤ C(α). (88)
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5.3. Proofs of Proposition 3 and 4.
Proof of Proposition 3. By Lemma 2, which we may apply since g satisfies the appropriate decay esti-
mate, see the first assumption in (57), there exists a function u˜ with
−∇ · a∇u˜ = ∇ · g (89)
and such that ( 
|x|<R
|∇u˜|2
) 1
2
.
(
R
r
)β−1
for all R ≥ r.
We now consider w := u − u˜, then (70) turns into the first estimate of (58). It remains to argue that
w ∈ Xm: By (56) and (89) w is a-harmonic. ¿From the second item in our assumption (57) and by (70),
using β ≤ k ≤ m, we obtain by the triangle inequality that (58) holds. The a-harmonicity of w and
estimate (58) imply w ∈ Xm by definition of the latter.
We now turn to the uniqueness and (59). From the first item in (58) we obtain( 
|x|<R
|∇(w − w′)|2
) 1
2
.
(
R
r
)β−1
for all R ≥ r. (90)
Since β < k, by (77) in Lemma 4 this implies w − w′ ∈ Xk−1. Then (59) follows from (90) with R = r
by our hypothesis (55) (with k − 1 playing the role of k). 
Proof of Proposition 4. We note that by (60) and β ≥ m ≥ k we have( 
|x|>R
|a∇u+ g|2
) 1
2
.
(
r
R
)k+d−1
for all R ≥ r. (91)
By Jensen’s inequality and (51) this yieldsˆ
R<|x|<2R
|a∇u+ g| . Rd
(
r
R
)k+d−1
for all R ≥ r,
which by k ≥ 1 in particular implies
sup
R≥r
ˆ
R<|x|<2R
|a∇u+ g| <∞, (92)
the second assumption of Lemma 6, see (82). We thus may apply Lemma 6, which provides an extension
(u¯, g¯). By (84) and estimate (85), our assumption (60) implies( 
|x|<2r
|g¯|2
) 1
2
. 1,
( 
|x|<2r
|∇u¯|2
) 1
2
. 1 (93)
next to ( 
|x|>R
|g¯|2
) 1
2
≤
(
r
R
)β+d−1
,
( 
|x|>R
|∇u¯|2
) 1
2
≤
(
r
R
)k+d−1
for all R ≥ 2r. (94)
We now consider the form ℓ on Xm defined through
ℓ.u˜ =
ˆ
∇u˜ · g¯ for u˜ ∈ Xm. (95)
We claim that ℓ is well-defined and bounded by unity:
sup
u˜∈Xm
1
rd
ℓ.u
(
ffl
|x|<r |∇u˜|
2)
1
2
. 1 (96)
and that it vanishes on Xk−1:
ℓ.u˜ = 0 for u˜ ∈ Xk−1. (97)
Indeed, for (96) we decompose the integral on the right-hand side of (95) into dyadic annuli and use the
Cauchy-Schwarz inequality
ˆ
|∇u˜ · g¯| ≤
∑
R≥2r
( ˆ
R<|x|<2R
|∇u˜|2
) 1
2
(ˆ
R<|x|<2R
|g¯|2
) 1
2
+
(ˆ
|x|<2r
|∇u˜|2
) 1
2
(ˆ
|x|<2r
|g¯|2
) 1
2
,
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where the sum runs over all dyadic multiples of r. We rewrite this as
1
rd
ˆ
|∇u˜ · g¯| ≤
∑
R≥2r
(
R
r
)d( 
|x|<2R
|∇u˜|2
) 1
2
( 
|x|>R
|g¯|2
)1
2
+
( 
|x|<2r
|∇u˜|2
) 1
2
( 
|x|<2r
|g¯|2
) 1
2
,
into which we insert (93) and (94):
1
rd
ˆ
|∇u˜ · g¯| ≤
∑
R≥2r
(
r
R
)β−1( 
|x|<2R
|∇u˜|2
) 1
2
+
( 
|x|<2r
|∇u˜|2
) 1
2
.
We now appeal to our hypothesis (55) with k replaced by m and use it on both terms on the right-hand
side to get
1
rd
ˆ
|∇u˜ · g¯| .
(∑
R≥r
(
r
R
)β−m
+ 1
)( 
|x|<r
|∇u˜|2
)1
2
, (98)
which implies (96) because of β > m.
We now turn to (97). We note that for any constants c˜ and c¯ we obtain from (83) and the a-harmonicity
of u˜ ∈ Xk−1
∇ ·
(
(u˜− c˜)(a∇u¯+ g¯)− (u¯− c¯)a∇u˜
)
= ∇u˜ · g¯.
Hence if η denotes a cut-off function for {|x| < R} in {|x| < 2R}, with |∇η| . 1R ,ˆ
η∇u˜ · g¯ = −
ˆ
∇η ·
(
(u˜− c˜)(a∇u¯+ g¯)− (u¯− c¯)a∇u˜
)
. (99)
The right-hand side is easily estimated by
1
R
ˆ
R<|x|<2R
|(u˜− c˜)(a∇u¯+ g¯)− (u¯− c¯)a∇u˜
∣∣
.
1
R
[( ˆ
R<|x|<2R
(u˜− c˜)2
) 1
2
((ˆ
|x|>R
|∇u¯|2
) 1
2
+
(ˆ
|x|>R
|g¯|2
) 1
2
)
+
(ˆ
R<|x|<2R
(u¯− c¯)2
) 1
2
( ˆ
R<|x|<2R
|∇u˜|2
) 1
2
]
,
which by our hypothesis (52) implies (for a suitable choice of c˜ and c¯)
1
R
ˆ
R<|x|<2R
|(u˜− c˜)(a∇u¯+ g¯)− (u¯− c¯)a∇u˜
∣∣ . ((ˆ
|x|>R
|∇u¯|2
)1
2
+
(ˆ
|x|>R
|g¯|2
) 1
2
)(ˆ
|x|<2R
|∇u˜|2
)1
2
.
We insert (94) (using β ≥ m ≥ k) for the first factor and our assumption (55) (with k − 1 playing the
role of k), both together with (51), to get for R ≥ 2r
1
R
ˆ
R<|x|<2R
|(u˜− c˜)(a∇u˜+ g˜)− (u¯− c¯)a∇u˜
∣∣ . rdR−1(  
|x|<r
|∇u˜|2
) 1
2
. (100)
¿From identity (99), the absolute convergence of the left-hand side integral, see (98), and the estimate
(100) of the right-hand side integral, we obtainˆ
∇u˜ · g¯ = 0 for u˜ ∈ Xk−1
in the limit R ↑ ∞. In view of (95) this implies (97).
In view of (97) and the definition (95), by Proposition 5, there exists w ∈ Yk(r∗) such that
(u˜, w) =
ˆ
∇u˜ · g¯ for u˜ ∈ Xm. (101)
By (62) and (96) we have ( 
|x|>r
|∇w|2
) 1
2
.
(
r
r∗
)m−k
. (102)
By Lemma 5 applied with w ∈ Yk(r∗) ⊂ Yk(r) playing the role of v this implies the second statement in
(61).
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We apply Lemma 6 once more, this time to (u, g) replaced by (w, 0); assumption (82) of that lemma is
satisfied by the second statement in (61), using the same argument that lead from (91) to (92). Lemma
6 yields a couple (w¯, h¯) of a function and a vector field such that
−∇ · a∇w¯ = ∇ · h¯ (103)
and which are extensions in the sense of
(∇w¯, h¯) = (∇w, 0) in {|x| > 2r}. (104)
Furthermore, we have by (85) and (102)(ˆ
|x|<2r
|∇w¯|2 + |h¯|2
) 1
2
.
(
r
r∗
)m−k
. (105)
Note that (104) and (103) imply for any a-harmonic u˜
u˜a∇w − wa∇u˜ = u˜(a∇w¯ + h¯)− w¯a∇u˜ in {|x| > 2r},
∇ · (u˜(a∇w¯ + h¯)− w¯a∇u˜) = ∇u˜ · h¯,
respectively, so that by definition of ( · , · ):
(u˜, w) =
ˆ
∇u˜ · h¯. (106)
We now consider the function u¯− w¯. By (83) and (103) we have the equation
−∇ · a∇(u¯− w¯) = ∇ · (g¯ − h¯). (107)
We obtain from (106) and (101) for the right-hand sideˆ
∇u˜ · (g¯ − h¯) = 0 for all u˜ ∈ Xm.
By (93), (94) (for g¯) and (104),(105) (for h¯) we have by the triangle inequality( 
|x|<r
|g¯ − h¯|2
) 1
2
.
(
r
r∗
)m−k
,
(  
|x|>R
|g¯ − h¯|2
) 1
2
≤
(
r
r∗
)m−k( r
R
)β+d−1
.
Hence we may apply Lemma 3 with g¯ − h¯ playing the role of g and with m playing the role of k. Since
by (93), (94) and (104),(105), this time respectively for u¯ and w¯, the vector field ∇(u¯ − w¯) is square
integrable, we learn from (107) and the uniqueness for (73) that ∇(u¯− w¯) plays the role of ∇u in Lemma
3. Hence (74) turns into( 
|x|>R
|∇(u¯− w¯)|2
) 1
2
.
(
r
r∗
)m−k( r
R
)β+d−1
for all R ≥ r,
which by (84) and (104) implies the first estimate in (61).
We finally turn to the uniqueness statement. From the first estimate in (61) we obtain by the triangle
inequality ( 
|x|<R
|∇(w − w′)|2
) 1
2
.
(
r
r∗
)m−k( r
R
)β+d−1
. (108)
By Proposition 5, there exist wn ∈ Yn(r∗), n = k, . . . ,m, and a remainder w˜ ∈ Ym+1(r) such that
w − w′ = wk + · · ·+ wm + w˜.
We now argue that ∇wn = 0 in {|x| > r∗}: Indeed by the homogeneity (64) of elements of Zn(r∗) and
the boundedness (63) (with R ≥ r playing the role of r) of the projection we have for all R ≥ r( 
|x|>r∗
|∇wn|
2
)1
2 (64)
.
(
R
r∗
)n+d−1( 
|x|>R
|∇wn|
2
) 1
2
(63)
.
(
R
r∗
)n+d−1( 
|x|>R
|∇(w − w′)|2
) 1
2
(108)
.
(
r
r∗
)m−k(R
r∗
)n+d−1( r
R
)β+d−1
.
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Since n ≤ m < β we obtain in the limit R ↑ ∞ that ∇wn = 0 in {|x| > r∗}. 
5.4. Proofs of Propositions 5 and 6 and of Corollary 3.
Proof of Proposition 5. Step 1. Estimate of ( ·, · ); we claim that for an a-harmonic v defined on {|x| > r}
with
( ´
|x|>r |∇v|
2
) 1
2 <∞ and an a-harmonic u defined on Rd we have
|(u, v)| .
(ˆ
|x|<2R
|∇u|2
) 1
2
( ˆ
|x|>R
|∇v|2
) 1
2
for all R ≥ r. (109)
Let η be a (say, radial) function with
η = 0 on {|x| < R}, η = 1 on {|x| > 2R}, |∇η| .
1
R
(110)
so that by definition (3) of (u, v) we have
(u, v) = −
ˆ
∇η · (va∇u− ua∇v). (111)
The a-harmonicity of v on {|x| > r} together with (
´
|x|>r |∇v|
2)
1
2 <∞ implies
´
∇η · a∇v = 0; likewise
the a-harmonicity of u on Rd yields
´
∇η · a∇u = 0. Hence the formula (111) may be modified to
(u, v) = −
ˆ
∇η ·
(
(v − c˜)a∇u− (u− c)a∇v
)
for some arbitrary constants c, c˜. By the Cauchy-Schwarz inequality and (110) we obtain
|(u, v)| .
1
R
[(ˆ
R<|x|<2R
(u− c)2
) 1
2
(ˆ
R<|x|<2R
|∇v|2
) 1
2
+
(ˆ
R<|x|<2R
(v − c˜)2
) 1
2
(ˆ
R<|x|<2R
|∇u|2
) 1
2
]
.
For an appropriate choice of c and c˜, by Poincare´’s inequality (52) this yields (109).
Step 2. Proof of i); we consider the map (Yk/Ym+1) ∋ v 7→ (·, v) ∈ (Xm/Xk−1)∗. We first remark that
if v ∈ Yk, we have by Corollary 4 that (u, v) = 0 whenever u ∈ Xk−1. Moreover, if for some v, v′ ∈ Yk
it holds (u, v) = (u, v′) for every u ∈ Xm, then Lemma 5 yields that v − v′ ∈ Ym+1. Therefore, the
map is not only well-defined but also one-to-one. We prove that it is also onto: To do so we construct
a partial inverse (Xm/Xk−1)∗ → Yk(r∗), and thus give ourselves an ℓ ∈ (Xm/Xk−1)∗. Since the product´
|x|<r∗∇u ·∇u˜ is an inner product on the space Xm/X0 (see (55)), Riesz’s representation theorem implies
that there exists an element U ∈ Xm/X0 such that ℓ.u =
´
|x|<r∗∇u · ∇U and(ˆ
|x|<r∗
|∇U |2
) 1
2
≤ sup
u∈Xm
ℓ.u
(
´
|x|<r∗ |∇u|
2)
1
2
. (112)
We claim that the Lax-Milgram solution of
−∇ · a∇v = −∇ · h where h := I({|x| < r∗}), (113)
is in Yk(r∗) and such that ℓ = (·, v). Since by definition of h, the function v is a-harmonic in {|x| > r∗},
satisfies the energy estimate ˆ
|∇v|2 .
ˆ
|h|2 =
ˆ
|x|<r∗
|∇U |2 < +∞,
and (1, v) = 0, we have by Lemma 5 b) ⇒ a) that v ∈ Y1(r∗). By the definition (3) of the bilinear form
(·, ·), the divergence theorem and equation (113) we have that for all u ∈ Xm
(u, v) = −
ˆ
∇η · (va∇u− ua∇v) =
ˆ
∇(ηu) · h =
ˆ
∇u · h = ℓ.u.
In addition, since ℓ ∈ (Xm/Xk−1)∗, it follows that (u, v) = 0 whenever u ∈ Xk−1. This implies by Lemma
5 b) ⇒ a), that v ∈ Yk(r∗). We thus constructed a partial inverse (Xm/Xk−1)∗ → Yk(r∗) and this way
established that the map (Yk/Ym+1)→ (Xm/Xk−1)∗ is also onto. The proof of i) is thus concluded.
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Step 3. Proof of ii): construction of the spaces Zn(r∗), n = k, ...,m; without loss of generality, we give
the argument for Zk(r∗). We consider the linear map M : (Xk/Xk−1)∗ → Yk(r∗) constructed in Step 2,
with m = k: We define Zk(r∗) as the image of (Xk/Xk−1)∗ under this map. While we only need to
show that Zk(r∗) is a complement of Yk+1(r∗) in Yk(r∗), for the later purposes we show that Zk(r∗) is
complement of Yk+1(r) in Yk(r) for any r ≥ r∗. Since for every r ≥ r∗ it holds Yk(r∗) ⊂ Yk(r), we clearly
have that Zk(r∗) ⊂ Yk(r) for every r ≥ r∗ and we need to argue that Zk(r∗) is a complement of Yk+1(r)
in Yk(r). On the one hand, we have Zk(r∗) ∩ Yk+1(r) = {0}, which can be seen as follows: We are given
a v ∈ Zk(r∗) ∩ Yk+1(r); because of v ∈ Zk(r∗), by definition, there exists a pre-image ℓ ∈ (Xk/Xk−1)∗ of
v under the map M such that ℓ = (·, v); because of v ∈ Yk+1(r), we infer from Lemma 5 that ℓ vanishes
on Xk; hence ℓ = 0 and also its image v under the linear map M has to vanish. On the other hand,
we have Yk(r) = Zk(r∗) + Yk+1(r) which can be seen as follows: Given v˜ ∈ Yk(r), we consider the form
ℓ ∈ (Xk/Xk−1)∗ given by Xk ∋ u 7→ (u, v˜); by the above construction of M , there exists v ∈ Yk(r) such
that ℓ = (·, v). Hence we have (u, v˜ − v) = 0 for all u ∈ Xk, which by Lemma 5 implies v˜ − v ∈ Yk+1(r)
and thus v˜ ∈ Zk(r∗) + Yk+1(r).
We are now given l ∈ (Xm/Xk−1)∗. Since (Xm/Xk−1)∗ = (Xm/Xm−1)∗⊕· · ·⊕(Xk/Xk−1)∗, there exists a
unique (m−k+1)-tuple (wm, . . . , wk) ∈ Zm(r∗)×· · ·×Zk(r∗) such that l = (·, w) with w = wm+· · ·+wk.
It thus remains to show that w satisfies (62). By linearity and the construction of each Zn(r∗), we have
that w satisfies (113) for some U ∈ Xm such that for all u ∈ Xm
ℓ.u = (u,w)
(3)
= −
ˆ
∇η ·
(
wa∇u− ua∇w)
(113)
=
ˆ
|x|<r∗
∇U · ∇u,
where η here comes from definition (3) (i.e. η = 1 in {|x| < r∗}), in particular it is quite different from
η defined in (109). Therefore, the energy estimate for wˆ
|∇w|2 .
ˆ
|h|2 =
ˆ
|x|<r∗
|∇U |2,
the above identity, and (112) yield that( 
|x|>r∗
|∇w|2
) 1
2
. sup
u∈Xm
1
rd∗
ℓ.u(ffl
|x|<r∗ |∇u|
2
) 1
2
.
Moreover, by Lemma 5 c) and (55) we also get for every r ≥ r∗ that( 
|x|>r
|∇w|2
)1
2
.
(
r∗
r
)d−1+k
sup
u∈Xm
1
rd∗
ℓ.u(
r∗
r
)m−1(ffl
|x|<r |∇u|
2
) 1
2
≃
(
r
r∗
)m−k
sup
u∈Xm
1
rd
ℓ.u(ffl
|x|<r |∇u|
2
) 1
2
,
i.e. inequality (62).
Step 4. Proof of iii); for m = k estimate (62) of ii) turns into(ˆ
|x|>r
|∇w|2
) 1
2
. sup
u∈Xk
(u,w)
(
´
|x|<r |∇u|
2)
1
2
for all r ≥ r∗ and w ∈ Zk(r∗),
which by (55) may be upgraded to(ˆ
|x|>r
|∇w|2
) 1
2
. sup
u∈Xk
(u,w)
(
´
|x|<2r |∇u|
2)
1
2
for all r ≥ r∗ and w ∈ Zk(r∗), (114)
We begin with (63) for the decomposition w = wk + w˜ ∈ Zk(r∗) + Yk+1(r). By estimate (114) it holds
for every r ≥ r∗ (ˆ
|x|>r
|∇wk|
2
) 1
2
. sup
u∈Xk
(u,wk)
(
´
|x|<2r |∇u|
2)
1
2
.
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Since by linearity and Lemma 5 a) ⇒ b), we have that (u,w) = (u,wk) for every u ∈ Xk, it follows that(ˆ
|x|>r
|∇wk|
2
) 1
2
. sup
u∈Xk
(u,w)
(
´
|x|<2r |∇u|
2)
1
2
(109)
.
(ˆ
|x|>r/2
|∇w|2
)1
2
,
i.e. estimate (63) with k = m. We generalize (63) by iteration: If w−wk = wk+1+w˜ ∈ Zk+1(r∗)+Yk+2(r)
we repeat the previous argument to infer(ˆ
|x|>r
|∇wk+1|
2
) 1
2
.
(ˆ
|x|>r
|∇(w − wk)|
2
) 1
2
.
The triangle inequality on the right-hand side and (63) for wk concludes the proof.
Step 5. Proof of iv); let v ∈ Zn(r∗). The . part for (64) follows immediately from Lemma 5 c).
Moreover, estimate (114) and assumption (55) yield(ˆ
|x|>r
|∇v|2
) 1
2
.
(
R
r
)d
2
+m−1
sup
u∈Xn
(u, v)
(
´
|x|<2R |∇u|
2)
1
2
(109)
.
(
R
r
) d
2
+m−1(ˆ
|x|>R
|∇v|2
) 1
2
,
i.e. the & in (64). 
Proof of Proposition 6. We start with the following observation that expresses a fundamental non-degeneracy
of our bilinear form: For any a-harmonic function u we have(ˆ
|x|<r
|∇u|2
) 1
2
. sup
v∈Y1(r)
(u, v)
(
´
|x|>r |∇v|
2)
1
2
for all r ≥ r∗. (115)
To this purpose, we fix r ≥ r∗ and give a duality argument, which means we give ourselves a square-
integrable vector field h supported on {|x| < r} and denote by v the Lax-Milgram solution of −∇·a∇v =
−∇ · h; in particular we have by the energy estimate
´
|∇v|2 .
´
|h|2. Since clearly v is a-harmonic in
{|x| > r} and it holds (1, v) = 0, we learn from Lemma 5 b) ⇒ a) that v ∈ Y1(r). From definition (3)
we see that (u, v) =
´
∇u · h. Hence the right-hand side of (115) dominates suph:supph⊂{|x|<r}
´ ∇u·h
(
´ |h|2) 12 ,
which is identical to the left-hand side.
Equipped with (115) and (62) of Proposition 5 we now may conclude
(·, ·) is non-degenerate on Xm/X0 × Y1(r)/Ym+1(r) for any r ≥ r∗, (116)
by which, in view of Corollary 4, we understand the two properties: 1) that for any u ∈ Xm with
∀ v ∈ Y1(r) (u, v) = 0 we have u ∈ X0, and 2) that for any v ∈ Y1(r) with ∀ u ∈ Xm (u, v) = 0
we have v ∈ Ym+1(r). Property 1) is a direct qualitative consequence of (115). In view of Y1(r) =
Z1(r∗) + · · · + Zm(r∗) + Ym+1(r), see Proposition 5 iii), property 2) is a qualitative consequence of (62)
for k = 1, in form of (114). By elementary linear algebra, we note that (116) allows to pass from part i)
of Proposition 5 to part i) of this proposition.
Encouraged by property (116), we now define for n = 1, . . . ,m
Wn :=
{
u ∈ Xn|
 
|x|<r∗
u = 0, ∀ v ∈ Z1(r∗) + · · · + Zn−1(r∗) : (u, v) = 0
}
(117)
with the understanding that for n = 1, the last condition is void. Hence Wn/X0 is the (·, ·)-polar
complement of Z1(r∗)+ · · ·+Zk−1(r∗) in Xn/X0. It is built into this definition that iii) holds for n > m;
iii) for n < m follows from Corollary 4. We now argue that (116) implies the qualitative part of ii),
namely
Xk = Xk−1 ⊕Wk,
which amounts to 1) {0} = Xk−1 ∩Wk and 2) Xk = Xk−1 +Wk. Property 1) follows from the non-
degeneracy (116) of (·, ·) on Xk−1/X0× (Y1(r∗)/Yk(r∗) ∼= Z1(r∗)+ · · ·+Zk−1(r∗)): Because of the latter,
an element u ∈ Xk−1 ∩Wk has to be in X0, so that by the first condition in (117) it has to vanish.
Property 2) follows once the dimensions of Xk and Xk−1+Wk are equal, which by property 1) reduces to
arguing that dimXk = dimXk−1 + dimWk, which we rewrite as dimXk/X0 = dimXk−1/X0 + dimWk.
Again, this follows from the non-degeneracy (116), which ensures that for the polar set Wk we have the
dimension formula dimWk = dimXk/X0 − dim(Z1(r∗) + · · ·+Zk−1(r∗)), and from Proposition 5, which
ensures that dim(Z1(r∗) + · · ·+ Zk−1(r∗)) = dimY1(r∗)/Yk(r∗) = dimXm−1/X0.
26 PETER BELLA, ARIANNA GIUNTI, AND FELIX OTTO
We now turn to the quantitative part of ii) and give ourselves u ∈ Wk + · · · +Wm and r ≥ r∗. Since in
particular u ∈ Xm, we have by our assumption (55) that( 
|x|<r
|∇u|2
) 1
2
.
(
r
r∗
)m−1( 
|x|<r∗
|∇u|2
) 1
2
.
We now dualize with help of (115) (with r = r∗)( 
|x|<r
|∇u|2
) 1
2
.
(
r
r∗
)m−1
sup
v˜∈Y1(r∗)
1
rd∗
(u, v˜)
(
ffl
|x|>r∗ |∇v˜|
2)
1
2
.
We then split Y1(r∗) ∋ v˜ = v− + v + v+ ∈ (Z1 + · · · + Zk−1)(r∗) ⊕ (Zk + · · · + Zm)(r∗) ⊕ Ym+1(r∗), cf.
Proposition 5, use that by part iii) and Corollary 4 we have (u, v˜) = (u, v), and that by (63) it holds
(
´
|x|≥r∗ |∇v|
2)
1
2 . (
´
|x|≥r∗ |∇v˜|
2)
1
2 , to arrive at( 
|x|<r
|∇u|2
) 1
2
.
(
r
r∗
)m−1
sup
v∈(Zk+···+Zm)(r∗)
1
rd∗
(u, v)
(
ffl
|x|>r∗ |∇v|
2)
1
2
.
Since in particular v ∈ Yk(r∗), we may use Lemma 5 a)⇒ c) to obtain( 
|x|<r
|∇u|2
) 1
2
.
(
r
r∗
)m−1(r∗
r
)k+d−1
sup
v∈(Zk+···+Zm)(r∗)
1
rd∗
(u, v)
(
ffl
|x|>r |∇v|
2)
1
2
, (118)
which is the desired estimate.
Equipped with part ii), part iv) is easy: By (55) it is enough to establish the estimate for r ≥ 2r∗. We
fix n = k, . . . ,m; by (55) again we have (
ffl
|x|<r |∇un|
2)
1
2 . (
ffl
|x|< r
2
|∇un|
2)
1
2 . We now appeal to (118)
with k = m = n and applied to u = un and r replaced by
r
2 . By part iii) we have for the numerator
(un, v) = (u, v), on which we apply estimate (109) in form of |
1
rd
(u, v)| . (
ffl
|x|<r |∇u|
2)
1
2 (
ffl
|x|> r
2
|∇v|2)
1
2 .
This yields part iv).
The .-part of (65) in v) follows trivially by condition (55). We argue for the &-part: By iii) with
m = k = n, we have (ˆ
|x|<r
|∇u|2
) 1
2
. sup
v∈Zn(r∗)
(u, v)(´
|x|>r |∇v|
2
) 1
2
,
and, by (64) of Proposition 5, also(ˆ
|x|<r
|∇u|2
) 1
2
.
(
r
R
) d
2
−1+n
sup
v∈Zn(r∗)
(u, v)(´
|x|>R/2 |∇v|
2
) 1
2
.
We now apply inequality (109) to the right-hand side above and establish (65). 
Proof of Corollary 3. We start with (66): If u ∈ Xm and we denote by wm its projection onto Wm, we
have by (55), together with iv) of Proposition 6, that
‖u− wm‖m−1
(55)
.
( 
|x|<r∗
|∇(u− wm)|
2
) 1
2 iv)
.
( 
|x|<r∗
|∇u|2
) 1
2
≤ ‖u‖m. (119)
Let us now define by wm−1 the projection of u− wm onto Wm−1 (so that wm + wm−1 is the projection
of u onto Wm ⊕Wm−1). The same reasoning as above yields also that
‖(u− wm)−wm−1‖m−2 . ‖u− wm‖m−1
(119)
. ‖u‖m.
In addition, assumption (55), the triangle inequality and Proposition 6 iv) immediately imply
‖wm + wm−1‖m
(55)
.
( 
|x|<r∗
|∇(wm + wm−1)|2
)1
2 iv)
. ‖u‖m.
The combination of the previous two inequalities yields (66).
The proof of (67) is similar, but relying on iii) and iv) of Proposition 5 and on Lemma 5 c) instead of
assumption (55).
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
5.5. Proofs of Lemmas 2, 3, and 4.
Proof of Proposition 2. For any dyadic multiple ρ of r we define
gρ := I({ρ < |x| < 2ρ})g for ρ > r and gr := I({|x| < r})g, (120)
where I(B) denotes the characteristic function of the set B. Assumption (68) then translates into(
1
ρd
ˆ
|gρ|
2
) 1
2
.
(
ρ
r
)β−1
. (121)
Let uρ denote the Lax-Milgram solution of
−∇ · a∇uρ = ∇ · gρ; (122)
by the energy estimate we obtain from (121) that(
1
ρd
ˆ
|∇uρ|
2
) 1
2
.
(
ρ
r
)β−1
. (123)
Since by (120) and (122), uρ is a-harmonic in {|x| < ρ} (for ρ > r), by Lemma 4, with k− 1 playing the
role of the exponent k, there exists u˜ρ ∈ Xk−1( 
|x|<R
|∇(uρ − u˜ρ)|
2
) 1
2
.
(
R
ρ
)k−1( 
|x|<ρ
|∇uρ|
2
) 1
2
for all R ∈ [r∗, ρ],
which with help of (123) we upgrade to( 
|x|<R
|∇(uρ − u˜ρ)|
2
)1
2
.
(
R
ρ
)k−1(ρ
r
)β−1
for all R ∈ [r, ρ]. (124)
Appealing to (76) from Lemma 4 we have
( 
|x|<R
|∇u˜ρ|
2
) 1
2
.
( 
|x|<ρ
|∇uρ|
2
) 1
2
for all R ∈ [r∗, ρ]. (125)
Up to additive constants we define u via
∇u :=
∑
ρ>r
∇(uρ − u˜ρ) +∇ur. (126)
Provided this series converges, the desired equation (69) follows from (120) in form of g =
∑
ρ≥r gρ and
(122) together with the a-harmonicity of u˜ρ. The absolute convergence of (126) and the desired estimate
(70) both follow from
∑
ρ>r
( 
|x|<R
|∇(uρ − u˜ρ)|
2
) 1
2
+
(  
|x|<R
|∇ur|
2
) 1
2
.
(
R
r
)β−1
for R ≥ r,
which for fixed R ≥ r (which w.l.o.g. we assume to be a dyadic multiple of r) we split into
∑
ρ>R
( 
|x|<R
|∇(uρ − u˜ρ)|
2
) 1
2
.
(
R
r
)β−1
, (127)
∑
R≥ρ>r
(( 
|x|<R
|∇uρ|
2
) 1
2
+
(  
|x|<R
|∇u˜ρ|
2
) 1
2
)
.
(
R
r
)β−1
, (128)
( 
|x|<R
|∇ur|
2
) 1
2
.
(
R
r
)β−1
. (129)
Estimate (129) is an immediate consequence of (123) for ρ = r which implies
( ffl
|x|<R |∇ur|
2
) 1
2 . ( rR )
d
2
≤ (Rr )
β−1. The estimate (127) of the far-field contribution is a consequence of (124) thanks to β < k.
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By our hypothesis (55) (with k replaced by k− 1) and estimate (125) we have for the second term in the
intermediate-field contribution (128)( 
|x|<R
|∇u˜ρ|
2
) 1
2 (55)
.
(
R
ρ
)(k−1)−1( 
|x|<ρ
|∇u˜ρ|
2
) 1
2 (125)
.
(
R
ρ
)(k−1)−1( 1
ρd
ˆ
|∇uρ|
2
) 1
2
.
We trivially have for the first contribution
( ffl
|x|<R |∇uρ|
2
) 1
2 ≤ ( ρR )
d
2 ( 1
ρd
´
|∇uρ|
2
) 1
2 so that it is of higher
order with respect to the second contribution (in the considered range ρ ≤ R). Hence by (123), both
contributions are . (Rρ )
(k−1)−1(ρr )
β−1. Thanks to β > (k − 1), (128) follows.

Proof of Lemma 3. By (71), g is in particular square integrable. Hence by Lax-Milgram, there exists a
square-integrable solution u of (73) and we have(ˆ
|∇u|2
) 1
2
.
(ˆ
|g|2
)1
2
. (130)
Now let R ≥ r be given. In preparation for a duality argument, let h be a square-integrable vector field
supported in {|x| > R} and v the Lax-Milgram solution of −∇ · a∇v = ∇ · h. We thus have( ˆ
|∇v|2
) 1
2
.
(ˆ
|h|2
) 1
2
(131)
and ˆ
h · ∇u =
ˆ
g · ∇v. (132)
By the support assumption on h, v is a-harmonic in {|x| < R} so that by Lemma 4 and using (131),
there exists w ∈ Xk such that( 
|x|<r
|∇(v − w)|2
) 1
2
.
(
r
R
)(k+1)−1( 1
Rd
ˆ
|h|2
) 1
2
for all r ∈ [r∗, R], (133)
( 
|x|<r
|∇w|2
) 1
2
.
(
1
Rd
ˆ
|h|2
) 1
2
for all r ∈ [r∗, R]. (134)
By assumption (72), identity (132) turn intoˆ
h · ∇u =
ˆ
g · ∇(v − w). (135)
In order to carry out the duality argument, we now estimate the right-hand side of (135) in terms of
(
´
|h|2)
1
2 . We do this by splitting the integral into dyadic annuli and using the Cauchy-Schwarz inequality
(where for this purpose, we assume w.l.o.g. that R is a dyadic multiple of r)∣∣∣∣
ˆ
g · ∇(v − w)
∣∣∣∣ ≤∑
ρ≥r
(ˆ
ρ<|x|<2ρ
|g|2
) 1
2
(ˆ
ρ<|x|<2ρ
|∇(v −w)|2
) 1
2
+
(ˆ
|x|<r
|g|2
) 1
2
(ˆ
|x|<r
|∇(v − w)|2
) 1
2
,
where the sum runs over all radii ρ that are a dyadic multiple of r. By (51) this implies∣∣∣∣ 1Rd
ˆ
g · ∇(v − w)
∣∣∣∣ .∑
ρ≥r
(
ρ
R
)d( 
|x|>ρ
|g|2
) 1
2
( 
|x|<2ρ
|∇(v − w)|2
) 1
2
+
(
r
R
)d( 
|x|<r
|g|2
) 1
2
( 
|x|<r
|∇(v − w)|2
) 1
2
,
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which allows to insert our assumption (71):∣∣∣∣ 1Rd
ˆ
g · ∇(v − w)
∣∣∣∣ .∑
ρ≥r
(
ρ
R
)d(r
ρ
)β+d−1( 
|x|<2ρ
|∇(v − w)|2
) 1
2
+
(
r
R
)d( 
|x|<r
|∇(v − w)|2
)1
2
.
We distinguish the far-field, the intermediate and the near-field part:∣∣∣∣ 1Rd
ˆ
g · ∇(v −w)
∣∣∣∣
.
∑
ρ≥R
(
ρ
R
)d(r
ρ
)β+d−1[( 
|x|<2ρ
|∇v|2
) 1
2
+
( 
|x|<2ρ
|∇w|2
) 1
2
]
(136)
+
∑
r≤ρ<R
(
ρ
R
)d(r
ρ
)β+d−1( 
|x|<2ρ
|∇(v − w)|2
) 1
2
(137)
+
(
r
R
)d( 
|x|<r
|∇(v − w)|2
) 1
2
. (138)
On the second term in (136) we use (55) in form of
( ffl
|x|<2ρ |∇w|
2
) 1
2 . ( ρR )
k−1( ffl
|x|<R |∇w|
2
) 1
2 and
then (134) to estimate it by ( ρR )
k−1( 1
Rd
´
|h|2
) 1
2 ; on the first term in (136) we use (131) in form of( ffl
|x|<2ρ |∇v|
2
) 1
2 .
(
1
ρd
´
|h|2
) 1
2 , since this can be rewritten as
(
R
ρ )
d/2( 1
Rd
´
|h|2
) 1
2 we see that this con-
tribution is of higher order with respect to the first one. On the terms in (137) and (138) we use (133).
Combining these we see∣∣∣∣ 1Rd
ˆ
g · ∇(v − w)
∣∣∣∣ .
[∑
ρ≥R
(
ρ
R
)d(r
ρ
)β+d−1( ρ
R
)k−1
+
∑
r≤ρ<R
(
ρ
R
)d(r
ρ
)β+d−1( ρ
R
)(k+1)−1
+
(
r
R
)d( r
R
)(k+1)−1]( 1
Rd
ˆ
|h|2
) 1
2
.
Since k < β < k + 1 we obtain for these geometric series∣∣∣∣ 1Rd
ˆ
g · ∇(v − w)
∣∣∣∣ .
(
r
R
)β+d−1( 1
Rd
ˆ
|h|2
) 1
2
.
By formula (135) and the fact that h was an arbitrary function supported in {|x| > R} we obtain
the second part of (74). The first part of (74) follows immediately from assumption (71) in form of
( 1
Rd
´
|g|2) . 1 and (130).

Proof of Lemma 4. For any radius r∗ ≤ r ≤ R, we define
ur := argmin
u′∈Xk
( 
|x|<r
|∇(u− u′)|2
) 1
2
.
We start by showing that for r∗ ≤ r ≤ R it holds( 
|x|<R
|∇(ur − uR)|2
) 1
2
. inf
u′∈Xk
( 
|x|<R
|∇(u− u′)|2
) 1
2
. (139)
By the triangle inequality and a dyadic decomposition it is enough to show that, whenever r ≤ r1 ≤ 2r,
we have ( 
|x|<R
|∇(ur − ur1)|2
) 1
2
.
(
r
R
)(k+1)−1
inf
u′∈Xk
( 
|x|<R
|∇(u− u′)|2
) 1
2
, (140)
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where we recall that k + 1 is the successor of k in (53). Indeed, assumption (55) on the space Xk and
the triangle inequality yield( 
|x|<R
|∇(ur − ur1)|2
) 1
2
.
(
R
r
)k−1( 
|x|<r
|∇(ur − ur1)|2
) 1
2
.
(
R
r
)k−1( 
|x|<r1
|∇(u− uR − ur1)|2
) 1
2
+
(
R
r
)k−1( 
|x|<r
|∇(u− uR − ur)|2
) 1
2
.
By definition of the elements ur, ur1 this yields( 
|x|<R
|∇(ur − ur1)|2
) 1
2
.
(
R
r
)k−1
inf
u′∈Xk
( 
|x|<r1
|∇(u− uR − u′)|2
) 1
2
+
(
R
r
)k−1
inf
u′∈Xk
( 
|x|<r
|∇(u− uR − u′)|2
) 1
2
.
We now apply assumption (54) and r1 ≤ 2r to conclude( 
|x|<R
|∇(ur − ur1)|2
) 1
2
.
(
r
R
)(k+1)−1( 
|x|<R
|∇(u− uR)|2
) 1
2
,
i.e. inequality (140) by definition of uR. We thus established estimate (139).
Let us now set u˜ := ur∗ . We prove inequality (75) of the lemma. By the triangle inequality we get for
every r ≤ R ( 
|x|<r
|∇(u− u˜)|2
) 1
2
≤
( 
|x|<r
|∇(u− ur)|2
) 1
2
+
( 
|x|<r
|∇(ur − u˜)|2
) 1
2
,
so that by (139) with r = r∗ and R = r we get( 
|x|<r
|∇(u− u˜)|2
) 1
2 (139)
.
( 
|x|<r
|∇(u− ur)|2
) 1
2
+ inf
u′∈Xk
( 
|x|<r
|∇(u− u′)|2
) 1
2
(54)
.
(
r
R
)k( 
|x|<R
|∇u|2
)1
2
.
We now turn to (76): We note that, since u is a-harmonic in {|x| < R}, the second inequality immediately
follows from our assumption (54) with k = 0. The first estimate is a consequence of the triangle inequality( 
|x|<r
|∇u˜|2
) 1
2
.
( 
|x|<r
|∇(u− u˜)|2
)1
2
+
( 
|x|<r
|∇u|2
) 1
2
,
and an application of (75) on the first term on the right-hand side with R = r (which is allowed to apply,
since the choice of u˜ is independent from the radius R).
We conclude by establishing the Liouville property (77) for the spaces Xm, thereby generalizing the
result of [25] to our abstract setting. The implication ⇐ immediately follows from assumption (55). We
turn to ⇒: Since u is a-harmonic on the whole space, by the first inequality (75) of this lemma we may
find an element u˜ ∈ Xk−1 such that for every R ≥ r ≥ r∗ it holds( 
|x|<r
|∇(u− u˜)|2
)1
2
.
(
r
R
)k−1( 
|x|<R
|∇u|2
) 1
2
.
Therefore, by letting R ↑ +∞ our assumption in (77) implies( 
|x|<r
|∇(u− u˜)|2
) 1
2
= 0 for all r ≥ r∗,
and thus u = u˜ ∈ Xk−1.

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5.6. Proof of Lemma 5 and of Corollary 4.
Proof of Lemma 5. The implication c) ⇒ a) is obvious by definition of Yk(r). The implication a) ⇒ b)
is a consequence of estimate (109) applied with u˜ playing the role of u; in this estimate, we let R ↑ ∞
and use the defining properties of Xk−1 and Yk(r) to infer (u˜, v) = 0.
It thus remains to address b) ⇒ c). We start by applying Lemma 6 to (v, 0) playing the role of (u, g).
We may do so, since by b) and k ≥ 1 we have in particular that (1, v) = 0, which means that the total
flux of the divergence-free vector field a∇v in {|x| > r} vanishes, which amounts to the first variant (81)
of the second hypothesis of Lemma 6. Hence there exists (v¯, g¯) such that (83) and (84) hold, as well as
(85) in form of (
1
rd
ˆ
|∇v¯|2 + |g¯|2
) 1
2
.
( 
|x|>r
|∇v|2
) 1
2
. (141)
We now argue that our assumption b) impliesˆ
∇u˜ · g¯ = 0 for all u˜ ∈ Xk−1. (142)
Indeed, by (3) and (84) we have (u˜, v) =
´
∇η · (u˜a∇v¯ − v¯a∇u˜) for every compactly supported η with
η = 1 on {|x| < 2r}. Using (83) and the a-harmonicity of u˜ we have
´
∇η · (u˜a∇v¯− v¯a∇u˜) =
´
η∇u˜ · g¯,
which by (84) is identical to
´
∇u˜ · g¯. Therefore, (u˜, v) = 0 implies (142).
We now resort to a duality argument to establish (78). To this purpose we give ourselves an arbitrary
R ≥ 2r and an arbitrary square-integrable vector field h supported in {|x| > R}, and let v˜ be the
Lax-Milgram solution of
−∇ · a∇v˜ = ∇ · h. (143)
We record the energy inequality in form of(
1
Rd
ˆ
|∇v˜|2
) 1
2
.
(
1
Rd
ˆ
|h|2
) 1
2
. (144)
Since by the support assumption on h, v˜ is a-harmonic in {|x| < R}, we may apply our hypothesis (54),
which yields a u˜ ∈ Xk−1 with( 
|x|<2r
|∇(v˜ − u˜)|2
) 1
2
.
(
r
R
)k−1( 1
Rd
ˆ
|h|2
)1
2
, (145)
where we used (144). Since both u¯ and v˜ are Lax-Milgram solutions of (83) and (143), respectively, we
have the formula ˆ
h · ∇v¯ =
ˆ
g¯ · ∇v˜,
which with help of (142) we upgrade to
´
h · ∇v¯ =
´
g¯ · ∇(v˜ − u˜). Since h is supported in {|x| > R} ⊂
{|x| > 2r} we obtain by (84) ˆ
h · ∇v =
ˆ
g¯ · ∇(v˜ − u˜). (146)
¿From formula (146) we obtain by the Cauchy-Schwarz inequality and the fact that g¯ is supported in
{|x| < 2r}, see (84),
1
Rd
∣∣∣∣
ˆ
h · ∇v
∣∣∣∣≤
(
r
R
)d( 1
rd
ˆ
|g¯|2
) 1
2
( 
|x|<2r
|∇(v˜ − u˜)|2
) 1
2
,
into which we insert (141) and (145)
1
Rd
∣∣∣∣
ˆ
h · ∇v
∣∣∣∣≤
( 
|x|>r
|∇v|2
) 1
2
(
r
R
)k+d−1( 1
Rd
ˆ
|h|2
) 1
2
.
Since h was arbitrary besides being supported in {|x| > R}, we obtain (78).

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Proof of Corollary 4. The first part of Corollary 4 is an immediate consequence of a) ⇒ b) of Lemma 5.
We turn to the non-trivial implication in (79): Let v ∈ Yk be a-harmonic in {|x| > r} for some r ≥ r∗.
By estimate (109) shown in the proof of Proposition 5 we have for every u ∈ Xk and R ≥ r
|(u, v)| .
(ˆ
|x|<2R
|∇u|2
) 1
2
(ˆ
|x|>R
|∇v|2
)1
2
(55)
.
(
R
r∗
)k−1+ d
2
(ˆ
|x|<r∗
|∇u|2
)1
2
(ˆ
|x|>R
|∇v|2
) 1
2
. r
−k+1− d
2∗
(ˆ
|x|<r∗
|∇u|2
) 1
2
Rd+k−1
( 
|x|>R
|∇v|2
) 1
2
.
Therefore, sending R ↑ +∞ yields (u, v) = 0 for every u ∈ Xk. By Lemma 5 this is equivalent to
v ∈ Yk+1. This yields the ⇒ implication in (79) and thus concludes the argument for Corollary 4. 
5.7. Proof of Lemmas 6 and 7.
Proof of Lemma 6. Let η be a cut-off function for {|x| < r} in {|x| < 2r} with |∇η| . 1r . We set
u¯ := (1− η)(u− c) where c is a constant to be adjusted later and where we think of u¯ as being extended
by zero on {|x| < r}. This definition implies
∇u¯ = (1− η)∇u− (u− c)∇η, (147)
which with (80) combines to
−∇ · a∇u¯ = ∇ ·
(
(1− η)g + (u− c)a∇η
)
+∇η · (a∇u+ g). (148)
We now claim for the last term on the right-hand side of (148) thatˆ
r<|x|<2r
∇η · (a∇u+ g) = 0. (149)
We distinguish the cases of hypothesis (81), in which case (149) is immediate, and hypothesis (82). In
case of the latter, by (80), a∇u + g is a divergence-free in {|x| > r}. Hence for R ≫ r and a cut-off
function ηR for {|x| < R} in {|x| < 2R} with |∇ηR| .
1
R we have∣∣∣∣
ˆ
r<|x|<2r
∇η · (a∇u+ g)
∣∣∣∣=
∣∣∣∣
ˆ
R<|x|<2R
∇ηR · (a∇u+ g)
∣∣∣∣. 1R
ˆ
R<|x|<2R
|a∇u+ g|,
so that (149) follows from (82) in the limit R ↑ ∞. In view of (149) there exists a function w that solves
the Neumann boundary problem on the annulus {r < |x| < 2r}
−∇ · a∇w = ∇η · (a∇u+ g) in {r < |x| < 2r},
ν · a∇w = 0 on ∂({r < |x| < 2r}),
interpreted in the weak sense, so that if we extend −a∇w by zero outside the annulus to a vector field
g˜ we have
∇ · g˜ = ∇η · (a∇u+ g) everywhere.
Hence if we set
g¯ := (1− η)g + (u− c)a∇η + g˜, (150)
identity (148) implies the desired equation (83). The extension property (84) follows from (147) and
(150) by the support properties of η and g˜.
It remains to establish the estimate (85). Using the triangle inequality on (147) in form of(ˆ
|x|<2r
|∇u¯|2
) 1
2
.
(ˆ
r<|x|<2r
|∇u|2
) 1
2
+
1
r
(ˆ
r<|x|<2r
(u− c)2
)1
2
the desired (ˆ
|x|<2r
|∇u¯|2
) 1
2
.
(ˆ
r<|x|<2r
|∇u|2
) 1
2
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follows from our hypothesis (52) of Poincare´’s inequality. In view of (150), the g¯-part of (85), that is,(ˆ
|x|<2r
|g¯|2
) 1
2
.
(ˆ
r<|x|<2r
|∇u|2 + |g|2
) 1
2
,
follows from the same argument provided we establish(ˆ
|x|<2r
|g˜|2
) 1
2
.
(ˆ
r<|x|<2r
|∇u|2 + |g|2
) 1
2
.
In view of the definition of g˜ as the extension of −a∇w, where w solves the Neumann problem on the
annulus with right-hand side f := ∇η · (a∇u+ g) (of vanishing average), it suffices to show(ˆ
r<|x|<2r
|∇w|2
)1
2
. R
(ˆ
r<|x|<2r
f2
) 1
2
.
In order to see this, we test the Neumann problem with w− c¯ for some constant c¯ and apply once more
Poincare´’s inequality (52). 
Proof of Lemma 7. For any ρ dyadic multiple of r∗ smaller than R we define
hρ := I({ρ < |x| < 2ρ})g for r∗ < ρ < R and hr∗ := I({|x| < r∗})g,
where I(B) denotes the characteristic function of the set B. Without loss of generality we assume that
R = 2Nr∗, since otherwise we can replace R with the largest 2Nr∗ which is not larger than R.
Let us define w¯ =
∑
ρ<R wρ with wρ being the Lax-Milgram solution of
−∇ · a∇wρ = ∇ · hρ. (151)
Since by (86) and by the definition of w¯ the difference w− w¯ is a-harmonic in {|x| < R}, we may appeal
to the mean-value property (76), the triangle inequality and the first estimate in (87) to get( 
|x|<r∗
|∇(w¯ − w)|2
) 1
2
.
( 
|x|<R
|∇(w¯ − w)|2
) 1
2
.
( 
|x|<R
|∇w¯|2
) 1
2
+ 1
≤
∑
ρ<R
( 
|x|<R
|∇wρ|
2
) 1
2
+ 1.
The energy estimate for (151) and the definition of hρ then imply( 
|x|<r∗
|∇(w¯ −w)|2
) 1
2
.
∑
ρ<R
(
1
Rd
ˆ
|hρ|
2
) 1
2
+ 1 .
∑
ρ<R
( 
|x|<2ρ
|h|2
) 1
2
+ 1.
Hence we are done once we establish( 
|x|<r∗
|∇w¯|2
) 1
2
.
∑
ρ<R
( 
|x|<2ρ
|h|2
)1
2
. (152)
Indeed, using the triangle inequality, the two estimates above and the second estimate in (87) yields (88).
We argue for (152) in the following way: For every r∗ < ρ < R, dyadic multiple of r∗, the construction
of hρ and equation (151) imply that the function wρ is a-harmonic in {|x| < ρ}, and thus we may use
the mean-value property (76) from Lemma 4 and the energy estimate for (151) to bound( 
|x|<r∗
|∇wρ|
2
) 1
2
.
( 
|x|<ρ
|∇wρ|
2
) 1
2
.
( 
|x|<2ρ
|h|2
) 1
2
.
In the case of ρ = r∗, the energy estimate alone yields( 
|x|<r∗
|∇wr∗ |
2
) 1
2
.
( 
|x|<r∗
|h|2
) 1
2
.
Hence, for r∗ ≤ ρ < R we have that( 
|x|<r∗
|∇wρ|
2
) 1
2
.
( 
|x|<2ρ
|h|2
) 1
2
.
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This, together with the triangle inequality for w¯( 
|x|<r∗
|∇w¯|2
) 1
2
≤
∑
ρ<R
( 
|x|<r∗
|∇wρ|
2
) 1
2
,
allows us to conclude (152) and thus also the proof of this lemma. 
6. Auxiliary results in the constant-coefficient case
The characterization of the spaces {Xhm}m and {Y
h
k }k, that is, in the Euclidean case of a constant
coefficient ah, is folklore. Since for part ii) of Lemma 8 we could not find a proof in case of systems, and
since it is a pleasing application of the results of Section 5, we give a proof of Lemma 8.
Lemma 8. i) For all m ≥ 0, Xhm consists of polynomials of degree ≤ m. The space W
h
m ⊂ X
h
m of
polynomials homogeneous of degree m is a complement of Xhm−1 in X
h
m (and thus is isomorphic to
Xhm/X
h
m−1).
ii) Let G denote the fundamental solution of −∇ · a∗h∇. Then for all k ≥ 1, the linear span Z
h
k of the set
of functions {∂αG}α, where α runs over all multi-indices of degree k, provides a complement for Y
h
k+1
in Y hk (and thus is isomorphic to Y
h
k /Y
h
k+1).
iii) For all m ≥ 2, (·, ·)h provides an isomorphism between Y
h
k /Y
h
m+1 and (X
h
m/X
h
k−1)
∗ and between
(Y hk /Y
h
m+1)
∗ and Xhm/Xhk−1.
iv) For all k ≥ 1 and r > 0, the projection Y hk (r) ∋ v 7→ w ∈ Z
h
k defined by the direct sum Y
h
k (r) =
Zhk ⊕ Y
h
k+1(r) provided in ii) is continuous in the sense of( 
R<|x|<2R
|∇vk|
2
) 1
2
.
( 
R<|x|<2R
|∇v|2
) 1
2
for all R ≥ r. (153)
The following lemma defines a linear map Y hk /Y
h
k+1 ∋ v 7→ v˜h, which canonically (and trivially) extends
to a map Y hk ∋ v 7→ v˜h, needed in Theorem 2 to construct the isomorphism Y
h
k /Y
h
k+2
∼= Yk/Yk+2 in the
non-symmetric case.
Lemma 9. Let k ≥ 1 be given and let us identify the quotient space Xhk+1/X
h
k with the space W
h
k+1 of
ah-harmonic polynomials homogeneous of degree k + 1, see part i) of Lemma 8, and the quotient space
Y hk /Y
h
k+1 with Z
h
k := span{∂
αG}|α|=k, see part ii) of Lemma 8.
In this sense for every v ∈ Y hk /Y
h
k+1 there exists a unique function v˜h, homogeneous of degree −(d− 2)−
(k + 1), such that
−∇ · a∗h∇v˜h = ∇ · ∂ijvC
∗,sym
ij in R
d\{0}, (154)
and such that for all u ∈ Xhk+1/X
h
k and R > 0ˆ
|x|=R
ν ·
(
v˜hah∇u− u(a
∗
h∇v˜h + ∂ijvC
∗,sym
ij )
)
=
ˆ
|x|=R
νk∂iv∂juC
sym
ijk . (155)
Quite analogously, in order to construct the isomorphism Xhm/X
h
m−2 ∼= Xm/Xm−2 in the non-symmetric
case, we need to define a suitable map Xhm/X
h
m−1 ∋ u 7→ u˜h.
Lemma 10. Let m ≥ 3 be given and let us as in Lemma 9 identify the quotient space Xhm/X
h
m−1 with ah-
harmonic polynomials homogeneous of degree m see part i) of Lemma 8, and the quotient space Y hm−1/Y
h
m
with the span of {∂αG}|α|=m−1, see part ii) of Lemma 8.
In this sense for every u ∈ Xhm/X
h
m−1 there exists a unique polynomial u˜h, homogeneous of degree m−1,
such that
−∇ · ah∇u˜h = ∇ · ∂ijuC
sym
ij (156)
and such that for all v ∈ Y hm−1/Y
h
m and R > 0ˆ
|x|=R
ν ·
(
v(ah∇u˜h + ∂ijuC
sym
ij )− u˜ha
∗
h∇v
)
= 0. (157)
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6.1. Proofs of Lemmas 8, 9, and 10.
Proof of Lemma 8. In the case of systems, where “functions” u(x) have values in some finite-dimensional
vector space V , the fundamental solution G(x) is in fact a field with values in the space of linear functions
from V to V . Hence by the statement i) we mean that the elements are polynomials in x with coefficients
in V and by statement ii) we mean that the set {∂αGv}α,v , where α runs over multi-indices with |α| = k
and v runs over vectors in V , generates Y hk /Y
h
k+1.
We start with the argument for part i): The first statement is a consequence of [26, Proposition 2.1 and
discussion at p.83], Caccioppoli and Liouville. The second statement is elementary algebra.
We now turn to part iii). This follows by Propositions 5 and 6 and we have to check the assumptions
on the sequence of spaces {Xk}k required in Section 5: Assumption (55) follows immediately from
the characterization in part i); assumption (54) is a consequence of the C1,α-regularity of ah-harmonic
functions, which extends to Ck,1-regularity, see for instance [26]. Assumptions (51) and (52) on the
ambient space are trivially satisfied for Rd.
We now tackle part ii). By (162), see the proof of Lemma 9, we have that for α with |α| = k and k ≥ 1,
∇∂αG is homogeneous of degree −(d − 2) − k − 1 — next to ∂αG being a∗h-harmonic in R
d − {0} and
thus by definition ∂αG ∈ Y hk and Z
h
k ∩ Y
h
k+1 = ∅. By part iii) we have in particular that (·, ·)h provides
an isomorphism between Y hk /Y
h
k+1 and (X
h
k /X
h
k−1)
∗. Hence for Zhk to be a complement of Y
h
k+1 in Y
h
k ,
where it remains to argue that Y hk = Z
h
k ⊕ Y
h
k+1, by linear algebra it is enough to show the following
implication for any u ∈ Xhk
∀ |α| = k (u, ∂αG)h = 0 ⇒ u ∈ X
h
k−1. (158)
Indeed, on the one hand by definition of (·, ·)h we have that (u, ∂
αG)h =
´
u(−∇·a∗h∇∂
αG) = (−1)k
´
∂αu(−∇·
a∗h∇G) = (−1)
k∂αu(0). On the other hand, since |α| = k and since u is in Xhk and thus by part i) (com-
ponentwise) a polynomial of degree ≤ k, ∂αu is constant. Hence the left-hand side of (158) yields that
∂αu vanishes identically provided |α| = k. This implies that u is a polynomial of degree k− 1; since u is
also ah-harmonic, it is as desired an element of X
h
k−1.
We finally establish iv). By scale invariance, we may assume R = 1. Because of the isomorphisms
Zhk
∼= Y hk /Y
h
k+1
∼= (Xhk /X
h
k−1)
∗ ∼= W hk via (·, ·)h, and the equivalence of norms on finite-dimensional
spaces, we have for our w ∈ Zhk(ˆ
1<|x|<2
|∇w|2
) 1
2
. sup
u∈W h
k
(u,w)h
(
´
1<|x|<2 |∇u|
2)
1
2
. (159)
An inspection of the proof of (109) actually shows that it holds in the strengthened form of
|(u, v)h| .
( ˆ
R<|x|<2R
|∇u|2
) 1
2
(ˆ
R<|x<2R
|∇v|2
) 1
2
. (160)
Since in our case v − w ∈ Y hk+1 we thus obtain from using (160) with v − w playing the role of v and
letting R ↑ ∞
(u,w)h = (u, v)h for all u ∈ X
h
k . (161)
Using now (160) for R = 1 and (161) in (159) yields the desired (153). 
Proof of Lemma 9. Let us start with a remark on the homogeneity of fundamental solutions; next to the
fundamental solution G of −∇· a∗h∇, we also consider the fundamental solution K of the “bi-Laplacian”
(−∇ · a∗h∇)
2. (Note that despite the fact that ah is constant, we may have −∇ · a
∗
h∇ 6= −∇ · ah∇ in case
of systems). While fundamental solutions may not be homogeneous and not even unambiguously defined
(like G in d = 2 or K in d = 4 when logarithms appear, at least in case of a∗h = id), sufficiently high
derivatives of fundamental solutions are. More precisely, we claim that irrespective of the dimension d,
∀ |α| ≥ 2 ∂αG is homogeneous of degree − (d− 2)− |α|, (162)
∀ |α| ≥ 4 ∂αK is homogeneous of degree − (d− 4)− |α|. (163)
In particular, provided |α| ≥ 4, ∂αK is unambiguously defined and we have in a distributional sense
∀ |α| ≥ 4 −∇ · a∗h∇∂
αK = ∂αG in Rd − {0}. (164)
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The claims (162) and (163) can be easily seen on the level of Fourier transform F , where we focus on
(163). In this description we formally have for x 6= 0
(F∂αK)(ξ) = (−i)|α|
ˆ
ξα exp(−iξ · x)(ξ · a∗hξ)
−2dξ, (165)
where we use the standard notation of ξα = ξα11 · · · ξ
αd
d . Since we allow for systems, where the “functions”
have values in some finite-dimensional Euclidean space V and where the fundamental solutions have
values in the space of linear functions L(V, V ), ξ · a∗hξ in fact is also an element of L(V, V ), which by
ellipticity is invertible and by (ξ · a∗hξ)
−2 ∈ L(V, V ) we mean the square of the inverse. Provided we can
give a sense to the integral (165), the desired homogeneity K(xℓ ) = ℓ
|α|−4+dK(x) follows from a change of
variables ξˆ = ℓξ. In view of our assumption of |α| ≥ 4, the integrand in fact is bounded so the issue is the
summability for |ξ| ↑ ∞. To infer the latter, it is enough to show the summability of
´
(1−η)ξα exp(−iξ ·
x)(ξ · a∗hξ)
−2dξ with η = η(ξ) a smooth cut-off function for {|x| < 1} in {|x| < 2}. However, in this
expression, we may formally integrate by parts (m times) according to (−1)m( ∂∂ξ1 )
m 1
imxm
1
exp(−iξ · x)
= exp(−iξ · x), where we assume that w. l. o. g. the first component of x does not vanish. After these
m integrations by parts, the integrand, which outside of {|x| < 2} is a homogeneous rational function in
ξ with values in L(V, V ), now has homogeneity |α| − 4 −m and thus is absolutely summable provided
m > |α| − 4 + d.
Let us now address uniqueness: Suppose that we had another function with these properties, then in view
of (154) their difference w is a∗h-harmonic in R
d−{0} so that because w decays at rate −(d−2)−(k+1) we
in particular have w ∈ Y hk+1. In view of (155), (u,w)h vanishes for all u ∈ X
h
k+1/X
h
k , so that by part iii)
of Lemma 8 in form of Y hk+1/Y
h
k+2
∼= (Xhk+1/X
h
k )
∗, we have w ∈ Y hk+2. Since w however is homogeneous
of degree −(d− 2)− (k + 1), this yields w = 0.
Let us now argue that it is enough to establish the existence of a v˜h, homogeneous of degree −(d− 2)−
(k+1), with just (154) and not necessarily (155). Indeed, ∂ijv Cij, as a linear combination of directional
derivatives of G of order k+2, is homogeneous of degree −(d−2)− (k+2) = −(d−1)− (k+1) by (162).
Together with the homogeneity of v˜h of order −(d − 2) − (k + 1) and that of u of order k + 1 we see
that the integrands in (155) is homogeneous of degree −(d − 1). This implies that the surface integrals
are independent of R. Their difference thus defines a linear form ℓ on Xhk+1/X
h
k . By the isomorphism
(Xhk+1/X
h
k )
∗ ∼= Y hk+1/Y
h
k+2, see part iii) of Lemma 8, there exists a w ∈ Y
h
k+1 such that ℓ.u = (u,w) for
all u ∈ Xhk+1/X
h
k . By part ii) of Lemma 8 we may identify w with a linear combination of {∂
βG}|β|=k+1,
so that by (162) and because of our assumption k ≥ 1, w is homogeneous of degree −(d − 2) − (k + 1)
next to being a∗h-harmonic outside the origin. Therefore the modified u˜h−w retains the properties of u˜h
while satisfying also (155).
We finally turn to the construction of v˜h given v. By linearity we may w.l.o.g. assume v = ∂
αG for some
multi-index α with |α| = k. We then set
v˜h := −∇ · ∂ij∂
αKCij.
Hence v˜h is a linear combination of {∂
βK}|β|=k+3. Since by assumption k ≥ 1, by (163), v˜h has the
desired homogeneity of −(d − 4) − (k + 3) = −(d − 2) − (k + 1) and by (164), we obtain the desired
equation (154). 
Proof of Lemma 10. We start by arguing in favor of uniqueness. Clearly, the difference w of two ad-
missible u˜h’s is ah-harmonic in view of (156), and thus, because of its homogeneity of order m − 1, an
element of Xhm−1. Moreover, in view of (157), it satisfies (w, v)h = 0 for all v ∈ Y
h
m−1/Y
h
m. By Lemma 8,
iii) it holds
Xhm−1/X
h
m−2 ∼= (Y
h
m−1/Y
h
m)
∗ via (·, ·)h, (166)
and thus w must be an element of Xhm−2, thus be of growth rate < (m − 1), which is not compatible
with a homogeneity of m− 1 unless w = 0.
We now argue that for any homogeneous polynomial u of degreem there exists a homogeneous polynomial
u˜h of degree m− 1 such that (156) holds. We pick a smooth cut-off function η for {|x| < 1} in {|x| < 2}
and let u˜′h be the Lax-Milgram solution of
−∇ · ah∇u˜
′
h = ∇ · η∂ijuC
sym
ij , (167)
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which as a constant-coefficient solution is smooth. We claim that the leading order (i.e. m − 1-
homogeneous) part of the Taylor polynomial u˜′′h of u˜
′
h at 0 of degree m− 1 has the desired property. We
first note that it is enough to show that the Taylor polynomial u˜′′h of degree m− 1 satisfies
−∇ · ah∇u˜
′′
h = ∇ · ∂ijuC
sym
ij . (168)
Indeed, −∇ · ah∇ maps the part of u˜
′′
h that is of degree < m− 1 onto a polynomial of degree < m− 3.
Since the right-hand side of (168) is a polynomial that is homogeneous of degree m− 3, that polynomial
vanishes. Hence the part of u˜′′h that is of degree < m− 1 is ah-harmonic and thus can be subtracted off
u˜′′h to obtain u˜h. It is easy to pass from (167) to (168): Clearly, −∇ · ah∇u˜
′′
h is the Taylor polynomial of
−∇ · ah∇u˜
′
h at 0 of degree m − 3. By (167), the latter agrees with ∇ · ∂ijuCij in a neighborhood of 0.
Since the latter is itself a polynomial of degree m−3, the two polynomials of degree m−3 must coincide,
which amounts to (168).
We finally argue that we may modify the u˜h constructed in the previous paragraph to also satisfy (157).
Since with our understanding of Y hm−1/Y
h
m as being spanned by {∂
αG}|α|=m−1 and because of (162)
together with our assumption m ≥ 3, we see that v in (157) is homogeneous of degree −(d−1)− (m−1).
Since u is a polynomial of degree m and u˜h one of degree m − 1, the homogeneity of the terms in the
integrals in (157) is of order −(d − 1). Hence, both surface integrals are independent of R and their
difference defines a linear form on Y hm−1/Y
h
m. Hence by (166), there exists an element w ∈ X
h
m−1/X
h
m,
which we may take to be a polynomial of degree m− 1, such that
(w, v) =
ˆ
∂|x|<R
ν ·
(
v(ah∇u˜h + ∂ijuCij)− u˜ha
∗
h∇v + ∂iu∂jv C
sym
ij
)
for all R > 0
for all v ∈ Y hm−1/Y
h
m. It remains to replace u˜h by u˜h − w. 
7. Proofs of Theorem 3 and Theorem 4
We presently list the main ingredients needed in the proofs of Theorem 3 and Theorem 4. Throughout
this section the notation . stands for ≤ C with the constant depending on the dimension d, the ellipticity
ratio λ, the exponents β and α and the order of the space in consideration (m for u ∈ Xm or X
h
m and k
for v ∈ Yk or Y
h
k ).
Proposition 7. For m ≥ 2 there exists a linear map Xhm ∋ uh 7→ u ∈ Xm with ‖u−Euh‖m−β . ‖uh‖m.
Likewise, for k ≥ 1 and r ≥ r∗, there exists a linear map Y hk (r) ∋ vh 7→ v ∈ Yk(r) with ‖v − Evh‖k+β,r
. ‖vh‖k,r.
Proposition 8. Let uh ∈ X
h
m and u ∈ Xm be such that ‖u − Euh‖m−β ≤ C1‖uh‖m for some constant
C1 ≥ 1. Then, under the assumptions of Theorem 4 it holds( 
|x−y|<r∗(y)
|∇(u− Euh)|
2
) 1
2
. C1
(
|y|
r∗(0)
)m−1−β
‖uh‖m. (169)
Similarly, for r ≥ r∗(0) let vh ∈ Y hk (r) and v ∈ Yk(r) satisfy ‖v − Evh‖k+β,r ≤ C1‖vh‖k,r for some
constant C1 ≥ 1. Then for |y| ≥ 2(r∗(x0) + r) it also holds( 
|x−y|<r∗(y)
|∇(v − Evh)|
2
) 1
2
. C1
(
r
|y|
)(d−1)+k+β
‖vh‖k,r. (170)
Proposition 9. For any m ≥ 2, we set k = m − 1. Then, the linear maps defined in Proposition 7
preserve the bilinear form:
(uh, vh)h = (u, v).
Lemma 11. For all m ≥ 2, u ∈ Xhm, and radii R≫ r∗ we have( 
|x|<R
|∇Eu|2
) 1
2
∼
(  
|x|<R
|∇u|2
) 1
2
. (171)
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For k ≥ 1, we recall that Zhk denotes the linear space spanned by {∂
αG}|α|=k, where G denotes the
fundamental solution of −∇ · a∗h∇; recall Z
h
k
∼= Y hk /Y
h
k+1, see Lemma 8. For all m > k ≥ 1, v ∈
Zhk ⊕ · · · ⊕ Z
h
m−1, and radii R ≥ r∗ we have(  
|x|>R
|∇Ev|2
) 1
2
∼
(  
|x|>R
|∇v|2
) 1
2
. (172)
In addition, for any r ≥ r∗ and any v ∈ Y hk (r) the above holds with . sign for any R≫ r.
We remark that the previous lemma is in the spirit of Section 5 since, as it will be pointed out in the
proof, it actually only requires the ingredients of Proposition 2, and in particular that the first-order
correctors are sublinear and that ψ is only subquadratic.
Proof of Theorem 3. We first observe that we may choose as LhX and L
h
Y the linear maps constructed in
Proposition 7. We turn to LX and LY and start with the first one: We consider the spaces Wm⊕Wm−1
as in Corollary 3 (with k = m) and recall that inequality (66) means that the projection Xm ∋ u 7→ u
′ ∈
Wm ⊕Wm−1 induced by the direct sum Xm =Wm ⊕Wm−1 ⊕Xm−2 has the continuity property
‖u′‖m + ‖u− u′‖m−2 . ‖u‖m. (173)
We upgrade the map of Proposition 7, which we identified with LhX , in three ways:
a) We have in addition ‖u‖m . ‖uh‖m.
b) We may compose LhX with the projection from Xm onto Wm ⊕Wm−1 without changing the error
estimate and a).
c) If we specify uh to be in W
h
m ⊕W
h
m−1, where W
h
m denotes the space of ah-harmonic polynomial
homogeneous of degree m, see Lemma 8 and Lemma 9, then we have in addition ‖uh‖m . ‖u‖m.
Upgrade a) follows from the triangle inequality ‖u‖m ≤ ‖u − Euh‖m + ‖Euh‖m, the ordering of norms
‖u − Euh‖m ≤ ‖u − Euh‖m−β combined with the error estimate of Proposition 7, and (171) in Lemma
11 in form of ‖Euh‖m . ‖uh‖m. For upgrade b) we argue that we may replace u by its projection u
′
onto Wm ⊕Wm−1, both in the error estimate and in a). For the latter, this follows from the first part
in (173). For the former, we use the triangle inequality ‖u′ −Euh‖m−β ≤ ‖u−Euh‖m−β +‖u− u′‖m−β ,
and note that by the ordering of norms, the second part of (173), and a) we have as desired ‖u−u′‖m−β
≤ ‖u− u′‖m−2 . ‖u‖m . ‖uh‖m.
We now turn to upgrade c). Since uh ∈W
h
m⊕W
h
m−1, so that ∇uh is the sum of an (m−1)-homogeneous
and an (m−2)-homogeneous polynomial, we obtain from definition (41) for any r ≥ r∗ (by distinguishing
the R-ranges of R ≥ r and r ≥ R ≥ r∗)
‖uh‖m .
(
r∗
r
)m−2( 
|x|<r
|∇uh|
2
) 1
2
. (174)
Provided r ≫ r∗, we then have by (171) in Lemma 11, the triangle inequality, and once more the
definition (41) ( 
|x|<r
|∇uh|
2
) 1
2
.
( 
|x|<r
|∇Euh|
2
) 1
2
≤
( 
|x|<r
|∇(u− Euh)|
2
) 1
2
+
( 
|x|<r
|∇u|2
)1
2
≤
(
r
r∗
)m−β−1
‖u−Euh‖m−β +
(
r
r∗
)m−1
‖u‖m.
Inserting combination of the estimate ‖u − Euh‖m−β . ‖uh‖m and estimate (174) into the right-hand
side yields (  
|x|<r
|∇uh|
2
) 1
2
.
(
r∗
r
)β−1( 
|x|<r
|∇uh|
2
) 1
2
+
(
r
r∗
)m−1
‖u‖m.
Recalling that β > 1, by choosing r ≫ r∗ the first term on the right-hand side can be absorbed to the
left-hand side, which then leads to the desired ‖uh‖m . ‖u‖m.
We now claim that the linear map LhX provided by Proposition 7, when restricted to uh ∈ W
h
m ⊕W
h
m−1
and projected onto u ∈Wm⊕Wm−1, is an isomorphism between these normed spaces. Indeed, the above
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upgrade of Proposition 7 shows that ‖u‖m ∼ ‖uh‖m so that the map is an isomorphism of W
h
m ⊕W
h
m−1
and its image in Wm ⊕Wm−1. In order to show that this image coincides with Wm ⊕Wm−1, we show
that W hm ⊕W
h
m−1 and Wm ⊕Wm−1 have the same dimension: Since Xm = Wm ⊕Wm−1 ⊕Xm we have
dim(Wm ⊕Wm−1) = dimXm −dimXm−2 and the analogue statement for W hm ⊕W hm−1. Since by (36)
the dimensions of {Xm}m and {X
h
m}m agree, we obtain dim(Wm ⊕Wm−1) = dim(W hm ⊕W hm−1).
We now are in a position to construct also the linear map LX : Xm ∋ u 7→ uh ∈ X
h
m with ‖u−Euh‖m−β .
‖u‖m. To u ∈ Xm we associate the linear projection u
′ ∈ Wm ⊕Wm−1. Since by the above argument
the linear map LhX provided by Proposition 7 restricted to W
h
m⊕W
h
m−1 and projected onto Wm⊕Wm−1
is onto, there exists uh ∈ W
h
m ⊕W
h
m−1 with ‖u
′ − Euh‖m−β . ‖uh‖m and ‖uh‖m . ‖u′‖m. It remains
to upgrade the resulting ‖u′ − Euh‖m−β . ‖u′‖m to ‖u − Euh‖m−β . ‖u‖m, which again follows from
(173). For later purpose we retain
‖uh‖m . ‖u‖m, (175)
which follows from already established ‖uh‖m . ‖u
′‖m and (173).
We note that the projection Xm ∋ u 7→ u
′ ∈ Wm ⊕Wm−1 lifts to an isomorphism between the normed
spaces Xm/Xm−2 and Wm⊕Wm−1; the boundedness of this bijection follows from the first part of (173),
the boundedness of its inverse is tautological by definition of the norm on the quotient space. Since this
property also holds for Xhm/X
h
m−2 and W
h
m ⊕W
h
m−1, the isomorphism of W
h
m ⊕W
h
m−1 and Wm ⊕Wm−1
constructed above lifts to the desired isomorphism of the normed linear spaces Xhm/X
h
m−2 and Xm/Xm−2.
Finally, we argue that the relation uh ↔ u provided by the isomorphism of X
h
m/X
h
m−2 and Xm/Xm−2
constructed above coincides with the one defined through the qualitative relation (44). By construction,
the relation uh ↔ u defined through the isomorphism has the following characterizing property: There
exists u′h ∈ X
h
m with u
′
h−uh ∈ X
h
m−2 and u
′ ∈ Xm with u′−u ∈ Xm−2 such that u′h 7→ u
′ under the linear
map LhX provided by Proposition 7; in particular ‖u
′ − Eu′h‖m−β . ‖u
′
h‖m. By the triangle inequality,
the ordering of the norms, and (171) the latter implies
‖u− Euh‖m−β . ‖u′ − Eu′h‖m−β + ‖u
′ − u‖m−2 + ‖u′h − uh‖m−2 <∞,
which thanks to β > 1 yields the qualitative relation (44). The opposite direction is slightly more subtle:
Let u˜ ∈ Xm be related to uh ∈ X
h
m by (44); pick a u ∈ Xm related to uh by the isomorphism. By the
above also the pair (uh, u) satisfies the relation (44). By the triangle inequality we have for u˜− u ∈ Xm
lim
R↑∞
1
R(m−1)−1
( 
|x|<R
|∇(u˜− u)|2
) 1
2
= 0.
By (77) of Lemma 4 this implies u˜ − u ∈ Xm−2 so that next to u also u˜ is related to uh via the
isomorphism. Likewise, let u˜h ∈ X
h
m be related to u ∈ Xm by (44); pick a uh ∈ X
h
m related to u by the
isomorphism to the effect that also (uh, u) satisfies the relation (44). By the triangle inequality and by
(171) we have for u˜h − uh ∈ X
h
m
lim
R↑∞
1
R(m−1)−1
( 
|x|<R
|∇(u˜h − uh)|
2
) 1
2
= 0,
which implies that u˜h − uh ∈ X
h
m, which is a polynomial (see Lemma 8), is of degree ≤ m− 2 and thus
an element of Xhm−2. Hence also u˜h and u are related by the isomorphism.
We now prove the statement for the spaces Y hm−1(r) and Ym−1(r) in a similar way: We pick the space
Zm−1(r∗)⊕Zm(r∗) as in Corollary 3 (here, k = m− 1). Recalling that Ym−1(r) = Zm−1(r∗)⊕Zm(r∗)⊕
Ym+1(r), (67) in Corollary 3 for v means that the projection Ym−1(r) ∋ v 7→ v′ ∈ Zm−1(r∗)⊕ Zm(r∗) is
continuous in the sense that
‖v′‖m−1,r + ‖v − v′‖m+1,r . ‖v‖m−1,r. (176)
As in the case of the spaces Xm, we need to upgrade Proposition 7 for v and vh, according to the points
a), b) and c). We begin with a): To vh ∈ Y
h
m−1(r) we associate v ∈ Ym−1(r) according to Proposition
7. This, together with the triangle inequality, the ordering ‖ · ‖m−1,r ≤ ‖ · ‖m−1+β,r since β ≥ 0, and
Lemma 11 yields
‖v‖m−1,r ≤ ‖v − Evh‖m−1+β,r + ‖Evh‖m−1,r . ‖vh‖m−1,r.
We now turn to b): We upgrade the map LhY of Proposition 7 to Y
h
m−1(r) ∋ vh 7→ v ∈ Zm−1(r∗)⊕Zm(r∗)
such that ‖v − Evh‖m−1+β,r . ‖vh‖m−1,r holds. Note that this implies that a) holds also for this choice
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of v, by the same argument above. Let us consider vh ∈ Ym−1(r) and let v ∈ Ym−1(r) be its image
under the map of Proposition 7. Let v′ be the projection of v onto Zm−1(r∗) ⊕ Zm(r∗). We now apply
in sequence the triangle inequality, Proposition 7, the ordering of the norms (recall β < 2), inequality
(176) and a) for vh and v and get
‖v′ − Evh‖m−1+β,r . ‖v − Evh‖m−1+β,r + ‖v − v′‖m+1,r.‖vh‖m−1,r, (177)
i.e. the desired estimate.
It remains to prove c): We restrict to vh ∈ Z
h
m−1 ⊕ Z
h
m, the space of functions spanned by ∂
αG, where
α runs over all multi-indices α with |α| ∈ {m− 1,m}, and where G denotes the fundamental solution of
−∇ · a∗h∇, see Lemma 8. Since ∇vh is the sum of a −(d− 1)− (m− 1) and a −(d− 1)−m homogeneous
function, see (162), we have
‖vh‖m−1,r .
(
R
r
)(d−1)+m( 
|x|>R
|∇vh|
2
)1
2
. (178)
Therefore for R ≫ r, by Lemma 11 and the choice of v ∈ Zm−1(r∗) ⊕ Zm(r∗) according to b) we have
that ( 
|x|>R
|∇vh|
2
) 1
2 (172)
.
( 
|x|>R
|∇Evh|
2
) 1
2
.
( 
|x|>R
|∇(v − Evh)|
2
)1
2
+
( 
|x|>R
|∇v|2
) 1
2
(177)
.
(
r
R
)(d−1)+m−1+β
‖vh‖m−1,r +
(
r
R
)(d−1)+m−1
‖v‖m−1,r
(178)
.
(
r
R
)β−1( 
|x|>R
|∇vh|
2
) 1
2
+
(
r
R
)(d−1)+m−1
‖v‖m−1,r.
Since β > 1, for R≫ r we may absorb the first term on the right-hand side and get(
R
r
)(d−1)+m−1( 
|x|>R
|∇vh|
2
) 1
2
. ‖v‖m−1,r.
We apply (178) again and conclude ‖vh‖m−1,r . ‖v‖m−1,r .
The remaining part of the proof follows similarly to the case of the spaces Xm and X
h
m. We consider the
upgrade of LhY constructed above and restrict it to Z
h
m−1 ⊕ Z
h
m. Since by Proposition 5 and Lemma 8
we have that
Zm−1(r∗)⊕ Zm(r∗) ∼= Ym−1(r∗)/Ym+1(r∗),
Zhm−1 ⊕ Z
h
m
∼= Y hm−1/Y
h
m+1,
(179)
by (50) it follows that
dim(Zhm−1 ⊕ Z
h
m) = dim(Zm−1(r∗)⊕ Zm(r∗)).
By a), b) and c) above this yields that the restriction of LhY , Z
h
m−1⊕Z
h
m → Zm−1(r∗)⊕Zm(r∗) provides an
isomorphism between the normed spaces Zhm−1⊕Z
h
m and Zm−1(r∗)⊕Zm(r∗). Since also the isomorphisms
in (179) are between normed spaces thanks to (176), we may lift the previous map also to an isomorphism
between Y hm−1/Y
h
m+1 and Ym−1/Ym+1.
As map LY we consider the composition of the projection Ym−1(r)→ Zm−1(r∗)⊕ Zm(r∗) with the inverse
of the map Zhm−1 ⊕ Z
h
m → Zm−1(r∗)⊕ Zm(r∗): If for v ∈ Ym−1(r), the function v′ denotes its projection
onto Zm−1(r∗)⊕Zm(r∗), we consider the element vh ∈ Zhm−1(r∗)⊕Z
h
m(r∗) such that ‖v′−Evh‖m−1+β,r .
‖vh‖m−1,r and, by c), ‖vh‖m−1,r . ‖v′‖m−1,r. Therefore by these two inequalities, the ordering of the
norms, the triangle inequality and (176) we also conclude
‖v − Evh‖m−1+β,r . ‖v − v′‖m+1,r + ‖v′ − Evh‖m−1+β,r . ‖v‖m−1,r ,
i.e. the desired estimate for LY .
It remains to show that the isomorphism between Zhm−1 ⊕ Z
h
m and Zm−1(r∗)⊕ Zm(r∗), induced by LhY ,
coincides with the relation (45). In other words, we claim that v ↔ vh via (45) is equivalent to having their
projections v′, v′h onto the spaces Z
h
m−1⊕Z
h
m and Zm−1(r∗)⊕Zm(r∗) satisfy ‖v′−Ev′h‖m−1+β . ‖v
′
h‖m−1.
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Let us assume that v ↔ vh via (45) and that v ∈ Ym−1(r) and vh ∈ Y hm−1(r) for some r∗ ≤ r < +∞. For
every R ≥ r we have by the triangle inequality( 
|x|>R
|∇(v′ − Ev′h)|
2
) 1
2
≤
( 
|x|>R
|∇(v −Evh)|
2
) 1
2
+
( 
|x|>R
|∇(v′ − v)|2
) 1
2
+
( 
|x|>R
|∇Eh(vh − v
′
h)|
2
) 1
2
,
so that by (172) in Lemma 11
R(d−1)+m
( 
|x|>R
|∇(v′ − Ev′h)|
2
) 1
2
. R(d−1)+m
( 
|x|>R
|∇(v − Evh)|
2
) 1
2
+ r(d−1)+m+1R−1
(
‖v′ − v‖m+1,r + ‖vh − v′h‖m+1,r
)
.
Noting that by (176) ‖v′ − v‖m+1,r < ∞ (and analogously also ‖vh − v′h‖m+1,r < ∞) and taking the
limit R → +∞ yields that also v′ ↔ v′h via (45). It remains to show that ‖v
′ − Ev′h‖m−1+β . ‖v
′
h‖m−1.
By the isomorphism Zhm−1 ⊕ Z
h
m → Zm−1(r∗) ⊕ Zm(r∗), we may find v˜ ∈ Zm−1(r∗) ⊕ Zm(r∗) such that
‖v˜−Ev′h‖m−1+β . ‖v
′
h‖m−1. We claim that v˜ = v
′: Indeed, since v ↔ vh and v′ ↔ v′h via (45), it follows
by the triangle inequality that
lim
R→+∞
R(d−1)+m
( 
|x|>R
|∇(v′ − v˜)|2
) 1
2
= 0,
which implies by (79) in Corollary 4 that v′ − v˜ ∈ Ym+1(r∗), which by Proposition 5 implies v′ = v˜ since
both sides are in Zm−1(r∗) ⊕ Zm(r∗). Let us now assume that for v ∈ Ym−1(r) and vh ∈ Y hm−1(r) for
some r∗ ≤ r < +∞, it holds ‖v′ − Ev′h‖m−1+β,r . ‖v
′
h‖m−1,r. By the triangle inequality we have( 
|x|>R
|∇(v − Evh)|
2
)1
2
≤
( 
|x|>R
|∇(v′ −Ev′h)|
2
) 1
2
+
( 
|x|>R
|∇(v′ − v)|2
) 1
2
+
( 
|x|>R
|∇(Eh(vh − v
′
h))|
2
) 1
2
,
so that by our assumption and (172) in Lemma (11)
R(d−1)+m
( 
|x|>R
|∇(v − Evh)|
2
) 1
2
. r(d−1)+m+βR1−β‖v′h‖m−1,r
+ r(d−1)+m+1R−1
(
‖v′ − v‖m+1,r + ‖vh − v′h‖m+1,r
)
.
Since β > 1, we may send R→ +∞ and obtain that v ↔ vh via (45).
We finally conclude the proof of the theorem by showing that the bilinear forms are preserved by the
isomorphisms: We take uh, u and v, vh related by the isomorphisms. This implies by construction that
uh ↔ u and vh ↔ v according to (44),(45). For the same functions uh and vh, let u
′ and v′ be their
images under the maps LhX and L
h
Y . Moreover, as shown above in the construction of the isomorphisms,
we have that u − u′ ∈ Xm−2 and v − v′ ∈ Ym+1(r). Since the maps LhX and L
h
Y coincide with the ones
of Proposition 3, it follows that (uh, vh)h = (u
′, v′) and, by Corollary 4, also that (uh, vh)h = (u, v). The
proof of Theorem 3 is complete. 
Proof of Theorem 4. Estimates (46) and (48) for LhX and L
h
Y , respectively follow immediately from the
corresponding estimates in Theorem 3 and Proposition 8. It remains to argue in favor of (47) and (49).
Appealing to (175), estimate (47) follows from (46). Arguing analogously we also obtain (49). 
7.1. Proof of Lemma 11.
Proof. We start by remarking that since Xhm is a space of ah-harmonic polynomials of degree at most m
(see Lemma 8), we have that
sup
|x|<R
(|∇u|2 +R2|∇2u|+R4|∇3u|2) .
 
|x|<R
|∇u|2. (180)
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Moreover, by the boundedness of the linear map Xhm/X
h
m−1 ∋ u 7→ u˜h and the homogeneity of the
polynomial u˜h, it follows that we also have
sup
|x|<R
(|u˜h|
2 +R2|∇u˜h|
2 +R4|∇2u˜h|
2) .
 
|x|<R
|∇u|2. (181)
To show a similar statement for v ∈ Zhk ⊕ · · · ⊕ Z
h
m−1 in form of
sup
R<|x|<2R
(|∇v|2 +R2|∇2v|2 +R4|∇3v|2) .
 
R<|x|<2R
|∇v|2, (182)
after decomposing v = vk + · · · + vm−1 and using triangle inequality together with the boundedness of
the projection v 7→ vk (see (153)), we see that it is enough to show (182) for v ∈ Z
h
n for any n ≥ 1. By
homogeneity of elements in Zhn we can assume R = 1, and (182) then follows from finite-dimensionality
of Zhn.
The boundedness of the linear map Zhk ∋ v 7→ v˜h constructed in Lemma 9 on the finite-dimensional space
Zhk , the homogeneity of v˜h, and the equivalence of norms finally also yield
sup
R<|x|<2R
(|v˜h|
2 +R2|∇v˜h|
2 +R4|∇2v˜h|
2) .
 
R<|x|<2R
|∇v|2. (183)
In the case v ∈ Y hk (r∗) we cannot rely anymore on the equivalence of norms to infer (182). However,
since v is a∗h-harmonic in {|x| > r∗}, by standard elliptic regularity theory, we may infer
sup
R<|x|<2R
(|∇v|2 +R2|∇2v|2 +R4|∇3v|2) .
 
R
2
<|x|<4R
|∇v|2, (184)
for R ≥ 2r∗. For the sake of completeness, we give the proof of this result in the appendix. We remark
that estimate (183) holds nonetheless in this case by the same means as above and by the fact that the
projection Y hk (r∗) ∋ v 7→ v
′ ∈ Zhk (r∗) is continuous by Proposition 5.
As already mentioned after its statement, the estimates of this lemma hold under assumptions on the
correctors which are weaker than (30) and (27), namely
R−1
( 
|x|<R
|(φi, σi)|
2
) 1
2
+R−2
( 
|x|<R
(ψij)
2
) 1
2
≪ 1, R≫ r∗, (185)
and the analogous statement for φ∗, σ∗, and ψ∗. Because of our simplifying assumption (39) only ψij
and not ψij −
ffl
ψij appeared in (185). We start therefore by proving that, under the sole assumption
(185), we have estimate (172) for v ∈ Zhk (r∗)⊕ · · · ⊕Z
h
m(r∗) as in the statement, but (172) for v ∈ Y hk (r)
provided R≫ r. Similarly, by assuming only (185), we obtain (171) exclusively for R≫ r∗. If we further
assume (27) and (30), then the condition above holds for R ≥ r∗ and therefore we recover (172) and
(190) for R in the same range required by the statement of the lemma.
We first tackle the second norm equivalence (172), which we may divide into dyadic annuliˆ
R<|x|<2R
|∇Ev|2 ∼
ˆ
R<|x|<2R
|∇v|2. (186)
We start with the case of v ∈ Zhk ⊕ · · · ⊕ Z
h
m−1, and the &-part. We note that for these v, we have the
(uniform in R) norm equivalence( 
R<|x|<2R
|∇v|2
) 1
2
∼ R−1 inf
c∈R
( 
R<|x|<2R
(v − c)2
) 1
2
. (187)
The &-part of (187) coincides with Poincare´’s inequality. The .-part follows from Caccioppoli’s estimate
(recall that v is ah-harmonic outside the origin) on annuli in form of( 
4
3
R<|x|< 5
3
R
|∇v|2
) 1
2
. R−1 inf
c∈R
( 
R<|x|<2R
(v − c)2
)1
2
in conjunction with the inverse estimate( 
R<|x|<2R
|∇v|2
) 1
2
.
( 
4
3
R<|x|< 5
3
R
|∇v|2
) 1
2
. (188)
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The latter can be seen as follows: Since the space Zhk ⊕ · · · ⊕ Z
h
m−1 is invariant under scaling, it suffices
to establish (188) for R = 1, in which case it follows from the fact that the space is of finite dimension
and that the right-hand side constitutes a semi-norm on this space that vanishes only on constants. This
establishes (187). Thanks to the inverse estimate (188), more precisely extension of (188) where the
domain of integration on the left-hand side can be taken much larger at the expense of larger prefactor
on the right-hand side, it suffices to establish the &-part of (186) only for R≫ r∗.
In view of the norm equivalence (187), and once more by Poincare´’s inequality, for the &-part of (186)
it is enough to establish
inf
c∈R
ˆ
R<|x|<2R
(v − c)2 . inf
c∈R
ˆ
R<|x|<2R
(Ev − c)2 for R≫ r∗.
Hence by the triangle inequality it is enough to establishˆ
R<|x|<2R
(Ev − v)2 ≪ inf
c∈R
ˆ
R<|x|<2R
(v − c)2 for R≫ r∗,
which by (187) follows from
R−2
ˆ
R<|x|<2R
(Ev − v)2 ≪
ˆ
R<|x|<2R
|∇v|2 for R≫ r∗.
By definition (40) of Ev we may split this in two statements
R−2
(ˆ
R<|x|<2R
(φ∗i ∂iv)
2 + (ψ∗ij∂ijv)
2
)
≪
ˆ
R<|x|<2R
|∇v|2 for R≫ r∗, (189)
R−2
(ˆ
R<|x|<2R
v˜2h + (φ
∗
i ∂iv˜h)
2
)
≪
ˆ
R<|x|<2R
|∇v|2 for R≫ r∗. (190)
By (182), estimate (189) reduces to (185). Estimate (190) can be proven similarly, using (183) and (185).
We now turn to the .-part of (172), which follows from the .-part of (186)( 
R<|x|<2R
|∇Ev|2
) 1
2
.
( 
R<|x|<2R
|∇v|2
) 1
2
. (191)
By definition (40) of Ev, we infer that
∇Ev = ∂i(v + v˜h)(ei +∇φ
∗
i ) + φ
∗
i∇∂i(v + v˜h) + ∂ijv∇ψ
∗
ij + ψ
∗
ij∇∂ijv,
using which we have( 
R<|x|<2R
|∇Ev|2
) 1
2
≤ sup
R<|x|<2R
(
|∇v|+ |∇v˜h|
)( 
|x|<2R
|ei +∇φ
∗
i |
2
) 1
2
+ sup
R<|x|<2R
(
|∇2v|+ |∇2v˜h|
)(( 
|x|<2R
(φ∗i )
2
)1
2
+
( 
|x|<2R
|∇ψ∗ij|
2
) 1
2
)
+ sup
R<|x|<2R
|∇3v|
( 
|x|<2R
(ψ∗ij)
2
) 1
2
. (192)
Since by (19) the functions xi + φ
∗
i are a
∗-harmonic, we apply Caccioppoli’s inequality in the form of( 
|x|<R
|ei +∇φ
∗
i |
2
) 1
2
. R−1
( 
|x|<2R
(xi + φ
∗
i )
2
) 1
2 (185)
. 1 (193)
for R ≥ r∗. Similarly, we use equation (23) for ψ∗ij and test it (as for Caccioppoli’s inequality) with η
2ψ∗ij
with η cut-off for {|x| < R} in {|x| < 2R}. We use ellipticity of a∗, together with Cauchy-Schwarz and
Young’s inequalities to bound( 
|x|<R
|∇ψ∗ij |
2
) 1
2
. R−1
( 
|x|<2R
(ψ∗ij)
2
) 1
2
+
( 
|x|<2R
(φ∗i )
2 + |σ∗j |
2
) 1
2
(185)
≤ R (194)
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whenever R ≤ r∗. By plugging the previous two estimates and (185) into (192), and using (182) and
(183), we get (191) for R ≫ r∗. The statement for the case R ≥ r∗ follows by the previous argument
combined with the inverse estimate (188). We thus established (172) in case v ∈ Zhk ⊕ · · · ⊕Z
h
m−1. Since
estimate (191) may be proven in the same way for v ∈ Y hk using (184) instead of (182), the proof of the
lemma for the spaces Y hk is complete.
We turn to (171): The .-part may be proven as above, this time appealing to (180) and (181) instead
of (182) and (183). It remains to show the inequality with the & sign: By Poincare´’s inequality, it is
enough to show that
R−2 inf
c∈R
 
|x|<R
(Eu− c)2 &
 
|x|<R
|∇u|2.
By definition of Eu and the triangle inequality, this follows once we establish
R−2 inf
c∈R
 
|x|<R
(u− c)2 &
 
|x|<R
|∇u|2 +R−2
 
|x|<R
(u˜2h + (φi∂i(u+ u˜h))
2 + (ψij∂iju)
2).
Like for v in (187), we need the following equivalence of semi-norms for u ∈ Xhm( 
|x|<R
|∇u|2
) 1
2
∼ R−1 inf
c∈R
( 
|x|<R
(u− c)2
) 1
2
.
This equivalence follows from Poincare´’s inequality, Caccioppoli’s estimate for the ah-harmonic u, and
from the fact that on a finite-dimensional space of polynomials we have the inverse estimate
( ffl
|x|<R |∇u|
2
) 1
2
.
( ffl
|x|<R/2 |∇u|
2
) 1
2 . In view of this norm equivalence, it suffices to show
R−2
 
|x|<R
(u˜2h + (φi∂i(u+ u˜h))
2 + (ψij∂iju)
2)≪
 
|x|<R
|∇u|2,
when R≫ r∗. The argument for this estimate is similar to the one for (189) and (190), and uses (180),
(181), and the assumption (185) on the correctors. 
7.2. Proof of Proposition 7.
Proof. W.l.o.g. we may assume that r∗ = 1.
Step 1. Two-scale expansion error estimate; we start by showing that for every uh ∈ X
h
m and vh ∈ Y
h
k (r),
the two-scale expansions Euh and Evh (see definition (40)) satisfy the equations
−∇ · a∇(Euh) = ∇ · g in R
d,
−∇ · a∗∇(Evh) = ∇ · h in {|x| > r},
(195)
with right-hand side estimated as follows:( 
|x|<R
|g|2
) 1
2
. Rm−1−β
( 
|x|<1
|∇uh|
2
) 1
2
R ≥ 2,
( 
|x|>R
|h|2
) 1
2
.
(
r
R
)(d−1)+k+β( 
|x|>r
|∇vh|
2
)1
2
R ≥ 2r.
(196)
We begin with (195) for uh and claim that, if we denote by u
′
h the projection of uh onto the space W
h
m,
then g takes the form
g := −
(
∂ij(uh − u
′
h)C
sym
ij + (φia− σi)∇∂j u˜h + (ψija−Ψij)∇∂ijuh
)
. (197)
We first show that the vector field g as defined in (197) satisfies (196): By applying Ho¨lder’s inequality
together with the assumptions (30) on (φ, σ), the boundedness of a and (37) we indeed have for every
R ≥ 1 that( 
|x|<R
|g|2
) 1
2
.
( 
|x|<R
|(ψ,Ψ)|2
) 1
2
sup
|x|<R
|∇3uh(x)| (198)
+
( 
|x|<R
|(φ, σ)|2
) 1
2
sup
|x|<R
|∇2u˜h(x)|+
( 
|x|<R
|∇2(uh − u
′
h)|
2
) 1
2
.
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We now appeal to (180) and (181) for the terms with uh and u˜h to infer that
sup
|x|<R
|∇3uh(x)|+ sup
|x|<R
|∇2u˜h(x)| . R
m−3
( 
|x|<1
|∇uh|
2
) 1
2
.
In addition, the continuity of the projection Xhm ∋ uh 7→ u
′
h ∈W
h
m and the triangle inequality yield( 
|x|<1
|∇(uh − u
′
h)|
2
) 1
2
. ‖∇uh‖m
(55)
.
( 
|x|<1
|∇uh|
2
) 1
2
,
so that if we combine the two previous estimates with (27) and (30), the estimate (198) turns into (196),
provided we show that for every r ≥ 2( 
|x|<r
|(ψ,Ψ)|2
) 1
2
. r2−β. (199)
Since in (39) we assumed
ffl
|x|<1(ψ,Ψ) = 0, we use the triangle inequality to bound( 
|x|<r
|(ψ,Ψ)|2
) 1
2
=
( 
|x|<r
∣∣∣∣(ψ,Ψ)−
 
|x|<1
(ψ,Ψ)
∣∣∣∣
2) 1
2
≤
( 
|x|<r
∣∣∣∣(ψ,Ψ)−
 
|x|<r
(ψ,Ψ)
∣∣∣∣
2) 1
2
+
∣∣∣∣
 
|x|<r
(ψ,Ψ)−
 
|x|<1
(ψ,Ψ)
∣∣∣∣
(27)
. r2−β +
∣∣∣∣
 
|x|<r
(ψ,Ψ)−
 
|x|<1
(ψ,Ψ)
∣∣∣∣,
and also ∣∣∣∣
 
|x|<r
(ψ,Ψ) −
 
|x|<1
(ψ,Ψ)
∣∣∣∣ ≤
log2 r∑
n=0
∣∣∣∣
 
|x|<2n
(ψ,Ψ)−
 
|x|<2n+1
(ψ,Ψ)
∣∣∣∣
.
log2 r∑
n=0
( 
|x|<2n+1
∣∣∣∣(ψ,Ψ)−
 
|x|<2n+1
(ψ,Ψ)
∣∣∣∣
2) 1
2
(27)
. r2−β.
We thus established (199) as well as (196).
We now show (195) with g defined as in (197): Applying the gradient to the definition (40) of the
second-order two-scale expansion Euh, we obtain from Leibniz’ rule
∇(Euh) = ∂i(uh + u˜h)(ei +∇φi) + φi∇∂i(uh + u˜h) + ∂ijuh∇ψij + ψij∇∂ijuh.
Applying the tensor field a, we obtain by the characterizing property (21) of σi, and again Leibniz’ rule,
a∇(Euh) = ah∇(uh + u˜h) +∇ · (∂i(uh + u˜h)σi)
+ ∂ij(uh + u˜h)(φia− σi)ej + ∂ijuha∇ψij + ψija∇∂ijuh.
We now appeal to the characterizing property (24) of Ψij, and Leibniz’ rule, to reformulate the flux
further:
a∇(Euh) = ah∇(uh + u˜h) + ∂ijuhCij
+∇ · (∂i(uh + u˜h)σi + ∂ijuhΨij)
+ (φia− σi)∇∂j u˜h + (ψija−Ψij)∇∂ijuh. (200)
We finally apply the divergence to this identity. We note that by the symmetry of third derivatives we
have ∇ · (∂ijuhCij) = ∇ · (∂ijuhC
sym
ij ). We also note that the terms in the second right-hand side line
vanish because for any skew-symmetric σ we have ∇ · ∇ · σ = 0 by the symmetry of second derivatives.
Hence by the ah-harmonicity of uh and the defining equation (13) for u˜h we obtain
∇ · a∇(Euh)
= ∇ ·
(
∂ij(uh − u
′
h)C
sym
ij + (φia− σi)∇∂j u˜h + (ψija−Ψij)∇∂ijuh
)
,
which is (195) with (197).
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We now turn to (195) and (196) for Evh. Similarly as above, we denote by v
′
h the projection of vh onto
the space Zhk (1) defined in Lemma 8. We remark that the proof of (195) with g solving (197) relies on
the structure of the two-scale expansion Euh and does not depend on any property of uh and u˜h besides
the ah-harmonicity of uh and the equation (156) for u˜h. Therefore, by definition of vh, equation (154)
and the property −Csym,∗ = Csym (see Proposition 1), the same argument works also for Evh which
therefore solves (195) with
h :=
(
(ψ∗ija
∗ −Ψ∗)∇∂ijvh + (φ∗i a
∗ − σ∗i )∇∂iv˜h − ∂ij(vh − v
′
h)C
sym
ij
)
. (201)
We estimate h first on dyadic annuli. As for g, we apply Ho¨lder’s inequality and the assumptions (30)
for (φ∗, σ∗), (37), and (199) for (ψ∗,Ψ∗) to obtain for every R ≥ 2r that( 
R<|x|<2R
|h|2
) 1
2
. R2−β sup
R<|x|<2R
|∇3vh(x)|+R
2−α sup
R<|x|<2R
|∇2v˜h(x)|
+
( 
R<|x|<2R
|∇2(vh − v
′
h)|
2
) 1
2
.
It remains to apply to vh and v˜h estimates (183) and (184) in the proof of Lemma 11 and Corollary 3
on vh − v
′
h to conclude that( 
R<|x|<2R
|h|2
) 1
2
.
(
r
R
)d−1+k+β( 
|x|>r
|∇vh|
2
) 1
2
.
By summing over dyadic annuli, we obtain inequality (196) also for h and thus conclude the proof of
Step 1.
Step 2. Conclusion by means of Proposition 2 and 3; we start by tackling the case of the spaces of
growing functions. Since by Lemma 11 the function Euh satisfies for R ≥ 2 (here, thanks to assumption
(30) on the growth of the correctors, we may take R ≥ 2)( 
|x|<R
|∇Euh|
2
) 1
2 (171)
∼
( 
|x|<R
|∇uh|
2
) 1
2 (55)
. Rm−1
( 
|x|<1
|∇uh|
2
) 1
2
,
we may apply Proposition 2 to Euh which, by the previous steps, satisfies (195) and (196). We infer
that there exists u ∈ Xm such that the first inequality in (58) holds, i.e
(  
|x|<R
|∇(u− Euh)|
2
) 1
2
. Rm−1−β
( 
|x|<1
|∇uh|
2
)1
2
.
This implies ‖u− Euh‖m−β . ‖uh‖m.
We now turn to the spaces of decaying functions: We fix vh ∈ Yk(r). By Lemma 11 and Lemma 5, (c),
the function Evh satisfies ( 
|x|>R
|∇Evh|
2
) 1
2
.
(
r
R
)d+k−1( 
|x|>r
|∇vh|
2
)1
2
,
and, by Step 1., also (195) and (196). It remains to apply Proposition 4 with r∗ = r and select an
element v ∈ Yk(r) such that for every R ≥ 2r( 
|x|>R
|∇(v − Evh)|
2
) 1
2
.
(
r
R
)(d−1)+k+β( 
|x|>r
|∇vh|
2
)1
2
,
i.e. ‖v − Evh‖k+β,r . ‖vh‖k,r. 
7.3. Proof of Proposition 8.
Proof. W.l.o.g. we assume that r∗ = 1. We give the argument for the estimate (170); estimate (169) may
be proven in an analogous way. For the sake of simplicity, since we restrict our argument only to the
case of the decaying functions, we omit the ∗-superscript for the correctors and write (φ, σ) and (Ψ, ψ)
instead of (φ∗, σ∗) and (Ψ∗, ψ∗). We set D := |y|4 .
We begin by showing that for vh ∈ Y
h
k (r) and its image v ∈ Yk(r) under L
h
Y it holds
‖v − E˜vh‖k+β,r . ‖vh‖k,r, (202)
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where E˜vh is the two-scale expansion of vh centered in x0, namely
E˜vh =
(
1 + φi∂i +
(
ψij −
 
|x−y|<r∗(y)
ψij
)
∂ij
)
vh + (1 + φi∂i)v˜h. (203)
By homogeneity, w.l.o.g. we assume that ‖vh‖k,r = 1. By the estimate for L
h
Y of Proposition 7 and the
triangle inequality, to prove (202) it suffices to show that for every R ≥ D( 
|x|>R
|∇(Evh − E˜vh)|
2
) 1
2
. R−(d−1+k+β). (204)
By the definitions of Evh and E˜vh (see (40) and (203)) and estimate (184) for vh (after a summation
over dyadic annuli) we have( 
|x|>R
|∇(Evh − E˜vh)|
2
) 1
2
. R−(d−1+k+3)
∣∣∣∣
 
|x−y|<r∗(y)
ψij
∣∣∣∣. (205)
Since we assumed
ffl
|x|<1(ψ,Ψ) = 0, we have∣∣∣∣
 
|x−y|<r∗(y)
(ψ,Ψ)
∣∣∣∣ =
∣∣∣∣
 
|x−y|<r∗(y)
(ψ,Ψ) −
 
|x|<1
(ψ,Ψ)
∣∣∣∣
and claim that ∣∣∣∣
 
|x−y|<r∗(y)
(ψ,Ψ)−
 
|x|<1
(ψ,Ψ)
∣∣∣∣. D2−β . (206)
Indeed, by the triangle inequality we write∣∣∣∣
 
|x|<1
(ψ,Ψ) −
 
|x−y|<r∗(y)
(ψ,Ψ)
∣∣∣∣
.
( 
|x−y|<2D
∣∣∣∣(ψ,Ψ) −
 
|x|<1
(ψ,Ψ)
∣∣∣∣
2)1
2
+
( 
|x−y|<2D
∣∣∣∣(ψ,Ψ)−
 
|x−y|<r∗(y)
(ψ,Ψ)
∣∣∣∣
2) 1
2
.
( 
|x|<4D
∣∣∣∣(ψ,Ψ) −
 
|x|<1
(ψ,Ψ)
∣∣∣∣
2) 1
2
+
( 
|x−y|<4D
∣∣∣∣(ψ,Ψ)−
 
|x−y|<r∗(y)
(ψ,Ψ)
∣∣∣∣
2) 1
2
.
The first term is bounded by D2−β by (199); for the second one we use the same argument as in (199)
since we may use assumption (27) at y and bound this term by .
(
D
r∗(y)
)2−β
. D2−β. By inserting the
bound (206) into (205) yields (204) and thus also (202).
Since v is a-harmonic in {|x| > r} with r ≤ D, by the same calculation carried out in Step 1 in the proof
of Proposition 7 we infer that v − E˜vh solves
−∇ · a∇(v − E˜vh) = ∇ · h in {|x| > r}, (207)
with h as in (201) where ψ and Ψ are substituted by ψ −
ffl
|x−y|<r∗(y) ψ and Ψ −
ffl
|x−y|<r∗(y)Ψ. An
argument analogous to the one for the second line of (196), yields that for every r∗(y) ≤ R′ ≤ D( 
|x−y|<R′
|h|2
) 1
2
. D−(d+1+k)(r∗(y))β(R′)2−β.
In particular, since r∗(y) ≤ D, this implies for every r∗(y) ≤ R′ ≤ D( 
|x−y|<R′
|h|2
) 1
2
. D−(d−1+k+β)
(
R′
D
)2−β
.
We now appeal to Lemma 7 of Section 5, this time over a ball centered at y; we remark that the
assumption (30) yields the result of Proposition 2 also centered at y, with r∗ substituted by r∗(y).
Therefore, conditions (54) and (55) hold for the radius r∗(y) also if centered at y, and the results of
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Section 5 as well. We thus apply Lemma 7 in {|x − y| < D} to the function Dd−1+k+β(v − E˜vh) and
infer, by equation (207), inequality (202) and the last estimate above, that( 
|x−y|<r∗(y)
|v − E˜vh|
2
) 1
2
. D−(d−1+k+β).
By reasoning as in (204), we may substitute E˜vh with Evh in the above estimate and thus conclude the
proof of Proposition 8. 
7.4. Proof of Proposition 9.
Proof. For m ≥ 2 and r ≥ r∗ let uh ∈ Xhm, vh ∈ Y hm−1(r), u ∈ Xm, and v ∈ Ym−1(r) be as in Proposition
7 (with k = m − 1); let (u˜h, v˜h) be defined in terms of (uh, vh) according to Lemmas 9 and 10. We
give a short overview of the proof and its steps. Introducing an “asymptotic invariant” of the pair of
two-scale expansions (Euh, Evh), see Step 4, we split the identity (u, v) = (uh, vh)h into two parts which
are stated in Step 4 and Step 11. Step 1 collects the (obvious) asymptotic properties of (uh, u˜h, vh, v˜h);
Step 2 deduces the (easy) asymptotic properties of (Euh, Evh). Step 3 recalls the error estimates on
∇(Euh−u,Evh−v) and deduces those on (Euh−u,Evh−v). Steps 5, 6, and 7 serve to get rid of lower-
order terms in the asymptotic invariant. Of structural significance are Step 8, where the normalization
of the correctors is used, and Steps 9 and 10, where cancellation properties are uncovered.
Step 1. Estimates of (uh, u˜h, vh, v˜h); we claim
lim sup
|x|↑∞
|x|−m(|uh|+ |x||∇uh|+ |x|2|∇2uh|+ |x|3|∇3uh|) <∞, (208)
lim sup
|x|↑∞
|x|−m+1(|u˜h|+ |x||∇u˜h|+ |x|2|∇2u˜h|) <∞, (209)
lim sup
|x|↑∞
|x|(d−2)+(m−1)(|vh|+ |x||∇vh|+ |x|2|∇2vh|+ |x|3|∇3vh|) <∞, (210)
lim sup
|x|↑∞
|x|(d−2)+m(|v˜h|+ |x||∇v˜h|+ |x|2|∇2v˜h|) <∞. (211)
Besides the estimate on the functions themselves, these are just a qualitative reformulation of the state-
ments (180), (181), (182), and (183), at the beginning of the proof of Lemma 11. For uh and u˜h
themselves, the statement is obvious since these are polynomials of degree m and m − 1, respectively.
For vh and v˜h, this follows from the decay estimate on ∇vh and ∇v˜h by integration from infinity.
Step 2. Estimate of two-scale expansion; we claim
lim sup
R↑∞
R−m
( 
|x|<R
(Euh)
2
) 1
2
, lim sup
R↑∞
R(d−2)+(m−1)
( 
|x|>R
(Evh)
2
) 1
2
<∞.
Indeed, for Euh, see (40), this follows from the L
∞-control on the growth of (uh,∇uh,∇2uh, u˜h,∇u˜h)
stated in (208) and (209) together with the (sub)-linear L2-growth of (φ,ψ) assumed in (30) and (27).
For Evh this follows from the L
∞-control on the decay of (vh,∇vh,∇2vh, v˜h,∇v˜h), see (210) and (211),
together with the same L2-control on (φ,ψ).
Step 3. Estimate of error in two-scale approximation; we claim
lim
R↑∞
R−m+1
( 
|x|<R
(|Euh − u|+R|∇(Euh − u)|)
2
) 1
2
= 0, (212)
lim
R↑∞
R(d−2)+m
( 
|x|>R
(|Evh − v|+R|∇(Evh − v)|)
2
) 1
2
= 0. (213)
Indeed, the statement on the gradients is a consequence of the outcome of Proposition 7 with k = m−1,
which on a qualitative level reads as
lim sup
R↑∞
R−m+β
( 
|x|<R
(R|∇(Euh − u)|)
2
) 1
2
<∞, (214)
lim sup
R↑∞
R(d−2)+(m−1)+β
( 
|x|>R
(R|∇(Evh − v)|)
2
) 1
2
<∞, (215)
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see the definitions (41) and (43) of the norms, and of β > 1. It remains to address the functions
themselves. In view of (214) and (215) it suffices to establish for arbitrary exponent α > 0 and function
w
sup
R≥r
R−α
( 
|x|<R
(w −
 
|x|<r
w)2
) 1
2
. sup
R≥r
R−α
( 
|x|<R
(R|∇w|)2
)1
2
, (216)
sup
R≥r
Rα
( 
|x|>R
w2
)1
2
. sup
R≥r
Rα
( 
|x|>R
(R|∇w|)2
)1
2
. (217)
Let us point out that in (216), which we apply to α = m − β (which is positive by our assumptions of
m ≥ 2 > β) and to w = Euh − u, the averaged value
ffl
|x|<r w is over the fixed ball {|x| < r} and thus
does not affect the qualitative statement (212).
We first turn to (216); by scaling we may w. l. o. g. assume that r = 1, and that R = 2N is dyadic, so
that it suffices to show( 
|x|<2N
(
w −
 
|x|<1
w
)2) 1
2
. sup
0≤n≤N
2α(N−n)
( 
|x|<2n
(2n|∇w|)2
) 1
2
. (218)
This follows via telescoping from Poincare´’s inequality:( 
|x|<2N
(
w −
 
|x|<1
w
)2) 1
2
≤
( 
|x|<2N
(
w −
 
|x|<2N
w
)2) 1
2
+
N∑
n=1
∣∣∣∣
 
|x|<2n
w −
 
|x|<2n−1
w
∣∣∣∣
.
N∑
n=1
( 
|x|<2n
(
w −
 
|x|<2n
w
)2) 1
2
.
N∑
n=1
( 
|x|<2n
(2n|∇w|)2
) 1
2
.
That this sum over n in can be estimated by sup over n in (218) is a consequence of the prefactor 2α(N−n)
with α > 0 in the latter.
We now turn to (217). By a division of the left-hand side integral into dyadic annuli and the convergence
of the geometric series (thanks to α > 0), this reduces to( 
R<|x|<2R
w2
) 1
2
. R
( 
|x|>R
|∇w|2
) 1
2
for any radius R, which follows from Ho¨lder’s inequality on the annulus {R < |x| < 2R} followed by
Poincare´’s inequality on the exterior domain {|x| > R} (recall d > 2):( 
R<|x|<2R
w2
) 1
2
. R
( 
R<|x|<2R
|w|
2d
d−2
) 1
2
− 1
d
. R
( 
|x|>R
|∇w|2
) 1
2
.
Step 4. Invariant equals asymptotic invariant of two-scale expansion; we claim
(u, v) = − lim
R↑∞
ˆ
∇η · (Evha∇Euh − Euha
∗∇Evh),
where ηR(x) = η(
x
R ) with η a smooth cut-off function for {|x| < 1} in {|x| < 2}. Indeed, we recall
definition (3) of the invariants, and write(
Evha∇Euh − Euha
∗∇Evh
)
−
(
va∇u− ua∗∇v
)
= (Evh − v)a∇u− (Euh − u)a
∗∇v (219)
+ Evha∇(Euh − u)−Euha
∗∇(Evh − v). (220)
By definition of ηR we have for any functions u and v∣∣∣∣
ˆ
∇ηR · (va∇u)
∣∣∣∣ . Rd−1
( 
|x|>R
v2
) 1
2
(  
|x|<2R
|∇u|2
) 1
2
,
∣∣∣∣
ˆ
∇ηR · (ua
∗∇v)
∣∣∣∣ . Rd−1
( 
|x|<2R
u2
) 1
2
(  
|x|>R
|∇v|2
) 1
2
.
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Hence the contribution from the first term in line (219) vanishes in the limit R ↑ ∞ by (213) in Step 3
and by the defining property of u being in Xm; likewise, the second term in line (219) vanishes by (212)
in Step 3 and v ∈ Ym−1(r). The contribution from the two terms in line (220) vanishes by Steps 2 and 3.
Step 5. A suitable representation of asymptotic invariant; we claimˆ
∇ηR · (Evha∇Euh) =
ˆ
∇ηR·(
Evh
(
ah∇(uh + u˜h) + ∂ijuhCij + (φia− σi)∇∂iu˜h + (ψija− ψij)∇∂ijuh
)
− (∂i(uh + u˜h)σi + ∂ijuhΨij)∇Evh
)
(221)
and a similar formula with the roles of vh and uh exchanged and with a replaced by a
∗. Indeed, this
follows from the flux representation (200) together with the integration by parts formulaˆ
∇ηR · (v∇ · σ) = −
ˆ
∇ηR · σ∇v.
that holds for any function v and any skew-symmetric tensor field σ that are smooth on {|x| ≥ r}.
Step 6. Getting rid of lower-order terms in asymptotic invariant; we claim
lim
R↑∞
∣∣∣∣
ˆ
∇ηR · (Evha∇Euh)−
ˆ
∇ηR ·
(
vh
(
ah∇(uh + u˜h) + ∂ijuhCij
)
+ (φ∗i ∂ivh + v˜h)ah∇uh − ∂ivh∂juhσj(ei +∇φ
∗
i )
)∣∣∣∣ = 0 (222)
and a similar statement with the roles of vh and uh exchanged and with a replaced by a
∗.
Here comes the argument, where we drop the index h (besides on ah): We start from the representation
from Step 5. The integrand of (221) consists of two summands, “Product A” involving Ev and “Product
B” involving ∇Ev. We now list the contributions of (v, v˜) to these products with increasing order of
L2-decay, indicating the decay exponent (where a − means slightly better and a + as little worse as we
wish) and indicating which of the two products they belong to:
v1) v −(d− 2)−m+ 1 A,
v2) φ∗i ∂iv −(d− 2)−m + A,
v3) v˜ −(d− 2)−m A,
v4) ∂iv(ei +∇φ
∗
i ) −(d− 2)−m B,
v5) φ∗i ∂iv˜ + ψ
∗
ij∂ijv −(d− 2)−m − A,
v6) φ∗i∇∂iv −(d− 2)−m− 1 + B,
v7) ∂iv˜(ei +∇φ
∗
i ) + ∂ijv∇ψ
∗
ij −(d− 2)−m− 1 B,
v8) φ∗i∇∂iv˜ + ψ
∗
ij∇∂ijv −(d− 2)−m− 1 − B.
The basis for these qualitative estimates are the L∞-estimates of (v, ∇v, ∇2v, ∇3v, v˜, ∇v˜, ∇2v˜) in Step
1, see (210) and (211). Clearly, the pluses in v2) and v6) (and of u1) below) are a consequence of the
subalgebraic L2-growth (30) of (φ, σ), while the minuses in v5) and v8) (and of u3) and u5) below) are a
consequence of the sublinear L2-growth (27) of (ψ,Ψ). The L2-boundedness of the gradients ∇(φ∗, ψ∗)
needed for v4) and v7) was established through Caccioppoli estimates, see (193) and (194). Based on
(208) and (209) we obtain for the contributions of (u, u˜), listed with decreasing growth,
u1) ∂juσj m− 1 + B,
u2) ah∇u m− 1 A,
u3) ∂ju˜σj + ∂ijuΨij m− 1 − B,
u4) ah∇u˜+ ∂ijuCij m− 2 A,
u5) (φia− σi)∇∂iu˜+ (ψija−Ψij)∇∂iju m− 2 − A.
Since
´
|∇η| . Rd−1, if the sum of two rates is strictly less than −d + 1, then the contribution to the
integral is negligible in the limit R ↑ ∞. Therefore, the contribution from v1) × u4) to product A, which
gives rise to −d+ 1−, is negligible. Likewise the contribution from v2) × u5) to A is negligible, since it
gives rise to −d+ because the sum of two + acts like a plus +. Likewise, the contributions from v4) ×
u3) and of v6) × u1) to Product B are negligible. All subordinate contributions are a fortiori negligible.
This leaves us with the four surviving terms from A and a single surviving term from B:
v1)× u2), v1)× u5), v2)× u2), v3)× u2), v4)× u1).
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The statement with the roles of vh and uh exchanged, and with a replaced by a
∗, follows by the same
argument since it is the sum of the decay rates that matters.
Step 7. Getting rid of more lower-order terms in asymptotic invariant; we claim
lim
R↑∞
∣∣∣∣
ˆ
∇ηR · (Evha∇Euh)−
ˆ
∇ηR ·
(
vhah∇uh + v
′
h(ah∇u˜h + ∂iju
′
hCij)
+ (φ∗i ∂iv
′
h + v˜h)ah∇u
′
h − ∂iv
′
h∂ju
′
hσj(ei +∇φ
∗
i )
)∣∣∣∣ = 0
and a similar statement with the roles of vh and uh exchanged, and with a replaced by a
∗. We drop the
index h (besides on ah). Our goal is to substitute (u, v) by (u
′, v′) in all but the first right-hand side term
in (222). We recall that u′ is the m-homogeneous part of u and v′ is the (d− 2)− (m− 1)-homogeneous
part of v. The difference satisfies (δu, δv) ∈ Xhm−1 × Y
h
m so that as in Step 1
lim sup
|x|↑∞
|x|−m+1(|δu| + |x||∇δu|+ |x|2|∇2δu|) <∞,
lim sup
|x|↑∞
|x|(d−2)+m(|δv| + |x||∇δv|) <∞.
Equipped with this additional information we may proceed as in Step 6 by dealing with the effect on the
three products
A : v (ah∇u˜+ ∂ijuCij), B : φ
∗
i ∂iv ah∇u, C : ∂juσj ∂iv(ei +∇φ
∗
i ).
This time, the tables are given by
v1) v′ −(d− 2)−m+ 1 A,
v2) φ∗i ∂iv
′ −(d− 2)−m + B,
v3) δv −(d− 2)−m A,
v4) ∂iv
′(ei +∇φ∗i ) −(d− 2)−m C,
v5) φ∗i ∂iδv −(d− 2)−m− 1 + B,
v6) ∂iδv(ei +∇φ
∗
i ) −(d− 2)−m− 1 C
and
u1) ∂ju
′σj m− 1 + C,
u2) ah∇u
′ m− 1 B,
u3) ∂jδuσj m− 2 + C,
u4) ah∇u˜+ ∂iju
′Cij m− 2 A,
u5) ah∇δu m− 2 B,
u6) ∂ijδuCij m− 3 A.
The only with sum of rates ≥ −d+1 and thus surviving terms are the leading-order terms for the three
products
v1) × u4), v2) × u2), v4) × u1).
Step 8. Making use of the normalization of the corrector; we claim that for all R > 0
lim
R′↑∞
ˆ
∇ηR′ · (Evha∇Euh − Euha
∗∇Evh) = −(uh, vh)h
+
ˆ
∇ηR ·
(
v′h(ah∇u˜h + ∂iju
′
hCij)− u˜ha
∗
h∇v
′
h
)
−
ˆ
∇ηR ·
(
u′h(a
∗
h∇v˜h + ∂ijv
′
hC
∗
ij)− v˜hah∇u
′
h
)
−
ˆ
∂kηR∂iv
′
h∂ju
′
hCjki. (223)
We note that ∂iv
′
h∂ju
′
h is homogeneous of degree (−(d−2)−m)+(m−1) = −d+1 so that ∂kηR∂iv
′
h∂ju
′
h(x)
= 1
Rd
∂kη1∂iv
′
h∂ju
′
h(
x
R), i. e. {∂kηR∂iv
′
h∂ju
′
h}R↑∞ acts like sequence of smooth averaging functions. Hence
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by Corollary 2 we obtain
lim
R′↑∞
ˆ
∇ηR · (φ
∗
i ∂iv
′
hah∇u
′
h) = 0,
lim
R′↑∞
ˆ
∇ηR · (∂iu
′
h∂jv
′
hσiej) = 0,
and a similar statement with the roles of vh and uh exchanged and with a replaced by a
∗. Using (32) we
likewise learn from Corollary 2
lim
R′↑∞
ˆ
∇ηR′ ·
(
∂iv
′
h∂ju
′
h(σ
∗
i∇φj − σj∇φ
∗
i )
)
= −
ˆ
∂kηR∂iv
′
h∂ju
′
hCjki.
Recall that the integrands v′h(ah∇u˜h + ∂iju
′
hCij) − u˜ha
∗
h∇v
′
h and u
′
h(a
∗
h∇v˜h + ∂ijv
′
hC
∗
ij) − v˜hah∇u
′
h are
homogeneous of degree −d + 1, see the proof of Lemmas 9 and 10, so that the two middle integrals of
(223) are independent of R. Finally, because of uh and vh are ah-harmonic and a
∗
h-harmonic in {|x| > r},
respectively, we have that
´
∇ηR · (vhah∇uh − uha
∗
h∇vh) does not depend on R, it is in fact equal to
−(uh, vh)h. Hence (223) follows from Step 7.
Step 9. Only the symmetric part of C matters; we claimˆ
∂kηR
(
v′h∂iju
′
hCijk − u
′
h∂ijv
′
hC
∗
ijk − ∂iv
′
h∂ju
′
hCjki
)
=
ˆ
∂kηR
(
v′h∂iju
′
hC
sym
ijk − u
′
h∂ijv
′
hC
∗,sym
ijk − ∂iv
′
h∂ju
′
hC
sym
ijk
)
. (224)
For notational simplicity we drop the indices R, h and the primes. We first note that it is sufficient to
establish the formula ˆ
∂kη
(
v∂ijuCijk − u∂ijvC
∗
ijk − ∂iv∂juCjki
)
= −
ˆ
∂kη∂iv∂ju(Cijk + Ckij + Cjki) +
ˆ
∂ijkηvuCijk. (225)
Indeed, (225), which we apply to both C and Csym implies (224) because 1) by the symmetry of the
third derivatives we may replace C by Csym in the second right-hand side term of (225) and 2) because
of Step 10 (which relies on the symmetry of second derivatives) we also may replace C by Csym in the
first right-hand side term.
We now turn to (225). Using C∗ijk = −Ckji, which immediately follows from (32), and removing the
identical term on both sides, it turns intoˆ
∂kη
(
v∂ijuCijk + u∂ijvCkji
)
= −
ˆ
∂kη∂iv∂ju(Cijk + Ckij) +
ˆ
∂ijkηvuCijk.
By relabelling we see that it is enough to show for any triplet i, j, k = 1, . . . , dˆ (
∂kη v ∂iju+ ∂iη ∂kjv u
)
=
ˆ (
− ∂kη ∂iv ∂ju− ∂iη ∂jv ∂ku+ ∂ijkη v u
)
.
This formula follows from the identity
∂kη v ∂iju+ ∂iη ∂kjv u+ ∂kη ∂iv ∂ju+ ∂iη ∂jv ∂ku− ∂ijkη v u
= ∂i(∂kη v ∂ju) + ∂k(∂iη ∂jv u)− ∂j(∂ikη v u)
since ∇η is compactly supported in Rd − {0}, where v and u are smooth.
Step 10. Cancellation via Null-Lagrangian; we claimˆ
∂kηR∂iv
′
h∂ju
′
h(Cijk + Ckij + Cjki − 3C
sym
ijk ) = 0. (226)
For notational simplicity we drop the indices R and h and the primes, and start by noting that by
definition of Csym,
Cijk + Ckij + Cjki − 3C
sym
jki =
1
2
(Cijk +Ckij + Cjki − Cikj − Ckji − Cjik).
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Hence we have for the integrand of (226)
2∂kη∂iv∂ju(Cijk + Ckij + Cjki − 3C
sym
ijk ) = DijkCijk, (227)
where Dijk denotes
Dijk := ∂iv∂ju∂kη + ∂kv∂iu∂jη + ∂jv∂ku∂iη
− ∂iv∂ku∂jη − ∂kv∂ju∂iη − ∂jv∂iu∂kη,
which is a 3-minor of the derivative matrix of the map (v, u, η) from Rd − {0} into R3. It is a classical
result that such a minor can be written as a divergence, for the convenience of the reader, and since η
plays a special role, we now display the short argument. One first has to realize that by symmetry of
the second derivatives,
∂i(∂ju∂kη − ∂ku∂jη) + ∂k(∂iu∂jη − ∂ju∂iη) + ∂j(∂ku∂iη − ∂iu∂kη) = 0.
This implies the desired representation as divergence:
Dijk
= ∂iv(∂ju∂kη − ∂ku∂jη) + ∂kv(∂iu∂jη − ∂ju∂iη) + ∂jv(∂ku∂iη − ∂iu∂kη)
= ∂i
(
v(∂ju∂kη − ∂ku∂jη)
)
+ ∂k
(
v(∂iu∂jη − ∂ju∂iη)
)
+ ∂j
(
v(∂ku∂iη − ∂iu∂kη)
)
.
Since ∇η is compactly supported in Rd − {0}, where v and u are smooth, this yields
´
Dijk = 0, which
in view of (227) yields (226).
Step 11. Asymptotic invariant of two-scale expansion equals ah-invariant; we claim
lim
R↑∞
ˆ
∇ηR · (Evha∇Euh − Euha
∗∇Evh) = −(uh, vh)h.
Indeed, inserting Step 9 into (223) we obtain
lim
R′↑∞
ˆ
∇ηR′ · (Evha∇Euh − Euha
∗∇Evh) = −(uh, vh)h
+
ˆ
∇ηR ·
(
v′h(ah∇u˜h + ∂iju
′
hC
sym
ij )− u˜ha
∗
h∇v
′
h
)
−
ˆ
∇ηR ·
(
u′h(a
∗
h∇v˜h + ∂ijv
′
hC
∗,sym
ij )− v˜hah∇u
′
h
)
−
ˆ
∂kηR∂iv
′
h∂ju
′
hC
sym
jki .
Now the boundary conditions of u˜h and v˜h at infinity are defined just so that the last three terms cancel,
see (157) and (155). 
8. Proof of Theorem 2
Proof. We fix β > 1 as prescribed in the statement of the theorem. As stated in Propositions 1 and 2
in Section 3, under the hypothesis of stationarity and LSI(ρ) for 〈·〉, for 〈·〉-almost every realization of
a there are the first and second-order correctors (φ, σ), (φ∗, σ∗) and (ψ,Ψ), (ψ∗,Ψ∗) which satisfy the
estimates (27) and (30) at the origin for an r∗ < +∞ and with exponents β¯ > β and α ≥ β¯ − 1.
According to Corollary 1, we have for every y ∈ 1
2
√
d
Z
d 1
r∗(y) . c˜(1 + |y|ε) with ε := (β¯ − β)
1
d
. (228)
The above constant c˜ does depend on the realization a, and not only via the ellipticity ratio. In spite
of this, since the estimates of Theorem 2 are all purely qualitative, we do not care for the dependence
of this constant on a and use in this section the notation . for ≤ C with C depending only on d, λ,
m and c˜. We thus fix a such that the above properties hold and identify the functions φi and ψij with
the first and second-order correctors φi(a, ·), ψij(a, ·)−
ffl
|x|<r∗ ψij(a, ·) in the case of the spaces Xm and
Xhm, and with φ
∗ = φi(a∗, ·), ψ∗ = ψij(a∗, ·)−
ffl
|x|<r∗ ψij(a
∗, ·) in the case of the spaces Ym−1 and Y hm−1.
For the tensor Cijk given by Proposition 1, we construct the maps X
h
m ∋ uh 7→ u˜h and Y
h
m−1 ∋ vh 7→ v˜h
1While in Corollary 1 we consider Zd, the same argument works verbatim also if Zd is replaced by 1
2
√
d
Z
d.
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according to Lemmas 9 and 10. As in Section 7, we have u˜h = 0 for m = 2. We are therefore in the
position to appeal to Theorem 3.
We now claim that the relation Xhm ∋ uh ↔ u ∈ Xm given by (17) is equivalent to the one given by
condition (44) of Theorem 3. Similarly, Y hm−1 ∋ vh ↔ v ∈ Ym−1 via (18) is equivalent to vh ↔ v via (45).
Since by Theorem 3 this last two conditions define an isomorphism between Xhm/X
h
m−2 and Xm/Xm−2
and between Y hm−1/Y
h
m+1 and Ym−1/Ym+1 which preserves the bilinear form, this is enough to conclude
the proof of the theorem.
We show the argument in the case of the growing functions. The other case follows analogously. For the
easy direction, if u ∈ Xm and uh ∈ X
h
m are coupled by the relation (17), then using β > 1 and m ≥ 2 we
immediately obtain (44).
Vice versa, if we assume that u and uh are related by (44), then by Theorem 3 there exist u
′ ∈ Xm and
u′h ∈ X
h
m with u
′′ := u− u′ ∈ Xm−2 and u′′h := uh − u
′
h ∈ X
h
m−2 for which we have
‖u′ − Eu′h‖m−β . ‖u
′
h‖m.
Moreover, we apply Theorem 4 and obtain that for y ∈ 1
2
√
d
Z
d,
( 
|x−y|<1
|∇(u′ − Eu′h)|
2
) 1
2
≤ r∗(y)
d
2
( 
|x−y|<r∗(y)
|∇(u′ − Eu′h)|
2
) 1
2
(46)
. r∗(y)
d
2
(
|y|
r∗(0)
)m−1−β¯
‖u′h‖m,
(228)
. r∗(0)β¯−β|y|
β−β¯
2
(
|y|
r∗
)m−1−β
‖u′h‖m,
which, since we may cover each ball {|x− y| < 1} with an order-one number of unit balls at points of the
lattice 1
2
√
d
Z
d, implies that the couple u′, u′h satisfies (17). By the triangle inequality it remains to show
that also u′′, u′′h satisfy (17). For every y ∈ R
d with |y| =: R≫ 1 we may use the triangle inequality and
Lemma 11 to bound
|y|−(m−1−β)
( 
|x−y|<1
|∇(u′′ − Eu′′h)|
2
) 1
2
. r∗(y)
d
2R−(m−1−β)
( 
|x−y|<r∗(y)
|∇u′′|2 + |∇u′′h|
2
)1
2
.
We now appeal to Lemma 4, this time centered at y; we remark that this is allowed since the estimate
on r∗(y) and its definition (see Proposition 1) imply that conditions (54) and (55) are satisfied also when
centered at y, with r∗ substituted by r∗(y). Therefore, we may bound
|y|−(m−1−β)
( 
|x−y|<1
|∇(u′′ − Eu′′h)|
2
) 1
2
. r∗(y)
d
2R−(m−1−β)
( 
|x−y|<R
|∇u′′|2 + |∇u′′h|
2
) 1
2
,
and use the fact that |y| = R, and thus {|x− y| < R} ⊂ {|x| < 2R}, to infer
|y|−(m−1−β)
( 
|x−y|<1
|∇(u′′ − Eu′′h)|
2
) 1
2
. r∗(y)
d
2 r
−(m−3)
∗ Rβ−2
(
‖u′′‖m−2 + ‖u′′h‖m−2
)
,
which implies that (17) holds also for the couple u′′, u′′h. This yields the theorem in the case of the spaces
Xm and X
h
m. 
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Appendix A. Proof of Corollary 1.
Proof. Without loss of generality we show the argument only for φ, and also assume y = 0. Let 0 < α < 1
be fixed, and define r˜ = r˜(a) ≥ 1 as the smallest radius such that for R ≥ r˜
1
R
( 
|x|<R
φ2
)1
2
≤
(
r˜
R
)α
.
Given r˜, we redefine r∗ from Proposition 1 by max(r∗, r˜), so that for the new r∗ both (27) and (30) are
satisfied.
We now show that all algebraic moments of r˜ are finite, which then implies the same for the redefined
r∗ (since the original r∗ also had finite algebraic moments, see Proposition 1).
For that purpose we define r1 = r1(a) as the smallest (dyadic) radius satisfying for any dyadic R ≥ r1
(i.e. R = 2k for some k ∈ N) ( 
|x|<R
φ2
) 1
2
≤ 2−(d/2+1)rα1R
1−α. (229)
By the choice of the prefactor 2−1−d/2 we see that for any (non-dyadic) R ≥ r1, and for 2k such that
2k−1 < R ≤ 2k, we have as desired
1
R
( 
|x|<R
φ2
) 1
2
≤
1
R
2kd/2
Rd/2
( 
|x|<2k
φ2
)1
2
≤
(
r1
R
)α
,
i.e. r1 provides an upper bound for r˜. Hence, in order to show that 〈r˜
p〉 < ∞ for any 1 ≤ p < ∞ it is
enough to show that 〈rp1〉 <∞ for any 1 ≤ p <∞.
To prove the previous moment bounds we inspect the probability of the event An := {r1 > n}. In case
of this event, by the definition of r1 there exists a dyadic (random) R ≥ n for which (229) is false, in
particular (after taking p-th power), for which it holds( 
|x|<R
φ2
)p/2
≥ 2−p(d/2+1)npαRp(1−α).
The left-hand side can be bounded from above using Jensen’s inequality (while we momentarily restrict
to p ≥ 2): ( 
|x|<R
φ2
)p/2
. R−d
∑
xi
(ˆ
|x−xi|<1
φ2
)p/2
,
where we covered {|x| < R} with . Rd unit balls {|x − xi| < 1}, and where . means ≤ C(d, p). If we
combine the two previous inequalities we thus obtain that, whenever r1 > n, for some (random) dyadic
R ≥ n one has
n−pαR−p(1−α)R−d
∑
xi
(ˆ
|x−xi|<1
φ2
)p/2
& 1.
This implies, by the definition of An, the fact that the random variable R only assumes values r ≥ n, r =
2k, and the stationarity of φ, that
〈I(An)〉 .
〈
n−pαR−p(1−α)−d
∑
xi
(ˆ
|x−xi|<1
φ2
)p/2〉
.
∑
r≥n,r=2k
n−pαr−p(1−α)
〈(ˆ
|x|<1
φ2
)p/2〉
. n−p
〈(ˆ
|x|<1
φ2
)p/2〉
.
Thanks to Proposition 1, this last estimate implies that for any 2 ≤ p <∞ and n ∈ N, the probability of
An is . n
−p. This yields that 〈 rp1 〉 . 1 for any 2 ≤ p < +∞ and, by Jensen’s inequality, that the same
bound holds for any 1 ≤ p < +∞.
56 PETER BELLA, ARIANNA GIUNTI, AND FELIX OTTO
We now show (31). Using the stationarity of r∗ we bound〈
sup
y∈Zd
((1 + |y|)−εr∗(y))q
〉 1
q
≤
〈 ∑
y∈Zd
(1 + |y|)−εqr∗(y)q
〉 1
q
≤ 〈rq∗〉
1
q
(∑
y∈Zd
(1 + |y|)−εq
) 1
q
.
We now restrict to q > 2dε and appeal to the assumption on the moments of r∗ (see Proposition 1) to get
that 〈supy∈Zd((1 + |y|)−εr∗(y))q〉 <∞. This yields that (31) holds almost surely. 
Appendix B. Proof of Lemma 1.
Proof. We begin by observing that (37) is an immediate consequence of definition (25) of C and the
second moment bounds on ∇ψij , φi, σi of Proposition 1, together with the boundedness (1) of a.
We now turn to identity (32). By appealing to the stationarity of φ∗ and ∇ψ (see Proposition 1) and
equation (19) for ψ∗k lifted to the probability space
2, we infer that
〈ek · a∇ψij〉 = −〈∇φ
∗
k · a∇ψij〉, (230)
and so rewrite (25) as
Cijk = 〈ek · (φia− σi)ej −∇φ
∗
k · a∇ψij〉
(26)
= 〈φiek · aej −∇φ
∗
k · a∇ψij〉.
Equation (23) for ψij allows us, by arguing as for (230), to reduce to
Cijk = 〈φiej · a
∗(ek +∇φ∗k)−∇φ
∗
k · σiej〉.
We finally use equation (21) for σ∗k and (26) in form of 〈φ〉 = 0 to get
Cijk = 〈φiej · ∇ · σ
∗
k −∇φ
∗
k · σiej〉.
Using integration by parts on the first terms yields 〈φiej · ∇ · σ
∗
k〉 = 〈−ej · σ
∗
k∇φi〉. Owing to skew-
symmetry of σi we rewrite the second term −∇φ
∗
k · σiej = ej · σi∇φ
∗
k, to infer (32).
It remains to show ii): We stress that the ensemble 〈·〉 being centrally symmetric means that the two
coefficient fields a and x 7→ a(−x), which we denote by a(−·), have the same distribution under 〈·〉. We
note that if φi = φi(a, ·) solves (19) for a given realization a, then x 7→ −φi(a,−x) solves (19) for the
coefficient field a(−·). By uniqueness of a stationary corrector φi of vanishing expectation we thus have
(in a 〈·〉-almost sure sense) the transformation rule
φi(a(−·), x) = −φi(a,−x).
This entails ∇φ(a(−·), x) = ∇φi(a,−x) and thus by (21)
∇ · σi(a(−·), x) = ∇ · σi(a,−x).
Since the same holds for φ∗k and ∇ · σ
∗
k we obtain
(φi∇ · σ
∗
k)(a(−·), x) = −(φi∇ · σ
∗
k)(a,−x)
and thus by invariance of 〈·〉 under central symmetry (and translation)
〈φi∇ · σ
∗
k〉 = 0,
which by integration by parts and (32) in particular yields Cijk = 0. 
2For a rigorous proof of the previous identity see, for instance, [13, formula after (26)].
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Appendix C. Construction of the second-order correctors (ψ,Ψ)
We adapt the proof [28, Lemma 1] to construct a second-order corrector ψij and its flux potential Ψij :
Lemma 12. Let 〈·〉 be stationary and ergodic. In addition let us assume that the correctors (φ, σ) are
stationary with bounded second moments. Then there exists a random stationary vector field ∇ψ, which
is curl-free, satisfies 〈∇ψ〉 = 0, has bounded second moment
〈
|∇ψ|2
〉
.
〈
|(φ, σ)|2
〉
, and 〈·〉-almost surely
solves (23). We define the random vector field
qij := a∇ψij + (φia− σi)ej − Cij , (231)
with Cij as defined in (25) and i, j = 1, . . . , d. Then there exists a random fourth-order tensor field Ψ,
skew symmetric in its last two indices, such that its gradient field ∇Ψ is stationary, 〈∇Ψ〉 = 0, it satisfies
〈|∇Ψ|2〉 .
〈
|(φ, σ)|2
〉
, (232)
and 〈·〉-almost surely solves
∇ ·Ψij = qij. (233)
Moreover, for all k, l = 1, ..., d it also holds
−∆Ψij,kl = ∂kqij,l − ∂lqij,k. (234)
Proof. We first construct ∇ψij. Since we basically follow the argument of the first step of the proof
of [28, Lemma 1], we only briefly sketch the idea. We seek ∇ψij as an element of X := {g ∈ L
2(Ω,Rd) :
Djgk = Dkgj distributionally, 〈gj〉 = 0}, where D denotes the horizontal derivative, and observe that
ellipticity of a implies that 〈g · ag〉 ≥ λ
〈
|g|2
〉
for all g ∈ X. By the Lax-Milgram there exists a unique
g ∈ X such that for all g˜ ∈ X we have 〈g˜ · ag〉 = −〈g˜ · ((φia− σi)ej)〉, which can be shown to satisfy〈
|g|2
〉
. C0 and D · ag = −D · ((φia− σi)ej). It is this g which plays the role ∇ψij .
It remains to construct ∇Ψ. We start by observing that the stationarity of (φ, σ) and ∇ψ yield that qij
defined in (231) is a stationary random field. In addition, we have that
〈qij〉 = 0, 〈|qij |
2〉 . C0, D · qij
(23)
= 0. (235)
In the remaining part of the proof, we consider ij fixed and suppress it in the notation of q and Ψ.
Throughout this proof, we do not use Einstein’s summation convention on repeated indices. We introduce
the space of curl-free symmetric tensor fields of vanishing expectation
B :=
{
b˜ ∈ L2(Ω,Rd×dsym) : ∂k b˜ij = ∂j b˜ik, 〈b˜ij〉 = 0
}
.
For every j = 1, ..., d, let us consider qjI, where I denotes the d× d identity matrix, and let us denote by
bj ∈ B the L
2-projection of qjI onto B. This implies that
〈|bj |
2〉 ≤ 〈|qjI|
2〉
(235)
. |E|2. (236)
We now argue that the third-order tensor b = bjkm satisfies the identities∑
k
bjkk = qj,
∑
k
bkkj = 0. (237)
To prove the first identity in (237) we observe that since, {D2ζ : ζ ∈ H2(Ω)} ⊂ B, it follows by
orthogonality, integration by parts and the definition of B that
0 = 〈D2ζ : (bj − qjI)〉 =
∑
k,l
〈DkDlζ(bjkl − qjδkl)〉 =
∑
k,l
〈DkDlζ bjkl〉 − 〈trace(D
2ζ)qj〉
= −
∑
k,l
〈DlζDkbjkl〉 − 〈trace(D
2ζ)qj〉 = −
∑
k,l
〈DlζDlbjkk〉 − 〈trace(D
2ζ)qj〉
= 〈trace(D2ζ)(trace(bj)− qj)〉.
Therefore, as by ergodicity {trace(D2ζ) ζ ∈ H2(Ω)} is dense in B and since both bj and qj have vanishing
expectation, identity (237) follows. Similarly, the remaining identity in (237) is implied once we argue
that
〈trace(D2ζ)(
∑
k
bkkj)〉 = −〈DDjζ · q〉
(235)
= 0.
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This is obtained by integrating by parts the left-hand side in the line above and by observing that the
curl-freeness and the symmetry conditions in the definition of B combined with the first identity in (237)
yield
DlDlbkkj = DlDjbkkl = DjDlbkkl = DjDlbklk = DjDkbkll.
We now may extend the random tensor b to a stationary random tensor field b(a, x) := b(a(·+ x)) such
that, thanks to the relationship between horizontal derivatives Di and spatial derivatives ∂i, it satisfies
〈·〉- almost surely in the distributional sense
∂lbjkm = ∂mbjkl.
Therefore, there exists a field Ψ = Ψ(a, x), defined up to a skew-symmetric constant tensor, such that
∂lΨjk = bjkl − bkjl for all j, k = 1, ..., d. (238)
Condition (232) trivially follows from (236) while equations (233) and (234) are implied by the following
calculations: By symmetry of b it indeed holds
(∇ ·Ψ)j
(238)
=
∑
l
∂lΨjl =
∑
l
(bjll − bljl) =
∑
l
(bjll − bllj)
(237)
= qj,
and by the symmetry and curl-freeness of b
−∆Ψjk = −
∑
l
∂l∂lΨjk
(238)
= −
∑
l
(∂lbjkl − ∂lbkjl) = −
∑
l
(∂lbjlk − ∂lbklj)
= −
∑
l
(∂kbjll − ∂jbkll)
(237)
= ∂jqk − ∂kqj.

Appendix D. Proof of (38) in Remark 2.
From (21) we infer the pointwise identity(
(xi + φi)a
∗(ek +∇φ∗k)− (xk + φ
∗
k)a(ei +∇φi)
)
−
(
xia
∗
hek − xkahei
)
=
(
φia
∗
hek + xi∇ · σ
∗
k + φi∇ · σ
∗
k
)
−
(
φ∗kahei + xk∇ · σi + φ
∗
k∇ · σi
)
.
We test the right-hand side with ηR(x) = R
−dη(x/R), for a smooth non-negative cut-off function η with´
η = 1. Integrating by parts in the terms which include σ while using sublinearity of φ and σ to argue
that the terms involving ∇ηR vanish in the limit R → ∞, by sending R → ∞ we see that by all three
statements in Corollary 2 we obtain (38).
Appendix E. Proof of estimate (184).
Throughout this proof we use the notation . for ≤ C with the constant C = C(d, λ) < +∞. We will
prove that any ah-harmonic function v in the annulus {
1
2 < |x| < 4} satisfies
sup
1<|x|<2
(|∇v|+ |∇2v|+ |∇3v|) .
( 
1
2
<|x|<4
|∇v|2
) 1
2
, (239)
from which (184) will immediately follows by scaling.
To show (239), we first observe that by the Sobolev inequality we have for any function v and for integer
exponent m > d/2
sup
1<|x|<2
|v| .
m∑
k=0
(ˆ
1<|x|<2
|∇kv|2
) 1
2
and so to obtain (239) it is enough to show that(ˆ
1<|x|<2
|∇kv|2
) 1
2
.
(ˆ
1/2<|x|<4
|∇v|2
)1
2
for 1 ≤ k ≤ d/2 + 5. Since ah is constant, in particular any derivative of v is again ah-harmonic, the last
estimate follows from iterating standard Caccioppoli’s inequality.
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