During the last decade interior-point methods have become an e cient alternative to the simplex algorithm for solution of large-scale linear programming (LP) problems. However, in many practical applications of LP, interior-point methods have the drawback that they do not generate an optimal basic and nonbasic partition of the variables. This partition is required in the traditional sensitivity analysis and is highly useful when a sequence of related LP problems are solved. Therefore, in this paper we discuss how an optimal basic solution can be generated from the interior-point solution. The emphasis of the paper is on how problem structure can be exploited to reduce the computational cost associated with the basis identi cation. Computational results are presented which indicate that it is highly advantageous to exploit problem structure.
Introduction
Since the late forties the simplex algorithm has been the dominating solution method for general LP problems. However, since 1984, interior-point methods have become a Department of Management, Odense University, DK-5230 Odense M, Denmark. E-mail: eda@busieco.ou.dk. URL: http://www.busieco.ou.dk/~eda/ strong competitor. We will not review the development of interior-point methods here, but instead we refer the reader to the survey papers 4, 15] .
The main di erence between interior-point and simplex type methods is that the interior-point methods move through the interior of the feasible region to the optimal solution, whereas the simplex algorithm generates a sequence of adjacent extreme point solutions. Consequently, the simplex algorithm reports an optimal solution which is also a basic solution. Hence, the algorithm reports an optimal basic and nonbasic partition of the variables. In the case where the LP problem has multiple optimal solutions, an interior-point method reports an optimal solution which is in the interior of the optimal face and hence is not a basic solution. Unfortunately, this is often undesirable, because an optimal basic solution is required for the traditional and computationally cheap sensitivity analysis. Moreover, it facilitates e cient warm-starts. However, in some cases, the interior-point solution might be more desirable than a basic solution, see 12, 10] .
Therefore, in many cases it is advantageous to be able to purify an optimal interiorpoint solution into a basic solution. We call a procedure for doing this a basis identi cation (BI) procedure.
The problem of BI can be phrased as follows. Given any feasible solution to an LP problem then compute a basic solution having the same objective value or less. This is a well-known problem in LP and is discussed by Charnes and Kortanek 9] . A more recent reference is Kortanek and Zhu 13] . However, none of these references discuss the complexity of obtaining a basic solution from an arbitrary optimal solution. Recently, Megiddo 17] has shown that if a primal and dual optimal solution is known, then an optimal basic solution can be generated in strongly polynomial time. In fact, Megiddo presents a constructive proof of this theorem. Megiddo has also shown, that if, for example, only a primal optimal solution is known, then a primal and dual optimal basic solution cannot be generated in strongly polynomial time, unless a strongly polynomial algorithm for LP exists.
In practice, Megiddo's algorithm only solves half of the BI problem, because an interior-point algorithm only generates a sequence converging towards the optimal solution. Now the interior-point algorithm must be terminated after a nite number of iterations, and therefore only an approximate optimal solution is known. However, Ye 21] has proposed a nite termination scheme which, after a polynomially bounded num-ber of interior-point iterations, produces an exact primal and dual optimal solution to the LP problem. Clearly, an obvious idea is to combine Ye's nite termination scheme with Megiddo's pivoting algorithm. This possibility is investigated in Andersen and Ye 5] , who report that this approach works very well in practice.
In the papers of Bixby and Saltzman 8] and Levkowitz and Mitra 14] some primal based BI procedures are presented. However, none of these procedures have polynomial complexity. Bixby 6] presents good computational results for an implementation of Megiddo's algorithm, but no implementational details are presented.
The BI approach discussed in this paper is identical to the one presented in 5]. However, we suggest several modi cations to the pivoting algorithm to enhance its computational e ciency.
The outline of the paper is as follows. In Section 2, we present our notation and some relevant LP theory. In Section 3, we brie y review the BI approach presented in 5]. This is followed by a discussion of the implementation of this approach in Section 4. Moreover, several ideas are proposed which enhance the computational e ciency of the pivoting phase. The main idea is to exploit a potential block triangular structure of the basis. In Section 5, we brie y discuss the implementational aspects of the pivoting algorithm. In Section 6, we report computational results that demonstrate the bene ts of the ideas presented in Section 4. Finally, we present our conclusions.
Notation and theory
In this section, we present our notation and some relevant LP theory. For simplicity, we will work with the LP problem in the standard form (P ) minimize c T x subject to Ax = b; x 0; where b 2 R m ; A 2 R m n , and c; x 2 R n . The dual of (P ) is (D) maximize b T y subject to A T y + s = c; s 0; where s 2 R n . The optimality conditions to (P ) can be expressed as follows Ax = b; x 0; A T y + s = c; s 0;
x j s j = 0; j = 1; : : : ; n:
If (P ) has an optimal solution, then a strictly complementary solution exists as stated in the following theorem. Theorem 2.1 If (1) has a solution, then a strictly complementary solution (x ; y ; s ) exists to (1) such that x j s j = 0 and x j + s j > 0; for j = 1; : : : ; n:
Moreover, the partition P := fj : x j > 0g and P := f1; : : : ; ng n P is invariant for any strictly complementary solution.
In general, we will use the notation that if J is an index set and x is a vector then In this case, B is an optimal basis. A basic solution is primal (dual) degenerate if at least one of the components in x B (s N ) is zero.
In the following, we use the notation that if u and v are two column vectors, then (u; v) is also a column vector with the components stacked. 3 The BI procedure As mentioned previously, an interior-point method generates a sequence converging towards the optimal solution. However, to be able to use Megiddo's strongly polynomial BI method an exact primal and dual optimal solution is required. Andersen and Ye 5] suggest a simple way to overcome this problem, which we are now going to present.
In each iteration of a primal-dual interior-point method, a guess (x;ŷ;ŝ) 2 R n ++ R m R n ++ for the primal and dual optimal solution is generated. These guesses are converging towards the correct optimal solution. Moreover, assume that a guess (P; P) for the optimal partition (P ; P ) is generated too. Without loss of generality, assume the variables have been reordered such that x = (x P ; x P ) then de ne b := A P:xP + A P: 0 (2) and c := A Tŷ + (0;ŝ P ):
Now de ne the perturbed problem minimize c T x subject to Ax = b; x 0 : (4) By construction, the solution (x; y; s) = ((x P ; 0);ŷ; (0;ŝ P )) is a strictly complementary solution to (4) . Also (P; P) is the optimal partition to (4). The idea is that if the interiorpoint solution (x;ŷ;ŝ) is su ciently close to an optimal solution to (P ), and (P; P) is a good approximation to the optimal partition, then an optimal basis to (4) is also an optimal basis to (P ).
Since an exact primal and dual optimal solution to (4) is known, then Megiddo's BI algorithm can be used to compute an optimal basis to (4) . If this basis is also optimal to (P ), then the BI procedure can be terminated. Otherwise, several options exist. One option is to let the interior-point method generate a more accurate solution and then try the BI procedure again. The other options are to use the nonoptimal basis as a warmstart for either the primal or dual simplex algorithm, which hopefully converges in a few number of iterations.
Under some mild conditions, Andersen and Ye 5] prove that a primal-dual interiorpoint method in a polynomially bounded number of iterations generates a su ciently accurate solution and guess for the optimal partition such that an optimal basis to (4) is an optimal basis to (P ).
In the following section, we discuss how an optimal basis to (4) is computed e ciently. 4 The pivoting algorithm
In this section, we present Megiddo's strongly polynomial pivoting algorithm in detail. Moreover, several ideas to enhance the practical e ciency of the algorithm are suggested.
Using the idea presented in the previous section, we can assume that a complementary solution (x ; y ; s ) to (P ) is known. Also let (P; P) be the optimal partition to (P ).
Furthermore, for convenience assume that a full set of arti cial variables is included in the problem (P ). Hence, the identity matrix is a submatrix of A. Let the set V P contain the indices of the arti cial variables and note that by construction x V is identical to the zero vector. Megiddo's algorithm consists of a primal and dual phase and, subsequently, both of these phases are discussed. x + B = x 0 B + B ?1 Ne j ; (6) where x + is the new superbasic solution, e j is the jth unit vector of appropriate dimension and is a step size. If is increased, three possible cases can occur. Either a superbasic variable or a variable in P \ B may hits its lower bound. Finally, a variable in P \ B may move away from its lower bound which is not allowed. In all cases the solution is updated and in the last two cases the superbasic variable is exchanged with the binding basic variable. The rst case is termed a move and is computationally cheap, because it does not require a basis update. (The computation of is equivalent to the ratio test of the primal simplex algorithm.)
The primal phase
The pivot operation reduces the number of superbasic variables by one, and by repeating this operation at most jN \ Pj times all superbasic variables are moved to zero or are pivoted into the basis. The resulting basic solution is also optimal, because the dual gap c T x + ? b T y = (x + ) T s = 0 and (y ; s ) is a dual feasible solution. However, the basis is not necessarily dual optimal. If the basis initially is dual optimal and (y ; s ) is the corresponding dual optimal basic solution, then by optimality of the solution x 0 we have that s j = 0. It follows that the dual slack of both the incoming and leaving variable are zero. Hence, the solution (y ; s ) remains a dual optimal basic solution corresponding to the new basis. The primal pivoting phase is almost identical to the primal simplex algorithm except that there is no pricing operation, because in each iteration any of the superbasic variables is a valid incoming variable. This is an important observation, because the freedom of choice can be exploited to improve the computational e ciency of the pivot operations.
An implementation of the pivoting procedure employs the same techniques as used when implementing the simplex algorithm. Hence, a sparse LU factorization is maintained of the current basis B. This factorization is updated each time the basis changes and, occasionally, the LU factorization is recomputed from scratch to remove the e ects of rounding errors and ll-in. Usually this happens after a few hundred basis updates. The computationally most involved operations of the pivoting procedure are the computation of B ?1 Ne j , the ratio test, the update of the LU factorization, and the occasional basis refactorization. The computational cost of those operations is proportional to the number of rows in the LP constraint matrix and the number of nonzeros in the current basis. Hence, it is bene cial to reduce the number of rows in the problem and make the basis sparser.
Let N = fj 2 P \ N : x 0 j > 0g be the set of all superbasic variables, then the primal pivoting procedure computes a basic solution to the system Bx B + Nx N = b and x B ; x N 0;
where N := A : N . Note that all the nonbasic variables not in N can be ignored completely.
One way to decrease the computational cost of the pivoting phase is to use the general purpose preprocessing techniques presented in Andersen and Andersen 1] to reduce the size of the problem (7). However, this is not likely to be worthwhile, because the initial problem has been preprocessed, before the optimization has been started. Instead, we propose some alternative reductions which are adapted to the problem (7 ; (8) where B 11 is a square matrix. Clearly, B 11 is a nonsingular matrix, because otherwise the basis is singular. Now the structure of the problem implies that all the variables in the leading block are xed by this block of equations. Hence, these variables can be eliminated from the problem. If the block B 11 has the dimension k, then k variables and constraints are eliminated from the problem using this reduction method termed a primal block x. Whenever the resulting subproblem has been solved, the xed variables are reinstated into the problem and the complete basis is formed. The advantage of the primal block x is dependent on whether the B 11 block can be located computationally cheaply. Fortunately, this is the case using the following approach. 
where B 0 11 is the maximal square submatrix of B 0 . The rows and columns corresponding to the block B 0 11 are identical to the block B 11 in (8). Finding the block lower triangular form of a matrix is a well-known problem in sparse matrix computation, see for example Pothen and Fan 18] . Even though it is computationally cheap to nd a block lower triangular form, it is not worthwhile performing the primal block x after each pivot. Therefore, we suggest performing the primal block x whenever the basis is refactorized. This implies that the computational cost associated with the primal block x is fairly small.
In general, the rows and columns of the current basis can be reordered such that the basis has the form :
An example of this reordering is has two rows and three superbasic variables and can be solved separately. Whenever this subproblem is solved, the complete basis is restored and the remaining part of the problem is solved. The generalization of this example to the case where the basis has the form (10) is simple. The rst subproblem is formed by including rows starting from the top left corner until approximately l superbasic variables are included in the current subproblem.
Afterwards 
In other words, the problem splits into k independent parts. Checking whether the problem consists of several independent parts costs O(nnz(A)) operations. Therefore, each time a new subproblem is formed, it is checked whether it consists of several independent parts. If this is the case, a subproblem is formed for each part. The subproblems can be solved independently and, nally, the solutions to the subproblems are combined to a solution to the full problem.
The dual phase
In this section, we discuss the dual phase of Megiddo's pivoting algorithm. The ideas used to enhance the computational e ciency of the dual phase are quite similar to those exploited in the primal phase.
Assume that a basic and nonbasic partition of the variables is known. Therefore, we have the relations B T y + s B = c B ; N T y + s N = c N : (12) Obviously, (y 0 ; s 0 ) := (y ; s ) is a feasible solution to (12 
where (y + ; s + ) is the new dual solution. It is easy to verify that this solution is feasible to (12) , and given a suitable choice of , then the number of dual superbasic variables is reduced by one. Therefore, a dual pivot corresponds to increasing until either at least one of the dual slacks hits its lower bound, or a variable in P \ N moves away from zero.
If the binding dual slack corresponds to a nonbasic variable it enters the basis, and the superbasic dual slack leaves the basis. Otherwise, the superbasic dual slack is moved to zero. In both cases the dual solution is updated, and one of the superbasic dual slacks is removed from the problem. By repeating this operation at most j P \ Bj times, a dual optimal basic solution is obtained. Assume the initial basis is a primal optimal basis, and x is the corresponding primal optimal basic solution. Now the initial dual solution is optimal which implies that the primal variable corresponding to the dual superbasic slack has the level zero in the solution x . It follows that all pivots in the dual phase are primal degenerate. Therefore, the basis remains primal optimal, and x remains a primal optimal basic solution corresponding to this basis.
An important observation is that the dual superbasic variables can be removed in any desired order. In the following, this fact is exploited to increase e ciency of the pivoting by choosing a particular order.
The computationally most expensive steps are the dual ratio test, computation of B ?T e i , the update of the LU factorization of the basis, and the occasional basis refactorization. The computational cost of those tasks is lowered if the dimension of the basis can be reduced. How to achieve this is the subject for the remaining part of this section.
In each iteration of the dual phase, the vector := B ?T e i must be computed. By de nition, is the solution to the linear system B T = e i : (14) Now assume B can be reordered to a block upper triangular form, then the system (14) is equivalent to Hence, depending on the dimension of the block B 11 , then can be computed cheaply by exploiting the block structure of the basis. In the following, we discuss how this observation can be exploited. The reader may of course question whether basis matrices in practice have a block upper triangular structure. However, Bixby 6, p. 17] has observed that in (14) (14) is solved, all the components in e i corresponding to theB 11 block are zero. This implies, all the components in corresponding to theB 11 block are zero, and the consequence is that the rows and variables corresponding to theB 11 block can be eliminated from the problem. This reduction is termed a dual block x. Whenever a basic solution is computed to the subproblem, the basis to the complete problem can easily be restored. The blockB 11 is located using the same techniques as in the primal block x. Similarly, the dual block x check is only performed, when the basis is refactorized.
The number of dual pivots is dependent on the level of primal degeneracy. In general, if jPj is less than the row dimension m, then at least m ? jPj dual pivots are required to obtain a dual optimal basic solution. In practice, we have observed that highly primal degenerate problems often have a certain structure in the matrix A :P . Indeed, after a reordering of the rows in this matrix it often has the form ; (16) where the last columns correspond to the arti cial variables. The dual phase can be started by pivoting on all the variables that are not in the B 11 few rows and, therefore, the dimension of the basis is reduced. By moving backwards in the reordered basis, we solve the complete problem by solving a sequence of subproblems which all have lower dimensions than the complete problem, but are expanding in size. Note that if one row in the B 22 block must be included in the subproblem all the rows in this block must be included. Finally, similar to the primal phase we check whether a given subproblem can be decomposed into two or more independent subproblems. If this is possible, then each subproblem is solved independently.
Parallelization of the BI procedure
Recently, it has been demonstrated that an interior-point LP solver parallelizes well on a shared memory machine 16, 2] . Hence, in the future it may be important to be able to parallelize the BI procedure, because otherwise it is going to be the bottleneck.
The issues faced, when parallelizing the BI procedure, are similar to those faced when parallelizing the primal or dual simplex algorithm. Hence, all operations with the LU factorization are di cult to parallelize, whereas the ratio test and products with A are easy to parallelize, see Bixby and Martin 7] . Bixby and Martin demonstrate for problems, where the ratio test and products with A are computationally expensive that good speedups can be achieved. Now the ideas presented in this section reduce, the computational costs associated with the operations involving the LU factorization, whereas the computational cost of the other operations are not a ected. Hence, a parallelization of the BI procedure along the lines of 7] should be possible and advantageous.
Moreover, depending on the problem structure the problem may split into several independent problems. Clearly such subproblems can be solved in parallel.
Therefore, the ideas presented in this section may be helpful to parallelize the BI procedure.
An implementation of the BI procedure
In this section, we discuss the implementation the BI procedure presented above. The implementation is similar to the one we have described in a previous paper, see 5] . However, the source code has been rewritten from scratch to allow e cient generation and solution of the subproblems that arises when using the techniques presented in the previous section.
The initial basis
It is possible to start the pivoting procedure from an all arti cial basis. In practice, it is much more e cient to let the initial basis consist of as many variables from P as possible. Indeed, if the LP problem is nondegenerate, then P is identical to the optimal basis and, therefore, using this choice, no pivots are necessary.
However, in general, P may either contain too few or too many variables to form a basis. Therefore, up to m variables from P are chosen and they are factorized using an incomplete LU factorization. Based on the incomplete LU factorization a numerically stable basis, possibly including some arti cial variables, is chosen. Hence, our approach is similar to the one employed by Bixby and Saltzman 8].
Termination of the interior-point method
An important issue is when to terminate the interior-point method and try the BI procedure. In general, the interior-point algorithm is terminated if where (x k ; y k ; s k ) is the kth interior-point iterate and we use p = d = 8 and g = 10.
Moreover, the interior-point algorithm is terminated if the current interior-point iterate is nearly feasible and fast convergence of the complementary gap starts. In practice, if the maximum possible step size in the primal-dual Newton direction (also denoted the primal-dual a ne scaling direction) is close to one, then the algorithm exhibits fast convergence. Another important issue is the generation of the guess for the optimal partition (P ; P ). We use the guess, presented in 5] that is P = fj : j x j j=x j j s j j=s j g; (18) where ( x; y; s) is the primal-dual Newton direction.
Linear algebra
As already noted, the BI procedure maintains an LU factorization of the current basis, and the factorization is updated each time the basis change. Our implementation of the LU factorization is based on the ideas presented by Suhl and Suhl 19] . The computational e ciency of the factorization procedure has been improved compared to our previous study. This is mainly the case for dense problems such as the pilot87 problem from the NETLIB collection. Also the computational e ciency of the FTRAN procedure has been improved using the techniques presented by Suhl and Suhl 20] . In general, the basis is refactorized after each 100 basis updates. Moreover, it may be refactorized due to numerical instability or excessive ll-in. 6 Computational results
In this section, we report computational results for the new implementation of the BI procedure and compare those results to the results of the old version. The main purpose is to investigate the possible improvement in the computational e ciency when using the suggestions proposed in Sections 3.
All the computational results are obtained using the XPRESS optimization package 1 . XPRESS includes an extensive presolve facility which reduces the size of a problem and rescales it. Moreover, XPRESS includes an implementation of the primal and dual simplex algorithm which is used to clean up in case the computed basis to (4) is not an optimal basis to (P ). Therefore, all the basic solutions report by XPRESS satis es the default optimality criteria employed by XPRESS, see 11] .
The interior-point algorithm implemented in the new code is based on the homogeneous model, see 3] for details. Whereas the old optimization code is an implementation of the primal-dual algorithm. The old code is equivalent to version 9 of XPRESS and the new code is the current development version. Nevertheless, the only di erence between the old and the new code is the interior-point algorithm and the implementation of the BI procedure. Hence, both interior-point algorithms are given the exactly same problem.
The computational results are obtained using an 8 processor (195 mhz R10000) SGI computer having approximately 2 gigabytes of main memory. However, in these com-New putational experiments we are only using 1 processor. All timing results are measured in CPU seconds. It should be noted that the system is a multiuser system, and therefore the timing results vary depending on the system load. Our experience is that the variation is modest.
In Table 1 , the test problems are presented. The test problems are drawn from the NETLIB collection and other sources and are deliberately choosen to be degenerate because only in the degenerate case will there be a signi cant di erence between the old and the new code. Table 1 shows the name of the test problems, the number of rows and columns after the initial preprocessing. The number of columns includes slack variables used to transform the problem to standard form. Next the estimated number of elements in P , the number iterations spent in the primal, dual, and clean phases are reported. These numbers are reported for both the old and the new code. The iterations of the clean phase are simplex iterations needed to make sure that the optimal basis satis es the default optimality criteria for the unscaled and unpreprocessed problem.
The columns jP j can be used to evaluate the level of degeneracy in the problem because in the case where a problem is nondegenerate, then jP j is identical to the number of rows. It can be seen that for example the problems aa3, lpl1, and cre-b are highly primal degenerate and the problem rail582 is dual degenerate. Furthermore it can be seen that both interior-point codes report fairly identical values for jP j. This implies that even though the LP is optimized with di erent algorithms, then the BI procedures are given nearly optimal solutions having the same level of degeneracy. Hence, we claim that it is not unreasonable to compare the old and the new BI procedure even though the LP is optimized using two di erent algorithms. Table 1 demonstrates that the number iterations performed in the primal and dual phases are proportional to the level of degeneracy as expected. Hence, for example primal degenerate problems require many dual iterations. In general, the number of primal iterations is fairly identical for the two codes. Whereas the new code usually requires signi cantly fewer dual iterations. The reason is that the codes tend to start from the same basis, but the new code has the crash procedure discussed in Section 4.2 which reduces the number dual iterations required.
Finally, the basis computed by the BI procedures seems to be very close to an optimal basis because none or very few simplex iterations are required in the clean phase.
Clearly, the interesting question is whether the techniques presented in the previous sections actually improves the computational e ciency of the BI procedure. To answer this question Table 2 reporting the timing results have been constructed. Table 2 shows the total time to optimize an LP problem and the time spent doing the BI. Also the time spent in the primal and dual phase of BI phase is reported. These numbers are reported for both the old and the new code. Finally, the reduction in the BI time is shown.
In general for the new code the BI time is usually moderate compared to the total optimization time. One major exception is the problem lpl1 where approximately 25% of the total time is spent in the BI procedure. However, this primal is highly primal degenerate so this is not unexpected. By comparing the BI time for the old and the new code, it can be seen that the BI procedure in all the cases reduces the BI time where on average the BI time is reduced by at least 50% and in some cases the BI time is reduced by 80%.
Note in particular that the two codes tend to perform the same number of iterations in the primal phase. Nevertheless, the primal phase of the new code is signi cantly faster than the primal phase of the old code. Hence, it seems to be very advantageous to exploit the problem structure in the primal phase of the BI procedure. In summary, at least for large and degenerate LP problems, it seems to be worthwhile to implement the techniques presented in Section 3 because as our computational results documents, then the BI time is signi cantly lower for the new BI procedure than for the old procedure.
Conclusion
In this paper we have discussed the implementation of a basis identi cation procedure for LP problems. First, we review some previous work by Andersen and Ye 5] . Next, some modi cations to their pivoting procedure are proposed to enhance its computational e ciency. The main idea is to exploit the problem structure to reduce the size of the overall problem. Furthermore, it is shown how to solve the overall problem by solving a sequence of small problems.
Moreover, computational results are presented which demonstrate that for large-scale and degenerate LP problems it is highly advantageous to exploit the problem structure.
Finally, a major area for further research is parallelization of BI procedure. Another possibility we have not explored is early termination of the interior-point algorithm. Indeed, if for a given problem an interior-point iteration is computationally expensive compared to a simplex iteration, it might be worthwhile to terminate the interior-point method early. This, of course, decreases the computional cost of the interior-point phase at the cost that some simplex iterations may be required.
