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1. INTRODUCTION 
In this paper we shall study the problem 
-g=/zu 1ulP-l for O<x<l, (1) 
u(O)=a, u(l)=b, (2) 
in which a, b, and p > 0 are fixed real constants. We shall investigate the 
existence of solutions of this problem for all values of A, - co < A< CO. 
The motivation for studying problem (l), (2) stems from the field of non- 
linear diffusion. The equation 
c, = (D(c) CXL 
with a diffusion coefftcient of the form 
(3) 
D(c) = mcm ‘, m > 0, 
arises in a number of different settings. Probably the most well known is 
the theory of the flow of a polytropic gas through a porous medium, in 
which c denotes the density of the gas and m is related to its adiabatic 
constant. Further instances, to name but a few, are the theories of heat 
conduction, boundary layers, biological migration, and plasma physics. In 
the majority of settings m > 1, but in the examples occurring in the theory 
of plasma physics m < 1 [6, 19,271. 
Consider the application of the separation of variables technique to 
Eq. (3) in the domain 0 <x < 1, 0 < t < T. Substituting a solution of the 
form 
4x, r) = P(f) J-(x) (4) 
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into (3) leads to the equation 
(f”)“+Lf=O for O<x< 1, (5) 
with 
p(t)= {pL:,--m+qm- 1) t}“(‘-“’ when m# 1 
and 
PL(~)=P~ exp{-lf) when m=l, 
for some p,,. Setting p = l/m and u =f” gives rise to Eq. (1). 
Separable solutions of Eq. (3) of the form (4) may be viewed as special 
cases of a wider class of similarity solutions of Eq. (3). In general, the 
substitution c(x, t) = p(t) f(a), q = xp( t) with arbitrary functions p(t) > 0, 
p(t)>0 satisfying (~L-mp~2$)‘=(~1-mp-3p’)‘=0 reduces Eq. (3) to the 
ordinary differential equation 
(f”)” + Sqf’ + If = 0 (6) 
in which 6 and L are real constants [19]. In particular, the Boltzmann 
similarity transformation c(x, t) = f(q), q = x( t + t) ~ I’* for z b 0 is admit- 
ted by Eq. (3) with an arbitrary diffusion coefficient. This yields 
(W) .f’)’ + f?f’ = 0. (7) 
Equations (6) and (7) have been the subject of considerable study in recent 
years. The existence of both classical and weak solutions has been 
established by a’ number of authors. A conspectus of the results obtained 
for Eq. (6) in the domain 0 <n < co, for Eq. (7) in the domain 0 < q < cc, 
and for Eq. (7) in the domain - cc < q < co, can be found in the references 
[lS, 20, 211, [S, 93, and [15], respectively. In a bounded domain, Eq. (5) 
has been studied by Alikakos [2], Aronson and Peletier [7], Berryman 
and Holland [12], and Alikakos and Rostamian [3]. In the first two of 
these four references [2,7], the existence of nontrivial nonnegative 
separable solutions of Eq. (3) under homogeneous Dirichlet boundary con- 
ditions has been established in the case m > 1. The third reference [121 
considers the identical problem when m < 1. In [3] the existence of 
separable solutions of Eq. (3) under homogeneous Neumann boundary 
conditions has been studied. All four references consider the respective 
problem in an arbitrary number of space dimensions. In the present paper 
we shall be specifically concerned with the existence of solutions of Eq. (3) 
in the one-dimensional case under nonhomogeneous Dirichlet boundary 
conditions. Both the cases m > 1 and m < 1 will be dealt with. 
BOUNDARYVALUEPROBLEM 421 
Equation (1) is identifiable as the generalized Emden-Fowler equation 
with constant coefficients [30]. As such it is a member of a class of second- 
order ordinary differential equations which has long been the subject of 
intensive study. Subsequently, a great number of existence results for 
problem (l), (2) are already known [4,5, 1 l-13, 16, 17,23-26,28-301. 
These will be reviewed in more detail in the course of the text. General sur- 
veys of the state of the art concerning the generalized Emden-Fowler 
equation and related topics can be found in the monographs [16, 17,301. 
In view of the regularity properties of the nonlinear diffusion 
equation (3) [27], it is natural to define a weak solution of problem (l), 
(2) as a function u E W’- 2(0, 1) n C?( [0, 11) which satisfies (2) and 
(1) in the sense of distributions. However, any such weak solution of 
problem (1 ), (2) is necessarily also a classical solution u E C’( [0, 11) [ 17, 
Theorem 17.51. Thus, without any loss of generality, we may restrict our 
attention to the existence of classical solutions of problem (1) (2). 
When A< 0, the existence of a unique classical solution of 
problem (1 ), (2) for arbitrary values of a, 6, and p > 0 is guaranteed by a 
standard result on ordinary differential equations [ 11, Theorem 3.521: 
THEOREM 1. Suppose p > 0 and ,I < 0. Then problem (1) (2) has a unique 
solution. 
Thus in the following discussion we shall concentrate on the case 1> 0. 
The plan is the following. In the next section we shall establish necessary 
and sufficient conditions for the existence of a solution of problem ( 1 ), (2). 
These will enable us to present our existence theorems in the subsequent 
section. In Section 4 we shall review the existence results as a bifurcation 
phenomenon. Finally, in Section 5, in view of the motivation for studying 
problem (l), (2), we shall discuss the nonnegative solutions of 
problem (1 ), (2) in more detail. 
We note that problem (1 ), (2) may be cast in alternative forms. Let 
uo(x) = a( 1 - x) + bx for O<x<l, (8) 
and 
g(x, u) = (u + z&(x)) Iu + u~(x)p- l. 
Then setting u = u - u,,, problem (l), (2) is equivalent to the homogeneous 
problem 
-d’=/lg(x, u) for O<x<l, (9) 
u(O)=u(l)=O. (10) 
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In addition [ 11, Section 1.11, letting 
i 
(1 -x)s 
m?s)= (l-s)x 
06s6x61 
O<x<s<l (11) 
denote the Green’s function for the Laplacian operator in one dimension, 
problem (l), (2) is equivalent to the integral equation problem 
u(x)=u&)+I j: zqx, s)u(s) lu(s)l”-’ ds for O<x<l. (12) 
2. NECESSARY AND SUFFICIENT CONDITIONS 
If U(X) is a solution of problem (l), (2) then the functions D(X) = -u(x) 
and w(x) = u( 1 -x) are also solutions of Eq. (1) satisfying u(0) = ---a, 
v( 1) = -b, and, w(0) = b, w( 1) = a, respectively. Hence, without any loss of 
generality, in the following discussion we shall assume that 
For notational convenience, we set 
B= 161. 
To begin, we shall replace the objective of finding solutions of 
problem (l), (2) by that of determining the values A for which the solution 
of the initial value problem 
-u”=~u [up-‘, (13) 
u(0) = a, u’(0) = A, (14) 
satisfies u( 1) = 6. The following observation permits this approach. 
LEMMA 1. A function u(x) is a solution of problem (l), (2) if and only if 
u is a solution of the initial value problem (13), (14) for some real number A 
such that u( 1) = b. 
The proof is self-evident. 
By the established theory for the generalized Emden-Fowler 
equation [30], for positive 1 the initial value problem (13), (14) has a uni- 
que solution for all values of a and A. Furthermore, this solution is uni- 
quely continuously extendable, bounded, and has arbitrarily large positive 
and negative zeros on ( - co, cc). Multiplying (13) by U’ and integrating 
with respect o x yields 
(u’)2=2(p+ l))‘;l(yp+‘- ]u]p+‘) (15) 
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for all x E ( - co, co). Whereby y 3 0 and 
Y P+‘=ap+i+;(p+1)A2/A. (16) 
Now, if y = 0 then (15) implies that u is the trivial solution u - 0. On the 
other hand, if y > 0, then for any point x E ( - 00, cc) such that u’(x) = 0, 
(15) implies that either u(x) = y and by (13) u”(x) < 0, or, U(X) = --y and 
by (13) u”(x) > 0. In either case, since y > a, the conclusion is that ]u] < y 
for all x E ( - cc, co ). Moreover, when y > 0 we can rewrite (15) as 
/$J(lul,v)/=C for all x E ( - co, cc ), 
where 
is a constant and 
c= {2L/(p+ 1)}1’2 
J(s,y)=j’ {yp+‘-tp+1)-1’2dt 
F 
is a well-defined integral for all s E [0, y]. Elaborating these observations 
enables us to characterize the solutions of problem (13), (14) explicitly. 
LEMMA 2. For all values a and A, the initial value problem (13), (14) has 
a unique solution which is uniquely continuously extendable on ( - oc), 00). Zf 
y = 0 then u is the trivial solution u = 0. Zf y > 0 then, for any integer k, u is 
given by 
o<u<y and J(u, v) = (4k + 1) J(0, y) - y 
for 4kJ(O, y) 6 y < (4k + 1) J(0, y), 
o<u<y and J(u,y)= y-(4k+l)J(O,y) 
for (4k+l)J(O,y)~y<(4k+2)J(O,y), 
-y<u<o and J(-u,y)=(4k+3)J(O,y)-y 
for (4k + 2) J(0, y ) < Y -c (4k + 3) J(0, y ), 
-y,<u<o and J(-u,y)=y-(4k+3)J(O,y) 
for (4k + 3) J(0, y) Q Y < (4k + 4) J(0, y), 
where 
~=Cx+J(O,y)+J(a,yl if A<0 
= Cx + J(0, y) - J(a, y) if A>O. 
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Should a solution of the initial value problem ( 13), (14) satisfy u( 1) = 6, 
then by (15) necessarily y 3 /I?. On the other hand, if y 3 j?, then by 
Lemma 2 there exists an infinite number of points x E ( - co, a) such that 
U(X) = b. However, in this latter case, Lemma 2 enables us to state precisely 
those conditions under which one of the roots of U(X) = b coincides with 
the point x= 1. 
LEMMA 3. (i) Suppose 0 <a <b. Then problem (1), (2) has a nontrivial 
solution if and only if there exists a y > p and an integer k such that one or 
more of the following conditions hold. 
C=4kJ(O,y)-J(a,y)-J(B,y), (17a) 
C = 4W0, Y) - da, Y ) + W, Y), (17b) 
C = 4kJ(O, Y) + J(a, Y) - J(A Y), (17c) 
C=4kJ(O,y)+J(a,y)+J(B,y). (17d) 
Furthermore, for each pair k and y > B such that one of the conditions 
( 17a)-( 17b) is satisfied, for each pair k and y > /I such that one of the 
conditions (17c)-( 17d) is satisfied, and for each pair k and y = p such that 
one or more of the conditions (17a)-( 17d) are satisfied, problem (I), (2) has 
precisely one nontrivial solution. 
(ii) Suppose 0 < a d -b, b < 0. Then problem (1 ), (2) has a solution if 
and only if there exists a y > /I and an integer k such that one or more of the 
following conditions hold: 
C=(4k+2)J(O,y)-J(a,y)-J(B,y), (184 
C=(~~+~)J(O,~)-J(~,Y)+J(P,~), (18b) 
C=(~~+~)J(O,Y)+J(~,~)-J(P,Y), (18~) 
C=(~~+~)J(O,Y)+J(~,Y)+J(P,Y). (18d) 
Furthermore, for each pair k and y > B such that one of the conditions 
(18a)-( 18b) is satisfied, for each pair k and y > fl such that one of the con- 
ditions (18ct( 18d) is satisfied, and, for each pair k and y = /? such that one 
or more of the conditions (18ak( 18d) are satisfied, problem (1 ), (2) has 
precisely one solution. 
Proof: The conditions (17at(17b) and (18a)-( 18b) are precisely those 
required by Lemma 2 for the nontrivial solution of the initial value 
problem (13), (14) to satisfy u( 1) = b for some A GO. Similarly, the con- 
ditions ( 17c)-( 17d) and (18ct( 18d) are precisely those required for the 
nontrivial solution of problem (13), (14) to satisfy u( 1) = b for some A 2 0. 
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Since, for any given A there exists exactly one solution of Eq. (13) 
satisfying (14), the assertion follows. 
In the light of Lemmas 1 to 3, we shall adopt the following classification 
of solutions of problem (1 ), (2). 
DEFINITION 1. Suppose A > 0, and let 
a=min(lal, PI), P=max(lal, 14). (19) 
Then a nontrivial solution u of problem ( 1 ), (2) is a solution of type n for 
some integer n if it is such that 
C=2nJ(O, Y)+J(~, y)IfiJ(P, Y) 
or 
when /? > 0, or, 
C=2(n+ l)J(O,y) 
when /I = 0, where ii denotes the continuous extension of u onto (-c/3, 00) 
andy=sup{lii(x)l: -co<x<co}. 
When /I # CI or when a = b = 0, the definition of a solution of type n is 
equivalent to saying that there exist precisely n points x E (0, 1) such that 
u(x) = a. 
Remark. Suppose that a 20 and b 30. Then any solution of 
problem (1) (2) which is nonnegative on (0, 1) is necessarily of type 0. 
Conversely, any solution of problem (1 ), (2) of type 0 cannot change sign 
on (0, 1). 
3. EXISTENCE 
In the previous section we have established necessary and sufficient con- 
ditions for the existence of a solution of problem (l), (2). The conditions 
are tantamount to being able to find a y > p such that 
for some even integer n. The existence of solutions of problem (l), (2) 
therefore hinges on the behaviour of the function 
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where n, i, and j are integers. The analysis of this function forms the kernel 
of the present paper. In view of Lemma 3 we shall suppose that 0 d c( < fl 
and that 
i=&l, j= +l, n 30, and n+i>l. (20) 
To determine the properties of the function F(y) we shall distinguish 
three different cases. The primary distinction is between those functions for 
which 
0= a= j3, or, O<a=/) and i= -j, (21) 
and those for which 
O<a<b, or, O<a=b and i=j, (22) 
whereby the latter class of functions is further subdivided into those for 
which 
n+i+j>O (23) 
and 
n+i+j=o. (24) 
LEMMA 4. Suppose (21) holds. Then the function F satisfies 
F= (n + i +j) y” p)‘2J(0, 1) fir all positive y E [I/?, co). 
Proof Applying a change of variables, we can rewrite F as 
qy(y) = $1~ PW (n+i+j)‘qO, l)-$l: {l-.P+1}~1’2 
xds-j SP+l}--1/2ds 
I 
for all y E [p, co). Since (21) holds, the last two terms in (25) cancel. 
LEMMA 5. Suppose (22) and (23) hold. Then FE C([fl, a)) n Cm(p, CZI), 
and satisfies 
F(y)-(n+i+j)y”-p”‘J(O, 1) asy-+co. (26) 
Furthermore: 
(i) ifp< 1 andj= 1 then F’(y)>Ofor all ~E(/I, a); 
(ii) if p < 1 and j = - 1 then. there exists a y * E (/3, co ) such that 
F’(y) < 0 for all y E (/3, y*) and F’(y) > 0 for all y E (y*, CQ); 
(iii) ifpa 1 andj= -1 then F’(y)<Ofor all YE@, co); 
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(iv) if p> 1 and j= 1 then there exists a y* E (fl, co) such that 
F(y) > 0 for UN y E (/I, y*) and F(y) < 0 for all y E (y*, CCI). 
Proof The identity (25) actually holds for an arbitrary function F(y). 
Statement (26) is a simple consequence. Moreover, differentiating (25) with 
respect to y yields 
where the function 
G(y)=(n+i+j)(l-p)J(O, l)+i(p+l)~~” {1-tP+1}-3’2dt 
for all y E (p, co). Differentiating G with respect to y yields 
G’(y)= -(p+1)y(3p-1)/2(i~(yP+~_~~+~)--)/2+~~(~~+~_/3~+1)-33/~~ 
for all y E (J?, cx) . 
Now, since cr<p, it holds that ~(yJ’+l -,p+1)-3’2~~(yp+1-~p+1)-3’2 
for all y > /I with equality if and only if c1= /?. Hence, if G’(y) = 0 for some 
point y E (B, cc ), then i = -j and LY = fi. However, this is excluded by (22). 
Thus G’(y) # 0 for all y E (D, co). This means that G, and hence also F’, can 
change sign at most once on (/?, co). 
The assertions of the lemma are now a consequence of the observations 
that 
W)+(n+i+j)(l-p)J(O, 1) as y+co 
and evoking (22) 
G(Y) + ~0 as r-8 if j=l 
G(Y)-, --oo as r-8 if j=-1. 
COROLLARY. (i) Suppose p < 1 and j= - 1. Then 
F(y*)>(n+i+j)J(O,p). 
(ii) Suppose p > 1 and j = 1. Then 
F(y*)-c(n+i+j)J(O,B). 
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Proof Define the function 
&)=(n+i+j)J(O,y) 
for all y E [p, cc ). 
(i) Suppose that i = j. Then by (22), 0 < CY and 0 < 8. Hence 
0) >m for all y E (fl, co ). 
On the other hand, if i= -j, then by (22), c( < /3 and 
F(Y) > n-W, Y) + iJ(h Y) +jJ(a, Y) =&I for all y E (fl, co). 
The function fi(?(y) is, however, a function to which Lemma 4 can be 
applied. In particular, this infers that 47) >&I) for all y > /?. Whence 
F(y) > i’(p) for all y E (8, co). 
(ii) Excepting that the inequalities are reversed, the proof of this part 
of the lemma is identical to that of the first. 
LEMMA 6. Suppose (22) and (24) hold. Then FE C( [B, co)) n P(/?, co) 
and satisfies 
F(Y) - -(icr+j/?)y-(p+“‘2 as y-+00. 
Furthermore, F’(y) < 0 for all y E (fi, GO). 
Proof The lemma can be verified by retracing the analysis employed to 
prove Lemma 5 if one notes that, since (20) and (24) hold, j = - 1. We 
omit the details. 
Combining the results of Lemmas 3 to 6, we are able to state our 
existence theorems. For convenience, we shall distinguish between the sub- 
linear case p < 1 and the superlinear case p > 1. Although analogous results 
for the linear case p = 1 may be obtained from the above analysis, these 
results can also be derived by the elementary explicit solution of Eq. (1) 
and are only too well known [lo]; so we shall not state them. 
THEOREM 2. Suppose 0 < p < 1 and A > 0. 
(i) Zf /a\ + l&j > 0. Then problem (l), (2) has a unique solution of type 
0 for all A > 0. Furthermore, there exists a sequence of values { A,}E 1 such 
that 0 < Izi < Ai+ 1 for all i > 1 with the property that problem (l), (2) has no 
solution of type i for all A < li, a unique solution of type i for A = Ai, and 
precisely two solutions of type i for all A > Ai. 
(ii) Zf a = b = 0. Then for all i 2 0 problem (1 ), (2) has precisely two 
nontrivial solutions of type i for all A > 0. 
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Problem (1 ), (2) has no other nontrivial solutions. Moreover, with the follow- 
ing exceptions, all the above-mentioned solutions are distinct: 
if a = b # 0 and A.= Ai for even i, then the solution of type i coincides 
with one of the solutions of type i- 1; 
if a = -b z 0 and E. = lli for odd i, then the solution of type i coincides 
with one of the solutions of type i - 1. 
THEOREM 3. Suppose p > 1 and A > 0. 
(i) If Jai + Ib( > 0. There exists a sequence of values {A.i)~, such that 
0 < li < Ai+, for all i 2 0 with the property that problem (1 ), (2) has precisely 
two solutions of type i for all A< Ai, a unique solution of type i for A = li, 
and no solutions of type i for all A> Ai. 
(ii) If a = b = 0. Then for all i 2 0 problem (l), (2) has precisely two 
nontrivial solutions of type i for all A> 0. 
Problem (l), (2) has no other nontrivial solutions. Moreover, with the follow- 
ing exceptions, all the above-mentioned solutions are distinct: 
if a = b # 0 and ,I = li for odd i then the solution of type i coincides with 
one of the solutions of type i + 1; 
if a = -b # 0 and A= Ai for even i then the solution of type i coincides 
with one of the solutions of type i+ 1. 
In addition to proving the existence of the values (A,>, Lemmas 4 to 6 
and the corollary to Lemma 5 also provide suffkient material to estimate 
their magnitude. To summarize these estimates, we set 
/Li= {2Aj/(p+ 1)}1’2 for all i 
and define CI and fl by (19). 
COROLLARY TO THEOREM 2. (i) Suppose a#B, ab>O: 
2iJ(0,/?)<pLi<2(i+1)J(0,p)--J(a,p) for oddi, 
2iJ(O, B) < pLi < 2iJ(O, j?) + J(a, B) for even i. 
(ii) Suppose a # fi, ab -C 0: 
2iJ(O, p) < /.A[< 2iJ(O, j?) + J(C@) for odd i, 
2iJ(O, j?) < /Ai< 2(i+ 1) J(0, fi) -.J(a, 9) for even i. 
(iii) Suppose a = b: 
2iJ(0,j?)<pi<2(i+1)J(0,/?) for oddi, 
pi = 2iJ(O, /3) f or even i. 
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(iv) Suppose a = -b: 
,ui = 2iJ(O, /I) for odd i, 
2iJ(O, /?)<&<2(i+ 1) J(0, p) for even i. 
COROLLARY TO THEOREM 3. (i) Suppose a # /I, ab 2 0: 
2iJ(0,~)+J(a,fl)<~i<2(i+1)J(0,~) foreveni, 
2(i+1)J(0,~)-J(cc,~)<~i<2(i+1)J(0,~) for odd i. 
(ii) Suppose a # /I, ab < 0: 
2(i+1)J(0,/3)-J(a,~)<~i<2(i+1)J(0,/?) for even i, 
2iJ(O, p) + J(a, j?) < /Li < 2(i+ 1) J(0, p) for odd i. 
(iii) Suppose a = b: 
2iJ(O, /I) < pi < 2(i + 1) J(0, /?) for even i, 
pi= 2(i+ 1) J(0, /?) for odd i. 
(iv) Suppose a = -b: 
2iJ(O, fi 
,uLi=2(i+ 1) J(0, B) for even i, 
)<pi<2(i+1)J(0,p) foroddi. 
The question of the existence of nonnegative solutions of 
problem (l), (2) has received the most attention in the past. As remarked in 
Section 2, with the exclusion of negative solutions of problem (l), (2) in the 
case a = b =0 when a 20 and b>O, solutions of type 0 are synonymous 
with nonnegative solutions. 
In the superlinear case p > 1 with a = b = 0, as long ago as 1959, Moore 
and Nehari [25] established that problem (l), (2) has at least one non- 
trivial nonnegative solution for all values of 1> 0. This solution was proved 
to be unique, three years later, by Moroney [26]. For arbitrary a > 0, 
b 20, Keller and Cohen [23] proved in 1967 that if p < 1 then 
problem (l), (2) has a unique nonnegative solution for all values of A> 0, 
and if p > 1 and a + b > 0 then there exists a & >O such that 
problem (l), (2) has a nonnegative solution for all 1 <E., and no non- 
negative solutions for all 2 > &,. Subsequently, a more detailed analysis by 
Ullrich [28] showed that in fact the inequality 1< & for existence could be 
converted into 1~ 1,. The exact number of nonnegative solutions of 
problem ( 1 ), (2) when p > 1, a 3 0, b 3 0, and a + b > 0 can be determined 
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under all but one set of circumstances by invoking existence results for 
problem (9), (lo), where the function g(x, u) is continuously extended for 
negative values of u in such a way that g is nonnegative and has a second 
derivative with respect to u which is uniformly bounded below for all values 
of x E [0, 11. Specifically, results established by Amann [4, 53 can then be 
applied to yield the precise number of nonnegative solutions of 
problem (1 ), (2) in all cases excepting 1 <p < 2 and c1= 0, in which case the 
continuity requirements for the function g cannot be met. The results 
established by Amann [4, 51 represent an improvement of earlier results by 
Laetsch [24] which were derived under the restriction a = b. 
When solutions of problem (l), (2) which are not necessarily non- 
negative are considered, the existence of at least one solution of 
problem (l), (2) for all values of a, b, and ,I > 0 is guaranteed in the sub- 
linear case p < 1 by a standard theorem on existence in the small [ 11, 
Theorem 1.1.23 (see also [ 16, Theorem 8.61) and in the superlinear case 
p > 1 by the work of Ward [29]. Furthermore, in the specific case p > 1 
and a = b = 0, Moore and Nehari [25] have shown that problem (l), (2) 
has a solution of type i for all i >/ 0 and R > 0. That there are precisely two 
of these solutions for all i > 0 was demonstrated by Coffman [ 131. Finally, 
when p > 1 and a 2 0, b >, 0, Ullrich [28] has shown that problem (1 ), (2) 
has an infinite number of solutions, and, when p > 1 and a = b < 0, apply- 
ing Theorem 37.2 of [ 173 to problem (9), (lo), problem (1 ), (2) is known 
to have an infinite number of solutions. 
The present results complement and unify this picture. 
4. BIFURCATION 
The existence results of Theorems 1 to 3 are illustrated in Figs. 1 to 8. To 
clarify these bifurcation diagrams, the following nomenclature has been 
used. Solutions of problem (1 ), (2) with II < 0 have been classified as 
follows. 
DEFINITION 2. Suppose A < 0. Then a nontrivial solution u of 
problem ( 1 ), (2) is of type 0. 
Furthermore, Ilull denotes the C( [0, 11) norm, i.e., 
Ilull =sup{lu(x)l: OdxQ 1). 
Finally, for each nonnegative integer k>O, Sz, denotes the set of points 
(J., \\u~\)E( --co, 00)x [fi, co) such that problem (I), (2) has a solution of 
type k with norm /lull. 
To construct the bifurcation diagrams, use has been made of computer 
4Wl128i2.9 
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A, A, A3 x 
FIG. 1. Bifurcation diagram for p < 1 and [al # Ibl. 
library routines for the gamma function Z and the incomplete beta function 
Zx(r, q). These have been utilized to complete the identity [l] 
J(k Y) = 4Y” - p)‘2{m) T(q)lf(r + 4)) Z&3 41, 
where q= l/(p + l), r= l/2, and x= 1 - (~/y)~+‘. Moreover, we note that 
if u is a solution of problem (l), (2) of type 0 derived via formulations (17~) 
or (18a) then [lull =/I. Likewise, if u is a solution of problem (l), (2) with 
I GO, then Ilull = jI [22]. In the remaining cases though, /Iu(I is identical to 
the parameter y adopted in the previous notation. 
FIG. 2. Bifurcation diagram for p < 1 and a = b # 0. 
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0 A, A2 A, 7 
FIG. 3. Bifurcation diagram for p < 1 and a = -b # 0. 
In Fig. 1 the bifurcation diagram for. p = 0.6 and a = 0.0, b = 1.0 is 
presented, while Fig. 2 illustrates p = 0.6 and a = b = 1.0, and Fig. 3 presents 
the counterpart with a = -b = 1.0. Figure 4 is the bifurcation diagram for 
the combination p = 0.6 and a = b = 0.0. Figures 5 to 8 repeat the previous 
sequence of diagrams with a value of p = 1.4. All the figures are plotted to 
the identical pair of linear scales. Figures 1 to 8 also serve to illustrate the 
following. 
THEOREM 4. Suppose Ial + lb1 > 0 and p > 0. Let Sk denote the set of 
FIG. 4. Bifurcation diagram for p -c 1 and a = b = 0. 
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I 
0 A0 A, L A3 A 
FIG. 5. Bifurcation diagram for p > 1 and Ial # Ibl. 
pairs(1,u),1E(--,cO)anduEC2([0,1]), such that for the given value of 
A the function u is a solution of problem (1 ), (2) of type k. Then for each 
integer k 2 0, S, forms a connected subset of ( - co, co) x C’( [0, I]). 
Proof Since when p = 1 the solutions of problem (1) (2) can be 
calculated explicitly, we shall confine our attention to the case p # 1. 
In view of Theorems 1 to 3 and the observation that any solution of 
problem (l), (2) satisfies Eq. (1) to prove the theorem it s&ices to show 
that for any (A*, u*) E S,, when (A, U) E Sk and A + A* there holds u -+ U* 
in C’([O, 11). 
FIG. 6. Bifurcation diagram for p > 1 and a = b # 0. 
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B 
0 A, A, A, A, A 
FIG. 7. Bifurcation diagram for p > 1 and a = - 6 # 0. 
Now, when 1 >O, the existence of a solution of type k depends on 
satisfying one of the equalities (17at(17d), (18at(18d) for some 
parameter y 2 b, and, by Lemmas 46, the requisite y is a continuous 
function of II. However, this means that the parameter A occurring in (16) 
is also a continuous function of A. The continuity of the map 1+ Sk for 
A> 0 is subsequently a straightforward consequence of the continuous 
dependence of solutions of the initial value problem (13), (14) on the 
parameter 1 and the initial conditions (14) [lo, Theorem 1.31. 
To complete the proof of the theorem it therefore remains to show that 
the map A+ S,, is continuous in a neighbourhood of any point A* < 0. 
FIG. 8. Bifurcation diagram for p > 1 and a = b = 0. 
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However, if A* = 0 this continuity is assured by Theorem 1.1.2 of [ 111. The 
only remaining situation is subsequently that in which A* < 0. We observe 
though that for any (A, U) E S, with A < 0 the function w = (A*/A)‘/(’ --PI u 
satisfies -w” = I*w jwlpP ’ for 0 <x < 1 and w(O) = (A*/E,)‘“‘~ P) a and 
w(1) = @*/A) “(’ Pp) b. Hence the continuity of the map A+ S, can be 
verified if we can show that when A< 0 solutions of problem (1) (2) 
depend continuously on the boundary data. This, however, is consequent 
upon the existence theorem for 1< 0 [ 11, Theorem 3.5.31. 
The case a = b = 0 has been deliberately avoided in Theorem 4. 
Remark. Suppose a = b = 0 and p > 0. Let u* denote a solution of 
problem (l), (2) of type k for some integer k 2 0 and value A* > 0. Then for 
all real p E (0, co) the functions u(x) = pu*(x) and w(x) = -MU* are also 
solutions of problem (I), (2) of type k with a = b = 0 and ,I = ppP ‘A*. This 
characterises the solutions of type k completely. 
We remark that if one considers solutions of problem (l), (2) which are 
strictly positive on [0, l] for positive i in the more abstract setting of 
bifurcation in Banach spaces, much more than is implied in Theorem 4 can 
be said about the regularity of the map A-+ Sk. See, for example, Crandall 
and Rabinowitz [ 141. 
5. NONNEGATIVE SOLUTIONS 
From a physical point of view the solutions of problem (l), (2) which are 
of most interest are those which are nonnegative on [0, 11. 
By the remark in Section 2, when a > 0, b > 0 and A > 0, the nonnegative 
solutions of problem (l), (2) are characterized by the solutions of type 0. 
On the other hand, if a 2 0, b 2 0, and 1 d 0, then by the maximum prin- 
ciple [22] any solution of problem (l), (2) satisfies 0 < U(X) < max{ a, b} 
for all x E (0, 1). Thus we have all the information which is needed to 
implicate the existence of nonnegative solutions of problem (1 ), (2). 
PROPOSITION 1. Suppose that p < 1. 
(i) If a > 0, b > 0, and a + b > 0. Then problem ( 1 ), (2) has a unique 
nonnegative solution ,for all values of A, - cc < 2 < 03. 
(ii) If a = b = 0. Then problem (l), (2) has no nontrivial nonnegative 
solutions for all I < 0, and a unique nontrivial nonnegative solution for all 
2 > 0. 
PROPOSITION 2. Suppose that p > 1. 
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(i) If a 2 0, b > 0, and a + b > 0. Then there exists a value I, such that 
0 < A, < co with the property that problem (I), (2) has a unique nonnegative 
solution for all 3, < 0 and for I = lo, precisely two nonnegative solutions for 
all I E (0, A,), and no nonnegative solutions for all A> 1,. 
(ii) If a = b = 0. Then problem (l), (2) has no nontrivial nonnegative 
solutions for all 160 and a unique nontrivial nonnegative solution for all 
A> 0. 
Excluding the case l<p<2 and min{a, b} =O<max(a, b}, 
Propositions 1 and 2 have been previously established or can be derived by 
applying known results to problem (9), (10) [4, 5, 11, 13,23-26,281, as 
reviewed in Section 3. Worthy of particular mention is the work of 
Ullrich [28] in that it includes a constructive method for proving existence 
in the case p > 1 and a + b > 0 which leads to an explicit expression for the 
value JO. To be specific, Ullrich [28] shows that 
x, s) u;(s) ds: 0 <x < 1 , 
where u. and K are the functions defined in (8) and (1 l), and 
CT= (p- l)P-’ p-p. 
Carrying out the necessary manipulations yields 
lo = a(p + 2)(p + l)(b - a)3/[bp+2 - ap+* - (p + 2)(b - a) 
x {ab(p+ I)-’ (b-a)-’ (bP+1_aP+l)}(~+l)/(~+*)] if afb 
and 
2 =80alPP 0 if a=b. 
Analogously to Theorem 4, the following result also holds true. 
PROPOSITION 3. Suppose a > 0, b > 0, and p > 0. Let S denote the set of 
pairs (I, u), A E (- 03, 03) and u E C*( [0, l]), such that the function u is a 
nontrivial nonnegative solution of problem (1 ), (2) for the given value of A. 
Then S forms a connected subset of (- co, co) x C*( [0, 11). In particular, 
there exists a continuous bijection of (-00, 00) into S, s+ (A(s), u(x; s)), 
with the property that IIu(x; s)lj -+ max(a, b} as s + -co and IIu(x; s)ll -+ co 
ass+co. 
To conclude this paper we shall prove two theorems relating to the 
positivity and monotonicity of nonnegative solutions of problem (1 ), (2). 
These theorems will be established as the culmination of a series of lemmas 
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which we shall state and prove in turn below. Throughout the discussion, 
unless explicit mention is made to the contrary, we shall assume that a 3 0, 
b> 0, and p> 0 are arbitrary. The first lemma which is stated is rather 
trivial but provides a convenient springboard for launching the remaining 
analysis. 
LEMMA 7. Let u denote a nonnegative solution of problem (1 ), (2). If 
A > 0 there holds u(x) > z+(x) for all x E (0, l), and if A < 0 there holds 
u(x) < u,,(x) for ah x E (0, 1). Zf I= 0, then u G uO. 
Proof. See (12). 
LEMMA 8. Let u, and u2 denote two nonnegative solutions of 
problem (1 ), (2) corresponding to the values A, and A,, respectively, with 
A1 < A2 < 0. Then u,(x) d u*(x) for all x E [0, 11. 
Proof: Suppose to the contrary of the assertion that there exists an 
interval (x1, x2) 5 (0, 1) such that ur(xr) = uz(x,), U,(X) > U*(X) for all 
XE (x,, x,), and u,(x*) = u2(x2). Then subtracting Eq. (1) for u2 from 
Eq. (1) for U, , multiplying by (u, - u,), and integrating from x, to x2 yields 
However, this constitutes a contradiction. 
LEMMA 9. Let the assumptions of Lemma 8 hold. Then u,(x*)=u~(x*) 
for some point x* E (0, 1) if and only tfuz(x*) = 0. 
Proof: Suppose to begin with that u,(x*)=zQ(x*). Then, since by 
Lemma 8, ur(x) <Q(X) for all x E (0, 1) there holds (ur - a,)‘(~*) = 0 and 
(uI - uJ(x*) ~0. By Eq. (1) though, (ur - a,)“(~*) = (2, -A,) u$‘(x*). So 
242(x*) = 0. 
Suppose conversely that u2(x*) = 0. Then as ur is nonnegative and, by 
Lemma 8, less than or equal to ua on (0, I), trivially, u,(x*) = ZQ(X*). 
LEMMA 10. Suppose that I < 0, p # 1 and a + b > 0. Then there exists a 
point x* E (0, 1) such that the nonnegative solution of problem (1 ), (2) 
satisfies u(x*) = 0 tf and only if 
P<l and A.< -2(p+ l)(l -P)-~ {a(‘-p)‘2+b(‘--p)‘2}2. (27) 
Proof. We shall first establish the necessity of (27). We suppose then 
that there exists a point x* E (0, 1) such that u(x*) =O. A property of 
Eq. (1) for negative I is that u cannot have a positive maximum in (0, 1). 
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Consequently there exists a maximal interval [xi, x2] G [O, 11, with 
x1 d x* < x2, such that 
u(x) = 0, u’(x) = 0 for all XE [xi, x2] (28) 
and 
u(x) > 0, u’(x) # 0 for all XE [0, l]\[x,, xJ, (29) 
whereby x, > 0 if and only if a > 0 and x2 < 1 if and only if b > 0. 
Suppose now that a > 0. Then, bearing (28) and (29) in mind, mu1 
tiplying (1) by u’, and integrating from x to x, yields 
u’(x)= - (-2A/(p+ 1)p2 u(p+‘)‘2 for all x E [O, x, 1. (30) 
Hence, transferring u to the left-hand side of (30) and integrating again, 
.(I -PI/2 _ u(l - P)/2 
=i(l -p){ -2A/(p+ l)}“2x for all XE [O,X~). (31) 
However, by the continuity of U, u --t 0 as x + x1. Thus, by necessity, p < 1 
and 
x,=(1-p)-’ {-2(p+1)/~}“2a(‘-p”2. 
Similarly, if we suppose that b > 0, we obtain 
(32) 
b” -PI/2 _ u(1 ~ P)/2 
=~(l-J.+2;ll(p+1)}“2(1-x) for all XE (x2, 11. (33) 
Hence, again, p < 1 and 
~,=l-(l-p)-‘(-2(p+l)/A}“~b(‘-~)‘~. (34) 
In either case, we deduce that p < 1 and, irrespective of whether a > 0 
and b > 0 or not, (32) and (34) hold. The condition (27) is subsequently the 
requirement hat x1 < x2. 
That (27) is also sufficient for the solution of problem (l), (2) to satisfy 
u(x*)=O for some point x* E (0, I) can be verified by the observation that 
under condition (27) we have explicitly constructed the solution of 
problem (l), (2). It is given by (28), (31), and (33), where xi and x2 
satisfy (32) and (34). 
LEMMA 11. Let uI and u2 denote two nonnegative solutions of 
problem (l), (2) corresponding to the values A., and A,, respectively, with 
Otl, ~1~. Then ifthere exists apoint x*E(O, 1) such that u,(x*)=u~(x*) 
there holds u, s u2. 
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Proof: Suppose that the lemma is false. Then as solutions of initial 
boundary value problems for Eq. (1) with positive i, are unique [30], either 
u’,(x*)#u;(x*), or, u~(x*)=u;(x*) and I, <A,. Without any loss of 
generality we shall suppose that u~(x*)>u;(x*). We assert that we can 
define the points 
xi =inf(x:u;(y)3u;(y) for all y E [x, x*] } 
x2 = sup{x: U;(y) > U;(y) for all y E (x*, x)} 
with O<x,<x*<x,<l. If u’,(x*)=u;(x*) then A,<&, and, by 
Lemma 7, ui(x*) = uz(x*) > 0. Thus, by substitution in (l), u;(x*) > 
&‘(x*). Therefore, whether u’,(x*) > u;(x*) or u’,(x*) = z&(x*), the existence 
of xi and x2 follows from the continuity of U, and u2. Moreover, 
and 
~,(XI)~~Z(~~I)> u;(-x,)= 4(x,), (35) 
UIb2) > %(X2), ui(x2) = 4(x2), (36) 
This last inequality can be rewritten as 
1, ugxz) 3 &u$(x2). 
Hence by (36), 
~,u~+‘(x*)>E,2up+‘(x,). 
On the other hand, by (35) 
~,u:,+‘(x,)~~2u~+‘(x1). 
(37) 
(38) 
Now, multplying Eq. (1) for ui, i= 1, 2, by u: and integrating with 
respect o x from x, to x2 yields 
(p+ l){(u;)2 (x2)- (u;)’ (x1)} = -2ni{up+‘(X2)-uup+1(X,)} 
for i = 1,2. Hence, by (35) and (36), 
I nluy+‘(x,)-n 2U~+‘(XJ=Q4/;+‘(X2)-~2U~+1(X*). 
This contradicts (37) and (38). 
We are now in a position to state our positivity and monotonicity 
results. 
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THEOREM 5. Suppose that a 30, b 2 0, and p 30. Then there exists an 
x* E (0, 1) such that a nontrivial nonnegative solution of problem (I), (2) 
satisfies u(x*) = 0 if and only if 
P<l and A< -2(p+ I)(1 -P)-~ {,(‘-p)‘2+b(1--)/2}2, 
Proof. For p # 1 the theorem is contained in Lemmas 7 and 10. If p = 1 
though, problem (l), (2) may be solved explicitly. It requires only elemen- 
tary analysis to show that any nontrivial nonnegative solution is positive 
on (0, 1). 
THEOREM 6. Suppose that a 2 0, b 2 0, and p > 0. Let S denote the set of 
pairs(A,u),AE(--,oo)anduEC2([0,1]), such that u is a nontrivial non- 
negative solution of problem (l), (2) for the given value of 2, and let 
s * (A(s), u(x; s)) denote a continuous bijection of (- GO, co) into S with the 
properties stated in Proposition 3. Then, if - co < s1 < s2 < co there holds 
u(x; SI) 6 u(x; SJ for all x E (0, l), 
with equality if and only if u(x; s2) = 0. 
Proof: If A(sI) < 0 then the theorem is a consequence of Lemmas 7-10. 
On the other hand, if A(s,) > 0 then by Lemma 11, u(x; sl) # u(x; s2) for all 
XE (0, 1). The only task therefore remaining is to show that if A(s,)>O 
then u(x; sl) < u(x; s2) for at least one point XE (0, 1). This last detail is 
contained in the analysis presented in Sections 2 and 3. 
Theorem 6 corroborates the known properties of problem (9), (10) in the 
framework of ordered Banach spaces [4, 51. In particular, for p > 1 and 
a + b > 0, Theorems 5 and 6 establish the existence of a maximal and 
minimal solution of problem (1 ), (2) such that the maximal solution is a 
strictly decreasing function of A and the minimal solution is a strictly 
increasing function of il for all values of I E (0, A,). 
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