








Gerontogiannis, Dimitrios Michail D. (2021) Ahlfors regularity, extensions by 
Schatten ideals and a geometric fundamental class of Smale space C*-







Copyright and moral rights for this work are retained by the author 
A copy can be downloaded for personal non-commercial research or study, 
without prior permission or charge 
This work cannot be reproduced or quoted extensively from without first 
obtaining permission in writing from the author 
The content must not be changed in any way or sold commercially in any 
format or medium without the formal permission of the author 
When referring to this work, full bibliographic details including the author, 











Ahlfors regularity, extensions by Schatten ideals and
a geometric fundamental class of Smale space
C*-algebras using dynamical partitions of unity
by
Dimitrios Michail D. Gerontogiannis
(supervised by Dr Michael F. Whittaker and Prof. Joachim Zacharias)
Submitted in fulfilment of the requirements for the
Degree of Doctor of Philosophy
School of Mathematics and Statistics




In this thesis we study the Ahlfors regularity of Bowen’s measure on Smale spaces and
analyse Smale space C∗-algebras in the framework of Connes’ noncommutative geometry
using smooth extensions by Schatten ideals and summable Fredholm modules.
Bowen’s construction of Markov partitions implies that Smale spaces are factors of
topological Markov chains. The latter are equipped with Parry’s measure which is Ahlfors
regular. By extending Bowen’s construction we create a tool for transferring, up to topo-
logical conjugacy, the Ahlfors regularity of the Parry measure down to the Bowen measure
of the Smale space. An essential part of our method uses a refined notion of approximation
graphs over compact metric spaces. Moreover, we obtain new estimates for the Hausdorff,
box-counting and Assouad dimensions of a large class of Smale spaces.
In the noncommutative setting, given a Smale space, our generalised Markov partitions
yield dynamical partitions of unity which produce explicit θ-summable Fredholm modules
that represent a fundamental K-homology class for the Spanier-Whitehead duality of the
stable and unstable Ruelle algebras of the Smale space. Therefore, we obtain an exhaustive
description of the K-homology classes of Ruelle algebras in terms of Fredholm modules
constructed by Markov partitions. Our method involves the construction of dynamical
metrics on Smale space groupoids that give rise to smooth (holomorphically stable and
dense) ∗-subalgebras of Smale space C∗-algebras. In particular, for every such smooth
subalgebra of a Ruelle algebra, we show that every extension class in the BDF-theory
group of the Ruelle algebra can be represented by an extension that on the smooth sub-
algebra reduces to an algebraic extension by a Schatten p-ideal. The value p is related
to the dimension of the underlying Smale space. This provides a new approach to the
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In the 1970’s Bowen [16–18], using Markov partitions, showed that topological Markov
chains provide a combinatorial model of arbitrary precision for Smale spaces. Since then,
Markov partitions have been an indispensable tool for studying the dimension theory
[11,101] and homology [107] of Smale spaces. The pervading theme of this thesis is a
certain generalisation of Bowen’s Markov partitions that allows us to study the geometry
of Smale spaces. In particular, our primary innovation is to inflate Bowen’s Markov
partitions to open covers realising the same combinatorial data, but which can also be
used to approximate the metric structure of Smale spaces, by inductively refining them
to open covers of smaller diameter admitting Lipschitz partitions of unity with controlled
Lipschitz constants. In this thesis we use Markov partitions and their generalisation to
(i) study the Ahlfors regularity of Bowen’s measure (measure of maximal entropy) on
Smale spaces. As an application we calculate Hausdorff, box-counting and Assouad
dimensions for a large class of Smale spaces;
(ii) construct and study smooth structures related to the Brown-Douglas-Fillmore Ext-
groups of the stable and unstable Ruelle algebras associated to Smale spaces. This
involves the construction of dynamical metrics on Smale space groupoids giving
rise to smooth subalgebras of Ruelle algebras. For each smooth subalgebra, every
class in the Ext-group of the corresponding Ruelle algebra can be represented by an
extension (by the compacts) that can be reduced to an algebraic extension of the
smooth subalgebra by a Schatten p-ideal. The value p > 0 is related to dimensional
data of the underlying Smale space;
(iii) find an explicit θ-summable Fredholm module picture of the K-theoretic Spanier-
Whitehead duality of Kaminker, Putnam and Whittaker between the stable and
unstable Ruelle algebras [74]. In this way, we obtain a geometric description of the
K-homology of both Ruelle algebras in terms of Fredholm modules constructed by
Markov partitions.
1
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Part (i) is a classical approach to dimension theory of Smale spaces, while part (ii) can
be regarded as a noncommutative analogue. The original PhD problem was part (iii) only.
However, we discovered that most of the machinery that we developed to solve it could,
in fact, be used for parts (i) and (ii). We now give a brief introduction to Smale spaces
and their C∗-algebras. These topics are described in detail in Sections 3.1 and 5.1. Then,
we briefly discuss each of the aforementioned three parts and conclude the introduction
with the structure of the thesis.
1.1 Smale spaces and their C∗-algebras
In the 1970’s, Ruelle [116] defined Smale spaces as the topological counterpart of Smale’s
famous non-wandering Axiom A systems [128]. Roughly speaking, a Smale space (X,d,ϕ)
is a dynamical system consisting of a homeomorphism ϕ acting on a compact metric space
(X,d) in a hyperbolic way; every x ∈ X has a small neighbourhood homeomorphic to
the product of two sets on which ϕ expands and contracts distances at least by a factor
λd > 1 and λ−1d < 1, respectively. Other basic examples include the hyperbolic toral
automorphisms, Wieler solenoids [134], aperiodic substitution tilings [6] and topological
Markov chains. Bowen’s Theorems on Markov partitions proved that the latter provide a
combinatorial model of arbitrary precision for Smale spaces. In this thesis we focus on non-
wandering Smale spaces, which due to Smale’s Decomposition Theorem [116, Section 7.4]
can be studied through their irreducible or mixing parts.
In the late 1980’s, Ruelle in [117] constructed groupoid C∗-algebras from homoclinic
equivalence relations on Smale spaces. Ruelle’s work was later extended by Putnam [108]
who constructed additional groupoid C∗-algebras from Smale spaces. Among these, the
stable and unstable Ruelle algebras are crossed products by Z and higher dimensional
analogues of stabilised Cuntz-Krieger algebras. Putnam and Spielberg [109] showed that
Ruelle algebras are separable, simple, nuclear, C∗-stable, purely infinite and in the UCT
class, hence are classified up to isomorphism by their K-theory. Kaminker, Putnam and
Whittaker [74] also proved that for a given Smale space, the stable and unstable Ruelle
algebras Rs and Ru are (Spanier-Whitehead) K-dual. This K-theoretic duality is given
by a K-homology class ∆ ∈ KK1(Rs ⊗Ru,C) and a K-theory class ∆̂ ∈ KK1(C,Rs ⊗Ru)
such that
∆̂⊗Ru ∆ = 1Rs and ∆̂⊗Rs ∆ = −1Ru .
One of the various isomorphisms that we obtain via Kasparov product is
− ⊗Rs∆ ∶ KKj(C,Rs)→ KKj+1(Ru,C). (1.1.1)
The class ∆ is represented by an extension τ∆ ofRs⊗Ru (that we call the KPW-extension),
and a large portion of this thesis is dedicated to finding a geometric Fredholm module
representative of ∆.
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1.2 Ahlfors regularity of measure of maximal entropy
and fractal dimension
The first main part of the thesis is about proving that, up to topological conjugacy, every
Smale space admits natural Ahlfors regular measures. A Borel measure µ on a compact
metric space (X,d) is Ahlfors s-regular if it is of the order rs on every closed ball of radius
r. In this case, the measure µ is comparable to the s-dimensional Hausdorff measure and
the typically distinct Hausdorff, box-counting and Assouad dimensions of (X,d) are equal
to s, see Subsection 2.1.2.
Ahlfors regular measures have been fundamental to the study of fractal structures.
For instance, if an iterated function system has the open set condition, then it admits an
Ahlfors regular measure [90]. Metric spaces that admit Ahlfors regular measures provide
an abstract framework for the tools of harmonic analysis to be applied since, in particu-
lar, they are uniformly perfect and doubling, two very useful properties in analysis (see
[64, Chapter 11] and the numerous references therein). In addition, Lebesgue’s Differen-
tiation Theorem holds [4, Theorem 5.2.6]. Moreover, Ahlfors regularity lies deep in the
heart of fractional calculus [3,121] and opens a window to apply Connes’ noncommutative
machinery [28] in the study of metric spaces and dynamical systems. A recent example
is the work of Goffeng and Mesland [59] who used the theory of Riesz potentials [139] to
build interesting spectral triples on Cuntz algebras.
Mixing Smale spaces are equipped with Bowen’s measure [18]; the unique invariant
probability measure that is ergodic and maximises the topological entropy. The Bowen
measure defined on topological Markov chains coincides with the quite tractable Parry
measure [97]. A deeper connection between these two measures comes from Bowen’s con-
struction of Markov partitions of arbitrarily small diameter [16]. With this, given a mixing
Smale space (X,d,ϕ) one can build a topological Markov chain (Σ, ρ, σ) and a factor map
π ∶ (Σ, ρ, σ) → (X,d,ϕ). Among many nice properties (see Theorem 3.2.5), the map π
becomes a measure-theoretic isomorphism when both Smale spaces are equipped with
Bowen’s measure. Therefore, Parry’s measure provides a combinatorial approximation of
Bowen’s measure.
Using the Perron-Frobenius Theorem one can show that Parry’s measure on (Σ, ρ, σ)
is Ahlfors regular, see Subsection 3.1.2. This fact is straightforward, mainly because Σ is
equipped with an ultrametric ρ. On the other hand, Bowen’s measure on (X,d,ϕ) is not
necessarily Ahlfors regular, see Remark 3.4.9 about horseshoes in R3 and R4. However, if
the metric d is homogeneous enough, for instance exhibits self-similarity, in Theorem 3.4.6
we show that it is possible to transfer the Ahlfors regularity of the Parry measure down
to the Bowen measure using the factor map π. Then, by applying the work of Artigue [7]
on the construction of self-similar metrics for expansive dynamical systems, we obtain the
following.
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Theorem 1. Any mixing Smale space (X,d,ϕ) with topological entropy h(ϕ) admits a
compatible self-similar metric d′ with respect to which Bowen’s measure of maximal entropy
on (X,d′, ϕ) is Ahlfors s0-regular, where s0 = 2 h(ϕ)/ logλd′ and λd′ > 1 is the self-similar
contraction constant of (X,d′, ϕ). Consequently, the Hausdorff, box-counting and Assouad
dimensions satisfy
dimH(X,d′) = dimB(X,d′) = dimA(X,d′) = s0.
As an application, we also obtain new estimates for the Hausdorff and box-counting
dimensions (see Corollary 3.4.10) of Smale spaces, where ϕ and ϕ−1 are Lipschitz maps
(with some restrictions).
The main tool for transferring Ahlfors regularity using factor maps is Theorem 3.3.2
which essentially provides a way to approximate the metric structure of Smale spaces.
This theorem extends the work of Bowen on Markov partitions. More precisely, given a
Smale space (X,d,ϕ) equipped with a Markov partition, using the dynamics, we build
a refining sequence of open covers (Vn)n≥0 of X with diameters converging to zero. The
sequence (Vn)n≥0 encodes various topological properties of the dynamical system from
which the most important is derived from the Neighbouring Rectangles Lemma 3.2.16.
Without having any assumption on the metric d, this lemma implies that
supn maxV ∈Vn #{W ∈ Vn ∶W ∩ V ≠ ∅} <∞, (1.2.1)
which manifests that Smale spaces are homogeneous on a topological level.
Moreover, the sequence (Vn)n≥0 encodes the metric d. Depending on the behaviour of
ϕ, it is possible to estimate the rate of decay of the Lebesgue covering numbers and the
diameters of Vn, as n goes to infinity. The best estimates can be obtained in the case
where (X,d,ϕ) has self-similar dynamics, which occurs when both Lipschitz constants
of ϕ and ϕ−1 are equal to the contraction/expansion constant λd of (X,d,ϕ). In this
case, the uniform upper bound in (1.2.1) yields that for every r ∈ (0,diam(X)) with
nr = min{n ∈ N ∶ diam(V ) ≤ r, for every V ∈ Vn} it holds that
supx∈X supr #{W ∈ Vnr ∶W ∩B(x, r) ≠ ∅} <∞. (1.2.2)
This uniformity should be interpreted as a homogeneity condition of the metric space at
every scale.
The other known examples of Smale spaces with an Ahlfors regular measure (these
differ from Bowen’s measure) are the (Euclidean) mixing parts of C1+ε-conformal Axiom
A systems, following Pesin in [101]. The tools that we develop here are new and can also
be applied to the study of non-Euclidean Smale spaces, like Wieler solenoids [134], since
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the existing techniques are restricted to the Euclidean setting. Further, the coincidence
of the Hausdorff and box-counting dimensions for self-similar Smale spaces can be also
obtained using Barreira’s work [11] on the dimension theory of Smale spaces with bi-
Lipschitz local product structure, and with asymptotically conformal dynamics on stable
and unstable sets. This is proved in Remark 3.4.7. However, Barreira’s arguments are
particularly designed to compute Hausdorff and box-counting dimensions, and cannot
be used to calculate Assouad dimensions or give strong homogeneity results like Ahlfors
regularity.
For a thorough discussion on Ahlfors regularity in hyperbolic dynamical systems, and
how our ideas and techniques differ from all previous work, we refer the reader to the
introduction of our paper [55] that consists of Chapters 2 and 3 of this thesis.
1.3 Smooth extensions of Ruelle algebras and non-
commutative dimension
The second main part of the thesis concerns the study of p-smooth extensions of the stable
and unstable Ruelle algebras. A p-smooth extension of a separable C∗-algebra A is an
extension by the ideal of compact operators that can restrict to an algebraic extension
of a dense ∗-subalgebra A ⊂ A by the Schatten p-ideal Lp, where p > 0. For an explicit
description of smooth extensions in terms of Busby invariants we refer to Definition 4.2.2.
Note here that for p ∈ (0,1) the ideal Lp is a quasi-Banach space.
This concept was introduced by Douglas [40] who studied 1-smooth extensions of finite
complexes. Shortly after, it was studied by Douglas and Voiculescu [41] in the case of
sphere extensions. They obtained that, for every n ≥ 2, every (n − 1)-smooth extension of
C(S2n−1), where S2n−1 ⊂ Cn, should be trivial, and that p-smooth non-trivial extensions
exist if p > n. Therefore, smoothness is strongly related with dimension. It seems natural
then to consider the notion of uniformly Lp-smooth C∗-algebras; these are separable,
nuclear C∗-algebras A that have a dense ∗-subalgebra A ⊂ A such that every class in the
extensions group Ext(A) has a representative that is p-smooth on A .
Important examples of uniformly smooth C∗-algebras can be obtained from the work of
Emerson and Nica [48] on the crossed product C∗-algebras C(∂Γ)⋊Γ of certain hyperbolic
groups Γ, and the work of Goffeng and Mesland [58] on Cuntz-Krieger algebras. The first
C∗-algebras are uniformly Lp-smooth, for p depending on a family of Hausdorff dimensions
of the Gromov boundary ∂Γ. The latter are uniformly Lp-smooth for every p > 0, thus
recovering the zero-dimensionality of the underlying shift space. In both cases, the authors
worked on the level of K-homology and used K-duality to obtain uniform results. For
details on the relation of summable Fredholm modules and smooth extensions we refer to
Subsection 4.2.1.
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Given a separable, nuclear C∗-algebra A the infimum of all p > 0 for which A is
uniformly Lp-smooth is related to the topological dimension of the (possible) underlying
dynamical system of A. We refer to this infimum as the “degree of irregularity” of A,
see Remark 4.2.6. Although it is not investigated here, it might be possible that the
degree of irregularity satisfies dimension type conditions for general separable, nuclear
C∗-algebras. If this is the case, it would be interesting to know if it relates to other
notions of noncommutative dimension. In this light, we note that the degree of irregularity
is not directly related with Connes’ spectral-triple dimension theory, as it is finite for
the aforementioned purely infinite C∗-algebras. The same can be said for the nuclear
dimension which is another extremely successful notion of noncommutative dimension
[137]. From [58] we know that the degree of irregularity of Cuntz-Krieger algebras is zero,
while from [118] it follows that their nuclear dimension is one.
In this thesis, by also using the K-duality for Ruelle algebras, we prove directly (without
passing to the K-homology picture) that the stable and unstable Ruelle algebras of a Smale
space (X,d,ϕ) are uniformly Lp-smooth, for p depending on the topological entropy and
the λ-number λ(X,ϕ) ∈ (1,∞] of the Smale space; that is, the supremum of all contraction
constants associated to compatible self-similar metrics on (X,d,ϕ). In Proposition 6.1.18
we prove that the λ-numbers are topological invariants and in Proposition 6.1.19 we show
that they are related to the topological dimension of the corresponding Smale space, in
particular, λ(X,ϕ) =∞ if and only if X is zero-dimensional. The precise statement of the
following theorem can be found in Corollaries 6.2.19 and 6.2.21.
Theorem 2. Let (X,d,ϕ) be an irreducible Smale space. There exists a (topological)
constant d(λ(X,ϕ),h(ϕ)) ≥ 0 such that, the Ruelle algebras Rs and Ru are uniformly
Lp-smooth on holomorphically stable dense ∗-subalgebras, for every p > d(λ(X,ϕ),h(ϕ)).
In particular, if X is zero-dimensional, both Ruelle algebras are uniformly Lp-smooth, for
every p > 0.
We note that in the zero-dimensional case, the Ruelle algebras are stabilised Cuntz-
Krieger algebras and hence their uniform smoothness condition does not follow explicitly
from the work in [58]. Also, our approach is purely dynamical in nature and we work on
the level of Smale space groupoids.
The main strategy for proving Theorem 2 is to prove that, for a given Smale space, the
KPW-extension τ∆ (see (1.1.1)) is p-smooth, for some p > 0, and then try to lower the value
of p as much as possible. This requires a novel approach. First, we use the Alexandroff-
Urysohn-Frink Metrisation Theorem [54] to construct metrics on the (étale) Smale space
groupoids (Theorem 6.1.4). These metrics generate the étale topologies and make the
groupoid maps bi-Lipschitz or locally bi-Lipschitz, depending on whether these maps are
homeomorphisms or local homeomorphisms. Consequently, these metrics produce dense
(Lipschitz) ∗-subalgebras Λs ⊂ Rs and Λu ⊂ Ru for which we show (Theorems 6.2.16 and
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6.2.20) that the KPW-extension τ∆ is p-smooth on Λs ⊗alg Λu, for some p > 0. Then,
we use holomorphic functional calculus to enlarge Λs and Λu to holomorphically stable
∗-subalgebras Hs ⊂Rs and Hu ⊂Ru for which τ∆ is still p-smooth on Hs ⊗alg Hu. We note
that this last step forces us to work in the setting of quasi-Banach spaces since we also
consider the Schatten p-ideals for p ∈ (0,1). Moreover, the whole process so far depends on
the Smale space metric, and it can be optimised (lowering the value of p) by considering
more appropriate compatible metrics on the Smale space in the first place. In particular,
by considering all self-similar metrics on (X,d,ϕ), the optimisation yields a topological
constant d(λ(X,ϕ),h(ϕ)) ≥ 0 such that, for every p > d(λ(X,ϕ),h(ϕ)), there is a self-
similar metric d′ and holomorphically stable dense ∗-subalgebras Hs,d′ , Hu,d′ constructed
as above, so that τ∆ is p-smooth on Hs,d′⊗algHu,d′ . For a detailed discussion on this matter
we refer to Subsection 6.1.3. Finally, the proof of Theorem 2 follows from computing slant
products of the form (1.1.1) on the level of Fredholm modules and extensions (Proposition
4.2.11 and Corollary 4.2.12). In the literature we were able to find these computations
only in the setting of unital C∗-algebras [58], which do not apply in our case since both
Rs and Ru are never unital. Here we circumvent the difficulty of lacking a unit by using
approximate identities (un)n∈N satisfying un+1un = un and the fact that the (full) corners
of simple, purely infinite C∗-algebras have nice K-theory [30].
1.4 Spanier-Whitehead K-duality for Ruelle algebras
and Fredholm modules
The final main part of the thesis is about constructing θ-summable Fredholm modules that
represent the K-homology duality classes ∆ (see (1.1.1)). This is interesting for several
reasons. For instance, it allows to find explicit descriptions of K-homology classes of the
Ruelle algebras in terms of Fredholm modules. It also opens the window to study Lefschetz
fixed point formulas for endomorphisms of Ruelle algebras in KK-theory [47]. Finally, it
is a natural step in constructing interesting spectral triples [28, Chapter VI].
Abstract Fredholm module representatives exist due to the nuclearity of the Ruelle
algebras, as it follows from the abstract machinery of the Choi-Effros Lifting Theorem
and Stinespring’s Dilation Theorem, see Subsection 4.1.2. However, in general, these
representatives are not geometric nor θ-summable. Here, we focus on constructing concrete
θ-summable representatives by using the geometry of Smale spaces. Finding Fredholm
module representatives of K-homology duality classes for noncommutative C∗-algebras has
been achieved by Goffeng and Mesland [58] in the case of Cuntz-Krieger algebras, using
Fock space representations. Another instance can be found in the work of Echterhoff,
Emerson and Kim [43]. It concerns crossed products of complete Riemannian manifolds
by countable groups acting isometrically, co-compactly and properly. However, Ruelle
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algebras are not associated to Fock spaces, in general, and Smale spaces are typically fractal
rather than smooth manifolds. Further, we should note that the work of Rennie, Robertson
and Sims [118] on constructing K-homology duality classes (in terms of spectral triples)
over crossed products by Z, with coefficient algebras being K-dual to their opposites, does
not apply in our case. One simple reason is that the coefficient algebras of Rs and Ru do
not have K-duals in general, even in simple cases like the full 2-shift, see Subsection 5.1.2.
Finding a Fredholm module representative for such a class ∆ is a technically difficult
problem and requires most of the machinery that we used and developed for studying
the Ahlfors regularity of Bowen’s measure and the smoothness of extensions of the Ruelle
algebras. In Section 7.1 we present the intuitive walkthrough that led us to construct
θ-summable Fredholm module representatives for ∆. This is where we also compare our
method with the one used in [58] for Cuntz-Krieger algebras. The general philosophy
is to first represent Rs ⊗ Ru on a large Hilbert space in order to untwist τ∆ and then
compress back using the range projection of a certain isometry. The difficulty lies in
constructing this isometry. We do so by using our generalisation of Markov partitions
that we described in Section 1.2 of the introduction. Our isometry is very geometric in
nature and can be related to Whitney’s Embedding Theorem [132] of compact topological
manifolds in Euclidean spaces of sufficiently large dimension, see Subsection 7.1.2. The
precise statement of our result (Theorem 7.2.1) is too technical to be fully presented here.
Nevertheless, we state it without belabouring the technicalities as follows.
Theorem 3. The abstract K-homology duality class ∆ of the KPW-extension τ∆ has a
θ-summable Fredholm module representative.
In this way, using our calculation for slant products of the form (1.1.1) we obtain
a complete description of the K-homology classes of both Ruelle algebras in terms of
Fredholm modules constructed by Markov partitions.
1.5 Thesis structure
In Chapter 2, we build on the idea that compact metric spaces are quotients of Cantor
spaces by associating the latter to infinite path spaces of rooted graphs. This allows
us to study the fine structure of these quotients maps. In Section 2.1 we start with
some preliminaries in topological dynamical systems and dimension theory. In Section 2.2
we introduce and study in detail the notion of approximation graphs which provides a
convenient way to study refining sequences of covers. We investigate structural properties
of approximation graphs and their behaviour under dynamics. Finally, we introduce the
concept of geometric approximation graphs and a sufficient condition for a compact metric
space to have finite Assouad dimension.
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Chapter 3 is about the Ahlfors regularity of Bowen’s measure and focuses on the first
main part of the thesis, see Section 1.2 of the introduction. In Section 3.1 we provide a basic
introduction to Smale spaces and present a detailed proof that the Parry measure is Ahlfors
regular. We discuss metrics of expansive dynamical systems and make an observation that
leads to new dimension estimates for Smale spaces with bi-Lipschitz homeomorphisms. In
Section 3.2 we introduce the notion of Markov partitions and we show how to construct an
approximation graph from a given Markov partition. The structural properties of such an
approximation graph are presented in Proposition 3.2.6. One of the key tools regarding the
Ahlfors regularity of Bowen’s measure is the Neighbouring Rectangles Lemma 3.2.16. In
Section 3.3, using Markov partitions, we build refining sequences of open covers that allow
us to transfer the Ahlfors regularity of the shift space down to the Smale space. For such
refining sequences we study the multiplicities, cardinalities and rates of decay of Lebesgue
covering numbers and diameters of the covers. All these results establish Theorem 3.3.2.
Finally, in Section 3.4 we study Smale spaces with some degree of homogeneity, namely,
we introduce the concept of semi-conformal Smale spaces which include self-similar Smale
spaces and Wieler solenoids. In this context, we prove Theorem 3.4.6 and obtain Corollary
3.4.8 which are about the Ahlfors regularity of Bowen’s measure. We conclude with the
new dimension estimates of Corollary 3.4.10.
Chapter 4 is the K-theoretic backbone of this thesis. Section 4.1 begins with a brief
introduction to Kasparov’s KK-theory and its relation with the Brown-Douglas-Fillmore
Ext-groups. Then, we present the notion of Spanier-Whitehead K-duality. In Section
4.2 we introduce the notion of smooth extensions and summable Fredholm modules. We
compute slants products in KK-theory for simple, purely infinite C∗-algebras which are not
necessarily unital (Proposition 4.2.11). We conclude the section by developing several tools
from holomorphic functional calculus that can be used to study the uniform smoothness
of C∗-algebras with Spanier-Whitehead K-duals (Proposition 4.2.21).
In Chapter 5, we present the basic theory on Smale space C∗-algebras and their non-
commutative topology. In Section 5.1 we introduce Smale space C∗-algebras and in Section
5.2 we present the work of Kaminker, Putnam and Whittaker on the Spanier-Whitehead
K-duality between the stable and unstable Ruelle algebras.
Chapter 6 is about the uniform smoothness of the stable and unstable Ruelle algebras
and focuses on the second main part of the thesis (Section 1.3). In Section 6.1, using
the Alexandroff-Urysohn-Frink Metrisation Theorem, we construct dynamical metrics for
equivalence groupoids of general Smale spaces (Theorem 6.1.4). Using an alternative
method, in the case of topological Markov chains we build refined dynamical groupoid
ultrametrics (Proposition 6.1.23). In Section 6.2, we show how to obtain dense (Lipschitz)
∗-subalgebras of C∗-algebras associated to general étale groupoids equipped with metrics,
and use this result (together with the aforementioned Smale space groupoid metrics) to
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construct dense ∗-subalgebras of the stable and unstable Ruelle algebras (Propositions
6.2.6 and 6.2.7). Then, in Theorems 6.2.16 and 6.2.20 we obtain the smoothness of the
KPW-extension, and in Corollaries 6.2.19 and 6.2.21 we deduce the uniform smoothness
of the stable and unstable Ruelle algebras.
Chapter 7 constitutes the third main part of the thesis (Section 1.4) which is about
constructing explicit θ-summable Fredholm module representatives of the K-homology
duality class ∆ that is given in terms of the KPW-extension (see (1.1.1)). In Section
7.1 we build the necessary tools for constructing the Fredholm module representatives.
The key tool in this endeavour is Theorem 3.3.2 where we construct refining sequences
of generalised Markov partitions, each corresponding to a sequence of Lipschitz partitions
of unity with controlled Lipschitz constants and a particular choice function from the
vertices of the associated approximation graph with values in the corresponding Smale
space. Finally, in Section 7.2 we derive the main result (Theorem 7.2.1).
Chapter 2
Approximations of compact metric
spaces
It is well-known that every compact metrisable space Z is the quotient of a Cantor space
[122]. If Z has no isolated points, the Cantor space can be realised as the infinite path
space of a rooted graph that corresponds to a refining sequence of open covers of Z with
diameters converging to zero, satisfying certain conditions. The quotient map takes an
infinite path to a point in Z using Cantor’s Intersection Lemma. In this chapter, we extend
this idea to general refining sequences of open or closed covers and study the fine structure
of the associated quotient maps. Further, we study factor maps for expansive dynamical
systems. We conclude with a criterion for a compact metric space to have finite Assouad
dimension.
Throughout, let Z be an infinite topological space, ψ ∶ Z → Z be a continuous map and
denote the corresponding dynamical system by (Z,ψ). If Z is equipped with a metric d,
the dynamical system will be denoted by (Z,d,ψ). However, if there is no risk of confusion
the notation will be reduced to (Z,ψ).
2.1 Preliminaries
2.1.1 Topological dynamical systems
If Z is compact, the topological entropy of (Z,ψ) is defined using open covers in the
following way. Let U be a finite open cover of Z and N(U) denote the minimal cardinality
of a subcover. By continuity of ψ we have that ψ−1(U) = {ψ−1(U) ∶ U ∈ U} is also an open
cover. Then using the joint cover notation
W ∨W ′ = {W ∩W ′ ∶W ∈W,W ′ ∈W ′}, (2.1.1)
11
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Definition 2.1.1. ([2]) The topological entropy of (Z,ψ) is defined by
h(ψ) = supU h(ψ,U),
where the supremum is taken over all open covers of Z.
We will be interested in dynamical systems with topological recurrence conditions.
Definition 2.1.2. Let (Z,ψ) be a dynamical system.
(1) A point z ∈ Z is called non-wandering if for every open neighbourhood U of z there is
some n ∈ N such that ψn(U)∩U ≠ ∅. Moreover, we say that (Z,ψ) is non-wandering
if every z ∈ Z is non-wandering.
(2) (Z,ψ) is called irreducible if for every ordered pair of non-empty open sets U,V ⊂ Z,
there is some n ∈ N such that ψn(U) ∩ V ≠ ∅.
(3) (Z,ψ) is called mixing if for every ordered pair of non-empty open sets U,V ⊂ Z,
there is some N ∈ N such that ψn(U) ∩ V ≠ ∅, for every n ≥ N .
The following is a simple consequence of irreducibility. Recall that Z is infinite.
Proposition 2.1.3. If (Z,ψ) is irreducible and Z is Hausdorff then Z has no isolated
points.
We introduce some notation that will be used later. First let #S denote the cardinality
of any finite set S. Suppose that (Z,d) is a compact metric space. For a finite cover U of
Z, for which ∅, Z /∈ U , and Y ⊂ Z we will be interested in the quantities
diam(U) = maxU∈U diam(U) (Q1)
diam(U) = minU∈U diam(U) (Q2)
NU(Y ) = {U ∈ U ∶ U ∩ Y ≠ ∅} (Q3)
m(U) = max{n ∶ Ui1 ∩ . . . ∩Uin ≠ ∅} (Q4)
where Ui1 , . . . , Uin ∈ U are different, and in the case where U is open we will also consider
Leb(U) = minz∈Z maxU∈U d(z,Z ∖U) > 0. (Q5)
The last quantity is the Lebesgue covering number of U and it holds that for every z ∈ Z
there is some U ∈ U so that the ball B(z, `) ⊂ U , where ` = Leb(U).
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2.1.2 Dimension theory
We introduce several types of dimension and comment on their relationship with one
another. For further details see [50,90].
Definition 2.1.4. ([93, Def. I.4]) We say that Z has covering dimension dimZ ≤ n if
every finite open cover U has an open refinement W with m(W) ≤ n + 1. We say that
dimZ = n if it is true that dimZ ≤ n and it is false that dimZ ≤ n − 1.
Suppose now that Z has a metric d. If {Ui} is a countable (or finite) cover of Z with
diameter at most δ, we say that {Ui} is a δ-cover of Z. The Hausdorff measure and
Hausdorff dimension are defined as follows. Let s ≥ 0 and for every δ > 0 define
Hsδ(Z) = inf{∑
i
(diam(Ui))s ∶ {Ui} is a δ-cover of Z}. (2.1.3)




exists and that Hs defines a measure, see [50, Section 2.1].
Definition 2.1.5. ([50, Section 2.1]) We call Hs the s-dimensional Hausdorff measure on
(Z,d).
Definition 2.1.6. ([50, Section 2.2]) The Hausdorff dimension of (Z,d) is defined as
dimH Z = inf{s ≥ 0 ∶ Hs(Z) = 0}.
Let Nδ(Z) be the smallest number of sets of diameter at most δ > 0 which can cover
Z.
Definition 2.1.7. ([50, Section 3.1]) The lower and upper box-counting dimensions of
(Z,d) are defined as




dimBZ = lim sup
δ→0
logNδ(Z)
− log δ .
If these are equal, their common value is called the box-counting dimension and denoted
by dimB Z. As we will shortly see, in many interesting cases the box-counting dimension
coincides with the Hausdorff dimension.
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Another important metric dimension was introduced by Assouad in [8–10] in the
framework of bi-Lipschitz embeddability of metric spaces into Euclidean spaces. For a
detailed exposition see [87]. Moreover, there is a vast literature on Assouad dimension,
see [52,89,95]. We say that (Z,d) is bi-Lipschitz embeddable into some RN if there exists
a bi-Lipschitz map f ∶ (Z,d) → RN . Any such metric space should have the following
doubling property [112, Lemma 9.4].
Definition 2.1.8. ([112, p.84]) A metric space (Z,d) is called K-doubling, where K ≥ 1,
if every ball of radius 2r can be covered by K balls of radius r, where K is independent
of r.
Assouad, in an attempt to study the converse question; whether every K-doubling
metric space admits a bi-Lipschitz embedding into some RN , obtained the following.
Theorem 2.1.9 ([10, Proposition 2.6]). Let (Z,d) be K-doubling. For every ε ∈ (0,1)
there is a bi-Lipschitz embedding f ∶ (Z,dε)→ RN , for some N ∈ N that depends on K and
ε.
We note that dε is the metric defined by dε(z, y) = d(z, y)ε. Hence Assouad’s Theorem
does not offer a bi-Lipschitz embedding of the actual space but of a snowflaked version of
it. However, it turns out that there are doubling spaces which do not admit bi-Lipschitz
embeddings [86,125]. The dependence of N on ε has been studied in [94].
Definition 2.1.10 ([10]). Let (Z,d) be a metric space. Suppose s ≥ 0 and C ≥ 0 are
numbers such that
#Y ≤ C(b/a)s
wherever 0 < a ≤ b and Y ⊂ Z is a finite subset with a ≤ d(y, y′) ≤ b if y, y′ ∈ Y and
y ≠ y′. Then Z is called (C, s)-homogeneous. We say that Z is s-homogeneous if it is
(C, s)-homogeneous for some C. The Assouad dimension is defined to be
dimAZ = inf{s ∈ [0,∞) ∶ Z is s-homogeneous}.
It is straightforward to show that dimAZ is finite if and only if Z is K-doubling
[112, Lemma 9.4]. Specifically, if Z is (C, s)-homogeneous then it is C2s-doubling. Before
passing to the interplay of measure theory and dimension theory let us summarise the
known relations between the dimensions discussed so far.
Proposition 2.1.11 ([50,90]). For a totally bounded metric space (Z,d) it holds
dimZ ≤ dimH Z ≤ dimBZ ≤ dimBZ ≤ dimAZ.
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We now introduce a class of measures with an important role in the study of metric
spaces.
Definition 2.1.12 ([90, Def. 4.1.2]). A Borel measure µ on (Z,d) is called D-doubling,
where D ≥ 1, if
0 < µ(B(z,2r)) ≤Dµ(B(z, r)) <∞
for every z ∈ Z and r ∈ [0,diamZ).
It turns out that for a complete metric space the doubling property is equivalent to
the existence of a doubling measure, see [64, Section 13]. The doubling property is not
uncommon, for instance if Z is a separable metrizable space with dimZ <∞ then there is
a totally bounded metric so that dimAZ = dimZ [87, Theorem 4.3]. This is also true to
some extent for doubling measures [87, Theorem 4.5]. Significantly more regular measures
can be constructed on spaces that exhibit self-similarity, like the middle-third Cantor set
or, more generally, sets generated by iterated function systems satisfying the open-set
condition, see [90]. A prominent case of measures with the doubling property are the
Ahlfors regular measures.
Definition 2.1.13. ([90, Def. 1.4.13]) A metric space (Z,d) is Ahlfors s-regular for some
s > 0, if there exists a Borel measure µ on Z and C > 0 so that
C−1rs ≤ µ(B(z, r)) ≤ Crs,
for all z ∈ Z, r ∈ [0,diamZ). Such µ is called Ahlfors s-regular (or Ahlfors regular).
Remark 2.1.14. If µ is an Ahlfors s-regular measure on (Z,d) then it is comparable to the
s-dimensional Hausdorff measure Hs, in the sense that µ is within constant multiples of
Hs. Therefore, Hs is strictly positive. A typical example of an Ahlfors regular space is
the classical Sierpinski gasket on which the log 3/ log 2-dimensional Hausdorff measure is
Ahlfors log 3/ log 2-regular, see [90, Example 8.3.4].
Proposition 2.1.15 ([90, Section 1.4]). If the metric space (Z,d) is Ahlfors s-regular then
dimH Z = dimAZ = s.
2.2 Approximations via rooted graphs
2.2.1 Refining sequences
The next concept provides a way to study topological or dynamical properties on a compact
metric space by means of finite approximations. It was first introduced in [2, Cor. p.314]
as a way to study topological entropy. Here we adjust it to our needs.
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Definition 2.2.1. Let (Z,d) be a compact metric space. A sequence (Vn)n≥0 of finite
covers of Z, which are either all open or all closed with non-empty interiors, is called




It is straightforward to check that, in the case of open covers, the collection ⋃n∈N Vn
forms a countable basis for the topology on Z and that diam(Vn) > 0, for every n ∈ N,
if and only if Z does not have isolated-points. Interesting refining sequences exist over
spaces Z that admit an expansive homeomorphism ψ; that is, there is some εZ > 0 so that
if d(ψn(x), ψn(y)) ≤ εZ for every n ∈ Z then x = y.
Definition 2.2.2 ([130, Def. 5.10]). Let (Z,d) be a compact metric space and ψ be a
homeomorphism. A generator for (Z,ψ) is a finite open cover V1 of Z such that for each
bi-infinite sequence {Vi}i∈Z of elements of V1, it holds that ⋂i∈Zψ−i(cl(Vi)) is at most one
point.
It turns out that the existence of a generator is equivalent to the expansiveness of the
system [130, Theorem 5.22]. Given a generator we obtain a refining sequence (Vn)n≥0 of







n→∞diam(Vn) = 0. Also, h(ψ,V1) = h(ψ). For these we refer to [130].
The notion of refining sequences was also used to prove that any compact metrizable
space Z is the quotient of a Cantor space, basically, built from the non-isolated points of Z
[122]. The dynamical analogue is that any expansive dynamical system (Z,ψ) is a factor
of some (Σ, σ) where Σ is a compact zero-dimensional space and σ is a homeomorphism.
If Z has no isolated points then Σ will be a Cantor space, see Corollary 2.2.9. The basic
idea is that Σ corresponds to the path space of an infinite rooted graph induced by a
refining sequence, as in (2.2.1).
2.2.2 Approximation graphs
Given a refining sequence of open or closed covers for a compact metric space (Z,d) we
construct a rooted graph, with vertices the sets in the covers and edges defined by inclusion
of the sets in preceding refinements. Such a graph will be called an approximation graph
since its infinite path space will provide an approximation of (Z,d). We study how precise
this approximation can be and how it behaves in the dynamical context.
This notion was previously used by Palmer in his thesis [96], who proved the existence
of an abstract refining sequence of open covers whose approximation graph can be used
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to obtain the Hausdorff measure and Hausdorff dimension of (Z,d). However, Palmer
did not study the structure of approximation graphs nor did he study dynamics on them.
Here we extend Palmer’s definition by including refining sequences of closed covers and
make a few adjustments that suit our needs. A related but different concept known as
approximating graphs has been used in [99] for ultrametric Cantor spaces and in [70] for
transversals of substitution tilings.
Definition 2.2.3. Let (Z,d) be a compact metric space and (Vn)n≥0 be a refining sequence
of Z. The corresponding approximation graph is the rooted graph Γ = (V ,E) where
(1) the set of vertices V is given by the disjoint union ∐n≥0 Vn;
(2) the set of edges E is given by the disjoint union ∐n≥0 En, where
En = {(vn+1, vn) ∶ vn+1 ∈ Vn+1, vn ∈ Vn, vn+1 ⊂ vn}
is the set of edges that have sources in Vn and ranges in Vn+1. The source map s is
given by s(vn+1, vn) = vn, the range map r is given by r(vn+1, vn) = vn+1;
(3) the root is Z.
We consider approximation graphs that have no sinks; for every v ∈ V it holds that
s−1(v) ≠ ∅. Also the only source is the root; for every v ≠ Z we have r−1(v) ≠ ∅. This is
because (Vn)n≥0 is a refining sequence. An approximation graph with these two conditions
is an example of a Bratteli diagram [65, Definition 2.1]. A symbolic description of Z comes
by considering the space of infinite paths
PΓ = {p̃ = (pn) ∈∏
n
En ∶ s(pn+1) = r(pn)}. (2.2.2)
For a finite path µ = µ0µ1 . . . µ` in Γ, where each µi ∈ Ei, denote by Cµ the cylinder set
Cµ = {p̃ ∈ PΓ ∶ pi = µi, for 0 ≤ i ≤ `} (2.2.3)
which is non-empty since there are no sinks. The collection of all these sets forms a clopen
basis for a compact Hausdorff topology on PΓ [5, p.18]. Therefore, PΓ is a compact zero-
dimensional space. Moreover, for v ∈ Vn let [v] denote the set of paths from the root Z to




and because [v] is finite, C[v] is clopen. The collection of these sets forms a sub-basis for
the cylinder set topology on PΓ. Finally, let C(v) = {vn+1 ∈ Vn+1 ∶ vn+1 ⊂ v} denote the
descendants of v ∈ Vn in Vn+1.
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Remark 2.2.4. PΓ is a Cantor space if and only if for every n ≥ 0 and every v ∈ Vn, there
is a path from v to some w ∈ Vm where m ≥ n,#(s−1(w)) ≥ 2 [5, Lemma 6.4]. It follows
that PΓ is a Cantor space if and only if Z has no isolated points.




Proposition 2.2.5. The map πΓ is continuous and surjective. Consequently, it is a
quotient map.
Proof. Continuity of πΓ follows because if U is an open neighbourhood of πΓ(p̃), since
diam(r(pn)) tends to zero, there is some n0 ∈ N such that cl(r(pn0)) ⊂ U and hence
πΓ(Cp0...pn0) ⊂ cl(r(pn0)) ⊂ U .
The surjectivity is more interesting and is basically a consequence of König’s Lemma
[38, Lemma 8.1.2]. Let z ∈ Z and for each n ≥ 0 consider the sets in Vn that contain z, that
is NVn({z}). Let Γz be the sub-graph of Γ restricted on the set of vertices ∐n≥0 NVn({z}).
It is an infinite rooted graph with vertices of finite degree and contains some infinite rooted
tree Γ′z. From König’s Lemma, the tree Γ′z has an infinite path p̃ ∈ PΓ and πΓ(p̃) = z.
2.2.3 Essentiality of approximation graphs
We introduce some structural properties of approximation graphs that can be used to
construct spectral triples over compact metric spaces in the sense of Christensen and Ivan
[25]. However, we do not deal with this here. First we define the overlapping set of Vn to
be
Yn = {cl(vn) ∩ cl(wn) ∶ vn ≠ wn ∈ Vn}, (2.2.6)
and its essential part to be
Vessn = {vessn ∶ vn ∈ Vn} where vessn = int(vn) ∖⋃Yn. (2.2.7)
Definition 2.2.6. An approximation graph Γ is called regular if for every n ∈ N and
vn ∈ Vn we have
vn =⋃{vn+1 ∈ Vn+1 ∶ vn+1 ⊂ vn} and (E1)
vessn ≠ ∅. (E2)
If Γ consists of closed covers and ⋃Vessn is dense in Z, for every n ∈ N, we will say that Γ
is essential.
Any Γ induced by a generator (see equation (2.2.1)) satisfies condition (E1). Also,
an arbitrary Γ can always be modified to satisfy it, but at the cost of increasing the
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cardinality of the covers. Condition (E2) is a type of regularity assumption on the covers.
More precisely, if cl(vn) = cl(wn) then vn = wn, because otherwise cl(vn) ∈ Yn and vessn = ∅.
Moreover, for every vn ∈ Vn we have
int(πΓ(C[vn])) ≠ ∅ (2.2.8)
since ∅ ≠ π−1Γ (vessn ) ⊂ C[vn]. Indeed, if z ∈ vessn and p̃ ∈ PΓ is such that πΓ(p̃) = z, then
z ∈ cl(r(pn)) ∩ vessn and hence r(pn) = vn. Finally, essentiality really means that for every
m ≥ n and vm ∈ Vm there is a unique vn ∈ Vn such that vm ⊂ vn. Consequently, for every
cylinder set it holds that
Cµ0...µ` = C[r(µ`)]. (2.2.9)
To see how well PΓ approximates Z consider the set
IΓ = {p̃ ∈ PΓ ∶ #π−1Γ (p̃) = 1} (2.2.10)
on which πΓ is injective.
Proposition 2.2.7. For a regular approximation graph Γ we have
IΓ = π−1Γ (⋂
n∈N
⋃Vessn ).
Proof. Let z ∈ ⋂n∈N⋃Vessn and assume to the contrary that π−1Γ (z) /⊂ IΓ. Then there
are two different p̃, q̃ ∈ PΓ such that πΓ(p̃) = z = πΓ(q̃). Let n0 be the first time when
(r(pn0), s(pn0)) ≠ (r(qn0), s(qn0)), meaning s(pn0) = s(qn0) and r(pn0) ≠ r(qn0). Then
z ∈ cl(r(pn0)) ∩ cl(r(qn0)) ∈ Yn0 which is a contradiction.
To prove that IΓ ⊂ π−1Γ (⋂n∈N⋃Vessn ), let p̃ ∈ IΓ and assume to the contrary that πΓ(p̃) /∈
⋂n∈N⋃Vessn . This means there is some n0 ∈ N such that πΓ(p̃) ∈ ⋃Yn0 . Consequently, for
some vn0 ∈ Vn0 that is different from r(pn0) we have πΓ(p̃) ∈ cl(vn0)∩cl(r(pn0)). Since πΓ is
surjective, there is a path q̃ ∈ PΓ such that πΓ(q̃) = πΓ(p̃) and specifically due to condition
(E1) we can arrange that r(qn0) = vn0 . This contradicts the fact that p̃ ∈ IΓ.
Proposition 2.2.8. Suppose Γ is an essential approximation graph. Then IΓ is a dense
Gδ-set.
Proof. The fact that IΓ is a Gδ-subset of PΓ follows from the continuity of πΓ. To show that
IΓ is dense we note that every cylinder set satisfies Cµ0...µ` = C[r(µ`)], see equation (2.2.9).
Then from (2.2.8) we get that int(πΓ(Cµ0...µ`)) ≠ ∅ and hence for every open set U ⊂ PΓ
we have int(πΓ(U)) ≠ ∅. The Baire Category Theorem guarantees that D = ⋂n∈N⋃Vessn is
dense in Z, hence if U ⊂ PΓ is open then int(πΓ(U)) ∩D ≠ ∅. Therefore, U ∩ IΓ ≠ ∅.
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2.2.4 Dynamic approximation graphs
Suppose that (Z,d) admits an expansive homeomorphism ψ with expansivity constant
εZ > 0. We will show how to build an essential approximation graph for Z whose infinite
path space provides a symbolic representation for the ψ-orbits.
The first step is to construct a closed cover V1 of diameter at most εZ , where ⋃Vess1
is dense in Z. One way to do this is by considering a cover by open sets {U1, . . . , U`} of
diameter at most εZ , where each Uk is not covered by the closure of the other sets. Then
let u1 = U1 and inductively define





for i = 1, . . . ` − 1. It holds that each uk is open in Z and if k ≠ l then uk ∩ ul = ∅. Also,
it is immediate that ⋃`k=1 uk is dense in Z. Let V1 = {cl(u1), . . . , cl(u`)} and we claim that
⋃Vess1 is dense in Z. Indeed, for the overlapping set Y1, see equation (2.2.6), it holds that
⋃Y1 is a closed nowhere-dense subset of Z. Therefore, since ⋃Vess1 ⊃ ⋃`k=1 uk ∖ ⋃Y1 the
conclusion follows.
The second step is to define a refining sequence (Vn)n≥0 of Z using the dynamics on
V1. Let V0 = {Z} and for n ∈ N consider




ψ−i(V1) ∶ int(v) ≠ ∅}. (2.2.12)
Each Vn is a cover since ⋃Vn is closed in Z and contains ⋃Vessn which in a similar fashion is
proved to be dense in Z. Moreover, from [130, Theorem 5.21] we have lim
n→∞diam(Vn) = 0.
Consequently, the sequence (Vn)n≥0 is refining and induces an essential approximation
graph Γ.
The final step is to define a (left) shift map σΓ ∶ PΓ → PΓ that commutes with the
quotient map πΓ ∶ PΓ → Z. Let p̃ ∈ PΓ and each coordinate pn can be written uniquely in
the form (w−n . . .w0 . . .wn,w1−n . . .w0 . . .wn−1), where each wi ∈ ψ−i(V1) and every word
w−k . . .w0 . . .wk corresponds to ⋂ki=−kwi. Recursively define the path q̃ ∈ PΓ with first
coordinate q0 = (ψ(w1), Z), and for n ≥ 0 define
qn+1 = (ψ(w−n) . . . ψ(w1) . . . ψ(wn+2), r(qn)), (2.2.13)
and let σΓ(p̃) = q̃. The map σΓ is bijective with an inverse constructed by right shifting
and continuous because for every p̃ it holds that σΓ(Cp0...pn) ⊂ Cq0...qn . Since PΓ is compact
and Hausdorff the map σΓ is a homeomorphism. In this setting, the quotient map πΓ
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Corollary 2.2.9. Every expansive dynamical system (Z,ψ) is the quotient of some (PΓ, σΓ),
where PΓ is a compact zero-dimensional space constructed as above. If Z does not have
isolated points then PΓ is a Cantor space. Moreover, the factor map πΓ ∶ (PΓ, σΓ)→ (Z,ψ)
is injective on a dense Gδ-set.
Factor maps have been studied extensively by Adler [1], particularly factor maps which
are uniformly bounded to one. We will come back to this fact later. For now we can argue
that our construction captures some of the dynamical behaviour of (Z,ψ).
Proposition 2.2.10. Let Γ be an essential approximation graph. Then
(1) if (Z,ψ) is irreducible so is (PΓ, σΓ);
(2) if (Z,ψ) is mixing so is (PΓ, σΓ).
Proof. We will only prove (1) since (2) is similar. Let U,W ⊂ PΓ be non-empty and open.
We need to find N ∈ N such that σNΓ (U) ∩W ≠ ∅. We can find small enough cylinder
sets Cµ ⊂ U,Cµ′ ⊂ W and since Γ is essential, (2.2.8) implies that ∅ ≠ π−1Γ (r(µ`)ess) ⊂ Cµ
and ∅ ≠ π−1Γ (r(µ`′)ess) ⊂ Cµ′ . Since (Z,ψ) is irreducible, there is some N ∈ N such that
ψN(r(µ`)ess) ∩ r(µ`′)ess ≠ ∅. Then
∅ ≠ π−1Γ (ψN(r(µ`)ess) ∩ r(µ`′)ess)
= π−1Γ (ψN(r(µ`)ess)) ∩ π−1Γ (r(µ`′)ess)
= σNΓ (π−1Γ (r(µ`)ess)) ∩ π−1Γ (r(µ`′)ess)
⊂ σNΓ (Cµ) ∩Cµ′
⊂ σNΓ (U) ∩W.
This completes the proof.
An essential approximation graph provides a combinatorial model for (Z,ψ) that allows
us to study its topological structure. However, it is not the right tool to study the geometric
or metric properties of (Z,ψ). The reason is that it consists of closed covers with nowhere-
dense overlaps and hence all the Lebesgue numbers of the covers are zero. So the idea is
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that, given such a graph Γ′, we try to enlarge it to a graph Γ consisting of open covers
so that Γ′ is isomorphic to a spanning subgraph of Γ; that is, a subgraph which contains
every vertex of Γ.
Definition 2.2.11. An approximation graph Γ = (V ,E) of open covers of Z will be called
metrically-essential if there is an essential approximation graph Γ′ = (V ′,E ′) of Z with
bijections
Fn ∶ V ′n → Vn,
given by v′n ↦ vn if v′n ⊂ vn, such that ∐n≥0Fn ∶ Γ′ → Γ is a graph homomorphism and the
induced map F ∶ PΓ′ → PΓ satisfies πΓ ○ F = πΓ′ .
Remark 2.2.12. A metrically-essential graph is not necessarily regular. Also, an essential
graph is metrically essential only if Z is zero-dimensional.
2.2.5 Geometric approximation graphs and Assouad dimension
We introduce another class of approximation graphs which now encode geometric prop-
erties of their base spaces. Recall the notation (Q1-Q5) introduced in Subsection 2.1.1
and that C(vn) denotes the set of descendants of vn ∈ Vn. We first define geometric
approximation graphs and then discuss their properties.
Definition 2.2.13. An approximation graph Γ = (V ,E) of open covers of Z will be called
geometric if there exist constants λ,Λ > 1 with λ ≤ Λ, constants η, θ > 0 with η ≤ θ and
CΓ,NΓ ∈ N so that, for all n ∈ N,
(1) diam(Vn) ≤ λ−n+1θ;
(2) Leb(Vn) ≥ Λ−n+1η;
(3) #C(vn) ≤ CΓ, for every vn ∈ Vn;
(4) #NVn(vn) ≤ NΓ, for every vn ∈ Vn.
If λ = Λ, the approximation graph Γ will be called homogeneous. Moreover, a geometric
approximation graph which is also metrically-essential (see Definition 2.2.11) will be called
geometrically-essential.
Geometric approximation graphs are related to dimension theory and, in particular,
with the following concepts.
From Theorem V.1 of [93] we see that Z has finite covering dimension at most m if
and only if there is a sequence of arbitrarily small open covers (Un)n∈N (not necessarily
refining) with multiplicities m(Un) ≤m + 1, for all n ∈ N. Due to condition (4), geometric
approximation graphs are related to finite covering dimension. Note though that condition
CHAPTER 2. APPROXIMATIONS OF COMPACT METRIC SPACES 23
(4) is stronger than having uniformly bounded multiplicities. From the sequence (Un)n∈N
of Theorem V.1 it is possible to obtain a refining sequence by considering a subsequence.
However, this increases the cardinality of the covers and the rate of decay of the Lebesgue
numbers. Condition (1) can be satisfied though.
An important example of the above situation is the case where Z admits an expansive
homeomorphism. In [91] Mañé proves that Z has covering dimension at most (#V1)2−1 by
constructing arbitrarily small open covers with multiplicity at most (#V1)2. It turns out
that the missing ingredient, which leads to a geometric approximation graph, is a Markov
partition which we introduce in Section 3.2. An expansive dynamical system has a Markov
partition if and only if it has a local product structure [53]. Assume now that Z admits
an expansive homeomorphism ψ ∶ Z → Z which is also Λ-bi-Lipschitz. The approximation
graph Γ induced by a generator in (2.2.1) satisfies conditions (2) and (3). More precisely,
Leb(Vn) ≥ Λ−n+1 Leb(V1) and #C(vn) ≤ (#V1)2. Nonetheless, the other conditions are not
necessarily satisfied and the upper bounds on #C(vn) may not be sharp.
The concept that is closest to our approximation graphs comes from the Nagata-
Assouad dimension [86]. The main characterisation is that Z will have Nagata-Assouad
dimension dimNAZ ≤ n if and only if there is some c > 0 such that for every r > 0 there is
a cover Ur of Z with m(Ur) ≤ n + 1, diam(Ur) ≤ cr and Leb(Ur) ≥ r, see [21, Proposition
2.2]. Therefore, a homogeneous approximation graph provides a discrete version of the
above characterisation but in slightly stronger form that allows us to prove the following
proposition. First, we should mention that Assouad dimension is an upper bound for the
Nagata-Assouad dimension [39].
Proposition 2.2.14. A compact metric space (Z,d) with a homogeneous approximation
graph has finite Assouad dimension.
Proof. Let 0 < a ≤ b and consider a finite subset Y ⊂ Z with a ≤ d(y, y′) ≤ b if y, y′ ∈ Y and
y ≠ y′. We claim that there are s,C ≥ 0 independent of a, b and Y so that #Y ≤ C(b/a)s.
Let Γ = (V ,E) be a homogeneous approximation graph with constants as in Definition
(2.2.13). First we prove the claim in the case where b ≤ η. Define
n0 =min{n ∈ N ∶ λ−n+1θ < a}
m0 =max{n ∈ N ∶ b ≤ λ−n+1η}
and an easy computation shows that n0 = 1+max{1, ⌈logλ(θ/a)⌉} and m0 = 1+⌊logλ(η/b)⌋.
Note that since b ≤ η we cannot have θ < a. We have m0 < n0 since λ−n0+1θ < a ≤ b ≤
λ−m0+1η, meaning that n0 −m0 > logλ(θ/η) ≥ 0. From our definition of n0 there cannot
be two elements of Y in one element of Vn0 since diam(Vn0) ≤ λ−n0+1θ < a. Also since
diam(Y ) ≤ b ≤ λ−m0+1η ≤ Leb(Vm0), there is some element vm0 ∈ Vm0 that contains Y .
Actually, any element of Vm0 that intersects Y is a neighbour of vm0 and from the definition
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of the geometric approximation graph there cannot be more than NΓ neighbours. The
descendants in Vn0 of the neighbours of vm0 are the only ones that cover the whole Y ,
because if vn0 ∈ Vn0 contains some y ∈ Y , then its ancestor in Vm0 should also contain y
and hence be a neighbour of vm0 . From condition (3) in the Definition 2.2.13 we conclude
that #Y ≤ NΓCn0−m0Γ . If θ = a then n0 = 2 and m0 = 1. If θ > a then we have
n0 −m0 = ⌈logλ(θ/a)⌉ − ⌊logλ(η/b)⌋
≤ 2 + logλ(θ/a) − logλ(η/b)
= 2 + logλ(θ/η) + logλ(b/a),
and for simplicity let c = 2 + logλ(θ/η) ≥ 0.
We now have #Y ≤ NΓCcΓC
logλ(b/a)
Γ = NΓCcΓ(b/a)s, for s = 1/ logCΓ(λ). In the case
where b > η, let Kη be the cardinality of a minimal cover {B(xi, η/2)}i∈I of Z. Then apply
the above construction for each Y ∩B(xi, η/2) and in general we get that
#Y ≤ C(b/a)s, (2.2.14)
for C =KηNΓCcΓ and s = 1/ logCΓ(λ).
Chapter 3
Smale spaces, Ahlfors regularity and
dimension
This chapter constitutes one of our main contributions to the theory of Smale spaces. The
main theme is Markov partitions; Bowen’s special closed covers of a Smale space that can
be used to encode, symbolically, its points. By extending Bowen’s construction to open
covers that behave like Markov partitions (Theorem 3.3.2), we prove that every mixing
Smale space is topologically conjugate to a mixing Smale space on which Bowen’s measure
(the measure of maximal entropy) is Ahlfors regular (Corollary 3.4.8). Interesting on its
own, the latter result also provides an abundance of Smale spaces with an Alhfors regular
Bowen measure. Previous examples of Smale spaces with Ahlfors regular measures (these
are different from Bowen’s measure) are restricted to the Euclidean setting, in particular
that of C1+ε-conformal Axiom A systems [101]. Finally, our Ahlfors regularity result leads
to new estimates for the Hausdorff, box-counting and Assouad dimensions for a large class
of Smale spaces (Theorem 3.4.6 and Corollary 3.4.10).
3.1 Smale spaces
3.1.1 Preliminaries
Roughly speaking, a Smale space (X,ϕ) is a dynamical system consisting of a homeo-
morphism ϕ acting on a compact metric space X that is locally hyperbolic under ϕ, in
the sense that every x ∈ X has a small neighbourhood that can be decomposed into the
product of contracting and expanding sets.
Definition 3.1.1 ([116, Section 7.1]). Let (X,d) be a compact metric space and ϕ ∶X →X
be a homeomorphism. The dynamical system (X,ϕ) is a Smale space if there are constants
εX > 0, λX > 1 (which depend on d) and a locally defined bi-continuous map, called the
25
CHAPTER 3. SMALE SPACES, AHLFORS REGULARITY AND DIMENSION 26
bracket map,
{(x, y) ∈X ×X ∶ d(x, y) ≤ εX}↦ [x, y] ∈X
that satisfies the axioms:
[x,x] = x, (B1)
[x, [y, z]] = [x, z], (B2)
[[x, y], z] = [x, z], (B3)
ϕ([x, y]) = [ϕ(x), ϕ(y)]; (B4)
for any x, y, z ∈X, whenever both sides are defined. For x ∈X and 0 < ε ≤ εX let
Xs(x, ε) = {y ∈X ∶ d(x, y) < ε, [x, y] = y} (3.1.1)
Xu(x, ε) = {y ∈X ∶ d(x, y) < ε, [y, x] = y} (3.1.2)
be the local stable and unstable sets. On these sets we have the contraction axioms:
d(ϕ(y), ϕ(z)) ≤ λ−1X d(y, z), for any y, z ∈Xs(x, ε), (C1)
d(ϕ−1(y), ϕ−1(z)) ≤ λ−1X d(y, z), for any y, z ∈Xu(x, ε). (C2)
Quite often, we will consider the Lipschitz constants Lip(ϕ) and Lip(ϕ−1) which are
both greater than λX > 1 and, in general, are allowed to be infinite. In particular, we will
focus on
`X = min{Lip(ϕ),Lip(ϕ−1)} and ΛX = max{Lip(ϕ),Lip(ϕ−1)}. (3.1.3)
We say that the bracket map defines a local product structure on X because, for any
x ∈X and 0 < ε ≤ εX/2, the bracket map
[⋅, ⋅] ∶Xu(x, ε) ×Xs(x, ε)→X (3.1.4)
is a homeomorphism onto its image [107, Proposition 2.1.8]. Also, due to the uniform
continuity, there is a constant 0 < ε′X ≤ εX/2 such that, if d(x, y) ≤ ε′X , then both
d(x, [x, y]), d(y, [x, y]) < εX/2 and hence
Xs(x, εX/2) ∩Xu(y, εX/2) = [x, y]. (3.1.5)
Equation (3.1.5) together with a bracket independent description of the local stable and
unstable sets (see [106, Subsection 4.1]) imply that the bracket map is unique on X (but of
course depends on εX and λX). Moreover, an important property of Smale spaces is that
they are expansive [107, Proposition 2.1.9]. Expansiveness immediately implies finiteness
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of covering dimension [91], topological entropy [130, Theorem 3.2] and upper box-counting
dimension (for certain metrics) [51]. Moreover, Smale spaces (without any assumption on
the metric) have finite Hausdorff dimension, see Ruelle’s Exercise 1 in [116, Chapter 7].
According to Smale’s program [128], the interesting dynamics of a Smale space lie in the
non-wandering set which is the closure of its periodic points [15, Corollary 3.7] and which
can be studied through its irreducible and mixing components [116, Section 7.4].
Theorem 3.1.2 (Smale’s Decomposition Theorem). Assume that the Smale space (X,ϕ)
is non-wandering. Then X can be decomposed into a finite disjoint union of clopen, ϕ-
invariant, irreducible sets X0, . . . ,XN−1. Each of these sets can be decomposed into a finite
disjoint union of clopen sets Xi0, . . . ,XiNi that are cyclically permuted by ϕ, and where
ϕNi+1∣Xij is mixing, for every 0 ≤ j ≤ Ni.
As a corollary of Theorem 3.1.2 and Proposition 2.1.3 we note the following.
Corollary 3.1.3. Assume that the Smale space (X,ϕ) is non-wandering and that all its
irreducible parts are infinite. Then X has no isolated points.
Every irreducible Smale space admits a distinguished measure, referred to as the Bowen
measure (see [18], [81, Section 20]), which we denote by µB. Roughly speaking, it is
exhibited as a limit distribution of periodic orbits and is the unique ϕ-invariant probability
measure that maximises the topological entropy h(ϕ). Moreover, it is compatible with
the bracket map [115].
Smale spaces are ubiquitous in the theory of expansive dynamical systems, see [53,
Lemma 2]. Smale spaces were defined by Ruelle [116] to give a topological description of
the non-wandering sets of differentiable dynamical systems satisfying Axiom A [128]. Zero
dimensional Smale spaces are exactly the subshifts of finite type (SFT), see [19, Section 3],
[107, Theorem 2.2.8]. More recently, Wieler characterised the Smale spaces with totally
disconnected stable or unstable sets, now called Wieler solenoids [134]. Among these, the
SFT play an important role in coding the orbits of a Smale space, see Section 3.2. Since
any SFT is topologically conjugate to a topological Markov chain [19, Prop. 3.2.1], let us
introduce the latter.
3.1.2 Topological Markov chains
We equip {1, . . . ,N} with the discrete topology and {1, . . . ,N}Z with the product topology
that makes it a compact Hausdorff space. Let M be a square matrix indexed by N , with
0 and 1 entries, and consider the closed subspace of allowable sequences
ΣM = {x = (xi)i∈Z ∈ {1, . . . ,N}Z ∶Mxi,xi+1 = 1}. (3.1.6)
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The cylinder sets
Cµ−n,...,µm = {x ∈ ΣM ∶ xi = µi, for − n ≤ i ≤m} (3.1.7)
form a basis of clopen sets for the product topology on ΣM . The number of fixed digits
will be called the rank of the cylinder, which for the cylinder set in (3.1.7) is equal to
m + n + 1. If m = n the cylinders will be called symmetric. The metric
d(x, y) = inf{2−n ∶ n ≥ 0, xi = yi for ∣i∣ < n} (3.1.8)
induces the product topology on ΣM and it is straightforward to prove that it is actually
an ultrametric. Also, with this metric, every symmetric cylinder of rank 2n− 1 is a ball of
radius 2−n around each of its points.
The shift map σM ∶ ΣM → ΣM given by σM(x)i = xi+1 for any i ∈ Z, is a homeomorphism
and (ΣM , σM) is called a topological Markov chain. It admits a Smale space structure with
the bracket map defined by
([x, y])n =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
yn, for n ≤ 0
xn, for n ≥ 1
(3.1.9)
for any x, y ∈ ΣM such that d(x, y) ≤ 2−1. The expansivity constant is εΣM = 2−1 and the
contraction constant is λΣM = 2.
Remark 3.1.4. A word x1 . . . xn−1 can only be concatenated on the right by a letter xn in
{1, . . . ,N}, if the value of Mxn−1,xn is 1. This is called the Markov property and it appears
in the general setting of Smale spaces.
We would like to estimate the number of symmetric cylinder sets of rank 2n − 1 for
the shift space ΣM . Denote this number by NM(2n − 1). The estimation is obtained by
replicating the computation for the topological entropy h(σM), see [81, p. 121]. However,
we sketch the proof for completeness.
Lemma 3.1.5. Let (ΣM , σM) be a topological Markov chain with matrix M where no row
contains only 0’s. There exist constants C, c > 0 so that for every ε ∈ (0,1) there is some
n0 ∈ N such that, for every n ≥ n0, we have
ce2(h(σM )−ε)n < NM(2n − 1) < Ce2(h(σM )+ε)n.
Proof. Let M = (mij)Ni,j=1. Then
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and there is some C ′ > 0 such that NM(2n − 1) < C ′∥M2n−2∥. Also, since the numbers
m2n−2ij are non-negative, there is some c′ > 0 such that NM(2n − 1) > c′∥M2n−2∥. Following




2n − 2 log ∥M
2n−2∥ = h(σM)
and the result follows.
The Bowen measure on a mixing topological Markov chain (ΣM , σM) has a very nice
description, and is known as the Parry measure µP [81, Chapter 4]. Since (ΣM , σM) is
mixing,M is a primitive matrix, meaning that there is some power ofM with only positive
entries. For primitive matrices the Perron-Frobenius Theorem [81, Theorem 1.9.11] yields
a unique (up to a scalar) eigenvector of strictly positive coordinates whose eigenvalue
λmax > 0 is greater than the absolute value of all the other eigenvalues. Let u, v be the




viui = 1. (3.1.10)
The distribution p = (p1, . . . , pN), with pi = viui, induces the Parry measure.
Lemma 3.1.6. Let (ΣM , σM) be a mixing topological Markov chain. Then there is a
constant D > 0 so that every non-empty symmetric cylinder set has Parry measure
D−1λ−2nmax ≤ µP(C−n,...,nµ−n,...,µn) ≤Dλ−2nmax.
Proof. Following the computations on page 176 of [81], if we look at (ΣM , σM) as an edge
shift then
µP(C−n,...,nµ−n,...,µn) = viujλ−2n+2max
where i = (µ−n, µ−n+1) and j = (µn−1, µn) are edges. Since the coordinates of u, v are all
positive the result follows.
Corollary 3.1.7. Let (ΣM , σM) be a mixing topological Markov chain equipped with the
metric defined in (3.1.8). Its Parry measure µP is Ahlfors s0-regular and therefore,
dimH ΣM = dimB ΣM = dimA ΣM = s0
where s0 = 2 h(σM)/ log(2).
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3.1.3 Wieler solenoids
In [134] Wieler characterised Smale spaces with totally disconnected local stable sets as
stationary inverse limits of (eventually) Ruelle expanding dynamical systems [116, p.138].
Wieler’s results generalise the earlier work of Williams for expanding attractors [136] to
the topological setting.
Let (Y, d) be a compact metric space and g ∶ Y → Y be a continuous and surjective
map. We say that (Y, g) satisfies Wieler’s axioms if there are constants β > 0,K ∈ N and
γ ∈ (0,1) such that for every x, y, z ∈ Y with d(x, y) ≤ β and 0 < ε ≤ β we have
d(gK(x), gK(y)) ≤ γKd(g2K(x), g2K(y)) (W1)
gK(B(gK(z), ε)) ⊂ g2K(B(z, γε)). (W2)
TheWieler solenoid associated with such (Y, g) is the stationary inverse limit (Ŷ , ĝ) where
Ŷ = {(y0, y1, y2, . . .) ∶ yn ∈ Y, yn = g(yn+1), n ≥ 0} (3.1.11)
and
ĝ(y0, y1, y2, . . .) = (g(y0), y0, y1, . . .), (3.1.12)






where d′(x, y) = sup{γnd(xn, yn) ∶ n ≥ 0}. Wieler’s main result is the following.
Theorem 3.1.8 ([134, Theorem A and B]).
(A) Any Wieler solenoid (Ŷ , ĝ) is a Smale space with totally disconnected stable sets.
Moreover, (Ŷ , ĝ) is irreducible if and only if (Y, g) is non-wandering and has a
dense forward orbit.
(B) Any irreducible Smale space with totally disconnected stable sets is topologically con-
jugate to a Wieler solenoid.
Remark 3.1.9. Following [134], the contraction constant λŶ of (Ŷ , ĝ) is equal to γ−1. Also,
from the definition of the metric, we see that the map ĝ−1 is λŶ -Lipschitz, while ĝ need
not be Lipschitz. However, if g is Lipschitz then ĝ will be too. Moreover, one has
d̂(ĝ(x), ĝ(y)) = λ−1
Ŷ
d̂(x, y),
whenever y ∈ Ŷ s(x, εŶ ).
CHAPTER 3. SMALE SPACES, AHLFORS REGULARITY AND DIMENSION 31
3.1.4 Dyadic solenoid
We equip the unit circle T = {e2πiθ ∶ θ ∈ [0,1)} with the (normalised) arc length distance
d(e2πiθ1 , e2πiθ2) = min{∣θ1 − θ2∣,1 − ∣θ1 − θ2∣}, (3.1.14)
and consider the doubling map g ∶ T → T given by g(z) = z2. The map g is expanding
because, if d(z,w) ≤ 1/4 then d(g(z), g(w)) = 2d(z,w).
As in the case of Wieler solenoids, we construct the stationary inverse limit (T̂, ĝ) and






which induces the product topology on T̂. Note that the metric (3.1.15) is different from
the metric (3.1.13) defined for Wieler solenoids. This inverse limit is called the dyadic
solenoid and is topologically conjugate to the Smale-Williams solenoid [19]. In fact, (T̂, ĝ)
is a Smale space with expansivity and contraction constants εT̂ = 1/4 and λT̂ = 2. If
d̂(x, y) ≤ 1/4 then, in particular, d(x0, y0) ≤ 1/4 and hence there is a unique ∣t∣ ≤ 1/4 such
that x0 = y0e2πit. The bracket map for such x, y is defined as the sequence
[x, y] = (y0e2πit, y1eπit, y2eπit/2, . . .) (3.1.16)
which is in T̂. The (largest) local stable set around x ∈ T̂ consists of sequences whose 0-th
coordinate is x0. Therefore, local stable sets are Cantor sets and global stable sets are
totally disconnected. On the other hand, the global unstable sets are one-dimensional.
Moreover, one can check that the doubling map g is 2-Lipschitz, hence ĝ is 5/2-Lipschitz.
Moreover, the map ĝ is the 2−1-multiple of an isometry on local stable sets. Finally, the
inverse ĝ−1 is 2-Lipschitz and the 2−1-multiple of an isometry on local unstable sets.
3.1.5 Metrics and smoothing of Smale spaces
There is an abundance of Smale spaces (X,ϕ) where ϕ is a bi-Lipschitz homeomorphism,
meaning ΛX < ∞, where ΛX = max{Lip(ϕ),Lip(ϕ−1)}. The obvious examples are the
SFT or the non-wandering sets of Axiom A diffeomorphisms. This is often true for Wieler
solenoids, see Remark 3.1.9. For such Smale spaces the following holds.
Lemma 3.1.10 ([119, p.234-235]). Let (X,ϕ) be a Smale space with ΛX <∞. Then there




such that, for every x, y ∈ X with d(x, y) ≤ ε′X , it holds that d(x, [x, y]) ≤ AXd(x, y) and
d(y, [x, y]) ≤ AXd(x, y).
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In [53], Fried showed that any expansive dynamical system (Z,ψ) admits a compati-
ble hyperbolic metric dF for which ψ becomes bi-Lipschitz. This means that any Smale
space (X,d,ϕ) admits a compatible metric dF for which ϕ is bi-Lipschitz. Now, the new
dynamical system (X,dF, ϕ) is still a Smale space. Indeed, the existence of a bracket map
satisfying axioms (B1)-(B4) is not affected by changing to another compatible metric.
Moreover, dF is hyperbolic, meaning that the contraction axioms (C1) and (C2) will still
be satisfied (possibly with a different constant). Therefore we obtain the following.
Theorem 3.1.11 ([53]). Any Smale space is topologically conjugate to a Smale space with
bi-Lipschitz dynamics.
We note that Lemma 3.1.10 and Theorem 3.1.11 solved a question posed by Ruelle in
[116, Appendix B.7]. Later, Fathi [51, Theorem 5.1] showed that Fried’s metric dF, defined
on an expansive (Z,ψ), satisfies an additional property which can be used to obtain upper
bounds for dimB(Z,dF). In our case, Fathi’s property is the following.
Theorem 3.1.12 ([51]). For any Smale space (X,dF, ϕ) equipped with Fried’s metric there
exist constants k > 1, ξ > 0 such that
max{dF(ϕ(x), ϕ(y)), dF(ϕ−1(x), ϕ−1(y))} ≥ min{kdF(x, y), ξ}
for every x, y ∈X.
Fathi’s property implies that the contraction axioms (C1) and (C2) of the Smale space
(X,dF, ϕ), hold more globally than just on local stable or unstable sets. This complicated
statement will be extremely useful in the sequel. At this point we should say that Fried’s
metric dF is not concretely related to the original metric d of (X,d,ϕ), even if (X,d,ϕ)
has bi-Lipschitz dynamics. However, in the latter case it may be still possible to obtain
Fathi’s property for (X,d,ϕ) without changing the metric d.
More precisely, suppose that ΛX <∞ for the Smale space (X,d,ϕ). Also, assume that
the contraction constant satisfies λX > 2AX , where AX > 0 is obtained from Lemma 3.1.10.
Let 0 < ε̃X ≤ ε′X be small enough so that if d(x, y) ≤ ε̃X then d(ϕi(x), ϕi(y)) ≤ ε′X , for
i ∈ {−1,1}. For x, y ∈X with d(x, y) ≤ ε̃X one has
d(x, y) ≤ d(x, [x, y]) + d(y, [x, y])
≤ 1
λX
(d(ϕ−1(x), ϕ−1([x, y])) + d(ϕ(y), ϕ([x, y])))
= 1
λX
(d(ϕ−1(x), [ϕ−1(x), ϕ−1(y)]) + d(ϕ(y), [ϕ(x), ϕ(y)]))
≤ AX
λX
(d(ϕ−1(x), ϕ−1(y)) + d(ϕ(x), ϕ(y)))
≤ 2AX
λX
max{d(ϕ(x), ϕ(y)), d(ϕ−1(x), ϕ−1(y))}.
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Consequently, we can choose k = λX/(2AX). Moreover, for every x, y ∈ X we have
max{d(ϕ(x), ϕ(y)), d(ϕ−1(x), ϕ−1(y))} ≥ Λ−1X d(x, y) and hence we can choose ξ = Λ−1X ε̃X .
Remark 3.1.13. The computations above give a lower bound for AX . In particular, given





Finding the best such k is crucial for obtaining good estimates for the Hausdorff and
box-counting dimensions, see Section 3.4. The computations above indicate that for esti-
mating k one should first try to estimate the constant AX of Lemma 3.1.10. In general
though, for λX > 2AX to be true it suffices to restrict to Smale spaces with λX ∈ (1+
√
2,∞)
and ΛX ∈ [λX , (λ2X − 1)/2).
Returning to the discussion of Fried’s metric, Artigue [7] recently constructed compat-
ible metrics on expansive dynamical systems for which the systems exhibit self-similarity.
We describe his construction in the context of Smale spaces.
Let (X,d,ϕ) be a Smale space. One can construct the Smale space (X,dF, ϕ) for which
Fathi’s property in Theorem 3.1.12 is satisfied for some k > 1, ξ > 0. Then Artigue defines
the metric dA given by





dF ≤ dA ≤ c(dF)γ, (3.1.18)
where γ = logΛX,F(k) ∈ (0,1) (ΛX,F is the maximum of the two Lipschitz constants for
the metric dF) and c > 0. Most importantly, the new contraction constant and the new
Lipschitz constants of ϕ,ϕ−1 for the Smale space (X,dA, ϕ) are equal to k > 1.
Definition 3.1.14. A Smale space (X,ϕ) is called self-similar if λX = ΛX , where λX > 1
is its contraction constant and ΛX = max{Lip(ϕ),Lip(ϕ−1)}.
Remark 3.1.15. One can observe that Artigue’s construction works for any metric d that
satisfies Fathi’s property and hence the metric inequalities (3.1.18) hold with d in the
place of dF. For instance, we proved that this is true for Smale spaces with ΛX <∞ and
λX > 2AX . This fact will be used in Corollary 3.4.10.
As we can see from the next lemma, there is a plethora of self-similar Smale spaces.
Lemma 3.1.16. Any Smale space is topologically conjugate to a self-similar Smale space.
Obvious examples are the SFT. Self-similarity means that the dynamics is very tight
(see [7, Remark 2.22] and compare with the case of SFT, Wieler solenoids and Lemma
3.1.10). Note that in a self-similar Smale space, ϕ and ϕ−1 act on local stable and unstable
sets, respectively, as the λ−1X -multiple of an isometry.
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3.2 Markov partitions
Roughly speaking, for an irreducible Smale space (X,ϕ) a Markov partition is a partition
of the space X into closed subsets that have a local product structure and which overlap
only on their boundaries. Such partitions yield a dynamically defined refining sequence,
as in Subsection 2.2.4, which induces an essential approximation graph Π of X. From
Proposition 2.2.8, the factor map πΠ ∶ (PΠ, σΠ)→ (X,ϕ) is injective on a dense Gδ-set and
since (X,ϕ) is irreducible, (PΠ, σΠ) will be too. This would be the end of the story if the
so-called shadowing property did not hold for Smale spaces [15, Prop. 3.6]. This property
sets up such a partition of X which in addition satisfies the crucial Markov property, see
Remark 3.1.4. In this case, (PΠ, σΠ) is a topological Markov chain and this is actually
where the story begins!
Except for being essential and providing a combinatorial model for (X,ϕ), the graph
Π satisfies conditions (1), (3) and (4) in the Definition 2.2.13 of geometric approximation
graphs. However, it does not satisfy condition (2) since the overlaps in each cover of the
refining sequence are nowhere-dense and hence the Lebesgue numbers are zero. Therefore,
our plan is to recursively δ-fatten the closed covers in Π for some carefully chosen δ > 0.
In this way we will keep all the nice properties of Π and obtain a geometrically-essential
approximation graph Πδ. The Markov property makes this possible. The dynamical
systems that admit Markov partitions have been characterised in [53] and are known
as finitely presented dynamical systems. These contain sofic systems and pseudo-Anosov
homeomorphisms. It is quite possible that the method we described can be generalised to
this larger class of dynamical systems.
3.2.1 Basics on Markov partitions
We deal with the classical Markov partitions and not with topological partitions, as defined
in [1,106]. This means that we also consider the boundaries of the partitions. However,
the ideas are of the same nature. Also, we focus on irreducible (infinite) Smale spaces,
but most of the statements still hold for non-wandering Smale spaces due to Smale’s
Decomposition Theorem 3.1.2.
First, let (X,ϕ) be a Smale space and recall the definition of 0 < ε′X ≤ εX/2 from
(3.1.5), and similarly let 0 < ε′′X < ε′X/12 be so small that whenever d(x, y) ≤ ε′′X , we have
d(ϕi(x), ϕi(y)) ≤ ε′X/2, d([x, y], y) ≤ ε′X/4, d([x, y], x) ≤ ε′X/4, (3.2.1)
for every ∣i∣ ≤ 2.
Definition 3.2.1. A non-empty subset R ⊂ X is called a rectangle if diam(R) ≤ ε′X and
[x, y] ∈ R, for any x, y ∈ R.
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If R is a rectangle and x ∈ R, let
Xs(x,R) =Xs(x,2ε′X) ∩R and Xu(x,R) =Xu(x,2ε′X) ∩R. (3.2.2)
From the bracket axioms and the definition of rectangles it holds that
R = [Xu(x,R),Xs(x,R)]. (3.2.3)
In fact, the local product structure on X (see (3.1.4)) implies that
int(R) = [int(Xu(x,R)), int(Xs(x,R))] and cl(R) = [cl(Xu(x,R)), cl(Xs(x,R))],
(3.2.4)
where the interiors and the closures are taken in Xu(x,2ε′X) and Xs(x,2ε′X). Define the
stable boundary to be
∂sR = {x ∈ R ∶Xs(x,R) ∩ int(R) = ∅} (3.2.5)
and the unstable boundary to be
∂uR = {x ∈ R ∶Xu(x,R) ∩ int(R) = ∅}. (3.2.6)
It follows that
∂sR = [∂Xu(x,R),Xs(x,R)] and ∂uR = [Xu(x,R), ∂Xs(x,R)], (3.2.7)
where ∂Xu(x,R) and ∂Xs(x,R) are the boundaries of Xu(x,R) and Xs(x,R) as subsets
of Xu(x,2ε′X) and Xs(x,2ε′X), respectively. Also [15, Lemma 3.11] states that
∂R = ∂sR ∪ ∂uR. (3.2.8)
Lemma 3.2.2. For any rectangles R,R′ ⊂X with R∩R′ ≠ ∅ and diameter small enough,
the set
[R,R′] = {[r, r′] ∶ r ∈ R, r′ ∈ R′}
(1) is a rectangle;
(2) int([R,R′]) = [int(R), int(R′)] and cl([R,R′]) = [cl(R), cl(R′)].
Proof. Part (1) follows from the bracket axioms (B2) and (B3). For part (2) let x ∈ R∩R′
and then [R,R′] = [Xu(x,R),Xs(x,R′)] using bracket axioms (B2), (B3) and equation
(3.2.3). The local product structure implies that
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int([R,R′]) = [int(Xu(x,R)), int(Xs(x,R′))] = [int(R), int(R′)]
using axioms (B2), (B3) and equation (3.2.4). The proof for the closures is similar.
A rectangle R is called proper if it is closed and R = cl(int(R)).
Definition 3.2.3 ([16, Section 3]). AMarkov partition is a finite coveringR1 = {R1, . . . ,R`}
of X by non-empty proper rectangles such that
(1) int(Ri) ∩ int(Rj) = ∅ for i ≠ j;
(2) ϕ(Xu(x,Ri)) ⊃Xu(ϕ(x),Rj) and
(3) ϕ(Xs(x,Ri)) ⊂Xs(ϕ(x),Rj) when x ∈ int(Ri) ∩ ϕ−1(int(Rj)).
The following is Bowen’s seminal theorem [16, Theorem 12].
Theorem 3.2.4 (Bowen’s Theorem). If the Smale space (X,ϕ) is irreducible, then it has
Markov partitions of arbitrarily small diameter.
Consequently, if the Smale space (X,ϕ) is irreducible, then it is a factor of a topological
Markov chain. More precisely, let R1 be a Markov partition for (X,ϕ) and M be the
transition ` × `-matrix given by
Mi,j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if int(Ri) ∩ ϕ−1(int(Rj)) ≠ ∅;
0, otherwise.
The following theorem is due to Bowen. We refer the reader to [15, Theorem 3.18],
[16, Prop. 30] and [17, Prop. 10]. Recall the Bowen measure µB from Subsection 3.1.1.





(1) a factor map;
(2) injective on the residual set X ∖⋃i∈Zϕi(∂R1), where ∂R1 = ⋃R∈R1 ∂R;
(3) a metric isomorphism between (ΣM , σM , µB) and (X,ϕ,µB).
(4) For every x ∈X, the pre-image π−1M (x) has at most (#R1)2 elements.
(5) (ΣM , σM) is irreducible (or mixing if (X,ϕ) is mixing).
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3.2.2 Approximation graphs from Markov partitions
Let (X,ϕ) be an irreducible Smale space, R1 be a Markov partition with diam(R1) ≤ ε′′X .
We consider the sequence (Rn)n≥0 given by R0 = {X} and




ϕ−i(R1) ∶ int(R) ≠ ∅}, (3.2.9)
for n ∈ N. In order to show that each Rn covers X, let Ron = {int(R) ∶ R ∈Rn} and observe






we obtain that ⋃Ron is dense in X. Therefore, Rn covers X. From [130, Theorem 5.21]
we obtain that (Rn)n≥0 is a refining sequence and the corresponding graph Π = (R,A) has
no sources and no sinks. Therefore, Π is an essential approximation graph (see Lemma
3.2.11) and (X,ϕ) is a factor of (PΠ, σΠ). Also, (PΠ, σΠ) is irreducible since (X,ϕ) is
irreducible. This means that PΠ is a Cantor space, see Subsection 2.2.3.
Now we present the main result of this section. We note that part (1) will be proved
in a slightly more general setting in Lemma 3.3.7, hence we defer the proof until then.
Recall the notation (Q1-Q5) introduced in Subsection 2.1.1 and we have the following.
Proposition 3.2.6. For every n ∈ N, the cover Rn in (3.2.9) is a Markov partition.
Moreover, there exists constants θ ∈ (0, εX] and C, c > 0 so that
(1) diam(Rn) ≤ λ−n+1X θ;
(2) m(Rn) ≤ #(R1)2;
(3) the number of neighbouring rectangles is uniformly bounded, meaning
supn maxR∈Rn # NRn(R) <∞;
(4) for every ε ∈ (0,1), there is some n0 ∈ N such that, for n ≥ n0, we have
ce2(h(ϕ)−ε)n < #Rn < Ce2(h(ϕ)+ε)n;
(5) the approximation graph Π = (R,A), associated to the refining sequence of Markov
partitions (Rn)n≥0, is essential, and
(PΠ, σΠ) = (ΣM , σM),
where M is the transition matrix of R1.
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The proof of Proposition 3.2.6 will be achieved by establishing the following lemmas.
Lemma 3.2.7. For the Markov partition R1 with diam(R1) ≤ ε′′X , the following hold.
(1) ϕ(R), ϕ−1(R) are rectangles, for any R ∈R1.
(2) For any Ri,Rj ∈R1 such that int(Ri) ∩ ϕ−1(int(Rj)) ≠ ∅ we have
[ϕ−1(Rj),Ri] = Ri ∩ ϕ−1(Rj), (3.2.11)
and hence Ri ∩ ϕ−1(Rj) is a proper rectangle. We will refer to this condition as the
Markov property.
(3) If Ri,Rj,Rk ∈R1 with ϕ(int(Ri)) ∩ int(Rj) ∩ ϕ−1(int(Rk)) ≠ ∅ then we have
[ϕ−1(Rk), ϕ(Ri)] = ϕ(Ri) ∩Rj ∩ ϕ−1(Rk). (3.2.12)
Consequently, ϕ(Ri) ∩Rj ∩ ϕ−1(Rk) is a proper rectangle equal to ϕ(Ri) ∩ ϕ−1(Rk).
Proof. Part (1) follows from the fact that ε′′X is so small that diam(ϕ±1(R1)) ≤ ε′X/2 and the
ϕ-invariance of the bracket map. For part (2) it is clear that Ri∩ϕ−1(Rj) ⊂ [ϕ−1(Rj),Ri].
For the reverse inclusion let x ∈ int(Ri) ∩ ϕ−1(int(Rj)) and then it should be clear that
[ϕ−1(Rj),Ri] = [Xu(x,ϕ−1(Rj)),Xs(x,Ri)]. First we claim that
Xu(x,ϕ−1(Rj)) = ϕ−1(Xu(ϕ(x),Rj)). (3.2.13)
Indeed, since ϕ(x) ∈ Rj write Rj = [Xu(ϕ(x),Rj),Xs(ϕ(x),Rj)] and hence
ϕ−1(Rj) = [ϕ−1(Xu(ϕ(x),Rj), ϕ−1(Xs(ϕ(x),Rj))],
where ϕ−1(Xu(ϕ(x),Rj) ⊂Xu(x, εX) and ϕ−1(Xs(ϕ(x),Rj)) ⊂Xs(x, εX). Also,
ϕ−1(Rj) = [Xu(x,ϕ−1(Rj)),Xs(x,ϕ−1(Rj))].
The claim follows since the bracket map is bijective around x.
Using conditions (2) and (3) in the definition of the Markov partition, it is easy to
show that
[ϕ−1(Xu(ϕ(x),Rj)),Xs(x,Ri)] ⊂ Ri ∩ ϕ−1(Rj).
We have Xs(x,Ri) ⊂ Ri and
ϕ−1(Xu(ϕ(x),Rj)) ⊂Xu(x,Ri) ⊂ Ri.
Therefore,
[ϕ−1(Xu(ϕ(x),Rj)),Xs(x,Ri)] ⊂ [Ri,Ri] = Ri,
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since Ri is a rectangle. In the same way,
ϕ(Xs(x,Ri)) ⊂Xs(ϕ(x),Rj) ⊂ Rj,
which gives Xs(x,Ri) ⊂ ϕ−1(Rj). Also ϕ−1(Xu(ϕ(x),Rj)) ⊂ ϕ−1(Rj), and one gets
[ϕ−1(Xu(ϕ(x),Rj)),Xs(x,Ri)] ⊂ [ϕ−1(Rj), ϕ−1(Rj)] = ϕ−1(Rj).
This shows that [ϕ−1(Rj),Ri] ⊂ Ri ∩ ϕ−1(Rj), and hence [ϕ−1(Rj),Ri] = Ri ∩ ϕ−1(Rj).
Consequently, Ri ∩ ϕ−1(Rj) is proper since using Lemma 3.2.2 we obtain
int([ϕ−1(Rj),Ri]) = [ϕ−1(int(Rj)), int(Ri)]
and cl(int([ϕ−1(Rj),Ri])) = [cl(ϕ−1(int(Rj))), cl(int(Ri))] = [ϕ−1(Rj),Ri].
Part (3) is proved in a similar fashion. First we observe that
Ri ∩ ϕ−1(Rj) ∩ ϕ−2(Rk) = [ϕ−1(Rj) ∩ ϕ−2(Rk),Ri].
The inclusion
Ri ∩ ϕ−1(Rj) ∩ ϕ−2(Rk) ⊂ [ϕ−1(Rj) ∩ ϕ−2(Rk),Ri]
should be clear. For the reverse inclusion let x ∈ ϕ−1(Rj) ∩ ϕ−2(Rk) and y ∈ Ri. In
particular, x ∈ ϕ−1(Rj) and using part (2) we get [x, y] ∈ [ϕ−1(Rj),Ri] = Ri ∩ ϕ−1(Rj).
Also, ϕ(x) ∈ Rj ∩ ϕ−1(Rk) and ϕ([x, y]) ∈ Rj. Therefore,
[x, y] = ϕ−1[ϕ(x), ϕ[x, y]] ∈ ϕ−1[Rj ∩ ϕ−1(Rk),Rj]
= ϕ−1[[ϕ−1(Rk),Rj],Rj]
= ϕ−1(Rj ∩ ϕ−1(Rk))
⊂ ϕ−2(Rk)
and consequently [x, y] ∈ Ri ∩ ϕ−1(Rj) ∩ ϕ−2(Rk).
We now have that
ϕ(Ri) ∩Rj ∩ ϕ−1(Rk) = ϕ(Ri ∩ ϕ−1(Rj) ∩ ϕ−2(Rk))





CHAPTER 3. SMALE SPACES, AHLFORS REGULARITY AND DIMENSION 40
where the fourth equality makes sense because diam(R1) ≤ ε′′X . The properness of the
rectangle follows as in part (2) and ϕ(Ri) ∩ Rj ∩ ϕ−1(Rk) = ϕ(Ri) ∩ ϕ−1(Rk) because
ϕ(Ri) ∩ ϕ−1(Rk) ⊂ [ϕ−1(Rk), ϕ(Ri)].
Remark 3.2.8. Let R = ϕ(Ri) ∩ ϕ−1(Rk) = [ϕ−1(Rk), ϕ(Ri)] be a rectangle as in part (2)
of Proposition 3.2.7. Then it is not hard to see that
∂sR ⊂ ∂s(ϕ−1(Rk)) and ∂uR ⊂ ∂u(ϕ(Ri)). (3.2.14)
Similarly as in equation (3.2.13), the local product structure of the space implies that





The unstable case is proved similarly.
The next lemma will allow us to apply Lemma 3.2.7 inductively.
Lemma 3.2.9. For every n ∈ N one has
Rn+1 = {R ∈ ϕ(Rn) ∨Rn ∨ ϕ−1(Rn) ∶ int(R) ≠ ∅}.
Proof. To prove that Rn+1 ⊂ {R ∈ ϕ(Rn)∨Rn∨ϕ−1(Rn) ∶ int(R) ≠ ∅} we just need the fact
that the interior of a finite intersection is the intersection of the interiors. For the reverse
inclusion it suffices to observe that if R,S ∈R1 with int(R) ∩ int(S) ≠ ∅ then R = S.
Lemma 3.2.10. For every n ∈ N the cover Rn is a Markov partition.
Proof. The statement holds for n = 1 since R1 is a Markov partition by definition. Assume
that Rn is a Markov partition and the claim is that Rn+1 is one too. Let R ∈Rn+1 and we
certainly have diam(R) ≤ ε′′X . Using Lemma 3.2.9 and parts (1) and (3) of Proposition 3.2.7
we deduce that R is a proper rectangle. The fact that the interiors of any two rectangles
in Rn+1 are mutually disjoint follows from ϕ being a homeomorphism.
For conditions (2) and (3) of Definition 3.2.3, again by Lemma 3.2.9, it is enough to
consider an arbitrary
x ∈ int(ϕ(R`) ∩Ri ∩ ϕ−1(Rj) ∩ ϕ−1(ϕ(Ri) ∩Rj ∩ ϕ−1(Rk)))
for some R`,Ri,Rj,Rk ∈Rn.
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Then one has
Xu(ϕ(x), ϕ(Ri) ∩Rj ∩ ϕ−1(Rk)) ⊂Xu(ϕ(x),Rj) ∩ ϕ(Ri)
⊂ ϕ(Xu(x,Ri)) ∩ ϕ(Ri) ∩Rj
⊂ ϕ(ϕ(Xu(ϕ−1(x),R`))) ∩ ϕ(Ri) ∩Rj
= ϕ(Xu(x,ϕ(R`) ∩Ri ∩ ϕ−1(Rj))),
where the second inclusion holds because x ∈ int(Ri)∩ϕ−1(int(Rj)) and the third because
x ∈ ϕ(int(R`)) ∩ int(Ri). For the last equality use the same argument as in (3.2.13).
For the stable part, we have
ϕ(Xs(x,ϕ(R`) ∩Ri ∩ ϕ−1(Rj))) ⊂ ϕ(Xs(x,Ri)) ∩Rj
⊂Xs(ϕ(x),Rj) ∩ ϕ(Ri) ∩Rj
⊂ ϕ−1(Xs(ϕ2(x),Rk)) ∩ ϕ(Ri) ∩Rj
=Xs(ϕ(x), ϕ(Ri) ∩Rj ∩ ϕ−1(Rk)),
where the second inclusion holds because x ∈ int(Ri) ∩ ϕ−1(int(Rj)), the third because
ϕ(x) ∈ int(Rj) ∩ ϕ−1(int(Rk)), and finally the last equality is true for the same reason as
in the unstable case.
Lemma 3.2.11. The approximation graph Π = (R,A) is essential. Also (PΠ, σΠ) =
(ΣM , σM), where M is the transition matrix of R1.
Proof. The graph Π is essential because the rectangles in Rn are proper with mutually
disjoint interiors. Finally, (PΠ, σΠ) = (ΣM , σM) following the definition of Rn and the
cylinder sets of ΣM .
We now estimate the growth rate of #Rn with respect to n. Recall that an irreducible
Smale space has the Bowen measure which maximises the topological entropy.
Lemma 3.2.12 ([16, Theorem 33]). For a topological Markov chain (ΣM , σM) that is
induced by a Markov partition of an irreducible Smale space (X,ϕ) one has h(ϕ) = h(σM).
Lemma 3.2.13. There exist constants C, c > 0 such that for every ε ∈ (0,1) there is some
n0 ∈ N so that, for n ≥ n0, we have
ce2(h(ϕ)−ε)n < #Rn < Ce2(h(ϕ)+ε)n.
Proof. For any rectangle R ∈ Rn its essential part is given by Ress = int(R). Now (2.2.8)
together with the essentiality of Π imply that Ress ⊂ πΠ(CR) ⊂ R, where CR is the cylinder
set of R in PΠ. Since R is proper and πΠ is a closed map, we get πΠ(CR) = R. Now, let
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(ΣM , σM) be the topological Markov chain that is induced by R1 and recall the definition
of the factor map πM ∶ (ΣM , σM)→ (X,ϕ) where πM = πΠ from Lemma 3.2.11. Then every
R ∈Rn is the πM -image of a cylinder set of rank 2n− 1. Actually, #Rn = NM(2n− 1); the
number of non-empty cylinder sets of ΣM of rank 2n − 1. From Lemma 3.1.5, there exist
constants C, c > 0 such that for every ε ∈ (0,1) there is some n0 ∈ N so that for n ≥ n0 we
have
ce2(h(σM )−ε)n < #Rn < Ce2(h(σM )+ε)n.
Using Lemma 3.2.12 we obtain the result.
Lemma 3.2.14. For every n ≥ 0 we have m(Rn) ≤ (#R1)2.
Proof. It follows from the same argument used in the proof of Lemma 3.2.13 and part (4)
of Theorem 3.2.5.
For proving condition (3) of Proposition 3.2.6 we will use the diamond trick found
in [1]. More precisely, the map πM would have a diamond if there were two sequences
x = (xi)i∈Z and y = (yi)i∈Z with πM(x) = πM(y) for which there exist indices k < l < m
such that xk = yk, xl ≠ yl and xm = ym. However, πM does not have a diamond since
diam(R1) < εX/2, see [1, Lemma 6.9]. So our strategy for proving condition (3) is by
contradiction. We will assume that it does not hold and then we will be able to create a
diamond for πM .
We say that R,S ∈ Rn have a common neighbour if they intersect some T ∈ Rn. Also,
recall that for any m ≥ n and R ∈Rm there is a unique R′ ∈Rn such that R ⊂ R′. We call
R′ an ancestor of R. The next lemma will follow from the Markov property.
Lemma 3.2.15. There is some N ∈ N such that for every R,S ∈ Rn+N with a common
neighbour, their ancestors in Rn intersect.
Before proceeding to the proof let us make an observation. The above statement is
equivalent to the one saying that there is some N ∈ N such that for every disjoint R,S ∈Rn,
all their descendants in Rn+N do not have a common neighbour. Another way rephrasing
this is to say that, for every disjoint R,S ∈ Rn we have NRn+N (R) ∩ NRn+N (S) = ∅. Of
course, any two disjoint R,S ∈ Rn can be separated by neighbourhoods since they are
closed sets and X is normal. What Lemma 3.2.15 says is that Smale spaces are normal in
a highly controlled way.
Proof of Lemma 3.2.15. We will use induction on n. First, let N ∈ N be the smallest
number that
NR1+N (R) ∩NR1+N (S) = ∅,
for every disjoint R,S ∈ R1. This can be done since (Rn)n≥0 is refining and X is normal.
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Assume now that
NRn+N (R) ∩NRn+N (S) = ∅,
for every disjoint R,S ∈Rn and we claim that the same holds for n + 1.
Let R,S ∈ Rn+1 be disjoint. From Lemma 3.2.9 one can write R = ϕ(Ri) ∩ ϕ−1(Rj)
and S = ϕ(Si) ∩ ϕ−1(Sj), for Ri,Rj, Si, Sj ∈ Rn. Actually R = [ϕ−1(Rj), ϕ(Ri)] and
S = [ϕ−1(Sj), ϕ(Si)], and since they are disjoint we have that either ϕ−1(Rj)∩ϕ−1(Sj) = ∅
or ϕ(Ri) ∩ ϕ(Si) = ∅. Then, from the inductive step,
Nϕ(Rn+N )(ϕ(Ri)) ∩Nϕ(Rn+N )(ϕ(Si)) = ∅
or
Nϕ−1(Rn+N )(ϕ−1(Rj)) ∩Nϕ−1(Rn+N )(ϕ−1(Sj)) = ∅.
Hence, we obtain that NRn+N+1(R) ∩ NRn+N+1(S) = ∅. Indeed, assume there is some
T = ϕ−1(Tj) ∩ ϕ(Ti) ∈ NRn+N+1(R) ∩NRn+N+1(S) with Ti, Tj ∈Rn+N then,
ϕ(Ti) ∈ Nϕ(Rn+N )(ϕ(Ri)) ∩Nϕ(Rn+N )(ϕ(Si))
and
ϕ−1(Tj) ∈ Nϕ−1(Rn+N )(ϕ−1(Rj)) ∩Nϕ−1(Rn+N )(ϕ−1(Sj)).
But at least one of the two intersections is empty leading to a contradiction.
Let MN = max{#NRn(R) ∶ 0 ≤ n ≤ N + 1,R ∈Rn}.
Lemma 3.2.16 (Neighbouring Rectangles). For n ≥ N + 2 and every R ∈Rn we have
# NRn(R) ≤ (#R1)2(N+1).
Consequently,
# NRn(R) ≤ max{(#R1)2(N+1),MN}
for every n ∈ N and R ∈Rn.
Proof. Assume to the contrary that there is some n ≥ N + 2 and R ∈Rn such that
#NRn(R) ≥ (#R1)2(N+1) + 1.
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Let
(R(k)−n+1, . . . ,R
(k)
0 , . . . ,R
(k)
n−1),
where 1 ≤ k ≤ #NRn(R), be the sequences that denote the different elements of NRn(R),
where each term is a rectangle in R1. Since there can only be up to (#R1)2 different pairs
(R(k)i ,R
(k)
j ), from the pigeonhole principle there are two sequences
S = (R(k)−n+1, . . . ,R
(k)
0 , . . . ,R
(k)
n−1) and T = (R
(j)
−n+1, . . . ,R
(j)
0 , . . . ,R
(j)
n−1)










Since S and T have a common neighbour, that is R, by Lemma 3.2.15 their ancestors
S′ = (R(k)−n+1+N , . . . ,R
(k)




T ′ = (R(k)−n+1+N , . . . ,R
(j)
0 , . . . ,R
(k)
n−1−N)
intersect. Observe that due to (3.2.15) both end-terms of S′ and T ′ agree. At this point
we should note that since n ≥ N + 2 the sequences S′ and T ′ have at least three terms.
Therefore, since S ≠ T again by (3.2.15) we conclude S′ ≠ T ′ and hence there is some index
i in between such that R(k)i ≠ R
(j)
i .
Choose a point x ∈ S′ ∩ T ′ and we can find bi-infinite sequences
(. . . ,R(k)−n+1+N , . . . ,R
(k)
i , . . . ,R
(k)
n−1−N , . . .)
and
(. . . ,R(k)−n+1+N , . . . ,R
(j)
i , . . . ,R
(k)
n−1−N , . . .)
which both map to x under Bowen’s factor map, see Theorem 3.2.5. This means the factor
map has a diamond, which is a contradiction.
3.3 Geometric approximations of Smale spaces
Let (X,ϕ) be an irreducible Smale space, R1 be a Markov partition with diam(R1) ≤ ε′′X/2
(see (3.2.1) for the definition of ε′′X). Proposition 3.2.6 yields the refining sequence of
Markov partitions (Rn)n≥0 and the induced approximation graph Π = (R,A). Our goal is
to modify Π so that we obtain a geometrically-essential approximation graph for (X,ϕ).
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For now, consider an arbitrary
0 < δ ≤ ε′′X/4, (3.3.1)
and for every R ∈R1 define its δ-fattening to be
Rδ = [R ∪ (∂sR)δ,R ∪ (∂uR)δ], (3.3.2)
where
(∂sR)δ =⋃{Xu(z, δ) ∶ z ∈ ∂sR} and (∂uR)δ =⋃{Xs(w, δ) ∶ w ∈ ∂uR}. (3.3.3)
This is a well-defined rectangle with diam(Rδ) ≤ ε′X , since
diam(R ∪ (∂sR)δ ∪ (∂uR)δ) ≤ diam(R) + 2δ ≤ ε′′X , (3.3.4)
and a triangle inequality yields diam(Rδ) ≤ ε′X/2 + 2δ + diam(R) < 7ε′X/12.







As a result, for every n ≥ 0 we obtain the covers
Rδn = {Rδ ∶ R ∈Rn}. (3.3.6)
For n ∈ N, each cover Rδn+1 refines Rδn since for R ∈ Rn+1 and S ∈ Rn such that R ⊂ S
it holds Rδ ⊂ Sδ. Indeed, writing R = ⋂ni=−nϕ−i(Rxi) and S = ⋂n−1i=1−nϕ−i(Syi) for unique
Rxi , Syi ∈R1, since R ⊂ S, we have Rxi = Syi for ∣i∣ ≤ n−1 and hence Rδ ⊂ Sδ. Finally, with
the same arguments that we used for (Rn)n≥0, we can show that the sequence (Rδn)n≥0 is
refining and induces the approximation graph Πδ.
Remark 3.3.1. By choosing δ > 0 small enough we can make Rδ1 to behave like a Markov
partition. Using the Markov property we will prove that this behaviour passes on each
Rδn, since the latter are inductively defined by Rδ1. Moreover, the inductive definition of
the refining sequence (Rδn)n≥0 will allow us to estimate the rate of decay of the Lebesgue
covering numbers and the diameters of the covers Rδn.
Recall that `X = min{Lip(ϕ),Lip(ϕ−1)} and ΛX = max{Lip(ϕ),Lip(ϕ−1)}. One of the
key tools in this thesis is the following.
Theorem 3.3.2. For every n ∈ N, the open cover Rδn in (3.3.6) behaves like the Markov
partition Rn, given that δ is sufficiently small. More precisely, there exist constants θ ∈
(0, εX] and C, c > 0 and δ1 ∈ (0, ε′′X/4] that depend on R1 so that, for every δ ∈ (0, δ1], we
have that
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(1) diam(Rδn) ≤ λ−n+1X θ;
(2) m(Rδn) ≤ (#R1)2;
(3) the number of neighbouring rectangles is uniformly bounded, meaning
supn maxRδ∈Rδn # NRδn(R
δ) <∞;
(4) for every ε ∈ (0,1), there is some n0 ∈ N such that, for n ≥ n0, we have
ce2(h(ϕ)−ε)n < #Rδn < Ce2(h(ϕ)+ε)n;
(5) the approximation graph Πδ, associated to the refining sequence of δ-fat Markov
partitions (Rδn)n≥0, is metrically-essential.
If either ϕ or ϕ−1 are Lipschitz, there is some ζ ∈ (0, θ] (independent of δ) so that
(6) diam(Rδn) ≥ diam(Rn) ≥ `−n+1X ζ.
If in addition ϕ is bi-Lipschitz, for every δ ∈ (0, δ1], there is some η ∈ (0, θ] so that
(7) Leb(Rδn) ≥ Λ−n+1X η.
From Theorem 3.3.2 and Lemma 3.1.16 we obtain the following.
Corollary 3.3.3. The irreducible Smale space (X,ϕ) is topologically conjugate to a Smale
space (Y,ψ) which admits a refining sequence that satisfies all conditions of Theorem 3.3.2
with λY = `Y = ΛY .
Example 3.3.4. Suppose that (X,ϕ) is an irreducible topological Markov chain equipped
with the ultrametric (3.1.8). Moreover, assume that the Markov partition R1 consists of
sufficiently small symmetric cylinder sets, and hence each Rn consists of smaller sym-
metric cylinder sets. Then, for every 0 < δ ≤ ε′′X/4, the δ-fattening process of (Rn)n≥0 is
trivial since Rδn = Rn, for every n ∈ N. More precisely, for every R ∈ R1 we have that
∂sR = ∂uR = ∅, and hence
(∂sR)δ = (∂uR)δ = ∅.
Therefore, from (3.3.2) we have Rδ = [R,R] = R. In order to see how Theorem 3.3.2
applies, recall that λX = `X = ΛX = 2. Finally, the multiplicities of the covers are clearly
equal to one, and condition (4) follows from Lemma 3.1.5.
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Example 3.3.5. Suppose now that (X,ϕ) is the dyadic solenoid of Subsection 3.1.4. From
[19, Prop. 2.3.4] we see that it is mixing. In order to build a Markov partition R1, consider
the decomposition of the unit circle T into the closed upper half e0 and the closed lower
half e1. Then, let
E0 = {x ∈X ∶ x1 ∈ e0}
E1 = {x ∈X ∶ x1 ∈ e1},
and one can observe that int(ϕ−1(Ei) ∩Ej) ≠ ∅, for all 0 ≤ i, j ≤ 1. Each of the four sets
corresponds to one of the quadrants of the circle in a clear way. With a bit more effort one
can show that the cover E = {E0,E1} yields a 2-to-1 factor map from the full-two shift to
(X,ϕ). Roughly speaking, this map encodes x ∈ X by a bi-infinite sequence containing all
encodings for the dyadic expansions of the coordinates of x. However, the sets E0,E1 are







on which we can apply the δ-fattening process. Since the local stable sets are Cantor sets,
for every R ∈ R1 it holds that ∂uR = ∅. As a result, the δ-fattening happens only on the
local unstable sets and Rδ = [R ∪ (∂sR)δ,R]. The proof of Lemma 3.3.6 helps to visualise
the rectangles.
Finally, let us understand some important parts of Theorem 3.3.2 in this case. From
Subsection 3.1.4 we have that λX = 2, `X = 2 and ΛX ≤ 5/2. Therefore, the diameters
diam(Rδn) ∼ 2−n, the Lebesgue numbers Leb(Rδn) ≳ (5/2)−n and the cardinalities #Rδn ∼ 22n.
Moreover, from the construction of the factor map we have m(Rδn) ≤ 2. In fact, m(Rδn) = 2
for all n ∈ N, since the two fixed points of the shift space are mapped down to the fixed
point (1,1,1, . . .) ∈ E0 ∩E1. Finally, since (Rδn)n≥0 is a refining sequence of open covers,
it holds that dimX ≤ 1 and because X is connected we get the already known fact that
dimX = 1.
3.3.1 Proof of conditions (1)-(5) of Theorem 3.3.2
Their proof consists of the following lemmas and corollaries. For the rest of this subsection
we consider the refining sequences (Rδn)n≥0 constructed in (3.3.6), for δ ∈ (0, ε′′X/4]. But
first, recall that if S is a rectangle in X and x ∈ S, the set Xs(x,2ε′X) ∩ S is denoted by
Xs(x,S) and similarly Xu(x,2ε′X) ∩ S is denoted by Xu(x,S).
Lemma 3.3.6. For δ ∈ (0, ε′′X/4] and n ∈ N, the cover Rδn consists of open rectangles.
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Proof. We just need to prove that every Rδ ∈Rδ1 is open in X, and in the process we will
demonstrate how it differs from R ∈R1. For any x ∈ R define
(∂Xu(x,R))δ = ⋃
z∈∂Xu(x,R)
Xu(z, δ) and (∂Xs(x,R))δ = ⋃
w∈∂Xs(x,R)
Xs(w, δ), (3.3.7)
along with the open rectangle
Rδx ∶= [Xu(x,R) ∪ (∂Xu(x,R))δ,Xs(x,R) ∪ (∂Xs(x,R))δ]. (3.3.8)
The claim is that the rectangle Rδ = ⋃x∈RRδx and hence Rδ is open. Note here that if we
let Rx = [Xu(x,R),Xs(x,R)] for x ∈ R, then Rx = R = Ry for any x, y ∈ R. However, in
the δ-fattened version we may get Rδx ≠ Rδy, for some x ≠ y ∈ R, because there is no more
control of the local stable and the unstable sets as soon as they get outside of R.
First we prove that
R ∪ (∂sR)δ = ⋃
x∈R
Xu(x,R) ∪ (∂Xu(x,R))δ,




To see this, let x ∈ R and if z ∈ ∂Xu(x,R) then z ∈ ∂sR since, following the equations
(3.2.7), it holds that z ∈ Xs(z,R) = [z,Xs(x,R)] ⊂ [∂Xu(x,R),Xs(x,R)] = ∂sR. As a
result, ⋃x∈R(∂Xu(x,R))δ ⊂ (∂sR)δ. For the other inclusion, we note that if z ∈ ∂sR, then
z ∈ ∂Xu(z,R), for if z ∈ int(Xu(z,R)) then Xs(x,R)∩ int(R) ≠ ∅. Similarly, it holds that






[Xu(x,R) ∪ (∂Xu(x,R))δ,Xs(y,R) ∪ (∂Xs(y,R))δ]
= ⋃
[y,x]∈R







Lemma 3.3.7. For δ ∈ (0, ε′′X/4] and n ∈ N, it holds diam(Rδn) ≤ min{λ−n+1X εX , ε′X}.
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Proof. Let n ∈ N and Rδ ∈ Rδn with some x, y ∈ Rδ. From the definition of Rδ we have
d(ϕi(x), ϕi(y)) ≤ ε′X , for all ∣i∣ ≤ n − 1. In particular, using the bracket axiom (B4), we
have
[ϕ−n+1(x), ϕ−n+1(y)] = ϕ−n+1([x, y])
and
d(ϕ−n+1(x), [ϕ−n+1(x), ϕ−n+1(y)]) ≤ εX/2.
Therefore, we have ϕ−n+1([x, y]) ∈Xs(ϕ−n+1(x), εX/2) and hence [x, y] ∈Xs(x,λ−n+1X εX/2).
Similarly, [x, y] ∈Xu(y, λ−n+1X εX/2) and from the triangle inequality d(x, y) ≤ λ−n+1X εX .
We want to show that our method produces covers which are closely related to the
Markov partitions. First we study all the possible overlaps that can occur between elements
of Rδn, for a given δ ∈ (0, ε′′X/4]. For a finite cover U = {U1, . . . , U`} of X let
M(U) = {{Ui}i∈I ∶ I ⊂ {1, . . . , `} and ⋂
i∈I
Ui ≠ ∅} (3.3.10)
be the nerve of U andM#(U) = {#I ∶ {Ui}i∈I ∈M(U)}. It should be clear that max(M#(U))
is the multiplicity of U . For δ ∈ (0, ε′′X/4] and n ∈ N, consider the map
M δn ∶M(Rn)→M(Rδn), {Ri}i∈I ↦ {Rδi }i∈I (3.3.11)
and we aim to show that for small enough δ, if ⋂i∈I Rδi ≠ ∅ then ⋂i∈I Ri ≠ ∅, meaning that
the map M δn is surjective.
Let R1 = {R1, . . . ,R`} and E(R1) = {I ⊂ {1, . . . , `} ∶ ⋂i∈I Ri = ∅}. Then, there is
δ0 ∈ (0, ε′′X/4] such that for every I ∈ E(R1) it holds ⋂i∈I R
δ0
i = ∅. Indeed, let I ∈ E(R1)
and then for every i ∈ I there is some δ′I,i > 0 such that the δ′I,i-neighbourhood ofRi, denoted
by B(Ri, δ′I,i), satisfies B(Ri, δ′I,i)∩B(⋂j∈I,j≠iRj, δ′I,i) = ∅. Also, there is 0 < δI,i < δ′I,i such
that RδI,ii ⊂ B(Ri, δ′I,i) and ⋂j∈I,j≠iR
δI,i
j ⊂ B(⋂j∈I,j≠iRj, δ′I,i). So choosing
δ0 =min{ε′′X/4,min{δI,i ∶ I ∈ E(R1), i ∈ I}} (3.3.12)
has the required property.
Lemma 3.3.8. For δ ∈ (0, δ0] and n ∈ N, the map M δn defined in (3.3.11) is surjective.
Proof. For n = 0 it is trivially true and from the choice of δ the map M δ1 is surjective. Let
us assume M δn is surjective and we claim that M δn+1 is too. Let {Rδi }i∈I ∈ M(Rδn+1) and
from Lemma 3.2.9 every
Rδi = ϕ(Rδi1) ∩Rδi2 ∩ ϕ−1(Rδi3)
with Rδi1,Rδi2,Rδi3 ∈Rδn and Ri = ϕ(Ri1) ∩Ri2 ∩ ϕ−1(Ri3) ∈Rn+1.






ϕ(Rδi1) ∩Rδi2 ∩ ϕ−1(Rδi3) ≠ ∅





ϕ(Ri1) ∩Ri2 ∩ ϕ−1(Ri3) ≠ ∅.
Equivalently, using part (3) of Proposition 3.2.7 we want to prove that
⋂
i∈I
[ϕ−1(Ri3), ϕ(Ri1)] ≠ ∅.
























Thus, by induction the maps M δn are surjective.
We now aim to find δ1 ∈ (0, δ0] so that, for every δ ∈ (0, δ1], if R,S ∈ Rn with R ≠ S
then R /⊂ Sδ. In particular, for such δ, the δ-fattening maps
F δn ∶Rn →Rδn, R ↦ Rδ (3.3.13)
and the maps M δn defined in (3.3.11) will be shown to be bijective, for every n ∈ N.
This is a subtle procedure that requires the following concepts. First, for every n ∈ N
and R ∈Rn define
∂s,oR = {x ∈ ∂sR ∶Xu(x,R) ∩ int(R) ≠ ∅} (3.3.14)
and
∂u,oR = {x ∈ ∂uR ∶Xs(x,R) ∩ int(R) ≠ ∅}. (3.3.15)
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Then, consider the sets
NsRn(R) = {S ∈ NRn(R) ∖ {R} ∶ S ∩ ∂u,oR = ∅} (3.3.16)
and
NuRn(R) = {S ∈ NRn(R) ∖ {R} ∶ S ∩ ∂s,oR = ∅} (3.3.17)
which are the stable and unstable neighbours of R, respectively. These sets provide a
decomposition in the sense that
NRn(R) ∖ {R} = NsRn(R) ∪N
u
Rn(R). (3.3.18)
Indeed, if S ∈ NRn(R) ∖ {R} with S /∈ NsRn(R) and S /∈ N
u
Rn(R) then there are some
x ∈ S ∩ ∂u,oR and y ∈ S ∩ ∂s,oR, and hence [x, y] ∈ S ∩ int(R). However, S ∩ int(R) = ∅
which results in a contradiction.
For every R ∈R1 choose some xR ∈ int(R) and then for all T ∈ NsR1(R) and S ∈ N
u
R1(R)
we have T ∩ Xs(xR,R) = ∅ and S ∩ Xu(xR,R) = ∅. Consequently, there is some small
enough δ′ > 0 so that
T δ
′ ∩Xs(xR,R) = ∅ (3.3.19)
and
Sδ
′ ∩Xu(xR,R) = ∅ (3.3.20)
for every R ∈ R1 and T ∈ NsR1(R), S ∈ N
u
R1(R). Our last choice for how small δ should be
is,
δ1 =min{δ0, δ′}. (3.3.21)
Lemma 3.3.9. Let δ ∈ (0, δ1]. For every n ∈ N and S,R ∈ Rn with S ∈ NRn(R) ∖ {R} we
have that
(1) if S ∈ NuRn(R) and x ∈ S ∩R then Xs(x,R) /⊂Xs(x,Sδ);
(2) if S ∈ NsRn(R) and x ∈ S ∩R then Xu(x,R) /⊂Xu(x,Sδ).
Proof. We will prove part (1) by induction on n and the proof for part (2) is similar.
Assume to the contrary that there are S,R ∈ R1 with S ∈ NuR1(R) and some x ∈ S ∩ R
such that Xs(x,R) ⊂ Xs(x,Sδ). In particular, Xs(x,R) ⊂ Sδ and since R is a rectangle
we have
[x,xR] ∈Xs(x,R) ∩Xu(xR,R) ⊂ Sδ.
However, from the choice of δ1 in (3.3.21) we have Sδ ∩ Xu(xR,R) = ∅ leading to a
contradiction.
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Suppose now that part (1) is true for some n ∈ N. We claim that it is also true for
n + 1. Again assume to the contrary that there are S,R ∈ Rn+1 with S ∈ NuRn+1(R) and
some x ∈ S ∩R such that Xs(x,R) ⊂Xs(x,Sδ).
As usual write R = [ϕ−1(Rj), ϕ(Ri)] and S = [ϕ−1(Sj), ϕ(Si)] for Ri,Rj, Si, Sj ∈Rn. It
holds that
Xs(x,R) =Xs(x,ϕ(Ri)), Xs(x,S) =Xs(x,ϕ(Si))
and Xs(x,Sδ) ⊂ Xs(x,ϕ(Sδi )) since Sδ ⊂ ϕ(Sδi ). From the assumption we obtain that
Xs(x,ϕ(Ri)) ⊂Xs(x,ϕ(Sδi )). Then applying the map ϕ−1 results to
Xs(ϕ−1(x),Ri) ⊂Xs(ϕ−1(x), Sδi )
since Ri, Sδi are rectangles and the bracket map is locally bijective. Clearly ϕ−1(x) ∈ Si∩Ri
and we have to show that Si ∈ NuRn(Ri) in order to get a contradiction from the inductive
step.
First note that
Xs(x,S) ∩ int(Xs(x,R)) = ∅, (3.3.22)
for if not, we would have
[Xu(x,S),Xs(x,S)] ∩ [Xu(x,R), int(Xs(x,R))] ≠ ∅.
Then since the intersection of S and R can happen only on their boundaries, this is
equivalent to S ∩ ∂s,oR ≠ ∅, meaning that S /∈ NuRn+1(R). Equation (3.3.22) implies that
Xs(ϕ−1(x), Si) ∩ int(Xs(ϕ−1(x),Ri)) = ∅ (3.3.23)
and is easy to observe that Si ∈ NRn(Ri) ∖ {Ri}. Now assume to the contrary that
Si /∈ NuRn(Ri) and hence there is some y ∈ Si ∩ ∂s,oRi. Then
Xs(ϕ−1(x), Si) ∩Xu(y, εX/2) = [ϕ−1(x), y]
since both ϕ−1(x), y ∈ Si but also
int(Xs(ϕ−1(x),Ri)) ∩Xu(y, εX/2) = [ϕ−1(x), y]
since y ∈ ∂s,oRi. However, this contradicts (3.3.23).
Lemma 3.3.10. Let δ ∈ (0, δ1]. For every n ∈ N and S,R ∈ Rn such that S ≠ R we have
that R /⊂ Sδ. Consequently, the maps F δn and M δn are bijective.
Proof. Let n ∈ N and assume to the contrary that there are some S,R ∈ Rn with S ≠ R
such that R ⊂ Sδ. From Lemma 3.3.8 we obtain that S ∩R ≠ ∅ and so for any x ∈ S ∩R
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it holds Xs(x,R) ⊂ Xs(x,Sδ) and Xu(x,R) ⊂ Xu(x,Sδ). However, from Lemma 3.3.9
we have that Xs(x,R) /⊂ Xs(x,Sδ) or Xu(x,R) /⊂ Xu(x,Sδ). This gives the desired
contradiction.
Lemma 3.3.10 yields the following corollaries.
Corollary 3.3.11. For every δ ∈ (0, δ1], the approximation graph Πδ is metrically-essential.
Proof. From Lemma 3.2.11 the underlying approximation graph Π is essential and from
Lemma 3.3.10 the δ-fattening maps F δn are bijective. It is easy to see that∐n≥0F δn ∶ Π→ Πδ
is a graph homomorphism which induces the map F δ ∶ PΠ → PΠδ that satisfies πΠδ ○F δ = πΠ






This completes the proof.
Corollary 3.3.12. Let δ ∈ (0, δ1]. For every n ≥ 0 and R ∈Rn the following hold.
(1) #Rδn = #Rn;
(2) # NRδn(Rδ) = # NRn(R);
(3) m(Rδn) = m(Rn).
Proof. Observe that Lemma 3.3.10 implies that any Rδ ∈ Rδn is written uniquely in the
form ϕ(Rδi ) ∩Rδj ∩ ϕ−1(Rδk), for Rδi ,Rδj ,Rδk ∈Rδn.
3.3.2 Proof of conditions (6), (7) of Theorem 3.3.2
Consider the refining sequence (Rδn)n≥0 defined in (3.3.6), for some δ ∈ (0, δ1]. The constant
δ1 is defined in (3.3.21). Our aim is to investigate the properties of (Rδn)n≥0 in the case
`X = min{Lip(ϕ),Lip(ϕ−1)} or ΛX = max{Lip(ϕ),Lip(ϕ−1)} is finite.
Recall again that, if S is a rectangle in X and x ∈ S, the set Xs(x,2ε′X)∩S is denoted
by Xs(x,S) and similarly Xu(x,2ε′X) ∩ S is denoted by Xu(x,S). Also, note that both
sets are compact subsets of X.
Lemma 3.3.13. There exists some η > 0 such that for every n ≥ 0 it holds that
Leb(Rδn) ≥ Λ−n+1X η.
Proof. The case n = 0 is trivial. We claim that there exists some η > 0 such that for every
n ∈ N, we have d(x,X ∖Rδ) ≥ Λ−n+1X η, for every x ∈ X and R ∈ NRn({x}). Then we will
have
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To prove the claim, let R1,k ∈R1, for 1 ≤ k ≤ #R1. We have that (X ∖Rδ1,k) ∩R1,k = ∅
and define ηk > 0 so that d(X ∖Rδ1,k,R1,k) = 2ηk. Let
η = min{ηk ∶ 1 ≤ k ≤ #R1}
and then, for every x ∈ X and R ∈ NR1({x}), it holds that d(x,X ∖Rδ) ≥ η. This proves
the case n = 1.
Assume that for some n ∈ N we have d(x,X ∖ Rδ) ≥ Λ−n+1X η, for every x ∈ X and
R ∈ NRn({x}). We claim that
d(x,X ∖ (ϕ(Rδi ) ∩Rδj ∩ ϕ−1(Rδk))) ≥ Λ−nX η,
for every x ∈ X and ϕ(Ri) ∩Rj ∩ ϕ−1(Rk) ∈ NRn+1({x}) with Ri,Rj,Rk ∈ Rn. For x ∈ X
and ϕ(Ri) ∩Rj ∩ ϕ−1(Rk) ∈ NRn+1({x}) one has that d(x,X ∖ (ϕ(Rδi ) ∩Rδj ∩ ϕ−1(Rδk))) is
equal to
min{d(x,X ∖ ϕ(Rδi )), d(x,X ∖Rδj), d(x,X ∖ ϕ−1(Rδk))}
which is greater or equal to
min{Λ−1X Λ−n+1X η,Λ−n+1X η,Λ−1X Λ−n+1X η}
which is Λ−nX η, concluding the induction argument.
The next results show that Smale spaces with Lipschitz dynamics can be controlled
in a refined way. Our approach makes use of the next lemma that holds for an arbitrary
Smale space.
For any closed rectangle R ⊂ X that has a local stable and unstable set of cardinality
at least two, let
diams(R) = inf{diam(Xs(x,R)) ∶ x ∈ R} (3.3.24)
and
diamu(R) = inf{diam(Xu(x,R)) ∶ x ∈ R}. (3.3.25)
It is clear that for every x ∈ R, the diameters diam(Xs(x,R)) are non-zero, since
all the local stable sets are mutually homeomorphic and hence of cardinality at least
two. For the same reason the diameters diam(Xu(x,R)) are non-zero. The fact that
diams(R),diamu(R) > 0 follows from the compactness of R and the next lemma. But
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first, for a closed rectangle R ⊂ X, denote by K(R) the set of its compact subsets and by
dH the usual Hausdorff metric on K(R) which is described for the reader’s convenience in
the proof.
Lemma 3.3.14. For every closed rectangle R ⊂ X, the maps from (R,d) to (K(R), dH)
given by x ↦ Xs(x,R) and x ↦ Xu(x,R) are continuous. In particular, the diameter
maps R ∋ x↦ diam(Xs(x,R)) and R ∋ x↦ diam(Xu(x,R)) are continuous.
Proof. We prove the unstable case and the stable case is similar. Let y ∈ R and (xn)n≥0




where dH is the Hausdorff distance that, since Xu(xn,R),Xu(y,R) are compact, is given
by
dH(Xu(xn,R),Xu(y,R)) =max{C(xn, y,R),C ′(xn, y,R)}, (3.3.26)
where
C(xn, y,R) = maxz∈Xu(xn,R) d(z,Xu(y,R))
and
C ′(xn, y,R) = maxw∈Xu(y,R) d(w,Xu(xn,R)).
A straightforward computation shows that
∣diamXu(xn,R) − diamXu(y,R)∣ ≤ 2dH(Xu(xn,R),Xu(y,R)) (3.3.27)
and hence the map R ∋ x↦ diamXu(x,R) is continuous.
We now claim that
lim
n→∞C(xn, y,R) = 0.
Assume to the contrary that it does not converge to zero. Then there is some ε > 0 and a
subsequence (xnk)k≥0 in R such that
maxz∈Xu(xnk ,R) d(z,X
u(y,R)) ≥ ε,
for every k ≥ 0. Hence, there are some znk ∈ Xu(xnk ,R) so that d(znk ,Xu(y,R)) ≥ ε, for
every k ≥ 0. However, by compactness of R, there is a convergent subsequence (znk`)`≥0
that converges to some z′ ∈ R. But then, znk` = [znk` , xnk` ] converges to [z
′, y] ∈ Xu(y,R)
which leads to a contradiction.
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Now we show that
lim
n→∞C
′(xn, y,R) = 0.
Again assume to the contrary that it does not converge to zero. Then there is some ε > 0
and a subsequence (xnk)k≥0 in R such that
maxw∈Xu(y,R) d(w,Xu(xnk ,R)) ≥ ε,
for every k ≥ 0. Similarly, this means that there are wnk ∈Xu(y,R) such that
d(wnk ,Xu(xnk ,R)) ≥ ε,
for every k ≥ 0. Since Xu(y,R) is compact, there is a converging subsequence (wnk`)`≥0
that converges to some w′ ∈ Xu(y,R). In particular, there is some `0 ∈ N such that
d(wnk` ,w
′) < ε/2, for every ` ≥ `0. Then d(w′,Xu(xnk` ,R)) ≥ ε/2, for every ` ≥ `0, by using
the inequality
∣d(wnk` ,X
u(xnk` ,R)) − d(w
′,Xu(xnk` ,R))∣ ≤ d(wnk` ,w
′).
However, for big enough `, since the diameter of R is small, w′ and xnk` will be close
enough to be bracketed and hence
d(w′,Xu(xnk` ,R)) ≤ d(w
′, [w′, xnk` ]) = d([w
′, y], [w′, xnk` ]),
where the last expression converges to zero. This leads to a contradiction.
We consider the positive quantities
diamsR1 =min{diams(R) ∶ R ∈R1} (Q6)
diamuR1 =min{diamu(R) ∶ R ∈R1} (Q7)
Lemma 3.3.15. Suppose that the homeomorphism ϕ−1 is Lipschitz. Then it holds that
diam(Rn) ≥ Lip(ϕ−1)−n+1diamsR1.
If ϕ is Lipschitz then
diam(Rn) ≥ Lip(ϕ)−n+1diamuR1.
Proof. We just prove the first inequality and the second is similar. The case n = 0 is
trivial. Instead of proving the statement directly we will prove, by induction on n, that
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for every R ∈Rn and every x ∈ R we have
diam(Xs(x,R)) ≥ Lip(ϕ−1)−n+1diamsR1.
For n = 1 the above inequality is true from the definition of diamsR1. Assume that it
holds for some n ∈ N and we claim that for every R ∈Rn+1 and every x ∈ R it holds that
diam(Xs(x,R)) ≥ Lip(ϕ−1)−ndiamsR1.
Write R = [ϕ−1(Rj), ϕ(Ri)], for Ri,Rj ∈Rn, and with a similar argument as in equation





where the first inequality is true because ϕ−1 is Lipschitz.
From Remark 3.1.9 we obtain the following.
Corollary 3.3.16. For any irreducible Wieler solenoid (X,ϕ) it holds that
diam(Rn) ≥ λ−n+1X diamsR1,
where λX is the contraction constant.
3.4 Semi-conformal Smale spaces and Ahlfors regu-
larity
In this section we study regularity properties of the Bowen measure and derive dimension
estimates for Smale spaces. In particular we focus on the following class of Smale spaces.
Definition 3.4.1. A Smale space (X,ϕ) is called semi-conformal if λX = `X , where λX > 1
is its contraction constant and `X = min{Lip(ϕ),Lip(ϕ−1)}.
By definition a self-similar Smale space is semi-conformal. Also, any Wieler solenoid
is semi-conformal, see Remark 3.1.9. Note that if ϕ−1 is λX-Lipschitz then ϕ acts as the
λ−1X -multiple of an isometry on local stable sets. The dual happens if ϕ is λX-Lipschitz.
In what follows (Rn)n≥0 will be a refining sequence of Markov partitions (see (3.2.9)) for
an irreducible or mixing Smale space, with diam(R1) ≤ ε′′X/2.
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Proposition 3.4.2. Let (X,ϕ) be a mixing semi-conformal Smale space. There is a
constant K > 0 such that, for every n ∈ N and R ∈Rn, the Bowen measure satisfies
K−1 diam(R)s0 ≤ µB(R) ≤K diam(R)s0
where s0 = 2 h(ϕ)/ log(λX).
Proof. Since (X,ϕ) is mixing, the corresponding topological Markov chain (ΣM , σM) will
be mixing, too. Recall that the Bowen measure on (ΣM , σM) is the Parry measure µP.
Moreover, since (X,ϕ) is semi-conformal, from Theorem 3.3.2 and Lemma 3.3.15, we
obtain constants θ ≥ ζ > 0 such that
λ−n+1X ζ ≤ diam(R) ≤ λ−n+1X θ, (3.4.1)
for every n ∈ N and R ∈Rn.
Let R ∈ Rn and C ∈ ΣM be the symmetric cylinder set of rank 2n − 1 such that
πM(C) = R. Theorem 3.2.5 says that πM is a metric isomorphism between (ΣM , σM , µP)
and (X,ϕ,µB), hence µB(R) = µP(C). From Lemma 3.1.6 there is D > 0 so that
D−1λ−2nmax ≤ µP(C) ≤Dλ−2nmax
where λmax is the Perron-Frobenius eigenvalue. Then using the inequality (3.4.1) together
with
K = max{D(θλX)s0 ,D(ζλX)−s0}
and
s0 = 2 h(ϕ)/ log(λX) = logλX(λ
2
max)
we obtain the result.
Remark 3.4.3. Results similar to Proposition 3.4.2 have been obtained in the setting of
Moran constructions [71, Def. 2.2] built from iterated function systems on complete metric
spaces [71,72]. Roughly speaking, a Moran constructionM on a complete metric space Z,
is a countable poset (by inclusion) of closed, bounded subsets of Z with positive diameter,
that has a unique maximum, the infimum of every chain is a point in Z, and where the
elements of M correspond to finite words occurring in an one-sided subshift on finitely
many symbols. Each Moran construction on Z describes a limit set in Z, and one aims to
control the diameter of the sets inM. Measures that satisfy the inequality of Proposition
3.4.2 are called semi-conformal [72]. We note that the aforementioned notion of Moran
constructions, although it has similarities, is different than the one used in [11,101] that
works in the Euclidean setting.
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We believe that refining sequences of Markov partitions on Smale spaces correspond
to some kind of inverse limits of Moran constructions, as these refining sequences produce
two-sided subshifts. We intend to investigate this connection in a future project.
We now introduce a homogeneity property for Smale spaces. It is related to the uniform
finite clustering property (UFCP) for Moran constructions used in [71,72], but is adjusted
in the setting of refining sequences of Markov partitions.
Definition 3.4.4. A refining sequence of Markov partitions (Rn)n≥0 for a Smale space
(X,ϕ) satisfies the uniform finite clustering property (UFCP) if
supx∈X supr # NRnr (B(x, r)) <∞,
where r takes values in (0,diam(X)) and nr = min{n ∈ N ∶ diam(Rn) ≤ r}.
We are interested in semi-conformal Smale spaces which admit refining sequences of
Markov partitions that satisfy UFCP. In particular the following holds.
Proposition 3.4.5. Any refining sequence of Markov partitions (Rn)n≥0 for an irreducible
self-similar Smale space (X,ϕ) satisfies UFCP.
Proof. Let x ∈X and 0 < r < diam(X). We claim that # NRnr (B(x, r)) is bounded above
by a constant which does not depend on x and r. From Theorem 3.3.2, for sufficiently
small δ > 0, we obtain the δ-fattening (Rδn)n≥0 and constants 0 < η ≤ θ such that
diam(Rδn) ≤ λ−n+1X θ and Leb(Rδn) ≥ λ−n+1X η
for every n ∈ N. Note that it suffices to prove the statement for 0 < r < η/2. Fix such r
and let
mr = min{n ∈ N ∶ λ−n+1X θ ≤ r}.
It is easy to check that mr = 1 + ⌈logλX(θ/r)⌉ and that mr ≥ nr. Therefore, one has that
# NRnr (B(x, r)) ≤ # NRmr (B(x, r)). Moreover, from Lemma 3.3.10 the map
NRmr (B(x, r))→ NRδmr (B(x, r))
given by R → Rδ is injective. In particular,
NRmr (B(x, r)) ≤ NRδmr (B(x, r)).
Define `r = 1+⌊logλX(η/(2r))⌋ and one has 2r ≤ λ
−`r+1
X η ≤ Leb(Rδ`r). Then there is some
T δ ∈Rδ`r which contains B(x, r) and clearly
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NRδ
`r





(T δ) ≤ NΠ, the uniform upper bound in the number of neighbouring rectan-
gles, see Theorem 3.3.2.
We will work in a similar fashion as in Proposition 2.2.14. We begin by noting that
mr ≥ `r and that every Rδ ∈ NRδmr (B(x, r)) is a descendant of depth mr − `r of some
element in NRδ
`r
(B(x, r)). We have mr − `r ≤ 2 + logλX(2θ/η) and since there is also a
uniform upper bound CΠ (see Theorem 3.3.2) on the number of descendants, due to the
finite entropy, it holds




# NRnr (B(x, r)) ≤ NΠC
2+logλX (2θ/η)
Π .
We are now in a position to prove one of the main results of this thesis. The power of
this can be seen in Corollary 3.4.8, where we obtain a sweeping result for all mixing Smale
spaces.
Theorem 3.4.6. Let (X,ϕ) be a mixing semi-conformal Smale space. Assume there is a
refining sequence of Markov partitions that satisfies the UFCP. Then the Bowen measure
is Ahlfors s0-regular and therefore,
dimHX = dimBX = dimAX = s0
where s0 = 2 h(ϕ)/ log(λX). Moreover, the s0-dimensional Hausdorff measure is strictly
positive.
Proof. Suppose (Rn)n≥0 is a refining sequence of Markov partitions that satisfies the UFCP
and let M > 0 such that # NRnr (B(x, r)) ≤M for every x ∈X and 0 < r < diam(X). Now
fix some x ∈X and we want to estimate the measure µB(B(x, r)) for 0 < r < diam(X), but
since diam(X) < ∞ it suffices to consider 0 < r < diam(R1)/2. Using the constant K > 0
from Proposition 3.4.2 we obtain








where the sum is taken over all R ∈ NRnr (B(x, r)).
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For the lower bound, take an infinite path in the approximation graph PΠ of (Rn)n≥0
that converges to x. From this path let R be the first rectangle that is contained in B(x, r).
Then its first ancestor R̂ will not be contained and hence diam(R̂) > r. Now we observe
that R ∈Rn for some n ≥ 2, for if R ∈R1 then diam(R1) ≤ diam(R) ≤ 2r < diam(R1). This
means R̂ ∈ Rn−1 and n − 1 ≥ 1. Therefore, we can apply inequality (3.4.1) to obtain that
diam(R) ≥ cdiam(R̂) for some c ≤ ζ/(λXθ).
As a result,
µB(B(x, r)) ≥ µB(R) ≥K−1 diam(R)s0 ≥K−1cs0rs0 ,
and hence the Bowen measure is Ahlfors s0-regular. The rest follows from Proposition
2.1.15 and Remark 2.1.14.
Remark 3.4.7. We now explain Theorem 3.4.6 by focusing on a mixing self-similar Smale
space (X,d,ϕ). First, we should note that the coincidence of the Hausdorff and box-
counting dimensions can be equivalently obtained using Barreira’s techniques. Specifically,
one can use Theorem 3.15 in [11], which concerns the dimension theory of Smale spaces
with bi-Lipschitz local product structure and with asymptotically conformal dynamics on
stable and unstable sets. However, Barreira’s result cannot be related to Ahlfor regularity
or Assouad dimension.
The stable and unstable sets of (X,d,ϕ) have asymptotically conformal dynamics in
a strong sense. Moreover, using part (4) of Proposition 3.2.6 and the proof of Lemma
3.3.15, we obtain the dimensions of local stable and unstable sets as the roots rs = ru =
h(ϕ)/ log(λX) of Bowen’s equation for the topological pressure. What needs to be observed
is that the local product structure is bi-Lipschitz. Then, we can add the dimensions and
obtain dimHX = dimBX = 2 h(ϕ)/ log(λX).
From [7, Lemma 4.3], every stable and unstable holonomy map in a sufficiently small
rectangle is Lipschitz. In particular, for every ε > 0 there is c > 0 so that, for all y ∈X and
x,x′ ∈Xu(y, c), z, z′ ∈Xs(y, c), it holds that
d([x, z], [x′, z]) ≤ (1 + ε)d(x,x′)
d([x, z], [x, z′]) ≤ (1 + ε)d(z, z′).
(3.4.2)
Moreover, the self-similar version of Lemma 3.1.10 (see [7, Remark 2.22]) is that for a
(possibly) smaller c > 0, if z,w ∈X with d(z,w) ≤ c, then
d(z, [z,w]) ≤ (1 + ε)d(z,w)
d(w, [z,w]) ≤ (1 + ε)d(z,w).
(3.4.3)
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Fix ε > 0 and let c > 0 be small enough so that both (3.4.2) and (3.4.3) hold. Then,
it is straightforward to see that, for every y ∈ X, if Xu(y, c) ×Xs(y, c) is equipped with
the product metric, the bracket map [⋅, ⋅] ∶Xu(y, c)×Xs(y, c)→X is bi-Lipschitz onto its
image, with a small constant depending on ε.
Further, from Theorem 3.4.6 we obtain that the Assouad dimension of a self-similar
Smale space (X,d,ϕ) is finite. Note that this weaker result can also be obtained by The-
orem 3.3.2 and Proposition 2.2.14. Now, Assouad’s Theorem 2.1.9 asserts that for every
ε ∈ (0,1), the snowflaked metric space (X,dε) is bi-Lipschitz embeddable in a Euclidean
space. Note that (X,dε, ϕ) is still a self-similar Smale space. However, it is not clear
whether the embedding is a Smale space, because the contraction axioms (C1) and (C2)
depend on the Lipschitz constant of the embedding. But even if it were a Smale space,
the embedding may no longer be self-similar or even conformal in a broader sense, so that
Pesin’s techniques [101] on Ahlfors regularity could be applied. One would require some
sort of isometric embedding in the Euclidean space, and this seems extremely difficult, if
not unlikely. But even if such a fine embedding would exist, the methods in [101] would
apply only on the snowflaked version (X,dε, ϕ).
Theorem 3.4.6, together with Proposition 3.4.5 and Lemma 3.1.16, yields the following
result.
Corollary 3.4.8. Any mixing Smale space is topologically conjugate to a mixing Smale
space on which the Bowen measure is Ahlfors regular.
Remark 3.4.9. Not all mixing Smale spaces have Ahlfors regular measures. Such Smale
spaces exist in the context of non-conformal hyperbolic dynamical systems, where the
Hausdorff and box-counting dimensions may not agree. An example of a Smale space
whose dimensions do not coincide can be found in the work of Pollicott and Weiss [102]
who studied the dimension theory of certain linear horseshoes in R3. We note that a
horseshoe in R3 is constructed in a way similar to the classical Smale’s horseshoe in R2.
For a specific definition of the diffeomorphism in R3 we refer to [126]. Pollicott and Weiss
considered a linear horseshoe (Λ, f) so that Λ = F ×E, where F is a certain self-affine limit
set in the plane and E is a uniform Cantor set. The limit set F is constructed by two affine
contractions A0,A1 on the unit square I, where A0(I),A1(I) are disjoint rectangles in I
placed in the lower left corner and the upper right corner of I, respectively, each having
height λ1 < 1/2 and width λ2 equal to the reciprocal of the golden mean. The horseshoe
(Λ, f) is a Smale space (after considering a Lipschitz equivalent adapted metric [19, Prop.
5.2.2]) and is topologically conjugate to the full-two shift (Σ2, σ2).
Now, the specific construction of F gives that dimH F < dimB F , and since dimH Λ =
dimH F + dimH E, dimB Λ = dimB F + dimB E and dimH E = dimB E, we obtain that
dimH Λ < dimB Λ. This argument is independent of λ1 < 1/2, and hence there is a family
of horseshoes indexed by an open interval, whose Hausdorff and box-counting dimensions
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do not coincide. Therefore, every such Λ does not have Ahlfors regular measures. In
[102] one can find several interesting linear horseshoes whose dimension depends on fine
number theoretic properties of the contraction coefficients. Also, from [101, Section 16]
one can build linear horseshoes in R4 whose Hausdorff dimension is strictly smaller than
the box-counting dimension.
According to Theorem 3.4.6, in order to make the Bowen measure on the example
horseshoe (Λ, f) Ahlfors regular, it suffices to change the metric of Λ to a self-similar one.
Since (Λ, f) is topologically conjugate to (Σ2, σ2), one possibility is to equip Λ with a
self-similar ultrametric of Σ2. Another approach is to see whether (Λ, f), equipped with
its original metric, satisfies Fathi’s property (Theorem 3.1.12) and then follow the method
discussed in Subsection 3.1.5. This depends on the Lipschitz and contraction constants
of f, f−1. Finally, one can follow the philosophy of Fried [53] and reconstruct a metric
on (Λ, f) that will satisfy Fathi’s property with parameters obtained from the original
geometry of Λ. This approach is more abstract since it requires to view Λ as a uniform
space. However, we believe it can produce natural metrics on Λ. In a future project we
aim to construct natural self-similar metrics for specific classes of Smale spaces.
From Theorem 3.4.6, Proposition 3.4.5, Remark 3.1.15 and the metric inequalities
(3.1.18) in Subsection 3.1.5 we obtain the following dimension estimates. Recall that
ΛX = max{Lip(ϕ),Lip(ϕ−1)}.
Corollary 3.4.10. Let (X,ϕ) be a mixing Smale space with ΛX < ∞. Suppose that
λX > 2AX , where AX > 0 is the constant obtained in Lemma 3.1.10. Then it holds
2 h(ϕ)
log ΛX




We should point out again that since AX ≤ (ΛXλX)/(λ2X − 1), for λX > 2AX to be
true in general, it suffices to restrict to λX ∈ (1 +
√
2,∞) and ΛX ∈ [λX , (λ2X − 1)/2).
Then, considering the behaviour of the Hausdorff and box-counting dimensions with Hölder
equivalent metrics, it is possible to obtain upper and lower bounds for Smale spaces with
contraction constants in the interval (1,1 +
√
2]. However, the goal should be to estimate
the constant AX . The Assouad dimension is not included in the inequality since it does not
behave well with arbitrary Hölder transformations [64]. Moreover, the upper bound can
also be obtained from [51, Theorem 5.3] and the discussion in Subsection 3.1.5. Finally, the
lower bound 2 h(ϕ)/ log ΛX ≤ dimHX enhances the previous bound h(ϕ)/ log ΛX ≤ dimBX
obtained in [51, Theorem 5.6].
Chapter 4
KK-theory and smoothness in
C∗-algebras
This chapter contains all the necessary K-theoretic background and tools needed for
this thesis. We begin with a basic introduction in Kasparov’s KK-theory and Spanier-
Whitehead K-duality. Then, we present the notion of smooth extensions and summable
Fredholm modules over C∗-algebras. The main contribution of this chapter is that we
calculate slant products in KK-theory for simple, purely infinite C∗-algebras which are
not necessarily unital (Proposition 4.2.11). In the literature we were able to find these
calculations only in the unital case. Further, we develop tools from holomorphic functional
calculus that allow us to deduce uniform results about the smoothness of extensions of
C∗-algebras that have Spanier-Whitehead K-duals (Proposition 4.2.21). This also requires
to work in the context of quasi-Banach spaces.
4.1 K-theoretic preliminaries
In this section we introduce the K-theoretic framework on which the thesis is based. We
begin with an explicit description of the Fredholm module picture of Kasparov’s KK-theory
since it will be important for the sequel. Then we present its relation with extensions of
C∗-algebras. After this, we introduce some aspects of the Spanier-Whitehead duality in
KK-theory. In this section we assume that the reader is familiar with Hilbert C∗-modules.
For their theory we refer to [85].
4.1.1 A primer on KK-theory
The classical references are [14,69,80]. Let A and B be C∗-algebras. We say that A is
Z2-graded (or simply graded) if it is endowed with an automorphism γA ∈ Aut(A) such that
γ2A = 1. This yields a direct sum decomposition A = A+⊕A−, where A+ = {a ∈ A ∶ γA(a) = a}
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and A− = {a ∈ A ∶ γA(a) = −a}. We say that the grading is trivial if A− = {0}, meaning that
γA = id. The degree of a ∈ A, denoted by deg(a), is equal to 0 if a ∈ A+ and equal to 1 if
a ∈ A−. In this setting, we consider the graded commutator that for x, y ∈ A is defined as
[x, y] = xy − (−1)deg(x)deg(y)yx. (4.1.1)
Moreover, a graded ∗-homomorphism between graded C∗-algebras is one that respects the
gradings. Also, it is possible to define graded tensor products of graded C∗-algebras, see
[14, Section 14]. In the context of trivially graded C∗-algebras, the adjective “graded” will
be dropped.
Suppose B is Z2-graded by γB ∈ Aut(B) and let E be a (right) Hilbert B-module with
B-valued inner product ⟨⋅, ⋅⟩B. We say that E is Z2-graded if it is equipped with a linear
bijection γE ∶ E → E such that γ2E = 1, which additionally satisfies
(i) γE(ηb) = γE(η)γB(b);
(ii) ⟨γE(ξ), γE(η)⟩B = ⟨ξ, η⟩B,
for all η, ξ ∈ E, b ∈ B. In this case, we have a direct sum decomposition E = E+ ⊕ E−
into the ±1-eigenspaces of γE, respectively. The Z2-grading of E passes naturally to
the adjointable operators BB(E) and the two-sided ideal of compact operators KB(E).
Finally, it is possible to define graded tensor products of Hilbert C∗-modules, again see
[14, Section 14]. For our purposes we can always assume that A and B are separable
graded C∗-algebras.
Definition 4.1.1 ([14, Def. 17.1.1]). A Kasparov (A,B)-bimodule is a triple (E,ρ,F )
such that
(1) E is a countably generated Hilbert B-module with grading γE;
(2) ρ ∶ A→ BB(E) is a graded ∗-homomorphism;
(3) the operator F ∈ BB(E) is odd, meaning that FγE = −γEF , and satisfies
ρ(a)(F ∗ − F ) ∈ KB(E), ρ(a)(F 2 − 1) ∈ KB(E), [ρ(a), F ] ∈ KB(E),
for all a ∈ A.
The triple (E,ρ,F ) is degenerate if the above three operators are 0, for all a ∈ A. The
triple is said to be normalised if F = F ∗ and F 2 = 1. The set of Kasparov (A,B)-bimodules
is denoted by E(A,B) and the set of degenerate modules by D(A,B).
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At this point, it is important to note that every countably generated Hilbert B-module
E gets absorbed by the Hilbert B-module HB = {(bn) ∈ ∏n∈NB ∶ ∑n b∗nbn converges},
meaning that E ⊕HB ≅ HB. This is Kasparov’s Stabilisation Theorem [78].
We will be particularly interested in trivially graded C∗-algebras. However, this does
not make the previous discussion unnecessary. To the contrary, gradings are an intrinsic
part of KK-theory and particularly of the Kasparov product, which will be discussed
shortly.
Assume for a moment that A,B are trivially graded. Then for any (E,ρ,F ) ∈ E(A,B),
following the notation of Definition 4.1.1, we additionally have that
(i) the eigenspaces E+,E− of γE are Hilbert B-submodules of E;
(ii) for every a ∈ A the operator ρ(a) is even, meaning ρ(a) = ρ+(a) ⊕ ρ−(a), where ρ±
are representations of A on E±;








where T ∈ BB(E+,E−) and T̃ ∈ BB(E−,E+).
There are various operations on Kasparov bimodules and for the convenience of the
reader we present a few without proof. For a complete treatment of the subject we refer to
[69, Section 2.1]. Suppose D is a separable graded C∗-algebra and E = (E,ρ,F ) ∈ E(A,B).
If ψ ∶D → A is a graded ∗-homomorphism, then the pull-back operation yields the triple
ψ∗(E) = (E,ρ ○ ψ,F ) ∈ E(D,B). (4.1.2)
If ψ ∶ B →D is a graded ∗-homomorphism, then the push-forward operation produces the
triple
ψ∗(E) = (E ⊗ψ D,ρ⊗ψ id, F ⊗ψ id) ∈ E(A,D), (4.1.3)
where E⊗ψD is the internal tensor product. Finally, the external tensor product operation
produces the triple
τD(E) = (E ⊗D,ρ⊗ id, F ⊗ id) ∈ E(A⊗D,B ⊗D), (4.1.4)
where the graded tensor products of C∗-algebras have the spatial norm. Tensoring with
D from the left gives the triple τD(E).
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There is a natural notion of isomorphism (⋍) and unitary equivalence between two
Kasparov (A,B)-bimodules [69, Section 2.1]. We say that E0,E1 ∈ E(A,B) are operator
homotopic if there is a path (Ft)t∈[0,1], where Ft = (E,ρ,Ft) ∈ E(A,B), and t↦ Ft is norm
continuous, so that F0 ⋍ E0 and F1 ⋍ E1. This can be turned into an equivalence relation
(≈) where, for any two E0,E1 ∈ E(A,B), we write E0 ≈ E1 if there are D0,D1 ∈ D(A,B) such
that E0⊕D0 and E1⊕D1 are unitarily equivalent to a pair of operator homotopic Kasparov
(A,B)-bimodules. The ≈ equivalence class of E ∈ E(A,B) is denoted by [E].
Definition 4.1.2 ([14, Def. 17.3.1]). The Kasparov group KK0(A,B) is the abelian group
E(A,B)/ ≈, with direct sum as operation and unit the class of the zero triple. Moreover,
let KK1(A,B) = KK0(A⊗C1,B), where C1 is the Clifford algebra with one generator.
From formal Bott periodicity we have that KK1(A ⊗ C1,B) ≅ KK0(A,B), see for
example [14, Corollary 17.8.9]. All the operations on Kasparov-bimodules carry over to the
level of KK-classes. Also, every KK-class has a normalised representative and Kasparov’s
Stabilisation Theorem implies that it suffices to consider only triples (E,ρ,F ) ∈ E(A,B)
with E = HB, see [14, Section 17].
Any graded ∗-homomorphism ψ ∶ A → B determines an element [ψ] ∈ KK0(A,B).
More generally, if E is a countably generated Hilbert B-module, then every graded ∗-
homomorphism ψ ∶ A → KB(E) gives the class [E,ψ,0] ∈ KK0(A,B). In particular,
this applies when E is a strong Morita equivalence (A,B)-bimodule. If A = C and B is
trivially graded, the groups KKi(C,B) are isomorphic to the K-theory groups Ki(B). If
A is trivially graded and B = C, the groups KKi(A,C) are exactly the K-homology groups
Ki(A) that can be found in Higson and Roe [67, Chapter 8]. However, there is a slight
difference on the level of triples, since KK1-triples are defined over the graded C∗-algebra
A ⊗ C1 while K1-triples are defined over the trivially graded A. For the next definition
assume that A is trivially graded (or ungraded).
Definition 4.1.3 ([67, Def. 8.1.1]). An odd Fredholm module over A is a triple (H,ρ,F )
such that
(1) H is a separable Hilbert space;
(2) ρ ∶ A→ B(H) is a ∗-homomorphism;
(3) the operator F ∈ B(H) satisfies
ρ(a)(F ∗ − F ) ∈ K(H), ρ(a)(F 2 − 1) ∈ K(H), [ρ(a), F ] ∈ K(H),
for all a ∈ A.
The triple (H,ρ,F ) is degenerate if the above three operators are 0, for all a ∈ A. It is
normalised if F = F ∗ and F 2 = 1.
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An even Fredholm module over A is an odd Fredholm module (H,ρ,F ) equipped with
a grading on H. This is exactly a Kasparov (A,C)-bimodule, which meets the conditions
(i), (ii) and (iii) since A is trivially graded. In the same way as before, operator homotopy
between even Fredholm modules gives rise to the K0(A) group. Similarly, operator ho-
motopy between odd Fredholm modules produces K1(A). Also, every K-homology class
can be normalised.
Before presenting the explicit relation between Kasparov (A,C)-bimodules and Fred-
holm modules over A, we should recall the definition of the Clifford algebra C1. Define
C1 = {λ + µα ∶ λ,µ ∈ C} to be the algebra over C such that α2 = 1 and where the grading
is induced by γC1(λ + µα) = λ − µα. Equip C2 with the grading induced by diag(1,−1).
Then C1 can be represented on C2 by the graded ∗-homomorphism ρC1 given by















and we have the following.
Proposition 4.1.4 ([28, IV-A-Prop. 13]). A normalised Kasparov (A,C)-bimodule is
exactly an even normalised Fredholm module over A. Moreover, every normalised Kasparov
(A⊗C1,C)-bimodule is of the form (H ⊗C2, ρ⊗ ρC1 , F ⊗ σ2) for a unique normalised odd
Fredholm module (H,ρ,F ) over A.
At the heart of KK-theory lies the Kasparov product which generalises the cup-cap
product from topological K-theory. For separable graded C∗-algebras A,B,D there is a
bilinear operation
⊗D ∶ KK0(A,D) ×KK0(D,B)→ KK0(A,B) (4.1.6)
which is associative and functorial in all possible ways (see [14, Section 18]), thus creating
the KK-category, see [14, Section 22]. This turns KK0(A,A) into a ring with identity
denoted by 1A. The KK-functor is homotopy invariant in both variables, C∗-stable and
split exact [66]. The most general form of the product is given as
⊗D ∶ KK0(A1,B1 ⊗D) ×KK0(D ⊗A2,B2)→ KK0(A1 ⊗A2,B1 ⊗B2) (4.1.7)
with a slight abuse of notation; for x ∈ KK0(A1,B1 ⊗ D) and y ∈ KK0(D ⊗ A2,B2) we
define x⊗D y = τA2(x)⊗B1⊗D⊗A2 τB1(y), see (4.1.4) for the definition of τA2 and τB1 .
The Kasparov product generalises composition of graded ∗-homomorphisms. Also, if
φ ∶ D → A and ψ ∶ B → D are graded ∗−homomorphisms, by pull-back and push-forward
we obtain maps φ∗ ∶ KK0(A,B) → KK0(D,B) and ψ∗ ∶ KK0(A,B) → KK0(A,D) which
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are alternatively given by
φ∗(x) = [φ]⊗A x and ψ∗(y) = y ⊗B [ψ]. (4.1.8)
In addition, the Kasparov product is graded commutative, meaning that for the flip
map σ12 ∶ A1 ⊗A2 → A2 ⊗A1 and for x ∈ KKi(A1,B1) and y ∈ KKj(A2,B2) it holds that
τA2(x)⊗B1⊗A2 τB1(y) = (−1)ij(σ12)∗(σ12)∗(τA1(y)⊗B2⊗A1 τB2(x)) (4.1.9)
as an element of KKi+j(A1 ⊗A2,B1 ⊗B2), see [45, Lemma 2.1].
We say that A,B are KK0-equivalent if there are x ∈ KK0(A,B) and y ∈ KK0(B,A)
such that x⊗B y = 1A and y⊗Ax = 1B. Similarly, there is a KK1-equivalence. A key tool in
(complex) KK-theory is Bott periodicity, that is KK0(A,C0(R)⊗B) ≅ KK1(A,B). There
are numerous proofs of this fact and we point out a new one found in [49], where the author
shows that the Bott-class [β] ∈ KK1(C,C0(R)) and the Dirac-class [d] ∈ KK1(C0(R),C)
yield a KK1-equivalence between C0(R) and C.
4.1.2 Stinespring dilation of extensions of C∗-algebras
For simplicity assume that A and B are separable trivially graded C∗-algebras, with B
being C∗-stable. An extension of A by B is a short exact sequence of C∗-algebras
0→ B → C → A→ 0. (4.1.10)
It is equivalently given by its Busby invariant τ ∶ A → Q(B), where Q(B) denotes the
Calkin algebraM(B)/B, see [14, Section 15]. Let π ∶M(B)→ Q(B) denote the quotient
map. Here we assume that all Busby invariants are injective which is equivalent with B
being an essential ideal of C. Also, the terms extension and Busby invariant will be used
interchangeably, depending on the context.
An extension τ̃ ∶ A → Q(B) is (strongly) unitarily equivalent to τ if there is a unitary
u ∈ M(B) such that τ̃(a) = π(u)τ(a)π(u∗), for all a ∈ A. The extension τ is trivial if
it lifts to a ∗-homomorphism into the multiplier algebra M(B). Since B is C∗-stable,
there are standard isomorphismsM(B) ≅M2(M(B)) which are uniquely determined up
to unitary equivalence, and yield isomorphisms Q(B) ≅ M2(Q(B)). Then the addition
of extensions is well-defined (up to unitary equivalence) and we say that τ is invertible if
there is some τ−1 ∶ A→ Q(B) such that τ ⊕ τ−1 ∶ A→M2(Q(B)) ≅ Q(B) is trivial.
Definition 4.1.5 ([14, Def. 15.6.3]). By Ext(A,B) we denote the abelian semigroup of
unitary equivalence classes of extensions of A by B, modulo the unitary equivalence classes
of trivial extensions, with addition of extensions as the operation. The group of invertibles
is denoted by Ext−1(A,B).
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The classification of extensions by abelian groups was initiated by Brown, Douglas
and Fillmore [23] in the case A = C(X), where X is a compact metrisable space, and B
is the compact operators K(H) on a separable Hilbert space. The notation was simply
Ext(C(X)) instead of Ext(C(X),K(H)), and they proved that Ext(C(X)) is a group.
Moreover, they showed that the Ext-functor satisfies Bott periodicity and among other
properties it yields a homology theory on compact metrisable spaces. However, passing to
noncommutative C∗-algebras requires heavy C∗-algebraic machinery, like the Absorption
Theorem of Voiculescu, the Choi-Effros Lifting Theorem and Stinespring Dilation, see
[67, Section 3]. In the class of C∗-algebras A for which Ext(A) is a group, the Ext-functor
generates a cohomology theory, which due to the commutative case is conventionally known
as Ext-homology. A bit later, generalisations of the aforementioned theorems led Kasparov
in [77] to define the bi-functor Ext.
Every class in KK1(A,B) can be realised as a class in Ext−1(A,B). To see this, first
note that BB(HB) ≅M(B) and KB(HB) ≅ B. Then each class [HB, ρ, F ] ∈ KK1(A,B)
corresponds to the class of the extension τ ∶ A→ Q(B) given by τ(a) = π(Pρ(a)P ), where
P = (F + 1)/2.
Moreover, the converse is true. If τ ∶ A → Q(B) is an invertible extension, then
τ ⊕ τ−1 ∶ A →M2(Q(B)) lifts to a ∗-homomorphism into M2(M(B)), whose compression
provides a completely positive contractive (cpc) lift of τ into M(B). This procedure
gives an inverse to the map KK1(A,B) → Ext−1(A,B) described above and it holds that
KK1(A,B) is naturally isomorphic to Ext−1(A,B).
If A is nuclear, the Choi-Effros Lifting Theorem [24] implies that every extension
τ ∶ A → Q(B) has a cpc lift σ ∶ A →M(B). Then using Kasparov’s Stinespring Dilation
[78] we can write σ as the compression of a ∗-homomorphism. This yields a KK1(A,B)
class and the inverse of τ . Consequently, Ext(A,B) = Ext−1(A,B). Although this result
is very satisfying, it is not useful for explicit index theoretic calculations. The reason
is that both aforementioned theorems provide abstract constructions and hence only the
existence of such a map Ext(A,B)→ KK1(A,B). Computing this map for a specific case
occupies a large portion of this thesis.
Definition 4.1.6. Let [τ] ∈ Ext−1(A,B). Any Kasparov (A ⊗ C1,B)-bimodule whose
class in KK1(A,B) realises [τ], will be called a KK1-lift of [τ].
Even in the case where B = K(H), for H being a separable Hilbert space, the above
procedure does not produce explicit KK1-lifts. The only way to construct such lifts, for
extensions that we do not know their inverse, is by using brute-force. In this thesis we
construct a KK1-lift for a class in Ext(A,K(H)), for a specific separable nuclear C∗-algebra
A, without using the Choi-Effros Lifting Theorem and (Kasparov’s) Stinespring Dilation.
Also, we work in the context of K-homology, and hence we do not have to worry about
gradings. From Proposition 4.1.4 we can describe the corresponding KK1-class exactly.
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4.1.3 Spanier-Whitehead K-duality
Following [12] we give a short exposition of how the notion of Spanier-Whitehead K-duality
came into existence. Let X be a polyhedron embedded in Sn+1. An n-dual of X, denoted
by Dn(X), is a polyhedron in Sn+1∖X for which some suspension is a deformation retract
of the corresponding suspension of Sn+1 ∖X.
Let now X∗ be a polyhedron that is a deformation retract of Sn+1∖X. This means X∗
is an n-dual of X. By removing a point p ∈ Sn+1 that is neither in X nor in X∗, we can
identify Sn+1 ∖ {p} with Rn+1. Under this identification, X and X∗ are subsets of Rn+1.
By considering the map µ ∶X ×X∗ → Sn given by
µ(x, y) = (x − y)/∥x − y∥Rn+1 , (4.1.11)
which is null-homotopic on X ∨ X∗, we obtain the map µ ∶ X ∧ X∗ → Sn. The pull-
back of the generator [Sn] ∈ Hn(Sn) along µ, together with the slant product, induce an
isomorphism
/µ∗[Sn] ∶Hk(X)→Hn−k(X∗) (4.1.12)
between the reduced homology and cohomology groups. The important feature of X∗ is
that, for large n, its stable homotopy type does not depend, up to suspension, on the
embedding and the deformation retraction. Therefore, for sufficiently large n, there is the
Spanier-Whitehead dual D(X) for which the isomorphism (4.1.12) holds in place of X∗.
This construction is known as Spanier-Whitedead Duality. It also makes sense for finite
complexes and generalises Alexander Duality.
In the noncommutative setting one tries to build a KK-theoretic Spanier-Whitehead
duality between C∗-algebras. Specifically, let A be a separable C∗-algebra and similarly
we search for a dual algebra D(A) such that, K∗(A) ≅ K∗(D(A)) or K∗(A) ≅ K∗+1(D(A)).
A natural candidate is the Paschke dual of A, see [76] and [67, Section 5]. Given an ample
representation ρ ∶ A→ B(H); that is, ρ(A) ∩K(H) = {0}, the Paschke dual is
Dρ(A) = {T ∈ B(H) ∶ [T, ρ(A)] ⊂ K(H)}. (4.1.13)
Since the representation ρ is large, from Voiculescu’s Absorption Theorem we have that
Dρ(A) is independent of the ample ρ. In addition, if A is nuclear and unital, there is a
canonical isomorphism K∗(Dρ(A)) ≅ K∗+1(A), similar to the classical case [76, Section 9].
However, Paschke duals do not fit nicely into the framework of KK-theory, since they are
usually non-nuclear and non-separable, and hence the double Paschke dual of A will not
necessarily be independent of the choice of an ample representation. However, alternatives
are studied in [76].
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There is a rich literature on KK-theoretic Spanier-Whitehead Duality. It first appeared
in the work of Kasparov [80] where he constructed isomorphisms between the K-theory
and K-homology of a compact Riemannian manifold and its cotangent bundle. Kasparov
referred to this duality as KK-theoretic Poincaré duality. Later, this notion was used by
Connes [28, Chapter VI] who showed self-duality for the irrational rotation algebras. Then,
Kaminker and Putnam [73] studied Kasparov’s K-theoretic duality for the Cuntz-Krieger
algebras. In their work, they referred to this duality as Spanier-Whitehead K-duality,
and they argued that it is a more appropriate name than Poincaré duality, since classical
Poincaré duality relates the homology and cohomology of the same manifold. A basic
difference between classical Spanier-Whitehead duality and Poincaré duality is that, for
the first duality one does not have to assume orientability of the space, while in the latter,
orientability is necessary. For the relation between the two dualities we refer the reader
to [73, Section 2]. The following definition is based on the definitions given in [46,73,74].
Definition 4.1.7. Let A and B be two separable C∗-algebras. We say that A and B are
Spanier-Whitehead K-dual, or just dual, if there is a K-homology class ∆ ∈ KKi(A⊗B,C)
and a K-theory class ∆̂ ∈ KKi(C,A⊗B) such that
∆̂⊗B ∆ = 1A
∆̂⊗A ∆ = (−1)i1B.
Such a pair (∆̂,∆) will be called a duality pair. In particular, if B is the opposite algebra
Aop, we will say that A is a Poincaré duality algebra, and we will refer to ∆ as the
fundamental class of A.
Remark 4.1.8. To be precise, by ∆̂⊗B ∆ we mean the product ∆̂⊗B (σ12)∗(∆). Similarly,
by ∆̂⊗A ∆ we mean (σ12)∗(∆̂)⊗A ∆.
The following was first proved by Connes in the case i = 0. The general proof can be
found in [46, Lemma 9]. Given a duality pair (∆̂,∆) between A and B, as in Definition
4.1.7, we obtain isomorphisms
∆̂⊗B ∶ KKj(B,C)→ KKj+i(C,A) (4.1.14)
⊗A ∆ ∶ KKj(C,A)→ KKj+i(B,C). (4.1.15)
In fact, we obtain various isomorphisms with coefficients, see [20]. One of them is
KKi(C,B ⊗ A) → KK0(B,B) given by x ↦ τB(x) ⊗B⊗A⊗B τB(∆). In particular, due to
duality, (σ12)∗(∆̂) ∈ KKi(C,B ⊗A) gets mapped uniquely to (−1)i1B. This means that if
∆̂′ was another class which produced duality with ∆, then ∆̂′ = ∆̂. A similar statement can
be made for ∆̂. Moreover, a very interesting property is that for every invertible element
` in the ring KK0(A,A), the classes ` ⊗A ∆ and ∆̂ ⊗B `−1 form another duality pair for
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A,B. Finally, if A,B satisfy the Universal Coefficient Theorem (UCT) with K-homology
in the middle, the groups K∗(A) and K∗(A) are finitely generated, see [73]. The question
whether a separable C∗-algebra has a Spanier-Whitehead dual is being addressed in [76].
In [104] Popescu and Zacharias showed Poincaré duality for higher rank graph algebras.
In [46] Emerson showed that for a large class of hyperbolic groups Γ, the C∗-algebra
C(∂Γ) ⋊ Γ satisfies Poincaré duality. Echterhoff, Emerson and Kim [42] showed Spanier-
Whitehead K-duality for a certain class of orbifold C∗-algebras. Kaminker, Putnam and
Whittaker in [74] studied the Poincaré duality for the stable and unstable Ruelle algebras
Rs = S ⋊Z and Ru = U ⋊Z. More precisely, first they proved that Rs and Ru are Spanier-
Whitehead K-dual, and using the Kirchberg-Phillips classification [103] for purely infinite
C∗-algebras they deduced that, whenever the K-theory groups of S and U have finite rank,
each Rs and Ru is a Poincaré duality algebra.
4.2 K-duality and uniformly smooth C∗-algebras
In this section we investigate how the notion of summable Fredholm modules and that of
smooth extensions, over dense ∗-subalgebras of C∗-algebras, are related. Also, we compute
slant products in KK-theory over separable, simple, purely infinite C∗-algebras which are
not necessarily unital. Similar computations, but for unital C∗-algebras, have been carried
out in [58]. Finally, we develop tools from holomorphic functional calculus that allow us
to use these slant products, and deduce summability and smoothness conditions on the
K-homology and Ext-groups of the C∗-algebras.
4.2.1 Smooth extensions and summable Fredholm modules
Let H be a separable Hilbert space. We now present some classes of two-sided ideals of
B(H) that consist of compact operators and that will be used in the sequel.
For a compact operator T ∈ K(H), let (sn(T ))n∈N be the sequence of its singular values
in decreasing order, counting their multiplicities. The Schatten p-ideal on H, where p > 0,
is defined as
Lp(H) = {T ∈ K(H) ∶ (sn(T ))n∈N ∈ `p(N)}, (4.2.1)
and is equipped with the Schatten p-norm
∥T ∥p = ∥(sn(T ))n∈N∥`p(N). (4.2.2)
The Logarithmic integral p-ideal on H, where p ≥ 1, is defined as
Li1/p(H) = {T ∈ K(H) ∶ sn(T ) = O((logn)−1/p)} (4.2.3)
CHAPTER 4. KK-THEORY AND SMOOTHNESS IN C∗-ALGEBRAS 74
and has a canonical choice for a norm, see [28, p. 391]. For simplicity, denote Li1(H) by
Li(H). The following concept is important for our purpose.
Definition 4.2.1 ([60]). A symmetrically normed ideal is a two-sided ideal J of B(H)
with a norm ∥ ⋅ ∥J such that
(1) ∥SRT ∥J ≤ ∥S∥∥R∥J ∥T ∥, for all S,T ∈ B(H) and R ∈ J ;
(2) J is a Banach space with the norm ∥ ⋅ ∥J .
If p ≥ 1, the ideals Lp(H) and Li1/p(H) are symmetrically normed, and in fact Banach
∗-ideals. However, if p ∈ (0,1), the ideal Lp(H) is only a quasi-Banach space, but satisfies
all the basic properties of symmetrically normed ideals [60]. The fact that it is quasi-
normed will create some technical difficulties in Subsection 4.2.3.
In what follows, all the aforementioned symmetrically (quasi-)normed ideals will be
denoted by J , and will have (quasi-)norm ∥ ⋅ ∥J . Occasionally though, J will be the
ideal of compact operators K(H). Moreover, by the square root of J we will mean the
symmetrically (quasi-)normed ideal
J 1/2 = span{T ∈ K(H) ∶ T ∗T, TT ∗ ∈ J }, (4.2.4)
with the (quasi-)norm ∥T ∥J 1/2 = ∥T ∗T ∥
1/2
J . Before presenting some background on the
utility of such ideals in the study of extensions, we give the following definition. Let A be
a separable C∗-algebra.
Definition 4.2.2. Let A ⊂ A be a dense ∗-subalgebra. An extension τ ∶ A → Q(H) will
be called J -smooth on A if there is a linear map η ∶ A→ B(H) such that
η(ab) − η(a)η(b), η(a∗) − η(a)∗ ∈ J
and τ(a) = η(a) + K(H), for all a, b ∈ A. If J = Lp(H), the extension will be called
p-smooth (or finitely smooth), while if J = Li1/2(H), it will be called θ-smooth.
The notion of smooth extensions was introduced by Douglas [40] who studied 1-smooth
extensions of finite complexes. Shortly after, Douglas and Voiculescu in [41] studied the
p-smoothness of sphere extensions, an essential step in understanding the smoothness of
extensions of C∞-manifolds. They obtained that, for every n ≥ 2, every (n−1)-smooth ex-
tension of the sphere S2n−1 ⊂ Cn should be trivial, and that p-smooth non-trivial extensions
exist if p > n. This satisfying result indicates that smoothness is related with dimension.
Their work was later extended by Gong [61] in the framework of finite complexes.
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The basic idea in the commutative case is as follows. Consider a compact metrisable
spaceX and an extension τ ∶ C(X)→ Q(H). IfX embeds in Cn, the canonical coordinates
{zi}ni=1 of Cn, restricted on X, yield canonical elements {τ(zi)}ni=1 ⊂ Q(H). The extension
τ will be J -smooth if there are {Ti}ni=1 ⊂ B(H) such that, τ(zi) = Ti + K(H) and the
commutators [Ti, Tj] and [Ti, T ∗j ] lie in J .
In the noncommutative setting, examples of smooth extensions are usually derived from
the work of Connes [26] who defined smoothness in the framework of Fredholm modules.
This opened the window to use the theory of smooth extensions in the computation of
index pairings between K-theory and K-homology.
Definition 4.2.3 ([26,58]). Let A ⊂ A be a dense ∗-subalgebra. An even or odd Fredholm
module (H,ρ,F ) over A is J 1/2-summable on A if, for every a ∈ A, it holds that
ρ(a)(F ∗ − F ) ∈ J , ρ(a)(F 2 − 1) ∈ J , [ρ(a), F ] ∈ J 1/2.
If J 1/2 = Lp(H), the Fredholm module will be called p-summable (or finitely summable),
while if J 1/2 = Li1/2(H), it will be called θ-summable.
The largest dense ∗-subalgebra of A on which a Fredholm module (H,ρ,F ) can be
J 1/2-summable is called the Hölder algebra, which we denote by HölJ 1/2(H,ρ,F ) (the
notation is borrowed from [58]). Whenever J and J 1/2 are Banach ∗-ideals, the Hölder
algebra admits the structure of a Banach ∗-algebra and is holomorphically stable in A, as
we see in [26, Appendix 3]. One can also check Subsection 4.2.3. Therefore, the inclusion
i ∶ HölJ 1/2(H,ρ,F )↪ A yields an isomorphism
i∗ ∶ K∗(HölJ 1/2(H,ρ,F ))→ K∗(A). (4.2.5)
A finitely summable Fredholm module (H,ρ,F ) corresponds to a cocycle Ch∗(H,ρ,F )
in the periodic cyclic cohomology group H∗(A), for A = HölJ 1/2(H,ρ,F ). The cocycle
Ch∗(H,ρ,F ) is called the Connes-Chern character of (H,ρ,F ), see [26]. The important
feature of Connes’ cyclic theory is that Ch∗(H,ρ,F ) pairs with every x ∈ K∗(A) in a way
that
⟨x,Ch∗(H,ρ,F )⟩ = ⟨i∗(x), [H,ρ,F ]⟩ ∈ Z, (4.2.6)
and ⟨x,Ch∗(H,ρ,F )⟩ is simply given by a trace formula. The Connes-Chern character can
be extended to the context of θ-summable Fredholm modules, but there one has to map
into the entire cyclic cohomology groups, see [28, Chapter IV]. Consequently, C∗-algebras
with the following strong K-homological summability conditions are of particular interest.
Definition 4.2.4 ([48]). The K-homology of A is uniformly J -summable if there is a
dense ∗-subalgebra A ⊂ A such that, every x ∈ K∗(A) can be represented by a Fredholm
module which is J -summable on A.
CHAPTER 4. KK-THEORY AND SMOOTHNESS IN C∗-ALGEBRAS 76
For a closed manifold M of dimension m, the K-homology of C(M) is uniformly Lp-
summable over C∞(M), for p > m. This is because every K-homology class over C(M)
can be represented by some pseudodifferential operator F of order 0 such that, the singular
values sn([F, f]) are O(n−1/m), for every f ∈ C∞(M). A detailed proof of this fact can
be found in [110, Chapter 6]. In the noncommutative setting, Goffeng and Mesland [58]
proved that the odd K-homology of Cuntz-Krieger algebras is uniformly Lp-summable, for
every p > 0, and the even K-homology is uniformly Li1/2-summable. In [48], Emerson and
Nica showed that for a large class of hyperbolic groups Γ, the K-homology of C(∂Γ) ⋊ Γ
is uniformly Lp-summable, where p depends on the Hausdorff dimensions of the Gromov
boundary ∂Γ, when equipped with specific metrics. In particular, they obtained that the
K-homology of the reduced group C∗-algebra C∗r (Γ), for a finitely generated free group
Γ, is uniformly Lp-summable over the group ring CΓ, whenever p > 2. In all the examples
presented so far, the main tool for proving the existence of non-trivial K-homology classes
over the C∗-algebras is the KK-theoretic Spanier-Whitehead duality. This is discussed in
Subsection 4.1.3. A different approach was pursued by Rave in [110, Chapter 4] where he
proved that every AF-algebra has uniformly L1-summable K-homology.
So far in the literature, there is no known obstruction that prevents the K-homology of
C∗-algebras to be uniformly finitely summable. But, it is also not true that this finiteness
condition is universal, see [58, Lemma 6] and [105] for some special counterexamples. In
the unbounded picture of K-homology, though, the situation is different. Pure infiniteness
is a C∗-algebraic condition that prevents the existence of finitely summable unbounded
Fredholm modules. This is because purely infinite C∗-algebras are traceless, and any such
module would yield a tracial state on the C∗-algebra [27]. What makes the study of such
an obstruction in K-homology even more difficult, but certainly more interesting, is that
classes of unbounded Fredholm modules which are at best θ-summable, may get mapped
via bounded transform, to classes of finitely summable Fredholm modules. For example,
this happens for the purely infinite C∗-algebras studied in [48,58].
In contrast to finite summability, the notion of θ-summability is better behaved. Specif-
ically, any θ-summable Fredholm module lifts to some θ-summable unbounded Fredholm
module [28, p. 392], and vice versa. At least, for purely infinite C∗-algebras, θ-summability
in K-homology is still very interesting, since any finitely summable Fredholm module would
still lift to a strictly θ-summable unbounded Fredholm module. At the end, what one hopes
for, is to use tools like Getzler’s spectral flow approach and obtain an index theorem [56].
Following the definition of uniform summability in K-homology we are led to consider
its analogue for extensions. However, in order to present a well-defined notion, suppose
that A is nuclear, and denote the group Ext(A,K(H)) by Ext(A).
Definition 4.2.5. We say that A is uniformly J -smooth if there is a dense ∗-subalgebra
A ⊂ A such that, every x ∈ Ext(A) can be represented by an extension which is J -smooth
on A.
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Let (H,ρ,F ) be an odd Fredholm module over A that is J 1/2-summable on a dense
∗-subalgebra A. Then, it is not hard to show that the extension τ ∶ A → Q(H) given by
τ(a) = Pρ(a)P +K(H), where P = (F + 1)/2, is J -smooth on A. To see this, assume for
simplicity that (H,ρ,F ) is normalised so that F 2 = 1, F = F ∗. This is a particularly nice
instance because P is a projection and the map η ∶ A → B(H), given by η(a) = Pρ(a)P ,
is already ∗-linear and cpc. Moreover, η(ab) − η(a)η(b) ∈ J for a, b ∈ A, since
Pρ(ab)P − Pρ(a)Pρ(b)P = −P [P, ρ(a)][P, ρ(b)] ∈ J 1/2J 1/2 ⊂ J . (4.2.7)
Hence, C∗-algebras with uniformly J 1/2-summable K-homology are uniformly J -smooth.
Remark 4.2.6. The degree of irregularity of A, inf{p > 0 ∶ A is uniformly Lp-smooth},
is invariant under isomorphisms. It would be interesting to know if it is a homotopy
invariant. This is similar to a question raised in [58] about the degree of summability of
A. However, as we see from the following discussion, these two notions might not be the
same.
The converse direction, whether an extension τ ∶ A → Q(H) which is J -smooth on A,
lifts to an odd Fredholm module that is J 1/2-summable on A, is a very delicate matter and
seems to be a difficult problem to solve. For example, the case where J = K(H) requires
the Choi-Effros Lifting Theorem. Nevertheless, if J ≠ K(H), it is still possible to find a
reasonable characterisation for this problem. Of course, such τ should be invertible, and
hence, we know that there is an isometry V ∶H →H ′ and a representation ρ ∶ A→ B(H ′)
such that τ(a) = V ∗ρ(a)V +K(H). Since the projection V V ∗ commutes with ρ(a) modulo
K(H ′), we obtain the odd Fredholm module
(H ′, ρ,2V V ∗ − 1) (4.2.8)
that represents [τ]. Moreover, since τ is J -smooth on A, there exists a linear map
η ∶ A → B(H) such that η(ab) − η(a)η(b) ∈ J , η(a∗) − η(a)∗ ∈ J and τ(a) = η(a) +K(H),
for all a, b ∈ A. As a result, we have η(a) − V ∗ρ(a)V ∈ K(H), for every a ∈ A. Let ∼J and
∼K stand for perturbations modulo J and K(H), respectively. For a, b ∈ A, it holds that
V ∗ρ(ab)V − V ∗ρ(a)V V ∗ρ(b)V ∼K η(ab) − η(a)η(b) ∼J 0. (4.2.9)
This does not give any refined information on (4.2.8). However, if for every a ∈ A we had
η(a) − V ∗ρ(a)V ∈ J , the Fredholm module (4.2.8) would be J 1/2-summable over A. To
summarise, an extension τ ∶ A→ Q(H) which is J -smooth on A, lifts to an odd Fredholm
module that is J 1/2-summable on A, if and only if, the linear map η that corresponds to
τ (see Definition 4.2.2), can be chosen so that it extends to a cpc map η̃ ∶ A→ B(H) such
that τ(a) = η̃(a) + K(H), for all a ∈ A. This characterisation has been studied in more
generality by Goffeng in [57].
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Remark 4.2.7. In this thesis we try to lift a J -smooth extension τ ∶ A⊗B → Q(H), where
A,B are nuclear and J is some Schatten ideal. The extension τ is the product (in the
Calkin algebra) of two representations ρA ∶ A→ B(H) and ρB ∶ B → B(H) which commute
modulo compacts, meaning that τ(x) = (ρA ⋅ ρB)(x) +K(H), for x ∈ A ⊗alg B. The map
ρA ⋅ ρB is linear, and for x, y in a ∗-subalgebra of A⊗alg B that is dense in A⊗B, it holds
that (ρA ⋅ ρB)(xy) − (ρA ⋅ ρB)(x)(ρA ⋅ ρB)(y) ∈ J and (ρA ⋅ ρB)(x∗) − (ρA ⋅ ρB)(x)∗ ∈ J . If
ρA ⋅ ρB could extend to a cpc map on A⊗B then, from the discussion above, there would
exist an abstract J 1/2-summable Fredholm module lifting τ , since we do not know a priori
the inverse of τ . However, ρA ⋅ ρB is not even ∗-linear. In fact, since ρA(A) and ρB(B) do
not commute, we can find self-adjoint elements a ∈ A and b ∈ B that ρA(a) and ρB(b) do
not commute. This means that (ρA ⋅ ρB)(a∗ ⊗ b∗) ≠ (ρA ⋅ ρB)(a⊗ b)∗.
Question 1. Suppose A is nuclear and J is a Schatten ideal. Does every J -smooth
extension on a dense ∗-subalgebra A ⊂ A lift to a J 1/2-summable Fredholm module on A?
A refined version of the Choi-Effros Lifting Theorem might be the right tool to answer
the above question. However, this would require a novel approach since this theorem relies
heavily on C∗-algebraic methods. One tricky part of such endeavour would be to work
with approximate units in J which are quasicentral relative to A, but in a refined way.
However, this could lead to the construction of unbounded Fredholm modules over A which
are J -summable, see [129]. But for example, if A is purely infinite this is impossible. The
method of constructing a lift is summarised in the following theorem, which is altered to
meet our notation.
Theorem 4.2.8 ([58, Theorem 2.2.1]). Suppose τ ∶ A → Q(H) is an extension which is
J -smooth on a dense ∗-subalgebra A ⊂ A, and η ∶ A → B(H) is a linear map described in
Definition 4.2.2. Assume also that there is an isometry V ∶H →H ′, and a representation
ρ ∶ A→ B(H ′) such that η(a)−V ∗ρ(a)V ∈ J , for all a ∈ A. Then the odd Fredholm module
(H ′, ρ,2V V ∗ − 1) over A is J 1/2-summable on A and represents the class [τ] ∈ Ext(A).
4.2.2 Slant products for simple, purely infinite C∗-algebras
Our aim is to explicitly compute slant products of the form (4.1.15) for ∆ ∈ KK1(A⊗B,C).
In the literature we were able to find this computation only in the case where both algebras
are unital, see [58, Prop. 2.1.3, Prop. 2.1.6]. However, if A or B are not unital, certain
technical difficulties arise which are described below. Nevertheless, if A,B are separable
and A is also simple and purely infinite, we manage to circumvent these difficulties. This
suffices for the purpose of this thesis.
Suppose that A,B are separable C∗-algebras and let (H,ρ,F ) be an odd Fredholm
module over A⊗B, and e ∈Mn(A) =Mn(C)⊗A be a projection. In addition, let (un)n∈N
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be an approximate identity for B such that
un+1un = un. (4.2.10)
It holds that the sequence of positive elements (idMn(C)⊗ρ)(e ⊗ un) is bounded and in-
creasing. Therefore, it converges strongly to a positive operator Pe ∈ B(Cn ⊗H). Using
(4.2.10) it is straightforward to show that Pe is a projection.
Let He be the Hilbert space Pe(H) and ρe ∶ B → B(He) be the representation given by
ρe(b) = (idMn(C)⊗ρ)(e ⊗ b). This representation is well-defined since for every b ∈ B we
have that
ρe(b)Pe = ρe(b) = Peρe(b). (4.2.11)
Finally, we consider the operator
Fe = Pe(idCn ⊗F )Pe. (4.2.12)
Lemma 4.2.9. The triple (He, ρe, Fe) is an odd Fredholm module over B.
Proof. Since the triple (Cn ⊗ H, idMn(C)⊗ρ, idCn ⊗F ) is an odd Fredholm module over
Mn(C)⊗A⊗B, it suffices to prove the statement only for n = 1. By ∼K we will denote a
compact perturbation in K(H). Also, all the operators in B(He) can be thought to be in
B(H) by letting them to be zero on H⊥e . Let b ∈ B, then we have that
ρe(b)(F ∗e − Fe) = ρe(b)(PeF ∗Pe − PeFPe)
= ρe(b)F ∗Pe − ρe(b)FPe
∼K (F ∗ − F )ρe(b)
∼K 0.
Since ρe(b)(F ∗e − Fe) is zero on H⊥e and maps in He, we have ρe(b)(F ∗e − Fe) ∈ K(He).
Similarly, it holds that ρe(b)(F 2e − Pe) ∈ K(He). Finally,
[Fe, ρe(b)] = PeFPeρe(b) − ρe(b)PeFPe
= PeFρe(b)Pe − Peρe(b)FPe
= Pe[F, ρe(b)]Pe
∼K 0.
As a result, [Fe, ρe(b)] ∈ K(He).
In order to compute the slant product we need a good description of the K-theory
classes over A. If A is unital, it is well-known that K0(A) can be alternatively given by
formal differences of isomorphism classes of finitely generated projective modules over A.
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More precisely, if e ∈Mn(A) is a projection, its Murray-von-Neumann equivalence class
[e] corresponds to the isomorphism class [eAn]. Following [79, Section 6], the class [eAn]
corresponds to the equivalence class of the Kasparov (C,A)-bimodule (eAn, j,0), where
j ∶ C → BA(pAn) is given by j(λ) = λ ⋅ id. Passing to formal differences gives a complete
description of the classes in KK0(C,A). If A is not unital, the above description does
not hold. Instead, one has to pass through the relative group K0(Ã, Ã/A), where Ã is
the unitisation of A, see [49, Section 6]. To be precise, given projections e0, e1 ∈Mn(Ã),
the formal difference [e1] − [e0] corresponds to the equivalence class of the relative triple
[e1, e0, u] ∈ K0(Ã, Ã/A), where u ∈Mn(Ã) is such that u∗u−1, uu∗−1, ue1u∗−e0 ∈Mn(A).
Then, the relative triple [e1, e0, u] corresponds to the class [e1An ⊕ e0An, j1 ⊕ j0,W ] in









This is a very explicit description. However, if A is not unital, the operator W cannot
be taken to be zero in general, and this makes the computation of the Kasparov product
(4.1.15) more difficult.
Suppose now that A is simple and purely infinite; that is, A contains no non-trivial
closed two-sided ideals and every non-zero hereditary C∗-subalgebra of A contains an
infinite projection. In particular, there is a non-zero projection p ∈ A and since A is simple,
p is full, meaning that ApA is dense in A, see [22, Lemma 1.1]. Passing to hereditary C∗-
subalgebras preserves pure infiniteness and simplicity. Therefore, the C∗-subalgebra pAp
is simple and purely infinite. It is also unital and C∗-stably isomorphic to A. In addition,
the inclusion map ψ ∶ pAp → A induces an isomorphism ψ∗ ∶ KK∗(C, pAp) → KK∗(C,A),
see [98, Prop. 1.2]. Moreover, from [30], the K-theory of pAp is given by
K0(pAp) = {[e] ∶ e is a non-zero projection in pAp}. (4.2.14)
In addition, the class [e] of a projection e ∈ pAp, corresponds to the isomorphism class
of finitely generated projective modules [e(pAp)]. This is because pAp is unital. In turn,
this corresponds to the equivalence class of Kasparov (C, pAp)-bimodules [e(pAp), j,0].
Composing with ψ∗ we obtain the isomorphism K0(pAp)→ KK0(C,A) given by
[e]↦ [e(pAp)⊗ψ A, j ⊗ψ id,0]. (4.2.15)
Lemma 4.2.10. Let A be a C∗-algebra with a full projection p ∈ A, and e ∈ pAp be any
projection. The map U ∶ e(pAp)⊗ψA→ eA given on simple tensors by ea′⊗ψ a↦ ea′a, for
a ∈ A and a′ ∈ pAp, extends to an isomorphism of Hilbert A-modules.
Proof. Clearly, the map U extends by linearity to an A-module map on the algebraic
tensor product e(pAp)⊗pApA. Similarly, it holds that U preserves the inner products and
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thus, it extends to an isometry on the complete tensor product e(pAp) ⊗ψ A. Moreover,
we have that epApA = eApA. Since p is full, for every c ∈ A there is (cn)n∈N ⊂ ApA such
that limn cn = c. Consequently, limn epcn = limn ecn = ec ∈ eA, meaning that U has dense
range.
The slant products will be computed in the context of K-theory and K-homology.
Then, from Proposition 4.1.4, they can be explicitly described as KK-classes. First, recall
the notation of Lemma 4.2.9, the isomorphism ψ∗ ∶ K0(pAp) → K0(A), in the context of
K-theory, and the description (4.2.14) of K0(pAp).
Proposition 4.2.11. Let A be a separable, simple, purely infinite C∗-algebra, and B be a
separable C∗-algebra. Let p ∈ A be a non-zero projection and (H,ρ,F ) be an odd Fredholm
module over A⊗B, where ρ is non-degenerate. The slant product ⊗A[H,ρ,F ] ∶ K0(A) →
K1(B) is given by
ψ∗([e])↦ [He, ρe, Fe], for e ∈ pAp.
Proof. Using the map in (4.2.15) we see that the class ψ∗([e]) is represented by the
Kasparov (C,A)-bimodule
(e(pAp)⊗ψ A, j ⊗ψ id,0).
The unitary U ∶ e(pAp) ⊗ψ A → eA of Lemma 4.2.10, makes this bimodule unitarily
equivalent to (eA, j′,0), where the map j′ ∶ C → BA(eA) is given by j′(λ)(ea) = λea,
for a ∈ A. Therefore, the Kasparov product ψ∗([e]) ⊗A [H,ρ,F ] is equal to the product
τB([eA, j′,0]) ⊗A⊗B [H,ρ,F ] which, since the operator on the left KK-class is zero, it is
given by
[(eA⊗B)⊗ρH, (j′ ⊗ id)⊗ρ id,G],
where G is any F -connection for eA⊗B, see [69, Def. 2.2.4] and [69, Def. 2.2.7].
Before constructing the operator G, let us briefly mention the definition of a connection
in our context. For every x ∈ eA⊗B, let Tx ∈ B(H, (eA⊗B)⊗ρH) be given by Tx(ξ) = x⊗ρξ,
and then T ∗x (y ⊗ρ ξ) = ρ(⟨x, y⟩A⊗B)ξ. For G to be an F -connection for eA⊗B we should
have that, for every x ∈ eA⊗B,
TxF −GTx ∈ K(H, (eA⊗B)⊗ρH),
FT ∗x − T ∗xG ∈ K((eA⊗B)⊗ρH,H).
Let us first find a nicer description of the Hilbert space (eA ⊗ B) ⊗ρ H). The map
W ∶ (eA⊗B)⊗ρH →He given on simple tensors by x⊗ρ ξ ↦ ρ(x)ξ is unitary. Indeed, it is
straightforward to see thatW preserves the inner products. Also, it has a dense range since
ρ(eA⊗B) = Peρ(A⊗B), and hence ρ(eA⊗B)H = Peρ(A⊗B)H = Pe(ρ(A⊗B)H) = He.
The claim now is thatW −1FeW is an F -connection for eA⊗B. Before proving the claim we
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should note that for x ∈ eA⊗B it holds that Peρ(x) = ρ(x) and ρ(x∗)Pe = ρ(x∗). We have
that TxF −W −1FeWTx ∈ K(H, (eA⊗B)⊗ρH) if and only if WTxF −FeWTx ∈ K(H,He).
To prove the latter, let ξ ∈H and then we have,
(WTxF − FeWTx)ξ =W (x⊗ρ Fξ) − FeW (x⊗ρ ξ)
= ρ(x)Fξ − Feρ(x)ξ
= Peρ(x)Fξ − PeFρ(x)ξ
= Pe[ρ(x), F ]ξ.
Similarly, it holds that FT ∗x − T ∗xW −1FeW ∈ K((eA ⊗ B) ⊗ρ H,H) if and only if the
operator FT ∗xW −1 − T ∗xW −1Fe ∈ K(He,H). Recall that Pe is the strong operator limit of
(ρ(e⊗un))n∈N, where (un)n∈N is an approximate identity for B satisfying un+1un = un. For
ξ ∈He we have,




x ((e⊗ un)⊗ρ ξ) − T ∗x ((e⊗ un)⊗ρ Fξ))
= lim
n→∞(Fρ(⟨x, e⊗ un⟩A⊗B)ξ − ρ(⟨x, e⊗ un⟩A⊗B)Fξ)
= [F, ρ(x∗)]ξ.
This proves the claim, that W −1FeW is an F -connection for eA ⊗ B. The proof of the
proposition finishes by observing that the representation j′′ ∶ C ⊗ B → B(He) given by
conjugation with W , that is,
j′′(λ⊗ b) =W (j′ ⊗ id)⊗ρ id)(λ⊗ b)W −1,
is the same with the representation ρe ∶ B → B(He) given by ρe(b)→ ρ(e⊗ b). This can be
proved in a similar fashion as above, by evaluating j′′(λ⊗b) on some ξ ∈He which is written
as Peξ. Then, the result follows from the strong limit description of Pe. Consequently, the
desired KK-class [(eA⊗B)⊗ρH, (j′ ⊗ id)⊗ρ id,W −1FeW ] is equal to [He, ρe, Fe].
Using the notation of Proposition 4.2.11, with a simple calculation, we obtain the
following result.
Corollary 4.2.12. Let A be a separable, simple, purely infinite C∗-algebra, and B be a
separable C∗-algebra. Let p ∈ A be a non-zero projection and τ ∶ A ⊗ B → Q(H) be an
invertible extension. The slant product ⊗A[τ] ∶ K0(A)→ Ext−1(B) is given by
ψ∗([e])↦ [τe], for e ∈ pAp,
where τe(b) = τ(e⊗ b), for b ∈ B.
CHAPTER 4. KK-THEORY AND SMOOTHNESS IN C∗-ALGEBRAS 83
The aforementioned corollary allows us to deduce smoothness results on C∗-algebras.
Specifically, if the map ⊗A[τ] is an isomorphism and τ is J -smooth, satisfying some
additional properties, then B is uniformly J -smooth. For proving this we need to use
holomorphic functional calculus.
4.2.3 Holomorphic functional calculus and K-duality
In this subsection we aim to develop tools from holomorphic functional calculus that will
allow us to prove Proposition 4.2.21. First we extend a lemma of Connes, regarding the
ideals Lp(H) for p ≥ 1, to general symmetrically normed ideals. Also, we extend this
lemma to include the case p ∈ (0,1). However, the latter endeavour is more elaborate
since the corresponding ideals are quasi-normed. Further, we show that holomorphicity
passes to corner subalgebras of C∗-algebras. First, we give the following definition which
is a combination of Definitions 1 of [26, p.92] and [28, p.285].
Definition 4.2.13. Let D be a Banach algebra and D a subalgebra with unitisation
D̃ ⊂ D̃. We say that D is holomorphically closed in D if, for every d ∈ D̃ we have
f(d) ∈ D̃,
for any function f that is holomorphic in an open neighbourhood of the spectrum of d
in D̃. Moreover, we say that D is holomorphically stable in D if, for every n ∈ N, the
subalgebraMn(D̃) is holomorphically closed inMn(D̃).
The following theorem summarises a result of Schweitzer and the Density Theorem of
Karoubi, see [124], [28, Prop.2, p.285] and [26, p.92].
Theorem 4.2.14 (Density Theorem). Suppose that D is a holomorphically closed dense
subalgebra of a Banach algebra D. Then, D is holomorphically stable in D. Moreover, the
inclusion i ∶ D →D induces the isomorphism
i∗ ∶ K∗(D)→ K∗(D).
Let H be a separable Hilbert space and I ⊂ B(H) be a symmetrically normed ideal.
We note that, for all R ∈ I, it holds
∥R∥B(H) ≤ ∥R∥I , (4.2.16)
see [60, Chapter III]. The next lemma is basically Proposition 5a of [26, p.87], but stated
more generally. We present its proof for completeness.
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Lemma 4.2.15. For every S,T ∈ B(H) such that [S,T ] ∈ I, and every function f that is
holomorphic in a neighbourhood of the spectrum σ(S), we have
[f(S), T ] ∈ I.
Proof. Let S,T as in the statement and consider a function f which is holomorphic on an
open neighbourhood U ⊃ σ(S). Also, let γ ∶ [0,1]→ U be a simple closed C1-curve around
σ(U), oriented counter-clockwise. Then, the operator










This integral converges since B(H) is a Banach space and the integrated function is (uni-
formly) continuous. Using the continuity and linearity of the commutator with T , we then
have that
[f(S), T ] = 12πi ∫
B(H)
γ
f(z)[(z − S)−1, T ]dz.
Note that the integrated function F ∶ γ([0,1])→ (B(H), ∥ ⋅ ∥) given by
F (z) = f(z)[(z − S)−1, T ]
is continuous.
A closer look now yields that, for every z ∈ C ∖ σ(S), one has
[(z − S)−1, T ] = (z − S)−1[S,T ](z − S)−1 ∈ I. (4.2.17)
As a result, the function F takes values in I. In fact, using the symmetric property of I,
it is straightforward to prove that F is continuous also with respect to ∥ ⋅ ∥I . Now, since





f(z)[(z − S)−1, T ]dz
is also well-defined. Finally, observe that the inequality (4.2.16) forces the latter integral
to be equal to [f(S), T ].
The situation for the symmetrically quasi-normed ideals Lp(H), for p ∈ (0,1), is a bit
different. Specifically, it is no longer true that every continuous function g ∶ γ([0,1]) →
Lp(H), for γ being a simple closed C1-curve, is Riemann integrable. An example with
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values in `p(N) can be found in [62, Section 3]. Even assuming that g is holomorphic
(differentiable) in a neighbourhood of γ does not suffice. One has to assume that g is
analytic, meaning that it has local power series expansions. We note that in the context
of quasi-Banach spaces, analyticity is stronger than holomorphicity because tools like the
Hahn-Banach Theorem do not necessarily hold. Quasi-Banach spaces are usually studied
in the context of r-Banach spaces, where r ∈ (0,1]. Let us pause for a moment and give
precise definitions.
A quasi-normed space is a complex vector space V that is equipped with a quasi-norm
∣∣∣⋅∣∣∣ ∶ V → [0,∞) which, for all v,w ∈ V , satisfies
(i) ∣∣∣v∣∣∣ = 0 only if v = 0;
(ii) ∣∣∣zv∣∣∣ = ∣z∣∣∣∣v∣∣∣, for z ∈ C;
(iii) ∣∣∣v +w∣∣∣ ≤K(∣∣∣v∣∣∣ + ∣∣∣w∣∣∣), for some K ≥ 1.
For r ∈ (0,1], an r-normed space is a complex vector space V equipped with an r-norm
∣∣∣⋅∣∣∣r ∶ V → [0,∞) that satisfies (i), (ii) and for every v,w ∈ V one has





A quasi-Banach space is a complete quasi-normed space, and an r-Banach space is
a complete r-normed space. If V is r-normed with ∣∣∣⋅∣∣∣r, then ∣∣∣⋅∣∣∣r is a quasi-norm with
constant K = 21/r−1. Conversely, if ∣∣∣⋅∣∣∣ is a quasi-norm on V with constant K, the Aoki-
Rolewicz Renorming Theorem [113] yields an equivalent r-norm ∣∣∣⋅∣∣∣r on V , where also
K = 21/r−1, that for every v ∈ V it holds
∣∣∣v∣∣∣r ≤ ∣∣∣v∣∣∣ ≤ 21/r∣∣∣v∣∣∣r. (4.2.18)
Returning to our problem of integrating on simple closed C1-curves, we mention that
Riemann integration for quasi-Banach (or r-Banach) valued functions is defined in exactly
the same way as for Banach-valued functions. Let V be an r-normed space with r-norm
∣∣∣⋅∣∣∣r, and Γ be a simple closed C1-curve in C. The linear space of Riemann integrable
V -valued functions on Γ is denoted by R(Γ, V ). Moreover, a function g ∶ Γ → V has
r-expansion on Γ if, for every k ≥ 0, there are ak ∈ V and Riemann integrable functions










Let us denote by E (Γ, V ) the linear space of functions Γ→ V that have r-expansions.
Proposition 4.2.16 ([62, Proposition 3.7]). The linear space E (Γ, V ) is contained in
R(Γ, V ).
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For the next two results, let p ∈ (0,1) and consider the ideal Lp(H) equipped with the
Schatten quasi-norm ∥ ⋅ ∥p. Its constant is K = 21/p, and the renorming process gives an
equivalent complete r-norm ∣ ⋅ ∣r, where r = p/(p + 1).
Proposition 4.2.17. Let S,T ∈ B(H) such that [S,T ] ∈ Lp(H), and let Γ be a simple
closed C1-curve in the resolvent C ∖ σ(S). Then, the map F ∶ Γ→ Lp(H) given by
F (z) = [(z − S)−1, T ],
is Riemann integrable.
Proof. Instead of showing directly that F is Riemann integrable with respect to the quasi-
norm ∥ ⋅ ∥p, we will prove that it is Riemann integrable with respect to ∣ ⋅ ∣r and then
use inequalities (4.2.18). Specifically, we will show that F is a finite sum of functions
with r-expansions on Γ, and hence from Proposition 4.2.16 we obtain that F is Riemann
integrable.
To begin, let us also denote by F the extension of the map on C∖σ(S). Observe that
the map z ↦ (z − S)−1 defined on C ∖ σ(S) is analytic in B(H). Indeed, let w ∈ C ∖ σ(S)
and for every z ∈ C with ∣z −w∣ < 1/∥(w − S)−1∥ we have that





where sk(w) = ((w − S)−1)k+1. Moreover, recall that, for every z ∈ C ∖ σ(S), it holds
[(z − S)−1, T ] = (z − S)−1[S,T ](z − S)−1.












The expansion (4.2.19) converges in B(H) and hence F is analytic in B(H). Clearly, the
expansion (4.2.19) around w ∈ C ∖ σ(S) holds for all z ∈ C such that
∣z −w∣ < 12K∥(w − S)−1∥ . (4.2.20)
This open ball will be denoted by B(w).
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Let now w ∈ Γ and consider the open segment Γ(w) = Γ ∩ B(w). We claim that the
expansion (4.2.19), restricted on Γ(w), converges (absolutely) also in (Lp(H), ∣ ⋅ ∣r). In
other words, it is a local r-expansion, in the sense that, if fn,w ∶ Γ(w) → C are given by





Then, since ∣ ⋅ ∣r is equivalent to ∥ ⋅ ∥p which majorises the operator norm ∥ ⋅ ∥ on B(H),
we get that this local r-expansion agrees with F on Γ(w). Of course, each cn(w) ∈ Lp(H)
and the functions fn,w are Riemann integrable. We note that for (4.2.21) to be true, it





∥fn,w∥∞ = supz∈Γ(w) ∣w − z∣n ≤
1












and since r ∈ (0,1], we also have that










because from (4.2.23) we obtain that
Krn∥sn(w)∥r∥fn,w∥r∞ =Krn∥((w − S)−1)n+1∥r∥fn,w∥r∞
≤ ∥(w − S)−1∥r K
rn∥(w − S)−1∥rn
2rnKrn∥(w − S)−1∥rn
= ∥(w − S)−1∥r( 12r )
n.













and then from (4.2.24) the series (4.2.22) converges.
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From the compactness of Γ, there are w1, . . . ,wm ∈ Γ that determine open segments
Γ(w1), . . . ,Γ(wm) that cover Γ, on which F has local r-expansions. Let {hw1 , . . . , hwm} be
a partition of unity subordinated to the cover {Γ(w1), . . . ,Γ(wm)}. Then, the function






Now, each Fhwj has an r-expansion on Γ since, if we let f̃n,wj denote the extension of















Consequently, the function F ∶ Γ → (Lp(H), ∣ ⋅ ∣r) lies in E (Γ,Lp(H)) and hence it is
Riemann integrable.
Recall that inequality (4.2.16) holds also for the ideals Lp(H), for p ∈ (0,1). Working
as in Lemma 4.2.15 but applying Proposition 4.2.17 we obtain the following result.
Lemma 4.2.18. Let p ∈ (0,1). For every S,T ∈ B(H) such that [S,T ] ∈ Lp(H) and every
function f that is holomorphic in a neighbourhood of the spectrum σ(S), we have
[f(S), T ] ∈ Lp(H).
Let A,B be arbitrary C∗-algebras in B(H) and I ⊂ B(H) be a symmetrically normed
ideal, or a Schatten p-ideal for p ∈ (0,1).
Lemma 4.2.19. Let A ⊂ A, B ⊂ B be dense ∗-subalgebras that commute modulo the ideal
I, meaning that [a, b] ∈ I, for every a ∈ A and b ∈ B. Then, there are dense ∗-subalgebras
AB and BA that
(1) satisfy A ⊂ AB ⊂ A and B ⊂ BA ⊂ B;
(2) are holomorphically stable;
(3) commute modulo I.
Proof. Let AB = {a ∈ A ∶ [a, b] ∈ I, for all b ∈ B}. It is straightforward to see that AB is a
∗-subalgebra of A, and since it contains A, it is also dense in A. Moreover, one can see
that
ÃB = {a ∈ Ã ∶ [a, b] ∈ I, for all b ∈ B}.
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Let a ∈ ÃB and consider an arbitrary b ∈ B. From Lemmas 4.2.15 and 4.2.18 we see that, if
f is holomorphic in an open neighbourhood of the spectrum of a in Ã (note that it agrees
with the spectrum in B(H)), then it still holds that [f(a), b] ∈ I. Therefore, the algebra
AB is holomorphically closed in A, and from Theorem 4.2.14 we obtain that it is actually
holomorphically stable in A.
Consider now BA = {b ∈ B ∶ [a, b] ∈ I, for all a ∈ AB}. By definition BA contains B
and therefore, is a dense ∗-subalgebra of B. Working as before we obtain that BA is
holomorphically stable in B.
Since we work with hereditary C∗-subalgebras we need the following fact.
Lemma 4.2.20. Let A be a C∗-algebra and A ⊂ A be a holomorphically stable ∗-subalgebra.
Then, for every projection p ∈ A, the ∗-algebra pAp is holomorphically stable in pAp.
Proof. Let p ∈ A be a projection. We claim that pAp is holomorphically closed in pAp.
Note that pAp is unital with unit p, and hence we do not need to consider its unitisation.
In order to avoid trivialities assume that p ≠ 0. If A is not unital, we consider its unitisation
Ã as well as the unitisation Ã ⊂ Ã. This makes sense because pÃp = pAp (similarly for
A), and therefore, we can simply assume that A and A are unital, with unit 1. Again, to
avoid trivialities assume that p ≠ 1.
Let b ∈ pAp and denote by σp(b) the spectrum relative to pAp, and by σ(b) the spectrum
relative to A. It holds that
σ(b) = σp(b) ∪ {0}.
Indeed, the element b cannot be invertible in A and hence 0 ∈ σ(b). Also, for z ∈ C, if
z1− b is invertible in A with inverse (z1− b)−1, then zp− b is invertible in pAp with inverse
(zp − b)−1 = p(z1 − b)−1p. (4.2.25)
Consequently, σp(b) ⊂ σ(b). Finally, by representing A and pAp faithfully on a Hilbert
space (note that ∗-isomorphisms preserve the spectrum of elements), it is not hard to
check that σ(b) ∖ {0} ⊂ σp(b).
Consider now a function f which is holomorphic in an open set U ⊃ σp(b). By a slight
abuse of notation, let us denote by fp(b) the holomorphic functional calculus relative to
pAp, and in case it can be defined, lets us denote by f(b) the holomorphic functional
calculus relative to A. First, assume that 0 ∈ U and hence σ(b) ⊂ U . This means f(b)
is defined. Let γ be a simple closed C1-curve in U that encloses counter-clockwise the
spectrum σ(b) and then, using (4.2.25), we have
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fp(b) =
1
2πi ∫γ f(z)(zp − b)
−1dz
= p( 12πi ∫γ f(z)(z1 − b)
−1dz)p
= pf(b)p.
As a result, fp(b) ∈ pAp because f(b) ∈ A.
Assume now that 0 /∈ U . Then, since {0} and σp(b) are disjoint, we can find an open




f(z), if z ∈ U ∩ V
0, if z ∈W,
and note that its domain contains σ(b). Let γ1, γ2 be simple closed C1-curves such that,
γ1 is in U ∩ V encircling σp(b), and γ2 is in W around 0, both with counter-clockwise
orientation. Then, we have that
g(b) = 12πi ∫γ1




Therefore, using (4.2.25) we obtain that
pg(b)p = 12πi ∫γ1
f(z)(zp − b)−1dz
= fp(b).
Since g(b) ∈ A it follows that fp(b) ∈ pAp.
Finally, let n ∈ N and we claim thatMn(pAp) is holomorphically closed inMn(pAp).
First, observe that Mn(pAp) = p′Mn(A)p′ and Mn(pAp) = p′Mn(A)p′, where p′ is
diag(p, . . . , p) ∈ Mn(A). Also, recall that A and A can be assumed to be unital, and
from the hypothesis we have that Mn(A) is holomorphically closed in Mn(A). Then,
from the proof so far, the same holds forMn(pAp) ⊂Mn(pAp).
Now we state one of the main propositions that will be used in Subsection 6.2.3 to show
that every Ruelle algebra is uniformly smooth relatively to a Schatten ideal. For the next
result let I ⊂ B(H) be a symmetrically normed ideal or a Schatten p-ideal, for p ∈ (0,1).
We note that the same result can be obtained in the case where A,B are separable (with
at least one of them being nuclear) and A is also unital. This follows from the index
computations [58, Prop. 2.1.3, Prop. 2.1.6] for unital A,B, and our computations in
Subsection 4.2.2 which show that it is not necessary for B to have a unit.
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Proposition 4.2.21. Let A be a separable simple, purely infinite C∗-algebra and B be a
separable nuclear C∗-algebra. Suppose that A,B are Spanier-Whitehead K-dual, with the
duality being implemented by ∆ ∈ KK1(A⊗B,C). Also, assume that
(1) there are faithful representations ρA ∶ A → B(H), ρB ∶ B → B(H) so that ρA(A) and
ρB(B) commute modulo K(H);
(2) ∆ is represented by the invertible extension τ ∶ A⊗B → Q(H) given on elementary
tensors by
τ(a⊗ b) = ρA(a)ρB(b) +K(H);
(3) there are dense ∗-subalgebras A ⊂ A, B ⊂ B such that ρA(A) and ρB(B) commute
modulo I.
Then, there are holomorphically stable dense ∗-subalgebras AB ⊂ A, BA ⊂ B such that τ is
I-smooth on AB ⊗alg BA. Consequently, the C∗-algebra B is uniformly I-smooth on BA.
Proof. Nuclearity of B and condition (1) imply that the map τ ∶ A ⊗ B → Q(H) is a
∗-homomorphism. Moreover, from condition (3) we obtain that τ is I-smooth on A⊗algB.
Note that the ∗-algebra A⊗alg B is indeed dense in the (minimal) tensor product A⊗B.
In addition, from Lemma (4.2.19) we can find holomorphically stable dense ∗-subalgebras
ρA(A)B ⊂ ρA(A)
ρB(B)A ⊂ ρB(B),
that still commute modulo I. Let AB ⊂ A, BA ⊂ B be the inverse images of ρA(A)B
and ρB(B)A and we have that τ is I-smooth on AB ⊗alg BA. Also, since ∗-isomorphisms
commute with holomorphic functional calculus, we have that the dense ∗-subalgebras
AB, BA are holomorphically stable in A,B, respectively.
Using Corollary 4.2.12 we can now deduce that B is uniformly I-smooth on BA. Indeed,
for every non-zero projection p ∈ A, the map ⊗A[τ] ∶ K0(A)→ Ext(B) is computed on K0-
classes of the form ψ∗([e]) which exhaust K0(A). Here, the map ψ∗ ∶ K0(pAp) → K0(A)
is the inclusion isomorphism and e ∈ pAp is a projection. More precisely, we obtain that
⊗A[τ](ψ∗([e])) = [τe],
where the extension τe ∶ B → Q(H) is given by τe(b) = τ(e⊗ b), for b ∈ B.
Let x ∈ Ext(B) and we claim that x can be represented by an extension which is
I-smooth on BA. First note that, since AB is dense and holomorphically stable, and
A contains non-zero projections, there is a non-zero projection q ∈ AB. Moreover, the
map ⊗A[τ] is an isomorphism because [τ] corresponds to the K-homology duality class
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∆ ∈ KK1(A⊗B,C) via a natural map. As a result, we can find a projection e ∈ qAq such
that [τe] = x. To finalise the proof, we use Lemma 4.2.20 to show that qABq is dense
and holomorphically stable in qAq. Therefore, there is a projection e′ ∈ qABq such that
[e′] = [e], and hence x = [τe] = [τe′]. Since τ is I-smooth on AB ⊗alg BA, the extension
τe′ ∶ B → Q(H) is I-smooth on BA.
Chapter 5
Smale space C∗-algebras
The purpose of this chapter is to introduce the necessary background on Smale space
groupoids and their C∗-algebras. Although this chapter does not contain any new results,
it provides a concise introduction to the theory.
5.1 An introduction to Smale space C∗-algebras
In this section we present the basic theory on C∗-algebras built from the stable, unstable
and homoclinic equivalence relations on non-wandering Smale spaces. These are groupoid
C∗-algebras in the sense of Renault [111]. Our focus will be on the stable and unstable
Ruelle algebras, which for a given Smale space, are Spanier-Whitehead K-dual, as was
proved by Kaminker, Putnam and Whittaker in [74]. A large portion of the first two
subsections can be found in the work of Ruelle [117], Putnam [108], and finally, Putnam
and Spielberg [109].
Let us fix the notation and recall some notions from Section 3.1. A Smale space
is denoted by (X,ϕ) and is assumed to be irreducible. Occasionally though, it will be
mixing. We can always make these reductions due to Smale’s Decomposition Theorem,
see Theorem 3.1.2. The expansivity constant is εX > 0, the contraction constant is λX > 1,
the locally defined bracket map is [⋅, ⋅], and the metric is d. For 0 < ε ≤ εX , the local stable
and unstable sets around x ∈ X are denoted by Xs(x, ε) and Xu(x, ε), and the global
stable and unstable sets at x ∈X are
Xs(x) = {y ∈X ∶ lim
n→+∞d(ϕ
n(x), ϕn(y)) = 0}
Xu(x) = {y ∈X ∶ lim
n→−∞d(ϕ
n(x), ϕn(y)) = 0}.
(5.1.1)
For a mixing Smale space the global stable and unstable sets are dense in X, since in
particular, for every x, y ∈ X, the intersection Xs(x) ∩Xu(y) is countable and dense in
X, see [116, Proposition 7.16]. For many cases though, irreducibility suffices, because if
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(X,ϕ) is irreducible, it holds that Xs(P )∩Xu(Q) is countable and dense, for any periodic
orbits P and Q, where Xs(P ) = ⋃p∈P Xs(p) and Xu(Q) = ⋃q∈QXu(q). This immediately
follows from Smale’s Decomposition Theorem.
5.1.1 Equivalence groupoids
For the theory of topological and étale groupoids we refer the reader to [111,127]. The
stable, unstable and homoclinic equivalence relations on X are respectively defined as
Gs = {(x, y) ∶ y ∈Xs(x)}
Gu = {(x, y) ∶ y ∈Xu(x)}
Gh = {(x, y) ∶ y ∈Xs(x) ∩Xu(x)}.
(5.1.2)
They will be regarded as groupoids and the goal is to define some natural topologies on








(see [106, Proposition 4.2.3]) suggests that we put the inductive limit topology on Gs and
Gu. First one has to consider the sets
Gs0 = {(x, y) ∈X ×X ∶ y ∈Xs(x, εX)}
Gu0 = {(x, y) ∈X ×X ∶ y ∈Xu(x, εX)}.
(5.1.4)
Then, for every n ∈ N the iterations Gsn = (ϕ × ϕ)−n(Gs0) and Gun = (ϕ × ϕ)n(Gu0) can be
equipped with the relative topology of X ×X. Since Gs = ⋃n≥0Gsn and Gu = ⋃n≥0Gun, as
sets, the groupoids Gs,Gu can indeed be given the inductive limit topology. Similarly, the
groupoid Gh can be given the inductive limit topology by writing Gh = ⋃n≥0Ghn, where
each Ghn = Gsn ∩Gun is given the relative topology of X ×X. It is worth mentioning that,
if (X,ϕ) is mixing, then every Gh-orbit is countable and dense. We will refer to these
groupoids as the stable, unstable and homoclinic groupoids, respectively.
The stable, unstable and homoclinic Ruelle groupoids are the semi-direct product
groupoids,
Gs ⋊ϕ Z = {(x,n, y) ∈X ×Z ×X ∶ (ϕn(x), y) ∈ Gs}
Gu ⋊ϕ Z = {(x,n, y) ∈X ×Z ×X ∶ (ϕn(x), y) ∈ Gu}
Gh ⋊ϕ Z = {(x,n, y) ∈X ×Z ×X ∶ (ϕn(x), y) ∈ Gh},
(5.1.5)
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with partial multiplication given by
(x,n, y) ⋅ (y,m, z) = (x,n +m,z) (5.1.6)
in all cases.
All these groupoids are second countable, locally compact, Hausdorff and have Haar
systems. In fact, the groupoids Gh and Gh ⋊ϕ Z admit étale topologies and therefore, the
counting measure induces a Haar system on them. To obtain Haar systems on the other
groupoids one uses the Bowen measure µB on X, see Section 3.1. More precisely, for every
x ∈ X, the restriction of µB on [Xu(x, εX/2),Xs(x, εX/2)] is a product measure µux × µsx,
where µux and µsx are non-finite regular Borel measures defined on Xu(x) and Xs(x),
respectively, and which have the necessary invariance and compatibility properties, see
[108, Section 2]. Then, the families
{µsx ∶ x ∈X} and {µux ∶ x ∈X} (5.1.7)
define Haar systems for Gs and Gu, respectively. Moreover, these Haar systems, combined
with the counting measure on Z, yield Haar systems on Gs ⋊ϕ Z and Gu ⋊ϕ Z. Finally, all
the aforementioned groupoids are amenable, see [109].
A refined construction of the stable and unstable (Ruelle) groupoids is given by Putnam
and Spielberg in [109]. For such a groupoid, say G, they build an étale version G′ whose
C∗-algebra C∗(G′) is strongly Morita equivalent to C∗(G). The main idea is to obtain
G′ by restricting G on an abstract transversal, for instance if G = Gs, such a transversal
would be Xu(Q), where Q is a periodic orbit in (X,ϕ). This concept is along the lines
of the abstract transversals of Muhly, Renault and Williams, which happen to be closed
in the unit spaces of the groupoids, see [92]. However, in our case, Xu(Q) is far from
being closed in the unit space X since it is a proper dense subset, and hence, the relative
topology on it behaves quite badly. Therefore, one has to work as follows. Let P,Q be
two periodic orbits in (X,ϕ). The restricted stable and unstable groupoids are
Gs(Q) = {(v,w) ∈ Gs ∶ v,w ∈Xu(Q)}
Gu(P ) = {(v,w) ∈ Gu ∶ v,w ∈Xs(P )}.
(5.1.8)
Recall that if (X,ϕ) is mixing, the set Xs(x)∩Xu(y) is countable and dense in X, for all
x, y ∈ X. This means that Gs(Q) and Gu(P ) meet every stable and unstable equivalence
class, respectively, at countably many points. In order to construct étale topologies on
Gs(Q) and Gu(P ), one first needs to equip the unit spaces Xu(Q) and Xs(P ) with
the inductive limit topologies, using the description (5.1.3). Then, the topology on the
groupoids is given by a family of local homeomorphisms in the following way.
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Recall the definition of the constant 0 < ε′X ≤ εX/2 from (3.1.5), which is small
enough so that, for all x, y ∈ X with d(x, y) ≤ ε′X , we have that both d(x, [x, y]) and
d(y, [x, y]) are less than εX/2. Let (v,w) ∈ Gs(Q), and for some N ∈ N, one has
ϕN(w) ∈ Xs(ϕN(v), ε′X/2). Due to the continuity of ϕN , we can find some η > 0 such
that ϕN(Xu(w,η)) ⊂Xu(ϕN(w), ε′X/2). The map hs ∶Xu(w,η)→Xu(v, εX/2) defined by
hs(z) = ϕ−N[ϕN(z), ϕN(v)], (5.1.9)
is called a stable holonomy map and is a homeomorphism onto its image. Also, it holds
that hs(w) = v. Similarly, we have unstable holonomy maps hu. More precisely, for every
(v,w) ∈ Gu(P ) there are N ∈ N and η > 0 so that, the map hu ∶ Xs(w,η) → Xs(v, εX/2)
given by
hu(z) = ϕN[ϕ−N(v), ϕ−N(z)], (5.1.10)
is a homeomorphism onto its image and hu(w) = v. The topologies are generated as
follows.
Theorem 5.1.1 ([106, Theorem 8.3.5]). The collections of sets
V s(v,w,hs, η,N) = {(hs(z), z) ∶ z ∈Xu(w,η)}
V u(v,w,hu, η,N) = {(hu(z), z) ∶ z ∈Xs(w,η)}
generate second countable, locally compact and Hausdorff topologies on Gs(Q) and Gu(P ),
respectively, for which Gs(Q) and Gu(P ) are étale groupoids.
Combing the stable and unstable holonomy maps gives the étale topology on Gh.
Given (v,w) ∈ Gh, we can find big enough N ∈ N and small enough η′ > 0 for which
both holonomy maps hs and hu are defined, and then some 0 < η ≤ η′ so that, the map
h ∶ B(w,η)→ B(v, εX/2) given by
h(z) = [hs([z,w]), hu([w, z])], (5.1.11)
is a well-defined local homeomorphism sending w to v. Similarly, the following holds.
Theorem 5.1.2 ([108]). The collection of sets
V h(v,w,h, η,N) = {(h(z), z) ∶ z ∈ B(w,η)}
generates a second countable, locally compact and Hausdorff topology on Gh for which Gh
is an étale groupoid.
It is not hard to see that all these étale topologies induce étale topologies on the semi-
direct products by Z. From now on we will refer to Gs(Q) and Gu(P ) as the stable
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and unstable groupoids of the Smale space (X,ϕ), regardless of the choice of Q and P .
Our convention is well-defined up to isomorphism of the corresponding C∗-algebras. We
discuss this in the next subsection. For the same reason, the groupoids Gs(Q) ⋊ϕ Z and
Gu(P ) ⋊ϕ Z will be called the stable and unstable Ruelle groupoids.
5.1.2 C∗-algebras
For the purpose of this thesis it suffices to consider the C∗-algebras built from the étale
groupoids of Smale spaces. We will try to give a short, but self-contained, exposition of
their construction and their properties. For more details we refer the reader to [74,106,109].
For brevity, we will only construct the C∗-algebras of the stable (Ruelle) groupoids since
the construction of the others is similar.
Let Q be a periodic orbit in (X,ϕ) and consider the stable groupoid Gs(Q). Let
Cc(Gs(Q)) denote the complex vector space of continuous functions with compact support
on Gs(Q). We define a convolution and an involution on Cc(Gs(Q)) by
(f ⋅ g)(v,w) = ∑
(v,z)∈Gs(Q)
f(v, z)g(z,w)
f∗(v,w) = f(w, v)
(5.1.12)
for any f, g ∈ Cc(Gs(Q)). The convolution is well-defined since every function in Cc(Gs(Q))
can be written as a finite sum of functions, each one having support in an open set of the
form V s(v,w,hs, η,N), see Theorem 5.1.1. This can be easily proved using a partition of
unity argument.
To complete the ∗-algebra Cc(Gs(Q)) into a C∗-algebra, for every w ∈ Xu(Q), we













ρw ∶ Cc(Gs(Q))→ ⊕
w∈Xu(Q)
B(`2(Xs(w) ∩Xu(Q))) (5.1.15)
is called the regular representation and it is faithful due to [127, Prop. 3.3.3]. In fact,
from [127, Prop. 3.3.3] we see that, any restriction of the regular representation over a
dense subset of Xu(Q) is a faithful representation of Cc(Gs(Q)). This allows us to find a
more geometric picture of the reduced C∗-algebra.
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Let P be (possibly) another periodic orbit in (X,ϕ) and denote the countable dense
subsetXs(P )∩Xu(Q) ofX byXh(P,Q). The fundamental representation ρs of Cc(Gs(Q))




and is essentially the faithful representation ⊕w∈Xh(P,Q) ρw. The stable algebra S(Q) is
defined as the completion of ρs(Cc(Gs(Q))) in B(H ).
Remark 5.1.3. The C∗-algebras C∗r (Gs(Q)) and S(Q) are isomorphic. In order to see
this, first assume that (X,ϕ) is mixing. In [109] it is proved that Gs(Q) is amenable
and that C∗r (Gs(Q)) is simple. As a result, the full C∗-algebra C∗(Gs(Q)) is also simple.
Let π ∶ Cc(Gs(Q)) → B(H) be an arbitrary faithful representation and let C∗π(Gs(Q)) be
the completion of π(Cc(Gs(Q))) in B(H). The C∗-algebra C∗π(Gs(Q)) is isomorphic to a
quotient of C∗(Gs(Q)), and from amenability and simplicity we obtain that C∗r (Gs(Q)) ≅
C∗π(Gs(Q)). This result can be extended to the case where the Smale space is irreducible,
using Smale’s Decomposition Theorem and [83, Section 2.5], and it should be clear that
it particularly holds for the fundamental representation ρs.
In many instances we can consider P = Q. However, later on it will be important to
choose P ≠ Q, so that Xh(P,Q) contains no periodic points. We will usually suppress the
notation of ρs and instead of writing ρs(a)ξ, for a ∈ Cc(Gs(Q)), ξ ∈ H , we will simply
write aξ.
Lemma 5.1.4 ([74, Lemma 3.3]). Suppose that V s(v,w,hs, η,N) is an open set as in
Theorem 5.1.1, and a ∈ Cc(Gs(Q)) with supp(a) ⊂ V s(v,w,hs, η,N). Then for every
x ∈Xh(P,Q) we have
aδx = a(hs(x), x)δhs(x),
if x ∈Xu(w,η), and aδx = 0, otherwise.
We now move on to construct the stable Ruelle algebra which is given as a crossed
product of S(Q) by the integers. The homeomorphism ϕ induces the automorphism
Φ = ϕ × ϕ on Gs(Q), which yields the automorphism αs of Cc(Gs(Q)) given by
αs(f) = f ○Φ−1. (5.1.17)
By continuity, αs extends on S(Q). For a ∈ Cc(Gs(Q)) with supp(a) ⊂ V s(v,w,hs, η,N)
and x ∈Xh(P,Q) such that hs(ϕ−1(x)) is defined, we have
αs(a)δx = a(hs ○ ϕ−1(x), ϕ−1(x))δϕ○hs○ϕ−1(x). (5.1.18)
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Moreover, the homeomorphism ϕ induces the unitary u on H given by uδx = δϕ(x).
Then, in [133, Lemma 3.3.1] it is proved that αs is inner, meaning that αs(a) = uau∗,
for every a ∈ S(Q), and hence we can form the crossed product S(Q) ⋊αs Z. The Ruelle
algebras for Gu(P ) and Gh are constructed as above. One simply has to change the
notation wherever is needed. We summarise the notation in the following definition.
Definition 5.1.5. The stable, unstable and homoclinic C∗-algebras will be denoted by
S(Q), U(P ) and H, respectively. Also, the stable, unstable and homoclinic Ruelle algebras
are
Rs(Q) = S(Q) ⋊αs Z,
Ru(P ) = U(P ) ⋊αu Z,
Rh = H ⋊αh Z.
Remark 5.1.6. Following [135], the Ruelle algebra Rs(Q) encodes the dynamical sys-
tem (S(Q),Z, αs). It is defined by first considering the complex ∗-algebra Cc(Z,S(Q))
equipped with the αs-twisted convolution and involution




The ∗-algebra Cc(Z,S(Q)) can be represented by covariant representations (π,U), that
is, representations π ∶ S(Q) → B(H) and unitary representations U ∶ Z → B(H) such that
π(αs(a)) = Uπ(a)U∗, for every a ∈ S(Q). More precisely, every covariant representation




which is called the integrated form of (π,U). Then, the Ruelle algebra Rs(Q) is the
completion of Cc(Z,S(Q)) with respect to the norm
∥f∥ = sup(π,U) ∥π ⋊U(f)∥,
where the supremum is taken over all covariant representations (π,U) of (S(Q),Z, αs). We
consider Cc(Z,S(Q)) as a ∗-subalgebra of Rs(Q). Also, for every covariant representation
of (S(Q),Z, αs), its integrated form produces a representation of Rs(Q) [135, Prop. 2.39].
Moreover, an element f ∈ Cc(Z,S(Q)) is often written as ∑n∈Z f(n)n. Later on, it will
be (notationally) convenient to abuse this notation a bit and instead write ∑n∈Z f(n)un,
which corresponds only to the integrated form id⋊U , where U(1) = u. Also, when proving
results about Rs(Q) we will often prove them on generators of the form aun, where
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a ∈ S(Q), and the results will follow from linearity and continuity. Finally, if A is an
αs-invariant ∗-subalgebra of S(Q), that is αs(A) = A, then Cc(Z,A) is also a ∗-subalgebra
of Cc(Z,S(Q)). With the aforementioned notational convention, the algebra Cc(Z,A)
will often be denoted by A ⋊αs,alg Z, that is, finite sums of the form ∑n∈Z f(n)un, where
f(n) ∈ A.
As we mentioned earlier, for any choice of Q and P , the stable and unstable (Ruelle)
algebras are strongly Morita equivalent to the ones in [108]. Since they are also C∗-stable
(see [36, Theorem A.2] and [68, Corollary 4.5]), it follows that, for any two periodic orbits
Q and Q′, we have S(Q) ≅ S(Q′) and Rs(Q) ≅ Rs(Q′). The same holds for the unstable
(Ruelle) algebras. Nevertheless, we will keep the notation Q and P to indicate that these
algebras are represented on H = `2(Xh(P,Q)).
It is worthwhile mentioning that all the algebras of Definition 5.1.5 possess remarkable
properties that make them fit into Elliott’s classification program of simple, separable,
nuclear C∗-algebras, see [44,114]. Let us present a few of them, which are additional to
the C∗-stability of the stable and unstable (Ruelle) algebras.
First of all, they are all separable, nuclear and satisfy the UCT [109]. The homoclinic
algebra H is unital, quasidiagonal [34, Corollary 4.4] and has finite nuclear dimension, see
[34, Corollary 3.8]. Similarly, the C∗-algebras S(Q), U(P ) have finite nuclear dimension
[34, Corollary 3.8]. Recently, it was proved that they are quasidiagonal [32]. The main idea
of the proof was to show that S(Q) and U(P ) have non-zero projections. Then, using the
following Theorem, which we also need for the sequel, and the fact that quasidiagonality
is preserved under tensoring with the compacts and passing to subalgebras, the result
follows.
Theorem 5.1.7 ([108, Theorem 3.1]). The C∗-algebras H and S(Q)⊗U(P ) are strongly
Morita equivalent.
If (X,ϕ) is mixing, the algebras S(Q), U(P ) and H are simple and have unique traces
given by integrating against the Bowen measure, see [108, Theorem 3.3]. The traces on
S(Q), U(P ) are unbounded while the trace on H is a state.
Moving now to Ruelle algebras, the properties of Rh are similar. More precisely, it is
quasidiagonal, with a unique tracial state, and of finite nuclear dimension [35, Theorem
6.2]. However, the other Ruelle algebras are very different. While Rs(Q) and Ru(P ) are
Z-stable (see [35, Corollary 6.4]), they are simple and purely infinite, see [109]. As a result,
they can be classified up to isomorphism by their K-theory, see [103]. Moreover, Rs(Q) is
Spanier-Whitehead K-dual to Ru(P ) [74]. It is interesting to note that duality does not
seem to hold, in general, for S(Q) and U(P ). Before we give a reason for the latter fact,
let us present some prototype examples that come from zero, one and two-dimensional
Smale spaces.
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Example 5.1.8. For a topological Markov chain (ΣA, σA) (see Subsection 3.1.2), its stable,
unstable and homoclinic algebras are approximately finite dimensional [106, Section 8.5].
Moreover, the stable and unstable Ruelle algebras are C∗-stably isomorphic to the Cuntz-
Krieger algebras OA and OAt, respectively, see [31, Theorem 3.8]. This is why Ruelle
algebras are thought as higher dimensional analogues of Cuntz-Krieger algebras.
Example 5.1.9. Another example comes from the dyadic solenoid (T̂, ĝ) which is the
stationary inverse limit associated to the map g ∶ T→ T given by g(z) = z2, see Subsection
(3.1.4). The projection on the 0-th coordinate p ∶ T̂→ T defines a fibre bundle, with fibres
homeomorphic to the Cantor space Σ, and commutes with the dynamics in the sense that
p○ ĝ = g○p. Let D = {e2πik2−n ∶ k ∈ Z, n ∈ N} ⊂ T be the dyadic roots of unity. Then, one can
immediately see that two points x, y ∈ T̂ are stably equivalent if and only if p(x) = p(y)a,
for some a ∈D. Consequently, we have that
C∗r (Gs) ≅ (C(T)⊗K(L2(Σ))) ⋊D ≅ (C(T) ⋊D)⊗K(L2(Σ)).
The unstable algebra is more interesting. First, one observes that there is a flow F on T̂
defined by p○Ft(x) = e2πitp(x). Then, since the orbits of the flow are the global unstable sets
of (T̂, ĝ), it follows that C∗r (Gu) ≅ C(T̂)⋊FR. Further, the flow has a natural cross-section
p−1(1) ≅ Σ, and the first return map F1 is the so-called 2∞-odometer. Then, C(T̂) ⋊F R
is strongly Morita equivalent to C(Σ) ⋊F1 Z (see [138, Lemma 3.3]), which by Fourier
transform, is isomorphic to C(T)⋊D. To summarise, for any choice of Q and P , it holds
that
S(Q) ≅ U(P ) ≅ C(T̂) ⋊F R. (5.1.19)
Example 5.1.10. The stable and unstable C∗-algebras of hyperbolic toral automorphisms
are C∗-stably isomorphic to irrational rotation algebras [29, Section 6]. Specifically, for









the unstable groupoid Gu is exactly the Kronecker foliation of the differential equation
dx = θdy, where θ = (1 +
√
5)/2. This is because (θ,1) is the eigenvector of the eigenvalue
θ2 > 1. Consequently, for any choice of Q and P , the unstable algebra U(P ) is C∗-stably
isomorphic to the irrational rotation algebra Aθ. Similarly, the stable algebra S(Q) is
C∗-stably isomorphic to A−θ−1. Note that here S(Q) ≅ U(P ).
Returning to the duality issue, a Spanier-Whitehead duality between S(Q) and U(P )
would imply that the K-theory of any of the two algebras is isomorphic to the K-homology
of the other, maybe with a degree shift. However, for the stable and unstable algebras of
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the full 2-shift this is not possible. More precisely, both algebras are C∗-stably isomor-
phic to the CAR-algebra A, and it is well-known that K0(A) ≅ Z[1/2], K1(A) = 0, while
K0(A) = 0 and K1(A) = Ẑ2/Z, where Ẑ2 is the uncountable group of 2-adic numbers, see
[63]. Similarly, we cannot have duality between the stable and unstable algebras of the
2∞-solenoid. In fact, if they were dual, each one would be a Poincaré duality algebra.
However, from the isomorphism (5.1.19), Connes-Thom isomorphism [14, Section 19.3],
and the calculations in [138, Example 4.9] and [75, Proposition 6.6], we have that
K0(S(Q)) ≅ K1(C(T̂)) ≅ Z[1/2]
K1(S(Q)) ≅ K0(C(T̂)) ≅ Z
K0(S(Q)) ≅ K1(C(T̂)) ≅ Ẑ2/Z
K1(S(Q)) ≅ K0(C(T̂)) ≅ 0.
(5.1.20)
Nevertheless, for hyperbolic toral automorphisms, the algebras S(Q) and U(P ) are Spanier-
Whitehead K-dual, and in fact, each one is a Poincaré duality algebra [28, Chapter VI].
It would be interesting to know for which Smale spaces the stable and unstable algebras
are Spanier-Whitehead K-dual.
5.2 KPW-extension class and the K-duality of Ruelle
algebras
We begin by stating the main result of Kaminker, Putnam and Whittaker on Spanier-
Whitehead K-duality of Ruelle algebras. Then, we give a detailed exposition since it will
be heavily used in the sequel. Let (X,ϕ) be an irreducible Smale space with periodic
orbits Q and P . For a reason that will soon be clarified, we assume that Q ∩ P = ∅, and
hence Xh(P,Q) has no periodic points.
Theorem 5.2.1 ([74]). For every irreducible Smale space with periodic orbits Q and P ,
the Ruelle algebras Rs(Q) and Ru(P ) are Spanier-Whitehead K-dual. Moreover, if the
K-theory groups of S(Q) or U(P ) have finite rank, then Rs(Q) ≅Ru(P ) and consequently,
both Ruelle algebras are Poincaré duality algebras.
Their work, philosophically, builds on a previous result of Kaminker and Putnam [73]
who proved that, the Cuntz-Krieger algebra OA is Spanier-Whitehead K-dual to OAt , if
A is an irreducible matrix. However, there are considerable differences between the two
approaches. The main reason is that, for the Cuntz-Krieger algebras, one can use the fact
that they are quotients of Toeplitz algebras that admit representations on Fock spaces,
while for general Ruelle algebras this is not true.
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5.2.1 K-theory duality class
We now describe the K-theory duality class ∆̂ ∈ KK1(C,Rs(Q) ⊗ Ru(P )). The main
idea is to construct a ∗-homomorphism δ̂ ∶ C0(R) → Rs(Q) ⊗Ru(P ) whose class [δ̂] in
KK0(C0(R),Rs(Q)⊗Ru(P )) corresponds to the desired ∆̂, under Bott periodicity. The
canonical way to construct δ̂ is by first defining a partial isometry W ∈ Rs(Q) ⊗Ru(P )
such that W ∗W =WW ∗. In our case, the partial isometry W is the twist of a projection
in S(Q) ⊗ U(P ) whose class in K0(S(Q) ⊗ U(P )) corresponds to the K-theory class of
the unit in H, via strong Morita equivalence, see Theorem 5.1.7. The Morita equivalence
bimodule is explicitly described in [32, Section 2.6]. Then, forming the ∗-homomorphism
C(T) → Rs(Q) ⊗Ru(P ) given by z ↦ W , and restricting it on C0(R) ≅ C∗(z − 1), we
obtain δ̂ as the ∗-homomorphism that maps z − 1 to W −W ∗W .
The next concept provides the framework to construct the projection in S(Q)⊗U(P ).
First, recall the definition of 0 < ε′X ≤ εX/2 from (3.1.5).
Definition 5.2.2 ([74, Def. 5.1]). Suppose that F = {f1, . . . , fK} are continuous, non-
negative functions on X and G = {g1, . . . , gK} is a subset of Xh(P,Q). For any 0 < ε ≤ ε′X ,
we say that (F ,G) is an ε-partition of X if
(1) the squares of the functions in F form a partition of unity in C(X);
(2) the elements of G are distinct;
(3) the support of fk is contained in B(gk, ε/2), for each 1 ≤ k ≤K.
A straightforward compactness argument gives the following lemma.
Lemma 5.2.3 ([74, Lemma 5.2]). There exists an ε′X-partition (F ,G) of X such that
(F ○ ϕ−1, ϕ(G)) = ({fk ○ ϕ−1 ∶ 1 ≤ k ≤K},{ϕ(gk) ∶ 1 ≤ k ≤K})
is also an ε′X-partition of X. Moreover, G can be chosen so that G ∩ ϕ(G) = ∅.
For 0 < ε ≤ ε′X , let (F ,G) be an ε-partition and define the function pG on the groupoid
Gs(Q) ×Gu(P ) by setting, for (x,x′) ∈ Gs(Q) and (y, y′) ∈ Gu(P ),
pG((x,x′), (y, y′)) = fi([x, y])fj([x′, y′]), (5.2.1)
whenever x ∈ Xu(gi, ε), y ∈ Xs(gi, ε), x′ ∈ Xu(gj, ε), y′ ∈ Xs(gj, ε) and [x, y] = [x′, y′],
and to be zero otherwise. This is well-defined because, if such a pair i, j exists, for some
(x,x′), (y, y′), then it is unique since gi = [y, x] and gj = [y′, x′].
CHAPTER 5. SMALE SPACE C∗-ALGEBRAS 104
The next lemma describes pG as a projection on H ⊗H , where H = `2(Xh(P,Q)).
We will make the standard convention that the bracket map returns the empty set for
points x, y with d(x, y) > εX and that, the Dirac delta function on the empty set returns
zero. Also, any function on the empty set is zero. Recall the unitary u ∈ B(H ) given by
uδx = δϕ(x). The next lemma follows from Lemma 5.3, Lemma 5.4 and Lemma 5.5 of [74].
Lemma 5.2.4 ([74]). For 0 < ε ≤ ε′X , let (F ,G) be an ε-partition. Then it holds that,
(1) pG ∈ S(Q)⊗ U(P );
(2) for x, z ∈Xh(P,Q),




fi([x, z])δ[x,gi] ⊗ δ[gi,z],
if there is some 1 ≤ k ≤K such that, x ∈Xu(gk, ε), z ∈Xs(gk, ε), and is zero if there
is no such k. (If there is such k then it is unique);
(3) pG is a projection.
If ε is chosen small enough, so that (F ○ ϕ−1, ϕ(G)) is an ε′X-partition, then
(4) (u⊗ u)pG(u∗ ⊗ u∗) = pϕ(G).
In order to create the partial isometry W ∈ Rs(Q) ⊗Ru(P ) with W ∗W = WW ∗, we
proceed as follows. Using Lemma 5.2.3 we can find an ε′X-partition (F ,G) such that,
(F ○ ϕ−1, ϕ(G)) is also an ε′X-partition and G ∩ ϕ(G) = ∅. For 0 ≤ s ≤ 1, consider
Fs = {(1 − s)
1




2f1 ○ ϕ−1, . . . , s
1
2fK ○ ϕ−1}, (5.2.2)
and the set of points
Gs = {g1, . . . , gK , ϕ(g1), . . . , ϕ(gK)}. (5.2.3)
Each pair (Fs,Gs) is an ε′X-partition that gives rise to the projection pGs . Then from
Lemma 5.2.4 we have that
(i) pGs is a path of projections in S(Q)⊗ U(P );
(ii) pG0 = pG;
(iii) pG1 = pϕ(G).
As a result, pG and pϕ(G) are homotopic, and hence, there is a partial isometry w in
S(Q)⊗ U(P ) such that w∗w = pG and ww∗ = pϕ(G), see [131, Proposition 5.2.10]. Let now
W = (u⊗ u)pGw∗ ∈Rs(Q)⊗Ru(P ), and from Lemma 5.2.4 we get W ∗W =WW ∗ = pϕ(G).
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Definition 5.2.5 ([74, Def. 5.6]). The K-theory duality class ∆̂ ∈ KK1(C,Rs(Q)⊗Ru(P ))
is defined as [β] ⊗C0(R) [δ̂], where [β] ∈ KK1(C,C0(R)) is the Bott-class and [δ̂] in
KK(C0(R),Rs(Q)⊗Ru(P )) is given by the ∗-homomorphism δ̂ ∶ C0(R)→Rs(Q)⊗Ru(P ),
δ̂(z − 1) =W −W ∗W,
where W = (u⊗ u)pGw∗.
5.2.2 KPW-extension class
We now present the K-homology duality class which, together with the K-theory duality
class ∆̂ of Subsection 5.2.1, gives Theorem 5.2.1 of Kaminker, Putnam and Whittaker.
This class is actually constructed as an extension class [τ∆] ∈ Ext(Rs(Q)⊗Ru(P )) which,
due to nuclearity, can be realised by an abstractly defined ∆ ∈ KK1(Rs(Q)⊗Ru(P ),C).
A central aim of this thesis is about finding a concrete Fredholm module representative of
∆. This is studied in Sections 7.1 and 7.2.
As we saw in Subsection 5.2.1, the construction of the K-theory duality class makes
use of the bracket map on Smale spaces. The bracket map axiomatises transversality, and
it is not enough to construct the extension τ∆. One also needs to use the expanding and
contracting nature of the dynamics. The main strategy is to find two representations of
Rs(Q) and Ru(P ) which commute modulo compacts, and then, their product will give
the extension τ∆. This requires a series of lemmas.
Recall, the notation of the open sets of Theorem 5.1.1 that define the étale topology
on Gs(Q) and Gu(P ). A first consequence of transversality is the following lemma. Its
proof is straightforward, and therefore, is omitted.
Lemma 5.2.6 ([74, Lemma 6.1]). For every a ∈ Cc(Gs(Q)), b ∈ Cc(Gu(P )) with supports
supp(a) ⊂ V s(v,w,hs, η,N) and supp(b) ⊂ V u(v′,w′, hu, η′,N ′), it holds that rank(ab) and
rank(ba) are at most one. Consequently, for every a ∈ S(Q), b ∈ U(P ) we have that the
products ab, ba ∈ K(H ).
Using the expanding and contracting nature of the dynamics, together with the fact
that Q ∩ P = ∅, we have the following. We include the proof for completeness.
Lemma 5.2.7 ([74, Lemma 6.2]). For every a ∈ Cc(Gs(Q)), b ∈ Cc(Gu(P )) with supports
supp(a) ⊂ V s(v,w,hs, η,N) and supp(b) ⊂ V u(v′,w′, hu, η′,N ′), there is M ∈ N such that,




s (a)b = 0 and limn→+∞ bα
−n
s (a) = 0.
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Proof. Following the notation of the statement, we will show that there is some M ∈ N
such that α−ns (a)b = 0, for every n ≥M . For each n ∈ N, we have that
α−ns (a)bδx = a(hs ○ ϕn ○ hu(x), ϕn ○ hu(x))b(hu(x), x)δϕ−n○hs○ϕn○hu(x),
if x ∈ Xs(w′, η′) and hu(x) ∈ ϕ−n(Xu(w,η)), and zero otherwise. So, in the case we have
α−ns (a)bδx ≠ 0, in particular, it holds that
hu(x) ∈Xu(ϕ−n(w), λ−nX η) ∩Xs(v′, εX/2).
Since Q ∩Xs(P ) = ∅, v′ ∈ Xs(P ), there is ε > 0 so that Xu(Q,ε) ∩Xs(v′, εX/2) = ∅.
Let M ∈ N so that Xu(ϕ−n(w), λ−nX η) ⊂Xu(Q,ε), for every n ≥M . Then, for every n ≥M
we have that α−ns (a)b = 0. Similarly, we can prove that bα−ns (a) = 0, for n big enough.
Finally, by considering linear combinations and norm limits we obtain the general result
for a ∈ S(Q), b ∈ U(P ).
The next lemma plays a prominent role in the construction of τ∆. In Subsection 6.2.2
we provide a refined version of it, and therefore, we postpone its proof until then.








s (a)α−nu (b) − α−nu (b)αns (a)∥ = 0.






where a ∈ S(Q), u is the unitary given by uδx = δϕ(x), and B is the left bilateral shift given





for b ∈ U(P ). It is straightforward to show that both representations are covariant, and
from [100, Theorem 7.7.5] we have that they are faithful (but this also follows since
the C∗-algebras are simple). Also, with this representation of Ru(P ), the commutators
[ρs(a), ρu(u)], [ρu(b), ρs(u)] and [ρs(u), ρu(u)] are zero. Therefore, from Lemmas 5.2.6,
5.2.7 and 5.2.8, we obtain the following.
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Lemma 5.2.9. The C∗-algebras ρs(Rs(Q)) and ρu(Ru(P )) commute modulo compact
operators on H ⊗ `2(Z).
As a result, since the Ruelle algebras are nuclear, we can form the extension (or rather
the Busby invariant) τ∆ ∶ Rs(Q) ⊗Ru(P ) → Q(H ⊗ `2(Z)) given on elementary tensors
(and generators of each factor) by
τ∆(auj ⊗ buj
′) = (ρs ⋅ ρu)(auj ⊗ buj
′) +K(H ⊗ `2(Z))
= (∑
n∈Z
αns (a)⊗ en,n)(1⊗Bj)(b⊗ 1)(uj









′ ⊗ en,n+j−j′ +K(H ⊗ `2(Z))
(5.2.6)
where a ∈ S(Q), b ∈ U(P ), j, j′ ∈ Z, and en,m are matrix units. Since (X,ϕ) is irreducible,
Rs(Q)⊗Ru(P ) is simple. Therefore, in order to prove that τ∆ is not the zero extension,
it suffices to show that there is some x ∈Rs(Q)⊗Ru(P ) such that τ∆(x) is not zero. This
follows from the next lemma.
Lemma 5.2.10 ([133, Lemma 4.4.13]). There are a ∈ S(Q) and b ∈ U(P ) such that the
operator ρs(a)ρu(b) is not compact.
The extension τ∆ can also be constructed as follows. Let E be the C∗-algebra generated
by ρs(Rs(Q)), ρu(Ru(P )) and K(H ⊗`2(Z)). Note that neither ρs(Rs(Q)) or ρu(Ru(P ))
contain non-zero compact operators. Consequently, from Lemma 5.2.9, it holds that
E/K(H ⊗ `2(Z)) ≅Rs(Q)⊗Ru(P ). (5.2.7)
Definition 5.2.11 ([74, Def. 6.6]). The KPW-extension class is represented by the KPW-
extension
0→ K(H ⊗ `2(Z))→ E →Rs(Q)⊗Ru(P )→ 0,
or equivalently, by its Busby invariant τ∆ ∶Rs(Q)⊗Ru(P )→ Q(H ⊗ `2(Z)) (5.2.6). The





This chapter is the noncommutative analogue of Chapter 3. We begin by constructing
metrics on the (étale) Smale space groupoids (Theorem 6.1.4), using the Alexandroff-
Urysohn-Frink Metrisation Theorem. These groupoid metrics are compatible with the
étale topologies of the groupoids and make the range and source maps locally bi-Lipschitz,
and the Smale space homeomorphism (on the groupoid level) bi-Lipschitz. Then, we show
how to construct Lipschitz ∗-algebras on general étale groupoids and use this (together
with the aforementioned groupoid metrics) to construct dense Lipschitz ∗-subalgebras of
the stable and unstable Ruelle algebras (Propositions 6.2.6 and 6.2.7). Finally, we prove
that these Lipschitz subalgebras can be enlarged to holomorphically stable ∗-subalgebras
on which every C∗-algebraic extension of the Ruelle algebras, by the compacts, reduces
to an algebraic extension by a Schatten p-ideal (Corollaries 6.2.19 and 6.2.21). The value
p > 0 is related with the topological entropy and the λ-number of the Smale space, a
topological invariant for Smale spaces built from self-similar metrics (Definition 6.1.16).
In this last step we also make use of the K-duality of Kaminker, Putnam and Whittaker.
6.1 Metrisation of Smale space groupoids
Our aim is to construct metrics of dynamic nature on the stable and unstable groupoids
of Smale spaces. This is an important step in studying the smoothness of Ruelle algebras,
since these groupoid metrics will be designed to yield Lipschitz algebras on which the
extensions of Ruelle algebras are uniformly smooth, as we will see in Section 6.2. An
essential point in our metrisation approach is that, given a Smale space, its groupoids do
not actually depend on the Smale space metric. This is studied in Subsection 6.1.1. In
Subsection 6.1.2, we construct families of metrics for the stable and unstable groupoids,
for which the groupoid automorphisms (5.1.18) and the groupoid inversion maps become
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bi-Lipschitz, and the groupoid range and source maps become locally bi-Lipschitz. For
these metrics, we also give concrete distance estimates, see Proposition 6.1.15. Finally, in
Subsection 6.1.4 we present an alternative family of metrics specifically constructed for the
stable and unstable groupoids of topological Markov chains. They have all the properties
of the general metrics of Subsection 6.1.2, but they are more tractable.
The so-called Birkhoff-Kakutani Theorem (see [82, Chapter 6]) is a metrisation tool
for topological groups. It requires a countable neighbourhood basis of the unit element
and, of course, the group to be Hausdorff. Therefore, on the groupoid level one could
try and imitate the above theorem by considering neighbourhoods of the unit space of the
groupoid. However, the Smale space groupoids are by no means close to being groups. Our
metrisation tool is the quite powerful Alexandroff-Urysohn-Frink Theorem 6.1.6. Let G
denote the stable or unstable groupoid. The main utility of Theorem 6.1.6 lies in building
a tractable uniform structure (see [82, Chapter 6]) on G by considering countably many
neighbourhoods of the diagonal of G in G×G. The corresponding uniform structure should
also generate the étale (Hausdorff) topology on G, thus giving a compatible metric on G.
Let (X,d,ϕ) be an irreducible Smale space with constants εX > 0 and λX > 1. Fix two
periodic orbits Q and P and recall the basis sets of Theorem 5.1.1 that generate the étale
topologies on the stable and unstable groupoids Gs(Q) and Gu(P ).
6.1.1 Dependence of groupoids on Smale space metric
First we should investigate the algebraic and topological dependence of the groupoids
Gs(Q) and Gu(P ) on the Smale space metric d. Let Md(X) be the collection of all
metrics d′ on X inducing the same topology with d. We introduce the collection of
hyperbolic metrics
hMd(X,ϕ) = {d′ ∈Md(X) ∶ (X,d′, ϕ) is a Smale space}, (6.1.1)
and its sub-collection of self-similar hyperbolic metrics
sMd(X,ϕ) = {d′ ∈Md(X) ∶ (X,d′, ϕ) is a self-similar Smale space}. (6.1.2)
It always holds that sMd(X,ϕ) ≠ ∅ (see Lemma 3.1.16) and in fact, if d′ ∈ sMd(X,ϕ), then
for every 0 < α ≤ 1, the metric (d′)α ∈ sMd(X,ϕ).
Recall now that for x ∈X, its global stable set is
Xs(x) = {y ∈X ∶ lim
n→+∞d(ϕ
n(x), ϕn(y)) = 0}.
SinceX is compact, for any d1, d2 ∈Md(X), the identity map (X,d1)→ (X,d2) is uniformly
continuous. Consequently, the set Xs(x) can be given in terms of any metric in Md(X).
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Of course, the same holds for the global unstable sets, and therefore, the stable and
unstable (algebraic) groupoids Gs(Q) and Gu(P ) can equivalently be given by any metric
in Md(X).
On the other hand, the dependence of the (topological) groupoids Gs(Q) and Gu(P )
on d is a bit more subtle. First of all, the bases inducing the étale topologies, formed by
the basis sets of Theorem 5.1.1, depend on the metric d and the fact that d is hyperbolic.
More precisely, consider any d′ ∈ hMd(X,ϕ). Since Gs(Q) and Gu(P ) are algebraically
independent of the choice of metric in hMd(X,ϕ), Theorem 5.1.1 can be applied to the
Smale space (X,d′, ϕ) and yield topological bases
Bs(Q,d′) and Bu(P, d′) (6.1.3)
for Gs(Q) and Gu(P ), respectively. Denote by T s(Q,d′) and T u(P, d′) the corresponding
étale topologies. If d1 ≠ d2 ∈ hMd(X,ϕ), even though Bs(Q,d1) and Bu(P, d1) might differ
from Bs(Q,d2) and Bu(P, d2), we have the following natural result.
Proposition 6.1.1. The algebraic structure of Gs(Q) and Gu(P ) can be given by any
metric in Md(X). Further, their étale topologies can be given by any metric in hMd(X,ϕ).
Specifically, for any two metrics d1, d2 ∈ hMd(X,ϕ), it holds that T s(Q,d1) = T s(Q,d2)
and T u(P, d1) = T u(P, d2).
Proof. The part about the algebraic structure of the groupoids has already been proved.
For the topological part we shall only consider Gs(Q), since the proof for Gu(P ) is similar.
Let d1, d2 ∈ hMd(X,ϕ). In what follows we highlight the dependence on the metrics,
wherever appropriate.
It is useful to first look at the topology of the unit space Xu(Q). We begin by claiming





Note that it suffices to check it for all 0 < ε1 ≤ ε′X,d1 , see (3.1.5) for the definition of
ε′X,d1 ≤ εX,d1/2. Fix such y and ε1, and from [106, Lemma 4.1.5] we have
Xud1(y, ε1) = {z ∈X ∶ d1(ϕ




Similarly, for every 0 < ε2 ≤ ε′X,d2 we have X
u
d2
(y, ε2) = ⋂n≥0ϕn(Bd2(ϕ−n(y), ε2)). The claim
follows since the identity map (X,d2) → (X,d1) is uniformly continuous, and hence we
can find ε2 ∈ (0, ε′X,d2) such that Bd2(z, ε2) ⊂ Bd1(z, ε1), for every z ∈X.
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Let x ∈X, and for every d′ ∈ hMd(X,ϕ), the collection of sets
{Xud′(y, ε) ∶ y ∈Xu(x), 0 < ε ≤ εX,d′} (6.1.5)
forms a basis of neighbourhood systems for a topology on Xu(x). Due to (6.1.4) all these
topologies coincide. In particular, the topology on Xu(Q) does not depend on the choice
of metric in hMd(X,ϕ).
We now pass on the groupoid level. Let (v,w) ∈ Gs(Q) and we aim to show that, for
every B1 ∈ Bs(Q,d1) containing (v,w), there is B2 ∈ Bs(Q,d2) such that (v,w) ∈ B2 ⊂ B1.




, ηd1 ,Nd1) ⊂ B1,








Since w ∈Xs(v), there is Nd2 ∈ N such that
ϕNd2(w) ∈Xsd2(ϕ
Nd2(v), ε′X,d2/2).




thus obtaining the basis set V sd2(v,w,h
s
d2




(w,ηd1)) is an open unstable neighbourhood of v, and the continuity of hsd2











This completes the proof.
Corollary 6.1.2. The algebraic structure of Gs(Q)⋊ϕZ, Gu(P )⋊ϕZ, Gh and Gh⋊ϕZ can
be given by any metric in Md(X). Moreover, their étale topologies can be given by any
metric in hMd(X,ϕ).
Proof. The étale topology on Gh is given by the basis sets of Theorem 5.1.2, which are built
from stable and unstable holonomy maps. Therefore, following the proof of Proposition
6.1.1, we can see that its algebraic structure can be given by any metric in Md(X), and
similarly, its topology by any metric in hMd(X,ϕ). Let now G be any of the Gs(Q), Gu(P )
and Gh, and consider the algebraic semi-direct product G ⋊ϕ Z. Again, the algebraic
structure of G ⋊ϕ Z is independent of the choice of metric in Md(X). Equip now Z with
the discrete topology and G×Z with the product topology. The topology on G⋊ϕZ is the
one transferred via the bijection G × Z → G ⋊ϕ Z, given by (x, y, n) ↦ (x,n,ϕn(y)). The
result follows.
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To summarise, the Smale space groupoids are independent of the choice of hyperbolic
metric in hMd(X,ϕ). As a result, one can freely choose a suitable hyperbolic metric to
work with. The only subtle point is that such metric will yield specific bases for the
étale topologies on the groupoids, and these bases are used to represent the Smale space
C∗-algebras, see Subsection 5.1.2.
In Subsection 6.1.2 we show that, for every d′ ∈ hMd(X,ϕ), the corresponding basis
Bs(Q,d′) for Gs(Q) yields a compatible metric Ds,d′ on Gs(Q). These metrics are of
dynamic nature and in fact, if d′ is chosen to be self-similar, we can form the Lipschitz
subalgebra of compactly supported functions
Lipc(Gs(Q),Ds,d′) ⊂ S(Q).
Moreover, in this case, the automorphism ϕ×ϕ of Gs(Q) becomes bi-Lipschitz, leading to
a well-defined algebraic crossed product
Lipc(Gs(Q),Ds,d′) ⋊αs,alg Z ⊂Rs(Q),
see (5.1.18) for the automorphism αs of S(Q). Similarly, for the unstable groupoid. All
these facts are studied in Subsection 6.2.2. Consequently, it should be clear that self-
similar hyperbolic metrics are the best behaved hyperbolic metrics.
Definition 6.1.3. Let d′ ∈ hMd(X,ϕ) andG be any of the aforementioned étale groupoids.
The d′-model of G is the construction of G from the Smale space (X,d′, ϕ).
6.1.2 Metrics and Lipschitz dynamics on Smale space groupoids
We are mainly interested in metrisingGs(Q) andGu(P ). Nonetheless, in a straightforward
manner, these metrics induce metrics on Gs(Q) ⋊ϕ Z, Gu(P ) ⋊ϕ Z, since the topologies
on the latter groupoids are given by the product topologies on Gs(Q) × Z, Gu(P ) × Z.
Using analogous methods, one can construct compatible metrics on Gh and Gh ⋊ϕ Z that
behave similarly with the metrics of Theorem 6.1.4. However, what follows is notationally
demanding, and therefore, we avoid performing similar computations for Gh and Gh ⋊ϕZ,
whose metric structure investigation is not needed in this thesis.
The groupoids Gs(Q), Gu(P ) are second countable, locally compact and Hausdorff,
and therefore, metrisable. The usual way to prove that such topological spaces are metris-
able is by showing that their one-point compactifications are metrisable, as we see in
[82, Chapter 4]. Unfortunately, the groupoid metrics constructed in this way are too
abstract for our purpose. Instead, we use the powerful metrisation tool of Alexandroff,
Urysohn and Frink [54]. The basic idea is to realise the (Hausdorff) topologies on Gs(Q)
and Gu(P ) as uniform topologies of uniform structures with countable bases, and use the
fact that such uniform topologies are generated by metrics.
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More precisely, for every d′ ∈ hMd(X,ϕ), using the étale topological bases Bs(Q,d′)
and Bu(P, d′), one can build compatible metrics Ds,d′ and Du,d′ for Gs(Q) and Gu(P ). In
particular, if d′ ∈ sMd(X,ϕ), we obtain the following nice result (Theorem 6.1.4), whose
proof is achieved as a combination of Lemmas 6.1.10, 6.1.11, 6.1.12 and 6.1.14. Before
stating the theorem, we should highlight a few basic facts and introduce some notation.
For simplicity, we consider only Gs(Q).
By i ∶ Gs(Q)→ Gs(Q) we denote the inversion map
i(x, y) = (y, x), (6.1.6)
and by r, s ∶ Gs(Q)→Xu(Q) we denote the range and source maps, defined as
r(x, y) = x, s(x, y) = y. (6.1.7)
In the sequel we will consider compatible metrics D, D̃ on Gs(Q), Xu(Q), respectively
(see (6.1.29), (6.1.33) and Lemma 6.1.14), for which r becomes locally bi-Lipschitz, that
is, for every a ∈ Gs(Q) there is `a > 0 and Λa ≥ 1 such that,
Λ−1a D(a, b) ≤ D̃(r(a), r(b)) ≤ ΛaD(a, b), (6.1.8)
for every b ∈ BD(a, `a). Similarly, for the map s. This should be no surprise, because for
every V ∈ B(Gs(Q)), where
B(Gs(Q)) = {W ⊂ Gs(Q) ∶W ∈ Bs(Q,d′), d′ ∈ hMd′(X,ϕ)}, (6.1.9)
it is not hard to show that the restrictions rV ∶ V → r(V ) and sV ∶ V → s(V ) are homeo-
morphisms, and therefore, the maps r, s are local homeomorphisms (note that j(Xu(Q))
is open is Gs(Q) since Gs(Q) is étale).
Theorem 6.1.4. For every metric d′ ∈ sMd(X,ϕ) there are compatible metrics Ds,d′ on
Gs(Q) and D̃s,d′ on Xu(Q) so that, with respect to these metrics,
(1) the groupoid automorphism Φ = ϕ × ϕ ∶ Gs(Q)→ Gs(Q) is bi-Lipschitz with
4−1Ds,d′(a, b) ≤Ds,d′(Φ(a),Φ(b)) ≤ 8Ds,d′(a, b),
for every a, b ∈ Gs(Q);
(2) the inversion map i is bi-Lipschitz, and for every basis set V ∈ B(Gs(Q)), the re-
strictions rV and sV of the range and source maps are bi-Lipschitz. Specifically, the
maps r, s are locally bi-Lipschitz.
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Similarly, for every d′ ∈ sMd(X,ϕ), there are compatible metrics Du,d′ on Gu(P ) and D̃u,d′
on Xs(P ) for which, the automorphism Φ = ϕ × ϕ ∶ Gu(P )→ Gu(P ) satisfies
4−1Du,d′(a, b) ≤Du,d′(Φ−1(a),Φ−1(b)) ≤ 8Du,d′(a, b),
for every a, b ∈ Gu(P ), the inversion map is bi-Lipschitz, and the restrictions of the range
and source maps on basis sets in B(Gu(P )) are also bi-Lipschitz.
Remark 6.1.5. Following Proposition 6.1.1, for every d1, d2 ∈ hMd(X,ϕ), the d1-model of
Gs(Q) is exactly the same with the d2-model of Gs(Q). They are just different ways to
construct Gs(Q). Nevertheless, for d′ ∈ hMd(X,ϕ), the metric Ds,d′ is better adapted to
the d′-model of Gs(Q).
There are several formulations of the Alexandroff-Urysohn-Frink Metrisation Theorem
[82, Chapter 6]. In our case it is best to use the one in [120, Theorem 2.4.1]. Before stating
it, if Z is a set, U is a cover of Z and z ∈ Z, let us denote the U -star of z by
st(z,U) =⋃{U ∈ U ∶ z ∈ U}. (6.1.10)
Theorem 6.1.6 (Alexandroff-Urysohn-Frink Metrisation Theorem). For a Hausdorff space
Z the following are equivalent.
(1) Z is metrisable.
(2) Z has a sequence of open covers (Un)n∈N such that,
(a) for each z ∈ Z, the sequence (st(z,Un))n∈N is a neighbourhood basis of z;
(b) for every U,U ′ ∈ Un+1, if U ∩ U ′ ≠ ∅ then there is some U ′′ ∈ Un such that
U ∪U ′ ⊂ U ′′.
(3) Each z ∈ Z has a neighbourhood basis (Vn(z))n∈N of open sets satisfying the condition
that, for every z ∈ Z and n ∈ N, there is some j(z, n) ≥ n so that, if y ∈ Z with
Vj(z,n)(z) ∩ Vj(z,n)(y) ≠ ∅, then Vj(z,n)(y) ⊂ Vn(z).
Sketch of proof. The direction (1)⇒(3) is straightforward. Assume that (3) holds. For
every z ∈ Z, set k(z,1) = 1, and for n ≥ 2 inductively define
k(z, n) = max{n, j(z, i) ∶ i = 1, . . . , k(z, n − 1)}. (6.1.11)






and it can be shown that the covers Un = {Un(z) ∶ z ∈ Z} form a sequence satisfying the
properties of part (2).
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Assume now that (Un)n∈N is a sequence of open covers of Z satisfying the conditions
of part (2). Then, it is possible to construct a metric that generates the topology on Z.
Let U0 = {Z} and for every y, z ∈ Z define
ρ(y, z) = inf{2−n ∶ there is U ∈ Un such that y, z ∈ U}. (6.1.13)
It is straightforward to show that ρ is a 2-quasimetric, that is, for every x, y, z ∈ Z it holds
(i) ρ(y, z) = 0 if and only if y = z;
(ii) ρ(y, z) = ρ(z, y);
(iii) ρ(x, y) ≤ 2 max{ρ(x, z), ρ(z, y)}.
An important property which can be proved by induction is that
(iv) for n ≥ 3 and for every z1, . . . , zn ∈ Z,





Using the quasimetric ρ we can define the metric dρ ∶ Z ×Z → [0,1] given by




ρ(zi, zi+1) ∶ n ∈ N, zi ∈ Z, z1 = y, zn = z}. (6.1.14)
Immediately, one can observe that dρ is symmetric and satisfies the triangle inequality.
From (iv) we have that ρ(y, z) ≤ 4dρ(y, z), and hence, if dρ(y, z) = 0, then y = z. For every
z ∈ Z, the metric dρ satisfies
st(z,Un+2) ⊂ Bdρ(z,2−n−2) ⊂ st(z,Un). (6.1.15)
Since for every z ∈ Z, the sequence (st(z,Un))n∈N is a neighbourhood basis of z, it follows
that dρ generates the topology on Z.
We aim to construct metrics on Gs(Q) and Gu(P ) by building neighbourhood bases
that satisfy condition (3) of Theorem 6.1.6. We consider only the stable groupoid Gs(Q),
since the exactly same method will work for the unstable one. To simplify the notation
we will denote the elements of Gs(Q) by a = (a1, a2), b = (b1, b2), c = (c1, c2) or e = (e1, e2).
Let d′ ∈ hMd(X,ϕ) be an arbitrary metric and consider the d′-model of Gs(Q). This
means all topological basis sets are in Bs(Q,d′), and all local stable and unstable sets, and
the homeomorphism ϕ, are defined and behave with respect to d′. However, in order to
keep the notation reasonably simple, we do not highlight the dependence on the metric
d′. In particular, the Smale space constants will be again denoted by εX > 0 and λX > 1,
instead of εX,d′ and λX,d′ .
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First of all, since ϕ is uniformly continuous on X, for every n ≥ 0, we can consider
ηn ∈ (0, εX/2] to be the supremum amongst all η ∈ (0, εX/2] such that ϕn(Xu(z,2η)) ⊂
cl(Xu(ϕn(z), ε′X/2)), for every z ∈ X, where the closure is taken in Xu(ϕn(z), εX). In
particular,
ϕn(Xu(z,2ηn)) ⊂ cl(Xu(ϕn(z), ε′X/2)) (6.1.16)
for every z ∈ X. The sequence (ηn)n≥0 is decreasing since, for every z ∈ X, we have
ϕn+1(Xu(z,2ηn+1)) ⊂ cl(Xu(ϕn+1(z), ε′X/2)) and hence
ϕn(Xu(z,2ηn+1)) ⊂ cl(Xu(ϕn(z), λ−1X ε′X/2)),
meaning that ηn+1 ≤ ηn. Also, one can observe that (ηn)n≥0 converges to zero.
Recall that the basis sets of the topology on Gs(Q) are denoted by V s(a, hs, η,N),
where
(i) N ∈ N is big enough so that
ϕN(a2) ∈Xs(ϕN(a1), ε′X/2);
(ii) η ∈ (0, εX/2] is small enough so that
ϕN(Xu(a2, η)) ⊂Xu(ϕN(a2), ε′X/2);
(iii) hs ∶Xu(a2, η)→Xu(a1, εX/2) is given by
hs(z) = ϕ−N[ϕN(z), ϕN(a1)].
For every a ∈ Gs(Q) we define Na ≥ 0 to be the first time that
ϕNa(a2) ∈Xs(ϕNa(a1), ε′X/2), (6.1.17)
and consider the sequences (Na,n)n≥0 and (ηa,n)n≥0 given by
Na,n = max{Na, n} and ηa,n = ηNa,n (6.1.18)
Then, define the holonomy map hsa,n ∶Xu(a2, ηa,n)→Xu(a1, εX/2) given by
hsa,n(z) = ϕ−Na,n[ϕNa,n(z), ϕNa,n(a1)], (6.1.19)
and consider the basis set
Vn(a) = V s(a, hsa,n, ηa,n,Na,n). (6.1.20)
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The above condition (ii) can be relaxed by considering the closure on the right-hand
side of the inclusion. Then, due to (6.1.16), each holonomy map hsa,n can be extended on
Xu(a2,2ηa,n).
Lemma 6.1.7. For a ∈ Gs(Q), the sequence of open sets (Vn(a))n≥0 forms a decreasing
neighbourhood basis of a.
Proof. Let a ∈ Gs(Q), we will show that if b ∈ Vn+1(a), then b ∈ Vn(a). Since Na,n+1 ≥ Na,n
it holds that ηa,n+1 ≤ ηa,n, hence b2 ∈ Xu(a2, ηa,n+1) ⊂ Xu(a2, ηa,n), meaning that b2 lies
in the domain of the holonomy map hsa,n. The claim follows because hsa,n(b2) = b1, where
b1 = hsa,n+1(b2) = ϕ−Na,n+1[ϕNa,n+1(b2), ϕNa,n+1(a1)].
Let V s(c, hs, η,N) be a basis set containing a ∈ Gs(Q). Choose n big enough such
that Na,n ≥ N and ηa,n is even smaller than η, so that Xu(a2, ηa,n) ⊂ Xu(c2, η). Then, it
holds that Vn(a) ⊂ V s(c, hs, η,N). Indeed, let b ∈ Vn(a) and we have that b2 ∈Xu(a2, ηa,n),
meaning that b2 lies in the domain of hs. It remains to show that hs(b2) = b1, where
b1 = hsa,n(b2) = ϕ−Na,n[ϕNa,n(b2), ϕNa,n(a1)]. For this we use the fact that
(i) ϕN(a1) ∈Xu(ϕN(c1), εX/2);
(ii) d′(ϕN+k(a1), ϕN+k(b2)) < εX , for all k ∈ {0, . . . ,Na,n −N}.
For part (i), observe that ϕN(a1) = [ϕN(a2), ϕN(c1)]. Since d′(ϕN(a2), ϕN(c2)) < ε′X/2
and d′(ϕN(c2), ϕN(c1)) < ε′X/2, we have that
[ϕN(a2), ϕN(c1)] ∈Xu(ϕN(c1), εX/2).
For part (ii), note that b2 ∈ Xu(a2, ηa,n) and hence ϕNa,n(b2) ∈ Xu(ϕNa,n(a2), ε′X/2).
Therefore, ϕN+k(b2) ∈ Xu(ϕN+k(a2), ε′X/2), for all k ∈ {0, . . . ,Na,n − N}. In addition,
ϕN(a1) ∈ Xs(ϕN(a2), εX/2), and as a result ϕN+k(a1) ∈ Xs(ϕN+k(a2), εX/2), for every
k ∈ {0, . . . ,Na,n −N}.
With conditions (i) and (ii) the following computations with the bracket map are well-
defined, that is,
hs(b2) = ϕ−N[ϕN(b2), ϕN(c1)]




This completes the proof.
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We now mimic the notation of part (3) of Theorem 6.1.6. For every a ∈ Gs(Q) and
n ≥ 0 define
j(a,n) = Na,n + ⌈logλX 3⌉, (6.1.21)
and observe that j(a,n) ≥ max{Na, n} + 1.
Lemma 6.1.8. For every a ∈ Gs(Q) and n ≥ 0, if b ∈ Gs(Q) with Vj(a,n)(a)∩Vj(a,n)(b) ≠ ∅,
then Vj(a,n)(b) ⊂ Vn(a).
Proof. Let n ≥ 0 and a, b ∈ Gs(Q) such that Vj(a,n)(a) ∩ Vj(a,n)(b) ≠ ∅. We have
Vj(a,n)(a) = V s(a, hsa,j(a,n), ηa,j(a,n),Na,j(a,n))
Vj(a,n)(b) = V s(b, hsb,j(a,n), ηb,j(a,n),Nb,j(a,n)).
Let c ∈ Vj(a,n)(a) ∩ Vj(a,n)(b) and e ∈ Vj(a,n)(b). We aim to show that
e ∈ Vn(a) = V s(a, hsa,n, ηa,n,Na,n).
We have that
e2 ∈Xu(b2, ηb,j(a,n)), c2 ∈Xu(b2, ηb,j(a,n)), c2 ∈Xu(a2, ηa,j(a,n)). (6.1.22)
In any case, it holds that
ηb,j(a,n) ≤ ηa,j(a,n). (6.1.23)
To check that (6.1.23) is true, first recall the decreasing sequence (ηn)n≥0 from (6.1.16).
Then, note that Na,j(a,n) = j(a,n) because j(a,n) > Na, hence ηa,j(a,n) = ηNa,j(a,n) = ηj(a,n),
where ηj(a,n) ≥ ηNb,j(a,n) = ηb,j(a,n).
From (6.1.22) and (6.1.23) we obtain that e2 ∈Xu(a2,3ηa,j(a,n)). We aim to show that
3ηa,j(a,n) ≤ ηa,n, and hence e2 ∈ Xu(a2, ηa,n), meaning that e2 lies in the domain of hsa,n.
Note that λ−⌈logλX 3⌉X ≤ 3−1, and by using (6.1.16) for ηa,j(a,n) = ηj(a,n), for every z ∈ X we
have
ϕNa,n(Xu(z,6ηa,j(a,n))) = ϕj(a,n)−⌈logλX 3⌉(Xu(z,6ηa,j(a,n)))




From the choice of ηa,n we obtain that 3ηa,j(a,n) ≤ ηa,n. It remains to show that hsa,n(e2) = e1,
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where
e1 = hsb,j(a,n)(e2) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ϕ−Nb[ϕNb(e2), ϕNb(b1)], if j(a,n) ≤ Nb
ϕ−j(a,n)[ϕj(a,n)(e2), ϕj(a,n)(b1)], if j(a,n) > Nb.
Assume that j(a,n) ≤ Nb, and thus Na,n < Nb. We will prove and use the following three
facts:
(i) ϕNa,n(c1) ∈Xu(ϕNa,n(a1), εX/2);
(ii) d′(ϕNa,n+k(e2), ϕNa,n+k(c1)) < εX , for all k ∈ {0, . . . ,Nb −Na,n};
(iii) ϕNb(c1) ∈Xu(ϕNb(b1), εX/2).
Part (i) follows since c ∈ Vj(a,n)(a), meaning that ϕj(a,n)(c1) ∈ Xu(ϕj(a,n)(a1), εX/2),
and hence ϕNa,n(c1) ∈ Xu(ϕNa,n(a1), εX/2). For part (ii), observe that c ∈ Vn(a). Then,
we have that ϕNa,n(c1) ∈Xs(ϕNa,n(c2), εX/2) and thus for all k ∈ {0, . . . ,Nb −Na,n},
ϕNa,n+k(c1) ∈Xs(ϕNa,n+k(c2), εX/2).
Also, since e2 ∈Xu(c2,2ηb,j(a,n)) we have ϕNb(e2) ∈ cl(Xu(ϕNb(c2), ε′X/2)), hence
ϕNa,n+k(e2) ∈ cl(Xu(ϕNa,n+k(c2), ε′X/2)),
for all k ∈ {0, . . . ,Nb −Na,n}. The claim for (ii) follows, and part (iii) is clear.
With conditions (i), (ii) and (iii) the following computations are well-defined,
hsa,n(e2) = ϕ−Na,n[ϕNa,n(e2), ϕNa,n(a1)]
= ϕ−Na,n[ϕNa,n(e2), [ϕNa,n(a1), ϕNa,n(c1)]]
= ϕ−Na,n[ϕNa,n(e2), ϕNa,n(c1)]
= ϕ−Nb[ϕNb(e2), ϕNb(c1)]
= ϕ−Nb[ϕNb(e2), [ϕNb(c1), ϕNb(b1)]]
= ϕ−Nb[ϕNb(e2), ϕNb(b1)].
The exactly same computations work for the case j(a,n) > Nb, where in the place of
Nb one has to put j(a,n). In any case, we obtain that e ∈ Vn(a) and this completes the
proof of the lemma.
Lemmas 6.1.7 and 6.1.8 imply that Gs(Q) satisfies condition (3) of Theorem 6.1.6.
Now, following the sketched proof of Theorem 6.1.6, we aim to construct a sequence
of open covers (U sn)n∈N satisfying condition (2). First of all, in order to be consistent
with Theorem 6.1.6, for every a ∈ Gs(Q) we consider the neighbourhood basis (Vn(a))n∈N
instead of (Vn(a))n≥0.
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For every a ∈ Gs(Q), set k(a,1) = 1, and inductively for n ≥ 2 define
k(a,n) = max{n, j(a, i) ∶ i = 1, . . . , k(a,n − 1)}. (6.1.24)






and since (Vn(a))n∈N is decreasing we have that Un(a) = Vk(a,n)(a). Then, the open covers
U sn = {Un(a) ∶ a ∈ Gs(Q)} (6.1.26)
form the desired sequence. The next lemma gives a precise definition of the covers U sn.
Lemma 6.1.9. For every a ∈ Gs(Q) and n ∈ N we have that
k(a,n + 1) = Na,1 + n⌈logλX 3⌉.
Proof. By definition we have that k(a,n + 1) = max{n + 1, j(a, i) ∶ i = 1, . . . , k(a,n)}. The
sequence (j(a,m))m∈N is increasing, hence k(a,n + 1) = max{n + 1, j(a, k(a,n))}. In fact,
it holds that
k(a,n + 1) = j(a, k(a,n)) (6.1.27)
because j(a, k(a,n)) ≥ j(a,n) = Na,n + ⌈logλX 3⌉ ≥ n + 1. To prove the lemma we will use
(6.1.27) and induction on n. For n = 1 we have
k(a,2) = j(a, k(a,1)) = j(a,1) = Na,1 + ⌈logλX 3⌉.
Assuming that k(a,n + 1) = Na,1 + n⌈logλX 3⌉, one has that
k(a,n + 2) = j(a, k(a,n + 1))
= Na,k(a,n+1) + ⌈logλX 3⌉
= k(a,n + 1) + ⌈logλX 3⌉
= Na,1 + (n + 1)⌈logλX 3⌉,
thus completing the induction.
As we mentioned before, in order not to overload, we simplified our notation and did
not highlight the dependence on the metric d′ ∈ hMd(X,ϕ). For this reason, the sequence
(U sn)n∈N should more appropriately be denoted as (U s,d
′
n )n∈N. Now, let U s,d
′
0 = {Gs(Q)} and
according to the proof of Theorem 6.1.6, the sequence (U s,d′n )n≥0 yields a 2-quasimetric on
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Gs(Q) given by
ρs,d′(a, b) = inf{2−n ∶ there is U ∈ U s,d
′
n such that a, b ∈ U}. (6.1.28)
This in turn gives the chain-metric Ds,d′ defined as




ρs,d′(ci, ci+1) ∶ n ∈ N, ci ∈ Gs(Q), c1 = a, cn = b}, (6.1.29)
which satisfies
4−1ρs,d′(a, b) ≤Ds,d′(a, b) ≤ ρs,d′(a, b) (6.1.30)
for every a, b ∈ Gs(Q). In fact, for every a ∈ Gs(Q) it holds that
st(a,U s,d′n+2) ⊂ BDs,d′(a,2−n−2) ⊂ st(a,U s,d
′
n ), (6.1.31)
and since the sequence (st(a,U s,d′n ))n≥0 is a neighbourhood basis, the metric Ds,d′ generates
the étale topology on Gs(Q). Let now j ∶ Xu(Q) → Gs(Q) be the units embedding given
by
j(x) = (x,x). (6.1.32)
The restriction of Ds,d′ on j(Xu(Q)) generates the relative topology on j(Xu(Q)), and
hence the pull-back metric D̃s,d′ ∶Xu(Q) ×Xu(Q)→ [0,1] given by
D̃s,d′(x, y) =Ds,d′(j(x), j(y)), (6.1.33)
generates the topology on Xu(Q). As a result, we have proved the following.
Lemma 6.1.10. For every d′ ∈ hMd(X,ϕ), the metrics Ds,d′ and Du,d′ induce the étale
topologies on Gs(Q) and Gu(P ). Moreover, the pull-back metrics D̃s,d′ and D̃u,d′ induce
the topologies of the units spaces Xu(Q) and Xs(P ), respectively.
We continue by showing that for self-similar hyperbolic metrics the groupoids admit
bi-Lipschitz dynamics. Again, we keep the notation to the minimum and when we work
with the d′-model of Gs(Q), where d′ ∈ hMd(X,ϕ), we do not indicate the dependence
of the Smale space constants and the local stable and unstable sets on d′. Also, the
homeomorphism ϕ behaves with respect to d′, and the basis sets of Gs(Q) are in Bs(Q,d′).
Nevertheless, we do highlight the dependence of the covers U s,d′n , the quasimetric ρs,d′ and
the metric Ds,d′ on d′. Before proceeding to the next lemma we should make the following
observation.
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Let d′ ∈ sMd(X,ϕ) and consider, for a moment, the d′-model of Gs(Q). Then, for every
0 < ε ≤ λ−1X εX and z ∈X, we have
ϕ(Xu(z, ε)) =Xu(ϕ(z), ελX). (6.1.34)
Consequently, for the sequence (ηn)n≥0 in (6.1.16) it holds that ηn = λ−nX ε′X/4. As a result,
for every a ∈ Gs(Q), the neighbourhood basis sets (6.1.20) corresponding to d′ are





Lemma 6.1.11. Let d′ ∈ sMd(X,ϕ) and consider the metric Ds,d′ on Gs(Q). Then, the
automorphism Φ = ϕ × ϕ ∶ (Gs(Q),Ds,d′)→ (Gs(Q),Ds,d′) is bi-Lipschitz with
4−1Ds,d′(a, b) ≤Ds,d′(Φ(a),Φ(b)) ≤ 8Ds,d′(a, b),
for every a, b ∈ Gs(Q). Similarly, for the metric Du,d′ on Gu(P ), the automorphism
Φ = ϕ × ϕ ∶ (Gu(P ),Du,d′)→ (Gu(P ),Du,d′) satisfies
4−1Du,d′(a, b) ≤Du,d′(Φ−1(a),Φ−1(b)) ≤ 8Du,d′(a, b),
for every a, b ∈ Gu(P ).
Proof. We will prove it only for the stable groupoid. Let d′ ∈ sMd(X,ϕ) and consider the
d′-model of Gs(Q) so that ϕ satisfies (6.1.34). Recall the quasimetric ρs,d′ in (6.1.28) and
we aim to show that, for every a, b ∈ Gs(Q), it holds
(i) ρs,d′(Φ−1(a),Φ−1(b)) ≤ ρs,d′(a, b);
(ii) ρs,d′(Φ−1(a),Φ−1(b)) ≥ 2−1ρs,d′(a, b).
Then, using the inequalities (6.1.30) we obtain the result. First we prove part (i). If
a = b, the statement is trivial. Also, since ρs,d′ is bounded by 1, if ρs,d′(a, b) = 1 then
ρs,d′(Φ−1(a),Φ−1(b)) ≤ ρs,d′(a, b).
Assume now that a ≠ b and ρs,d′(a, b) = 2−n, for some n ≥ 2 (the case n = 1 is treated
in the exactly same way, however we avoid to show it in an attempt to reduce notation).
There is c ∈ Gs(Q) such that a, b ∈ Un(c) ∈ U s,d
′
n . From (6.1.35) and since k(c, n) ≥ Nc
(note that n ≥ 2), we have that
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For simplicity, let us drop the notation of hs
c,k(c,n), since it is completely determined by
c, k(c, n) and λ−k(c,n)X ε′X/4. It is straightforward to see that
Φ−1(a),Φ−1(b) ∈ V s(Φ−1(c), λ−k(c,n)−1X ε′X/4, k(c, n) + 1).
One can observe that NΦ−1(c),1 ≤ Nc,1 + 1 and hence,
k(Φ−1(c), n) ≤ k(c, n) + 1.
Note that k(Φ−1(c), n) ≥ NΦ−1(c), and we have












Consequently, it holds that ρs,d′(Φ−1(a),Φ−1(b)) ≤ 2−n = ρs,d′(a, b), and this completes the
proof of part (i).
To prove part (ii) suppose that ρs,d′(a, b) = 2−n, for some n ≥ 0. The claim is that
ρs,d′(Φ−1(a),Φ−1(b)) ≥ 2−n−1. Assume to the contrary that
ρs,d′(Φ−1(a),Φ−1(b)) ≤ 2−n−2.
Then, there is some c ∈ Gs(Q) such that Φ−1(a),Φ−1(b) ∈ Un+2(c) = Vk(c,n+2)(c), where
Vk(c,n+2)(c) = V s(c, λ−k(c,n+2)X ε′X/4, k(c, n + 2)).
One can immediately see that
a, b ∈ V s(Φ(c), λ−k(c,n+2)+1X ε′X/4, k(c, n + 2) − 1).
Note that the latter basis set is well-defined since k(c, n + 2) − 1 ≥ 0. Also, observe that
NΦ(c),1 ≤ Nc,1, and hence
k(Φ(c), n + 1) = NΦ(c),1 + n⌈logλX 3⌉
≤ Nc,1 + n⌈logλX 3⌉
≤ Nc,1 + n⌈logλX 3⌉ + ⌈logλX 3⌉ − 1
= k(c, n + 2) − 1.
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As a result,




X/4, k(Φ(c), n + 1))
⊂ V s(Φ(c), λ−k(Φ(c),n+1)X ε′X/4, k(Φ(c), n + 1))
= Vk(Φ(c),n+1)(Φ(c))
= Un+1(Φ(c)).
This means that ρs,d′(a, b) ≤ 2−n−1, leading to a contradiction. This completes the proof
of part (ii).
We continue by looking closer at the Lipschitz structure of Gs(Q) and Gu(P ). Again,
given the groupoid metrics that correspond to d′ ∈ sMd(X,ϕ), we prefer to work with the
d′-model of the groupoids, and the only part where we highlight the dependence on d′ is
in the covers U s,d′n , the quasimetric ρs,d′ and the metric Ds,d′ .
Lemma 6.1.12. For every d′ ∈ sMd(X,ϕ), the inversion maps on Gs(Q) and Gu(P ) are
bi-Lipschitz, with respect to the metrics Ds,d′ and Du,d′.
Proof. We only prove it for Gs(Q) for which we consider its d′-model. Also, note that
since i2 = id, we only have to show that the inversion map i is Λ-Lipschitz, for some Λ ≥ 1
which depends on d′, and then
Λ−1Ds,d′(a, b) ≤Ds,d′(i(a), i(b)) ≤ ΛDs,d′(a, b),
for every a, b ∈ Gs(Q). As usual, instead of working directly with Ds,d′ , we work with the
quasimetric ρs,d′ , and it suffices to find Λ′ ≥ 1 such that,
ρs,d′(i(a), i(b)) ≤ Λ′ρs,d′(a, b), (6.1.36)
for every a, b ∈ Gs(Q). Then, following the metric inequalities (6.1.30) we can choose
Λ = 4Λ′. Let M ∈ N such that λ−MX εX/2 ≤ ε′X/4, and the claim is that we can choose
Λ′ = 2M+1.
The case where a = b or ρs,d′(a, b) = 1 is trivial. Also, since ρs,d′ is bounded by 1, if
ρs,d′(a, b) = 2−n for some n ∈ {1, . . . ,M + 1}, then Λ′ = 2M+1 satisfies (6.1.36). Suppose now
that ρs,d′(a, b) = 2−n for some n > M + 1. Then, there is c = (c1, c2) ∈ Gs(Q) such that
a, b ∈ Un(c) ∈ U s,d
′
n . From (6.1.35) and the fact that n ≥ 2, and hence k(c, n) ≥ Nc, it holds
that
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and for simplicity, we henceforth drop the notation of hs
c,k(c,n). Since n −M ≥ 2, we have
k(c, n) ≥ k(c, n) −M ≥ k(c, n −M) ≥ Nc = Ni(c),
and also that
k(c,m) = k(i(c),m),
for all m ∈ N. As a result, the following calculations are well-defined,




X/4, k(c, n) −M))
⊂ V s(i(c), λ−k(c,n)X εX/2, k(c, n) −M)
⊂ V s(i(c), λ−k(c,n)+MX ε′X/4, k(c, n) −M)
= V s(i(c), λ−k(c,n)+MX ε′X/4, k(c, n −M))
⊂ V s(i(c), λ−k(c,n−M)X ε′X/4, k(c, n −M))
= Vk(i(c),n−M)(i(c))
= Un−M(i(c)).
Consequently, ρs,d′(i(a), i(b)) ≤ 2−n+M = 2Mρs,d′(a, b) < 2M+1ρs,d′(a, b), and this completes
the proof of the claim.
We now prove an elementary fact about locally bi-Lipschitz maps for which we were
not able to find a reference in the literature.
Lemma 6.1.13. Suppose that f ∶ (Y, dY ) → (Z,dZ) is locally bi-Lipschitz, and K ⊂ Y is
a compact set on which the restriction fK ∶K → f(K) is a homeomorphism. Then, fK is
bi-Lipschitz.
Proof. The map f is bi-Lipschitz and this means that, for every a ∈ Y there is `a > 0 and
Λa ≥ 1 such that,
Λ−1a dY (a, b) ≤ dZ(f(a), f(b)) ≤ ΛadY (a, b), (6.1.37)
for every b ∈ BdY (a, `a). First, we show that fK is Lipschitz. The collection of open balls
{BdY (a, `a/2) ∶ a ∈K} covers the compact K, and hence there is a finite subcover
{BdY (ai, `ai/2) ∶ ai ∈K, i = 1, . . . ,m}.
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Consider
`K = min{`ai/2 ∶ i = 1, . . . ,m}
and
ΛK = max{diam(f(K))/`K ,Λa1 , . . . ,Λam}.






Suppose now that dY (a, b) < `K , and we know that there is some i ∈ {1, . . . ,m} so that
a ∈ BdY (ai, `ai/2). Therefore, it holds that a, b ∈ BdY (ai, `ai) and hence
dZ(f(a), f(b)) ≤ ΛaidY (a, b) ≤ ΛKdY (a, b),
thus completing the proof that fK is Lipschitz. We now show that f−1K is Lipschitz. From
(6.1.37) we see that
Λ−1a dY (a, b) ≤ dZ(fK(a), fK(b)),
for every a ∈K and b ∈ BdY (a, `a) ∩K. In particular,
dY (f−1K (a′), f−1K (b′)) ≤ ΛadZ(a′, b′),
for every a′ ∈ f(K) and b′ ∈ f(BdY (f−1K (a′), `f−1K (a′)) ∩K). As a result, since the latter
sets are open neighbourhoods of each a′, the map f−1K is locally Lipschitz, and a similar
argument as before finishes the proof.
For the next lemma recall that B(Gs(Q)) is the collection of all basis set in Bs(Q,d′),
for all d′ ∈ hMd′(X,ϕ). Moreover, given a metric Ds,d′ , recall the pull-back metric D̃s,d′ on
the units space Xu(Q) along the embedding j ∶Xu(Q)→ Gs(Q), see (6.1.33).
Lemma 6.1.14. For every d′ ∈ sMd(X,ϕ) and every basis set V ∈ B(Gs(Q)), the restricted
range and source maps rV and sV are bi-Lipschitz, with respect to the metrics Ds,d′ on
Gs(Q) and D̃s,d′ on Xu(Q). Similarly for Gu(P ).
Proof. We will show it only for Gs(Q) since the proof for Gu(P ) is the same. Let d′ ∈
sMd(X,ϕ) and we aim to prove that, with respect to Ds,d′ and D̃s,d′ ,
(i) sV is bi-Lipschitz, for every V ∈ Bs(Q,d′);
(ii) sV is bi-Lipschitz, for every V ∈ B(Gs(Q));
(iii) rV is bi-Lipschitz, for every V ∈ B(Gs(Q)).
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We begin with part (i). Similarly as before, it is enough to consider the quasimetric
ρs,d′ (see the metric inequalities (6.1.30)), and we claim that, for V ∈ Bs(Q,d′), there is
some MV ∈ N such that,
2−MV ρs,d′(a, b) ≤ ρs,d′(j(sV (a)), j(sV (b))) ≤ ρs,d′(a, b), (6.1.38)
for every a, b ∈ V . First, we show that ρs,d′(j(sV (a)), j(sV (b))) ≤ ρs,d′(a, b). The case
where a = b or ρs,d′(a, b) = 1 is trivial. Suppose that ρs,d′(a, b) = 2−n, for some n ∈ N. Then
there is c = (c1, c2) ∈ Gs(Q) so that a, b ∈ Un(c) ∈ U s,d
′
n . From (6.1.35) we have that






















Observe that Nc,k(c,n) ≥ k(j(c2), n) = Nj(c2),k(j(c2),n), and hence
















Therefore, it holds that
ρs,d′(j(sV (a)), j(sV (b))) ≤ 2−n = ρs,d′(a, b).
We now aim to show that there is MV ∈ N such that,
2−MV ρs,d′(a, b) ≤ ρs,d′(j(sV (a)), j(sV (b))),
for every a, b ∈ V . Let us now make the definition of V more precise and assume that
V = V s(e, hs, η,N), where e ∈ Gs(Q). Also, let N ′ ∈ N such that λ−N ′X εX/2 ≤ ε′X/2. Then,
for a, b ∈ V we have that
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Similarly for b ∈ V . The claim is that we can choose
MV = ⌈
logλX 2 + (N +N ′)(1 + ⌈logλX 3⌉)
⌈logλX 3⌉
⌉.
To this purpose, suppose that ρs,d′(a, b) = 2−n, for some n ≥ 0, and we claim that
2−MV −n ≤ ρs,d′(j(sV (a)), j(sV (b))).
Our approach is proof by contradiction. So, assume that
ρs,d′(j(sV (a)), j(sV (b))) ≤ 2−MV −n−1.
Then, there is c ∈ Gs(Q) such that








X/4, k(c,MV + n + 1)).
In particular, it holds that
sV (b) ∈Xu(sV (a),2λ−k(c,MV +n+1)X ε′X/4). (6.1.41)
Moreover,





Indeed, by removing ε′X/4 from both sides, taking the logarithm logλX and considering
(6.1.40), the inequality (6.1.42) is true because
logλX 2 + k(a,n +N +N
′ + 1) = logλX 2 +Na,1 + (n +N +N
′)⌈logλX 3⌉
≤ logλX 2 + (N +N
′) + (n +N +N ′)⌈logλX 3⌉
≤ (MV + n)⌈logλX 3⌉
≤ Nc,1 + (MV + n)⌈logλX 3⌉
= k(c,MV + n + 1).
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X/4, k(a,n +N +N ′ + 1)) = Un+N+N ′+1(a).
Using (6.1.39), (6.1.41) and (6.1.42), one can see that the following computations for
a = (a1, a2), b = (b1, b2) in V = V s(e, hs, η,N) are well-defined, that is,
ϕ−N−N
′[ϕN+N ′(b2), ϕN+N
′(a1)] = ϕ−N[ϕN(b2), ϕN(a1)]










ρs,d′(a, b) ≤ 2−n−N−N
′−1,
which leads to a contradiction since ρs,d′(a, b) = 2−n. This completes the proof of part (i).
Part (ii) follows easily from part (i). Indeed, since Bs(Q,d′) is a topological basis
for Gs(Q), part (i) implies that the source map s is locally bi-Lipschitz, with respect to
Ds,d′ and D̃s,d′ . Moreover, every V ∈ B(Gs(Q)) is pre-compact and the restriction of s on
cl(V ) is again a homeomorphism. Then, the proof of part (ii) follows from Lemma 6.1.13.
Finally, for part (iii) observe that the range map r is also locally bi-Lipschitz, because
r = s ○ i and the inversion map i is bi-Lipschitz, see Lemma 6.1.12. Similarly, the result
follows from Lemma 6.1.13.
Proposition 6.1.15. Consider the metric d′ ∈ sMd(X,ϕ) and the Smale space (X,d′, ϕ)
with contraction constant λX,d′ > 1. Moreover, let c ∈ Gs(Q) and consider the basis set
V sd′(c, hs, λ−N−kX,d′ γ,N) ∈ Bs(Q,d′), where k ∈ N and γ > 0 does not dependent on k. Then,
we can find γ′ = γ′(λX,d′ , γ) > 0 so that, if a, b ∈ V s(c, hs, λ−N−kX,d′ γ,N), then
Ds,d′(a, b) ≤ 2
−k/⌈logλX,d′ 3⌉γ′.
The analogous statement holds for the metric Du,d′ on Gu(P ).
Proof. Let d′ ∈ sMd(X,ϕ) and again, for the sake of simplicity, we keep the notation
of the metric d′ only for U s,d′n , ρs,d′ and Ds,d′ . Let k′ > 0 be such that λ−k
′
X γ ≤ ε′X/4. If
CHAPTER 6. NONCOMMUTATIVE DIMENSION OF RUELLE ALGEBRAS 130
k < k′ + ⌈logλX 3⌉, let γ′′ > 0 be big enough so that
2−k/⌈logλX 3⌉γ′′ ≥ 1 ≥Ds,d′(a, b).
If k ≥ k′ + ⌈logλX 3⌉, then




X/4 < λ−NX ε′X/4.
By dropping the notation of the holonomy maps, for brevity, we have that





= V s(c, λ−N−k+k′X ε′X/4,N + k − k′)
= VN+k−k′(c).
Ideally, the goal is to find the largest n ≥ 2 such that k(c, n) ≤ N + k − k′, and then
VN+k−k′(c) ⊂ Vk(c,n)(c) = Un(c) ∈ U s,d
′
n , leading to
Ds,d′(a, b) ≤ ρs,d′(a, b) ≤ 2−n.
For n ≥ 2, we have
k(c, n) = Nc,1 + (n − 1)⌈logλX 3⌉
≤ N + (n − 1)⌈logλX 3⌉.
Hence we can find the largest n so that N + (n − 1)⌈logλX 3⌉ ≤ N + k − k′, which is
n = ⌊(k − k′)/⌈logλX 3⌉⌋ + 1 ≥ 2.
It holds that n > (k − k′)/⌈logλX 3⌉ and hence
2−n < 2−k/⌈logλX 3⌉2k′/⌈logλX 3⌉.
By choosing γ′ = max{γ′′,2k′/⌈logλX 3⌉} we complete the proof.
6.1.3 Optimisation of uniform convergence rates
All the following facts about the stable groupoid and stable C∗-algebras are also true in
the unstable cases. As we mentioned earlier, in Section 6.2 we intend to build a family of
Lipschitz algebras of compactly supported functions, namely
{Lipc(Gs(Q),Ds,d′) ∶ d′ ∈ sMd(X,ϕ)},
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which are dense ∗-subalgebras of S(Q). All these Lipschitz algebras are αs-invariant and
therefore, for every d′ ∈ sM(X,ϕ), one can form the dense ∗-subalgebra
Λs,d′ = Lipc(Gs(Q),Ds,d′) ⋊αs,alg Z (6.1.43)
of the Ruelle algebra Rs(Q). One of our results will be that, for any d′ ∈ sM(X,ϕ),
the algebra Rs(Q) is uniformly Lp-smooth on Λs,d′ , for every p > p(d′), where p(d′) is a
constant that depends on the topological entropy h(ϕ) and the metric d′.
It turns out that, if d1, d2 ∈ sMd(X,ϕ) and the corresponding contraction constants
satisfy λX,d1 ≥ λX,d2 , we have
p(d1) ≤ p(d2), (6.1.44)
meaning that Λs,d1 is more smooth than Λs,d2 . This fact is related to Proposition 6.1.15
which offers a variety of exponential uniform convergence rates, each one depending on
a choice of metric in sMd(X,ϕ), that can be used to estimate the convergence rates of
the limits in Lemma 5.2.8, over the aforementioned Lipschitz subalgebras. Therefore, the
question is, to what extent can we find such smooth Lipschitz subalgebras?
Definition 6.1.16. For every d′ ∈ sMd(X,ϕ) consider the Smale space (X,d′, ϕ) with
contraction constant λX,d′ > 1. The quantity
λ(X,ϕ) = sup{λX,d′ ∶ d′ ∈ sMd(X,ϕ)}
is called the λ-number of the Smale space (X,ϕ).
It turns out that the λ-numbers (also considered in [7]) are topological invariants of
Smale spaces. Before proving this, we present the following lemma whose proof involves a
straightforward manipulation of the Smale space axioms, and therefore is omitted.
Lemma 6.1.17. Let (Y,ψ) be a topological dynamical system and (Z,dZ , ζ, εZ , λZ) be
a Smale space with locally defined bracket map [⋅, ⋅]Z. Suppose that these systems are
topologically conjugate via the conjugating homeomorphism f ∶ (Y,ψ) → (Z, ζ). Then
(Y,ψ) admits a Smale space structure with
(1) dY (y1, y2) = dZ(f(y1), f(y2)), for any y1, y2 ∈ Y ;
(2) εY = εZ and
[y1, y2]Z = f−1[f(y1), f(y2)]Z ,
whenever dY (y1, y2) ≤ εY ;
(3) λY = λZ.
Moreover, if (Z,dZ , ζ, εZ , λZ) is self-similar, the Smale space (Y, dY , ψ, εY , λY ) is too.
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Proposition 6.1.18. If the Smale space (Y,ψ) is topologically conjugate to the Smale
space (Z, ζ), then λ(Y,ψ) = λ(Z, ζ).
Proof. Let us denote the metrics on Y and Z by dY and dZ . The result follows immediately
from Lemma 6.1.17, which shows that
{λX,d′ ∶ d′ ∈ sMdY (X,ϕ)} = {λX,d′ ∶ d′ ∈ sMdZ(X,ϕ)}.
Interestingly enough, the λ-numbers seem to capture some topological information
about the Smale space. The next result is a consequence of Theorem 3.4.6. First, note
that the topological dimension of X is always finite, since X admits an expansive homeo-
morphism [91] (it also follows from Theorem 3.4.6).
Proposition 6.1.19. It holds that λ(X,ϕ) < ∞ if and only if dimX > 0. Specifically, if
dimX > 0 then,
λ(X,ϕ) ≤ e2 h(ϕ)/dimX .
Proof. First assume that dimX > 0. Then from Theorem 3.4.6 we obtain that, for every





From Proposition 2.1.11 we have that dimX ≤ dimH(X,d′) and therefore, by taking the
supremum over d′ ∈ sMd(X,ϕ), we obtain that λ(X,ϕ) ≤ e2 h(ϕ)/dimX .
We now prove the converse by showing that, if dimX = 0, then λ(X,ϕ) = ∞. First,
we have that (X,ϕ) is topologically conjugate to a topological Markov chain (Y,ψ), see
[107, Theorem 2.2.8]. As a result, from Proposition 6.1.18 we get that λ(X,ϕ) = λ(Y,ψ).
Now, it is straightforward to see that the ultrametric (3.1.8), which induces the cylinder
topology on Y , can have any factor λ > 1 instead of just λ = 2. All of these ultrametrics
are self-similar for ψ. As a result, λ(Y,ψ) =∞.
Consequently, our quest for finding the smoothest Lipschitz subalgebra (6.1.43) of
Rs(Q), by varying the metric d′ ∈ sMd(X,ϕ), has a topological limitation. Another way
to optimise even further our approach of using the Alexandroff-Urysohn-Frink Metrisation
Theorem, would be to find sharper estimates in Proposition 6.1.15. More precisely, the
diameter of the sets V sd′(c, hs, λ−N−kX,d′ γ,N) goes exponentially fast to zero, as k goes to
infinity. However, the base of the exponent, namely
2−1/⌈logλX,d′ 3⌉,
is by no means random. In fact, it is the best possible (in this generality of stable and
unstable groupoids) achieved by this metrisation method. Specifically, the number 3 is
CHAPTER 6. NONCOMMUTATIVE DIMENSION OF RUELLE ALGEBRAS 133
related to the following fact: in a metric space (Z,d), given any two sufficiently small
intersecting balls Bd(z1, r1) and Bd(z2, r2), it holds Bd(z1, r1) ⊂ Bd(z2,3r), where r =
max{r1, r2}. The number 2 is related to the fact that ρs,d′ is a 2-quasimetric, and somehow
seems to be important. In [123], the author constructs a K-quasimetric space, with K > 2,
for which Frink’s chain-metric approach does not work.
6.1.4 Groupoid ultrametrics for topological Markov chains
Again, all the following facts are also true for the unstable groupoid. Another natural
question to ask is, why attempt this complicated metrisation method in the first place? The
answer to this is still elusive, but what is certainly true is that the topological dimension
of the Smale space being positive complicates the metrisation process.
Indeed, suppose that (X,dλ, ϕ) is an irreducible topological Markov chain and dλ is
the usual self-similar ultrametric with expanding factor λ > 1. Then, for every ultrametric
d′ ∈ sMdλ(X,ϕ), the construction of the groupoid metric Ds,d′ could be simplified, and the
exponential uniform convergence rates of Proposition 6.1.15 could become sharper. More
precisely, these exponents have as bases the quantities
2−1/⌈logλX,d′ 3⌉,
and since the ceiling function is the result of a triangle inequality (see Lemma 6.1.8), it
would no longer be necessary to consider it. In fact, one would expect that, in the zero-
dimensional case, the stable groupoid Gs(Q) admits metrics of arbitrarily fast uniform
convergence rates, since the λ-number λ(X,ϕ) is infinite. However, if we keep the ceiling
function, since it is not continuous at zero, the smallest base we can achieve is 2−1. In
this subsection, instead of adjusting the demanding computations of Subsection 6.1.2 to
the zero-dimensional setting, we present a better suited, but different, family of groupoid
ultrametrics for topological Markov chains.
Let us fix an irreducible topological Markov chain (X,dλ, ϕ), for some λ > 1, and the
goal is to metrise its stable groupoid Gs(Q). We note that for every λ1, λ2 > 1, the metrics
dλ1 , dλ2 on X are equivalent, and therefore, the algebraic and topological structures of
Gs(Q) do not depend on a particular choice of metric, as we see in Subsection 6.1.1.
Therefore, all the following results hold for every λ > 1, and the reason we highlight
λ is because the family of these new groupoid ultrametrics for Gs(Q) will be indexed by
λ ∈ (1,∞). For simplicity, the elements of Gs(Q) will be denoted by a = (a1, a2), b = (b1, b2)
and c = (c1, c2).
We now mention a few basic facts about (X,dλ, ϕ). First, the expansivity constant
εX = λ−1. Also, in our calculations there is no need to consider εX/2 since dλ is an
ultrametric. Similarly, the constant ε′X ≤ εX/2 (see (3.1.5)) is also not needed because,
CHAPTER 6. NONCOMMUTATIVE DIMENSION OF RUELLE ALGEBRAS 134
whenever dλ(x, y) ≤ λ−1, then
dλ(x, [x, y]), dλ(y, [x, y]) ≤ dλ(x, y). (6.1.45)
As a result, for every c ∈ Gs(Q) it is enough to consider only the holonomy maps
hs ∶Xu(c2, η)→Xu(c1, λ−N−1) given by
hs(z) = ϕ−N[ϕN(z), ϕN(c1)],
where N ≥ 0 is such that
ϕN(c2) ∈Xs(ϕN(c1), λ−1) (6.1.46)
and η ≤ λ−N−1. With that said, it can be assumed that the holonomy maps of all basis
sets V s(c, hs, η,N) ⊂ Gs(Q) are as above. Note that these basis sets will depend on the
metric dλ. It is important to mention that, for every b ∈ V s(c, hs, η,N), we also have that
ϕN(b2) ∈Xs(ϕN(b1), λ−1). To see this, note that ϕN(b1) = [ϕN(b2), ϕN(c1)], and also that
dλ(ϕN(b2), [ϕN(b2), ϕN(c1)]) ≤ dλ(ϕN(b2), ϕN(c1))
≤ max{dλ(ϕN(b2), ϕN(c2)), dλ(ϕN(c2), ϕN(c1))}
≤ λ−1.
Moreover, every such hs is actually an isometry, and hence
hs ∶Xu(c2, η)→Xu(c1, η).
To see this, first observe that, for every x, y ∈X with dλ(x, y) ≤ λ−1, we have
dλ(x, [y, x]) = dλ(y, [x, y]). (6.1.47)
Let now a, b ∈ V s(c, hs, η,N), then a2, b2 ∈ Xu(c2, η) and a1, b1 ∈ Xu(c1, λ−N−1). From the
previous discussion we obtain that ϕN(b2) ∈Xs(ϕN(b1), λ−1), and hence
a1 = hs(a2)
= ϕ−N[ϕN(a2), ϕN(c1)]
= ϕ−N[ϕN(a2), [ϕN(c1), ϕN(b1)]]
= ϕ−N[ϕN(a2), ϕN(b1)].
Then, since dλ(ϕN(b2), ϕN(a1)) ≤ λ−1, from (6.1.47) it holds that
dλ(ϕN(b2), ϕN(a2)) = dλ(ϕN(b1), ϕN(a1)).
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Finally, since ϕ−1 is the λ−1-multiple of an isometry on local unstable sets, it follows that
dλ(b2, a2) = dλ(b1, a1) = dλ(hs(b2), hs(a2)).
In an attempt to metrise Gs(Q), define ds,λ ∶ Gs(Q) ×Gs(Q)→ [0,1] by
ds,λ(a, b) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
max{dλ(a1, b1), dλ(a2, b2)}, if b2 ∈Xu(a2, λ−1), b1 ∈Xu(a1, λ−1)
1, if else.
(6.1.48)
Using the fact that dλ is an ultrametric, it is not hard to show that ds,λ is also an ultra-
metric. However, it generates a strictly weaker topology than that of Gs(Q) because there
is no open ball, with respect to ds,λ, that fits inside a basis set of the form V s(a, hs, η,N).
The reason is that every global stable set wraps densely around every local unstable set
of the same mixing component.
To remedy this, consider the map cs ∶ Gs(Q)→ N that takes each a ∈ Gs(Q) to the first
time Na ≥ 0; that is, the minimum positive integer for which (6.1.46) holds. One should
also compare this definition with the one in (6.1.17). The map cs depends on dλ, and the





In what follows, for simplicity, we omit to denote the holonomy maps, unless it is
necessary.
Lemma 6.1.20. If a ∈ c−1s (N) and n ≥ N , then V s(a, λ−n−1, n) ⊂ c−1s (N).
Proof. Due to self-similarity it holds that
V s(a, λ−n−1, n) = V s(a, λ−n−1,N).
Let b ∈ V s(a, λ−n−1,N) and we claim that cs(b) = N . We have ϕN(b2) ∈ Xs(ϕN(b1), λ−1)
and so cs(b) ≤ N . Therefore, the basis set V s(b, λ−n−1,N) is well-defined, and one can
easily show that it contains a. Now, due to self-similarity it holds that
V s(b, λ−n−1,N) = V s(b, λ−n−1, cs(b)),
and similarly one can show that N = cs(a) ≤ cs(b). This completes the proof.
Let now Ds,λ ∶ Gs(Q) ×Gs(Q)→ [0,1] be defined by
Ds,λ(a, b) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ds,λ(a, b), if cs(a) = cs(b)
1, otherwise.
(6.1.50)
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Similarly, it is straightforward to show that Ds,λ is an ultrametric.
Lemma 6.1.21. The ultrametric Ds,λ generates the topology of Gs(Q).
Proof. Let a ∈ Gs(Q) and consider the basis set V s(a, λ−n−1,N), where n ≥ N . Due to
self-similarity the basis set is equal to V s(a, λ−n−1, cs(a)). We claim that
BDs,λ(a, λ−n−1) ⊂ V s(a, λ−n−1, cs(a)).
Indeed, pick b in the open ball. We have that cs(b) = cs(a) = M and b2 ∈ Xu(a2, λ−n−1),
b1 ∈Xu(a1, λ−n−1). Moreover, b ∈ V s(a, λ−n−1, cs(a)) because
ϕ−M[ϕM(b2), ϕM(a1)] = ϕ−M[ϕM(b2), [ϕM(a1), ϕM(b1)]]
= ϕ−M[ϕM(b2), ϕM(b1)]
= b1.
For the reverse inclusion, consider the open ball BDs,λ(a, η), where η ≤ λ−1. Then,
BDs,λ(a, η) = {b ∈ c−1s (cs(a)) ∶ b2 ∈Xu(a2, η), b1 ∈Xu(a1, η)}.
Since cs is continuous, there is δ > 0,N ≥ 0 such that V s(a, δ,N) ⊂ c−1s (cs(a)). Choosing δ
small enough gives that V s(a, δ,N) ⊂ BDs,λ(a, η). As a result, the topology generated by
Ds,λ agrees with the topology of Gs(Q).
The following statement is the zero-dimensional analogue of Proposition 6.1.15.
Proposition 6.1.22. Let c ∈ Gs(Q) and n ≥ cs(c). For every a, b in V s(c, λ−n−1, n) it
holds that
Ds,λ(a, b) ≤ λ−n−1.
Proof. From Lemma 6.1.20 we have that cs(a) = cs(b). Moreover, b2 ∈ Xu(a2, λ−n−1) and
since the holonomy map is isometric we also have that b1 ∈ Xu(a1, λ−n−1). The result
follows.
The ultrametric Ds,λ is very dynamic in nature. Before proving this, we should note
that the automorphism Φ = ϕ × ϕ ∶ Gs(Q) → Gs(Q) shifts the decomposition (6.1.49).
More precisely, for every N ∈ N it holds that
Φ−1(c−1s (N)) = c−1s (N + 1), (6.1.51)
while the situation for N = 0 is different since c−1s (1) is strictly contained in Φ−1(c−1s (0)).
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Moreover, let D̃s,λ denote the induced ultrametric on the space of units Xu(Q), just




dλ(x, y), if y ∈Xu(x,λ−1)
1, if else.
(6.1.52)
The next proposition is the zero-dimensional counterpart of Theorem 6.1.4. We prefer
to work with Φ−1.
Proposition 6.1.23. Let (X,dλ, ϕ) be an irreducible topological Markov chain with stable
groupoid Gs(Q). Also, for each κ > 1 consider the equivalent ultrametric dκ. Then, there
is a family of compatible ultrametrics {Ds,κ ∶ κ > 1} on Gs(Q) so that, with respect to each
of these ultrametrics,
(1) the groupoid automorphism Φ−1 ∶ Gs(Q)→ Gs(Q) is bi-Lipschitz with
κ−1Ds,κ(a, b) ≤Ds,κ(Φ−1(a),Φ−1(b)) ≤Ds,κ(a, b),
for every a, b ∈ Gs(Q);
(2) the map Φ−1 is locally contracting so that, if Ds,κ(a, b) ≤ κ−1, then
Ds,κ(Φ−1(a),Φ−1(b)) = κ−1Ds,κ(a, b);
(3) the range and source maps onto (Xu(Q), D̃s,κ) are locally isometric. Moreover, the
inversion map is isometric.
Proof. Let κ > 1 and from Lemma 6.1.21 we know that Ds,κ generates the topology of
Gs(Q). Moreover, assume that Gs(Q) is built from the Smale space (X,dκ, ϕ). This
assumption can be made since the algebraic and topological structure of Gs(Q) is given
also by dκ (Proposition 6.1.1). This means that all the following notation is relative to dκ.
To prove parts (1) and (2), let a, b ∈ Gs(Q) and first assume that Ds,κ(a, b) = 1. Then,
it clearly holds that
Ds,κ(Φ−1(a),Φ−1(b)) ≤Ds,κ(a, b).
We claim that Ds,κ(Φ−1(a),Φ−1(b)) ≥ κ−1. To prove this, assume to the contrary that
Ds,κ(Φ−1(a),Φ−1(b)) ≤ κ−2. (6.1.53)
Then, cs(Φ−1(a)) = cs(Φ−1(b))
ϕ−1(b2) ∈Xu(ϕ−1(a2), κ−2), ϕ−1(b1) ∈Xu(ϕ−1(a1), κ−2).
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Due to self-similarity we get that
b2 ∈Xu(a2, κ−1), b1 ∈Xu(a1, κ−1).
In addition, we have that cs(a) = cs(b). Indeed, if cs(Φ−1(a)) = cs(Φ−1(b)) ≥ 1, then
cs(a) = cs(Φ−1(a)) − 1 and cs(b) = cs(Φ−1(b)) − 1. If cs(Φ−1(a)) = cs(Φ−1(b)) = 0, we have
that Φ−1(b) ∈ V s(Φ−1(a), κ−2,0), and hence
b ∈ V s(a, κ−1,0).
From Lemma 6.1.20 we get that cs(a) = cs(b). To summarise, the assumption (6.1.53)
leads to Ds,κ(a, b) ≤ κ−1, which is a contradiction.
Assume now that Ds,κ(a, b) ≤ κ−1. Then, cs(a) = cs(b) and
b2 ∈Xu(a2, κ−1), b1 ∈Xu(a1, κ−1).
As a result,
ϕ−1(b2) ∈Xu(ϕ−1(a2), κ−2), ϕ−1(b1) ∈Xu(ϕ−1(a1), κ−2),
and cs(Φ−1(a)) = cs(Φ−1(b)). For the latter equality note that, if cs(a) = cs(b) ≥ 1,
then cs(Φ−1(a)) = cs(a) + 1 and cs(Φ−1(b)) = cs(b) + 1. Now, if cs(a) = cs(b) = 0, then
b ∈ V s(a, κ−1,0) and hence
Φ−1(b) ∈ V s(Φ−1(a), κ−2,1),
meaning that cs(Φ−1(a)) = cs(Φ−1(b)). Note that cs(Φ−1(a)) ≤ 1. In general,
Ds,κ(Φ−1(a),Φ−1(b)) = ds,κ(Φ−1(a),Φ−1(b))
= max{dκ(ϕ−1(a1), ϕ−1(b1)), dκ(ϕ−1(a2), ϕ−1(b2))}
= max{κ−1dκ(a1, b1), κ−1dκ(a2, b2)}
= κ−1ds,κ(a, b)
= κ−1Ds,κ(a, b).
For part (3) it suffices to show that, for an arbitrary basis set V = V s(c, κ−n−1, n), the
restriction of the source map sV ∶ V → s(V ) is an isometry. This is because every basis set
is open in the topology generated by Ds,κ. Also, recall that sV is bijective. Let a, b ∈ V ,
then cs(a) = cs(b) and
b2 ∈Xu(a2, κ−n−1), b1 ∈Xu(a1, κ−n−1),
since dκ(a2, b2) = dκ(a1, b1) (recall that all holonomy maps are isometric). Therefore,
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Ds,κ(a, b) = max{dκ(a1, b1), dκ(a2, b2)}
= dκ(a2, b2)
= D̃s,κ(s(a), s(b)).
Similarly, one can show that the range map is locally isometric. The fact that the inversion
is an isometry is straightforward.
At this stage, it is still unclear if a similar approach could work for general Smale spaces,
and this is the main reason for considering Theorem 6.1.4. But it should be mentioned
that, if such metrisation approach is possible, the metrics might be very different from the
ones obtained in Theorem 6.1.4. In fact, for the metrics Ds,κ and Ds,dκ , where κ > 1, even
though they generate the same topology and have similar dynamical behaviour, one can
see that they are not uniformly equivalent.
Specifically, there exist sequences (an)n≥0, (bn)n≥0 ⊂ Gs(Q) and some t > 0 such that
limnDs,κ(an, bn) = 0 while Ds,dκ(an, bn) > t, for all n ≥ 0. The only reason this is happening
is because ⌈logλX,dκ 3⌉ is used in the definition of the sequences j(a,n) in (6.1.21), which is
related to a triangle inequality, see Lemma 6.1.8. However, if we remove ⌈logλX,dκ 3⌉ from
the definition of Ds,dκ (in the case of SFT is no longer needed) the two metrics become
equivalent.
In any case, Proposition 6.1.23 (just like Theorem 6.1.4) is exactly what we need to
construct dense ∗-subalgebras of S(Q), which are αs-invariant and hence induce dense
∗-subalgebras of Rs(Q), see Subsection 6.2.2.
6.2 Smoothness of Ruelle algebras
In this section we prove one of our main results; the stable and unstable Ruelle algebras are
uniformly Lp-smooth on holomorphically stable dense ∗-subalgebras containing compactly
supported Lipschitz functions. The number p depends on the topological entropy and the
λ-number of the underlying Smale space, which is related to its topological dimension.
This is made precise in Corollary 6.2.19. Also, in Corollary 6.2.21 we obtain the exact
degree of irregularity (see Remark 4.2.6) of stabilised Cuntz-Krieger algebras. We refer
the reader to Subsection 4.2.1 for details on smooth C∗-algebras. To achieve all these, we
first prove that the KPW-extension (see Definition 5.2.11) is finitely-smooth. This is done
in Theorems 6.2.16 and 6.2.20. An important tool in this endeavour is the K-theoretic
Proposition 4.2.21.
We begin with Subsection 6.2.1 where we construct dense Lipschitz ∗-subalgebras
of C∗-algebras of étale groupoids equipped with metrics. Then, using the Smale space
groupoid metrics of Theorem 6.1.4 and Proposition 6.1.23, we construct dense Lipschitz
∗-subalgebras on which the Ruelle algebras are uniformly finitely-smooth. In the case
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of stabilised Cuntz-Krieger algebras, which correspond to topological Markov chains, we
obtain that the degree of irregularity is zero, in other words, it agrees with the topological
dimension of the underlying Smale space. This is related to the result of Goffeng and
Mesland [58, Theorem 7] for non-stabilised Cuntz-Krieger algebras. However, our approach
differs from theirs and provides a dynamical explanation of why the degree of irregularity
is zero. Finally, all these results are essential for building a KK1-lift of the KPW-extension
class in Section 7.2.
6.2.1 Lipschitz algebras on general étale groupoids
We begin by briefly mentioning a few basic facts about étale groupoids and then we show
that on étale groupoids equipped with a nice metric, one can construct dense Lipschitz
∗-subalgebras of the corresponding groupoid C∗-algebras. We should note that all the
following results seem to be classical. However, we were not able to find a reference in the
literature, hence we present their proofs. For details about étale groupoids we refer the
reader to [127].
Let G be a second countable, locally compact, étale groupoid whose topology is induced
by a metric dG, and let G(0) be the space of units. For simplicity assume that G(0) ⊂ G.
By r, s ∶ G→ G(0) we denote the range and source maps defined as
r(γ) = γγ−1, s(γ) = γ−1γ, (6.2.1)
and by G(2) the set of composable pairs
G(2) = {(α,β) ∈ G ×G ∶ s(α) = r(β)}, (6.2.2)
which is closed in G×G since G(0) is Hausdorff. On G(2) we define the multiplication map
m ∶ G(2) → G, denoted by (α,β)↦ αβ, and for any A,B ⊂ G we define AB ⊂ G as
AB =m((A ×B) ∩G(2)). (6.2.3)
One can observe that, if A,B ⊂ G are (pre-)compact, then AB is also (pre-)compact.
Indeed, since A ×B is (pre-)compact in G ×G and G(2) is closed, then (A ×B) ∩G(2) is
(pre-)compact in G(2) and hence AB is also (pre-)compact in G.
The groupoid being étale means that r, s are local homeomorphisms. In fact, there is
an abundance of sets, called bisections, on which r, s are simultaneously local homeomor-
phisms. More precisely, a subset B ⊂ G is a bisection if there is an open V ⊂ G containing
B such that, the restrictions rV ∶ V → r(V ) and sV ∶ V → s(V ) are homeomorphisms, with
respect to the topology of G. This means that G(0) is open in G and hence the r, s-fibres
are discrete.
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Since G is second countable and Hausdorff, its topology has a countable basis B of
open bisections. In addition, since G is locally compact, the basis can be chosen to consist
of open, pre-compact bisections. Moreover, since G is étale we get that the multiplication
map m ∶ G(2) → G is open. In particular, if A,B ⊂ G are open, then AB is also open. An
important fact to notice is that, if A,B are open, pre-compact bisections, then AB is an
open, pre-compact bisection.
Let us now consider the complex vector space Cc(G) which becomes a ∗-algebra with
convolution product given by
(f ⋅ g)(γ) = ∑
αβ=γ
f(α)g(β), (6.2.4)
and involution given by
f∗(γ) = f(γ−1). (6.2.5)
Moreover, let π be a faithful representation of Cc(G) on a Hilbert space H and C∗π(G)
to denote the completion of π(Cc(G)) in B(H). Since π is faithful we will often consider
Cc(G) ⊂ C∗π(G) by suppressing the notation of π. The main result in this subsection is
the following.
Proposition 6.2.1. Suppose that r, s ∶ G → G(0) are locally bi-Lipschitz with respect to
the metric dG. Then, the complex vector space of compactly supported Lipschitz functions
Lipc(G,dG) is a dense ∗-subalgebra of C∗π(G).
The proof of Proposition 6.2.1 is achieved by establishing all the following lemmas.
Lemma 6.2.2. Let (Z,dZ) be a locally compact metric space. Then, the ∗-subalgebra
of compactly supported complex valued Lipschitz functions Lipc(Z,dZ) is dense in C0(Z),
with respect to the sup-norm.
Proof. We use the Stone-Weierstrass Theorem for locally compact Hausdorff spaces, see
[37, Theorem A.10.1]. Therefore, we have to prove that
(i) Lipc(Z,dZ) is closed under complex conjugation;
(ii) for every x ∈ Z, there is f ∈ Lipc(Z,dZ) such that f(x) ≠ 0;
(iii) for every x ≠ y ∈ Z, there is f ∈ Lipc(Z,dZ) such that f(x) ≠ f(y).
Part (i) clearly holds. For part (ii), let x ∈ Z and choose `x > 0 so small that B(x, `x) is
compact. Cover Z by
U = {B(z, `x/4) ∶ z ∈ Z},
and from [88, Theorem 5.3] there is a partition of unity FU , consisting of locally Lipschitz
functions, subordinated to U . Then, there is f ∈ FU such that f(x) ≠ 0, meaning that
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x ∈ supp(f), and hence
supp(f) ⊂ st(x,U) ⊂ B(x, `x/2).
From this we get that f is compactly supported. Let now ε > 0 be so small that the




is contained in B(x, `x) and hence cl(Nε(f)) is compact. From the proof of Lemma
6.1.13 we see that the restriction of f on cl(Nε(f)) is Lipschitz. In fact, f is globally
Lipschitz because, if M > 0 is such that ∣f(z)∣ ≤ M , for all z ∈ supp(f), y ∈ supp(f) and






Consequently, f ∈ Lipc(Z,dZ) and f(x) ≠ 0.
We work similarly for part (iii). Suppose x ≠ y ∈ Z. Then we can find `x > 0 and `y > 0
such that,
B(x, `x) ∩B(y, `y) = ∅, (6.2.6)
and B(x, `x), B(y, `y) are compact. Let ` = 4−1 min{`x, `y} and consider the cover
V = {B(z, `) ∶ z ∈ Z}.
There exists a partition of unity FV which consists of locally Lipschitz functions and is
subordinated to V . Let f ∈ FV such that f(x) ≠ 0. Then
supp(f) ⊂ st(x,V) ⊂ B(x, `x/2),
hence f ∈ Lipc(Z,dZ) and from (6.2.6) we obtain that f(y) = 0.
Recall that G is a second countable, locally compact, étale groupoid equipped with a
metric dG. Also, the collection B is a countable basis of open, pre-compact bisections.
Lemma 6.2.3. It holds that
Lipc(G,dG) = span{f ∈ Lipc(G,dG) ∶ there is B ∈ B such that supp(f) ⊂ B}.
Proof. Let f ∈ Lipc(G,dG) and since supp(f) is compact there is a finite collection
{Bi}ni=1 ⊂ B such that supp(f) ⊂ ⋃ni=1Bi. Consider the open cover of Z
U = {Bi}ni=1 ∪ {Z ∖ supp(f)},
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and let F = {fi}n+1i=1 be a partition of unity subordinated to U in an index-wise manner,
which consists of locally Lipschitz functions. Then, we claim that, for every i ∈ {1, . . . , n},
the function fi is globally Lipschitz with compact support. Indeed, we have supp(fi) ⊂ Bi
and since Bi is pre-compact, then supp(fi) is compact. For this reason,
dist(supp(fi), Z ∖Bi) = εi > 0,
and for the εi/2-neighbourhood Nεi/2(supp(fi)) of supp(fi) we have that
Nεi/2(supp(fi)) ⊂ Bi.
Therefore, cl(Nεi/2(supp(fi))) is compact, and working as in Lemma 6.2.2 we obtain that
fi is Lipschitz.
Since F is a partition of unity it holds that f = ∑n+1i=1 ffi. In fact, from the choice of






By observing that ffi ∈ Lipc(G,dG) and supp(ffi) ⊂ Bi we conclude the proof. The other
inclusion is straightforward.
Lemma 6.2.4. It holds that Lipc(G,dG) is a dense subspace of C∗π(G).
Proof. It suffices to prove that, for f ∈ Cc(G) and ε > 0, there is g ∈ Lipc(G,dG) such
that ∥π(f) − π(g)∥ < ε. From [127, Prop. 3.2.1], for every h ∈ Cc(G), there is a constant
Kh ≥ 0 such that, for every representation ρ of Cc(G) on a Hilbert space, it holds that
∥ρ(h)∥ ≤Kh. Using a partition of unity argument like in Lemma 6.2.3 (where the partition
functions are not required to be Lipschitz or locally Lipschitz), we can write h as a finite
sum ∑i hi, with each hi being compactly supported on a bisection in B. Then, according














where fi are Lipschitz, compactly supported on bisections in B. Let M = max1≤i≤n ∥fi∥∞,
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and note that g ∈ Lipc(G,dG) and that each (f−g̃)fi is compactly supported on a bisection
in B. Then, from (6.2.8) we get that ∥π(f) − π(g)∥ < ε and the proof is complete.
Lemma 6.2.5. Supppose that the maps r, s are locally bi-Lipschitz with respect to dG.
Then, for every f, g ∈ Lipc(G,dG), the convolution f ⋅ g ∈ Lipc(G,dG). Consequently,
Lipc(G,dG) is a ∗-subalgebra of C∗π(G).
Proof. Let f, g ∈ Lipc(G,dG), and by Lemma 6.2.3 it suffices to assume that supp(f) ⊂ A,
supp(g) ⊂ B, where A,B ∈ B. First we note that, for all γ = αβ ∈ AB it holds that,
rAB(γ) = rA(α) and sAB(γ) = sB(β) and as a result,
α = r−1A (rAB(γ)), β = s−1B (sAB(γ)). (6.2.9)
From the definition of the convolution (6.2.4) we see that, if (f ⋅ g)(γ) ≠ 0, then there is a
pair (α,β) ∈ G(2) such that γ = αβ and f(α)g(β) ≠ 0. Therefore, α ∈ A, β ∈ B and hence
α,β are uniquely determined by γ as in (6.2.9).
So, if γ ∈ AB, then
(f ⋅ g)(γ) = (f ○ r−1A ○ rAB)(γ)(g ○ s−1B ○ sAB)(γ), (6.2.10)
and if γ /∈ AB, then (f ⋅ g)(γ) = 0. Moreover, supp(f) supp(g) is a compact subset of AB
and since
supp(f ⋅ g) ⊂ supp(f) supp(g),
we obtain that supp(f ⋅ g) is also compact.
Assume now that f ⋅ g ≠ 0 and hence AB ≠ ∅. Then, since r, s are locally bi-Lipschitz
and A,B,AB are open, the restricted maps rA, sB, rAB, sAB are also locally bi-Lipschitz
with respect to dG. In particular, the inverses r−1A , s−1B are locally bi-Lipschitz. Also, since
supp(f ⋅ g) is compact in the open AB, we can find an ε-neighbourhood Nε of supp(f ⋅ g)
such that cl(Nε) ⊂ AB. From the discussion so far we note that r−1A ○rAB and s−1B ○sAB are
locally bi-Lipschitz homeomorphisms. Then, from Lemma 6.1.13 we obtain that r−1A ○ rAB
and s−1B ○ sAB are bi-Lipschitz on the compact cl(Nε), and since f, g are Lipschitz with
compact support we get that f ⋅ g is Lipschitz on cl(Nε). Since f ⋅ g vanishes outside of
cl(Nε), working as in Lemma 6.2.2 gives that f ⋅ g is globally Lipschitz.
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6.2.2 Lipschitz subalgebras of Ruelle algebras
We begin by proving that the groupoid metrics of Theorem 6.1.4 and Proposition 6.1.23
yield dense Lipschitz ∗-subalgebras of the stable and unstable Ruelle algebras. Then, we
study commutation relations between stable and unstable Lipschitz algebras. Eventually,
this study leads to Theorems 6.2.16 and 6.2.20 which are about smooth extensions of
Ruelle algebras.
Let (X,d,ϕ) be an irreducible Smale space and fix two periodic orbits Q,P such that
Q∩P = ∅. The étale topology of Gs(Q) is generated by the basis of bisections of Theorem
5.1.1. In fact, any two hyperbolic metrics in hMd(X,ϕ) produce bases of bisections that
generate the exact same topology. For d′ ∈ hMd(X,ϕ), this basis is denoted by Bs(Q,d′).
Of course, the same hold for Gu(P ), and for d′ ∈ hMd(X,ϕ) the corresponding basis is
denoted by Bu(P, d′). For all this see Section 6.1.
Every basis Bs(Q,d′), for d′ ∈ hMd(X,ϕ), can be used to represent the continuous
compactly supported functions in S(Q) and Rs(Q). Similarly for U(P ) and Ru(P ). For
these facts we refer to Subsection 5.1.2. Moreover, if in particular d′ ∈ sMd(X,ϕ), the basis
Bs(Q,d′) yields a compatible dynamical metricDs,d′ on Gs(Q), as we see in Theorem 6.1.4.
Similarly, one has a metric Du,d′ on Gu(P ). If (X,d,ϕ) is a topological Markov chain, a
different construction (Proposition 6.1.23) produces ultrametrics Ds,κ and Du,κ on Gs(Q)
and Gu(P ), respectively, for every expanding factor κ > 1.
All these aforementioned facts combined with the results of Subsection 6.2.1 allow us
to deduce the following.
Proposition 6.2.6. Let d′ ∈ sMd(X,ϕ). The complex vector space of compactly supported
Lipschitz functions Lipc(Gs(Q),Ds,d′) forms a dense ∗-subalgebra of S(Q). Moreover, it
is αs-invariant, and therefore, the algebraic crossed product
Λs,d′(Q,αs) = Lipc(Gs(Q),Ds,d′) ⋊αs,alg Z
is a well-defined dense ∗-subalgebra of Rs(Q). Similarly, in the unstable case we obtain
the dense ∗-subalgebra
Λu,d′(P,αu) = Lipc(Gu(P ),Du,d′) ⋊αu,alg Z
of the Ruelle algebra Ru(P ).
Proof. We only prove it for the stable case. From Theorem 6.1.4 we have that the range
and source maps of Gs(Q) are locally bi-Lipschitz with respect to Ds,d′ . Therefore, from
Proposition 6.2.1 we obtain that Lipc(Gs(Q),Ds,d′) is a convolution ∗-algebra whose image
in S(Q) is dense.
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Moreover, the groupoid automorphism Φ = ϕ×ϕ ∶ Gs(Q)→ Gs(Q) is bi-Lipschitz with
respect to Ds,d′ (Theorem 6.1.4), and since for a ∈ Cc(Gs(Q)) we have αs(a) = a ○ Φ−1,
then
αs(Lipc(Gs(Q),Ds,d′)) = Lipc(Gs(Q),Ds,d′).
As a result, we can form the algebraic crossed product Λs,d′(Q,αs) which is a ∗-subalgebra
ofRs(Q), see Remark 5.1.6. Finally, Λs,d′(Q,αs) is dense inRs(Q) since Lipc(Gs(Q),Ds,d′)
is dense in S(Q), see [135, Remark 2.30].
In exactly the same way, the ultrametrics of Proposition 6.1.23 allow us to build
(roughly speaking) dense Lipschitz ∗-subalgebras of stabilised Cuntz-Krieger algebras.
Proposition 6.2.7. Suppose that (X,d,ϕ) is an irreducible topological Markov chain.
For all κ > 1, the vector space Lipc(Gs(Q),Ds,κ) forms a dense ∗-subalgebra of S(Q).
Moreover, it is αs-invariant, and therefore, the algebraic crossed product
Λs,κ(Q,αs) = Lipc(Gs(Q),Ds,κ) ⋊αs,alg Z
is a well-defined dense ∗-subalgebra of Rs(Q). Similarly, in the unstable case we obtain
the dense ∗-subalgebra
Λu,κ(P,αu) = Lipc(Gu(P ),Du,κ) ⋊αu,alg Z
of the Ruelle algebra Ru(P ).
Lets us briefly recall the definition of the Spanier-Whitehead K-homology duality class
∆ in KK1(Rs(Q) ⊗Ru(P ),C) in terms of the KPW-extension τ∆. For more details see
Subsection 5.2.2.
The extension τ∆ is given by the product (in the Calkin algebra) of two faithful repre-
sentations ρs ∶ Rs(Q) → B(H ⊗ `2(Z)) and ρu ∶ Ru(P ) → B(H ⊗ `2(Z)) which commute
modulo K(H ⊗ `2(Z)). Here H = `2(Xh(P,Q)). On elementary tensors (and generators
of each factor), the extension τ∆ ∶Rs(Q)⊗Ru(P )→ Q(H ⊗ `2(Z)) is given by
τ∆(auj ⊗ buj
′) = ρs(auj)ρu(buj




′ ⊗ en,n+j−j′ +K(H ⊗ `2(Z)),
(6.2.11)
where a ∈ S(Q), b ∈ U(P ), j, j′ ∈ Z, and en,m are matrix units.
Remark 6.2.8. Let d′ ∈ sMd(X,ϕ), and our goal is to study τ∆ on the dense ∗-subalgebra
Λs,d′(Q,αs)⊗algΛu,d′(P,αu). Due to the linearity of ρs ⋅ρu, our arguments can be simplified.
First, since the tensor product is algebraic, we can simply work on elementary tensors x⊗y,
for x ∈ Λs,d′(Q,αs), y ∈ Λu,d′(P,αu). Further, since both factors of the tensor algebra are
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algebraic crossed products, it suffices to work on generators of the form auj ⊗ buj′ , where
a ∈ Lipc(Gs(Q),Ds,d′), b ∈ Lipc(Gu(P ),Du,d′) and j, j′ ∈ Z. Finally, since the groupoids
are étale, we can also assume that a and b are supported on bisections. Of course, the
same reductions hold for all d′ ∈ sMd(X,ϕ), and the algebras Λs,κ(Q,αs)⊗alg Λu,κ(P,αu),
where κ > 1.
At this point our intentions should be clear. All these Lipschitz algebras will be
shown to be “smooth” subalgebras of Ruelle algebras, which can also be extended to
holomorphically stable ones. In order to do this, we have to study the smoothness of the
KPW-extension on these Lipschitz algebras. In fact, we aim to investigate how much the
algebras ρs(Λs,d′(Q,αs)) and ρu(Λu,d′(P,αu)) commute, for d′ ∈ sMd(X,ϕ). This will yield
results for general Smale spaces. Now, if (X,d,ϕ) is a topological Markov chain, we will
be able to obtain sharp estimates by studying how much the algebras ρs(Λs,κ(Q,αs)) and
ρu(Λu,κ(P,αu)) commute, for κ > 1. Since τ∆ in (6.2.11) is given by off-diagonal matrices,
the next lemma about singular values will be useful.
Lemma 6.2.9. Consider a compact operator T = ⊕n∈N Tn ∈ B(⊕n∈NHn). Assume that
there are constants C1,C2 > 0 so that, for every ε > 0 there are n0 ∈ N and αε, βε > 1 such
that, for all n ≥ n0, it holds
(1) rank(Tn) ≤ C1αnε ;
(2) ∥Tn∥ ≤ C2β−nε .
Then, for every ε > 0 it holds sn(T ) = O(n− logαε βε). Consequently, if we also assume
that αε, βε converge to α,β > 1 as ε approaches zero, then (sn(T ))n∈N ∈ `p(N), for every
p > logβ α. Moreover, if (2) is replaced by ∥Tn∥ ≤ C2n−γε for some γε > 0 then, for every
ε > 0 we have sn(T ) = O((logn)−γε).
Proof. Let ε > 0 and consider n0 ∈ N and αε, βε > 1 as in the statement. For every n ∈ N,
define Rn = ∑ni=1 rank(Ti) + 1. The claim is that, for every n ≥ n0, we have
sRn(T ) ≤ C2β−n−1ε .
Indeed, from [60, Chapter II] we know that, for any two compact operators W1,W2 acting
on the same Hilbert space, the singular values satisfy
sn+m−1(W1 +W2) ≤ sn(W1) + sm(W2),
for all n,m ∈ N. So, ifW1 =⊕ni=1 Ti andW2 =⊕∞i=n+1 Ti are seen as operators in B(⊕i∈NHi),
then W1 +W2 = T and
sRn(W1) = 0, s1(W2) ≤ C2β−n−1ε .
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Also, for n ≥ n0, we have that





For simplicity, the right hand side can be written as R′n = Qn0 + C1αn+1ε /(αε − 1), where
Qn0 = Rn0−1 −C1αn0ε /(αε − 1). Therefore, for every n ≥ n0 we have that
sR′n(T ) ≤ sRn(T ) ≤ C2β−n−1ε . (6.2.12)
Since (R′n)n≥n0 is increasing to infinity, for every m ≥ R′n0 we can find n ≥ n0 such that
R′n ≤m < R′n+1. Note that m > Qn0 , and since m < R′n+1 we get that
n > logαε(m −Qn0) + logαε((αε − 1)/C1) − 2.
Finally, from R′n ≤m and (6.2.12) we obtain that




= C2Cαε,βε(m −Qn0)− logαε βε ,
where Cαε,βε = β
− logαε((αε−1)/C1)+1
ε .
To summarise, for every ε > 0 there are nε ∈ N and Cε > 0 such that, for all n ≥ nε, we
have
sn(T ) ≤ Cεn− logαε βε .
This means, for all ε > 0 and p > logβε αε one has (sn(T ))n∈N ∈ `p(N). As a result,
if αε, βε converge to α,β > 1 as ε approaches zero, then for every p > logβ α we have
(sn(T ))n∈N ∈ `p(N). Finally, the case where (∥Tn∥)n∈N goes polynomially fast to zero is
dealt in exactly the same way. Just note that (logaε n)−γε = O((logn)−γε).
We are now in position to study commutation relations between the aforementioned
stable and unstable Lipschitz algebras. Lemma 6.2.9 suggests that the Hilbert space
H ⊗ `2(Z) should also be seen as ⊕n∈Z H , and that it suffices to estimate the ranks
and norms of the off-diagonal entries of the operators ρs(auj)ρu(buj′)−ρu(buj′)ρs(auj) in
K(H ⊗`2(Z)) that appear in (6.2.11). We begin with the following lemma that is derived
from [84, Theorem 2.3].
Lemma 6.2.10. Let (Y,ψ) be a mixing Smale space and consider x, y ∈ Y . Let B ⊂Xu(x)
and C ⊂ Xs(y) be open with compact closure. Then, for every ε > 0 there is k0 ∈ N such
that, for all k ≥ k0, we have
#ψk(B) ∩C < e(h(ψ)+ε)k.
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and hence there is some j0 ∈ N so that, for every k ≥ j0, one has
#ψ2k(B) ∩C < e(h(ψ)+ε)2k.
Doing the same for ψ(B) in place of B, we obtain some j′0 ∈ N such that, for every k ≥ j′0,
we have
#ψ2k+1(B) ∩C < e(h(ψ)+ε)2k.
Let k0 = 2 max{j0, j′0} and the proof is complete.
Recall Smale’s Decomposition Theorem 3.1.2. Here we will use a different notation.
Let X1, . . . ,XM be the decomposition of the irreducible (X,ϕ) into disjoint clopen sets
which are cyclically permuted by ϕ, and where ϕM ∣Xi is mixing, for all 1 ≤ i ≤ M . The
next result does not dependent on any choice of hyperbolic metric in hMd(X,ϕ), and this
is why we do not highlight any metric on (X,ϕ).
Lemma 6.2.11. Let a ∈ Cc(Gs(Q)) and b ∈ Cc(Gu(P )). Then, for every n ∈ Z the
operator αns (a)b has finite rank. Moreover,
(i) there exists n0 ∈ N such that rank(αns (a)b) = 0, for every n ≤ −n0;
(ii) there exists a constant C1 > 0 so that, for every ε > 0 there is n1 ∈ N such that, for
all n ≥ n1, we have
rank(αns (a)b) < C1e(h(ϕ)+ε)n.
Similarly for the operators bαns (a), where n ∈ Z.
Proof. Using a partition of unity argument (see Lemma 6.2.3) we can decompose a, b into










with supp(am) ⊂ V s(vm,wm, hsm, ηm,Nm) and supp(b`) ⊂ V u(v′`,w′`, hu` , η′`,N ′`). Also, for
every n ∈ Z we have αns (a) ∈ Cc(Gs(Q)). Therefore, we can use the same partition of
unity argument on αns (a), and from Lemma 5.2.6 we obtain that αns (a)b has finite rank.
Moreover, using the above decomposition of a, b and Lemma 5.2.7 we obtain part (i).
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Let ε > 0 and to prove part (ii) it suffices to show that, for every m,` there is some
n(am, b`, ε) so that, for all n ≥ n(am, b`, ε), we have
rank(αns (am)b`) < e(h(ϕ)+ε)n.
The result follows with C1 = m′`′ and n1 being the maximum among all n(am, b`, ε).
Indeed, fix some n ≥ 0 and m,`, and if x ∈ Xs(w′`, η′`), ϕ−n ○ hu` (x) ∈ Xu(wm, ηm) we have
that
αns (am)b`δx = am(hsm ○ ϕ−n ○ hu` (x), ϕ−n ○ hu` (x))b`(hu` (x), x)δϕn○hsm○ϕ−n○hu` (x),
otherwise αns (am)b`δx = 0. For brevity let Bm = Xu(wm, ηm),C` = Xs(v′`, εX/2) and so, if
αns (am)b`δx ≠ 0, then
hu` (x) ∈ ϕn(Bm) ∩C`.
Since ϕn(Bm) ∩C` is finite and hu` is injective it holds that
rank(αns (am)b`) ≤ #ϕn(Bm) ∩C`.
Let jm ≥ 0 be the first time that ϕjm(wm) lies in the same mixing component, say Xj,
with v′`. Then, for every k ≥ 0 the points
ϕjm+kM(wm) ∈Xj.
If n /≡ jm mod M , then ϕn(Bm) ∩ C` = ∅ and hence αns (am)b` = 0. Now, if n = jm + kM ,
for some k ≥ 0, we can write
ϕn(Bm) ∩C` = (ϕM ∣Xj)k(ϕjm(Bm)) ∩C`.
Using Lemma 6.2.10 for ψ = ϕM ∣Xj ,B = ϕjm(Bm) and C = C` we obtain some k0 ∈ N so
that, if k ≥ k0, then





Since h(ϕM ∣Xj) =M h(ϕ), we can define n(am, b`, ε) = jm + k0M and the proof of part (ii)
is complete.
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Lemma 6.2.12. Consider a metric d′ ∈ sMd(X,ϕ) and let a ∈ Lipc(Gs(Q),Ds,d′) and
b ∈ Lipc(Gu(P ),Du,d′). Then, there exist C2 > 0 and n2 ∈ N such that, for all n ≥ n2, it
holds
∥αns (a)α−nu (b) − α−nu (b)αns (a)∥ ≤ C22
−n/⌈logλX,d′ 3⌉.
As a result, the constants C2 and n2 can be chosen bigger so that
∥αns (a)b − bαns (a)∥ ≤ C22
−(n/2)/⌈logλX,d′ 3⌉,
for all n ≥ n2.
Proof. All notation is relative to d′ and for brevity we omit to indicate it, except for the
case of the contraction constant λX,d′ > 1. First assume that supp(a) ⊂ V s(v,w,hs, η,N)
and supp(b) ⊂ V u(v′,w′, hu, η′,N ′). As in Lemma 6.2.11 we see that, if αns (a)α−nu (b) ≠ 0,
then Xs(ϕ−n(v′)) ∩ Xu(ϕn(w)) ≠ ∅. In particular, ϕ−n(v′) and ϕn(w) are in the same
mixing component, otherwise αns (a)α−nu (b) = 0. So, the possibility that αns (a)α−nu (b) ≠ 0
occurs periodically.
Similarly, if α−nu (b)αns (a) ≠ 0, thenXs(ϕ−n(w′))∩Xu(ϕn(v)) ≠ ∅, hence ϕ−n(w′), ϕn(v)
lie in the same mixing component. But this can also happen if αns (a)α−nu (b) ≠ 0, since the
points ϕ−n(w′), ϕn(v) are always in the same mixing component with ϕ−n(v′), ϕn(w),
respectively. This last argument works symmetrically, and to summarise, the only chance
for the operator αns (a)α−nu (b) − α−nu (b)αns (a) to be non-zero is when n lies in a certain
arithmetic-like strictly increasing sequence. Therefore, for the sake of brevity, we can
simply assume that (X,ϕ) is mixing.
We have that, if
ϕn(x) ∈Xs(w′, η′), ϕ−2n ○ hu ○ ϕn(x) ∈Xu(w,η), (6.2.13)
then αns (a)α−nu (b)δx equals
a(hs ○ ϕ−2n ○ hu ○ ϕn(x), ϕ−2n ○ hu ○ ϕn(x))b(hu ○ ϕn(x), ϕn(x))δϕn○hs○ϕ−2n○hu○ϕn(x),
otherwise αns (a)α−nu (b)δx = 0. Similarly, if
ϕ−n(x) ∈Xu(w,η), ϕ2n ○ hs ○ ϕ−n(x) ∈Xs(w′, η′), (6.2.14)
then α−nu (b)αns (a)δx equals
b(hu ○ ϕ2n ○ hs ○ ϕ−n(x), ϕ2n ○ hs ○ ϕ−n(x))a(hs ○ ϕ−n(x), ϕ−n(x))δϕ−n○hu○ϕ2n○hs○ϕ−n(x),
and α−nu (b)αns (a)δx = 0 otherwise.
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Let now source(a) and source(b) denote the images of supp(a), supp(b) via the groupoid
source map. Then, source(a) is a compact subset of Xu(w,η) and source(b) is a compact
subset of Xs(w′, η′). From compactness, there is an ε > 0 such that the ε-neighbourhoods
Nε(source(a)) ⊂ Xu(w,η) and Nε(source(b)) ⊂ Xs(w′, η′). We claim that there is n2 ∈ N
such that, for every n ≥ n2, if αns (a)α−nu (b)δx ≠ 0, then (6.2.14) holds and hence the
above formula for α−nu (b)αns (a)δx is valid. However, this does not necessarily mean that
α−nu (b)αns (a)δx ≠ 0. The same can be said for αns (a)α−nu (b)δx, if α−nu (b)αns (a)δx ≠ 0. Indeed,
let n2 ≥ N,N ′ and such that λ−2n2+NX,d′ εX/2, λ
−2n2+N ′
X,d′ εX/2 < ε, and for n ≥ n2 suppose that
αns (a)α−nu (b)δx ≠ 0. Then,
ϕn(x) ∈ source(b), ϕ−2n ○ hu ○ ϕn(x) ∈ source(a),
and since
ϕ−2n ○ hu ○ ϕn(x) ∈Xu(ϕ−n(x), λ−2n+N ′X,d′ εX/2), (6.2.15)
we obtain that ϕ−n(x) ∈ Nε(source(a)) ⊂Xu(w,η). Hence, the expression ϕ2n ○hs ○ϕ−n(x)
is well-defined and also
ϕ2n ○ hs ○ ϕ−n(x) ∈Xs(ϕn(x), λ−2n+NX,d′ εX/2), (6.2.16)
meaning that ϕ2n ○ hs ○ ϕ−n(x) ∈ Nε(source(b)) ⊂ Xs(w′, η′). This proves the claim.
Moreover, from [108, Lemma 2.2], we can actually choose n2 big enough so that, for every
n ≥ n2, if αns (a)α−nu (b)δx ≠ 0 or α−nu (b)αns (a)δx ≠ 0 then,
ϕn ○ hs ○ ϕ−2n ○ hu ○ ϕn(x) = ϕ−n ○ hu ○ ϕ2n ○ hs ○ ϕ−n(x).
For n ≥ n2 and x ∈Xh(P,Q) such that αns (a)α−nu (b)δx ≠ 0 or α−nu (b)αns (a)δx ≠ 0, define
x1 = x
x2 = ϕn ○ hs ○ ϕ−n(x)
x3 = ϕn ○ hs ○ ϕ−2n ○ hu ○ ϕn(x) = ϕ−n ○ hu ○ ϕ2n ○ hs ○ ϕ−n(x)
x4 = ϕ−n ○ hu ○ ϕn(x).
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From the discussion so far, and since αns (a)α−nu (b) − α−nu (b)αns (a) takes basis vectors to
basis vectors, it holds that, for n ≥ n2,
∥αns (a)α−nu (b) − α−nu (b)αns (a)∥
= supx ∣a(ϕ−n(x3), ϕ−n(x4))b(ϕn(x4), ϕn(x1)) − b(ϕn(x3), ϕn(x2))a(ϕ−n(x2), ϕ−n(x1))∣,
where the supremum is taken over all x ∈ Xh(P,Q) such that αns (a)α−nu (b)δx ≠ 0 or
α−nu (b)αns (a)δx ≠ 0. In order to estimate the norm, let us denote e = (ϕ−n(x3), ϕ−n(x4)),
f = (ϕ−n(x2), ϕ−n(x1)), e′ = (ϕn(x4), ϕn(x1)) and f ′ = (ϕn(x3), ϕn(x2)). Then, since a, b
are Lipschitz, we have that
∣a(e) − a(f)∣ ≤ Lip(a)Ds,d′(e, f)
∣b(e′) − b(f ′)∣ ≤ Lip(b)Du,d′(e′, f ′).
Again, if we consider a bigger n2 so that λ−n2+NX,d′ εX/2, λ
−n2+N ′
X,d′ εX/2 ≤ ε′X/2 then, for every
n ≥ n2, the basis sets V u(f ′, λ−2n+NX,d′ εX/2, n), V s(f, λ−2n+N
′
X,d′ εX/2, n) are well-defined, and
from (6.2.15), (6.2.16) they contain e′ and e, respectively. Now, from Proposition 6.1.15
we can find γ, γ′ > 0 (independent of e, f and e′, f ′) such that
Ds,d′(e, f) ≤ 2
−n/⌈logλX,d′ 3⌉γ
Du,d′(e′, f ′) ≤ 2
−n/⌈logλX,d′ 3⌉γ′.
Using the fact that a, b are compactly supported, we obtain C1 > 0 such that, for every
n ≥ n2, it holds
∥αns (a)α−nu (b) − α−nu (b)αns (a)∥ ≤ C12
−n/⌈logλX,d′ 3⌉. (6.2.17)
More generally, if a, b are not necessarily supported on bisections, then we can use Lemma
6.2.3 and obtain a constant C2 > 0 such that (6.2.17) holds with C2 instead of C1.
Finally, it is not hard to see that
∥α2ns (a)b − bα2ns (a)∥ = ∥αns (a)α−nu (b) − α−nu (b)αns (a)∥,
and hence
∥α2ns (a)b − bα2ns (a)∥ ≤ C22
−n/⌈logλX,d′ 3⌉, (6.2.18)
for all n ≥ n2. To complete the proof, observe that (6.2.18) can be also applied to αs(a)
in place of a.
In exactly the same way, using Proposition 6.1.22, one can prove the following.
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Lemma 6.2.13. Suppose that (X,d,ϕ) is an irreducible topological Markov chain, and let
κ > 1. Then, for every a ∈ Lipc(Gs(Q),Ds,κ) and b ∈ Lipc(Gu(P ),Du,κ), there exist C2 > 0
and n2 ∈ N such that, for all n ≥ n2, it holds
∥αns (a)α−nu (b) − α−nu (b)αns (a)∥ ≤ C2κ−2n.
As a result, the constants C2 and n2 can be chosen bigger so that
∥αns (a)b − bαns (a)∥ ≤ C2κ−n,
for all n ≥ n2.
We now state the main results of this subsection.
Proposition 6.2.14. Let d′ ∈ sMd(X,ϕ). The algebras ρs(Λs,d′(Q,αs)), ρu(Λu,d′(P,αu))




Proof. To simplify the notation, let p(d′) = 2 h(ϕ)⌈logλX,d′ 3⌉/ log 2. It suffices to show that,
for every a ∈ Lipc(Gs(Q),Ds,d′), b ∈ Lipc(Gu(P ),Du,d′) and j, j′ ∈ Z, it holds
[ρs(auj), ρu(buj
′)] ∈ Lp(H ⊗ `2(Z)),
for every p > p(d′). By the construction of ρs and ρu we have that
[ρs(auj), ρu(buj
′)] = [ρs(a), ρu(b)]ρs(uj)ρu(uj
′),
and therefore it suffices to show that the singular values of the compact operator
R = [ρs(a), ρu(b)]
satisfy (sn(R))n∈N ∈ `p(N), for every p > p(d′).
We have that R =⊕n∈ZRn, where Rn = αns (a)b−bαns (a). From Lemma 6.2.11 we obtain
that each Rn has finite rank and that there is some n0 ∈ N such that, for all n ≤ −n0, it
holds Rn = 0. For this reason, consider the compact operator T = ⊕n∈N Tn ∈ B(⊕n∈N H ),
where each Tn = Rn−n0 , and using Lemma 6.2.9 it suffices to show that (sn(T ))n∈N ∈ `p(N),
for every p > p(d′).
From Lemma 6.2.11 we can find a constant C1 > 0 so that, for every ε > 0 there is
n1 ∈ N such that, for all n ≥ n1, it holds
rank(Tn) ≤ C1e(h(ϕ)+ε)n. (6.2.19)
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Also, from Lemma 6.2.12 we can find C2 > 0 and n2 ∈ N such that, for all n ≥ n2, one has
∥Tn∥ ≤ C22
−(n/2)/⌈logλX,d′ 3⌉. (6.2.20)
Both (6.2.19) and (6.2.20) have been simplified to not include the integer n0. Following
Lemma 6.2.9, we have that αε = eh(ϕ)+ε, α = eh(ϕ) > 1, βε = β = 2
(1/2)/⌈logλX,d′ 3⌉, and also




and the proof is complete.
Similarly, one can show the following.
Proposition 6.2.15. Suppose that (X,d,ϕ) is an irreducible topological Markov chain,
and let κ > 1. The algebras ρs(Λs,κ(Q,αs)) and ρu(Λu,κ(P,αu)) commute modulo the
Schatten ideal Lp(H ⊗ `2(Z)), for every
p > h(ϕ)logκ .
6.2.3 Smooth extensions of Ruelle algebras
We now present the main results regarding smooth extensions of Ruelle algebras. Let
(X,d,ϕ) be an irreducible Smale space with periodic orbits Q,P and consider the stable,
unstable groupoids Gs(Q),Gu(P ). Recall (from Section 6.1) that, for every self-similar
hyperbolic metric d′ ∈ sMd(X,ϕ), we have the dynamical groupoid metrics Ds,d′ ,Du,d′ of
Gs(Q),Gu(P ), respectively. Moreover, in the case where (X,d,ϕ) is zero-dimensional,
we also have the dynamical groupoid ultrametrics Ds,κ,Du,κ of Gs(Q),Gu(P ), which are
defined for every expanding factor κ > 1. In what follows, we will also use the λ-number
λ(X,ϕ) of (X,d,ϕ), which is a topological invariant related to the family of metrics
sMd(X,ϕ), see Subsection 6.1.3. Finally, for every d′ ∈ sMd(X,ϕ) and κ > 1, recall
(from Subsection 6.2.2) the dense (Lipschitz) ∗-subalgebras Λs,d′(Q,αs), Λu,d′(P,αu) and
Λs,κ(Q,αs), Λu,κ(P,αu) (the zero-dimensional case) of the Ruelle algebras Rs(Q),Ru(P ),
respectively. Recall that the KPW-extension τ∆ ∶Rs(Q)⊗Ru(P )→ Q(H ⊗ `2(Z)) is the
product (in the Calkin algebra) of two faithful representations ρs ∶Rs(Q)→ B(H ⊗`2(Z))
and ρu ∶Ru(P )→ B(H ⊗ `2(Z)) which commute modulo K(H ⊗ `2(Z)). The next result
is one of our main theorems that will allow us to deduce the uniform finite smoothness of
Ruelle algebras. Its proof is omitted since it is a straightforward application of Propositions
6.2.6 and 6.2.14, Lemma 4.2.19 (see also the first part of the proof of Proposition 4.2.21)
and Remark 6.2.8.
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Theorem 6.2.16. For every d′ ∈ sMd(X,ϕ), there exist holomorphically stable dense
∗-subalgebras Hs,u,d′(Q,αs) ⊂Rs(Q) and Hu,s,d′(P,αu) ⊂Ru(P ) that
(1) contain Λs,d′(Q,αs) and Λu,d′(P,αu), respectively;
(2) the KPW-extension τ∆ ∶Rs(Q)⊗Ru(P )→ Q(H ⊗`2(Z)) is p-smooth on the algebra
Hs,u,d′(Q,αs)⊗alg Hu,s,d′(P,αu), for every
p >
2 h(ϕ)⌈logλX,d′ 3⌉
log 2 . (6.2.21)
As a result, from a topological perspective, for every
p > 2 h(ϕ)log 2 +
2 h(ϕ) logλ(X,ϕ) 3
log 2 , (6.2.22)
there is d′ ∈ sMd(X,ϕ) such that τ∆ is p-smooth on Hs,u,d′(Q,αs)⊗alg Hu,s,d′(P,αu).
Remark 6.2.17. One of the indices of Hs,u,d′(Q,αs) ⊂Rs(Q) is the letter “u” which stands
for “unstable”. Even though this subalgebra lies only in the stable Ruelle algebraRs(Q), its
construction depends on the Lipschitz algebra ρu(Λu,d′(P,αu)) in B(H ⊗`2(Z)). For more
details see the proof of Lemma 4.2.19. Similarly for the subalgebra Hu,s,d′(P,αu) ⊂Ru(P ).
Remark 6.2.18. Following the discussion in Subsection 6.1.3, in this generality of Smale
spaces, the lower bound (6.2.21), for given d′ ∈ sMd(X,ϕ), is the best possible. But, there
is a subtlety. The ceiling function is not continuous at the integers, and hence we cannot
derive, in general, that τ∆ is p-smooth for every
p >
2 h(ϕ)⌈logλ(X,ϕ) 3⌉
log 2 , (6.2.23)
where λ(X,ϕ) = sup{λX,d′ ∶ d′ ∈ sMd(X,ϕ)}. This can easily be seen if (X,d,ϕ) is
zero-dimensional. In this case λ(X,ϕ) = ∞ and the smallest lower bound of (6.2.21) is
2 h(ϕ)/ log 2, while the one of (6.2.23) is zero. Equation (6.2.22) comes from the fact that
⌈x⌉ < x + 1, for all x ∈ R.
From the Spanier-Whitehead K-duality of Kaminker, Putnam and Whittaker (for this
see Theorem 5.2.1 and also Subsection 5.2.2), Theorem 6.2.16 and Proposition 4.2.21 we
obtain the following important corollary.
Corollary 6.2.19. For all d′ ∈ sMd(X,ϕ), the Ruelle algebras Rs(Q) and Ru(P ) are
uniformly Lp-smooth on the holomorphically stable dense ∗-subalgebras Hs,u,d′(Q,αs) and
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In particular, for every
p > 2 h(ϕ)log 2 +
2 h(ϕ) logλ(X,ϕ) 3
log 2 ,
there is a metric d′ ∈ sMd(X,ϕ) such that Rs(Q) and Ru(P ) are uniformly Lp-smooth on
Hs,u,d′(Q,αs) and Hu,s,d′(P,αu), respectively.
We now move on to sharpen the above results in the case (X,d,ϕ) is a topological
Markov chain. This is done using the ultrametrics Ds,κ, Du,κ of Proposition 6.1.23, which
are indexed over every expanding factor κ > 1. The next two results are strongly related to
the fact that, in this case, the λ-number λ(X,ϕ) is infinite. The proof of Theorem 6.2.20
follows from Propositions 6.2.6 and 6.2.15, Lemma 4.2.19 and Remark 6.2.8.
Theorem 6.2.20. Suppose that (X,d,ϕ) is an irreducible topological Markov chain, and
let κ > 1. There exist holomorphically stable dense ∗-subalgebras Hs,u,κ(Q,αs) ⊂ Rs(Q)
and Hu,s,κ(P,αu) ⊂Ru(P ) that
(1) contain Λs,κ(Q,αs) and Λu,κ(P,αu), respectively;
(2) the KPW-extension τ∆ ∶Rs(Q)⊗Ru(P )→ Q(H ⊗`2(Z)) is p-smooth on the algebra
Hs,u,κ(Q,αs)⊗alg Hu,s,κ(P,αu), for every
p > h(ϕ)logκ . (6.2.24)
As a result, the extension τ∆ is optimally smooth. More precisely, for every p > 0 there is
κ > 1 such that τ∆ is p-smooth on Hs,u,κ(Q,αs)⊗alg Hu,s,κ(P,αu).
Similarly, as before, we obtain the following.
Corollary 6.2.21. Suppose that (X,d,ϕ) is an irreducible topological Markov chain.
Then, for every κ > 1, the Ruelle algebras Rs(Q) and Ru(P ) are uniformly Lp-smooth
on the holomorphically stable dense ∗-subalgebras Hs,u,κ(Q,αs) and Hu,s,κ(P,αu), for any
p > h(ϕ)logκ .
Therefore, both Ruelle algebras have zero degree of irregularity. Specifically, for every p > 0
there is κ > 1 such that Rs(Q) and Ru(P ) are uniformly Lp-smooth on Hs,u,κ(Q,αs) and
Hu,s,κ(P,αu), respectively.
Remark 6.2.22. Corollary 6.2.21 says that the degree of irregularity (see Remark 4.2.6)
agrees with the topological dimension of the Markov chain. Moreover, it implies that
every stabilised Cuntz-Krieger algebra, of an irreducible topological Markov chain, has
zero degree of irregularity. It would be very interesting to know if the converse is also
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true. More precisely, is it true that a stable (unstable) Ruelle algebra, with zero degree of
irregularity, is the stable (unstable) Ruelle algebra a topological Markov chain? To answer
this affirmatively one could try and show that, if dimX > 0, then the degree of irregularity
is strictly positive. This does not seem absurd since, if dimX > 0, then
λ(X,ϕ) ≤ e2 h(ϕ)/dimX ,
as we see in Proposition 6.1.19, and both lower bounds (6.2.21) and (6.2.24) depend on
1/ log(ν), where ν > 1 is some contraction/expansion constant (or expanding factor). It
would be a surprise to us if the above question had a negative answer. In any case, to
tackle it requires a thorough investigation of the geometry of Smale spaces.
Chapter 7
Geometric K-duality for Ruelle
algebras
In this final chapter we construct θ-summable Fredholm module representatives for the
KPW-extension class of the K-duality between the stable and unstable Ruelle algebras
(Theorem 7.2.1). Our method uses almost all the machinery that we have developed
in the previous chapters. The heart of our construction lies in Theorem 3.3.2, which
generalises Bowen’s Markov partitions, and is about refining sequences of δ-fat Markov
partitions with controlled multiplicities, diameters and Lebesgue covering numbers. This
is the point where, to each such refining sequence, we assign a sequence of Lipschitz
partitions of unity with controlled Lipschitz constants.
7.1 Building a KK1-lift of the KPW-extension class
Let (X,d,ϕ) be an irreducible Smale space and fix two periodic orbits Q and P such
that Q ∩ P = ∅. Observe that the set Xh(P,Q) does not contain periodic points. Due
to nuclearity, the KPW-extension τ∆ ∶ Rs(Q) ⊗ Ru(P ) → Q(H ⊗ `2(Z)) is invertible.
Therefore, its class [τ∆] is realised by an abstract ∆ ∈ KK1(Rs(Q) ⊗ Ru(P ),C). For
simplicity, consider
∆ ∈ K1(Rs(Q)⊗Ru(P )).
Here we develop tools for building a geometric Fredholm module representative of ∆. More
precisely, we aim to find an explicit
(i) representation ρ ∶Rs(Q)⊗Ru(P )→ B(H) on a Hilbert space H;
(ii) isometry V ∶ H ⊗ `2(Z)→ H;
(iii) unitary U ∈ B(H ⊗ `2(Z)),
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such that (here Adπ(U) is conjugation by π(U) ∈ Q(H ⊗ `2(Z)))
(Adπ(U) ○ τ∆)(x) = V ∗ρ(x)V +K(H ⊗ `2(Z)), (7.1.1)
for all x ∈ Rs(Q)⊗Ru(P ), and hence deduce that ∆ is represented by the odd Fredholm
module (H, ρ,2V V ∗ − 1) over Rs(Q)⊗Ru(P ). In this section we construct (i), (ii), (iii),
and in Section 7.2 we prove (7.1.1) and investigate summability properties of the Fredholm
module (H, ρ,2V V ∗ − 1).
To be clear, Fredholm modules of the form (H, ρ,2V V ∗ − 1) exist due to the Choi-
Effros Lifting Theorem and Stinespring’s Dilation. However, they are too abstract for
index computations, let alone being summable. Consequently, finding a concrete geometric
Fredholm module representative requires brute force.
In our case, it is straightforward to construct ρ, since it should be an untwisted version
of the extension τ∆. It turns out that the Hilbert space H = H ⊗H ⊗ `2(Z) is sufficiently
large for this purpose. On the other hand, constructing a suitable isometry V is hard. One
of the main reasons that causes this difficulty is the simultaneous actions of two copies of
Z taking place in
Rs(Q)⊗Ru(P ) = (S(Q) ⋊αs Z)⊗ (U(P ) ⋊αu Z).
In other words, finding a suitable V would be a lot easier if we only had to consider the
C∗-algebras (S(Q) ⋊αs Z) ⊗ U(P ) or S(Q) ⊗ (U(P ) ⋊αu Z). Our method is to construct
V through an averaging process that asymptotically commutes with the Z2-action, and
so that V V ∗ commutes modulo compacts with the coefficient algebra S(Q)⊗ U(P ). The
main ingredient are our generalised Markov partitions, as we see in the sequel.
A main result in lifting K-homological duality classes was achieved by Goffeng and
Mesland [58] in the case of Cuntz-Krieger algebras. The authors used an earlier result of
Kaminker and Putnam [73] about the Spanier-Whitehead K-duality between the Cuntz-
Krieger algebras OM and OMt , for an irreducible matrix M with 0 and 1 entries. In
that paper, Kaminker and Putnam considered the representations of the Toeplitz algebras
TM and TMt on the corresponding Fock space FM , which yield commuting extensions
τM ∶ OM → Q(FM) and τMt ∶ OMt → Q(FM). The K-homology duality class was then
defined to be the Ext-class of τM ⋅ τMt ∶ OM ⊗OMt → Q(FM). Now, since τM and τMt do
not lift to representations in B(FM), Goffeng and Mesland used KMS-states to construct
representations ρM ∶ OM → B(HM) and ρMt ∶ OMt → B(HMt), and also an isometry
W ∶ FM → HM⊗HMt so that the KK1(OM⊗OMt ,C)-class [HM⊗HMt , ρM⊗ρMt ,2WW ∗−1]
lifts [τM ⋅ τMt]. The aforementioned Fredholm module was shown to be θ-summable.
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The situation for the Ruelle algebras differs considerably, mostly because there is no
Fock space representation. Also, the KPW-extension τ∆ is, in fact, the product of two
commuting representations in the Calkin algebraQ(H ⊗`2(Z)) that lift to non-commuting
representations in B(H ⊗`2(Z)), while this is not happening in the Cuntz-Krieger algebra
picture. But this is to our favour. Moreover, we do not consider the double Hilbert space
H ⊗ `2(Z) ⊗H ⊗ `2(Z), but rather the Hilbert space H ⊗H ⊗ `2(Z) = ⊕n∈Z H ⊗H .
This allows us to create the averaging isometry V and use reasonably easy compactness
and singular-values arguments.
7.1.1 The symmetric representation
We now present the untwisted version of the KPW-extension τ∆. In what follows, we
consider operators a ∈ S(Q), b ∈ U(P ) and j, j′ ∈ Z, as well as, matrix units en,m. First, we
recall the representations ρs ∶ Rs(Q) → B(H ⊗ `2(Z)) and ρu ∶ Ru(P ) → B(H ⊗ `2(Z))
which are respectively given on generators by
a↦⊕
n∈Z
αns (a) and u→ 1⊗B,
as well as,
b↦ b⊗ 1 and u↦ u⊗B∗.
Also, recall that ρs(Rs(Q)), ρu(Ru(P )) commute modulo K(H ⊗ `2(Z)) and that on
elementary tensors and generators one has that τ∆ ∶ Rs(Q) ⊗Ru(P ) → Q(H ⊗ `2(Z)) is
given by
τ∆(auj ⊗ buj
′) = (ρs ⋅ ρu)(auj ⊗ buj
′) +K(H ⊗ `2(Z))
= ρu(buj




′ ⊗ en,n+j−j′ +K(H ⊗ `2(Z)).
(7.1.2)
Since the only non-commuting parts of ρs(Rs(Q)) and ρu(Ru(P )) are the coefficient
algebras ρs(S(Q)) and ρu(U(P )), the Hilbert space H ⊗H ⊗`2(Z) is spacious enough to
accommodate a representation of Rs(Q) ⊗Ru(P ). Indeed, consider first the (covariant)




αns (a) and u↦ 1⊗ 1⊗B,
b↦ b⊗ 1⊗ 1 and u↦ u⊗ u⊗B∗.
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Note that we put u↦ u⊗u⊗B∗ instead of u↦ u⊗ 1⊗B∗ so that the two representations
commute. Their product is the representation ρ̃ ∶ Rs(Q)⊗Ru(P ) → B(H ⊗H ⊗ `2(Z))
given by
ρ̃(auj ⊗ buj′) =∑
n∈Z
buj
′ ⊗ αns (a)uj
′ ⊗ en,n+j−j′ . (7.1.3)
It should be clear now that the representation (7.1.3) is the untwisted version of (7.1.2).
But there is an additional step we need to take. First, observe that in both (7.1.2) and
(7.1.3), the dynamics are basically applied only on a ∈ S(Q) and not on b ∈ U(P ). There
is nothing wrong about it. However, if we do not alter the representation now, so that b
has dynamics, we will have to include this kind of dynamics later in the isometry V . So,
lets do it now. The idea is to take half of the dynamics of a and put them on b.
Let U =⊕n∈Z u−⌊n/2⌋ and consider the symmetrised KPW-extension Adπ(U)○τ∆, which
of course yields the same Ext-class with τ∆ and is given by
(Adπ(U) ○ τ∆)(auj ⊗ buj
′) = (Ad(U) ○ (ρs ⋅ ρu))(auj ⊗ buj






′+⌊n+j−j′2 ⌋ ⊗ en,n+j−j′ +K(H ⊗ `2(Z)).
(7.1.4)




′+⌊ j−j′2 ⌋ ⊗ e2n,2n+j−j′ +K(H ⊗ `2(Z)),




′+⌊ j−j′+12 ⌋ ⊗ e2n+1,2n+1+j−j′ +K(H ⊗ `2(Z)).
Similarly, we let W = ⊕n∈Z u−⌊n/2⌋ ⊗ u−⌊n/2⌋ and define the symmetric representation ρ =
Ad(W ) ○ ρ̃. It is given by





′+⌊n+j−j′2 ⌋ ⊗ u−⌊n2 ⌋αns (a)uj
′+⌊n+j−j′2 ⌋ ⊗ en,n+j−j′ . (7.1.5)




′+⌊ j−j′2 ⌋ ⊗ αns (a)uj
′+⌊ j−j′2 ⌋ ⊗ e2n,2n+j−j′ ,




′+⌊ j−j′+12 ⌋ ⊗ αn+1s (a)uj
′+⌊ j−j′+12 ⌋ ⊗ e2n+1,2n+1+j−j′ .
As before, the representation (7.1.5) is the untwisted version of (7.1.4).
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7.1.2 Intuition for the isometry
Finding a suitable isometry V is difficult, and without doubt it requires intuition. This
subsection contains an exposition of ideas that eventually led us to find V . Not all of
them are mathematically rigorous, however we believe their presentation will add to the
understanding of the reader.
We want to find V that satisfies (7.1.1), for the symmetric representation ρ in (7.1.5).
Using linearity, and the continuity of V ∗ρ(⋅)V , this can be reduced into finding V such
that, for all a ∈ S(Q), b ∈ U(P ) and j, j′ ∈ Z, it holds
V ∗ρ(auj ⊗ buj′)V − (Ad(U) ○ (ρs ⋅ ρu))(auj ⊗ buj
′) ∈ K(H ⊗ `2(Z)). (7.1.6)
Since the operators ρ(auj⊗buj′) and (Ad(U)○(ρs ⋅ρu))(auj⊗buj′) are off-diagonal matrices
(and actually in the same off-diagonal), it seems natural to expect V to be diagonal; that
is, V = ⊕n∈Z Vn, where each Vn ∶ H → H ⊗ H is an isometry. With this in mind,
calculating (7.1.6) for a given auj ⊗ buj′ , we obtain a rather long expression which can be




′+⌊ j−j′2 ⌋⊗αns (a)uj
′+⌊ j−j′2 ⌋)V2n+j−j′−α−nu (b)αns (a)uj
′+⌊ j−j′2 ⌋)⊗e2n,2n+j−j′ (7.1.7)
and the odd-coordinates matrix, involving the terms αn+1s (a), α−nu (b), uj
′+⌊ j−j′+12 ⌋ and V ∗2n+1,
V2n+1+j−j′ at the matrix unit e2n+1,2n+1+j−j′ .
Therefore, to show that for every auj ⊗ buj′ the operator (7.1.6) is compact, we simply
have to show that, for every n ∈ Z,
V ∗2n(α−nu (b)uj
′+⌊ j−j′2 ⌋ ⊗ αns (a)uj
′+⌊ j−j′2 ⌋)V2n+j−j′ − α−nu (b)αns (a)uj






′+⌊ j−j′2 ⌋ ⊗ αns (a)uj
′+⌊ j−j′2 ⌋)V2n+j−j′ − α−nu (b)αns (a)uj
′+⌊ j−j′2 ⌋∥ = 0, (7.1.9)
and similarly for the odd-coordinates matrix. To simplify the notation, it suffices to prove
that, for every a ∈ S(Q), b ∈ U(P ) and i, k, l ∈ Z, we have





2n+l(α−nu (b)ui ⊗ αns (a)ui)V2n+k − α−nu (b)αns (a)ui∥ = 0. (7.1.11)
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Then, the result about the odd-coordinates matrices follows by applying (7.1.10) and
(7.1.11) to αs(a) in place of a. The sequel will be about finding an isometry V that
satisfies (7.1.10) and (7.1.11).
As we see in (7.1.10) and (7.1.11), the Z-actions are not negligible. Consequently, such
an isometry V =⊕n∈Z Vn has to satisfy the following quasi-invariance properties,
lim
n→±∞ ∥Vn+1 − Vn∥ = 0, (7.1.12)
and in addition,
lim
n→±∞ ∥(u⊗ u)Vn − Vnu∥ = 0. (7.1.13)




2n(α−nu (b)⊗ αns (a))V2n − α−nu (b)αns (a)∥ = 0. (7.1.14)
To summarise, we search for V that satisfies (7.1.10), (7.1.12), (7.1.13) and (7.1.14). Then,
the triple (H ⊗H ⊗ `2(Z), ρ,2V V ∗ − 1) is an odd Fredholm module representative of the
K-homology duality class ∆ ∈ K1(Rs(Q)⊗Ru(P )).
Remark 7.1.1. It is conditions (7.1.12), (7.1.13) and (7.1.14) that allow us to intuitively
find the isometry V . However, studying the summability of (H ⊗H ⊗`2(Z), ρ,2V V ∗−1)
requires an exact estimation of the convergence rates in (7.1.11), without making any
simplifications using triangle inequalities. Let us look ahead to Section 7.2 for a brief
moment. For compactly supported a and b, the (finite) rank of the operators in (7.1.10)
increases exponentially fast as n approaches +∞, and is eventually zero as n approaches
−∞. In particular, for a, b in the dense Lipschitz ∗-subalgebras of Proposition 6.2.6,
the sequence (7.1.14) decreases exponentially fast as n approaches +∞, as it happens in
Lemma 6.2.12. Finally, the sequences in (7.1.12) and (7.1.13) are O(n−1/2), and hence
the sequence in (7.1.11) is O(n−1/2). Consequently, from Theorems 4.2.8 and 6.2.16, and
Lemma 6.2.9, we obtain that the Fredholm module is Li1/4-summable; almost θ-summable
but not exactly. However, a closer look at the sequence in (7.1.11) shows that it is O(n−1)
and hence (H ⊗H ⊗ `2(Z), ρ,2V V ∗ − 1) is θ-summable. This is related to the fact that
for the final constructed isometry, the sequences ∥V ∗n Vn+1 − 1∥ and ∥V ∗n (u⊗ u)Vn − u∥ are
O(n−1), but it is not clear how to use them to simplify (7.1.11).
In order to find such V we need to understand the dynamics of the KPW-extension.
The 2n-th coordinate of (Ad(U)○(ρs ⋅ρu))(a⊗ b) (see also (7.1.14)) is α−nu (b)αns (a). If a, b
are compactly supported, there is n0 ∈ N so that α−nu (b)αns (a) = 0, when n ≤ −n0. Therefore,
the interesting part is when n approaches +∞. In this case, whenever α−nu (b)αns (a) ≠ 0,
the dynamics are complicated as the sources and ranges of α−nu (b) and αns (a), that stretch
along large segments of global stable and unstable sets, intersect in many places, thus
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creating small rectangular neighbourhoods, like a grid. In fact, the larger the n, the more
and smaller neighbourhoods we get. The symmetric representation ρ untwists this picture
by separating stable and unstable sets, and the isometry V has to compress it back to the
twisted version, with as small an error as possible. Since the aforementioned rectangular
neighbourhoods are small, the compression should be related (locally) to the bracket map
of the Smale space. Note that this would not be the case if we were working with the non-
symmetrised extension τ∆ and representation ρ̃, because the rectangular neighbourhoods
created by bαns (a) ≠ 0 would typically be large in the unstable direction, and therefore,
the compression through the bracket map would not be applicable.
Now that we have built some intuition about V , let us be even less mathematically
rigorous, but we assure the reader it will be rewarding at the end. We search for isometries
H →H ⊗H . Roughly speaking, since H = `2(Xh(P,Q)), these correspond to inclusions
Xh(P,Q) ↪ Xh(P,Q) ×Xh(P,Q). But since Xh(P,Q) is just a countable dense subset
of X, we should look for topological embeddings X ↪ X ×X. The first embedding that
comes to mind is the diagonal embedding, however it seems to be too “small” for our
purposes. Inspired by the easy part of Whitney’s Embedding Theorem [132] we proceed
as follows.
Let U = {U1, . . . , U`} be a cover of X by open rectangles (see Definition 3.2.1), and
choose a point gr ∈ Ur, for all 1 ≤ r ≤ `. It holds that Ur = [Xu(gr, Ur),Xs(gr, Ur)].
Moreover, we have the homeomorphisms ψr ∶ Ur →Xu(gr, Ur) ×Xs(gr, Ur) given by
ψr(x) = ([x, gr], [gr, x]). (7.1.15)
Each ψr is the inverse of the bracket map at gr, and the family {Ur, ψr}`r=1 can be considered
as an abstract foliated atlas (note that a non-empty intersection of rectangles is again a
rectangle). Indeed, the notions of transversality and holonomy maps are well-defined
in this setting. Also, due to irreducibility of the Smale space (X,ϕ), the topological
dimensions dimXu(y), dimXs(y) are independent of y ∈X and dimXu(y)+dimXs(y) =
dimX, see [33, Prop. 5.29]. However, the local leaves Xu(y, εX), Xs(y, εX) are in general
non-Euclidean.
At this point let us make the following (rather vague) assumptions. First, that X is
a topological manifold, and let m = dimX, mu = dimXu(y), ms = dimXs(y), for some
y ∈ X. Second, that the each homeomorphism ψr yields a homeomorphism ψ̃r ∶ Ur → Rm
(onto its image) that has the form
ψ̃r(x) = (ψur ([x, gr]), ψsr([gr, x])), (7.1.16)
where ψur ∶Xu(gr, Ur)→ Rmu and ψsr ∶Xs(gr, Ur)→ Rms .
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Let now {Fr}`r=1 be a partition of unity subordinated to the cover {Ur}`r=1. Then, if we
extend every ψ̃r to be zero outside of Ur, the map Ψ ∶X → R`(m+1) defined as
Ψ = (F1ψ̃1, . . . , F`ψ̃`, F1, . . . , F`), (7.1.17)
is continuous. Also, the coordinates (F1, . . . , F`) are included to guarantee that Ψ is
injective.
With this in mind, and following the discussion so far, we can make a good guess of
what the desired isometries H → H ⊗ H should look like. Consider again the cover
{Ur}`r=1 of open rectangles, choose the points {gr}`r=1 to be in Xh(P,Q), and let {Fr}`r=1






Fr(x)1/2δ[x,gr] ⊗ δ[gr,x]. (7.1.18)
It is well-defined with respect to the standard convention; the bracket map returns the
empty set for points x, y with d(x, y) > εX and that, the Dirac delta function on the
empty set returns zero. The fact that it is actually an isometry is proved in Subsection
7.1.4. Now, it is hard to miss that this isometry is the topological embedding Ψ (7.1.17)
in disguise. One difference is that in the isometry we consider the square roots of the
partition functions, but this is only because ∑r Fr(x) = 1. Moreover, we do not have
something that corresponds to the coordinates (F1, . . . , F`) of Ψ. However, there is no need
because (7.1.18) maps onto orthogonal vectors, and using the bracket axioms, injectivity
is guaranteed (after all it is an isometry).
Remark 7.1.2. It is important to mention that the isometry (7.1.18) is strongly related
to the ε-partitions needed to define the K-theory duality class of Kaminker, Putnam and
Whittaker, see Subsection 5.2.1. In fact, its range projection can be written in the form of
Lemma 5.2.4, if the rectangles have sufficiently small diameter. So here is the intriguing
part. The same ingredient that was needed to define the K-theory duality class appears
to be also needed for defining the K-homology duality class.
Finally, the quasi-invariance properties (7.1.12), (7.1.13) can be achieved by defining
each isometry Vn as the average of “basic” isometries H →H ⊗H of the type (7.1.18),
with mutually orthogonal ranges. For this to happen, one has to carefully choose the
covers {Ur}`r=1, the set of points {gr}`r=1 ⊂ Xh(P,Q) and the partitions of unity {Fr}`r=1.
The key tool is Theorem 3.3.2 which provides refining sequences of δ-fat Markov partitions.
This is studied in Subsections 7.1.3 and 7.1.4.
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7.1.3 Partitions of unity, aperiodic samples of Markov partitions
We develop tools that will lead to the construction of the isometry V of equation (7.1.1).
The main ingredient will be a refining sequence of δ-fat Markov partitions (Rδn)n≥0 obtained
by Theorem 3.3.2. This is a special refining sequence of (X,d) where each cover consists
of open rectangles. It will be useful to recall that this refining sequence is built from a
refining sequence of Markov partitions (Rn)n≥0 with #Rδn = #Rn, as this will simplify the
notation. The sequence (Rδn)n≥0 has many important properties, but here we will only use
that, for every n ≥ 0, the multiplicity m(Rδn) ≤ (#R1)2.
The first tool will be a sequence of Lipschitz partitions of unity (Fn)n≥0 onX associated
to the sequence (Rδn)n≥0. The second tool of our construction will be a set G ⊂Xh(P,Q) of
dynamically independent points that are chosen from each rectangle in every open cover
Rδn. Before constructing these tools recall that Q∩P = ∅ and hence the set Xh(P,Q) has
no periodic points. For the sequel, it will be convenient to choose a random ordering in
every Rδn and write
Rδn = {Rδn,k ∶ 1 ≤ k ≤ #Rn}. (7.1.19)
For every n ∈ N and 1 ≤ k ≤ #Rn consider the function hn,k ∶X → [0,∞) given by
hn,k(x) = d(x,X ∖Rδn,k). (7.1.20)
Every such function is 1-Lipschitz by the triangle inequality. For completeness, since
Rδ0 = {X}, we can define h0,1(x) = 1, for all x ∈ X. However, this is not important. Then,





forms a partition of unity on X. Note that Fn is not subordinated to Rδn, unless (X,d)
is zero-dimensional, because Fn,k(x) > 0 if and only if x ∈ Rδn,k. From a simple (but
interesting) calculation found in [13, Proposition 1] and Theorem 3.3.2 we obtain the
following.






We now move on to the construction of the second key tool. For this we require the next
definition. Recall that by Rδ we denote the set of vertices ∐n≥0Rδn of the approximation
graph corresponding to (Rδn)n≥0, see Theorem 3.3.2.
Definition 7.1.4. An Rδ-sampling function is a function c ∶Rδ →X such that c(Rδ) ∈ Rδ,
for all Rδ ∈Rδ. The image c(Rδ) will be called an Rδ-sample of the Smale space (X,ϕ).
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Remark 7.1.5. The existence of an Rδ-sampling function follows from the Axiom of Choice.
Also, every Rδ-sample is a dense subset of X.
The following definition will have a crucial role in constructing the isometry V .
Definition 7.1.6. An aperiodic Rδ-sample of the Smale space (X,ϕ) is the image c(Rδ)
of an injective Rδ-sampling function c ∶ Rδ → X where ϕj(c(Rδ)) ∩ c(Rδ) = ∅, for all
j ∈ Z ∖ {0}.
Remark 7.1.7. The ordering in (7.1.19) yields the bijection
{(n, k) ∶ n ≥ 0, 1 ≤ k ≤ #Rn}→Rδ
that maps (n, k) to the rectangle Rδn,k. Therefore, given an injective Rδ-sampling function
c, one has that c(Rδn,k) ≠ c(Rδm,`), whenever (n, k) ≠ (m,`). In Proposition 7.1.10 we
construct a particular injective Rδ-sampling function c′ whose image is aperiodic, and
from that point on, every c′(Rδn,k) will be denoted by gn,k and the image c′(Rδ) will be
G = {gn,k ∶ n ≥ 0, 1 ≤ k ≤ #Rn}.
We now aim to construct an aperiodic Rδ-sample of (X,ϕ) inside Xh(P,Q). First, we
need the next lemma which is a consequence of irreducibility.
Lemma 7.1.8. For every x ∈Xh(P,Q), the full orbit O(x) = {ϕn(x) ∶ n ∈ Z} is not dense
in X.
Proof. Let z ∈ X ∖ (P ∪ Q) and η = d(z,P ∪ Q) > 0, and assume to the contrary that
there is some x ∈ Xh(P,Q) for which O(x) is dense in X. Since x ∈ Xh(P,Q), there is
some N ∈ N so that for every n > N we have d(ϕn(x), P ) < η/2 and d(ϕ−n(x),Q) < η/2.
Due to irreducibility (see Proposition 2.1.3), the space X has no isolated points and
hence the set T (x) = O(x) ∖ {ϕ−N(x), . . . , x, . . . , ϕN(x)} is still dense in X. However,
T (x) ∩B(z, η/3) = ∅, contradicting the fact that T (x) is dense in X.
Further, we require the next elementary lemma which holds for dynamical systems
(Z,ψ), where Z is an infinite topological space and ψ ∶ Z → Z is a continuous map.
Lemma 7.1.9. For a dynamical system (Z,ψ) the following are equivalent:
(1) (Z,ψ) is irreducible;
(2) every closed, ψ-invariant, proper subset of Z has empty interior.
Proof. Suppose that (Z,ψ) is irreducible. Then, for every ordered pair of non-empty open
sets U,V ⊂ Z, there is some m ∈ N such that ψm(U)∩V ≠ ∅. Now, assume to the contrary
that there is a closed, ψ-invariant, proper subset K ⊂ Z with non-empty interior U . Then
we have ψn(U) ⊂K, for all n ∈ N. Taking V = Z ∖K gives a contradiction to (Z,ψ) being
irreducible.
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Conversely, assume condition (2) and that there are non-empty open sets U,V in Z
such that for every n ∈ N it holds ψn(U) ∩ V = ∅. Then cl(⋃n∈Nψn(U)) is a closed,
ψ-invariant, proper subset of Z with non-empty interior, contradicting condition (2).
For the next proposition we will use the ordering (7.1.19), see also Remark 7.1.7.
Proposition 7.1.10. The Smale space (X,ϕ) has an aperiodic Rδ-sample that is denoted
by G and is a subset of Xh(P,Q).
Proof. The sampling function c ∶ Rδ → X will be constructed inductively. First, note
that from Lemmas 7.1.8 and 7.1.9, for every g ∈ Xh(P,Q), the set cl(O(g)) is a closed,
ϕ-invariant, proper subset of X with empty interior. Therefore, every X ∖ cl(O(g)) is
open and dense in X. Also, note that the intersection of an open dense set with a dense
set is a dense set.
Order the set B = {(n, k) ∶ n ≥ 0, 1 ≤ k ≤ #Rn}, that is in bijection with Rδ, using the
lexicographic order (n, k) ≤ (m,`), if n <m or (n =m and k ≤ `). It will be convenient to
write B = {ei ∶ i ∈ N}, where e1 = (0,1) and ei < ei+1, for all n ∈ N. We will construct a set
G = {gei ∶ i ∈ N} in Xh(P,Q) as follows:
(i) Choose ge1 ∈Xh(P,Q);
(ii) Having chosen ge1 , . . . , gen , choose





The sampling function c ∶ Rδ → X is given by c(Rδei) = gei ∈ Rδei , where i ∈ N, and the







while gem ∈ ⋃n−1i=1 cl(O(gei)), and hence gen ≠ gem .
Moreover, ϕj(G)∩G = ∅, for all j ∈ Z∖{0}. For this, assume to the contrary that there
are gem , gen ∈ G and j ∈ Z∖{0} such ϕj(gen) = gem . If n =m we get a contradiction because







while gem ∈ ⋃n−1i=1 cl(O(gei)), and hence ϕj(gen) ≠ gem , leading to a contradiction. Similarly
if n < m. Finally, we can drop the notation of the ei’s and get the desired aperiodic
Rδ-sample
G = {gn,k ∶ n ≥ 0, 1 ≤ k ≤ #Rn}
of the Smale space (X,ϕ).
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7.1.4 The averaging isometries
In this subsection we construct the isometry V of equation (7.1.1). Then, in Section
7.2 we prove that V , together with the symmetric representation ρ in (7.1.5), yields a
θ-summable Fredholm module representative of the KPW-extension class. Following the
discussion in Subsection 7.1.2, the isometry V should have the form⊕n∈Z Vn, for isometries
Vn ∶ H → H ⊗ H . Now, each Vn should be an average of isometries with mutually
orthogonal ranges (of the form (7.1.18)) so that the quasi-invariance properties (7.1.12)
and (7.1.13) are met, and also the property (7.1.14) holds.
Let (Rδn)n≥0 be a refining sequence of δ-fat Markov partitions of the irreducible Smale
space (X,d,ϕ), obtained by Theorem 3.3.2. Also, recall that the set of vertices of the
corresponding approximation graph is Rδ = ∐n≥0Rδn. Similarly as in Subsection 7.1.3,
choose a random ordering in every Rδn and write
Rδn = {Rδn,k ∶ 1 ≤ k ≤ #Rn}. (7.1.22)
For our purposes here, it is important to note that, for every n ≥ 2 and 1 ≤ k ≤ #Rn, if
x, y ∈ Rδn,k, then
d(ϕr(x), ϕr(y)) ≤ ε′X , (7.1.23)
for all ∣r∣ ≤ n−1. Our goal is to show that the refining sequence (Rδn)n≥0 produces a family
T = {ιn,r ∶ n ∈ N, ∣r∣ ≤ n − 1} (7.1.24)
of basic isometries ιn,r ∶ H → H ⊗ H with mutually orthogonal ranges, which we can
average in a certain way. From the results of Subsection 7.1.3 (specifically see (7.1.21) and
Proposition 7.1.10)
(i) for every n ≥ 0, there is a Lipschitz partition of unity Fn = {Fn,k ∶ 1 ≤ k ≤ #Rn} on
X such that Fn,k(x) > 0 if and only if x ∈ Rδn,k. We will be interested in the square
roots of these functions and so we consider the family
F1/2n = {fn,k ∶ 1 ≤ k ≤ #Rn},
where fn,k = F 1/2n,k ;
(ii) there is an aperiodic Rδ-sample
G = {gn,k ∈ Rδn,k ∶ n ≥ 0, 1 ≤ k ≤ #Rn} ⊂Xh(P,Q),
meaning that gn,k ≠ gm,`, if (n, k) ≠ (m,`), and ϕr(G) ∩ G = ∅, for all r ∈ Z ∖ {0}.
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Given (i) and (ii) we now construct the family T . For every n ∈ N we define the





fn,k(y)δ[y,gn,k] ⊗ δ[gn,k,y]. (7.1.25)
It is well-defined with respect to the standard convention; the bracket map returns the
empty set for points x, y with d(x, y) > εX and that, the Dirac delta function on the empty
set returns zero. Recall that each Rδn,k is a rectangle with diam(Rδn,k) ≤ ε′X and therefore
we can use the notation Xu(gn,k,Rδn,k) =Xu(gn,k,2ε′X)∩Rδn,k. Similarly for the stable case.
The adjoint is given on basis vectors by
ι∗n,0(δx ⊗ δz) = fn,k([x, z])δ[x,z], (7.1.26)
if x ∈Xu(gn,k,Rδn,k), z ∈Xs(gn,k,Rδn,k) (for a unique k), and is zero otherwise. Indeed, we
have that
< ιn,0(δy), δx ⊗ δz >=∑
k
fn,k(y),
where the sum is taken over all k such that fn,k(y) ≠ 0 and x = [y, gn,k], z = [gn,k, y]. Let
k1 be one of these k’s and since fn,k1(y) ≠ 0 it holds y ∈ Rδn,k1 . Consequently, we have
x ∈Xu(gn,k1 ,Rδn,k1), z ∈Xs(gn,k1 ,R
δ
n,k1
). Now, if k2 is one of these k′s then,
gn,k2 ∈Xs(gn,k1 , εX) ∩Xu(gn,k1 , εX) = {gn,k1},
and hence k2 = k1. Finally, note that [x, z] = y.
Lemma 7.1.11. For every n ∈ N the operator ιn,0 is an isometry.












This completes the proof.
Let n ∈ N and for every r ∈ Z we define the isometry ιn,r = (u ⊗ u)rιn,0u−r, where u is
the unitary on H given by u(δx) = δϕ(x). The sequence (ιn,r)r∈Z can be considered as the
Z-orbit of ιn,0, and its interesting part lies in the central terms for ∣r∣ ≤ n − 1. Indeed, if
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fn,k(ϕ−r(y))δ[y,ϕr(gn,k)] ⊗ δ[ϕr(gn,k),y]. (7.1.27)
Then, it is straightforward to see that
ι∗n,r(δx ⊗ δz) = fn,k(ϕ−r[x, z])δ[x,z], (7.1.28)
if ϕ−r(x) ∈ Xu(gn,k,Rδn,k), ϕ−r(z) ∈ Xs(gn,k,Rδn,k) (for a unique k), and is zero otherwise.
Since G is an aperiodic Rδ-sample, we obtain the following orthogonality result.
Lemma 7.1.12. For every m,n ∈ N and r, s ∈ Z with ∣r∣ ≤ n − 1, ∣s∣ ≤ m − 1 so that
(n, r) ≠ (m,s), we have that ι∗m,sιn,r = 0.
Proof. Let m,n, r, s as in the statement and assume to the contrary that ι∗m,sιn,r ≠ 0. Then






and hence there is k such that fn,k(ϕ−r(y))ι∗m,s(δ[y,ϕr(gn,k)] ⊗ δ[ϕr(gn,k),y]) ≠ 0. Now, since
fn,k(ϕ−r(y)) ≠ 0 and ∣r∣ ≤ n − 1 we have that ϕ−r(y) ∈ Rδn,k and so d(y,ϕr(gn,k)) ≤ ε′X .
Therefore,
[y,ϕr(gn,k)] ∈Xu(ϕr(gn,k), εX/2), [ϕr(gn,k), y] ∈Xs(ϕr(gn,k), εX/2). (7.1.29)
Moreover, since ι∗m,s(δ[y,ϕr(gn,k)] ⊗ δ[ϕr(gn,k),y]) ≠ 0, there exists some 1 ≤ l ≤Rm so that
ϕ−s[y,ϕr(gn,k)] ∈Xu(gm,l,Rδm,l), ϕ−s[ϕr(gn,k), y] ∈Xs(gm,l,Rδm,l).
The fact that ∣s∣ ≤m − 1 implies that
[y,ϕr(gn,k)] ∈Xu(ϕs(gm,l), ε′X), [ϕr(gn,k), y] ∈Xs(ϕs(gm,l), ε′X),
and using (7.1.29) we get that
ϕr(gn,k) ∈Xs(ϕs(gm,l), εX) ∩Xu(ϕs(gm,l), εX). (7.1.30)
Consequently, ϕr(gn,k) = ϕs(gm,l). If r = s then gn,k = gm,l. Since theRδ-sample is aperiodic
we get that n = m, obtaining a contradiction. If r ≠ s, then ϕr−s(gn,k) = gm,l and hence
ϕr−s(G) ∩ G ≠ ∅, leading again to a contradiction since G is an aperiodic Rδ-sample. To
summarise, we showed that ι∗m,sιn,r = 0.
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Remark 7.1.13. We follow the notation of (7.1.27). Restricting to isometries ιn,r with
∣r∣ ≤ n−1 allows us to control the coefficient functions fn,k ○ϕ−r. More precisely, in Section
7.2 we will consider sequences (xn)n∈N, (yn)n∈N in X that d(xn, yn) ≤ λ−nX , eventually for
n ∈ N. For these sequences we want to have that
lim
n→∞ ∣fn,k ○ ϕ
−r(xn) − fn,k ○ ϕ−r(yn)∣ = 0, (7.1.31)
for every k, r, or even better that the limit is converging exponentially fast to zero. From






If the metric d is self-similar then ϕ,ϕ−1 are λX-Lipschitz, and from Theorem 3.3.2 part
(7), there is a constant c′ > 0 such that for every n, k it holds
Höl(fn,k) ≤ c′λn/2X .
Hence, each fn,k ○ ϕ−r is 1/2-Hölder with coefficient Höl(fn,k ○ ϕ−r) ≤ c′λ(n+∣r∣)/2X ≤ c′λnX .
Therefore, the limit (7.1.32) might not be zero. This can be fixed if we slow down (linearly)
the coefficient functions; for every n ∈ N, k ∈ {1, . . . ,R⌈n/4⌉} and ∣r∣ ≤ ⌈n/4⌉−1 it holds that
∣f⌈n/4⌉,k ○ ϕ−r(xn) − f⌈n/4⌉,k ○ ϕ−r(yn)∣ ≤ c′λ1−n/4X . (7.1.32)
This slow down trick works also for a non-self-similar metric d, for which the map ϕ is
bi-Lipschitz. However, the slow down might not be linear, and this will affect negatively
the summability properties of the Fredholm module representative of the KPW-extension
class.
In order to visualise the basic isometries we consider their range projections. Let
n ∈ N, and for every r ∈ Z consider the projections pn,r = ιn,rι∗n,r = (u ⊗ u)rpn,0(u ⊗ u)−r.
For ∣r∣ ≤ n − 1 they are given on basis vectors by




fn,k(ϕ−r[x, z])δ[x,ϕr(gn,k)] ⊗ δ[ϕr(gn,k),z], (7.1.33)
if ϕ−r(x) ∈ Xu(gn,l,Rδn,l), ϕ−r(z) ∈ Xs(gn,l,Rδn,l) (for a unique l), and is zero otherwise.
Moreover, due to Lemma 7.1.12, for every m,n ∈ N and r, s ∈ Z with ∣r∣ ≤ n − 1, ∣s∣ ≤m − 1
and (n, r) ≠ (m,s), we have that
pm,spn,r = 0. (7.1.34)
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It should be clear that these projections are related to the projections that produce the
K-theory duality class, see Subsection 5.2.1. Indeed, since the diameters of Rδn converge
to zero, there is some n0 ∈ N such that diam(Rδn) ≤ ε′X/4, for all n ≥ n0. Letting Gn =
{gn,k ∈ Rδn,k ∶ 1 ≤ k ≤ #Rn}, the pair (F
1/2
n ,Gn) is an ε′X-partition and hence, for every
n ≥ n0, the projection pn,0 ∈ S(Q) ⊗ U(P ) ⊂ B(H ⊗H ). Since conjugation by u yields
automorphisms of S(Q) and U(P ), we also have that pn,r ∈ S(Q) ⊗ U(P ), for all r ∈ Z.
In fact, for every n ≥ n0 and ∣r∣, ∣s∣ ≤ n − 1 there is a a homotopy in S(Q)⊗ U(P ) between
pn,r and pn,s.
Remark 7.1.14. It is interesting to note that for every n ≥ n0 and ∣r∣ ≤ n−1, the projection
pn,r yields an odd K-homology class for the homoclinic algebra H. To see this, consider
S(Q) ⊗ U(P ) ⊂ B(H ⊗ H ) and let σ12 ∶ S(Q) ⊗ U(P ) → U(P ) ⊗ S(Q) be the flip
isomorphism. From Lemma 5.2.6 we have that for every a ∈ S(Q), b ∈ U(P ) the products
ab, ba ∈ K(H ). Then, since pn,r ∈ S(Q)⊗ U(P ), the triple
Pn,r = (H ⊗H , σ12,2pn,r − 1)
is an odd Fredholm module over S(Q) ⊗ U(P ). Now, Theorem 5.1.7 gives a Morita
equivalence bimodule E between H and S(Q)⊗ U(P ), and hence the class
[E]⊗S(Q)⊗U(P ) [Pn,r] ∈ KK1(H,C).
We now construct the isometry V = ⊕n∈Z Vn, from isometries Vn ∶ H → H ⊗H . It
will be useful to depict the family T = {ιn,r ∶ n ∈ N, ∣r∣ ≤ n − 1} as a triangle
ι1,0
ι2,-1 ι2,0 ι2,1
ι3,-2 ι3,-1 ι3,0 ι3,1 ι3,2
ι4,-3 ι4,-2 ι4,-1 ι4,0 ι4,1 ι4,2 ι4,3
⋰ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱
The gist is to find an appropriate way to average in T and construct each Vn. Recall that
we want to achieve
lim
n→±∞ ∥Vn+1 − Vn∥ = 0, (7.1.35)
and
lim
n→±∞ ∥(u⊗ u)Vn − Vnu∥ = 0. (7.1.36)
Every Vn will be the average of finitely many isometries. Also, the bigger the n, the
more isometries will be averaged. The first quasi-invariance condition indicates that, the
isometries whose average is Vn, should coincide more and more with the isometries that
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produce Vn+1. The second quasi-invariance condition suggests that the chosen isometries
for every Vn, should be further and further away (horizontally) from the boundaries of the
triangle; the sets {ιn,−n+1 ∶ n ∈ N} and {ιn,n−1 ∶ n ∈ N}. In this way, every Vn, eventually,
will not be shifted outside of the triangle by powers of u and u⊗ u. Of course, to achieve
(7.1.36) for any fixed power of u and u⊗ u, it suffices to chose isometries from T that are
simply not in these two boundaries. However, we are interested in achieving condition
(7.1.11) which requires not moving (eventually) outside of the triangle, at all. This also
forces to construct each Vn as a moving average directed to the bottom of the triangle.







Due to Lemma 7.1.12, for every m,m′ ∈ N with m ≠ m′, it holds that θ∗mθm = (2m + 1)I






where cn = ((n+ 1)(3n+ 1))1/2, is an isometry in B(H ,H ⊗H ). Remark 7.1.13 suggests
to slow down the sequence (Wn)n≥0 by considering the sequence (γn)n≥0 with γn = ⌈n/16⌉,
and define
Vn =Wγn . (7.1.39)




Remark 7.1.15. Let m ∈ N and ∣r∣ ≤ m − 1. It is straightforward to see that the open
cover ϕr(Rδm), corresponding to the basic isometry ιm,r, refines the δ-fat Markov partition
Rδ
m−∣r∣. This means that the open covers associated with the basic isometries constituting
eachWn (7.1.38), refine the δ-fat Markov partition Rδn. Consequently, as n goes to +∞, the
diameter of the supports of the coefficient functions (square roots of partitions of unity)
of the basic isometries in Wn tends to zero. The same holds for the isometry Vn = Wγ∣n∣ ,
as ∣n∣ tends to infinity.
Proposition 7.1.16. For every j ∈ Z, the isometry V ∶ H ⊗ `2(Z) → H ⊗ H ⊗ `2(Z)
satisfies
lim
n→±∞ ∥Vn+j − Vn∥ = 0
lim
n→±∞ ∥(u⊗ u)
jVn − Vnuj∥ = 0.
In particular, both sequences are O(∣n∣−1/2).
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Proof. It suffices to consider the limits to +∞ and the isometries Wn instead of Vn. Also,
we can assume that j ≥ 0. For the first limit we estimate ∥Wn+j −Wn∥2. Specifically, we
will show that for every η ∈ H with ∥η∥ = 1, the inner products ⟨Wn+j(η),Wn(η)⟩ and
⟨Wn(η),Wn+j(η)⟩ are independent of η and converge to one. Indeed, for n ≥ j we have
that














= (n + 1 − j)(3n + 1 + j)((n + 1 + j)(3n + 1 + 3j)(n + 1)(3n + 1))1/2 I.
Consequently, it holds that ∥Wn+j −Wn∥ = O(n−1/2).
Similarly, we estimate ∥(u⊗u)jWn−Wnuj∥2 by showing thatW ∗n (u⊗u)jWn is a multiple
of uj. For n ≥ j we have that


















Since the basic isometries have mutually orthogonal ranges we have









= 3n + 1 − j3n + 1 u
j.
As a result, we have ∥(u⊗ u)jWn −Wnuj∥ = O(n−1/2).
7.2 Fredholm modules for the KPW-extension class
We now prove that the constructions of Section 7.1 yield θ-summable Fredholm module
representatives for the KPW-extension class of a Smale space. This section consists of
four elaborate lemmas whose proof requires most of the tools and techniques developed
in this thesis. For intuition and a better understanding we advise the reader to look at
Section 7.1 first, especially Subsection 7.1.2.
Let (X,d,ϕ) be an irreducible Smale space and fix two periodic orbits Q,P such
that Q ∩ P = ∅. Consider the stable and unstable groupoids Gs(Q) and Gu(P ). The
algebraic and topological structures of the groupoids do not depend on the choice of
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hyperbolic metric (compatible with d), and this allows some flexibility in their study. In
Theorem 6.1.4 we showed that every self-similar hyperbolic metric d′ ∈ sMd(X,ϕ) yields
nicely behaved compatible groupoid metrics Ds,d′ and Du,d′ on Gs(Q) and Gu(P ). In
Proposition 6.2.6 we proved that these metrics produce the dense (Lipschitz) ∗-subalgebras
Λs,d′(Q,αs), Λu,d′(P,αu) of the Ruelle algebras Rs(Q), Ru(P ). Then, in Theorem 6.2.16
it was proved that the KPW-extension τ∆ ∶ Rs(Q) ⊗Ru(P ) → Q(H ⊗ `2(Z)) (5.2.6) is
finitely-smooth on the algebra Λs,d′(Q,αs)⊗alg Λu,d′(P,αu), for every d′ ∈ sMd(X,ϕ).
One of the technical parts of Section 7.1 was constructing the symmetric representation
(7.1.5)
ρ ∶Rs(Q)⊗Ru(P )→ B(H ⊗H ⊗ `2(Z)).
With a lot more effort, using a refining sequence of δ-fat Markov partitions (Rδn)n≥0, we
then constructed the isometry (7.1.40)
V =⊕
n∈Z
Vn ∶ H ⊗ `2(Z)→H ⊗H ⊗ `2(Z).
Each isometry Vn is the average of basic isometries of the form ιm,s ∶ H →H ⊗H (7.1.27).
All basic isometries depend on the metric d (while ρ,H do not), hence the same is true
for V . Let us denote V by Vd and consider the triple
Fd = (H ⊗H ⊗ `2(Z), ρ,2VdVd∗ − 1). (7.2.1)
Similarly, for each d′ ∈ sMd(X,ϕ) there is a triple Fd′ for the Smale space (X,d′, ϕ). The
main result of this section is about θ-summable Fredholm module representatives of the
abstract K-homology class of τ∆, namely ∆ ∈ K1(Rs(Q)⊗Ru(P )).
Theorem 7.2.1. For every metric d′ ∈ sMd(X,ϕ), the triple Fd′ is an odd Fredholm
module over Rs(Q) ⊗Ru(P ) that represents the duality class ∆, and is θ-summable on
Λs,d′(Q,αs)⊗alg Λu,d′(P,αu).
Remark 7.2.2. The index-theoretic calculations of Proposition 4.2.11 give an exhaustive
description of the K1-homology classes of Rs(Q) and Ru(P ) in terms of Fredholm modules
constructed by Markov partitions. Using similar techniques, the same can be done for the
K0-homology classes. Now, if Rs(Q) and Ru(P ) were unital, the θ-summability of any Fd′
would (in a straightforward manner) imply the uniform Li1/2-summability (see Definition
4.2.4) of the K-homology of both Rs(Q) and Ru(P ). However, these Ruelle algebras are
never unital. Nevertheless, it seems still possible to transfer the θ-summability of each
Fd′ . We will deal with this in a future project where we also intend to lift the θ-summable
Fredholm modules over Rs(Q) and Ru(P ) (obtained from any Fd′) to θ-summable spectral
triples. Moreover, we believe that every Fd′ corresponds to interesting Fredholm modules
over S(Q)⊗ U(P ), S(Q) and U(P ) using the pull-back.
CHAPTER 7. GEOMETRIC K-DUALITY FOR RUELLE ALGEBRAS 178
In this section we focus only on θ-summable Fredholm module representatives of ∆,
and we do not aim to obtain the fine dimension estimates of Section 6.2. Hence, there is no
need to keep track of which self-similar metric we are using. For the same reason, there is
no point in considering the more tractable metrics and Lipschitz algebras of Propositions
6.1.23 and 6.2.7, in the case (X,d,ϕ) is a topological Markov chain. Henceforth, we assume
that the Smale space (X,d,ϕ) is self-similar, we consider only the metric d, we denote Vd
simply by V , and we prove Theorem 7.2.1 by showing that the triple
F = (H ⊗H ⊗ `2(Z), ρ,2V V ∗ − 1) (7.2.2)
represents ∆.
Recall the representations ρs ∶ Rs(Q) → B(H ⊗ `2(Z)), ρu ∶ Ru(P ) → B(H ⊗ `2(Z))
which commute modulo compacts and whose product in the Calkin algebra gives τ∆.
Also, recall the unitary U = ⊕n∈Z u−⌊n/2⌋ and the symmetrised KPW-extension (7.1.4)
Adπ(U) ○ τ∆ which on x ∈Rs(Q)⊗algRu(P ) is given by
(Adπ(U) ○ τ∆)(x) = (Ad(U) ○ (ρs ⋅ ρu))(x) +K(H ⊗ `2(Z)). (7.2.3)
In Proposition 6.2.14 we proved that ρs(Λs,d(Q,αs)) and ρu(Λu,d(P,αu)) commute modulo
a Schatten ideal J . Therefore, for every x, y ∈ Λs,d(Q,αs)⊗alg Λu,d(P,αu), we have that
(ρs ⋅ ρu)(xy) − (ρs ⋅ ρu)(x)(ρs ⋅ ρu)(y) ∈ J
and (ρs ⋅ ρu)(x∗) − (ρs ⋅ ρu)(x)∗ ∈ J .
(7.2.4)
Since U ∈ B(H ⊗ `2(Z)), the same conditions hold for the linear map Ad(U) ○ (ρs ⋅ ρu).
Here we aim to show that, for all x ∈ Λs,d(Q,αs)⊗alg Λu,d(P,αu), it holds
V ∗ρ(x)V − (Ad(U) ○ (ρs ⋅ ρu))(x) ∈ Li(H ⊗ `2(Z)). (7.2.5)
Then, using Theorem 4.2.8 we obtain that the triple F from (7.2.2) is an odd Fredholm
module over Rs(Q)⊗Ru(P ) that is θ-summable on Λs,d(Q,αs)⊗alg Λu,d(P,αu) and whose
K-homology class lifts the extension class [Adπ(U) ○ τ∆] = [τ∆], hence represents ∆. In
this way, we complete the proof of Theorem 7.2.1.
From Subsection 7.1.2, in particular conditions (7.1.10) and (7.1.11), the proof of (7.2.5)
is an immediate application of the following Lemmas 7.2.3 and 7.2.7, as well as, of Lemma










where cn = ((n + 1)(3n + 1))1/2, and for n ∈ Z we have Vn =Wγ∣n∣ , where γ∣n∣ = ⌈∣n∣/16⌉.
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In the next result, the fact that the metric d is self-similar is not important.
Lemma 7.2.3. Let a ∈ Cc(Gs(Q)), b ∈ Cc(Gu(P )) and i, k, l ∈ Z. Then, for every n ∈ Z,
the operator
Tn = V ∗2n+l(α−nu (b)ui ⊗ αns (a)ui)V2n+k − α−nu (b)αns (a)ui
has finite rank. In particular,
(i) there is n0 ∈ N such that rank(Tn) = 0, for all n ≤ −n0;
(ii) there is a constant C1 > 0 so that, for every ε > 0 there is n1 ∈ N such that, for all
n ≥ n1, we have rank(Tn) ≤ C1e2(h(ϕ)+ε)n.
Proof. Assume that supp(a) ⊂ V s(v,w,hs, η,N) and supp(b) ⊂ V u(v′,w′, hu, η′,N ′) and
denote each V ∗2n+l(α−nu (b)ui ⊗ αns (a)ui)V2n+k by Sn. Fix some n ∈ Z. The operator
α−nu (b)αns (a)ui has finite rank (see Lemma 6.2.11) and also
rank(α−nu (b)αns (a)ui) = rank(α−nu (b)αns (a)) = rank(bα2ns (a)). (7.2.7)
We claim that the operator Sn has finite rank too. If y ∈ Xh(P,Q) and Sn(δy) ≠ 0, then
there is some basic isometry ι2m,r, for m ∈ {γ∣2n+k∣, . . . ,2γ∣2n+k∣} and ∣r∣ ≤ m, such that
(α−nu (b)ui ⊗ αns (a)ui)ι2m,r(δy) ≠ 0. We have





and hence there is some j ∈ {1, . . . ,#R2m} such that f2m,j(ϕ−r(y)) ≠ 0, meaning that
ϕi[y,ϕr(g2m,j)], ϕi[ϕr(g2m,j), y] are well-defined, and
α−nu (b)δϕi[y,ϕr(g2m,j)] ≠ 0,
αns (a)δϕi[ϕr(g2m,j),y] ≠ 0.




Let ` ∈ N be large enough so that ` + n + i > 0 and i − n − ` < 0. Then,
ϕ`+n+i(y) ∈Xs(ϕ`+n+i[y,ϕr(g2m,j)], λ−(`+n+i)X εX/2)
and
ϕ`+n+i[y,ϕr(g2m,j)] ∈Xs(ϕ`(w′), λ−`X η′).
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Therefore, ϕ`+n+i(y) ∈Xs(ϕ`(w′), εX), or equivalently
y ∈ ϕ−(`+n+i)(Xs(ϕ`(w′), εX)). (7.2.9)
Similarly, we have that
y ∈ ϕ−(i−n−`)(Xu(ϕ−`(w), εX)). (7.2.10)
The intersection of the sets in (7.2.9) and (7.2.10) is finite since the first is a compact
segment of the global stable set Xs(ϕ−(n+i)(w′)), and the second is a compact segment of
the global unstable set Xu(ϕ−(i−n)(w)). As a result, we obtain that the operator Sn has
finite rank.
We now prove part (i). From (7.2.7) and Lemma 6.2.11 we can find n0 ∈ N so that
rank(α−nu (b)αns (a)ui) = 0, if n ≤ −n0. We aim to choose a (possibly) larger n0 so that we
also have rank(Sn) = 0, if n ≤ −n0. First note that since Q ∩ P = ∅, there is some ε0 > 0
so that B(Q,ε0) ∩ B(P, ε0) = ∅. Also, note that w ∈ Xu(Q), w′ ∈ Xs(P ), and for every




see Remark 7.1.15 and Theorem 3.3.2. It suffices to consider n0 ∈ N large enough so that,
if n ≤ −n0, we also have that
(i) n + i < 0, i − n > 0;
(ii) ϕ−(n+i)(w′) ∈ B(P, ε0/4), λn+iX η′ < ε0/4;
(iii) ϕ−(i−n)(w) ∈ B(Q,ε0/4), λ−(i−n)X η < ε0/4;
(iv) λ1−γ∣2n+k∣X εX < ε0/2.
Suppose that n ≤ −n0 and assume to the contrary that there is y ∈ Xh(P,Q) with
Sn(δy) ≠ 0. Following the proof so far, we can find m ∈ {γ∣2n+k∣, . . . ,2γ∣2n+k∣}, ∣r∣ ≤ m and
j ∈ {1, . . . ,#R2m} so that f2m,j(ϕ−r(y)) ≠ 0 and (7.2.8) holds. We have that
[y,ϕr(g2m,j)] ∈Xs(ϕ−(n+i)(w′), λn+iX η′),
[ϕr(g2m,j), y] ∈Xu(ϕ−(i−n)(w), λ−(i−n)X η).
As a result, we get that [y,ϕr(g2m,j)] ∈ B(P, ε0/2) and [ϕr(g2m,j), y] ∈ B(Q,ε0/2). Also,
since the coefficient function f2m,j ○ϕ−r is non-zero exactly on the rectangle ϕr(Rδ2m,j), we
have that y, [y,ϕr(g2m,j)], [ϕr(g2m,j), y] ∈ ϕr(Rδ2m,j) and hence their mutual distances are
less than ε0/2. Therefore, we obtain that y ∈ B(Q,ε0)∩B(P, ε0), which is a contradiction.
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Let ε > 0 and we prove part (ii). Again, from (7.2.7) and Lemma 6.2.11, there is some
n1 ∈ N such that, if n ≥ n1, then it holds that
rank(α−nu (b)αns (a)ui) < e2(h(ϕ)+ε)n.
We now prove that a similar statement holds for Sn, given that n ∈ N is sufficiently large.
First, consider a (possibly) larger n1 so that n1 ≥ ∣i∣ and assume that n ≥ n1. If y ∈Xh(P,Q)
and Sn(δy) ≠ 0, similarly as before, we can find m ∈ {γ∣2n+k∣, . . . ,2γ∣2n+k∣}, ∣r∣ ≤ m and
j ∈ {1, . . . ,#R2m} so that f2m,j(ϕ−r(y)) ≠ 0 and (7.2.8) holds. However, this time we have
that
ϕn+i(y) ∈Xs(ϕn+i[y,ϕr(g2m,j)], λ−(n+i)X εX/2),
ϕi−n(y) ∈Xu(ϕi−n[ϕr(g2m,j), y], λi−nX εX/2),
and hence it holds that
y ∈ ϕ−(n+i)(Xs(w′, εX)) ∩ ϕn−i(Xu(w, εX)).
Working as in Lemma 6.2.11, we can choose n1 even larger so that, if n ≥ n1, it holds
rank(Sn) ≤ #ϕ−(n+i)(Xs(w′, εX)) ∩ ϕn−i(Xu(w, εX))
= #Xs(w′, εX) ∩ ϕ2n(Xu(w, εX))
< e2(h(ϕ)+ε)n.
This completes the proof of the lemma.
The next “orthogonality” lemma holds since G = {gn,k ∈ Rδn,k ∶ n ≥ 0, 1 ≤ k ≤ #Rn} is
an aperiodic Rδ-sample, see Definition 7.1.6. Also, although it was not needed so far, for
the next lemma it will be convenient to highlight that the diameters in Rδ1 are strictly less
than ε′X . In fact, we have that diam(Rδ1) < 7ε′X/12, see (3.3.4).
Lemma 7.2.4. Let a ∈ Cc(Gs(Q)), b ∈ Cc(Gu(P )) and i ∈ Z. Also, let m, t ∈ N and r, s ∈ Z
with ∣r+ i∣ ≤m− 1, ∣s∣ ≤ t− 1 and (t, s) ≠ (m,r+ i). Then, there is n2 = n2(a, b) ∈ N so that,
for all n ≥ n2, it holds
ι∗t,s(α−nu (b)ui ⊗ αns (a)ui)ιm,r = 0.
Proof. Assume that supp(a) ⊂ V s(v,w,hs, η,N) and supp(b) ⊂ V u(v′,w′, hu, η′,N ′). First,
we should note that if n ≥ N,N ′ then, for every x ∈ ϕn(Xu(w,η)) it holds that
ϕn ○ hs ○ ϕ−n(x) ∈Xs(x,λ−n+NX εX/2),
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and similarly, for every x ∈ ϕ−n(Xs(w′, η′)) we have that
ϕ−n ○ hu ○ ϕn(x) ∈Xu(x,λ−n+N ′X εX/2).
We define n2 ∈ N to be slightly larger than N,N ′ so that λ−n2+NX εX/2, λ
−n2+N ′
X εX/2 ≤ ε′X/6.
Consider now some n ≥ n2 and assume to the contrary that there is y ∈Xh(P,Q) such
that
ι∗t,s(α−nu (b)ui ⊗ αns (a)ui)ιm,r(δy) ≠ 0. (7.2.11)
Since ∣r + i∣ ≤m − 1, we have that





Then, from (7.2.11) there is some j ∈ {1, . . . ,#Rm} so that
fm,j(ϕ−r(y))ι∗t,s(α−nu (b)δ[ϕi(y),ϕr+i(gm,j)] ⊗ αns (a)δ[ϕr+i(gm,j),ϕi(y)]) ≠ 0. (7.2.12)
In particular, ϕ−n ○ hu ○ϕn[ϕi(y), ϕr+i(gm,j)] and ϕn ○ hs ○ϕ−n[ϕr+i(gm,j), ϕi(y)] are well-
defined, and there is a (unique) k ∈ {1, . . . ,#Rt} so that
ϕ−s−n ○ hu ○ ϕn[ϕi(y), ϕr+i(gm,j)] ∈Xu(gt,k,Rδt,k),
ϕn−s ○ hs ○ ϕ−n[ϕr+i(gm,j), ϕi(y)] ∈Xs(gt,k,Rδt,k).
Since ∣s∣ ≤ t − 1, it follows that
ϕ−n ○ hu ○ ϕn[ϕi(y), ϕr+i(gm,j)] ∈Xu(ϕs(gt,k),7ε′X/12),
ϕn ○ hs ○ ϕ−n[ϕr+i(gm,j), ϕi(y)] ∈Xs(ϕs(gt,k),7ε′X/12).
Moreover,
ϕ−n ○ hu ○ ϕn[ϕi(y), ϕr+i(gm,j)] ∈Xu([ϕi(y), ϕr+i(gm,j)], ε′X/6),
ϕn ○ hs ○ ϕ−n[ϕr+i(gm,j), ϕi(y)] ∈Xs([ϕr+i(gm,j), ϕi(y)], ε′X/6),
and since ϕi(y), ϕr+i(gm,j) ∈ ϕr+i(Rδm,j) and ϕr+i(Rδm,j) is a rectangle with diameter less
than 7ε′X/12, we also have that
[ϕi(y), ϕr+i(gm,j)] ∈Xu(ϕr+i(gm,j),7ε′X/12),
[ϕr+i(gm,j), ϕi(y)] ∈Xs(ϕr+i(gm,j),7ε′X/12).
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Hence, we have ϕr+i(gm,j) ∈Xs(ϕs(gt,k), εX)∩Xu(ϕs(gt,k), εX) = {ϕs(gt,k)}. If s ≠ r + i
then ϕr+i−s(gm,j) = gt,k, which is a contradiction since G is aperiodic. Finally, if s = r + i
then gm,j = gt,k, and from aperiodicity it holds that m = t. However, this is again a
contradiction since (t, s) ≠ (m,r + i). This completes the proof.
For the next lemma, the fact that the metric d is self-similar plays an important role.
Also, the proof is quite elaborate and we advise the reader to try and understand the proof
of Lemma 6.2.12 first. Further, recall the sequence γ∣n∣ = ⌈∣n∣/16⌉, for n ∈ Z, which we use
to define the isometry Vn (7.2.6).
Lemma 7.2.5. Let a ∈ Lipc(Gs(Q),Ds,d), b ∈ Lipc(Gu(P ),Du,d) and i, k ∈ Z. Then, there
is a constant C2 > 0 and some n3 ∈ N so that 2n3 + k > 0 and γ2n3+k ≥ ∣i∣ + 1 and, for all
n ≥ n3, if m ∈ {γ2n+k, . . . ,2γ2n+k}, ∣r∣ ≤m, it holds that




Proof. Assume that supp(a) ⊂ V s(v,w,hs, η,N) and supp(b) ⊂ V u(v′,w′, hu, η′,N ′). First,
choose n3 ∈ N so that 2n3 + k > 0 and γ2n3+k ≥ ∣i∣ + 1, and since (γn)n∈N is increasing we
have that γ2n+k ≥ ∣i∣ + 1, for all n ≥ n3. Therefore, for all m,r as in the statement it holds
that ∣r + i∣ ≤ 2m − 1. Along the proof, the integer n3 will be chosen sufficiently large for
our arguments to work. Also, the constant C2 will be described at the end of the proof.
Moreover, for a large portion of the proof, the fact that we consider m ∈ N that increases
with respect to n ∈ N; meaning m ≥ γ2n+k, is not important, and what one should keep in
mind is that m,r are such that ∣r+ i∣ ≤ 2m−1. When it becomes important though, it will
be highlighted.
Let n ≥ n3 and m,r as in the statement. First note that if α−nu (b)αns (a)ui ≠ 0, then
Xs(ϕ−n(w′)) ∩ Xu(ϕn(v)) ≠ ∅ and hence ϕ−n(w′), ϕn(v) must lie in the same mixing
component. Therefore, in this case, all points ϕ−n(w′), ϕ−n(v′), ϕn(w), ϕn(v) lie in the
same mixing component. Similarly, if (α−nu (b)ui ⊗ αns (a)ui)ι2m,r ≠ 0, then from (7.2.9)
and (7.2.10) of Lemma 7.2.3 we see that Xs(ϕ−n(w′)) ∩ Xu(ϕn(w)) ≠ ∅, and hence
ϕ−n(w′), ϕ−n(v′), ϕn(w), ϕn(v) are in the same mixing component. As a result, the
only possibility for the operators ι∗2m,r+i(α−nu (b)ui ⊗ αns (a)ui)ι2m,r and α−nu (b)αns (a)ui to
be non-zero is when n takes values in a certain strictly increasing arithmetic-like sequence.
Therefore, we can assume that (X,d,ϕ) is mixing.
The proof starts with a similar compactness argument as in Lemma 6.2.12. Recall that
source(a) and source(b) denote the images of supp(a), supp(b) via the groupoid source
map. Both source(a) and source(b) are compact subsets of Xu(w,η) and Xs(w′, η′),
respectively. From compactness, we can find an ε > 0 such that the ε-neighbourhoods
Nε(source(a)) ⊂ Xu(w,η) and Nε(source(b)) ⊂ Xs(w′, η′). Let us now choose n3 ∈ N to
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be sufficiently large so that
λi−n3εX , λ−i−n3εX , λ−n3+NεX < ε.
In particular, this also means that n3 ≥ N, ∣i∣. Consider y ∈ Xh(P,Q) and n ≥ n3 with
α−nu (b)αns (a)uiδy ≠ 0. Then
ϕ−n+i(y) ∈ source(a), ϕ2n ○ hs ○ ϕ−n+i(y) ∈ source(b),
and α−nu (b)αns (a)uiδy equals
b(hu ○ϕ2n ○hs ○ϕ−n+i(y), ϕ2n ○hs ○ϕ−n+i(y))a(hs ○ϕ−n+i(y), ϕ−n+i(y))δϕ−n○hu○ϕ2n○hs○ϕ−n+i(y).





f2m,j(ϕ−r(y))α−nu (b)δϕi[y,ϕr(g2m,j)] ⊗ αns (a)δϕi[ϕr(g2m,j),y].
Indeed, for every j ∈ {1, . . . ,#R2m} with f2m,j(ϕ−r(y)) ≠ 0 we have that
ϕ−n+i[ϕr(g2m,j), y] ∈Xu(ϕ−n+i(y), λ−n+iX εX/2)
⊂ Nε/2(source(a))
⊂Xu(w,η).
As a result, αns (a)δϕi[ϕr(g2m,j),y] equals
a(hs ○ ϕ−n+i[ϕr(g2m,j), y], ϕ−n+i[ϕr(g2m,j), y])δϕn○hs○ϕ−n+i[ϕr(g2m,j),y].
Moreover, for such j it holds that
ϕn+i[y,ϕr(g2m,j)] ∈Xs(ϕn+i(y), λ−(n+i)X εX/2)
⊂Xs(ϕ2n ○ hs ○ ϕ−n+i(y), λ−(n+i)X εX/2 + λ−2n+NX εX/2)
⊂ Nε(source(b))
⊂Xu(w′, η′).
Therefore, α−nu (b)δϕi[y,ϕr(g2m,j)] equals
b(hu ○ ϕn+i[y,ϕr(g2m,j)], ϕn+i[y,ϕr(g2m,j)])δϕ−n○hu○ϕn+i[y,ϕr(g2m,j)].
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Conversely, let y ∈ Xh(P,Q) and n ≥ n3. If (α−nu (b)ui ⊗ αns (a)ui)ι2m,r(δy) ≠ 0, then
there is some j0 ∈ {1, . . . ,#R2m} so that
f2m,j0(ϕ−r(y))α−nu (b)δϕi[y,ϕr(g2m,j0)] ⊗ α
n
s (a)δϕi[ϕr(g2m,j0),y] ≠ 0.
Specifically, the expressions ϕi[y,ϕr(g2m,j0)], ϕi[ϕr(g2m,j0), y] are well-defined and
ϕ−n+i[ϕr(g2m,j0), y] ∈ source(a), ϕn+i[y,ϕr(g2m,j0)] ∈ source(b).
Working as before we obtain that ϕ−n+i(y) ∈ Nε/2(source(a)) ⊂ Xu(w,η) and also that
ϕn+i(y) ∈ Nε/2(source(b)) ⊂ Xu(w′, η′). Therefore, the point ϕ2n ○ hs ○ ϕ−n+i(y) is well-
defined and lies so close to ϕn+i(y) (in the stable direction) so that it is actually in
Nε(source(b)) ⊂Xu(w′, η′). As a result, α−nu (b)αns (a)uiδy is given by
b(hu ○ϕ2n ○hs ○ϕ−n+i(y), ϕ2n ○hs ○ϕ−n+i(y))a(hs ○ϕ−n+i(y), ϕ−n+i(y))δϕ−n○hu○ϕ2n○hs○ϕ−n+i(y).
Moreover, for every j ∈ {1, . . . ,#R2m} with f2m,j(ϕ−r(y)) ≠ 0, by comparing with ϕ−n+i(y),
ϕn+i(y), we have that
ϕ−n+i[ϕr(g2m,j), y] ∈ Nε(source(a)),
ϕn+i[y,ϕr(g2m,j)] ∈ Nε(source(b)),
and hence lie in Xu(w,η) and Xu(w′, η′), respectively.
To summarise, let n ≥ n3 and consider y ∈ Xh(P,Q) so that α−nu (b)αns (a)uiδy ≠ 0 or
(α−nu (b)ui⊗αns (a)ui)ι2m,r(δy) ≠ 0. Then, the expression ϕ−n ○hu ○ϕ2n ○hs ○ϕ−n+i(y) is well-
defined, and the same holds for ϕn○hs○ϕ−n+i[ϕr(g2m,j), y] and ϕ−n○hu○ϕn+i[y,ϕr(g2m,j)],
for all j ∈ {1, . . . ,#R2m} with f2m,j(ϕ−r(y)) ≠ 0. Our goal now is to evaluate the operator
ι∗2m,r+i(α−nu (b)ui ⊗ αns (a)ui)ι2m,r on δy.
At this point we shall consider a (possibly) larger n3 so that n3 ≥ N ′. Then for every
y as above we have that
d(ϕ−n ○ hu ○ ϕ2n ○ hs ○ ϕ−n+i(y), ϕi(y)) ≤K0λ−nX , (7.2.13)
where K0 = λN
′
X εX/2 + λNXεX/2. Moreover, from [108, Lemma 2.2], for a (possibly) larger
n3 we can guarantee that
ϕn ○ hs ○ ϕ−2n ○ hu ○ ϕn(ϕi(y)) = ϕ−n ○ hu ○ ϕ2n ○ hs ○ ϕ−n(ϕi(y)). (7.2.14)
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Consequently, we obtain the important fact that
ϕ−n ○ hu ○ ϕ2n ○ hs ○ ϕ−n+i(y) = [ϕ−n ○ hu ○ ϕn+i(y), ϕn ○ hs ○ ϕ−n+i(y)]. (7.2.15)
In addition, for every j ∈ {1, . . . ,#R2m} with f2m,j(ϕ−r(y)) ≠ 0, we claim that
ϕn ○ hs ○ ϕ−n+i[ϕr(g2m,j), y] = [ϕr+i(g2m,j), ϕn ○ hs ○ ϕ−n+i(y)],
ϕ−n ○ hu ○ ϕn+i[y,ϕr(g2m,j)] = [ϕ−n ○ hu ○ ϕn+i(y), ϕr+i(g2m,j)].
(7.2.16)
We now prove the stable case, and the unstable case is similar. We have that both
ϕ−r(y), g2m,j lie in Rδ2m,j, and since ∣r + i∣ ≤ 2m − 1 it holds that
ϕi[ϕr(g2m,j), y] = [ϕr+i(g2m,j), ϕi(y)].
For brevity denote x = ϕr+i(g2m,j), z = ϕi(y). For every 0 ≤ ` ≤ n −N we have that
d(ϕ`+N−n(z), ϕ`+N ○ hs ○ ϕ−n(z)) ≤ λ−`d(ϕN−n(z), ϕN ○ hs ○ ϕ−n(z))
= λ−`d(ϕN−n(z), [ϕN−n(z), ϕN(v)])
≤ λ−`εX/2,
and also that d(ϕ`+N−n(z), ϕ`+N−n[x, z]) ≤ λ`+N−nX εX/2. Therefore, for all 0 ≤ ` ≤ n −N it
holds that
d(ϕ`+N−n[x, z], ϕ`+N ○ hs ○ ϕ−n(z)) ≤ εX ,
and in addition
[ϕ`+N−n[x, z], ϕ`+N ○ hs ○ ϕ−n(z)] = ϕ`[ϕN−n[x, z], [ϕN−n(z), ϕN(v)]]
= ϕ`[ϕN−n[x, z], ϕN(v)].
For ` = n −N we obtain that
[x,ϕn ○ hs ○ ϕ−n(z)] = [[x, z], ϕn ○ hs ○ ϕ−n(z)]
= ϕn−N[ϕN−n[x, z], ϕN(v)]
= ϕn ○ hs ○ ϕ−n[x, z],
and this completes the proof of the claim. In fact, we can assume that n3 is slightly larger
(and still independent of y) so that,
[ϕ−n ○ hu ○ ϕn+i(y), ϕr+i(g2m,j)] ∈Xu(ϕr+i(g2m,j), εX/2),
[ϕr+i(g2m,j), ϕn ○ hs ○ ϕ−n+i(y)] ∈Xs(ϕr+i(g2m,j), εX/2).
(7.2.17)
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This last condition allows us to use the adjoint ι∗2m,r+i on (α−nu (b)ui ⊗ αns (a)ui)ι2m,r(δy)
which (from the proof so far) is a linear combination of the basis vectors
δ[ϕ−n○hu○ϕn+i(y),ϕr+i(g2m,j)] ⊗ δ[ϕr+i(g2m,j),ϕn○hs○ϕ−n+i(y)],
where j ∈ {1, . . . ,#R2m} with f2m,j(ϕ−r(y)) ≠ 0. For these j we have that the expression
ι∗2m,r+i(δ[ϕ−n○hu○ϕn+i(y),ϕr+i(g2m,j)] ⊗ δ[ϕr+i(g2m,j),ϕn○hs○ϕ−n+i(y)])
is equal to
f2m,j(ϕ−(r+i)[ϕ−n ○ hu ○ ϕn+i(y), ϕn ○ hs ○ ϕ−n+i(y)])δ[ϕ−n○hu○ϕn+i(y),ϕn○hs○ϕ−n+i(y)],
which is equivalently written as
f2m,j(ϕ−(r+i) ○ ϕ−n ○ hu ○ ϕ2n ○ hs ○ ϕ−n+i(y))δϕ−n○hu○ϕ2n○hs○ϕ−n+i(y).
Remark 7.2.6. In general, the points ϕ−n ○ hu ○ϕn+i(y), ϕn ○ hs ○ϕ−n+i(y) might not be in
the same rectangle with ϕr+i(g2m,j), namely the rectangle ϕr+i(Rδ2m,j). In turn, this might
lead to
[ϕ−n ○ hu ○ ϕn+i(y), ϕn ○ hs ○ ϕ−n+i(y)] /∈ ϕr+i(Rδ2m,j),
and since f2m,j(ϕ−(r+i)(x)) ≠ 0 if and only if x ∈ ϕr+i(Rδ2m,j), we will have that
ι∗2m,r+i(δ[ϕ−n○hu○ϕn+i(y),ϕr+i(g2m,j)] ⊗ δ[ϕr+i(g2m,j),ϕn○hs○ϕ−n+i(y)]) = 0.
However, this is exactly what the slow-down sequence (γn)n∈N fixes; it forces the index
2m to go slower to infinity than n. In this way, the refining process of the δ-fat Markov
partitions (Rδn)n∈N has a lag so that both ϕ−n ○ hu ○ ϕn+i(y), ϕn ○ hs ○ ϕ−n+i(y) manage to
converge to ϕi(y) fast enough so that they tend to lie in the same rectangle(s) with ϕi(y),
and hence (eventually) with ϕr+i(g2m,j). This can be achieved by using the Lebesgue
covering numbers of the δ-fat Markov partitions which can be explicitly described using
the self-similarity of the metric d, see Theorem 3.3.2.
At this point let us summarise what we have proved so far. Let n ≥ n3 and y ∈Xh(P,Q)
so that α−nu (b)αns (a)uiδy ≠ 0 or (α−nu (b)ui ⊗ αns (a)ui)ι2m,r(δy) ≠ 0. Then, the following
expressions are well-defined
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ys1 = ϕ−n+i(y)
ys2 = hs ○ ϕ−n+i(y)
yu1 = ϕ2n ○ hs ○ ϕ−n+i(y)
yu2 = hu ○ ϕ2n ○ hs ○ ϕ−n+i(y)
ys,u = ϕ−n ○ hu ○ ϕ2n ○ hs ○ ϕ−n+i(y),
and for every j ∈ {1, . . . ,#R2m} with f2m,j(ϕ−r(y)) ≠ 0, the same holds for the expressions
ys1,j = ϕ−n+i[ϕr(g2m,j), y]
ys2,j = hs ○ ϕ−n+i[ϕr(g2m,j), y]
yu1,j = ϕn+i[y,ϕr(g2m,j)]
yu2,j = hu ○ ϕn+i[y,ϕr(g2m,j)].
Moreover, the operator ι∗2m,r+i(α−nu (b)ui ⊗ αns (a)ui)ι2m,r − α−nu (b)αns (a)ui evaluated on the
basis vector δy is given by
(∑
j
f2m,j(ϕ−r(y))f2m,j(ϕ−r−i(ys,u))b(yu2,j, yu1,j)a(ys2,j, ys1,j) − b(yu2 , yu1 )a(ys2, ys1))δys,u ,
where the sum is taken over the j ∈ {1, . . . ,#R2m} with f2m,j(ϕ−r(y)) ≠ 0. As a result, for
n ≥ n3, we have that
∥ι∗2m,r+i(α−nu (b)ui ⊗ αns (a)ui)ι2m,r − α−nu (b)αns (a)ui∥
= supy ∣∑
j
f2m,j(ϕ−r(y))f2m,j(ϕ−r−i(ys,u))b(yu2,j, yu1,j)a(ys2,j, ys1,j) − b(yu2 , yu1 )a(ys2, ys1)∣,
where the supremum is taken over the y ∈ Xh(P,Q) such that α−nu (b)αns (a)uiδy ≠ 0 or
(α−nu (b)ui ⊗ αns (a)ui)ι2m,r(δy) ≠ 0.








Following Theorem 3.3.2, the number of j ∈ {1, . . . ,#R2m} with f2m,j(ϕ−r(y)) ≠ 0 is at
most (#R1)2. Also, for such j it holds that
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∣f2m,j(ϕ−r−i(ys,u)) − f2m,j(ϕ−r(y))∣ ≤ ∣f 22m,j(ϕ−r−i(ys,u)) − f 22m,j(ϕ−r(y))∣1/2
≤ Lip(f 22m,j ○ ϕ−r)1/2d(ϕ−i(ys,u), y)1/2.
Again from Theorem 3.3.2, since the metric d is self-similar, there is a constant 0 < η ≤ εX
so that Leb(Rδ2m) ≥ λ−2m+1X η. Then, using the fact that ϕ is λX-bi-Lipschitz and that
∣r∣ ≤m ≤ 2γ2n+k < n/4 + k/8 + 2, from Proposition 7.1.3 we obtain a constant K1 > 0 that
Lip(f 22m,j ○ ϕ−r) <K1λ
3n/4
X .
Moreover, from (7.2.13) we have that d(ys,u, ϕi(y)) ≤K0λ−nX and hence
d(ϕ−i(ys,u), y) ≤K0λ∣i∣Xλ−nX .
Consequently, it holds that
∣∑
j




where K2 = ∥b∥∞∥a∥∞(#R1)2(K0K1λ∣i∣X)1/2.







f2m,j(ϕ−r(y))2(b(yu2,j, yu1,j)a(ys2,j, ys1,j) − b(yu2 , yu1 )a(ys2, ys1))∣
≤∑
j
f2m,j(ϕ−r(y))2∣b(yu2,j, yu1,j)a(ys2,j, ys1,j) − b(yu2 , yu1 )a(ys2, ys1)∣.
Since a, b are Lipschitz, for every j we have that
∣a(ys2,j, ys1,j) − a(ys2, ys1)∣ ≤ Lip(a)Ds,d((ys2,j, ys1,j), (ys2, ys1))
∣b(yu2,j, yu1,j) − b(yu2 , yu1 )∣ ≤ Lip(b)Du,d((yu2,j, yu1,j), (yu2 , yu1 )).
To estimate Ds,d((ys2,j, ys1,j), (ys2, ys1)) recall that ys1 = ϕ−n+i(y), ys2 = hs ○ ϕ−n+i(y) and also
ys1,j = ϕ−n+i[ϕr(g2m,j), y], ys2,j = hs ○ ϕ−n+i[ϕr(g2m,j), y]. Moreover, note that n is large
enough so that
ϕn(ys1) ∈Xs(ϕn(ys2), ε′X/2), ϕn(ys1,j) ∈Xs(ϕn(ys2,j), ε′X/2).
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We aim to show that (ys2,j, ys1,j) lies in a sufficiently small bisection around (ys2, ys1), and this
requires to be precise about the distance of ys1 with ys1,j. We have that both y, ϕr(g2m,j) lie
in the rectangle ϕr(Rδ2m,j) ∈ ϕr(Rδ2m). From Remark 7.1.15 we see that the cover ϕr(Rδ2m)





where K3 = λ1−k/16X εX . Assuming that n is sufficiently large so that K3λ
−n/8
X < εX , one has
that [ϕr(g2m,j), y] ∈Xu(y,K3λ−n/8X ) and hence
ϕ−n+i[ϕr(g2m,j), y] ∈Xu(ϕ−n+i(y), λiK3λ−n−n/8X ).
Now, assuming that n is a bit larger so that λiK3λ−n/8X < ε′X/2, we can consider the bisection
V s(ys2, ys1, λiK3λ
−n−n/8
X , n) and it is straightforward to show that
(ys2,j, ys1,j) ∈ V s(ys2, ys1, λiK3λ
−n−n/8
X , n).
Then, using Proposition 6.1.15 we can find a constant K4 > 0 (independent of the points
(ys2,j, ys1,j), (ys2, ys1) and n) so that
Ds,d((ys2,j, ys1,j), (ys2, ys1)) ≤K42−n/(8⌈logλX 3⌉).
Working in exactly the same way, but assuming n is slightly larger than before, we can
find a constant K5 > 0 so that
Du,d((yu2,j, yu1,j), (yu2 , yu1 )) ≤K52−n/(8⌈logλX 3⌉).
To conclude, there is a constant K6 > 0 (independent of y and n) so that
∣∑
j
f2m,j(ϕ−r(y))2(b(yu2,j, yu1,j)a(ys2,j, ys1,j)− b(yu2 , yu1 )a(ys2, ys1))∣ ≤K62−n/(8⌈logλX 3⌉). (7.2.19)
As a result, from (7.2.18) and (7.2.19), if n3 is sufficiently large, for every n ≥ n3 we
have that




where C2 = max{K2,K6}. If either a or b is not supported on a bisection, then the same
result holds for large enough C2, n3. This completes the proof.
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The next result is an immediate application of Lemmas 7.2.4 and 7.2.5, and together
with Lemmas 7.2.3 and 6.2.9 (which is about singular values), it completes the proof of
(7.2.5) and hence of Theorem 7.2.1.
Lemma 7.2.7. Let a ∈ Lipc(Gs(Q),Ds,d), b ∈ Lipc(Gu(P ),Du,d) and i, k, l ∈ Z. Then,
there is a constant C3 > 0 and n4 ∈ N so that, for every n ≥ n4, it holds that




Proof. Without loss of generality we can assume that l ≤ k and i ≥ 0. Let us consider
n ∈ N large enough so that 2n + k, 2n + l > 0, γ2n+k ≥ i + 1. Then, it holds that
















ι∗2m′,r′(α−nu (b)ui ⊗ αns (a)ui)ι2m,r.
From the “orthogonality” Lemma 7.2.4 we can find n2 ∈ N so that, for every n ≥ n2, we










ι∗2m,r+i(α−nu (b)ui ⊗ αns (a)ui)ι2m,r.











and with elementary computations one can see that there is a constant K > 0 such that
1 − ζn ≤K/n. Then, we have that




From Lemma 7.2.5, there is a constant C2 > 0 and n3 ∈ N so that, if in addition n ≥ n3
then




The proof follows from (7.2.20) and (7.2.21).
Conclusion
In this work we developed the notion of approximation graphs to study the fractal geometry
and noncommutative geometry of Smale spaces. One of our main insights was to generalise
Bowen’s Markov partitions to δ-fat Markov partitions and use them to construct geometric
approximation graphs encoding fine topological and metric properties of Smale spaces.
Using approximation graphs of δ-fat Markov partitions we were able to transfer, up to
topological conjugacy, the Ahlfors regularity of the Parry measure on topological Markov
chains down to the Bowen measure on Smale spaces. As a consequence we obtained new
estimates of fractal dimensions of Smale spaces and an abundance of Smale spaces on
which Bowen’s measure is Ahlfors regular.
In the noncommutative setting, to each approximation graph of δ-fat Markov partitions
we associated a sequence of Lipschitz partitions of unity with controlled Lipschitz constants
and a sampling function satisfying certain aperiodicity conditions. With these tools, given
a Smale space, we constructed the first explicit Fredholm module representatives for the
KPW-extension class of the K-duality between the stable and unstable Ruelle algebras
Rs and Ru. Further, by taking a novel approach we constructed dynamical metrics on
the Smale space groupoids and obtained dense ∗-subalgebras Λs ⊂ Rs and Λu ⊂ Ru so
that the KPW-extension is p-smooth on Λs ⊗alg Λu, where p is related to dimensional
data of the Smale space. Then, by calculating slant products in KK-theory for simple,
purely infinite C∗-algebras and by developing tools from holomorphic functional calculus,
we were able to transfer the smoothness of the KPW-extension on Rs and Ru. In this
way, we enlarged the class of uniformly finitely smooth C∗-algebras built from hyperbolic
dynamical systems by adding the broad class of the stable and unstable Ruelle algebras.
Finally, using the aforementioned dense ∗-subalgebras we obtained the θ-summability of
our Fredholm module representatives of the KPW-extension class.
The applications of our work are far reaching and exciting. In future projects we intend
to construct several interesting spectral triples on Smale space C∗-algebras, obtain sharper
estimates for the degree of irregularity of Ruelle algebras, obtain Lefschetz fixed point
formulas for endomorphisms of Ruelle algebras [47] and try connecting our geometric K-
duality of Ruelle algebras with the Poincaré duality of crossed products formed by certain
hyperbolic groups acting on their Gromov boundary [46] (see [74] for a relevant discussion).
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