This paper proposes Personalized Diversitypromoting GAN (PD-GAN), a novel recommendation model to generate diverse, yet relevant recommendations. Specifically, for each user, a generator recommends a set of diverse and relevant items by sequentially sampling from a personalized Determinantal Point Process (DPP) kernel matrix. This kernel matrix is constructed by two learnable components: the general co-occurrence of diverse items and the user's personal preference to items. To learn the first component, we propose a novel pairwise learning paradigm using training pairs, and each training pair consists of a set of diverse items and a set of similar items randomly sampled from the observed data of all users. The second component is learnt through adversarial training against a discriminator which strives to distinguish between recommended items and the ground-truth sets randomly sampled from the observed data of the target user. Experimental results show that PD-GAN is superior to generate recommendations that are both diverse and relevant.
Introduction
Recommender systems have today become irreplaceable in online world to help users filter through a vast amount of information. A typical recommender system usually selects top items (e.g., products, movies) ranked by their match to users' personal preferences and interests [Liu et al., 2013; Hu et al., 2014; 2017] . However, this strategy may often yield suboptimal recommendations. For example, collaborative filtering favors popular items and thus may recommend popular items that are already known to the user [Ashkan et al., 2015] . Content-based filtering may produce items matching the user's interests but covering a very narrow scope of topics [Qin and Zhu, 2013] .
This led researchers to rethink about the ideal recommendation strategy. Some researchers point out that increasing the diversity of recommendation results to cover a broader * Corresponding author range of users' interests can improve user satisfaction [Zhang and Hurley, 2008] . Moreover, diversifying recommendation results can play an important role in broadening users' horizons and helping online service providers to explore users' potential interests [Cheng et al., 2017] .
These thoughts give birth to various diversity-promoting recommendation models [Kunaver and Požrl, 2017] . A common strategy adopted by them is to maintain a trade-off between relevance and diversity of recommendation lists [Zhou et al., 2010] . However, such a strategy often achieves high diversity with a huge sacrifice of relevance. We argue that relevance can be largely preserved or even boosted if personalized diversity is considered. Indeed, it is reasonable to diversify recommendation results for users with broad interests, but blindly pursing diversity for users with focused interests will definitely hurt the relevance of recommendation results.
In light of this, we propose a novel personalized diversitypromoting recommendation model that considers two aspects of the user's personal preference: the personal preference to individual items, and the personal preference to the diversity of a set of items. Specifically, we randomly sample multiple sets of diverse items from each user's observed data as the ground-truth. Naturally, the diversity of a ground-truth set sampled from focused users will be smaller than that from eclectic users. The beauty of this approach is that each item in the ground-truth set captures the user's personal preference to individual items, while the items as a set capture the user's personal preference to the diversity of items.
What we can do next is to fit a trainable model with the ground-truth and then use the trained model to generate recommendations that are as diverse and relevant as the groundtruth. In this work, we build a novel recommendation model using the GAN framework, called Personalized Diversitypromoting GAN (PD-GAN), which consists of a generative network (generator) and a discriminative network (discriminator) contesting with each other. Specifically, we build the generator of PD-GAN based on a Determinantal Point Process (DPP) model [Chen et al., 2018] . For each user, the generator maintains a personalized DPP kernel matrix, which is constructed from two learnable components: (1) the general co-occurrence of diverse items, which captures the diversity of items, and (2) the user's personal preference to items, which captures the relevance of items.
Firstly, the general co-occurrence of diverse items can be learnt by fitting a DPP kernel matrix with randomly sampled diverse sets from all user's observed data. However, the kernel matrix learnt in this way favors popular items since such items have greater chance to be sampled in those diverse sets. To mitigate this problem, we propose a novel pairwise learning paradigm using training pairs. Specifically, for each randomly sampled diverse set, we also randomly sample a set of similar items (subsequently referred to as a similar set) as a negative example. The learning objective is to maximize the probability of sampling the diverse sets and minimize the probability of sampling the similar sets. As popular items also get higher chance to be sampled in the similar sets, the effect of item popularity can be reduced.
Secondly, the user's personal preference to items is learnt through adversarial training against the discriminator which strives to distinguish between the items recommended by the generator and the ground-truth sampled from the target user's observed data. In this way, the user's personal preference to an individual item as well as the diversity of a set of items can be learnt from the ground-truth. Through adversarial learning, the generative model will be able to generate diverse and relevant recommendations resembling the ground-truth so much that the discriminator will not distinguish easily.
Major contributions are summarized below:
• We propose a novel GAN framework to capture users' personal preferences to both the individual items and the diversity of a set of items, which can significantly improve recommendation diversity while largely preserve or even boost relevance.
• We propose a novel pairwise learning method for capturing the co-occurrence of diverse items with a DPP kernel matrix, which can largely reduce the negative impact of item popularity.
• Experimental results show that PD-GAN is superior to generate items that are both diverse and relevant comparing with several competitive state-of-the-art baselines.
Related Works
Diversity of recommendation can be viewed at either an aggregate level or an individual level. The aggregate diversity refers to the recommendation diversity across all users, which generally reflect the ability of a recommender system to recommend long-tail items [Cheng et al., 2017] . Thus, aggregate diversity is usually evaluated by long-tail metrics [Adomavicius and Kwon, 2012] . Individual diversity is targeted at each individual user, which reflect the ability of a recommender system to generate diversified recommendations for each target user. The evaluation methods for individual diversity can be generally classified into two categories: pairwise measures and set-level measures. Pairwise measures usually define a dissimilarity function between items and use the average dissimilarity to characterize the diversity of a recommendation list. The dissimilarity can be defined based on attributes [Ashkan et al., 2015] , feature space [Qin and Zhu, 2013] , clustering [Lee et al., 2017] , or explanation [Yu et al., 2009] . Set-level measures evaluate the diversity of a list as a whole. Explicit set-level measures model topics and use topic coverage as the diversity measure [Santos et al., 2010] . Implicit set-level measures define diversity in the feature space of the entire list of items, which are often used by determinantal point process models [Chen et al., 2018] . A common approach for diversifying recommendation is to maintain a trade-off between relevance and diversity. Some approaches directly improve diversity by representing relevance and diversity with independent metrics and maximizing the marginal relevance which is a convex combination of the two metrics [Carbonell and Goldstein, 1998; Santos et al., 2010; Yu et al., 2014] . Another group of approaches learn a diversified model by maximizing a submodular objective function [Qin and Zhu, 2013; Ashkan et al., 2015] . However, these approaches usually adopt pairwise measures to characterize the overall diversity of the recommendation list, which may not capture the complex relationships among items [Chen et al., 2018] . An elegant solution is brought by the Determinantal Point Process (DPP) model, which is a probabilistic model for set diversity. The DPP model has recently become popular to model set-level diversity in recommender systems. It has been used to recommend complementary products in shopping basket by learning the kernel matrix of DPP to characterize the relations among items [Gartrell et al., 2017] . It has also been used to generate diverse recommendation lists through Maximum A Posteriori (MAP) inference based on carefully constructed kernel matrixes [Chen et al., 2018] . All above mentioned approaches, however, usually do not consider the user's personal preference to the diversity of items. Our approach takes this information into consideration and strives to generate recommendations that are both diverse and relevant.
PD-GAN Model
Without loosing generality, suppose there are M users, N items and C item categories in the recommender system. Each item belongs to at least one item category. For each user, PD-GAN will generate top-K recommendations. The objective of PD-GAN is to make top-K recommendations as diverse as possible, and at the same time, as relevant as possible. Here, diversity is measured by category coverage [Santos et al., 2010; 2017] .
To achieve this goal, for each user u, we can randomly sample an observed diverse set T = {i 1 , i 2 , · · · } from his/her user-item interaction history, where items in T belong to different categories. The cardinality of T will naturally be larger for eclectic users than that for focused users. For example, for a focused user whose watch history covers 3 categories, the size of T will be no larger than 3; and for a user with broad interest whose watch history covers 20 categories, the size of T will be no larger than 20. As such, for each user u, we can sample multiple diverse sets, denoted by T u = {T 1 , T 2 , · · · }, which serves as the ground-truth. Each individual item in the ground-truth sets reflects the user's personal preference to a certain item, while each set of items capture the user's personal preference to diversity.
To generate diverse and relevant recommendations that resemble the ground-truth, PD-GAN adopt an adversarial learn- ing framework, as illustrated in Figure 1 . For each user, the generator of PD-GAN first evaluates the relevance of all items through Matrix Factorization [Koren et al., 2009] , and then incorporate the relevance scores with a pre-learnt DPP model. The pre-learnt DPP model captures the general co-occurrence of diverse items, or in other words, item diversity. After that, top-K items can be sequentially sampled from the modified DPP model. The discriminator of PD-GAN attempts to distinguish between top-K items generated by the generator and the ground-truth. Through adversarial learning, the generator will be able to generate a set of diverse and relevant items so similar to the ground-truth that the discriminator will not be able to distinguish easily.
Next, we will first introduce how to learn the general cooccurrence of diverse items through a DPP model, and then detail the adversarial learning framework for capturing users' personal preferences from the ground-truth.
Learning Co-occurrence of Diverse Items
Conditional DPP DPP is an elegant probabilistic model for modeling set diversity [Kulesza et al., 2012] . DPP on a discrete set I = {i 1 , i 2 , · · · , i N } is a probability measure P on 2 I , the set of all subsets of I. In the context of item recommendation, I is all items. When P gives nonzero probability to the empty set, there exists a kernel matrix L ∈ R N ×N such that for every subset T ⊆ I, the probability of T is P(T ) ∝ det(L T ), where L is a real, positive semi-definite kernel matrix indexed by the elements of I, and L T is L restricted to only those rows and columns which are indexed by T , i.e., L T ≡ [L ij ] i,j∈T . Intuitively, the diagonal entry L ii of the kernel matrix L captures the quality of item i, while the off-diagonal entry L ij measures the similarity between items i and j. Following the observation that T ⊆I det(L T ) = det(L + I), where I is the identity matrix, the conditional probability of observing T is :
.
(1)
Learning of L-kernel L-kernel can be learnt from observed diverse sets. However, when the number of items N is large, learning a nonparametric full-rank L is very computationally expensive. In this work, we follow [Gartrell et al., 2017]'s approach, and use low-rank factorization of the N × N L matrix, which is much more computationally efficient, as follows:
where A is a N ×D matrix and D << N .
To learn the L-kernel, we can randomly sample a collection of observed diverse sets from all user-item interaction history, denoted by T = M u=1 T u = {T 1 , T 2 , · · · , T X }, and fit L by maximizing log P(T |A) through gradient descent. In this way, L-kernel is optimized towards giving higher conditional probability to those sets of frequently co-occurred diverse items. However, a problem with this training method is that the L-kernel is biased towards popular items, as popular items have higher chance to be sampled in the observed diverse sets. As such, popular items that are similar to each other may be sampled from the trained L-kernel due to high perceived quality (reflected by the diagonal entries of L).
To mitigate this problem, we propose a novel pairwise training method for learning the L-kernel. For each observed diverse set T , we also sample a similar setT from the observation, which consists of items from the same category. As such, we can get X training pairs T ,T = { T 1 ,T 1 , T 2 ,T 2 , · · · , T X ,T X }. Our learning objective becomes maximizing the probability of sampling T and minimizing the probability of samplingT , formally:
where [T X ] and [T X ] index the observations in T andT , respectively. In this way, the effect of popularity will be mitigated by minimizing log P(T |A), as popular items also get higher chance to be sampled in the similar sets.
Sampling
Once the L-kernel is determined, DPP can sequentially sample top-K diverse items. Here, we adopt the fast greedy MAP inference [Chen et al., 2018] for sequentially sampling from the L-kernel, which has been shown to be very computationally efficient. Subsequently in this paper, the sequential sampling process of DPP is denoted by S K−DPP (L).
Adversarial Learning
Generator As introduced in the previous section, the L-kernel of the DPP model captures the general co-occurrence of diverse items in all user-item interactions, and the log-probability of sampling any subset of items T ⊆ I is:
log P(T ) ∝ log det(L T ).
(4) However, this kernel does not reflect users' personal preferences to items. To incorporate users' personal preferences, we modify the log-probability of T to:
where Q(u, i) is a quality-evaluating function that evaluates the perceived relevance of i from u, and α ∈ [0, 1] is a tradeoff parameter between the user's personal preference to individual items and item diversity.
Equation (5) L u = Diag(exp(βQ(u))) · L · Diag(exp(βQ(u))), (6) where β = α 2(1−α) . Hence, we can simply re-construct the Lkernel and do sequential sampling once the quality-evaluating function is defined.
There are many quality-evaluating methods available in literature, such as Matrix Factorization (MF) [Koren et al., 2009] , Factorization Machine (FM) [Rendle, 2010] , as well as Deep Neural Network-based methods [He and Chua, 2017] . Without loosing generality, in this work, we adopt logistic MF [Johnson, 2014] as an example, formally:
where σ(a) = 1 1+exp(−a) is the sigmoid function, and v u G and v i G are 1×D embedding vectors for u and i, respectively. Now, a diverse set of K items, denoted by T G , can be generated by the generator G θ (u) for each user u with L u , formally:
where the trainable parameter θ includes v u G and v i G .
Discriminator
The discriminator D η (u, T G ) evaluates the overall relevance of the generated set T G for user u: it outputs a value in [0,1], with 1 meaning the highest relevance and 0 meaning the lowest relevance. To be consistent with the generator, we also adopt logistic MF as the quality-evaluating method for the discriminator. Specifically, we formulate D η (u, T G ) as:
where the trainable parameter η includes v u D and v i D . Optimization The goal of the generator is to generate top-K items that could deceive the discriminator. Hence, given D η , we learn G θ by minimizing the following objective:
Due to the discrete sampling process S K−DPP (L u ) in G θ , it cannot be directly optimized through gradient descent. Such problem can be solved with policy gradient method originated from reinforcement learning. In this work, we adopt the RE-INFORCE [Wang et al., 2017] method to optimize G θ . Given T G , the objective can be reformulated as follows:
Algorithm for each u do 13:
Generator sequentially sample top-K items by (8) 14:
Update discriminator parameters via stochastic gradient descent by (13) 15: end for 16:
end for 17: end while where Q(u, i) gives the posterior probability, and the reward function R(u, T G ) reflects how much the generator can deceive the discriminator, which is defined as follows:
As such, the more the generator can deceive the discriminator, the higher relevant score (D η (u, T G ) will be given by the discriminator to T G , and thus higher reward value will be credited to the generator. The discriminator D serves as an adversary of G , aiming to distinguish between the generated set T G from the groundtruth ones. Hence, given G θ (u), we learn D η by maximizing the following objective:
(13) We can then compute the gradient of (13) with respect to η and use stochastic gradient descent to update η.
Following the general adversarial training procedure, we learn PD-GAN by iterating two steps: (1) fixing the discriminator D η , and optimizing the generator G θ using (11); (2) fixing G θ and optimizing D η using (13). The overall training logic is summarized in Algorithm 1. For each training epoch, the generator is updated as follows: firstly, calculate personalized DPP kernel and sample top-K items. As L can be pre-trained, according to [Chen et al., 2018] , the time complexity of this step is O(K 2 N ). Secondly, update generator parameters via policy gradient, and the time complexity is O(T KD). The discriminator is updated as follows: generator sequentially sample top-K items (O(K 2 N )) and update discriminator parameter via stochastic gradient descent (O(T KD)). Hence, the time complexity of one training epoch is O(K 2 N + T KD). Through adversarial learning, both the generator and the discriminator will grow stronger, and when the model converges, the generator will be able to generate diverse and relevant recommendations resembling the ground-truth so much that the discriminator will not be able to distinguish easily.
Experiments

Experimental Settings Datasets
We experiment with two public datasets: Movielens (100k) 1 and Anime 2 . The Movielens dataset consists of 100k ratings (1 to 5) from users to movies. It contains 18 explicit categories and each movie may belong to more than one category. The Anime dataset consists of 1 million ratings (1 to 10) from users to animes. It contains 44 explicit categories and each anime may belong to more than one category. The statistics of the two datasets are summarized in Table 1 . 
Model Training
In this experiment, we focus on implicit feedback. Following the setting of [Liu et al., 2015; Liu et al., 2018] , we treat 5-star ratings of Movielens dataset and 10-star ratings of Anime as positive feedback and all other ratings as unknown feedback. For Anime dataset, we exclude users and items with less than 300 ratings. For training and testing data splitting, we apply a 4:1 random splitting on the two datasets. Then, we randomly sample ground-truth diverse sets from each user's positive examples in the training data. We do sequential sampling for each diverse set as follows: add a randomly sampled item if it adds new category information to the current set. The number of sampled ground-truth diverse sets are 80,000 for the movielens dataset and 1,392,010 for the anime dataset. To do pairwise training for the L-kernel of DPP, we also randomly sample the same amount of similar sets (consisting of items belonging to the same category from each user's positive examples) to form training pairs. Before adversarial training, we first train the L-kernel of DPP with all sampled diverse-similar training pairs. As shown in , GAN performance can be boosted by initializing generator with a conventional model, and thus we also initialize the parameters of PD-GAN generator with MF-BPR [Rendle et al., 2009] or IRGAN [Wang et al., 2017] . After we initialize the parameters of PD-GAN generator and the DPP kernel for sampling, we do adversarial training by fixing either the generator or the discriminator to train the alternative part. For both datasets, we use embedding size of 30. The learning rate is set to 0.01. The parameter α is set to 0.9.
Evaluation Metrics
After adversarial training, a recommendation list is generated for each user by PD-GAN generator with the best performing parameters. To evaluate the relevance of recommended items, we use Precision (P) and Normalized Discounted Cumulative Gain (NDCG, a position sensitive metric which assigns higher score to hits at higher positions) as used in [Wang et al., 2017] . To evaluate the diversity of recommended items, we use Category Coverage (CC), which is calculated by the number of categories covered by top-K items divided by the total number of categories available in the dataset. A higher category coverage means the top-K items are more diverse.
Baselines
We compare PD-GAN with the following baseline methods:
-MF-BRP [Rendle et al., 2009] . This method optimizes MF with the BPR objective. It is a highly competitive approach for implicit feedback problems.
- IRGAN [Wang et al., 2017] . This method combines generative and discriminative information retrieval via adversarial training. We initialize the parameters of IRGAN generator with MF-BPR.
- MMR [Carbonell and Goldstein, 1998 ]. This method is a canonical baseline for diversified ranking problems.
- DPP [Chen et al., 2018] . This is a state-of-the-art method for diversified recommendation. We use one-hot encoding of categories as item features and MF-BRP predicted ratings as item scores.
Experimental Results
We report the experimental results from the following three aspects: performance comparison between PD-GAN and baselines, impact of α on all diversity-promoting methods, and impact of adversarial training on PD-GAN.
Comparison with Baselines
The comparison between PD-GAN and four baselines is summarized in Table 2 . The performance is compared in terms of both relevance (P@3, P@5, NDCG@3 and NDCG@5) and diversity (CC@3 and CC@5). The performance improvement of PD-GAN over baselines are highlighted in bold. Overall, these experimental results indicate that PD-GAN can achieve superior performance in terms of balancing accuracy and diversity, comparing with all four baselines.
Comparing with relevance-promoting baselines, i.e., MF-BPR and IRGAN, PD-GAN achieves a significant improvement in terms of diversity on both datasets. For Anime dataset, PD-GAN not only outperform the two relevancepromoting baselines in terms of diversity, but also outperform them in terms of relevance. For Movielens dataset, although IRGAN achieves the best performance of relevance, but with a much inferior performance of diversity comparing to PD-GAN. For top-5 recommendations, with a small loss of 0.27% of NDCG, PD-GAN can achieve a much more significant improvement of 20.49% of CC than IRGAN.
Comparing with diversity-promoting baselines, i.e., MMR and DPP, PD-GAN achieves a significant improvement in terms of both relevance and diversity on Movielens dataset. For Anime dataset, PD-GAN achieved significantly better relevance than MMR and significantly better diversity than DPP. As MMR maintains an explicit trade-off between relevance and diversity, we can observe that MMR usually achieves good diversity with a huge sacrifice of relevance. Unlike MMR, the L-kernel of DPP captures both relevance (diagonal elements) and diversity (off-diagonal elements). Hence, DPP-based models can improve diversity without a significant sacrifice of relevance.
Impact of α
PD-GAN and the two diversity-promoting baselines, i.e., MMR and DPP, all involve a trade-off parameter α between relevance and diversity. We illustrate the impact of α with the performance of P@3 and CC@3 on Movielens dataset in Figure 2 . It can be observed that for all three methods, the general trend of diversity is decreasing when α increases. For DPP and PD-GAN, a reverse trend is observed for relevance. For MMR, relevance fluctuates when α increases and achieves the best performance when α = 0.7. Moreover, comparing with MMR, PD-GAN has a much superior performance of relevance across all α values, and comparing with DPP, PD-GAN has a much superior performance of diversity across all α values.
Effect of Adversarial Training
To understand the impact of adversarial training on PD-GAN's performance, we illustrate the performance of relevance and diversity with P@3 and CC@3 over training epochs on Movielens datasets in Figure 3 . It can be observed that through adversarial training, diversity increases monotonously as training epochs grow, while relevance first increases and then decreases. This trend shows that with the capability of the generator and the discriminator grow, both relevance and diversity can be improved as the generated sets more resemble the ground-truth sets. Moreover, when relevance reaches its full capacity at around 140 epoches, it starts to degenerate when diversity continues to grow. 
Conclusion
In this work, we propose a novel recommendation model called PD-GAN to learn users' personal preferences to individual items as well as item diversity through an adversarial learning process. Specifically, in the generator of PD-GAN, we adopt a DPP model to learn the general co-occurrence of diverse items and combine it with users' personal preferences to items to generate recommendations that are both diverse and relevant. The discriminator of PD-GAN serves as an adversarial to the generator and strives to distinguish between the recommended items and the ground-truth sampled from the target user's observed data. Through adversarial training, the generator will be able to generate diverse and relevant recommendations so similar to the ground-truth that the discriminator will not be able to distinguish easily. We compare PD-GAN with several competitive state-of-the-art methods on two public datasets. The experimental results show that PD-GAN has superior performance in terms of generating recommendations that are both relevant and diverse.
