Bijections are obtained between nonseparable planar maps and two different kinds of trees: description trees and skew ternary trees. A combinatorial relation between the latter and ternary trees allows bijective enumeration and random generation of nonseparable planar maps. The involved bijections take account of the usual combinatorial parameters and give a bijective proof of formulae established by Brown and Tutte. These results, combined with a bijection due to Goulden and West, give a purely combinatorial enumeration of two-stack-sortable permutations.
INTRODUCTION
Nonseparable planar maps have been enumerated by W. G. Brown and W. T. Tutte [15, 1, 2] , using a recursive decomposition and the so-called quadratic method for solving the occurring equations. They have obtained formulae for the number of these maps with given number of edges or number of vertices and faces. The quadratic method is a powerful method for enumeration of maps (see [10, Chap. 2.9 ] for a survey) but gives very few insights into involved combinatorial structures: in particular, very simple parameterizations are obtained which have no known combinatorial interpretation. In the case of nonseparable planar maps, W. G. Brown and W. T. Tutte derived the following formulae:
and
enumerating nonseparable planar maps with n+1 edges or with i+2 vertices and j+2 faces.
The interest in enumerating nonseparable planar maps has been renewed when J. West [16, 17] observed that two-stack-sortable permutations are enumerated by the same sequence of numbers. These permutations generalise one-stack-sortable permutations which were first introduced and enumerated by D. Knuth [12] . J. West's conjecture was first proven by D. Zeilberger [18] and I. M. Gessel [9] . A combinatorial proof was then given by S. Dulucq, S. Gire and O. Guibert [8] by constructing eight bijections between different classes of permutations with forbidden sequences, eventually going from two-stack-sortable permutations to permutations encoding nonseparable planar maps. A simpler bijection was given more recently by I. P. Goulden and J. West in [11] . Although these bijections explain the combinatorial connection between two-stack-sortable permutations and nonseparable planar maps, they do not give a full combinatorial proof of the enumeration formulae: it still relies on W. G. Brown and W. T. Tutte's original derivation by the quadratic method. Our aim in the present paper is to obtain formulae (1) and (2) in a purely combinatorial way. We use the notion of skew ternary tree introduced by A. Del Lungo, F. Del Ristoro and J. G. Penaud, who conjectured that these trees are in bijection with nonseparable planar maps. In [6] , these authors gave independently a proof of formula (1) , which is different from ours and do not allow deterministic random generation. Our approach can be adapted to several other families of trees (see [5] ).
We now give some combinatorial definitions in order to be able to state the main results of the paper.
Three Combinatorial Objects
A plane rooted tree consists of a mapping { from a set V of vertices into the set of (possibly empty) sequences (or ordered lists) of distinct elements of V and of an element r of V called the root, satisfying the following condition:
For any vertex v the elements of {(v) are called the sons of v and v is their father. If v has no son it is a leaf, otherwise it is an internal node. An internal node with p sons is also said to have p subtrees which are rooted on the sons. In the sequel, trees are drawn such that the root is at the top of the picture.
1.1.1. Description Trees. A description tree (Fig. 1) is a planar rooted tree whose vertices are labelled according to the following rules:
v The root is not labelled. v Leaves are labelled 1, except when the tree is reduced to one leaf (which, being the root, is not labelled).
v Each non-root internal node is labelled with an integer between 1 and the sum of labels of its sons.
The word description refers to a natural encoding of a decomposition of nonseparable maps by such trees (cf. Section 2.1). The set of all description trees with n non-root vertices is denoted by DT n (for n 0) and is partitioned into the subsets DT i, j of trees with i+1 leaves and j+1 internal nodes (for i+ j+1=n, i 0, j 0 and n 1). We also consider the set DT* of trees obtained from description trees by labelling also the root according to the same rule as for internal nodes. By convention, the root of the tree reduced to one leaf is labelled 1. For a tree B in DT i, j let s(B) be the sum of labels of the root's sons. The tree B is then the underlying description tree of s(B) distinct trees of DT* i, j .
Skew Ternary Trees.
A ternary tree is a rooted tree whose nodes have at most one son of each of the following type: left, middle and right (in the notations used for plane trees, {(v) is no more a sequence but a triple of elements of [<] _ V satisfying the same condition). Vertices of ternary trees are naturally labelled by the shift index: the root is labelled 0 and the non-root vertices take the label of their father, to which is added respectively +1, +0 or &1 when they are left, middle or right sons. A ternary tree whose labels are all nonnegative is said to be skew.
The set of all ternary trees with n vertices is denoted by T n (for n 0) and is partitioned into the subsets T i, j of ternary trees with i+1 even labels and j odd ones (for i+ j+1=n, i 0, j 0 and n 1). The corresponding sets of skew ternary trees are denoted by ST n and ST i, j (Fig. 2) . For a tree A in ST i, j let z(A) denote the number of vertices with label 0 in A. There are then z(A) ways to mark a vertex with label 0 of the tree A. More generally, we consider skew ternary trees with a marked vertex with label k, and we represent these with an arrow directed towards the marked vertex. The set of marked skew ternary trees is denoted by ST* and is partitioned into ST * k for k 0, the subsets of those trees whose marked vertex has label k.
As for the set T, it is partitioned into the subsets T =k of ternary trees with minimum label &k for k 0.
One can notice that ST i, j =T =0 i, j . 1.1.3. Nonseparable Planar Maps. A planar map is an embedding of a connected graph in the sphere, partitioning its surface into simply connected regions called faces. The maps we consider are rooted by orienting a root edge away from a root vertex. The face on the right of the root edge is called the exterior face and the map is represented in the plane by a stereographic projection in which the exterior face is mapped onto the infinite face. Two rooted planar maps are considered to be the same if there exists an homeomorphism of the sphere mapping one onto the other. A useful equivalent combinatorial representation can be given in terms of permutations (see for instance [4] ). Let M n denote the set of planar maps with n+1 edges for n 0. A planar map M with only one face can be viewed as a plane rooted tree whose root is the root vertex of M and whose first son of the root is the end of the root edge of M. The degree of a face or a vertex is its number of incident edges.
A vertex v is called a cut-vertex if there is a partition of the edges of the map into two non-void classes such that v is the only vertex to be incident with edges of the two classes. A nonseparable planar map is a planar map without cut-vertex nor loop-edge. Let NS n denote the set of nonseparable planar maps with n+1 edges and NS i, j the subset of maps having i+2 vertices and j+2 faces. Euler's formula for maps gives the relation i+ j+1=n for i and j nonnegative. For a map M in NS i, j let e(M ), v(M )+1 and f (M )+1 denote the number of edges, vertices and faces and r(M ) the number of non-root vertices which are incident with the exterior face.
A bi-rooted map is a (rooted) nonseparable planar map with a marked non-root vertex on the exterior face. For a (rooted) map M the number of bi-rooted maps having M as underlying map is r(M ). The set of bi-rooted nonseparable planar maps is denoted by NS*. For a bi-rooted map M$ whose marked vertex is the pth after the root vertex on the exterior face, let d(M$)= p (see Fig. 3 ). Table II in the Appendix contains all the previously defined objects for n 3. It suggests the existence of bijections between them.
A Catalog of Small Objects

Outline and Main Results
In this paper we adopt a combinatorial approach to answer the problem of enumerating nonseparable planar maps and hence two-stack-sortable permutations. In Section 2, description trees are shown to encode naturally the decomposition of nonseparable planar maps, thus giving a recursive bijection between these objects. The same approach is then successfully applied to skew ternary trees which admit a similar but more intricate decomposition, also encoded by description trees:
There exists a bijection between nonseparable planar maps with n+1 edges, i+2 vertices, j+2 faces and exterior face degree k+1 and description trees with n+1 vertices, i+1 of which are leaves, j+1 internal nodes and with labels of the root's sons summing to k. The same description trees are in bijection with skew ternary trees with n vertices, i+1 of which have an even label, j an odd one and containing k labels 0. In other terms:
These bijections carry all the usual combinatorial parameters as summarized in Table I . A straightforward factorization of the decomposition 
trees used by I. P. Goulden and J. West in [11] allows us to reduce them to our description trees. Their bijection can therefore be composed with ours to get a direct fully combinatorial enumeration of two-stack-sortable permutations (denoted in the table by TSS).
In Section 3, we establish the following theorem which is the key of our combinatorial proof.
Theorem 2. There exists a bijection between skew ternary trees with n vertices having a marked vertex with label k and ternary trees with n vertices and minimum label &k or &(k+1). Moreover, the repartition of the parity of labels is conserved or switched according to the parity of k. More precisely:
By considering together all skew ternary trees with a marked even label (or all with an odd one) we get the following bijections:
If any vertex is allowed to be marked the resulting bijection is:
Since n distinct vertices can be marked, j of which have odd labels, these bijections imply the following equality:
As recalled in Section 4, ternary trees deserve a classical encoding in terms of Lukacievicz words (see [13, Chap. 10] ) which is easily extended to take account of the parity of the vertices, following a method of L. Chottin [3] . These encodings together with the previous bijections give combinatorial proofs of the formulae of W. G. Brown and W. T. Tutte: Corollary 1. The number of nonseparable planar maps with n+1 edges is 2Â(n+1) times the number of ternary trees with n vertices:
, and the number of nonseparable planar maps with i+2 vertices and j+2 faces is 1Â( j+1) times the number of ternary trees in T i, j :
These results also stand for two-stack-sortable permutations on [1, ..., n] with i descents and j ascents. In particular the distribution is symmetric in terms of descents and ascents, a result which is not clear on permutations.
The previous bijections immediately yield the following corollary:
Corollary 2. Random generation of skew ternary trees with n vertices can be achieved in linear time. Random generation of nonseparable planar maps with n edges (or i vertices and j faces) or of two-stack sortable permutations on [1, ..., n] can be achieved in quadratic time in the worst case.
Indeed Theorem 1 reduces random generation of nonseparable planar maps to random generation of skew ternary trees, via description trees. This reduction requires a recursive decomposition, hence is quadratic in the worst case (but the average complexity is at most O(n 3Â2 ) because the average value of labels in description trees is constant and the height of a ternary tree is O(-n)). Then Theorem 2 reduces random generation of skew ternary trees to random generation of ternary trees which is linear (using for instance Lukacievicz words). Moreover this reduction is linear. It should be noted that the manipulated numbers never exceed the size of the generated objects.
Random generation algorithms are also known for planar maps ( [7] , [14] ) but not for 3-connected planar maps.
DECOMPOSITION OF NONSEPARABLE PLANAR MAPS AND SKEW TERNARY TREES
The two following sections are devoted to two decompositions which together prove Theorem 1.
Nonseparable Planar Maps and Description Trees.
We recall here a decomposition of nonseparable planar maps due to W. G. Brown [1] and we give an encoding in terms of description trees. This encoding can be viewed as a modification of the encoding used by I. P. Goulden and J. West [11] .
Lemma 1 (Brown) . The deletion of the root edge leads to the decomposition
Proof. The deletion of the root edge of M gives a map M$ with m cutvertices (m 0). Let x m+1 be the root vertex and x 0 the head of the root edge of M. A cut-vertex of M$ is incident to the two faces which are incident to the root edge of M and the m cut-vertices form a subsequence (x 1 , ..., x m ) of the sequence of vertices incident to the exterior face. All cutvertices can be split into two vertices, leaving m+1 nonseparable components between successive cut-vertices of the sequence. The component delimited by (x i , x i+1 ) is rooted on the exterior edge of M, pointing away from x i , and has a marked vertex x i+1 . It is therefore a bi-rooted map of NS*. This decomposition is clearly reversible and carries the combinatorial parameters as stated. K Corollary 3. A nonseparable planar map M of NS i, j such that r(M )=k is encoded by a description tree of DT i, j such that the sum of labels of its root's sons equals k (Fig. 4) .
This encoding is obtained recursively: the map M splits into m+1 birooted maps M* 1 , ..., M* m+1 . The root of its description tree has then m+1 sons and each subtree is obtained from one of the bi-rooted maps:
v either M* q is the single edge map and the qth subtree is a leaf with label 1, v or M* q is obtained from a map M q by marking the pth vertex on the exterior face (i.e. p edges stay outside in M ). The qth subtree is then the description tree of M q in which the root is labelled p. By construction, 1 p r(M q ) and therefore k is within 1 and the sum of labels of the sons.
Skew Ternary Trees and Description Trees
The aim of this section is to give a decomposition of skew ternary trees similar to the decomposition of nonseparable planar maps. This is done by recursively encoding skew ternary trees into description trees. The 
Lemma 2. The sequence of middle sons starting from the root can be broken to get the decomposition:
where z(T )= (1+z(T -1 i )) and ST -1 denote the set of skew ternary trees with root label 1 (i.e. 1-rooted skew ternary trees). Here m+1 denote the number of vertices in the sequence of middle sons with label 0 starting from the root.
Proof. This decomposition is straightforward: a skew ternary tree is 0-rooted and following the sequence of middle sons from the root vertex yields a sequence of vertices with label 0, each having a (possibly empty) left 1-rooted skew subtree. K However to get a recursive decomposition we need to make a skew ternary tree with a marked vertex with label 0 from each of the 1-rooted subtrees of the sequence. This is achieved by the following lemma, which is a consequence of the forthcoming Theorem 3:
Decomposition of a skew ternary tree, transformation of the 1-rooted subtrees and recursive encoding into a description tree.
Lemma 3. There is a bijection between 1-rooted skew ternary trees and skew ternary trees with a marked vertex with label 0:
where z(T $)>z(T ) and the marked zero of T $ is the (z(T )+1)th in the postfix order.
Proof. This lemma is proved as Corollary 5 in Section 3.3.
Using this lemma, the recursive decomposition of skew ternary trees is complete and can be encoded into description trees:
Corollary 4. A skew ternary tree T of ST i, j with k zeros is encoded by a description tree of DT i, j such that the sum of labels of its root's sons equals k (Fig. 5 ).
This encoding is obtained recursively: the skew ternary tree T split into m+1 possibly empty 1-rooted skew ternary trees T
m+1 . The root of its description tree has then m+1 sons and each subtree is obtained from one of the 1-rooted tree:
is empty and the qth subtree is a leaf with label 1, v or T -1 q is mapped by applying the lemma onto a skew ternary tree T q * 0 having its (z(T -1 q )+1)th zero marked. The qth subtree is then the description tree of T q in which the root is labelled z(T -1 q )+1.
TERNARY AND MARKED SKEW TERNARY TREES
The aim of this section is to prove Theorem 2. In order to clarify the exposition of the proof, we consider more general labellings of ternary trees: a ternary tree is k-rooted when its root has label k instead of 0. Labels of other vertices are deduced as before from the root's, according to their shift index. A k-rooted skew ternary tree is then a k-rooted ternary tree with minimum label 1 or 0. This definition extends the definition of (0-rooted) skew ternary tree. Let ST -k denote the set of k-rooted skew ternary trees. Unless explicitly stated otherwise, skew ternary trees are still to be considered as 0-rooted.
Since k-rooted skew ternary trees contain a vertex with label 1 or 0, changing the root label into 0 and adjusting others labels gives:
Theorem 2 can therefore be restated with this notation: The proof is made by constructing a mapping from skew ternary trees with a marked vertex with label k to k-rooted skew ternary trees and showing it is bijective. It goes in three steps: the bijection is first constructed for a restricted class of trees, namely skew ternary trees with a marked leaf. The fundamental construction is described there. In the second part, the mapping is extended to skew ternary trees with a marked internal node through a decomposition of these trees. The reverse construction is then given.
Preliminary Construction: Reversing a Branch
A branch is a tree whose internal nodes all have only one son. It is encoded either by the sequence of edges' types ([m, l, r, l, l, m, r, l, l, l] for instance) or by the sequence of vertices' labels ([0, 0, 1, 0, 1, 2, 2, 1, 2, 3, 4] for the same example) (Fig. 6) .
The involution , consists in reversing the sequences of labels:
In terms of edges, the involution l W r and m Ä m need moreover to be applied to each letter. Let T be a ternary tree with a marked leaf: the tree T splits into a main branch B joining the root to the marked leaf and a family of (possibly empty) lateral subtrees associated with the edges of B. The tree T can therefore be encoded by a sequence of triples (edge's type, leftmost subtree, rightmost subtree) where the subtrees are the two (possibly empty) other subtrees of the top-vertex of the considered edge.
The involution , is extended to sequences of triples in the following way: reverse the sequence and apply to each triple the involution (l, S 1 , S 2 ) W (r, S 1 , S 2 ) and (m, S 1 , S 2 ) Ä (m, S 2 , S 1 ). Now let A be a skew ternary tree with a marked leaf with label k, and S be associated sequence of triples. Let us consider the tree which is encoded by ,(S) as k-rooted, so that the labels on the main branch are not modified by ,. This tree has a marked leaf with label 0 at the end of its main branch, let (A) be the k-rooted tree obtained by deleting it. Although (A) has no marked leaf, we still call the main branch of (A) the shortened image of the main branch of A. Since the deleted leaf was the image of the root of A which has label 0, its father has a label 1 or 0. We call this vertex the pivot of (A), it ends its main branch and has no son with label 0. Note that if A is the root-leaf tree, there is no pivot since (A) is reduced to an empty tree.
The lateral subtrees of A are moved around the main branch by : if a subtree was hanging on the left of the main branch of A, it is hanging on the right of the main branch of (A). This move implies that its labels are decreased by 2. Conversely a right-hanging subtree of A becomes a lefthanging subtree of (A) and its labels are increased by 2. Since A is a skew tree, all its labels are nonnegative and the resulting labels of (A) are: v greater or equal to 2 in left-hanging subtrees, v nonnegative on the main branch, v greater or equal to &2 in right-hanging subtrees.
The mapping is therefore a mapping from skew ternary trees with a marked leaf with label k into a restricted class of k-rooted ternary trees. We now prove a more precise result:
Proof. We already know that the trees in the image are k-rooted ternary trees, containing a label 1 or 0 and whose labels are greater than or equal to &2. Conversely, let A$ be a k-rooted tree with minimum label within &2 and 1. Since A$ has no marked leaf, the key point to find A such that (A)=A$ is the determination of its main branch and more precisely of its pivot. As noticed before, the pivot should have label 1 or 0 and no son with label 0. It should moreover define a main branch splitting the tree in left-hanging and right-hanging subtrees which satisfy the labelling conditions given before.
Let us consider the following searching algorithm which determines a vertex v 0 :
v let v be the first vertex in postfix order labelled with 1 or 0, v if the branch joining the root to v has no negative label, v 0 is v, v otherwise v 0 is the father of the first reached vertex with label &1 when descending the branch from the root to v.
This construction yields a vertex v 0 and a branch. By construction, lefthanging trees are before v 0 in postfix order and have therefore labels greater or equal to 2. The same argument implies that v 0 has no son with label 0. Hence a marked leaf with label 0 can be added to complete the main branch of A$. Then A$ splits in a sequence of triples and the involution , can be applied. The occurring tree is easily seen to be skew with a marked leaf with label k and the construction is clearly the reverse of . K A second construction will be needed in the next section. We define below a mapping $ on p-rooted ternary trees with nonnegative labels. Let A be such a tree and consider its root as the first vertex of a sequence of middle sons with label p, sided with left and right (possibly empty) subtrees, respectively ( p+1)-and ( p&1)-rooted. The image $(A) is then the ( p+2)-rooted ternary tree which is built around a sequence of vertices of the same length, starting at the root and sided on the left with the right subtrees of A and on the right with its left subtrees. The labels in subtrees are therefore increased by 4 on the left and conserved on the right (Fig. 7) .
FIG. 7.
A tree and its image by $.
Mapping Marked Skew Ternary Trees onto Ternary Trees
We now consider skew ternary trees having a marked vertex (internal node or leaf) with label k and we construct the mapping
Let A be a tree of ST* k and v its marked vertex. Vertex v is the father of three (possibly empty) subtrees A 1 , A 2 and A 3 with respective root labels k+1, k and k&1. The tree A$ obtained by the deletion of these three subtrees has a marked leaf and is therefore decomposed into its main branch, left-hanging and right-hanging subtrees (Fig. 8) .
The set ST* k is partitioned into two disjoint subsets and 9 is defined in each case:
Implicit Case. There is a vertex with label 1 or 0 in A 1 , A 2 or in a lefthanging subtree of A$. The tree 9(A) is then constructed as follows: the tree $(A 3 ) is (k+1)-rooted, so we can add a vertex with label k+1 as middle son of the last vertex in its middle sons sequence. This vertex gets as left, middle and right sons the subtrees (A$), A 1 and A 2 respectively. The labels in A 1 and A 2 need no modification whereas those of (A$) have to be increased by 2 so that the root label agrees with its father's label. All the labels in 9(A) are nonnegative and this tree implicitly contains a vertex with label 1 or 0. Indeed, A 1 , A 2 and the left-hanging subtrees of A$ are moved without any modification of their labels and one of them contains such a vertex by hypothesis (Fig. 9) .
Explicit Case. All labels in A 1 , A 2 and the left-hanging subtrees of A$ are greater or equal to 2. The tree 9(A) is then constructed as follows: the tree $(A 3 ) is (k+1)-rooted, so we can add a vertex with label k+1 as middle son of the last vertex in its middle sons sequence. This vertex gets as left, middle and right sons the subtrees A 2 , A 1 and (A$) respectively. The labels in A 1 and (A$) need no modification whereas those of A 2 have to be increased by 2 so that the root label agrees with its father's label. All the labels in 9(A) are nonnegative and this tree explicitly contains a vertex with label 1 or 0. Indeed, the labels of (A$) where not modified and the pivot of (A$) is labelled 1 or 0 (Fig. 10) .
Remark. In the two cases, the number of vertices is invariant since one vertex with label k+1 is added and one with label 0 is deleted (in (A$)). Moreover, with the exception of this vertex, labels are modified by even values: the repartition of the parity of labels is therefore invariant except for a label 0 becoming k+1. This remark explains that the statements of Theorems 2 and 4 contain two cases depending upon the parity of k. 
Reverse Construction
We now show that the previously defined mapping 9 is a bijection and we state a more refined version of the k=0 case as Corollary 5.
Let T be a (k+1)-rooted skew ternary tree (recall it contains a label 1). The following algorithm builds a skew ternary tree with a marked label k: it starts with reconstructing A 3 by descending along middle sons of the root, until it recognize an implicit or an explicit case.
1. Initialization: at the beginning A 3 is an empty tree.
2. The root of the tree T has three (possibly empty) subtrees T 1 , T 2 and T 3 .
3. If k=0 or if there is a vertex with label 2 or 3 in T 1 then we are in the implicit case (cf. Fig. 9 ): T 1 is k+2-rooted and let T $ 1 be the k-rooted copy of T 1 . The tree T $ 1 is empty or contains a label 1 or 0 and has only labels that are greater or equal to &2. It is therefore the image by of a skew ternary tree A$ with a k-labelled leaf. The subtrees T 2 and T 3 are identified with the subtrees A 1 and A 2 and a skew ternary tree A is easily reconstructed such that 9(A)=T.
4. Otherwise all labels of T 1 are greater or equal to 4 (or T 1 is empty).
(a) If the labels of T 2 are greater or equal to 2 (or T 2 is empty), there is a label 1 in T 3 (because there is a 1 in T and the root label is greater or equal to 2). We are therefore in the explicit case (cf. Fig. 10 ): T 3 is the image of a tree A$ by . The tree T 2 is identified as A 1 and the k-rooted copy of T 1 as A 2 . A skew ternary tree A is then easily reconstructed such that 9(A)=T.
(b) Otherwise the subtree T 2 contains a label 1. Since it is also k+1-rooted we can go back to step 2 and apply the algorithm to T 2 after having added T 3 and T 1 to the bottom of A 3 .
This algorithm ends for all k+1-rooted skew ternary trees and it is easily seen that it reverses 9. Hence Theorem 2 is proven.
The case k=0 can be refined to get the following corollary which is a restatement of the end of Lemma 3.
Corollary 5. Let A be a skew ternary tree whose p+1th zero (in postfix order) is marked then the tree 9(A) has p zeros.
Proof. Since k=0, it is an implicit case and moreover the subtree A 3 is empty. The possible zeros of 9(A) are therefore in the image of A 1 or A 2 or in a right-hanging subtree of (A$). These zeros are the images of the zeros of A 1 , A 2 or of the left-hanging subtrees of A$ which are exactly the zeros before the marked vertex of A in postfix order. K
CODING TERNARY TREES
The preceding bijections already allow us to substitute Lagrange inversion for ternary trees to the quadratic method used by W. G. Brown and W. T. Tutte. However, in order to have a complete bijective proof and to allow random generation, it is useful to encode ternary trees by words. This is done using the Lukacievicz language and Raney's theorem (see [13, Chap. 11] ) and yields the following result:
Theorem 4 (Dvoretski, Motzkin, Raney). There exists a bijection between ternary trees with n internal vertices and conjugation classes of words with n letters x 2 and 2n+1 letters x 0 .
Hence we recover the well-known number of ternary trees with n vertices:
This proves the first formula of Corollary 1 and allows deterministic uniform random generation of skew ternary trees with n vertices in linear complexity. In order to take into account the parity of the vertices, this encoding can refined: vertices of a ternary tree are colored in two colors by their parity and Lukacievicz words can be colored as well. Then the previous theorem can be extended using a method due to Chottin ([3] or [13, Ex. 11.3.4 
]):
Theorem 5 (Chottin). The set of ternary trees with i+1 even and j odd vertices can be partitioned into disjoint subsets of size 2(i+1) such that these subsets are in bijection with pairs of conjugation classes of words with respectively i+1 letters x 2 , 2j+1 letter x 0 and j letters y 2 , 2i+2 letters y 0 .
Hence we get
This proves the second formula of Corollary 1 and allows deterministic uniform random generation of skew ternary trees with i+1 even and j odd vertices in linear complexity.
APPENDIX TABLE II
All Small Objects
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