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Abstract 
This paper presents an analysis of phasor measurement method for tracking the fundamental power frequency to show if 
it has the performance necessary to cope with the requirements of power system protection and control. In this regard, 
several computer simulations presenting the conditions of a typical power system signal especially those highly 
distorted by harmonics, noise and offset, are provided to evaluate the response of the Phasor Measurement (PM) 
technique. A new method, which can shorten the delay of estimation, has also been proposed for the PM method to 
work for signals free of even-order harmonics. 
1. Introduction 
Control and protection of power system include real time estimates of system frequency. The faster and more precise 
are the estimates, the more reliable are the related control and protection schemes. Harmonic and noise contamination 
have become a major concern for power system since this affects the accuracy of the estimates and the speed of 
estimation. Besides, the integration of power electronic devices to utility grids necessitates a reliable estimator not only 
to provide service to linear loads but also to compensate/cater for nonlinear loads. Various techniques have been 
introduced in the literature to estimate the power frequency. One of the most common techniques to estimate the 
frequency of signal is the zero crossing detection method and its modifications [1-3]. Multiple zero crossing and 
inaccuracies due to noise and harmonic distortions are the major issues that these methods should take care of. Zero-
crossing methods do not respond quickly to the frequency changes in a distorted signal [4] and their performance is 
sensitive to the type of signal transients [1,5]. Linear estimation of phase (LEP) [6,7], Decomposition of Single Phase 
into Orthogonal Components (DSPOC) [8,9], Discrete Fourier Transform (DFT) with Phase Compensation [1] and the 
modifications of this method [1], [10,11] perform extremely well but they all suffer from a periodic error in the 
estimated frequency if it departs from the assumed frequency. This can be cancelled using a low pass filter although it 
would introduce delays and obscure any real oscillations in the fundamental frequency [12].  
 Kalman filtering [13-15], phase locked loop (PLL) [4], least square (LS) [16,17], Newton type algorithms [18], and 
adaptive notch filters [19] are among the other existing techniques for frequency estimation. References [2], [12] and 
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[20,21] review these techniques. These methods have their strengths and drawbacks. This paper conducts an in-depth 
analysis on the PM technique which reveals its strengths and drawbacks. The analysis will be followed by a new 
technique proposed to enhance the speed of the PM technique while the input signal is free of even-order harmonics.   
The rest of the paper is organized as follows. In Section 2, algorithms required for the phasor measurement method 
are derived. The analysis of this technique calls for setting some crucial parameters and models in the simulation tests. 
These issues and recommended solutions are explained in Section 3. Performance of this method is evaluated for 
different simulated conditions. Its immunity to noise and distortion as well as its tracking speed in response to any 
changes in the signal attributes are highlighted in Section 4. Section 5 summarizes the main conclusions of the paper. 
2. Development of PM algorithms 
2.1. Basic PM-Technique 
A typical power system or power electronic signal can be expressed as follows. 
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where a1 , θ1 and f denote the amplitude, initial phase angle and frequency of the fundamental component, respectively. 
Symbols h(t), n(t) and voff(t) represent the harmonic, noise and offset parts of the signal, respectively. Signal offset is 
often produced in the measurement and data conversion process using A/D devices. Harmonics, noise and offset always 
cause errors in the estimation of the frequency. However, the theoretical model of the signal is assumed to be noise free 
and then can be expressed as 
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where ak denotes the amplitude of the kth harmonic component and θk denotes the initial phase angle of the harmonic 
component when the phase angle of the fundamental component is zero. Initial phase angles of harmonics are usually 
produced as a result of different phase shifts imposed by low pass filters installed at output points of power electronic 
converters. 
A typical three phase signal can also be expressed by three different equations in the form of (2). The transformation of 
this three phase signal in to the dq form gives its rotational dq-phasor. From (2) and for unbalanced three phase signals, 
the relevant phasor can be produced in the following form. 
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where K0 is the dc term of the signal phasor and symbols ri+ and ri- represent respectively the positive and negative 
sequence amplitude of the ith harmonic. Also, θi+ and θi- represent respectively the positive and negative sequence initial 
phase angle of the ith harmonic.  
The following integration is used in the phasor measurement technique of this paper. The integration is another 
presentation of discrete Fourier transformation proposed in [10]. 
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where ω0=2π×50 rad/sec, t+τ indicates the online instant of estimation and τ denotes the integration period.  
From (3) and (4) let us define the following equations. 
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where ∆ωi=iω-ω0  
Using the formula: 


 

 22
2
sin21

  jj ee                         (7) 
(6) can be rewritten as: 
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Again from (3) and (4), the following integration for the negative sequence components can be obtained. 
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where 0  ii   
From (5) to (9) the magnitudes of the integrations can be obtained as 
0
00
1
),(
0

 
 je
KtS                        (10) 
   




2
sin
2
1),( 1
1
1
1
1
1
1


 re
r
tS j                     (11) 
  

 





2
sin
1
2
1),(
10


 iij
i
i
i ii
r
e
r
tS i                    (12) 
Since ∆ω1τ is small, (11) can be approximated as  
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However, the same approximation is not applicable for |Si+(t,τ)| in (12) while i > 1 because ∆ωi is not small. For i > 1 
the following inequality can be deduced from (12) 
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From (9) the followings can be obtained. 
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From (13) to (16) it can be deduced that comparing with |S1+(t,τ)|, the others, |Si+(t,τ)| and |Si-(t,τ)|  as well as |S0(t,τ)|, are 
small enough to let simplify the phasor integration by the following approximation. The simulation results provided in 
Section 4 will present satisfactory levels of accuracy for this approximation. 
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From (8) and (17) the following equation can be obtained. 
 211211121 2),(),(),(),( 
   tStStStS                  (18) 
The integration of the signal in (4) can be directly computed using the samples of the signal. The three phase samples 
after the dq-transformation are manipulated to constitute the signal phasor. The integration of the signal phasor over a 
period of τ at any instant of t can be obtained using the summation of small trapezoidal parts over the time axis in the 
graph of the signal. Thus, the integration can be expressed as 
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where n is given by: 
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From (18) and (19), the online algorithm for the calculation of frequency deviation can be adopted. However, the results 
of frequency calculations depend significantly upon the selection of τ1 and τ2.  Let us consider the assumption made in 
(17) to clarify this dependency. 
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where e(t,τ) represents the error of the approximation. From (3) to (12) and (21) this error can be expressed as 
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The components of the error function, defined in (22), usually cause some oscillations in the frequency estimation that 
can lead to large estimation errors. However, this can be overcome by choosing appropriate values for the integration 
period. In this regard, the error function can be rewritten in the following manner using (5), (6), (9) and (22).  
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It is now clear that by choosing τ = mT0, where m is an integer coefficient and T0 is the nominal period of signal or 
20ms, the magnitudes of exponential parts, shown in (23), can approach to one. This can decrease the amount of error 
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components and make the error approach to zero.  
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Accordingly, the error imposed by the DC offset is totally removed and the errors by other components can be 
minimized. Therefore, the integration periods of τ1 and τ2 in (18) must be chosen as integer coefficients of the main 
period of the signal. The minimum value arrangement for them is as 1×T0 and 2×T0. Hence, the minimum-size of the 
data window that can provide accurate estimates of frequency is the integer floor of 2T0/∆T. Thereby, the formula for 
the frequency estimation purpose, so-called basic or ordinary PM-technique in this paper, is as follows. 
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It is obvious that the delay of 2T0 must be expected for the estimation results obtained by (27). However, power system 
signal is usually free of even harmonics where using the technique explained in the following subsection can help use a 
smaller data window to estimate the power frequency. 
2.2. Enhanced PM-Technique 
This subsection proposes a new approach for the PM method to work for signals free of even-order harmonics that can 
shorten the delay of frequency estimation. Let us assume that the three phase signals of va(t), vb(t) and vc(t) are free of 
even-order harmonics and their dc offsets are the same. The time-domain positive sequence of the signal can be defined 
as 
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where  = ej2π/3  
Assuming Ka+, Ka , Kb and Kc as the DC component of va+(t), va(t), vb(t) and vc(t) respectively, it can be proven that the 
positive sequence signal is free of DC offset if the DC offset in time-domain is the same for the three phases. From (28) 
and (3) it can be deduced that 
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Therefore if Ka = Kb = Kc then Ka+ = Kb+ = Kc+ = 0. As a result, the phasor of such a signal after the dq-transformation of 
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its positive sequence components can be expressed as 
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The integration period can be chosen to be T0/2 as it is now possible to make the error components to approach zero. 
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Either for reasonably small values of i, T0∆ω1 is small enough to have the exponential terms of (31) approach one or for 
large values of i the amplitudes of the integration functions,  12is  and 

12is , are very tiny because of the negligible 
contribution of very high order harmonics in ordinary power system signals. Therefore, the error function of e(t,T0/2) 
will approach zero which is desirable. Hence, a reliable formula can now be built for the frequency estimation purposes 
which is 
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In practice, there is no guarantee that the offset signals of Ka, Kb and Kc always equal to each other. This can lead to the 
appearance of instantaneously non-zero dc terms in the positive sequence components of Ka+, Kb+ and Kc+. Thus, these 
DC terms can cause error in the results of estimation by (32). However, using the positive sequence components of the 
signal, the produced error is less than that when the phasor of the signal is directly obtained from the three-phase signal 
itself.  
3. Discussion on the noise model, high frequency sampling, and random variations of load 
There are a number of parameters that should be considered in the development of frequency estimation algorithms 
using digital sampling of signal. In this section, what these parameters are for the phasor measurement technique of this 
paper and how they should be modeled, are discussed. 
A random noise with zero mean and Gaussian distribution with 0.02pu of standard deviation is the typical model of 
noise used in the simulations of this paper. This signal conventionally models the noise related to the measurement and 
signal conversion in A/D. Furthermore, an unconventional noise which relates to the high frequency sampling rate of 
A/Ds is also applied. In spite of reliable clocks and accurate counters used by microprocessor to define the exact instant 
of performing the sampling subroutines, in practice a variable, slight time delay due to internal loading of 
microprocessors and internal hardwired interfaces exists for an A/D to receive the sampling command. Also, a variable 
delay depending upon the A/D’s quality and its speed in high frequency ranges must be supposed for the A/D to take 
the samples right after receiving the command. Therefore, the sampling interval in the simulations has been supposed to 
be a random signal with Gaussian distribution that has a mean of 40-kHz and 2% standard deviation. 
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Moreover, the load variation, which can affect the amplitude of current signal and even the amplitude of voltage signal 
in case of a weak source, can be modelled as a kind of random noise. In particular cases, such as when DG sources 
integrated to a power grid, the load profile changes instantaneously as the costumers switch their loads on/off randomly 
anytime. This issue causes slight variations in both the amplitude of current signal as the load impedance changes and 
the amplitude of voltage signal if the source is not stiff enough to maintain the voltage profile or if a droop control 
method has been chosen for the application. The droop method [22] can control the voltage changes based on the 
variations in the real and/or reactive power. Therefore, another random signal of Gaussian distribution with zero mean 
and 0.02pu of standard deviation has been set as the variant part of the signal amplitude in the simulations. 
4. Simulation studies 
In this section, the phasor measurement algorithm is evaluated through simulation.  
4.1. Frequency tracking 
The following test signal is applied to examine the ability of the PM technique in frequency estimation. 
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where ri+, ri- and θi+ as well as θi- are chosen from Table. 1. 
Table 1. Characteristics of the test signal 
h ri+ θi+ ri- θi- 
1 1 -10o .45 200
2 0.06 -180 0.05 -300
3 0.07 300 0.04 450
4 0.05 180 0.02 -500
5 0.05 360 0.02 100
6 0.03 -300 0.03 -360
7 0.04 450 0.04 90
8 0.04 450 0.01 -180
9 0.03 180 0.03 200
10 0.02 100 0.02 600
11 0.03 90 0.01 -360
12 0.01 -600 0.03 -90
13 0.04 100 0.04 450
14 0.03 -200 0.02 -180
15 0.02 90 0.01 500
 
The angular frequency ω in (33) is 100π rad/sec. ni+(t) and ni-(t)  for i=1,2,…,15 denote random noise signals with 
Gaussian distribution of zero mean and a standard deviation equal to 2 percent of ri+ and ri-, respectively. These noises 
are intended to simulate the random changes in the customer load. The offset is 0.04pu and n(t) is a Gaussian random 
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noise with zero mean and 0.02 pu standard deviation. Furthermore, the sampling interval is supposed to be a random 
signal with Gaussian distribution with a mean which is specified individually at any particular simulation and a standard 
deviation equal to 2 percent of the specified mean value. 
Fig. 1(a) shows the result of frequency estimation by the basic phasor measurement technique based on (27). The 
algorithm can track the frequency successfully in this case. The error is less than 0.012 Hz despite the large noise, 
offset, unbalance and harmonic distortion being applied. PLL-based techniques, in contrast, suffer from periodical 
errors. The errors caused by the phase unbalancing, harmonics, and offset in the PLL system have the frequency 
components of 2ω0, multiples of 6ω0, and ω0 respectively. To reduce these errors a loop filter with an extremely low 
bandwidth is required which degrades the dynamic performance [21]. 
Fig. 1(b) shows the frequency estimation result by the basic PM that uses (18) when τ1 and τ2 are chosen as T0 and T0/2 
respectively. Periodic errors up to 1Hz can be observed. The comparison of these two figures supports the idea of 
choosing the integration periods of like mT0 in (24) to (26) to preclude the oscillatory errors when even harmonics and 
dc offset are present in the components of signal. Therefore, it can be concluded that for a signal such as that of (33), 
the minimum data window size of 2T0 must be applied. However, this can cause a delay of 2T0 in tracking the new 
targets of frequency.  
Fig. 2 shows the result of frequency estimation by the basic PM and (27) for the test signal of (33) when the frequency 
of the signal suddenly changes from 50Hz to 50.3Hz at t=0.5s. The precision of the estimation results for the off-
nominal frequency is also good as the error is low. Some frequency estimation techniques such as Discrete Fourier 
Transform, Decomposition of Single Phase into Orthogonal Components, and Linear Estimation of Phase already suffer 
from a periodic error in the estimated frequency if it departs from the assumed frequency even if the input signal is not 
polluted by noise and harmonic distortions [12]. Moreover, the results of performed simulations show that the response 
of the basic PM for the frequency drift is exactly the same for the frequency rise. 
The frequency estimation shown in Fig. 1(a) is based on the sampling frequency of 40kHz. Fig. 3 shows the result of 
estimation for the same test signal and the same PM technique but based on 5kHz sampling rate. In this case, the error 
of estimation can reach up to 0.067Hz. While the response of the proposed method in rather high sampling rates is 
significant, it is expected to be degraded for low sampling rates. As a matter of fact, this is an inherent property of the 
approach based on the sample integration. The statistical analysis on the frequency estimation outputs that result by 
performing the basic PM method of (27) for a range of different sampling frequency rates is highlighted in Table 2. The 
input signal is like that in (33) except the harmonic components higher than the tenth order are not included. It should 
be noted that in practice an anti-aliasing filter with cut-off frequency equal to the half of sampling frequency is always 
used, and that affects the input signal before sampling. (Therefore, the order of harmonic components used in this study 
will not exceed 10). That is, a common signal can be used for different test cases where its components are always 
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within the band-pass of the anti-aliasing filters even in the worst case where the cut-off frequency is 500Hz for the 
sampling frequency of 1 kHz. 
Table 2. Result of statistical analysis on frequency estimates  
Case No. Sampling Frequency 
Data 
Average(Hz) 
Variance 
(Hz2) 
Maximum 
Error (Hz) 
1 40kHz 50 2.48×10-5 0.0117 
2 20kHz 50 6.75×10-5 0.023 
3 10kHz 49.9999 0.98×10-4 0.029 
4 5kHz 49.9984 4.15×10-4 0.066 
5 1kHz 49.9993 1.39×10-3 0.108 
 
Fig. 4 shows the result of frequency estimation using positive sequence components of a test signal that is the same as 
that of (33) but free of even-order harmonics. The test signal in this case is as follows. 
               
       tnetnr
etnretnetntY
i
tij
ii
i
tij
ii
tjtj
i
i
oo















 
 
7
1
12
1212
7
1
12
1212
20
1
10
1
12
1245.01)(


             (34) 
It should be noted that the original three-phase-signals have been set to have 0.04 pu offset signal but the phasor, Y(t), 
in (34) becomes free of any dc terms after applying the process described in (28) and (29). Therefore, the enhanced PM 
method based on (32) can be applicable in this case i.e. the size of the data window length can be reduced to T0 and as a 
result, the delay of estimation process can be decreased from 2T0 to T0. The sampling frequency in this test is 40kHz. 
Fig. 5 shows the estimation results by the enhanced PM for a set of three phase signals having fundamental and odd-
order harmonics same as that of (33) but the dc offsets are 0.038 pu, 0.04 pu, 0.43 pu in phases a, b, and c respectively. 
The comparison between Fig. (4) and (5) reveals that the phasor measurement method enhanced by the manipulation of 
positive sequence components produces oscillatory errors when different levels of DC offset are dealt with in three 
different phases. The magnitude of the error varies in a direct relation upon the amount of differences among the offsets. 
However, the error is less compared to that of Fig. 1(b). The basic PM method of (18) that is set to work with the same 
data widow size of the enhanced technique, i.e. T0, produces larger errors like those in Fig. 1(b) even dealing with equal 
offsets in the three phases. 
The basic PM method of (18) with the data widow size of T0 is also predicted to fail on frequency estimation when 
even-order harmonics appear in the signal. Fig. 6 shows the frequency estimation result for this method when 0.05 pu of 
the second order harmonic is added to the signal of (34). The test signal in this case can be expressed as 
 tjetYtY 205.0)()(                         (35) 
where Y(t) is the signal defined in (34). 
However, the basic PM based on (27) can give a precise estimation result for the signal of (35) which looks much like 
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that in Fig. 1(a), albeit at the expense of 2 T0 delay in tracking the online frequency. 
 
4.2. Frequency tracking while amplitude changing 
The signal of (33) encounters a sudden amplitude change in the fundamental component from 1 pu to 1.4 pu at t = 
500ms. Fig. 7 shows the result of frequency estimation in this case that the basic PM based on (27) has been utilized. 
The enhanced PM also produces the same result if the signal of (34), that is free of even order harmonics, is being 
applied instead of (33). The PM technique is robust against the amplitude changes and does not lose the track of the 
frequency when sudden changes occur in the signal amplitude. 
4.3. Frequency tracking while phase angle changing 
The fundamental component of the signal of (33) is subject to a sudden drop of 10o in its phase angle at t = 500ms. Fig. 
8 shows the result of frequency estimation by the basic PM technique based on (27) that was proven in the previous 
section to yield precise estimates. The estimates in this case still remain accurate unless the PM-dada window involves 
the sample of the angle drop instant. The obtained results during the time frame of 2T0 or 40ms are subject to significant 
error as it takes this amount of time for the data window to pass over the angle drop point. The enhanced PM also 
suffers from the same error but it lasts for 20ms in this case. It can be concluded that the phasor measurement technique 
is not a good choice for frequency estimation when phase angle shifts are likely to happen in the input signal. In other 
words, vital control or protection decisions should not be made based on the frequency estimation results provided by a 
PM method at least within its transient response time of 2T0 unless it is enhanced by other faster methods like those 
based on advanced zero-crossing detection [1-3]. 
4.4. Tracking of frequency changes as a result of applying droop control 
Fig. 9 shows a micro-grid in which two DG sources share a variable load.  The DGs are assumed to be ideal DC voltage 
sources supplying DC voltages to their converters. Each converter contains three H-bridges. The outputs of each H-
bridge are followed by single-phase transformers connected in Y. The H-bridges and transformers constitute the part of 
circuit shown schematically in Fig. 9 as VSC. The filter capacitor and the output inductance of the converters are 
denoted by C and Lf. The resistance R1 and inductance L1 represent the impedance of a transmission line between DG1 
and the load. The VSC is controlled through a closed-loop feedback system based on the LQR method [23]. The 
frequency and voltage droop strategy are applied to both of the DGs in the system. The output voltages and frequency 
of the converters are controlled to share the load proportional to the rating of the DGs. Let the mean of real and reactive 
powers supplied by DG1 in one cycle be denoted by p and q, respectively. The power requirement can be fulfilled by 
drooping the voltage magnitude and frequency as [23] 
 ppmff rated  0                        (36) 
 qqnVV ratedrated                         (37) 
The variable load is changing randomly from 0.5 pu to 1.5 pu until t=0.3s due to random switching on/off of customer 
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load. Therefore, (36) implies that the system frequency will vary. After t=0.3s the load is maintained constant that leads 
to a constant system frequency. Fig. 10 shows the reference frequency in a solid graph that the droop control method 
forces the main control system to follow. Also, the frequency result computed by the enhanced PM technique on the 40 
kHz based samples of output voltages of the converter is shown by a dotted graph in Fig. 10. The delay and error 
between the reference frequency and the computed frequency relate to three factors. First, p and q are obtained from a 
low pass filter or by averaging in a period. This does not exactly determine the variations of real and reactive power in 
accordance with the customer demand and also includes a delay due to filtering or averaging. Second, the threshold 
used in the switching control law and the switching frequency have limitations that lead to error for the state feedback 
control in tracking the reference state [23]. Third, the advanced PM technique has its own delay of 20 ms as per (32). 
However, the response of the proposed method in this application area is also good. 
5. Practical test 
A laboratory prototype of a seven-level H-bridge inverter [24], shown in Fig. 11, has been implemented to practically 
verify the proposed method. The laboratory prototype has been arranged with the same specification defined in [24] and 
in particular the reference frequency is attempted to be maintained at157.5Hz. Therefore, the key specifications are as 
follow: Vdc=90 V, Iout-peak=5 A, fsw=6 kHz and the load is pure inductive with L=16mH. A predictive current control has 
been developed in a V850E/IG3 microcontroller to force the load current to follow the reference. The output voltage is 
shown in Fig.12.a. It can be concluded that the signal is highly distorted by harmonics, offset and noise. The basic PM 
technique has been applied on the samples of the signal at 40kHz. The result of frequency estimation for the signal in 
Fig. 12,a has been shown in Fig.12.b by a solid line graph. Besides, the reference frequency has also been shown by a 
dashed line graph in the same figure. The reference frequency is obtained by applying the same PM method on the 
signal after it is passed through a low pass digital filter. The digital filter has been designed with a data window length 
equal to the fundamental period of the signal to extract the fundamental component properly. This causes a delay of half 
cycle time on the frequency estimates. However, the frequency estimation graph relevant to the filtered signal has been 
shifted to right to be viewed synchronized with the main graph, the solid line one. Fig. 12 reveals that the PM method 
can successfully track the variations of the signal frequency, despite the high level of distortion in the signal. 
6. Conclusion 
Analysis of the phasor measurement method for tracking the fundamental power frequency has been presented. The 
analysis shows that this method performs extremely well especially in presenting precise results for signals highly 
polluted by harmonics, noise and offset components. However, it suffers from a long delay equal to 40ms. A new 
method has been proposed to lower the delay for special types of signal that are free from even-order harmonics. The 
PM technique was found to be highly robust against the amplitude changes but unreliable at the transient response 
against phase angle shifts.  
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Figures 
 
 
 
 
 
Fig. 1. Frequency estimation by PM technique with the data window size of 2T0 (a) and T0 (b) 
 
 
 
 
 
 
Fig. 2. Response of PM technique to the sudden frequency rise of 0.3Hz 
 
 
 
 
Fig. 3 Frequency estimation by PM technique based on 5kHz sampling rate 
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Fig.4. Frequency estimation by PM technique using positive sequence components while data window size of T0 
 
 
 
 
 
 
 
Fig.5. Frequency estimation of a three-phase signal of different offsets in phases using the PM technique 
enhanced through positive sequence components 
 
 
 
 
Fig.6. Frequency estimation using the PM technique enhanced through positive sequence components while even 
harmonics are present in the signal 
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Fig. 7. Frequency estimation by PM technique while the signal amplitude rises suddenly in the fundamental 
component for 0.4 pu 
 
 
 
 
 
Fig. 8. Frequency estimation by PM technique while the phase angle of the fundamental component drops 
suddenly for 10o 
 
Load
 
Fig. 9. Schematic diagram of two DG sources connected to a micro-grid 
 
 
 
Fig. 10. Frequency estimation by PM technique in a micro-grid system; solid line: the reference frequency and 
dotted line: the estimated frequency 
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Fig. 11. A laboratory prototype of a seven-level H-bridge inverter [24] 
 
 
 
 
 
 
 
 
Fig. 12. Output voltage of the H-bridge inverter (a), and its frequency estimation result by the basic PM shown in 
solid-line graph in conjunction with the reference frequency computed for the extracted fundamental component 
shown in dashed-style graph (b) 
 
