-Signal analysis data, especially electrocardiogram (ECG) and electroencephalogram (EEG) data, provide important information for clinical decision-making. In order to arrive at a diagnosis, it is often necessary to combine these results with other clinical parameters. Problems remain in the automation of this process for the development of computer-assisted diagnosis tools. A promising approach includes the use of intelligent agents, a procedure that involves the development of a central mechanism to provide commu nications among differing methodologies and different information types to provide a comprehensive solution to the problem. This methodology is illustrated in a decision model for diagnosis of dementia emphasizing the inclusion of summary measures for EEG data.
I. INTRODUCTION Intelligent agents had their origins in distributed artificial intelligence and have been used successfully in a number of business applications [I] . Each agent is an independent methodology with reasoning capabilities working on a prescribed task. The goal of the overall system is to provide a cooperative environment in which two or more agents can be combined to solve a problem through the use of a mediator or facilitator [2] . A major role of the facilitator is to provide a common means of communication. The intelligent agent approach is a natural extension of hybrid systems for combining various methodologies without altering the independent agents a algorithms. The use of intelligent agents in biomedical systems has been limited, with the major focus on health care delivery [3, 4] . Some complex medical decision making problems have been addressed [5, 6] .
In many disease processes, results from signal analysis provide vital information for clinical decision-making. In many cases, however, these results must be combined with other clinical and historical information to provide a comprehensive conclusion. While physicians often perform this process manually, computer-assisted decision support systems have not completely addressed the use of multiple models in arriving at one overall decision. While traditional hybrid systems have dealt with this problem, often modifications are needed in the individual algorithms to permit combination of results [7] . The intelligent agent approach allows free interaction among agents by providing an external facilitator to deal with communications issues and The agents represent the independent decision entities, including he client. The client in the case of a medical decision support system is the human decision maker. The other agents may be any of a variety of methodologies possessing some form of decision-making capabilities. Possibilities include knowledge-based systems, neural network models, Bayesian systems, risk analysis, statistical results, and signal processing algorithms. Each agent utilizes it own sources of information, which may be shared with other agents. Table I shows examples of agents along with domain knowledge information sources. For a patient analysis problem, these sources are used in conjunction with patient-specific information.
B. Task Manager
The principal components of the control structure are the task manager and the communications interface. The task manager breaks the problem into subtasks that are then directed toward the appropriate agents. It also combines results from agents, including the client, for the overall response to the problem.
C. Communicator
The communicator must present input to each agent in a form that it can understand and interpret output from each agent so that other relevant agents can understand it. This process is illustrated in Fig. 2 . The three main components 0-7803-721 1-5/01/$17.00 0 2001 IEEE are the symbolic to numeric converter, the numeric to symbolic converter, and the common language generator that interprets output in a form that can be communicated to each agent. The objective is to overlay the conversion similarly to a human user interface so no agent modification is required. 
111. RESULTS The methodology described above has been applied to diagnosis, treatment, and management problems associated with dementia. Alzheimer's disease (AD) is a devastating illness with a relentless progressive course. Patients suffering from AD gradually lose memory, visio-spatial ability, judgment, and even personality. Assessment tools for cerebral cortical dysfunction secondary to Alzheimer's disease (AD) or stroke are urgently needed. With our increasingly aging population, cortical dysfunction due to AD and stroke is becoming increasingly common. Nationwide, these are the top two causes for cognitive impairment and loss of the ability for independent living. The cost to patients, family members, and society is staggering. The need to provide accurate diagnostic classification and staging to assess prognostic indicators, and to have tools for reliable evaluation of the efficacy of intervention, becomes critical. Evidence exists that early intervention can lead to more successful treatment and improvement of quality of life.
A. Problem Definition
The overall goals for the project are: 1. Development of a package for quantitative EEG analysis based on the combination of new approaches to wavelet and chaotic analysis;
2. Implementation of a classification model using EEG, imaging, clinical and cognitive data, including algorithms for learning patterns in data, expert input, imaging results, and EEG analysis through the use of intelligent agents;
3.
Evaluation of the effectiveness of the model in classifying patients by disease category; 4. Evaluation of the ability of the model to track disease progression. The structure of the intelligent agent configuration for dementia evaluation is shown in Fig. 3 . The human decision maker functions as agent 0 and interacts with the communicator using natural language. In the current design, agent 0 can also perform as one of the other agents, as discussed below. Agent I: Knowledge-Based System (Emerge)
A system previously developed by the authors, Emerge, is used as the knowledge-based component [8] . The original application was analysis of chest pain in the emergency room.
The method has subsequently been used on numerous applications through the derivation of new knowledge bases. The inference engine uses approximate reasoning techniques to include weighted antecedents, partial presence of findings, and partial substantiation of rules. The general rule structure is shown in Table 11 . The truth of proposition P, represented by this structure, is determined by assuming there exists some subset C of V such that 1) the number of elements in C satisfies Q; or 2) each element n C satisfies the property A.
The degree S to which C satisfies P is:
indicates minimum, wi a n d 51 are the weighting factor and degree of substantiation, respectively, of the lh antecedent, e E {O,l}, and n is the number of antecedents.
The sources of information that are relevant for rule base development for dementia evaluation are listed in Table IiI .
Agent 2: Neural Network Model (Hypernet)
The neural network model is based on the authors' Hypernet system [9] . Hypernet uses an expanded potential function approach in a supervised learning algorithm resulting in a nonlinear network structure with three or more layers. Input parameters can be any type of ordered data. In this application, the neural network is used to assess treatment strategies. Output is in the form of a decision function: 
Agent 3: Chaotic Analyzer (CATS)
The EEG is evaluated in terms of both amplitude and frequency of wave occurrence using a method previously developed by the authors for ECG analysis [lo]. The EEG presents a much more complex problem in that is has recognizable patterns that do not repeat at definable intervals.
In addition to this problem, EEGs typically record up to 22 channels of data resulting in very large numbers of points that require analysis. A convenient method of viewing this data graphically is to plot dT,,+lIdt versus dT,,ldt where T, is the value of the series at time n. The degree of variability in a time series is better represented by the second-order difference A,, or acceleration, given by
The second-order difference plot is generated by plotting A,,+, vs. A. The degree of variability is determined for each channel through the use of the Central Tendency Measure (CTM) computed by selecting a circular region around the origin of radius r, counting the number of points that fall within the radius, and dividing by the total number of points.
Let t = total number of points, and r = radius of central area:
< r, and 0 otherwise.
Preliminary results for EEG analysis of Alzheimer's patients and normal controls are given in Table  iV In general, imaging of all types are accessible using picture archiving and computer storage (PACS) systems. While many pattern recognition algorithms have been developed for automated interpretation of images, these are in general supplemental to radiologist interpretation.
For this implementation, natural language descriptions of abnormalities are used, along with functional imaging comparisons of activities in each lobe of the brain. In this situation, the radiologist can also be considered an agent.
TABLE V

C. Task Manager
The task manager breaks the problem down into subtasks that are assigned to the appropriate agent. These assignments are given in Table V . Note that the EEG information is generated by Agent 3 but is used as input by many other agents.
D. Communicator
The role of the communicator here is to provide a common language for agent oommunication. The communicator uses linguistic quantifiers for conversion for numeric-symbolic translation, as well as meta rules for interpretation.
IV. DISCUSSION
The dementia model is designed as a starting point for dealing with a complex medical problem. The expectation is that the model will expand as more domain information becomes available and new methodologies are developed. The usefulness of the EEG analysis in dementia is yet to be well-established. It will be investigated in this study in two ways: as an independent entity and as part of a more complex decision model. Two decision models are currently being used. The knowledge-based component uses EEG results in the form of rules and the neural network model uses the CTM result as a node in the network along with clinical, historical, and genetic parameters.
V. C~NCLUSION
Effective early diagnosis of the basis for dementia will become increasingly important as the population ages. The use of intelligent agents provides a means for dealing with rapid developments both in terms of knowledge as well as new methodologies. The inclusion of EEG analysis as a major factor in differentiation of types of dementia remains to be demonstrated, partially due problems with traditional time series analysis when applied to non-stationery signals. The use of chaotic analysis in conjunction with the hybrid approach will help to determine the utility of the EEG in this setting. The general structure proposed by the intelligent agent method can be adapted to address other related decision topics that involve signal analysis, such as differential diagnosis in cardiology. 
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