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Abstract
Greedy kernel approximation algorithms are successful techniques for
sparse and accurate data-based modelling and function approximation.
Based on a recent idea of stabilization [11] of such algorithms in the scalar
output case, we here consider the vectorial extension built on VKOGA
[12]. We introduce the so called γ-restricted VKOGA, comment on analyt-
ical properties and present numerical evaluation on data from a clinically
relevant application, the modelling of the human spine. The experiments
show that the new stabilized algorithms result in improved accuracy and
stability over the non-stabilized algorithms.
1 Introduction
Kernel methods are used in various fields of machine learning or pattern anal-
ysis. They yield efficient and flexible ways to recover functions from data since
they can deal with arbitrarily scattered points. The combination of their flex-
ibility with the strong mathematical theory about e.g. existence, convergence,
stability make them a nice tool for applications [3, 10].
In this paper we apply a recently introduced idea that has lead to a new class of
stabilized greedy kernel algorithms [11], extend it to vectorial function approx-
imation and apply it to a real life setting from research in biomechanics. Some
theoretic statements can be extended from the scalar to the vectorial case. All
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in all these stabilized methods provide further flexibility and are able to effi-
ciently mitigate the problem of having numerical instabilities.
The paper is organized as follows. To begin with we recall in Section 2 some
basics about kernel interpolation with a focus on greedy kernel approximation
and explain the stabilized extension. Section 3 gives background information
about our application settings and the use of kernel methods. The following
Section 4 explains the conducted numerical experiments as well as the practical
results. Section 5 concludes with a summary and an outlook.
2 Stabilized VKOGA algorithm
We start with a nonempty set Ω ⊂ Rd. A real-valued kernel is a symmetric
function k : Ω×Ω→ R. For arbitrary points XN := {x1, .., xN} ⊂ Ω the kernel
matrix A ∈ RN×N is a symmetric matrix with entries Aij = k(xi, xj). If this
kernel matrix is positive semi-definite for any set of points XN ⊂ Ω, then the
kernel is called positive definite. If the kernel matrix is even positive definite
for any set of pairwise distinct points, then the kernel is called strictly positive
definite. In the following we will focus on this case of strictly positive definite
kernels and we refer to the monographs [3, 10] for more details.
For any such kernel there is a unique Hilbert space of functions, namely the
native space (Hk(Ω), (·, ·)Hk(Ω)), which is a Reproducing Kernel Hilbert Space
(RKHS). A popular choice is given by radial basis function kernels, i.e. the
kernel can be expressed with the help of some function Φ and a kernel parameter
 ∈ R as k(x, y) = Φ(‖x − y‖). Examples are given by the Gaussian kernel
ΦGauss(r) = exp(−( · r)2)and the linear Mate´rn kernel Φ(r) = (1 + r) · exp(−r).
The decay of the Fourier transform of those radial basis functions is decisive for
their properties. The Fourier transform of the Gaussian decays exponentially,
whereas the Fourier transform of the linear Mate´rn decays only algebraically.
In such RKHS the interpolation of functions - or more general data based
approximation tasks - can be analyzed. For a given function f ∈ Hk(Ω) and
some interpolation points XN the interpolant sN is given by the orthogonal
projection ΠV (XN )(f) of f onto V (XN ) := {k(·, xi), xi ∈ XN} and thus can be
expressed as
sN (·) = ΠV (XN )(f) =
N∑
i=1
αik(·, xi), αi ∈ R, 1 ≤ i ≤ N.
In some applications the data is affected by noise, so it does not make sense to
interpolate the given values, while it is rather advisable to approximate them
while taking some regularization into account. For this one can consider min-
imizing
∑N
i=1 ‖f(xi) − sN (xi)‖22 + λ · ‖sN‖2Hk(Ω) which corresponds to solving
the linear system
(A+ λ · I)α = y (1)
with y = (f(xi))
N
i=1. To measure the interpolation error ‖f − ΠV (XN )(f)‖L∞
one can introduce the Power function PXN : Ω→ R as
PN (x) := PXN (x) = sup
06=f∈Hk(Ω)
|f(x)−ΠV (XN )(f)(x)|
‖f‖Hk(Ω)
. (2)
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From this definition we can directly conclude
|f(x)−ΠV (XN )(f)(x)| ≤PN (x) · ‖f‖Hk(Ω).
For the analysis of the kernel interpolants geometric quantities about the
distribution of the interpolation points are important. The fill distance hN and
the separation distance qN are defined as
hN := sup
x∈Ω
min
xi∈XN
‖x− xi‖2, qN := min
xi 6=xj∈XN
‖xi − xj‖2. (3)
A priori it is unclear how to select good interpolation points for a given set of
data or some functions. To circumvent this, one applies greedy methods which
start with an empty set X0 = {} and iteratively add another interpolation point
according to some selection criterion, XN+1 = XN ∪ {xN+1}.
There are three main selection criteria in the literature, namely f -greedy, f/P -
greedy and P -greedy [9, 1, 6] which choose the next point from Ω according to
some indicator. For the vectorial case, for x ∈ Ω they are:
1. f -greedy: η
(N)
f (x) = ‖f(x)−ΠV (XN )(f)(x)‖2
2. P -greedy: η
(N)
P (x) = PXN (x)
3. f/P -greedy: η
(N)
f/P (x) = ‖f(x)−ΠV (XN )(f)(x)‖2/PXN (x).
In order to create a scale of selection criteria which lie in between those known
criteria, one introduces a restriction parameter γ ∈ (0, 1] and a restricted set
Ω
(N)
γ := {x ∈ Ω, PN (x) ≥ γ · ‖PN‖∞} and chooses the next interpolation point
within Ω
(N)
γ according to some standard selection criterion. This works since the
Power function is scalar valued and the interpolation points are shared among
all dimensions.1 For γ = 1 it holds Ω
(N)
γ = {x ∈ Ω, PN (x) = ‖PN‖∞}, thus
we obtain the standard P -greedy algorithm for any selection criterion η(N)(x).
For γ = 0 it holds Ω
(N)
γ = Ω, thus we obtain the unrestricted algorithm. The
naming restricted is obviously related to the restriction of the set Ω to Ω
(N)
γ ,
the name stabilized is motivated by part of the results within [11], which are
summarized in Theorem 1. If the maximum within a selection rule is not unique,
any point realizing the maximum can be picked.
As an example, the γ-stabilized f -greedy chooses the next point according
to
xN+1 = arg max
x∈Ω(N)γ
‖f(x)−ΠV (XN )(f)(x)‖2.
Several rigorous analytical statements can be derived for this kind of algo-
rithms and we will summarize a few of them in the following Theorem 1. The
proofs are straightforward consequences of those which can be found in [11].
Theorem 1 Assume that Ω ⊂ Rd is a compact domain which satisfies an in-
terior cone condition and has a Lipschitz boundary. Suppose that k is a trans-
lational invariant kernel such that its native space is norm equivalent to the
1This corresponds to the case of using separable matrix-valued kernels, i.e. K(x, y) :=
k(x, y) · I where I is the d× d identity matrix [14].
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Sobolev space Hτ (Ω) with τ > d/2. Then any γ-stabilized algorithm applied to
a function in f ∈ Hk(Ω) gives a sequence of point sets XN ⊂ Ω such that it
holds:
• Lower and upper bound on the Power function:
cP ·N 12− τd ≤ ‖PN‖L∞(Ω) ≤ CP · γ−2 ·N 12− τd .
• Asymptotic uniform point distribution:
ρXN :=
hN
qN
≤ c · γ−4 ∀N ∈ N.
• Lower and upper bounds on the smallest eigenvalue:
c1 · γ8τ−4d−4 ·N1−2τ/d ≤ λmin(XN ) ≤ c2 · γ−4 ·N1−2τ/d.
Finally we want to point out that the γ–parameter only affects the choice
of points, i.e. it modifies the greedy selection. However, if given points are used
the γ parameter does not change the computed interpolant anymore. This is in
contrast to the parameters λ and , which modify also the interpolant if points
are given.
From Theorem 1 we can conclude that the product λmin · ‖PN‖2∞ is bounded
from both sides for γ > 0. This motivates to take the value of the Power function
of the previously chosen point as a measure of stability. This will be used in
Equation (4) to implement a stopping criterion based on stability.
3 Application to spine modelling
Biomechanical models of the human spine account for the most significant struc-
tures which carry the load of daily life. That are mostly the ligaments, the
muscles with both passive and active contributions and the intervertebral discs
(IVDs), of course. An IVD, in this sense, can be seen as a combination of both
the defining structure for the degrees of freedom between two vertebral bodies
and the force and rotational moment transducing elements between these two
bones, cf. Figure 1.
Mostly, IVDs are modelled by a linear approximation of forces and rota-
tional moments calculated according to the respective displacements, e.g. [5].
Alternatively, as long as quasi-static movements are studied, very detailed, fi-
nite element models of isolated IVDs or a combination of few spinal segments
are used [2]. Another approach to model a reduced IVD used a polynomial ap-
proximation and showed that the classical linear approximations overestimate
actual stiffnesses in the working range [4, 7]. This observation gave rise to the
idea of looking into an even more sophisticated mapping of displacements on the
input to output forces and rotational moments.input-output mapping in three
spacial dimensions.
Obviously, kernel modelling seems to be an ideal approach for this need.
First, kernel surrogates promise to capture the mapping characteristics well,
second, extensions to higher input and output dimensions seem feasible and
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third, compared to respective detailed finite element models surrogate models
evaluate the mapping stunningly fast [13].
Assuming symmetry in the sagittal and frontal plane, an input-output rela-
tion f : R3 → R3 is considered and studied, here.
Figure 1: Visualization of the biomechanical model. On the left the whole spine
model is depicted, on the right the modelling scheme of an IVD reduced to a
3-d force/torque element is shown [4].
4 Numerical experiments
The considered dataset consists of 1370 input points in R3 with corresponding
output points in R3. 1238 points are used for training and validation, the re-
maining points are used as a test set. No scaling is applied to the data. In order
to show the flexibility and thus improved accuracy of the stabilized algorithms
on the presented data set, we compute unstabilized approximants, used as base
models, as well as stabilized models for the f - and the f/P -greedy algorithm.
For both the unstabilized and stabilized models we also use regularization in a
second step. The experiments are related to those in [8, 13], however due to
different setups they are not identical.
The base models are given by standard kernel surrogates where the point se-
lection is done either with vectorial f -greedy or f/P -greedy. To evaluate good
parameters, first of all a 5-fold cross validation is run on 20 logarithmic equally
spaced kernel parameters . The best  value is used for a second step, where the
best λ parameter from Equation (1) is evaluated with help of another 5-fold cross
validation. For this we use 20 logarithmic equally spaced values between 10−16
and 103. As an error measure we use the Root Mean Square Error (RMSE)
ERMSE(s,X, Y ) =
 1
|X| ·
|X|∑
i=1
‖s(xi)− yi‖22
1/2 .
The stabilized models are given by kernel surrogates where the points are se-
lected with help of stabilized vectorial f - or f/P -greedy algorithms. We start
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k min max n γmin γmax nγ λmin λmax nλ
5 10−2 101 20 0 1 11 10−16 103 20
Table 1: Overview of the hyperparameter ranges. The γ values are equally
spaced, the others are logarithmically equally spaced.
by using the same kernel parameter  which was selected for the base model and
run instead a 5-fold cross validation on 11 equally spaced stabilization param-
eters γ ∈ [0, 1]. As a second step we evaluate again the best λ parameter with
help of a 5-fold cross validation. This procedure keeps the computation time
similar to the base model.
The used hyperparameters are summarized in Table 1. For the experiments
the linear Mate´rn kernel is used since it satisfies all the prerequisites of Theo-
rem 1.
The greedy selection algorithms stop either when all points within the train-
ing set are selected or if some threshold on the residual or on the Power function
is met. As a tolerance on the residual we use τf = 10
−7, that means the selec-
tion is stopped if max ‖sN (xi)− yi‖2 < τf is met. As a tolerance for the Power
function we use τP = 10
−3 and the selection is stopped if
PN (xN+1) < τP . (4)
We remark that this last criterion is directly linked to the stability. If points
with small Power function value are selected, it means that the interpolation
points cluster. We recall that this means in particular that λmin(XN ) is below
a certain threshold, making further computations unstable. Moreover, although
a thorough discussion on the fine tuning of these thresholds is beyond the scope
of this paper, we remark that the chosen values appear to be reasonable in this
setting since they are sufficient to achieve the desired accuracy, while avoiding
instabilities.
Table 2 lists both the hyperparameters which were selected by the cross-
validations and the resulting accuracies of the interpolants. The Emax,rel and
the ERMSE,rel errors are defined according to
Emax,rel := max
i=1,..,|X|
‖s(xi)− yi‖2/‖yi‖2,
ERMSE,rel :=
 1
|X| ·
|X|∑
i=1
‖s(xi)− yi‖22
‖yi‖22
1/2 .
In the left plot of Figure 2 the number of selected points during the cross
validation are depicted for the f/P -greedy. One can see ‘ that increasing the
stabilization parameter γ yields more interpolation points. The reason is that
the stopping criterion PN (xN+1) < τP is reached later since the selected points
are distributed more uniformly as quantified in Theorem 1 and thus the greedy
algorithms run further. We omit plotting results for the f -greedy as they do not
differ considerably. Eventually these further interpolation points yield a better
interpolation accuracy, which can be seen in Table 2. Especially the maximal
relative error Emax,rel and the relative RMSE error ERMSE, rel are improved.
In the right plot of Figure 2 the error decay for f/P -greedy depending on the
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f -greedy f/P -greedy
Hyperparameters Results Hyperparameters Results
b
a
se
base = 6.158 · 10−2 Emax = 347.22 base = 4.281 · 10−2 Emax = 4729.19
γbase = 0 ERMSE = 39.58 γbase = 0 ERMSE = 1104.12
λbase = 10
−5 Emax,rel = 6.95 λbase = 10−2 Emax,rel = 116.02
nbase = 142 ERMSE,rel = 9.00 · 10−1 nbase = 63 ERMSE,rel = 14.83
st
a
b
il
iz
e
d stab = base Emax = 344.91 stab = base Emax = 234.40
γstab = 0.5 ERMSE = 35.69 γstab = 0.2 ERMSE = 30.22
λstab = 10
−5 Emax,rel = 1.79 · 10−1 λstab = 10−15 Emax,rel = 6.77 · 10−1
nstab = 690 ERMSE,rel = 2.26 · 10−2 nstab = 358 ERMSE,rel = 7.97 · 10−2
Table 2: Overview of the selected hyperparameter and the accuracies of the
kernel models.
number of chosen points during the selection (first step of training) is visualized
for the ERMSE error. One can observe that the algorithm stops quite early since
the stability stopping criterion (4) is met. Larger stabilization parameters yield
a slower drop, however more interpolation points.
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Figure 2: Left plot: Number of chosen interpolation points (y-axis) during the
5-fold cross validation procedure for f/P -greedy in dependence of the restric-
tion parameter γ ∈ {0, 0.1, .., 1} (x-axis). The black crosses indicate the five
numbers of chosen points during the validation, the red line describes the mean
value of those.
Right plot: ERMSE error decay (y-axis) during the training of the f/P -greedy
model depending on the number of interpolation points (x-axis) for the unstabi-
lized model (γ = 0), the stabilized model with validated γ-parameter (γ = 0.2)
and the fully stabilized model (γ = 1, i.e. P -greedy).
5 Conclusion and Outlook
In this paper a vectorial extension of a recent idea of stabilization of greedy
kernel approximation algorithms was introduced and analytical properties were
stated. A numerical application was addressed using data that emerge in the
simulation of the human spine and the stabilization led to significant improve-
ments in terms of accuracy and stability due to a better point distribution.
A two-step approach was used to combine the stabilization with regularization.
7
In future work we will consider a combined approach of stabilization and regu-
larization and use data with more input and output dimensions. Ultimatively
we aim at using real patient data and dataset extension approaches by using
invariances and symmetries or the use of invariant kernels.
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