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Abstract
The growth of the Jacobi polynomials P (k,)n (1 − 22) is studied as n and k are simultaneously increased
along lines in the kn plane with n integral. In particular, we apply a correction to a result of Chen and Ismail
to show that for 0< < 1, anP (+an,)n (1 − 22) decays exponentially as n → ∞ when a > 2/(1 − ).
For −1<a < 2/(1 − ), the decay is shown to be O(n−1/2).
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1. Introduction
The main purpose of the article is to report on the decay rate for integral n of kP (k,)n (1−22)
as (k, n) recedes along lines from the origin in the kn plane. This result has applications to the
analysis of a fan-beam tomography reconstruction algorithm [5,6].
The asymptotics appearing in Chen and Ismail [3] for the Jacobi polynomials P (+an,+bn)n (x)
as n → ∞ were found to be applicable. These estimates were obtained using Darboux’s method.
However, for the exponential case, numerical experiments did not agree with the predicted growth
rates. Independently, in connection with a study on the zeros of Jacobi polynomials, Gawronski
and Shawyer [4] used a steepest descent argument to obtain asymptotics for the same polynomials.
Their results agree with our numerical experiments. Both [3,4] are cited in subsequent articles
which rely on or extend these results [1,2], but the discussions in those articles concentrated on
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the methods and results of Gawronski and Shawyer, without note of the discrepancy between the
results obtained by the two different approaches.
To address this gap, a careful analysis of [3] was undertaken. A subtle error was uncovered in
the derivation of the asymptotics obtained by applying Darboux’s method [7,9] to the Jacobi poly-
nomial generating function of Srivastava and Singhal [8]. In Darboux’s method, the asymptotic
growth rate is determined by the location of the singularity nearest to the origin of the generating
function. In the exponential growth case of [3], this singularity was determined to be closer to
the origin than it should have been. This, in turn, caused the computed growth rate to be too
high. Indeed, the original estimate leads to a prediction exponential growth for kP (k,)n (1− 22)
instead of exponential decay.
In the ﬁrst part of this article we show how to obtain the correct growth estimate for
P
(+an,+bn)
n (x) with Darboux’s method in the exponential case. The second part of this arti-
cle is the analysis of the decay of kP (k,)n (1 − 22) as n and k increase along lines of slope
a. In the region of exponential decay in the kn plane, it is necessary to obtain estimates for the
modulus of the singularity of the generating function which is closest to the origin. In particular,
it is shown that for 0 <  < 1, anP (+an,)n (1 − 22) decays exponentially as n → ∞ when
a > 2/(1 − ). The oscillating case of [3] is used to show that for −1 < a < 2/(1 − ), the
decay of anP (+an,)n (1 − 22) is O(n−1/2).
The organization of the paper follows. Section 2 gives an exposition of Chen and Ismail’s
results. The correct singularity location for the exponential case is found. In Section 3, the main
results on the decay of anP (+an,)n (1−22) are derived. In the last section, numerical examples
are presented which conﬁrm and illustrate the analysis from the earlier sections.
2. Asymptotics of Jacobi polynomials
In this section, assume that , , a, b, and x, are all real. Moreover, −1 < x < 1, a > −1,
b > −1,  − 1,  − 1 will also hold.
To establish notation and to introduce results needed in the following section, the argument of
[3] is reviewed. The asymptotic behavior of P (+an,+bn)n (x) as n → ∞ is obtained by applying
Darboux’s method to the generating function [8] f (x, t),
f (x, t) =
∞∑
n=0
P
(+an,+bn)
n (x)t
n = (1 + )
+1(1 + )+1
1 − a − b − (1 + a + b) , (1)
where  and  are functions of t deﬁned implicitly by
 = x + 1
2
t (1 + )a+1(1 + )b+1,  = x − 1
2
t (1 + )a+1(1 + )b+1. (2)
To apply Darboux’s method, it is necessary to locate in the complex plane the singularity or
singularities of the generating function of smallest modulus. For 1 and 1, the singularities
in t of f (x, t) will occur only when the denominator of (1) vanishes. As
 = x − 1
x + 1 , (3)
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the denominator of (1) vanishes if and only if
(x + 1) − (a(x + 1) + b(x − 1)) + (1 + a + b)(1 − x)2 = 0. (4)
This occurs at  = ±, where
± = b(x − 1) + a(x + 1) ±
√

2(1 + a + b)(1 − x) , (5)
with
 = (b(x − 1) + a(x + 1))2 − 4(1 + a + b)(1 − x2). (6)
From (2) and (3), the inverse function t () is found as
t = 2
x + 1 (1 + )
−a−1
(
1 + x − 1
x + 1 
)−b−1
. (7)
Deﬁne t± = t (±). Differentiating the ﬁrst equation of (2) implicitly with respect to  gives
(1 + )(1 + ) dt
d
= t(1 − a − b − (1 + a + b)), (8)
so dt
d vanishes when  = ±. We remark that dtd does not vanish for any other . The other
possibility consistent with (8) is t = 0. In this case, from (2) it is apparent that t (0) = 0,
and explicit differentiation of (7) yields dt
d (0) = 2x+1 . Moreover, implicit differentiation of (8)
evaluated at  = ± together with (5) yields
d2t
d2
∣∣∣∣
±
= ±t±
√

(
±(1 + x)(1 + ±)(1 + ±)
)−1 def= 2A±. (9)
Except for the boundary case of = 0,A± does not vanish.When = 0, as t → t± and  → ±,
t − t± ≈ A±( − ±)2.
Since (t) is deﬁned implicitly, there can be an ambiguity in the selection of its domain.
Depending on the choice of domain, it may happen that  is regular at one of the points t±. If 
is indeed singular at the point t±, the behavior of t () in the neighborhood of ± can be inverted
to obtain the behavior of (t) in the neighborhood of t± as
± −  ≈ (t± − t)
1/2
(−A±)1/2 . (10)
For Darboux’s method, the appropriate domain to select for  should include t = 0 and be
continuous at least as far as the singularity closest to the origin.
Since the denominator of (1), as a function of , has ﬁrst order zeros at ±, when |t+| = |t−|,
an appropriate comparison function for f (x, t) is of the form
g(t) = B+(t+ − t)−1/2 + B−(t− − t)−1/2, (11)
where formulas for the constants B± are given by (2.14) and (2.15) in [3]. The formulas for B+
and B− differ only in the choice of the sign used for the expression
√
. Each of (t± − t)1/2 is the
branch of the square root which is continuous on the t-plane cut along the outward rays through
t± = |t±|ei± and as t → 0 satisﬁes (t± − t)−1/2 → |t±|e−i±/2. When  is regular at one of
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t±, the corresponding term in (11) must be omitted from the comparison function. Otherwise,
the singular behavior of the comparison function will not match that of the generating function
f (x, t) in the disk about the origin extending to the singularity of smallest modulus. For example,
if  is regular at t−, then the appropriate comparison function is
g(t) = B+(t+ − t)−1/2, (12)
where B+ is deﬁned as in (11). In this case it does not follow that B− = 0, but rather that the
term with B− has been excluded.
2.1. The oscillating case
The oscillating case is < 0. Here, |t+| = |t−|, so both terms of (11) must be present.Applying
Darboux’s Method gives the following theorem.
Theorem 2.1 (Chen and Ismail [3]). Let , , a, b, and x, be real, and let −1 < x < 1, a > −1,
b > −1, 1, and 1 be chosen so that  < 0. Then,
P
(+an,+bn)
n (x) ≈
(
4
√−
n
)1/2 (
(1 − x)(a + b + 1)
2(a + 1)
)n(−a−1)/2−/2−1/4
×
(
(1+x)(a+b+1)
2(b+1)
)n(−b−1)/2−/2−1/4(
(1−x2)(a+b+1)
4
)n/2+1/4
×cos
(
((1 + a)n +  + 1/2) 	
2
+ ((1 + b)n +  + 1/2) 

2
− (2n + 1)
4
− 
4
)
, (13)
where 	, 
,  are phase angles depending only on a, b, and x.
From the deﬁning expressions for , 	, and 
 found in [3],
a(x + 1) + b(x − 1) + √
(1 + a + b)(1 − x2) = 2
(
(1 + a + b)(1 − x2))−1/2ei, (14)
(a + b + 2)x − (3a + b + 2) − √
2(x − 1)(1 + a + b) =
(
2(a + 1)
(1 − x)(a + b + 1)
)1/2
ei	, (15)
(a + b + 2)x + (a + 3b + 2) − √
2(x − 1)(1 + a + b) =
(
2(b + 1)
(1 + x)(a + b + 1)
)1/2
ei
, (16)
it can be seen that if the parameters a, b, and x are varied with a + b + 1 = 0 and x = ±1 to
make  → 0− , the phase angles , 	, and 
 all will approach 0. That is, the oscillation frequency
of (13) becomes small.
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2.2. The exponential case
The exponential case is  > 0. Here, t± are both real. Let t0 denote the singularity of f (x, t)
in t with smallest absolute value. Clearly, t0 must be one of t±. Denote by B0, the corresponding
B±. Then the following theorem holds:
Theorem 2.2. Let , , a, b, and x, be real, and let a > −1, b > −1,  − 1, and  − 1 be
chosen so that a + b + 1 > 0, and  > 0. Let
t0 =
{
t+ if |+| < |−|
t− if |+| > |−|
}
, t1 =
{
t+ if |+| > |−|
t− if |+| < |−|
}
. (17)
Then,
P
(+an,+bn)
n (x) = B0√
n
|t0|−n−1/2(1 + O(n−1)). (18)
This is Theorem 3.4 of [3] with a few changes. First, an error term has been included here.
Second, the selection of t0 has been corrected. The requirement a + b + 1 > 0 is necessary to
ensure that t0 is properly given by (17).
2.2.1. The error term
It will be shown in Section 2.2.2 that |t0| < |t1|, so |t0| is the closest singularity of f (x, t) to
the origin. Hence, to obtain the error term, the comparison function g of (12) is used. In terms of
t0 instead of t±, this reads
g(t) = B0(t0 − t)−1/2, (19)
where the branch cut is deﬁned in the same way as before. Both g(t) and f (x, t) are analytic on
an open disk |t | < |t0|, and are continuous on the closed disk |t | |t0|.
The next lemma shows that the difference of the derivatives of f and g is integrable on t = |t0|.
Lemma 2.3. As t → t0,

t
f (x, t) − g′(t) = O
(
(t − t0)−1/2
)
. (20)
Proof. As a function of , f (x, t) has a Laurent series starting at n = −1. Using (10), the
expansion about t = t0 becomes
f (x, t) =
∞∑
n=−1
cn(t − t0)n/2 (21)
for some coefﬁcients cn. The constant B0 as given in [3] is just c−1. Hence,

t
f (x, t) − g′(t) =
∞∑
n=1
ncn
2
(t − t0)n/2−1 = O
(
(t − t0)−1/2
)
.  (22)
Now, the reﬁned Darboux method, Eqs. (9.04) and (9.05) in Section 9.3 of [7], can be applied
within the proof of Theorem 3.4 in [3] to obtain the error term.
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We remark that a similar argument can be used to obtain an error term for the oscillating case
addressed in Theorem 2.1.
2.2.2. The smallest singularity of f (x, t)
Locating the singularity in t closest to the origin is not as straightforward as it appears at ﬁrst
glance. Indeed, for the parameter set in the hypotheses of Theorem 2.2, |t1| < |t0|, yet the closest
singularity to the origin is t0. This counter-intuitive result is proved in the next theorem.
Theorem 2.4. The point t0, as deﬁned by (17), is the singularity in t of f (x, t) closest to the
origin. Moreover, |t1| < |t0|.
Proof. As a function of , when  > 0, f (x, t) has only two simple poles at ±, and therefore
is analytic in || < |0|, where 0 is deﬁned to be the pole closest to the origin. That is,
0 =
{
+ if |+| < |−|
− if |+| > |−|
}
, 1 =
{
+ if |+| > |−|
− if |+| < |−|
}
. (23)
Letting t0 = t (0) and t1 = t (1) is equivalent to the deﬁnition in (17), where t is given explicitly
as a function of  in (7). From  > 0, and a + b + 1 > 0, it immediately is deduced that ± are
real and that
0 <
√
(b(x − 1) + a(x + 1))2 − 4(1 + a + b)(1 − x2) < |b(x − 1) + a(x + 1)|. (24)
Hence, from (5), + and − have the same sign, and neither vanish.
From (7), for 0 > 0, it follows that t () is differentiable on [0, 0], with non-zero derivative
on [0, 0). For 0 < 0, it follows that t () is differentiable on [0, 0], with non-zero derivative on
(0, 0]. In either case, the Inverse Function Theorem implies that (t) is well-deﬁned, continuous
on [0, 0], or [0, 0], respectively, and is differentiable on [0, 0), or (0, 0], respectively. Hence,
for ﬁxed x, the singularity in t of f (x, t) which is closest to the origin can be no closer than t0.
Indeed f (x, t) has a singularity at t0. To see this, observe that d
2t
d2
∣∣
=0 = 0 and t () has an
isolated relative extremum at 0. Hence, (t) cannot be continuously extended past t = t0, and t0
is the closest singularity to the origin.
Next, it is shown that |t1| < |t0|. We will work with 0 > 0; a similar argument with 0 < 0
yields the same result. Since t (0) = 0, t ′(0) > 0, and t ′() = 0 on [0, 0), |t ()| is monotonically
increasing on that interval. Since a > −1 and b > −1, from (7), t () = 0 only at  = 0. From
(9), t ′′(0) = 0, so t ′ changes sign at 0. However, t ′() = 0 on (0, 1). Thus, |t ()| decreases
on (0, 1). This implies that |t1| < |t0|. 
The following example illustrates Theorem 2.4. With a = 32 , b = 0, x = 79 , (4) becomes
1 − 3
2
+ 5
2
16
= 0. (25)
The roots are − = 45 and + = 4, with the corresponding t− = 25
√
5
243 ≈ 0.23 and
t+ = 9
√
5
125 ≈ 0.16. Here, 0 = −, 1 = +, t0 = t−, and t1 = t+. Fig. 1 shows a plot of t () for
 ∈ [0, 7]. The graph of the inverse function (t) is obtained by reﬂection in the line t = . It is not
possible to extend the inverse function beyond t0 while keeping it single valued and continuous.
Note that even though t ′(1) = 0, the inverse function (t) has no discontinuity at t1 = t (1), as
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Fig. 1. The graph of t () is shown for a = 32 , b = 0, and x = 79 . The relative maximum t− occurs at − = 45 , and
the relative minimum t+ occurs at + = 4. The inverse function (t) is deﬁned and analytic for t ∈ [0, t−]. Although
t+ < t−, (t) is well deﬁned and analytic at t+. The left point identiﬁed on the graph is ((t+), t+). The right point is
(+, t+) which is not used in the deﬁnition of the inverse function (t).
(t1) ≈ 0.24 ∈ [0, t0). That (t1) = 1 is illustrated in Fig. 1, where the points ((t1), t (1)) and
(1, t (1)) are identiﬁed in the graph of (t).
3. Reﬁned growth estimates
In this section, for a ﬁxed  ∈ (0, 1) and ﬁxed a > −1, the decay of kP (k,)n (1 − 22) is
examined as n → ∞ assuming integral values along the line k =  + an. It will be shown that
for a > 2/(1 − ), the decay is exponential, and that for −1 < a2/(1 − ), the decay will
shown to be O(n−1/2).
3.1. Preliminaries
For convenience, Eqs. (5)–(7), will be reformulated in terms of the parameters a and , with
b = 0. Note that  is related to x by
x = 1 − 22,  =
√
1 − x
2
, (1 − 2)1/2 =
√
1 + x
2
. (26)
(5) becomes
± = a(1 − 
2) ± √′
2(1 + a)2 . (27)
(6) becomes
′ = a2(1 − 2)2 − 4(1 + a)2(1 − 2)
= (1 − 2)(a2 − 2(a + 2)2), (28)
where a factor of 4 has been removed. That is,  = 4′. (7) becomes
t = 
1 − 2 (1 + )
−a−1
(
1 − 
2
1 − 2 
)−1
. (29)
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Since it has been assumed that 0 <  < 1, the discriminant′ < 0 iff  < a
a+2 , or equivalently,
a < 21− . Alternatively, 
′ > 0 iff  > a
a+2 , or equivalently, a >
2
1− .
3.2. The oscillating case
The ﬁrst result is for the oscillating case.
Theorem 3.1. Let a > −1, 0 <  < 1,  − 1,  − 1, and  < a
a+2 . Then, as n → ∞,
anP (+an,)n (1 − 22) = O(n−1/2). (30)
More precisely,
anP (+an,)n (1 − 22)
=
(
1 + O(n−1)
)⎛⎜⎝8 
− ((a + 1)(1 − 2))−/2
n
√
(1 − 2)((2 + a)22 − a2)
⎞
⎟⎠
1/2
× cos
((
(1 + a)	 − 
 − 
2
)
n + 
)
, (31)
where  is a phase shift independent of n.
Proof. With b = 0, substituting (26) into Theorem 2.1 modiﬁed to include an error term yields
anP (+an,)n (1 − 22)
=
(
1 + O(n−1)
)
an
(
4
√−
n
)1/2 (
2
)n(−a−1)/2−/2−1/4
×
(
(1 − 2)(a + 1)
)−n/2−/2−1/4(
2(1 − 2)(a + 1)
)n/2+1/4
× cos
(
((1 + a)n +  + 1/2) 	
2
+ (n +  + 1/2) 

2
− (2n + 1)
4
− 
4
)
, (32)
=
(
1 + O(n−1)
)⎛⎜⎝8 
− ((a + 1)(1 − 2))−/2
√
n
√
(1 − 2)((2 + a)22 − a2)
⎞
⎟⎠
1/2
× cos
((
(1 + a)	 − 
 − 
2
)
n + 
)
, (33)
where  incorporates the portions of the phase in (32) independent of n. From (33),
anP (+an,)n (1 − 22) = O(n−1/2).  (34)
3.3. The exponential case
The growth or decay of anP (+an,)n (1 − 22) in the exponential case is a bit more delicate.
The application of Theorem 2.2 is relatively straightforward. The difﬁcult step is to show that the
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resulting expression decays rather than grows as n gets large. For that, estimates on the size of t0
must be obtained.
The ﬁrst step is to show that anP (+an,)n (1 − 22) is approximated by a power rule.
Theorem 3.2. Let 0 <  < 1,  − 1,  − 1, and let a > 21− . Then,
anP (+an,)n (1 − 22) = B0√
n|t0|1/2
(
a
|t0|
)n
(1 + O(n−1)), (35)
where t0 = t− is given by (29) with  = −.
Proof. Since 0 <  < 1, and a > 21− > 0, a(1 − 2) > 0, as is the denominator of the
right-hand side of (27). From the discussion in Section 2.2.2, and (24), in particular, both ± are
positive, and 0 < − < +. Hence, 0 = − and t0 = t− > 0. Now apply Theorem 2.2. 
To show Theorem 3.2 predicts exponential decay, it is necessary to demonstrate that 
a
t0
< 1.
Correspondingly, to show exponential growth would arise if t1 were used instead of t0, 
a
t1
> 1
must be demonstrated.
Theorem 3.3. Let 0 <  < 1, and let a > 21− . Then,
a
t0
< 1 and 
a
t1
> 1.
Proof. For brevity, only the argument for t0 will be presented. The argument for t1 is virtually
identical.
When 0 <  < 1, a > 21− is equivalent to
a
a+2 > . Set
a
a + 2 =



. (36)
Observe that  < 
 < 1, and
a = 2

 −  , a + 1 =

 + 

 −  . (37)
Substituting (37) into (27) and (28) to eliminate a yields, after simpliﬁcation,
0 =
1 − 2 −
√
(1 − 2)(1 − 
2)
(
 + ) , (38)
1 + 0 =
1 + 
 −
√
(1 − 2)(1 − 
2)
(
 + ) , (39)
1 −
(
2
1 − 2
)
0 =

(1 − 2) +
√
(1 − 2)(1 − 
2)
(
 + )(1 − 2) . (40)
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These are substituted into
a
t0
=
a
(
1 − 2
)
0
(1 + 0)a+1
(
1 − 
2
1 − 2 0
)
. (41)
After some algebra, it is found that
a
t0
=
⎛
⎜⎝1 − 
 +
√
(1 − 2)(1 − 
2)

 − 
⎞
⎟⎠
⎛
⎜⎝1 + 
 −
√
(1 − 2)(1 − 
2)

 + 
⎞
⎟⎠

+

−
. (42)
Observe that
(1 − 
2)(1 − 2) = (1 − 
)2 − (
 − )2 = (1 + 
)2 − (
 + )2. (43)
Hence, for 0 <  < 
 < 1,
1 ∓ 
 ±
√
(1 − 2)(1 − 
2)

 ∓  > 0. (44)
Thus, to show 
a
t0
< 1, it is necessary and sufﬁcient to show g(
) < 1, where, on 0 <  < 
 < 1,
g(
) =
⎛
⎜⎝1 − 
 +
√
(1 − 2)(1 − 
2)

 − 
⎞
⎟⎠

−⎛
⎜⎝1 + 
 −
√
(1 − 2)(1 − 
2)

 + 
⎞
⎟⎠

+
. (45)
A straightforward computation shows that
lim

→1 g(
) = 1 and lim
→ g(
) = 
2 < 1. (46)
Therefore, g(
) can be extended as a continuous function on [, 1]. Denote by
f ± (
) =
1 ∓ 
 ±
√
(1 − 2)(1 − 
2)

 ∓  . (47)
Then g(
) =
(
f − (
)
)
− (
f + (
)
)
+
. A direct computation shows
g′(
) = g(
) ln (f − (
)f + (
)). (48)
From (44) and (45), g(
) = 0, so g′(
) = 0 if and only if f − (
)f + (
) = 1. But the equation,
f − (
)f
+
 (
) =
2 + 
2 − 22
2 + 2

√
(1 − 2)(1 − 
2)

2 − 2 = 1 (49)
has the unique solution 
 = . Thus, g has no extrema for 
 ∈ (, 1). As g() = 2 < 1 and
g(1) = 1, g must be strictly increasing on [, 1] which implies g(
) < 1 for 
 ∈ (, 1). 
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Corollary 3.4. For a > 21− ,
a
t0
is a decreasing function of a.
Proof. From (37), a increases when 
 decreases. Combining (42) and (45) gives
a
t0
= (g(
))
1

− . (50)
Let a2, a1 satisfy a > 21− , with a2 > a1.With 
1 and 
2 corresponding to a1 and a2, respectively,
then  < 
2 < 
1 < 1. Since g(
) is increasing and g(
) < 1,
(g(
2))
1

2− < (g(
2))
1

1− < (g(
1))
1

1− . (51)
Hence, 
a
t0
is an increasing function of 
 and is a decreasing function of a. 
Observe that as 
 nears 1, a approaches 21− , which is the boundary between the region of
exponential decay and O(n−1/2) decay. As a recedes from this boundary, Corollary 3.4 implies
that the decay becomes more rapid.
The result 
a
t1
> 1 explains the consequences of selecting t0 incorrectly. Instead of ob-
taining an exponential decay, exponential growth is predicted as the asymptotic behavior for
anP (an+,)n (1 − 22). Numerical experiments conﬁrm that this behavior is indeed incorrect.
3.4. Numerical examples
In this section, the previously derived decay estimates are conﬁrmed numerically.Two examples
with a < 2/(1−)which exhibit slow oscillating decay for anP (an+,)n (1−22) are presented.
Also, two examples are shown for which a > 2/(1 − ). For these, the exponential decay of
anP (an+,)n (1 − 22) will be apparent. Moreover, for these examples, it is shown that using
the incorrect value for t0 from [3], which is our t1, produces exponential growth, rather than
decay.
The parameters selected are  = 0,  = 1, and  = 13 . Note that  = 13 corresponds to
x = 79 . The critical boundary between slow oscillating decay and exponential decay occurs at
a = 2
(
1
3
)
1− 13
= 1. For a < 1, say a = 12 or a = 79 , a slow oscillating decay is expected. For a > 1,
say a = 32 or a = 2, exponential decay is expected.
For a = 12 , one computes t± ≈ 0.564491 ± 0.121172i. The ﬁrst row of Fig. 2 shows the
oscillating decay. The right-hand column shows anP (an+,)n (1 − 22) multiplied by n1/2 to
make explicit the O(n−1/2) decay. The second row shows the decay for a = 79 , which is closer
to the transitional value of a = 1. As expected, the frequency of the oscillation is slower than for
a = 12 . Both examples exhibit the predicted O(n−1/2) decay.
When a = 32 , t0 =
√
125/243, so n−1/2
(
(1/3)3/2
25
√
5/243
)n ≈ n−1/20.836564n is the decay for
anP (an,)n (1 − 22) predicted by Theorem 3.2.
The upper left graph of Fig. 3 is a log plot of n1/2anP (an+,)n (1 − 22) with a = 32 .
The exponential decay appears on the log plot as a linear decay with negative slope. A linear
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Fig. 2. The slowly decaying oscillation for a < 2/(1−) is illustrated for  = 13 , and n = 1 . . . 500. The top row shows
anP (an,1)n (1 − 22) and n1/2anP (an,1)n (1 − 22) for a = 12 . The bottom row shows the decay for a = 79 . The right
column illustrates the O(n−1/2) decay of the oscillation amplitude. Note that the frequency of oscillation is smaller on
the bottom row as a = 79 is closer to the transitional value a = 1 than is a = 12 .
least-squaresﬁt to the data used to generate this graph results in a linewith a slopem ≈ −0.178448.
This is equivalent to ﬁtting n1/2anP (an+,)n (1−22) to a power law C(em)n. Since e−0.178448 ≈
0.836568 and 
a
t0
≈ 0.836564, it has been veriﬁed numerically, at least for this example, that
anP (an+,)n ≈ n1/2
(
a
t0
)n
. It should be noted that when the data for small n are excluded, an
even better ﬁt is obtained. This occurs because the asymptotic expression is less accurate when n
is small.
To further illustrate this result, a plot of n1/2
(
t0
a
)n
anP (an+,)n (1−22) is shown in the upper
right corner, also for a = 32 . The approach to the horizontal asymptote graphically illustrates the
O
(
n−1/2
(
a/t0
)n) decay predicted by Theorems 3.2 and 3.3, and which now has been veriﬁed
numerically.
The numerical experiment was repeated with a = 2. The results of the experiment are shown
in the second row of Fig. 3. For this experiment, 
a
t0
=
(
1
32
2437−√10
243
)
≈ 0.622691. The lin-
ear ﬁt to the data used to generate the lower left graph gives a slope m = −0.473702. The
corresponding base for the power law is em ≈ 0.622691, which matches the predicted value.
Observe that, as predicted by Corollary 3.4, a = 2 leads to a more rapid decay rate than
does a = 32 .
Finally, for a = 32 and 2, it is computed that 
a
t1
= ( 13)3/2 25√59 ≈ 1.19537 and
a
t1
= ( 13)2 13148+3797√10243(4+√10) ≈ 1.60593, respectively. In both cases, at1 > 1, leading to a prediction
of exponential growth. This clearly does not match the behavior illustrated in Fig. 3.
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Fig. 3. The exponential decay when a > 2/(1 − ) is illustrated for  = 13 , and n = 1 . . . 1000. The top row shows
a = 32 , and the bottom row shows a = 2. The left column is a log plot of n1/2anP (an,1)n (1 − 22) vs. n, and the
right column shows n1/2
(
a
t0
)−n
anP (an,1)n (1 − 22) vs. n. The straight line of negative slope on the log plot indicates
exponential decay. The rapid approach to a horizontal asymptote on the plots in the right column graphically illustrates
the O
(
n−1/2
(
a
t0
)n)
decay. Note that the rate of decay is faster on the bottom row as a = 2 is further than a = 32 from
the transitional value a = 1.
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