


























































































































































































































































































2. Impact of Carbon Offsets Trading on Optimal Forest 
Harvesting 

























































































































2.2.1 Scheme I: No Offsets  
Scheme I does not allow the manager to sell offsets, so it can be considered the 
business‐as‐usual scenario. In each period, the forest manager observes the timber 
volume,  1tx  , and the timber price,  1tP  (or equivalently the log of the timber 
price,  1ty  ), and makes a harvesting decision,  Ith . We assume that partial harvesting 
is not feasible, thus  {0,1}Ith   with  1Ith   if harvesting is performed and  0Ith   
otherwise. Note that if the profit function is linear in  tx  as is the case in this analysis, the 
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    (2.1)   
where   tf x represents a increasing concave timber growth function, with 
 0 0f  . Note that for the finite‐horizon model  0 0x  . The timber price,  tP , evolves 
according to a given stochastic process, which we can write in terms of the log of the 






determining the harvesting policy,  1{ ( , )}I Tt t t th x P  , that maximizes her reward function  
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factor  r te   . Therefore the corresponding Bellman equation is given by 




2.2.2 Scheme II: Subsidies-tax  
In Scheme II the forest manager receives payments for the carbon sequestered by 
the forest in each period. The payment received at period  t  will depend on the carbon 
price,  CtP  (or equivalently the log of the carbon price,  1Cty  ) as well as the carbon 
sequestered by the forest at that period, which is a proportion,  , of the increment in the 
timber volume,  1t tx x  . At the time of harvesting, the forest manager must pay a tax for 
the carbon released back to the atmosphere. This payment will be determined by the 
carbon stored in the forest at period  t , tx , the carbon price at that period, and a penalty 






   1C t t tCt tC Cy y h y dy w     , where d  is a constant and  1, , ,  tw w    are independent 
random variables. If the carbon and timber prices are not independent, we can use the 
 14 
conditional probability distribution of  tw  given  ty  to determine the carbon price 
transitions.    
Given the carbon payments structure, the forest manager’s optimization problem 
under Scheme II consists of determining the harvesting policy,  1{ ( , , )}II C Tt t t t th x P P  , that 
maximizes her reward function 
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The corresponding DP algorithm for the finite‐horizon problem is 
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2.2.3 Scheme III: Optional Offset Selling  
Scheme III gives the forest manager the option of selling the carbon offsets 
available in each period. The number of offsets available at period  t  is calculated as the 
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  (2.9)   
The forest manager’s optimization problem under Scheme III consists of 
determining the harvesting and offset‐selling policies,  1{ ( , , , )}III C Tt t t t t th x P P z   and 
1{ ( , , , )}
III C T
t t t t t tu x P P z   that maximizes her reward function   
 16 




1 , , , , ,
1TT Ct tt t
tT
III C III III
t t t T t t tP P t




        ,   (2.10) 
where 
   , , , , 1 ( )III C III C III C IIIT T T T T T T T T T T T Tg x P P z u c P x P u P z u           
     
,                                                   0
, , , , ,
1 ,      1
C III III
t t tIII C III III
t t t t t t t C III C III III
t t t t t t t t
P u if h
g x P P z h u
c Px P u P z u if h
       
         
The corresponding DP algorithm for the finite‐horizon problem is 
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  (2.11)   
  Note that the model for Scheme II is a particular case of the model for Scheme III 
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    *, , , 1 , 0III C It t t t t t t tu x P P z h x P      (2.13)                  
This constraint states that, given  tx  and  tP , offsets can be sold at period  t  only if 
the optimal harvesting policy under Scheme I for those values of  tx  and  tP  is to harvest 
at period   t . 
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The MR process for the timber price is given by   t P t t P t tdP lnP Pdt Pdw     ,  
where   is a mean‐reversion coefficient,  P  determines the long‐term equilibrium 
price,  P  is the process volatility (standard deviation of the returns) and dw  is a Wiener 
process. (For a detailed definition and properties of the Wiener process see Luenberger 
1998, chapter 11, or Ross 1996, chapter 8.) The GBM process that describe the evolution 
of the carbon price is given by  C CC C C Ct t t tP PdP P dt P dw   , where  CP  is the growth 
rate, or drift,  CP  is the process volatility and   Cdw  is a Wiener process. We assume that 
the increments  tdw  and  Ctdw  are correlated, with a correlation coefficient   . 
Furthermore, the corresponding Ito‐transformed processes for  t ty lnP  and  C Ct tlnPy   
 19 
are   t t P tdy Y y dt dw     and  C CC Ct ty Pdy dt dw   , where  2 / 2C C CP Py     and 
2 / 2P PY     . 











u e  , respectively, while the down moves are equal to the reciprocal of the up 




prices moves are given by the product of the marginal probabilities, i.e.,  Cuu u u   , 
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the carbon price moves. Thus,   Cuu uu u   ,  Cud du d   ,  Cdu ud u   , and 
C
dd dd d   , where the conditional probabilities are given by 
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  (2.15)   
2.3.2 Infinite-horizon Model  
For the infinite‐horizon models, we can calculate the transition probabilities by 
using the joint distribution of the prices  ( , )Ct ty y  given the initial prices  0 0( , )Cy y . Given 
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our assumptions about the price processes, we can follow Schwartz and Smith (2000) to 
determine that   0 0, | , C Ct ty y y y  has a bivariate normal distribution with mean vector 
 
0 0
0 0, CC C
t C
Y Y yy y
Y y Y e y t           and covariance matrix  
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variance   
0
2 21 y y  . 








2.4.1 Model Parameters and Price Scenarios 
We define  60T   as our time horizon and  1t   (decisions are made once in 
every period). We also set  320.5 /tCO m  ,  0.4c  ,  0.02r  , and  1  . For the timber 
growth function,   tf x , we use the function developed by Birch (1999) and described in 
Chladná (2007):     




































price process. First, we set the initial carbon price, 0CP , equal to  210$ / tCO . This value is 
roughly equivalent to the average forest offset price reported in the 2009 study by 
Ecosystem Marketplace. Second, we define  0.16CP   and  0.5  . These values were 
estimated by Chladná (2007) based on the carbon prices generated by the IIASA 
MESSAGE model (see Riahi and Roehrl 2001 for details). We did a sensitivity analysis 





















Regarding the structure of the optimal harvesting policy,  * 1{ ( , )}I Tt t t th x P  , we 
obtain a threshold policy, as shown in Figure 2 (a). In early periods, harvesting is never 

















function,    , ,II Ct t t tV x P P , is piecewise linear and increasing in  tP , while the relationship 
with  CtP  depends on the harvesting penalty,  , the parameters of the carbon price 
































































2.4.3 Optimal Harvesting Time and Optimal Reward 
In this section we focus on the analysis of two relevant variables: the optimal 
harvesting time,  *t , and the optimal reward,  *V . While  *V  is the most important 
variable for the forest manager,  *t  is a variable of special interest for a social planner 
interested in increasing the average carbon sequestration. We calculate the expected 
value of  *t ,  *Et , by simulating 5000 paths for the timber and carbon prices in the 
binomial lattice. We then use the optimal policies described in section 2.4.2 to calculate 
*t  for each path and, finally, we take the average of  *t  over all paths. The optimal 
























an incentive to delay harvesting. Consequently,  *Et  and  *V  are higher under schemes 
II, III and IV than those under Scheme I. 



































































































Scheme I                    
We now characterize the value function and the optimal harvesting policy under 
Scheme I. All proofs are presented in the Appendix.   
PROPOSITION 2.1. Assume that the reward function per stage   , ,r x y h  is bounded. 
Then, the value function has the following properties: 
1.  * ,J x y  is non‐decreasing and convex in  y , for any  x . 
2.  * ,J x y  is non‐decreasing in  x , for any  y . 




































in   ,y h . This means that, for a given volume, the incremental gain of harvesting is 
greater when the timber price is higher or, equivalently, that the difference of the value 
functions       , , ,1 , ,0x y J x y J x y    is increasing in  y . This result will be 
particularly useful to characterize the optimal harvesting policy, which we do next.   
PROPOSITION 2.2. Assume that the reward function per stage   , ,r x y h  is bounded. 
Then, the optimal harvesting policy has the following properties: 
1. For a given volume, the optimal harvesting policy is a threshold policy in the timber price: if 
it is optimal to harvest at   ,x y , it is also optimal to harvest at   ,x y  for any  'y y . 
 38 
2. Define  x  as the minimum  x  satisfying   ' 1 zf x E e     . For a given timber price, the 
optimal harvesting policy is a threshold policy in the timber volume, for  x x : if it is 
optimal to harvest at   ,x y , it is also optimal to harvest at   ,x y  for any  'x x .  
Figure 9 illustrates the results of Proposition 2.2. In early periods, harvesting is 
generally not optimal because the forest is still growing at a fast rate. After some point, 
because   f x  is concave, the timber growth rate slows down and there is a threshold 
such that it is optimal to harvest if the timber price is above this threshold.  






























To better understand the second result, note that   'f x  represents the timber 
growth rate while  zE e     represents the discounted expected change in the timber 
price. Thus, when any of these two expressions increase, the value function of waiting 
becomes more attractive relative to the value function of harvesting. Specifically, when 
 ' 1 zf x E e     , the difference of the value functions       , , ,1 , ,0x y J x y J x y    
may be decreasing in  x  and, therefore, we cannot guarantee a threshold policy in  x . 
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Note that the condition   ' 1 zf x E e      is less likely to hold when the timber volume 
is low because   'f x  is decreasing. Once the condition holds for a given  x , it will hold 










PROPOSITION 2.3. Assume that the reward function per stage   , , ,cr x y y h  is 
bounded. Then, the value function has the following properties: 
1.  * , , cJ x y y  is non‐decreasing and convex in  y , for any  ( ), cx y .  
2. If   ' 1f x   and   ' ( (1 ) )c cy yyf x e e e    , then   * , , cJ x y y  is non‐decreasing in 
x , for any  ( ), cy y . 





PROPOSITION 2.4. Assume that the reward function per stage   , , ,cr x y y h  is 
bounded. Then, the optimal harvesting policy has the following properties: 
1. The optimal harvesting policy is a threshold policy in the timber price  y : if it is optimal to 
harvest at   , , cx y y , it is also optimal to harvest at   , , cx y y  for any  'y y . 
2. Define  x  as the minimum  x  satisfying   ' c cy w y yc cz y w y w ye E e e eE e e E e e E e ef x       
   
           
   . If 
0
cy ye e  , the optimal harvesting policy is a threshold policy in the timber volume  x , 
for  x x : if it is optimal to harvest at   , , cx y y , it is also optimal to harvest at   , , cx y y  
for any  'x x .   
Note that, similar to the case of Scheme I, the optimal policy is a threshold policy 
in the timber volume when a particular condition on   'f x  is satisfied. In this case, the 











(       * , , cJ f x g y h y ) but also when she decides to harvest (     * 0, , cJ x g y h y ). 
To study the impact that the carbon price may have on the optimal harvesting 
policy, we can study the difference of the value functions,     , , , , ,0c cx y y J x y y    
 , , ,1cJ x y y . If this difference function were increasing in  cy for given values of  x  and 
y , we would have a threshold policy in  cy  such that if it is optimal to wait at   , , cx y y , 
it is also optimal to wait at   , , 'cx y y  for any  'c cy y . If we use the value iteration 
method, we can write the difference function at the  1k   iteration as 
        1 , , , , cc c y yk kx y y E J f x g y h y e x R e x            




case of a reversal penalty of one,   1 , , ck x y y  is increasing in  cy  if the discounted 
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(a)  1, 0.01, 0.04CPr    , timber state #20 


























(b)  1, 0.06, 0.04CPr    , timber state #20 




































the discount rate. In this case, the function   , , cx y y  is decreasing in  cy , thus if 
harvesting is optimal at   , , cx y y , it will also be optimal at   , , 'cx y y  for any  'c cy y , 
as shown in Figure 10a. In the second case,   , , cx y y  is increasing in  cy , thus if 
































































































































3. Outsourcing Sustainability Efforts 























































































































































3.2 Model Description 
We consider a buyer that supports a seller to implement sustainability initiatives. 
The seller decides to exert a level of sustainability effort,  x , for which she pays a cost, 






enhancement and more effective fundraising. We assume  ( )c   is a linear function with 
marginal cost  0c , while  ( )r   is an increasing and concave function. Specifically, we 


















and assume it decreases the marginal cost of the seller’s effort from  0c  to   Sc u . 
Specifically, we define    0S uc u c e  , which is a decreasing and convex function. If the 
buyer provides no support, the seller’s cost of effort does not change from its original 
level,  0c . If the buyer provides support u , the seller’s cost decreases according to 







































3.3 One Buyer – One Seller 
We first consider the case of a monopolistic buyer who supports a single seller to 
implement sustainability initiatives.  
We denote by   S x u  the seller’s net benefit given buyer’s support u . Thus, 
seller’s decision problem is to choose the level of sustainability effort  0x   that 
maximizes her net benefit function 
      ,S sx u r x c u x     (3.1) 
where    (1 )xr x r e    and    0S uc u c e  . Note that   S u   is concave 
because   and  r  are positive constants.  
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seller. We denote the buyer’s net benefit by   B u . Thus, the buyer chooses the level of 
support  0u   that maximizes her net benefit function     
    ,B bu p x x c u     (3.3) 




PROPOSITION 3.1. The optimal effort and support decisions, *x  and  *u , vary for four 
different regions characterized by  0A , a ,  bc , and  . 
Let    0 0 01Ω , , , : 0, / 2b bA a c A a c bA      and 













    (3.4) 
  The corresponding optimal net benefits are given by 
   /* 21 1 / ,2
ba cS b br a c e
b










a c c A
b
 
    (3.5) 
Let    0 0 03Ω , , , : 0, / 2b bA a c A a c bA     . If   0 3, , , ΩbA a c   , then 
* 0x A  and  * 0u  . The corresponding optimal net benefits are given by 
* 0 0 0/ ,S r c c A     * 0 0B A a bA       (3.6) 
Let      1/20 0 04Ω , , , : 0, / 4 /b b bA a c A a c bc A       . If   0 4, , , ΩbA a c   , 




3Ω , the seller has an incentive to exert an effort  0A , even without any support from the 
buyer. Moreover, in region  1Ω , stakeholders’ willingness to pay is high enough so the 
buyer will provide the support required to increase seller’s effort up to the level  *x  
defined in (3.4). Conversely, in regions  2Ω  and  4Ω , the seller does not have any internal 
incentive to exert an effort. If stakeholders’ willingness to pay is high enough, as in 
region  2Ω , then the buyer will provide the support required to induce the effort  *x  
defined in (3.4). However, if the buyer does not provide any support, as in region  4Ω , 
then the seller does not exert any effort. Finally, note that the buyer’s support required 









support is positive, i.e., regions  1Ω  and  2Ω . As    increases, the buyer’s support is more 
efficient in reducing seller’s cost of effort. Therefore, the seller’s optimal effort increases. 






r ,  0c , and  . In region  3Ω , where the buyer provides no support, increasing  r  or 
decreasing  0c  increase both the seller’s optimal effort and optimal net benefit. In regions 
1Ω  and  2Ω ,  r  and  0c  do not affect optimal effort because, in these two regions, the 
buyer will provide the support needed to achieve the optimal effort, regardless of the 




region  3Ω , where the seller’s optimal effort is equal to  0A . In this case, as   increases, 
the seller initially increases her optimal effort and then decreases it when  0 /c e r  . In 






(specifically,   1/22 2 216( ) / 4b ba a c b c         ), increasing support costs the buyer 
too much, and she starts to decrease her support. Consequently, the buyer’s optimal net 



















































3.4.1 Shared-Seller Network 
In this case, we consider two identical buyers that outsource sustainability efforts 
from the same seller. We use the same functional forms as in the previous section. Thus, 
the seller chooses the level of sustainability effort  0x   that maximizes her net benefit  
  1 2( )01 2, )ˆ(1 ,u uS xx u u r e c e x       (3.7) 
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of support  iu ,  1, 2i  , that maximize her net benefit     
    ,
2
B b
i i i i







0ˆ 0A  . This implies that the seller exerts a positive effort even without any support 
from the buyers. Solving the buyers’ maximization problem, we find that buyer  i ’s best 
response function is given by 
   ,    0, 
      0,   ,  
i i
i i





      (3.10) 




PROPOSITION 3.2. Assume that  0ˆ 0A   and  0K  . The unique symmetric Nash 
equilibrium of the shared‐seller network game is given by 














     (3.11) 
The corresponding optimal net benefits are given by 
   2 /* 21 1 22ˆ / ,
ba cS b br a c e
b
             
 







a a c c A
b
  




consist of  1 2, 0u u   such that  1 2u u K  . Proposition 3.2 presents the symmetric 



















higher when she is working with two buyers, i.e.,  rˆ r . In this case, both the seller and 
the buyer may be better off in the shared‐seller network relative to the monopolistic 
buyer case, as we can see by comparing equations (3.5) and (3.12).      













   ( ) 0, 1 .i i ix x uSi i i i ix x u r e c e x           (3.13) 
We denote the maximum direct benefit that each seller can achieve in this case by 
r , which can be different from  r  and  rˆ  defined in the previous sections. Also note that 
the effort efficiency rate,  , is the same for both sellers, given our assumption that they 
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incentive to exert a positive effort even without buyers’ support, i.e.,  0 0A  . 
Anticipating the sellers’ decisions, the buyers simultaneously choose their levels of 
support  iu ,  1, 2i  , that maximize their net benefits    




(1 ) ,    2 (1 ) 0, 
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      0,   ,  
i i
i i





     
 
  (3.17) 
where   2 01 (1 ) (1 )(1 ) / (3 )2 bK a c bAb             .  
Proposition 3.3 presents the optimal decisions and the corresponding optimal net 
benefits for the separate‐sellers network.  
















(1 ) (1 )(1 ) / (3 ) .
(3 )
ba c bAu u
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   2(1 ) (1 ) /* * 2 (3 )1 2 1 1 (1 ) / ,(3 )
ba c
S S b br a c e
b
      
              
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Total support received by each seller           
Seller’s effort           
Total effort in the network           
Seller’s net benefit           













































0 0Aˆ A  , the difference between the seller’s effort in the two cases depends on the total 
support that she receives from the buyer(s) in each case. From (3.11) and (3.18), we 
observe that the total support received by the seller in the shared‐seller network is 




















The third result of Proposition 3.4 shows that in addition to a ,  , and  bc , the 
buyer’s preference about the network structure also depends on  r  and  0c . Lower values 





 36 ln 0rb
c






,a b  ), buyers are more efficient in helping their sellers (i.e.  , bc  ), and sellers 










increasing in  . Thus, the seller requires higher values of  , a , and  , and a lower 
value of  bc  to prefer the shared‐seller network. Conversely, the buyer’s net benefit is 
decreasing in  . Therefore, higher values of  ,  bc , and  r ; and lower values of a ,  , 
and  0c , may lead the buyer to prefer the shared‐seller network. 
We now assume that  rˆ r  , which implies that  0 0Aˆ A  . Particularly, we assume 
that   rˆ r  , given that the seller is working with two buyers in the shared‐seller network 
and only with one of them in the separate‐sellers network. Assuming  rˆ r   implies that 
both seller and buyer net benefits in the shared‐seller network are greater than the net 
benefits in the separate‐seller network. Therefore, the higher the value of  rˆ  relative to  r , 
the lower the values of a , and  , and the higher the value of  bc , that seller and buyer 
require to prefer the shared‐seller network over the separate‐sellers network.     






































































A. Proof of Results in Chapter 2 
Proof of Proposition 2.1 
1. First, note that the reward function   , ,r x y h  is non‐decreasing and convex in  y  for 
each action h . Additionally, the timber price transitions   1k ky y  are increasing and 
convex in the sense of second‐order, monotonic stochastic dominance (see Smith and 
McCardle 2002). Thus, by Proposition 5 in Smith and McCardle (2002),   * ,J x y  is 
non‐decreasing and convex in  y . 
2. Note that the reward function   , ,r x y h  is non‐decreasing in  x  for each action h . 
Also, volume transitions   1 ,k kx x h  are non‐decreasing in  x  for each action h . 
Thus, by Proposition 5 in Smith and McCardle (2002),   * ,J x y  is non‐decreasing in 
x . 
3. Note that for a given  x ,     , ,1 , ,0 yr x y r x y e x R    is increasing in  y . Therefore, 
 , ,r x y h  is supermodular in   ,y h . Additionally, timber price transitions   1k ky y  
are supermodular in   ,y h  because they do not depend on h . Therefore, by 
Proposition 5 in Smith and McCardle (2002),   , ,J x y h  is supermodular in   ,y h . 
Proof of Proposition 2.2 
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1. Note that   * ,J x y  is obtained after choosing the action h  that maximizes 
 , ,J x y h . From Proposition 1, part C, we know that, for a given  x ,   , ,J x y h  is 
supermodular in   ,y h . Thus, we can use Topkisʹs Monotonicity Theorem (Topkis 
1978) to conclude that   *h y  is non‐decreasing, which means that if it is optimal to 
harvest at a price  y , it is also optimal to harvest at any price  'y  such that  'y y .  
2. First, note that while the reward function   , ,r x y h  is supermodular in   ,x h  for a 
given  y , the transitions   1 ,k kx x h  are submodular in   ,x h . Therefore, we cannot 
apply Proposition 5 in Smith and McCardle 2002. Instead, we will proof by induction 
that, for a given  y ,       , , ,1 , ,0x y J x y J x y    is increasing in  x  when 
 ' 1 /zf x E e     . According to the value iteration method, 
          1 0, max , ,  ,yk k kJ x y E J f x g y e x R E J x g y            . Let 
 0 , 0J x y  . Thus,     1 , max 0, yJ x y e x R   and   1 , 0yx y e x R    , which is 
increasing in  x , for a given  y . Assume that 
         1 0, , ,yk k kx y e x R E J x g y E J f x g y               is increasing in  x , 
for any non‐decreasing and concave function   .f , and transitions of the form 
 g y y z   . We must show that 
         2 1 0 1, , ,yk k kx y e x R E J x g y E J f x g y                is increasing in 
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x  or, equivalently, that        2 1' , ,yk kx y e x E J f x g y        is increasing in 
x . Given that the expectation is an increasing function, we can interchange the order 
of the maximization and the expectation and show that 
    2 1'' , ' ,yk kx y e x J f x y     is increasing in  x , with 
               2 2 21 0' , max , ,  ,g yk k kJ f x y E J f x g y E e f x R E J x g y             
If         2 21' , ,k kJ f x y E J f x g y     , 
      2 2 22'' , ), )yk kx y e x E J f x g y       . Let add and subtract     g yE e f x   . 
By the induction hypothesis,          2 2 2), )g y kE e f x E J f x g y         is 
increasing in  x . Thus,   2'' ,k x y  will be increasing in  x  if     g yye x E e f x      is 
increasing in  x . Note that       g y y zE e f x f x e E e         . Therefore   2'' ,k x y  
is increasing in  x  if   ' 1 / zf x E e      (assuming that   .f  is differentiable). If 
         21 0' ,  ,g yk kJ f x y E e f x R E J x g y          , then 
         22 0'' ,  ,g yyk kx y e x E e f x R E J x g y              , which is increasing 








B. Proof of Results in Chapter 3 
Proof of Proposition 3.1 
Anticipating the seller’s response function given by (3.2), the buyer chooses the 
support level  0u   that maximizes her benefit function  
     0 0 0 2 2 0
0





A a bA a bA c u b u if u A
u
c u if u A
   

          
 
If  0 0A  , any positive u  will increase seller’s effort from  0A  to  0A u . 
Therefore the buyer maximizes     0 0 0 2 22 /bA a bA a bA c u b u        subject to 
0u  . The KKT conditions are given by 
 0 22 / 2 0ba bA c b u       
 0 22 / 2 0ba bA c b u u         
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
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If  0 0A  , the seller will exert a positive effort only if  0 /u A   . Thus, the buyer 
finds u  that maximizes the net benefit      0 0 0 2 22 /bA a bA a bA c u b u        
subject to  0 /u A   . Additionally, this net benefit must be positive. Otherwise, the 
buyer will provide no support. The KKT conditions are given by 
 0 22 / 2 0ba bA c b u         
0 / 0u A    
 0 / 0u A     
0   
On the one hand, if  0 /u A   , then  ba c    . This is feasible if  /ba c  . 
However,   0 0/ 0B A A a    , so the buyer will prefer to provide no support. On the 
other hand if  0  , then   0/ 2 / 2bu a c bA b    , which is feasible if  /ba c  . 
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The symmetric equilibrium is given by  1 2 / 2u u K  . We can obtain  *1u  and  *2u  
using the expression for K  obtained in equation (3.10). Thus, we obtain  *x  by  
substituting  *1u  and  *2u  in equation (3.8). The optimal net benefits can be obtained by 
substituting  *x ,  *1u  and  *2u  in equations (3.7) and (3.9).   
Proof of Proposition 3.3 
From (3.17), we have a system of two equations. Solving for  1u  and  2u  we obtain 
*




1. By directly comparing  *x  from equation (3.11) with  * *1 2x x  from equation (3.18), we 
can determine that the effort in the shared‐seller network is greater than the total 
effort in the separate‐sellers network if  2 /ba c   . However, this is not possible 




4 bca  . Additionally, the seller’s net benefit function in both networks can be 
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