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The coupled discrete element method and lattice Boltzmann method (DEMLBM) has increasingly drawn attention 
of researchers in geomechanics due to its mesoscopic nature since 2000. Immersed boundary method (IBM) and 
immersed moving boundary (IMB) are two popular schemes for coupling fluid-particle in DEMLBM. This work 
aims at coupling DEM and LBM using the latest IBM algorithm and investigating its accuracy, computational 
efficiency and applicability. Two benchmark tests, interstitial fluid flow in an ideal packing and single particle 
sedimentation in viscous fluid, are carried out to demonstrate the accuracy of IBM through semi-empirical Ergun 
equation, finite element method (FEM) and IMB. Then, simulations of particle migration with relatively large 
velocity in Poiseuille flow are utilized to address limitations of IBM in DEMLBM modeling. In addition, advantages 
and deficiencies of IBM are discussed and compared with IMB. It is found that the accuracy of IBM can be only 
guaranteed when sufficient boundary points are used and it is not suitable for geomechanical problems involving 
large fluid or particle velocity.  
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1 Introduction 
The fluid-solid interaction (FSI) is frequently encountered in geotechnical engineering. Its complexity stems from 
the interaction between pore fluid and grains which consist of geomaterials like soil and rock. Liquefaction, soil 
erosion and sand production are typical geomechanical problems which involve strong pore fluid-particle coupling. 
However, microscopic investigations for such kind of problems in laboratory experiments are extremely hard due to 
the limitation of current techniques. As an alternative, the numerical method, like the discrete element method 
(DEM) [1] or bonded particle method (BPM) [2], has been proved to be useful for modeling geomaterials at the 
grain level. Since the 1980s, there have been several fluid approaches proposed for solving pore fluid flow and its 
coupling with solid particles in the framework of DEM.  
Hakuno and Tarumi [3] first combined DEM and Darcy fluid flow (DFF) to analyze liquefaction of saturated sands 
under seismic excitation. In this method the excess pore water pressure was taken into account by tracing the change 
of individual pore volumes formed by neighboring particles, and the dissipation of excess pore water pressure was 
accomplished by two permeability coefficients for water moving through pores. However, only the tendency of 
gradually increased excess pore water pressure was captured and the fully liquefaction condition was not observed. 
In order to avoid the complicated individual pore volume calculation, an alternative method was proposed to 
consider the generation of excess pore water pressure at cell level rather than at pore level [4]. Applications of 
DEM-DFF in undrained behaviors of saturated sands and upward seepage were performed by Shafipour and 
Soroush [5] and Goodarzi et al. [6]. However, this continuum-discrete model is only applicable to the fluid-particle 
system with a small Reynolds number. The pore volume change is approximately calculated using mean relative 
displacements of particles in the four neighboring cells rather than direct treatments at the pore level. An advanced 
continuum-discrete model, which couples the computational fluid dynamics (CFD) and DEM, was proposed in 
chemical engineering by Tsuji et al. in 1992 [7]. In this technique, the fluid flow is characterized by Navier–Stokes 
equations. The hydrodynamic forces applied to solid particles can be computed through the configuration and 
velocities of solid particles. Then, this method is borrowed and applied to investigate soil liquefaction [8], particle 
movement in fluid [9,10] and sand production [11]. The computational cost of this coupled technique is less 
expensive due to the coarse fluid grid, where a set of semi-empirical equations are required to compute 
hydrodynamic forces applied on each particle.  
To resolve some of the problems aforementioned, a fully discrete-discrete technique, where DEM and lattice 
Boltzmann method are combined, was proposed by Cook et al. [12].  The fluid phase is treated as an assembly of 
fluid particles whose movement is governed by the lattice Boltzmann equation. The fluid-particle interaction can be 
directly calculated through the momentum theorem. Detailed development of the coupling schemes used in DEM-
LBM was introduced in our previous work [13,14]. Applications of this hybrid technique in hydraulic fracture 
[15,16], sand production [17], soil erosion [18,19], liquefaction [20] and other problems [21,22] can be found in the 
literature.  
There are several coupling schemes proposed to solve fluid-particle interactions. Such as the modified half-way 
bounce back rule [43,44], the interpolation-based approach  [22,27,45], the immersed boundary method (IBM) [23-
25] and immersed moving boundary (IMB) [26,28] scheme. Particularly, IBM and IMB are most commonly 
adopted in LBM. The immersed boundary method was first proposed by Peskin in 1977 [29]. The basic idea of the 
IBM is to treat the particle boundary as a deformable body with high stiffness. Moving boundaries are represented 
by a set of boundary nodes. A small distortion of the particle boundary caused by the fluid-particle interactions will 
generate a force that tends to restore the particle to its original shape. The deformation is calculated by comparing 
the boundary point and the reference point that undergoes rigid body motions with particles. This penalty-based 
IBM was first introduced to lattice Boltzmann method through suitably adding a body force density term into flow 
governing equations by Feng and Michaelides in 2004 [23]. The no-slip condition at the fluid-particle interface is 
satisfied by calculating the velocity of particle boundary points through interpolating fluid velocities on neighboring 
nodes. Then, momentum exchange and direct forcing-based IBM [31,32] are proposed. It is reported that in the 
previous IB-LBM the non-slip boundary condition is not fully enforced due to explicit nature of forcing term 
formulation. Then, Wu and Shu [24] improved the IB-LBM using an implicit force density formulation where an 
unknown velocity correction is prescribed. The velocity correction was determined in such a way that the velocity at 
the boundary interpolated from the corrected velocity field satisfies the non-slip boundary condition. This implicit 
scheme requires complex matrix inversion and higher computational memory space. Recently, Dash et al., [25] 
proposed an implicit flexible forcing IBM by combining the implicit IB-LBM with a fixed multi-direct forcing IBM 
[33]. Instead of fixed iteration number in the fixed multi-direct forcing IBM, a flexible iteration for velocity 
correction is terminated when convergence limit is satisfied. This is the latest improvement of IB-LBM, especially 
in terms of computational efficiency.  
The aims of this work are developing a DEMLBM coupled by the latest IBM [25], and investigating its applicability 
and accuracy for fluid-particle coupling. The remainder of this paper is organized as follows: Section 2 will briefly 
introduce the formulation and algorithm of IBM-LBM. It is followed by numerical tests and validations including 
comparison of interstitial fluid flow in porous media with semi-empirical Ergun equation and comparison of IBM 
with FEM and IMB in single particle sedimentation and migration tests. Because this paper is not about the 
application of DEMLBM coupled by IBM in geomechanics, complex simulations involving many particles are not 
given here but can be found in others’ work [30,33]. Then discussions on the advantages and limitations of the latest 
IBM for DEMLBM will be given. Finally, conclusions will be drawn based on above investigations.  
 
2 Methodologies 
2.1 Implicit flexible forcing IBM 
The lattice Boltzmann method is a modern numerical approach in computational fluid dynamics. In LBM the fluid 
domain is divided into regular lattices and the fluid phase is represented by a group of (imaginary) fluid particle 
packages resided at each lattice node. Each fluid particle package includes several fluid particles, such as 9 fluid 
particles in the commonly used D2Q9 model. The fluid flow can be achieved through resolving the particle collision 
and streaming processes, and the lattice Boltzmann equation is used to solve the streaming and collision processes of 
fluid particles. Primary variables of LBM are the so-called fluid density distribution functions, which are portions of 
the fluid density, associated with the fluid particles. Both mass and momentum of fluid particles are characterized by 
the fluid density distribution functions. The detail of LBM can be referred to [34, 35].  
The lattice Boltzmann equation [40] considering body force is given by 
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where 
if  is the fluid density distribution function in i  direction; x and ie are the coordinates and velocity vectors 
(see Fig. 1) at the current lattice node; t , 
iΩ  and iF  are, respectively, the current time, collision operator and body 
force term. The 9 velocity vectors,
 i
e , in D2Q9 (see Fig. 1)
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in which C is the lattice speed and is related to the lattice spacing, h , and the time step, t  
/C h t                                                                               (3) 
 
Fig. 1 D2Q9 model  
There are mainly two collision operators and they are known as the Bhatnagar-Gross-Krook (BGK) [35] and 
multiple relaxation time (MRT) [41] collision operators. In this work, only the BGK model will be used. For the 
detailed introduction of MRT model, readers are supposed to refer to the relevant literatures [41,42]. In the single 
relaxation lattice BGK Model, 
iΩ  is characterized by a relaxation time τ  and the equilibrium distribution functions 
( , )eqif x t .  
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where  and u are the macroscopic fluid density and velocity, respectively. 
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The body force term is given by 
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where 
SC  
is the speed of sound in fluid, defined as / 3SC C . f  is the force density at the lattice node and its 
computation will be given later.  
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The fluid pressure is given by  
2
SP C ρ                                                                              (10) 
In the application of LBM, it is more convenient to choose   and h  as two independent parameters, then the time 
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where   is fluid viscosity. 
It is obvious from Equation (11) that   should be greater than 0.5, and Equation (10) reveals that the 
incompressibility of the fluid is not exactly enforced. The LBM can be viewed as a ‘penalty-based’ method that 
allows a limited degree of compressibility to occur where the speed of sound in fluid acts as a penalty value. 
 
 
Fig. 2 Immersed boundary scheme (after [24]) 
 
In IBM (see Fig. 2), the solid boundary is discretized into several Lagrangian boundary points. In each LBM time 
step, the following IBM steps will be performed. 
1) Calculate the velocity of boundary points of each particle through rigid body motion;  
2) Calculate the fluid velocity at the same boundary nodes through the interpolation of neighbouring fluid 
nodes using Dirac delta distribution functions;  
3) Compute the difference (so-called velocity correction, δ
b
U ) between the interpolated boundary velocity 
and the velocity of boundary points; 
4) The velocity correction of each boundary point is then distributed to its surrounding fluid nodes using the 
following equation 
k k
ij b ij b k
k
δ (x ,t) δ (x ,t) D(x - x ) Δs   bu U                                               (12) 
ijx and 
k
bx  are the coordinates of fluid nodes and boundary points, k  is the serial number of boundary points 
related to the fluid nodes and Δs is the arc length between two consecutive boundary points. )D(   is a Dirac delta 
function. 
5) The velocity and density force at the lattice node will be calculated by  
ij ij ij(x ,t) (x ,t) δ (x ,t) u u u                                                      (13) 
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6)  Meanwhile, the hydrodynamic force applied to the boundary point can be computed 
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7) Repeat steps 2) to 6) for each boundary node until the velocity correction at the boundary point is small 
enough (<10-5).  
8) Then, update fluid density distribution functions using Eq. (1) for next time step and fluid velocity using Eq. 
(8). 
It is noticed that Eq. 13 is used to update the lattice velocity around the solid boundary point, and the updated 
velocity will be used to interpolate the fluid velocity at the solid point in step 2). Generally, this equation is only 
temporarily used to obtain converged results. For the fluid nodes around a solid boundary point, Eqs 8 and 13 should 
be equivalent since the force density used in Eq. 8 is continuously updated. Particularly, Eq. 8 can be used to update 
velocities of all fluid nodes regardless of it is surrounding  solid boundary points or not. 
 
2.2 DEM – IBM coupling 
In DEM the movement of each particle is updated by the Newton’s second law: 
m c m   
c f
a v F F g                                                                       (16)  
I  c fθ T T                                                                                  (17)  
where m and I  are respectively the mass and the moment of inertia of particles, c  is a damping coefficient, a  and 
θ  are acceleration and angular acceleration, 
c
F  and 
c
T  are, respectively, contact forces and corresponding torques, 
f
F  and 
f
T  are hydrodynamic forces and corresponding torques. Lubrication force is not considered in this work. 
The contact force is obtained by a linear spring model. Details of the contact model used in this work and calculation 
of time step can be found in our previous work [13,34]. Time integration of DEM is achieved by the central 
difference method.  
When coupling DEM with LBM, a sub-cycling algorithm is employed. In general the time step of DEM is smaller 
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where DEM
t
 is the time step of DEM. 
The coupling process between DEM and IBM-LBM can be found in Fig. 3. It should be highlighted that DEM 
iteration is only performed when the velocity correction at the boundary point converges during the coupling process. 
 
 
Fig. 3 Coupling of DEM-LBM by IBM 
 
2.3 Immersed moving boundary scheme 
For the sake of completeness, a brief introduction of the immersed moving boundary scheme [26] is given below. In 
this method, a particle is represented by the solid (lattice) nodes which are located within the particle. A solid node 
is called interior if its linked nodes are all solid nodes, while if a solid has at least one link to a fluid node, it is called 
a solid boundary node. A fluid node having at least one link to a solid node is defined as the fluid boundary node. 
Thus, there are four types of node in the IMB scheme: interior solid node, solid boundary node, fluid boundary node 
and normal fluid node, which are respectively marked in red, yellow, green and blue in an illustrative diagram of 
IMB in Fig. 4. In order to retain the advantages of LBM, namely the locality of the collision operator and the simple 
linear streaming operator, an additional collision term, S
i , for the boundary nodes covered partially or fully by the 
solid is introduced to the standard collision operator of LBM. The modified collision operator for resolving the 
fluid-solid interaction on IMB is given by 
 
Figure 4 IMB scheme 
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where 
i
F  is a body force term , B  is a weighting function that depends on the local solid ratio  , defined as the 
fraction of the node area (see Fig. 4). It should be highlighted that the weighting function could smoothly represent 
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When 0 , B=0; 1 , B=1. 
The additional collision term is based on the bounce-rule for the non-equilibrium part 
( , ) ( , ) ( , ) ( , )S eq eqi i i i if x t f x t f f      SU u                                 (21) 
where 
S
U  is the velocity of the solid node (see Fig. 1) and u  is the velocity of the fluid at the node. 
The resultant hydrodynamic force and torque exerted on the solid particle can be calculated by 
 ( )sf n i i
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3 Numerical examples and validations 
3.1 Interstitial fluid flow in porous media 
The flow of interstitial fluid in porous media has been extensively investigated in different disciplines since the 
1950s [36,37]. In this section, the interstitial fluid flow in regularly and densely packed particles will be carried out 
first, and the well-known semi-empirical Ergun equation will be utilized to validate numerical results. The numerical 
set-up is shown in Fig. 5. The fluid domain is divided into 200 × 400 square lattices with spacing h=0.1 mm. The 
kinematic viscosity and density of the fluid are 10-6 m2/s and 1000 kg/m3, respectively. The relaxation time (𝜏) in 
LBM is select as 0.5001, and time step is 3.33×10-7 s. The regular packing includes 200 disks of radius R=1 mm. 
The density of the solid particle is 3000 kg/m3. A periodic boundary condition [46] is applied to the left inlet and 
right outlet. Through applying different pressure drops, the relation between pressure drop and superficial velocity 
can be obtained. Because the flow path in 2D simulations is blocked by solid particles, an effective radius of solid 
particles is required to simulate real fluid flow. Effective particle radius used in this work is 0.85R. Then true 
porosity is 0.43255. The equilibrium fluid flow of IBM with 20 boundary points and IMB simulations with 0.85R is 
given in Fig. 6 which is zoomed in from the local domain enclosed by yellow line in Fig. 5. The analytical 
superficial velocity 
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where 
 
is the dynamic viscosity of fluid, L  is the packing length, 
pD  is the diameter of particles, n  is the 
porosity of the packing.  
Then comparison between gradient of pressure drop and superficial velocity obtained by IBM with 20 boundary 
points, IMB and Ergun equation are given in Fig. 7. The result of IBM, IMB and analytical solution are respectively 
marked by black triangle, blue cross and red line. It is found that when fluid superficial velocity is lower than 0.01 
m/s, numerical results obtained by IBM and IMB match Ergun equation very well. With the increase of fluid 
velocity, deviation grows up.  
The LBM can be viewed as a ‘penalty-based’ method that allows a limited degree of compressibility, and the 
compressibility error is measured by Mach number ( Ma ) 
maxuMa
C
                                                                     (25) 
where maxu  is the maximum fluid velocity in the fluid simulations.  It can be found that the compressibility error is 
proportional to the fluid velocity. This could be one possible reason why difference between simulations and Ergun 
equation increases with fluid superficial velocity. 
The modified Reynolds number (
pGr ) is an important dimensionless quantity in fluid mechanics to measure flow 
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Normally, the friction factor (
pf ) as a function of the modified Reynolds number ( pGr ) is a standard index in a 
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Fig. 5 Set-up of interstitial fluid flow 
 
Fig. 8 shows the friction factor – modified Reynolds number curves. We can see that the numerical results of IBM 
and IMB generally match the analytical solution. There is certain difference between them when Reynolds number 
increases. However, it is less obvious than that between pressure drop and modified Reynolds number.  
 
 
Fig. 6 Fluid velocity contour at equilibrium with 0.85R 
 
 


















Fig. 8 Relation between friction factor and modified Reynolds number 
 
3.2 Single particle sedimentation in fluid 
The second benchmark is single particle sedimentation in a box filled by viscous fluid [47]. For comparison, this 
model will be carried out separately by IBM and IMB. The dimension of the box is 2 cm (in the X-direction) by 6 
cm (in the Y-direction). The fluid domain is divided into 200 × 600 square lattices with spacing h=0.1 mm. The 
viscosity and density of the fluid are 0.1 Pa·s and 1 g/cm3, respectively. The density of the solid particle is 
1.25 g/cm3, and its radius is 1.25 mm. The relaxation time (𝜏) in LBM is select as 0.8, and the time step is 0.0001 s. 
Four boundaries of the model are stationary walls and thus the no-slip boundary condition is imposed for the fluid. 
Initially, one stationary solid particle is generated at the position (1 cm, 4 cm). Due to gravity, the solid particle will 
move downward gradually. First the IBM is employed for solving fluid-particle interaction, and surface of the solid 
particle is divided into 5, 10, 20 and 25 boundary points in different simulations. For comparison, the extensively 
used IMB is utilized to run the same test case as well. In these tests, the size ratio of particle diameter to lattice 
spacing is 25. The effect of lattice spacing on numerical accuracy of IMB has been investigated by some researchers 
[38,39] and a size ratio 20 is reported as the minimum value to produce relatively accurate simulations.  
Particle movement and fluid velocity contours at different instants, 0.1 s, 0.4 s, 0.6 s, 0.8 s, 0.9 s, are given in Fig. 9. 
Fig. 10 compares the vertical movement of the solid particle in IBM simulations with FEM and IMB simulations. It 
is found that the solid particle settles in an accelerated manor in the initial stage. After 0.2 s, the vertical velocity 
reaches an equilibrium state (see Fig. 11). The results of IBM with 25 boundary points and results of IMB match the 
FEM simulations performed by Wan and Turek [47]. From Fig. 10, we can see the movement of the solid particle 
obtained by IBM with less boundary points (e.g. 5, 10, and 20) are delayed. With the increase of boundary points, 
the simulation is approaching to the results of FEM and IMB. It can be confirmed by the variation of velocity of 
solid particle with the number of boundary points (NBP) 5, 10, 20 and 25 shown in Fig. 11. With the increase of 
number of boundary points, the magnitude of equilibrium velocity increases. The difference observed is caused by 
the hydrodynamics forces which are shown in Fig. 12. It is noticed that with the decrease of boundary points the 


















which is opposite to the gravity, therefore the downward movement is delayed. Large repulsion in IBM with 
NBP=25 and IMB can be observed around 0.8 s when the solid particle is close or in collision with the bottom wall. 
Generally, apparent fluctuation of the hydrodynamic force computed by IBM is found compared to the one 
computed by IMB. However, a good agreement between IBM with 25 NBP and IMB can be found. 
 
Fig. 9 Particle movement and fluid velocity contours at different instants (NBP=25) 
 
Fig. 10 Comparison of vertical position of solid particle in IBM, FEM and IMB simulations 
 



























































Fig. 12 Comparison of hydrodynamic forces applied on solid particle by IBM and IMB 
 
3.3 Migration of particle in Poiseuille flow 
To further examine the accuracy of IBM, the migration of one particle along a horizontal pipe in the Poiseuille flow 
condition is performed. To accelerate the computing speed, the periodic boundary is implemented in the streamwise 
direction by treating nodes on the inflow and outflow faces as nearest neighbors. In our simulation the inlet and 
outlet are on the left and right, respectively. Pressure drop between inlet and outlet is 30 Pa. Stationary walls are set 
at both top and bottom boundaries. The dimensions of fluid domain are 8 cm in X-direction and 1 cm in Y-direction. 
Fluid domain is divided into 800×100 square lattices with spacing h=0.1 mm. The kinematic viscosity ( ) and 
density of the fluid are 10-6 m2/s and 1000 kg/m3, respectively. The relaxation time (𝜏) in LBM is selected as 
0.50001, and the time step is 3.33×10-8 s. The sub-iteration number (
sN ) for DEM is 1. At the beginning the particle 
whose radius is 1.5 mm is placed at (2 cm, 0.5 cm). Simulations with different NBP are carried out. The size ratio of 
diameter 
pD  to lattice spacing is 30. Fig. 13 shows velocity contours of fluid at different stages. The maximum fluid 
velocity is 5.1 m/s and the lattice speed is 300 m/s. The computed Mach number (see Eq. 25) is far smaller than 1.0. 
Hence the simulation is supposed to be reliable. The numerical results obtained by IBM and IMB schemes are 
compared in Figs. 14-16. Fig. 14 compares particle movement in horizontal direction. A good agreement of particle 
movement simulated by both methods can be observed only in the first half stage. With the increase of velocity of 
the solid particle, derivation between them keeps increasing with time. It is interesting that with the increase of 
boundary points derivation of horizontal position grows up. From Fig. 15 which gives the comparison of horizontal 
velocity of solid particle, we can find that velocity departs from an earlier (a quarter of) stage than position, and the 
velocity threshold is below 0.5 m/s. The difference of position and velocity is attributed to the computed 
hydrodynamic forces. Comparison of hydrodynamic forces applied to solid particle can be seen in Fig. 16. Similar to 
the particle sedimentation test, with the decrease of NBP the hydrodynamic force increases. Because the 
hydrodynamic force is the driving force of particle movement, the solid particle departs from IMB simulations when 






































opposite to particle movement. Hence the solid particle departs from IMB simulations when NBP decreases. It is 
seen within t = 0.005 s, the hydrodynamic force is consistent. The Reynolds number ( Re ), corresponding to t = 





                                                                     (28) 
Subsequently, oscillation of the hydrodynamic force computed by IBM initiates and the magnitude increases 
quickly. Besides, with the decrease of NBP the fluctuation magnitude increases. After the half stage of simulation, 
negative hydrodynamic forces appear. While, the hydrodynamic force computed by IMB grows in a relatively stable 
state, and no negative values and unreasonable fluctuation observed in IBM can be found. Obviously, negative 
hydrodynamic forces are not expected, because they drive the solid particle move toward the right outlet. 
 









































Fig. 15 Comparison of horizontal velocity of solid particle 
 
 




From aforementioned simulations, the accuracy of IBM and its applicability in DEMLBM have been demonstrated. 
The simulation converges with the increase of NBP, and its accuracy can be only guaranteed when sufficient NBP 
are used. From our investigation, if more NBP, like 30 in the single particle sedimentation test, are adopted 
convergence criteria in step 7) will never be satisfied. Then, a problem how to select the NBP in different 
simulations comes up. Theoretically, each fluid grid should only hold one boundary point. From preliminary study, 
it is found the NBP can be selected as the size ratio of particle diameter to lattice spacing. Hence when NBP equals 
25 an accurate simulation of particle sedimentation can be obtained. In addition, it should be highlighted that the 
IBM is not suitable to simulate problems involving large Reynolds number or particle velocity. This is confirmed by 
simulations of interstitial fluid flow in porous media, where only if Reynolds number is smaller than 70 numerical 
results match the semi-empirical Ergun equation, and migration of particle in Poiseuille flow, where only if particle 
velocity is less than 1 m/s accurate modeling can be obtained. Even in single particle sedimentation simulations, 


































































possible reason is the cell-crossing noise when a boundary point moves across lattice boundary. The hydrodynamic 
force applied on a boundary point is calculated through the velocity difference of nodes around the boundary point.  
When the boundary point moves from one grid to another, there will be a jump between the hydrodynamic forces 
calculated in the consecutive two time steps because the surrounding nodes used to calculate hydrodynamic forces 
are different. While in IMB, the boundary of solid can be accurate represented by the weighting function B  in Eq. 
19, especially, when the solid particle moves. Fortunately, in lots of fluid-solid coupling problems in geomechanics, 
except sand production, debris flow and piping, the fluid velocity or particle movement is not very large.  
Compared to IMB, the implementation of IBM in DEMLBM is not as difficult as IMB. The latter needs a good 
searching algorithm to efficiently identify different node types for each solid particle at each timestep [14]. Besides, 
the calculation of the solid ratio of area occupied by solid particles to fluid area at each node is another challenge in 
the implementation of IMB. While in IBM the hydrodynamic force can be directly calculated through implicit 
interpolation of fluid velocity. However, it seems the implicit interpolation of fluid velocity is time-consuming, 
especially in high velocity fluid flow. The following paragraph will give the computing resource used in this work 
and computing costs of simulations with IBM and IMB will be compared.  
The information of the computer used is as follows: 1) Processor: Intel Core i5-6200 CPU@2.30GHz; 2) Memory: 
8.00 GB.  
The computational costs of IBM and IMB in different tests are given in Table 1. It should be mentioned that in the 
above simulations by IMB the searching algorithm and the method for computing nodal solid ratio are the same as 
those used in our previous work [21]. A more efficient algorithm can be found in our latest work [14]. 
Table 1 Computational cost of IBM and IMB  
 Particle sedimentation Migration in Poiseuille flow 
IBM (NBP=10) 44m 05s 9h 24m 22s 
IBM (NBP=20) 45m 12s 11h 59m 38s 
IBM (NBP=25) 45m 18s - 
IBM (NBP=30) - 12h 43m 51s 
IMB 42m 29s 2h 43m 31s 
 
Computing costs of particle sedimentation simulations using IBM and IMB are very similar, though the computing 
cost increases with NBP. The reason is that the fluid velocity is relatively small and the iteration number of velocity 
correction at each boundary point is less in sedimentation cases. While the computing time increases significantly 
with NBP in the simulations of particle migration in Poiseuille flow. It is found that even using our old IMB version, 
its computational efficiency is better than IBM. This difference is remarkable in high velocity fluid flow, in which 
the implicit IBM algorithm requires more iteration numbers in the convergence process of velocity correction.  
 
5 Conclusions 
In this work, the latest implicit IBM was employed to couple DEM and LBM. Its accuracy, applicability and 
efficiency are examined through two benchmark tests and simulations of migration of particle in Poiseuille flow. 
Besides of the validation using semi-implicit Ergun equation, comparisons with the extensively used FEM and IMB-
LBM are also made. Then, the following conclusions can be drawn.  
1) Accurate simulations of IBM-LBM can be achieved under certain limitations, like Re 1200  and proper NBP, 
which is demonstrated through comparing results with Ergun equation, FEM and IMB simulations. 
2) The effect of number of boundary points in IBM is remarkable. Its accuracy can only be guaranteed when 
sufficient NBP are used. It is found NBP can be selected as the size ratio of particle diameter to lattice spacing.  
3) Compared to IMB, numerical implementation of IBM in DEMLBM is easier, but its computational efficiency is 
inferior. This problem is more obvious in fluid flow simulations with high velocity. 
4) It is found that IBM is not suitable to simulate geomechanical problems involving large fluid or particle velocity, 
where unexpected oscillation of hydrodynamic forces is observed. Even in the simulation of single particle 
sedimentation where the particle velocity is not large, fluctuation of hydrodynamic forces can also be found.  
The above findings are only valid for two-dimensional simulations. Further validations in three-dimensional 
problems will be performed in the near future.  
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