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Abstract
Agent-based (AB) or Cellular Automata (CA) models are rule
based and are a relatively simple discrete method that can be used
to simulate complex interactions of many agents or cells. The rela-
tive ease of implementing the computational model is often counter-
balanced by the difficulty of performing rigorous analysis to determine
emergent behaviors. In addition, without precise definitions of cell in-
teractions, calculating existence of fixed points and their stability is
not tractable from an analytical perspective and can become compu-
tationally expensive, involving potentially thousands of simulations.
Through developing a precise definition of an off-lattice CA or AB
model with a specified interaction neighborhood, we develop a general
method to determine a Global Recurrence Rule (GRR). This allows
estimates of the state densities in time, which can be easily calculated
for a range of parameters in the model. The utility of this framework is
tested on an Epidemiological Cellular Automata (E-CA) model where
agents or cells correspond to people that are in the susceptible, in-
fected, or recovered states. The interaction neighborhoods of cells
are determined in a mathematical formulation that allows the GRR
to accurately predict the long term behavior and steady states. The
modeling framework outlined will be generally applicable to many ar-
eas and can be easily extended.
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1 Introduction
When the goal is to understand a complex system of interacting agents or
cells that are decision makers, there are several different modeling frameworks
from which to choose. Often, if the focus is on understanding and capturing
each of the individual interactions and movement, a Lagrangian framework
such as a Cellular Automaton (CA) or Agent Based (AB) model is used
[14, 15, 18, 26]. When we are interested in global dynamics, or are more
interested in how the field is evolving, Eulerian equation based approaches
are utilized, e.g. difference equations or systems of differential equations. For
each of these frameworks, there are different pros and cons with respect to
the ability to formalize and analyze a model, as well as the ease with which
one can simulate the model [24]. There are many challenges, which can arise
due to noise, nonlinearities, and other spatial or temporal variations in the
system [30].
In CA or AB models, the cells or agents are each individually assessing
their surrounding environment, potentially moving or changing state at each
time increment based on a given set of rules [3]. The state dependent rules
could be deterministic or stochastic, and are quite often a nonlinear func-
tion based on information (e.g. other agents, states, or other environmental
factors) in a locally defined cellular interaction neighborhood [11]. The move-
ment can be on-lattice with discretely defined locations that are assigned a
given probability. For example, if a lattice is a regular, 2-dimensional grid,
the on-lattice movement of a given agent could be either horizontal or ver-
tical movement to an adjacent lattice node at each time increment [13, 31].
Movement can also be off-lattice, where a cell can move a given step size in a
particular direction, where the location does not have to lie on a predefined
grid of locations. Often, questions of interest concern the emergent behavior
of a large number of interacting agents, which can be hard to capture at the
continuous scale [15]. We note that since this modeling framework is quite
general, the cell or agent could represent any feature of interest in a given
system [28], which is why these types of models are frequently used for social,
biological, financial, and military applications [1, 3, 7, 9, 12, 13, 16, 25, 31].
In terms of biological applications at the cellular level, AB or CA models
have been used to investigate tumor growth where the agents are the indi-
vidual cells that make up the tumor [16], sperm cell motility where the sperm
are the individual agents [4, 5], and signaling pathways within and on the
membrane of cells where agents are molecules and receptors [3].
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It is well known that as the number of agents in a system increases,
this may cause simulations investigating long term dynamics to become in-
tractable [15]. Additionally, there is generally a desire to understand how
model outcomes change with respect to varying parameter values [8], which
again would necessitate possibly thousands of simulations. As described pre-
viously, there is not a universal or agreed upon standard to specify these
models and in many cases, the mathematical description of the rules are also
not specified [14].
The focus of this current work is an introduction of a theoretical formal-
ism and subsequent analysis of an off-lattice CA or AB model where agents or
cells exhibit stochastic behavior when moving and changing states. Specif-
ically, the necessary notation for the CA model is outlined in Section 2.1,
which is similar to previous work [11, 14]. Different from other approaches,
our setup relies heavily on a precise definition of the interaction neighbor-
hoods of agents, which we view as a region where a cell potentially exerts
state changes to other cells. In Section 2.2, we detail how to derive a Global
Recurrence Rule (GRR) to determine the expected value for the number of
agents in each state when assuming that a cell’s state and movement are
solely determined by the cell’s current status. To show the applicability of
this formalism, in Section 3, we illustrate how a GRR can be derived for
an epidemiological-CA (E-CA) model that captures the spread of an infec-
tion such as influenza. The long term behavior and steady state solutions
obtained for the infected, recovered, and susceptible states using our GRR
have good agreement with simulations and we are able to prove stability of
fixed points. In addition, we illustrate with the E-CA how to use additional
information about the dynamics to develop a more refined local approxima-
tion of the neighborhoods, with reduced error. In Section 4, we compare the
different models and emphasize which assumptions need to be satisfied in
order for the GRR to be a valid approximation for the E-CA model.
2 Initial Definitions
2.1 CA Notation
A Cellular Automaton (CA) is an agent-based model, where we track the
state and location of individual cells. We first need to create a precise defini-
tion of the properties of the cells and their interactions in order to determine
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the correct governing equations and hence be able to mathematically analyze
the model. We define a bounded region of interest Ω in which we track the
cells. We suppose that we have a finite collection, X , of N cells indexed by
1, ..., k−1, k, k+1, ..., N . At every time t ≥ 0, each cell k is assigned one and
only one state stk and location x
t
k. We define the set containing all possible
cellular states as the state space Σ = {U1,U2, ...}. That is, for each cell k
and time t, we necessitate that skt = Ui for exactly one state Ui ∈ Σ.
The domain, Ω, may be either a discrete set of nodes connected by edges
or a continuous, bounded subset of RM for some M ∈ N. If Ω is discrete,
we say these cells exist on-lattice. Otherwise, if Ω is continuous, we say
these cells exist off-lattice. In either case, the cells can either be stationary
or move. The cell movement can be deterministic, but usually it is some
type of random walk, governed by a model specific probability distribution
[7, 10, 25]. It is important to note that the scalings and distributions may
be spatially, temporally, or state dependent.
A CA is a model locally defined by the pair A = (f,N ), where we denote
the collection of neighborhoods for each cell as N = {N 1,N 2, ...,NN} and
f is a local transition rule, which defines how cells change states [11]. If the
model specifies that each neighborhood is temporally or state dependent,
we define N jt as the neighborhood of cell j in state sjt at iteration t. We
emphasize that the neighborhood N jt is the region of influence in which cell
j may exert state changes to other cells1. The local transition rule is a
function f : X → Σ. Since each cell belongs to one and only one state, the
local transition rule f is well-defined. The function assignment skt+1 = f(s
k
t )
depends conditionally on the neighborhoods in which xkt is contained.
Define BV,Ut as the V → U transition region2 at time t. That is, BV,Ut is
the region such that if, at time t, there is some cell k such that skt = V and
xkt ∈ BV,Ut , then cell k can transition to state U at time t + 1. In terms of
our neighborhoods of influence, we can formally define the transition region
as follows.
Definition 1. The V → U transition region at time t is BV,Ut =
⋃
j∈C
N j, with
1 Traditional CA definitions define the neighborhood N jt as the region in which other
cells exert state changes to cell j. However, we assert the opposite — N jt is the region in
which cell j exerts state changes to other cells. This perspective allows us greater freedom
to model more realistic state and property-dependent neighborhoods.
2In general, cells in states other than U can cause cells to transition to state U .
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C =
{
j
∣∣∣ ∃k such that skt = V and xkt ∈ N jt ⇒ P (f(skt ) = U) > 0}the index-
ing set.
Our explicit definition of the transition region BV,Ut for each V ,U ∈ Σ
will allow us to clearly define f(skt ).
We are interested in finding a Global Recurrence Rule (GRR), which
calculates the expected density of cells in a state at each iteration throughout
Ω. Let U ∈ Σ, with Ut denoting the number of cells in state U at iteration
t (that is, Ut = |{k : skt = U}|). We denote W (V → U) to be the transition
probability that a cell in state V at iteration t transitions to state U at time
t+ 1. We summarize our CA notation in Glossary 1.
• X : the collection of cells (indexed as 1, ..., k − 1, k, k + 1, ..., N)
• Σ: state space
• skt : the state of cell k at time t
• Ω: the bounded region of interest
• xkt : the location of cell k at time t
• N kt : neighborhood of cell k at time t
• f : X → Σ: the transition rule that assigns each cell at time t to a
unique state at time t+ 1
• Ut: the number of cells in state U at time t
• BV,Ut : the V → U transition region
• W (V → U): the probability a cell in state V transitions to state U
Glossary 1: Cellular Automata Terms
2.2 Global Recurrence Rule
We now have the necessary notation to derive the expected density of a state
at any given time. The state of a cell k at t+1 only depends on its state (skt )
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and location (xkt ) at time t, making this a Markovian process [6]. Hence, the
probability that cell k is in state U at time t + 1 given that the cell was in
state V at time t reduces to
P
(
skt+1 = U
∣∣∣skt = V) = P(xkt ∈ BV,Ut )W (V → U), (1)
the product of the probability that cell k is located in a V → U transition
region with the probability that cell k transitions from state V to state U .
We can then find E(Ut+1), the expected number of cells in state U at iteration
t+ 1, by
E(Ut+1) = E
(∣∣{k : skt+1 = U}∣∣) (2)
=
N∑
k=1
P
(
skt+1 = U
)
(3)
=
∑
V∈Σ
∑
{k:skt=V}
P
(
skt+1 = U
∣∣∣skt = V) (4)
=
∑
V∈Σ
∑
{k:skt=V}
P
(
xkt ∈ BV,Ut
)
W (V → U). (5)
Note that equality between (3) and (4) is due to the fact that we can partition
the collection of cells X by the distinct states in Σ. This leads us to the
definition of the Global Recurrence Rule (GRR).
Definition 2. Let U ,V ∈ Σ, Ut = |{k : skt = U}|, and BV,Ut be the V → U
transition region at time t. We define the Global Recurrence Rule (GRR) as
E(Ut+1) =
∑
V∈Σ
∑
{k:skt=V}
P
(
xkt ∈ BV,Ut
)
W (V → U).
Thus, to find expected values of states analytically, one just needs a
framework to denote and calculate both the probability of being in a tran-
sition region and the probability that a cell in the transition neighborhood
will transition to a particular state.
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3 Application to Disease Dynamics
3.1 Phenomenological Perspective
Disease dynamics provides an interesting case study to determine the validity
of the GRR. Assume there are infected individuals in a population. For
simplicity, we can divide the remaining population into two classes, those
who are susceptible to infection and those who were infected but cannot
currently infect other individuals. We denote these classes “susceptible”
and “recovered,” respectively. Further, suppose that after a finite time the
recovered can become susceptible to infection again. That is, an individual in
the recovered state is temporarily conferred immunity before returning to the
susceptible state. This is often referred to as an SIR Epidemiological model,
where simulations and analysis have been an active research area for many
years [29], especially with respect to endemic equilibrium sizes [21, 23] and
infectivity wave speed [22]. The modeling framework for SIR Epidemiological
studies have been based on differential equations, networks, and agent based
models; each approach has provided some successes. Challenges still exist
to capture the relevant dynamics and to make time sensitive and accurate
predictions with regards to disease outbreaks [2, 20, 21, 22, 23, 29, 30].
In terms of the CA framework presented in Section 2, it is relatively
straightforward to implement an epidemiological CA (E-CA) model. There
are only 3 states: S (susceptible), I (infected), and R (recovered). In addi-
tion, the only neighborhoods of interest are those belonging to the infected
cells since they will influence the state change of susceptible cells in their
region of influence.
3.2 Epidemiological Cellular Automata
To simplify, we let the continuous domain, Ω, of the E-CA be the unit
square. The cells remain in the infected and recovered states for Ti and
TR iterations, respectively. Thus, our state space for the E-CA is Σ =
{S, I1, I2, ..., ITI ,R1, R2, ..., RTR}. This dynamic is also referred to as an
SITIRTR model [21].
We initialize N cells in Ω such that N − 1 cells are in state S (S0 =
N − 1) and one cell is in state I1 (I0 = 1), where St = |{k : skt = S}| and
It = ∪TIj=1|{k : skt = Ij}| for each time t. We index the initially infected cell as
k = 1, and initialize its location in the center of the region Ω. The susceptible
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cells are randomly initialized following a uniform random distribution (i.e.
xk0 ∼ Uniform(Ω) for k = 2, 3, . . . , N).
Each cell3 moves by a uniform random walk inside Ω. If xkt = (x, y), then
xkt+1 = (x+ ∆r cos θ, y+ ∆r sin θ), where θ ∼ Uniform[0, 2pi) and ∆r  1 is
the constant radial spatial step. Reflective boundary conditions are enforced
along ∂Ω. That is, if a cell hits the boundary (or is about to move outside
of Ω), it is shifted a distance ∆r into Ω along the direction normal to the
boundary.
For our E-CA, we assume that the infectivity neighborhood of any in-
fected cell k is radially symmetric with radius ρ0. That is, N kt ={
y ∈ Ω : ||y − xkt ||2 ≤ ρ0
}
, the collection of all points of a distance less than
ρ0 away from cell k, is the area in which susceptible cells can become infected
by cell k.
Now consider any cell k such that skt = S. In order for cell k to become
infected, we require xkt to be in an infected neighborhood, regardless of the
iteration of infectivity. We define the S → I1 transition region as BS,I1t =⋃
{k:skt=Ij ,∃j}N kt . Recall that the S to I1 transition region is the region in
which a cell in state S can transition to state I1. The susceptible cell has
the potential to become infected when in at least one neighborhood of an
infected cell at any state of the infection (for j = 1, . . . , TI). In this simple E-
CA model, the number of infectivity neighborhoods in which cell k is located
does not affect the probability of cell k being infected. The susceptible cells
located inside BS,I1t become infected with probability 1− κ, where κ ∈ [0, 1]
is the contact tolerance. For simplification, we will assume that ρ0 and κ are
scalar constants4 and the transition rules between states are given below.
Definition 3. The following local transition rule f : X → Σ, such that
3 For simplicity, every cell in this model moves according to the same rules. However,
one could produce a model where each state moves differently. For example, the infected
cells could move at a much smaller spatial step than the susceptible or recovered cells.
4 Our E-CA is a toy example to demonstrate the efficacy of the GRR. For simplification,
ρ0 and κ are constants. In practice, ρ0 and κ should be random variables drawn from
specific probability distributions, such as the models found in [20].
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skt+1 = f(s
k
t ) are given as follows:
If skt = S : f(skt ) =

I1 : if xkt ∈ BS,I1t and κ > X,
where X ∼ Uniform[0, 1]
S : otherwise
(6)
If skt = Ij, ∃ j = 1, 2, ..., TI : f(stk) =
{
Ij+1 : if 1 ≤ j < TI
R : if j = TI
(7)
If skt = Rm, ∃m = 1, 2, ..., TR : f(skt ) =
{
Rm+1 : if 1 ≤ m < TR
S : if m = TR
. (8)
Figure 1 illustrates the off-lattice CA simulation as outlined above using
N = 10000 cells, where the susceptible, infected, and recovered cells are col-
ored as black, red, and green, respectively. We implemented each iteration
by first determining the region of infectivity from a constant infectivity ra-
dius of ρ0 = 0.04. We then updated the cell states according to the above
transition rules (6)–(8) with contact tolerance κ = 0.95. This “high” con-
tact tolerance relates to a “low” probability of a susceptible cell becoming
infected. Moreover, the time spent in the infective state and the time spent
in the recovered state are TI = TR = 30. Finally, we update the cell location
by performing unbiased random walks with ∆r = 0.001.
3.3 Globally Homogeneous GRR
To reduce the number of equations, we can assume a Markovian (time-
independent) process. We simplify the number of states by defining I =⋃TI
i=1 Ii as the infected state, which is independent of the amount of time
spent in the infected state. Similarly, we define R = ⋃TRi=1Ri, the total num-
ber of recovered cells, regardless of the amount of time spent in the recovered
state. We are primarily interested in calculating the expected total number of
infected and recovered cells at each particular iteration t, not the particular
stage of the infection or recovery.
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(a) t = 10 (b) t = 20
(c) t = 30 (d) t = 40
Figure 1: Simulation of 10000 cells at various time steps with a single cell
infected initially, which is located at (0.5,0.5). The states are denoted as 
Susceptible,  Infected,  Recovered. The simulation parameters are defined
as: contact tolerance - κ = 0.95, infectivity radius - ρ0 = 0.04, infection time
- TI = 30, recovered time - TR = 30, and spatial step - ∆r = 0.001. As time
increases, the epidemic spreads as a wave throughout the domain. The inset
on (a) shows the radially symmetric neighborhoods of a few infected cells.
Adapting equation (5) to our E-CA model, we have the system
St+1 =
∑
{k:skt=S}
W (S → S) +
∑
{k:skt=R}
W (R → S) (9)
It+1 =
∑
{k:skt=S}
P
(
xkt ∈ BS,It
)
W (S → I) +
∑
{k:skt=I}
W (I → I) (10)
Rt+1 =
∑
{k:skt=I}
W (I → R) +
∑
{k:skt=R}
W (R → R) (11)
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The total number of cells is constant, so St = N − (It +Rt). This allows the
reduction of the above system to just two equations, namely (10) and (11).
We will now determine the expressions for the probabilities.
We further simply the derivation by ignoring the effect of the boundary
on the infectivity neighborhood, which allows the assumption that the area
of the region N kt is independent of k and t. Let µ(N ) denote the area of any
neighborhood N kt . Since our simulation is 2-dimensional, we then make the
approximation5 that µ(N ) := µ(N kt ) = piρ20 for all k and t. It follows that
the probability that the kth cell is located in the neighborhood of the jth
cell is
P(xkt ∈ N jt ) =
µ(N )
µ(Ω)
, ∀j, (12)
the ratio of the area of the infectivity neighborhood and the area of the
region.
For any susceptible cell k to transition to state I, it is sufficient that
xkt ∈ BS,It . If we assume that the transition probability W (S → I) does not
depend on the number of infectivity neighborhoods and that the infectivity
neighborhoods are uniformly distributed within Ω, then by the multiplication
rule of independent events,
P(xkt /∈ BS,It ) =
(
1− µ(N )
µ(Ω)
)It
. (13)
It follows that the probability of xkt being located in an S → I transition
neighborhood is then
P(xkt ∈ BS,It ) = 1−
(
1− µ(N )
µ(Ω)
)It
. (14)
Since W (S → I) depends on cell k being located in at least one infectivity
neighborhood, and does not change if cell k is located in more than one
infectivity neighborhood, it follows that W (S → I) = 1−κ, where κ ∈ [0, 1]
is the contact rate.
5 Cell neighborhoods near the boundary will have smaller area, since, by definition, the
neighborhood is contained in Ω. However, we assume that since the initially infected cell
is located in the center of the region, there are sufficiently many infected cells away from
the boundary to make this simplification reasonable.
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Then, for any k such that skt = S, by inserting (14) into (10) we have:
P(skt+1 = I) = P(xkt ∈ BS,It )W (S → I)
=
{
1−
(
1− µ(N )
µ(Ω)
)It}
(1− κ). (15)
Moreover, by assuming the cumulative time spent in infected states is uni-
formly distributed, we have for any cell k such that skt = I:
W (I → R) = 1/TI , (16)
W (I → I) = 1− 1/TI , (17)
where TI is the time spent in the infective state. This assumption is valid
for a large number of cells and for a sufficiently large number of iterations.
Inserting equations (15), (16), and (17) into (10), we have
It+1 = (N − It −Rt)
{
1−
(
1− µ(N )
µ(Ω)
)It}
(1− κ) +
{
1− 1
TI
}
It. (18)
That is, the expected number of infected cells at t+1 is the sum of two terms.
The first term is the product of the expected number of susceptible cells at
time t multiplied by the probability a susceptible cell transitions to state
I. The second term is the expected number of infected cells at t times the
probability that an infected cell remains in state I. Similarly, by assuming
the time in recovered states is uniformly distributed, we have for any cell k
such that skt = R, the probability of staying in state R is
W (R → R) = 1− 1/TR. (19)
Then, inserting (16) and (19) into (11) we have
Rt+1 =
1
TI
It +
(
1− 1
TR
)
Rt, (20)
the expected number of recovered cells at iteration t + 1 is the sum of two
terms. The first term is the expected number of infected cells at time t times
the probability an infected cell transitions to state R. The second term is
the expected number of recovered cells at t times the probability a recovered
cell remains in state R.
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Since TI and TR will be explicitly defined, we can easily find a q ∈ R such
that TR = qTI . We then have the following E-CA GRR:
It+1 = (N − It −Rt)
{
1−
(
1− µ(N )
µ(Ω)
)It}
(1− κ)
+
(
1− 1
TI
)
It := H(It, Rt),
(21)
Rt+1 =
1
TI
It +
(
1− 1
qTI
)
Rt := G(It, Rt). (22)
Since St = N − (It +Rt), we have recurrence formulas for the expected cell
densities in each state at each iteration. With our GRR, we now have a
general framework to further analyze the behavior of the system. Note that
we identify (21)-(22) as Globally Homogeneous since we have assumed the
infectivity neighborhoods are uniformly distributed in the domain with the
same constant area.
3.4 Fixed Point Analysis for Globally Homogeneous
GRR
We can now calculate the stability of the fixed points of the Globally Ho-
mogeneous GRR by finding all solutions to the system that simultaneously
solve It+1 − It = 0 and Rt+1 −Rt = 0. That is, we need to find all solutions
to the system[
(N − It −Rt)
{
1− (1− µ(N ))It
}
(1− κ)− 1
TI
It
1
TI
It − 1qTIRt
]
=
[
0
0
]
. (23)
We have two fixed points. One is the trivial fixed point, (I, R) = (0, 0). The
other is the point along the line R = qI that solves the fixed point problem
(N − (1 + q)I)
{
1− (1− µ(N ))I
}
(1− κ)− 1
TI
I = I. (24)
This second fixed point has to be computed numerically.
We will analyze the fixed point (0, 0) using 2-dimensional perturbation
theory where details can be found in [11, 19]. Evaluating the Jacobian matrix
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of the E-CA GRR at (0, 0) gives us
J
∣∣∣
(I,R)=(0,0)
=
[
−N(1− κ) ln
(
µ(N )
)
− 1
TI
0
1
TI
1− 1
qTI
]
. (25)
The eigenvalues are λ1 = 1 − 1qTI and λ2 = −N(1 − κ) ln(1 − µ(N )) − 1TI .
Clearly, since qTI = TR > 0 we know |λ1| < 1. Now, suppose λ2 < 1. It
follows that α > 1 − exp
(
1+1/TI
N(1−κ)
)
. That is, µ(N )
µ(Ω)
> 1 − exp
(
1+1/TI
N(1−κ)
)
. We
know µ(N ) µ(Ω) and it is reasonable to assume that N is sufficiently large
such that N(1− κ) > 2. This contradicts the inequality. It must follow that
λ2 > 1. Thus, we have that (0, 0) is a saddle point that is only stable along
the nullcline I = 0.
Since we do not have an explicit solution of the second fixed point, we
cannot perform the same computation as we did for (0, 0). However, since the
domain, H, and all the derivatives of H are bounded and since I is repelled
by (0, 0), we can infer that the second fixed point is stable.
3.5 Locally Homogeneous Global Recurrence Rule
When deriving the Globally Homogeneous E-CA GRR, (21) and (22), we
assumed that infectivity neighborhoods were uniformly distributed through-
out Ω. For this test case, we initialize one infected cell, s10 = I, such that
it is initially located in the center of the region x10 = (0.5, 0.5). However,
from observation of simulations, such as in Figure 1 (or intuition), we know
there is a wave of infectivity propagating from this initial infected cell. The
susceptible cells that cell 1 infects must be located in its neighborhood N 1.
Future infected cells will be located in those neighborhoods. So rather than
generalize a uniform distribution of infected cells, we should modify the GRR
to account for the infection wave front.
We then need to create a sequence of regions
{
B˜S,I0 , B˜
S,I
1 , ...
}
, where
B˜S,I0 = N 1 and B˜S,It is the smallest connected region containing the infection
front at time t. For notation, we will use tildes above variables to denote
variables and functions specifically defined for the Locally Homogeneous case.
Definition 4. B˜S,It = inf
A
A ⊂ Ω : A is connected and ⋃
{k:skt=I}
N kt ⊂ A
.
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Suppose cell k is such that skt = S at iteration t. We have the follow-
ing conditional probability that a cell is located in the S → I transition
neighborhood, BS,It , given that the cell is within the infection front, B˜
S,I
t :
P
(
xkt ∈ BS,It
∣∣∣xkt ∈ B˜S,It ) = 1−
1− µ(N )
µ
(
B˜S,It
)
It . (26)
In general, for regions N and B˜S,It , the probability is given as P
(
xkt ∈ B˜S,It
)
=
µ(B˜S,It )
µ(Ω)
.
Using Bayes’ Theorem [33], we have that the Locally Homogeneous prob-
ability of a cell being in the S → I transition neighborhood as
P
(
xkt ∈ BS,It
)
= P
(
xkt ∈ BS,It
∣∣∣xkt ∈ B˜S,It )P(xkt ∈ B˜S,It ) ,
=
1−
1− µ(N )
µ
(
B˜S,It
)
It µ
(
B˜S,It
)
µ(Ω)
.
(27)
Inserting (27) into (15), our Locally Homogeneous E-CA GRR is
I˜t+1 =
(
N − I˜t − R˜t
)1−
1− µ(N )
µ
(
B˜S,It
)
It µ
(
B˜S,It
)
µ(Ω)
(1− κ)
+
(
1− 1
TI
)
I˜t =: H˜(I˜t, R˜t),
R˜t+1 =
1
TI
I˜t +
(
1− 1
qTI
)
R˜t =: G˜(I˜t, R˜t).
(28)
Recall, the tilde denotes values associated with the Locally Homogeneous
GRR.
We derived this GRR by focusing on early dynamics. But how does
the non-uniform assumption of the infection front affect the stability using
the Locally Homogeneous GRR compared with the Globally Homogeneous
GRR?
Theorem 1. If B˜S,It → Ω as t→ +∞ and α is a fixed point of H, then α is
a fixed point of H˜. Moreover, α has the same stability conditions for H and
H˜.
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Proof. Suppose that limt→+∞ It = α and suppose that limt→+∞ I˜t exists.
Then, since µ
(
B˜S,It
)
→ µ(Ω) as t→ +∞, we have that
lim
t→+∞
1− µ(N )
µ
(
B˜S,It
)
I˜t = lim
t→+∞
(
1− µ(N )
µ(Ω)
)I˜t
.
Plugging into the equation (21) for H and taking the limit,
lim
t→+∞ H˜(I˜t) = limt→+∞
[
(N − I˜t)
(
1− µ(N )
µ(Ω)
)I˜t
(1− κ) +
(
1− 1
qTI
)
I˜t
]
= lim
t→+∞H(I˜t) = α.
Moreover, we have the following partial derivatives: Since µ(B˜tS,I)→ µ(Ω),
for fixed α, it is clear that ∂H˜
∂I˜
∣∣∣
α
→ ∂H
∂I
∣∣∣
α
, ∂H˜
∂R˜
∣∣∣
α
→ ∂H
∂R
∣∣∣
α
, ∂G˜
∂I˜
∣∣∣
α
→ ∂G
∂I
∣∣∣
α
, and
∂G˜
∂R˜
∣∣∣
α
→ ∂G
∂R
∣∣∣
α
. Since the stability condition depends on the Jacobian, and the
Jacobian of the Locally Homogeneous region approaches the Jacobian of the
Globally Homogeneous region as t→ +∞, the long term stability conditions
must be the same.
From Theorem 1 we know that (H˜, G˜) has the same fixed points as found
in Section 3.4 with the same stability conditions. We thus reduced the prob-
lem to capturing an explicit formula for µ
(
B˜S,It
)
. Before, we made the
simplifying assumption that the infected cells were distributed uniformly
throughout the region, so we did not need to incorporate any spatial char-
acteristics into the Globally Homogeneous GRR. Now, we need to capture
the infection front dynamics in order to explicitly calculate the area of the
infectivity region, µ
(
B˜S,It
)
, in the Locally Homogeneous case.
For our formula, we will assume that newly infected cells are expected to
be in the region B˜S,It \ B˜S,It−1 and are moving a fixed distance ∆r. Further, we
assume the expected location of the newly infected cells will lie on the circle
that is the radial center of mass of B˜S,It \ B˜S,It−1, a distance r from the initially
infected cell location as shown in Figure 2. The radius of the infectivity front
region B˜S,It at time t is denoted as ζt. We then have the following expected
radius of B˜S,It+1,
ζt+1 = ρ0 +
√
(ζt + δout(∆r))2 + (ζt−1 − δin(∆r))2
2
, (29)
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Figure 2: Diagram demonstrating how the Locally Homogeneous B˜S,It+1 region
depends on B˜S,It and B˜
S,I
t−1 regions. The initially infected cell at t = 0 is
located in the center of the B˜S,It regions, which expand outwards with radii
ζt. We assume newly infected cells lie on the radial center of mass of the
region B˜S,It \ B˜S,It−1, denoted with the dashed line, which is a distance r from
the initially infected cell.
where δin and δout are functions of the expected distance an infected cell
travels towards the center of B˜S,It and out of the region B˜
S,I
t , respectively.
For our simulations and derivation, we assume δout = ∆r and δin = ∆r. Even
though the simulation is a Markov process, our analytical solution, which
calculates the area µ
(
B˜S,It+1
)
using ζt+1 is not, since it relies on information
at iterations t and t− 1. Clearly, the simulation is a Markovian process but
the GRR does not have to be for this analysis. In fact, it can belong to a
larger class of processes than the underlying CA or AB model.
By the following theorem, we know that equation (29) satisfies the premise
of Theorem 1.
Theorem 2. If ρ0 > 0 and ∀j such that µ
(
B˜S,Ij
)
6= µ(Ω) there exists a cell
k with skj = S such that xkj /∈ B˜S,Ij , then ∃tˆ ∈ N such that µ
(
B˜S,It
)
= µ(Ω)
for all t > tˆ with radius ζt as defined in (29).
The above theorem essentially states that if the infection does not “die
out,” then the S → I transition neighborhood, B˜S,Ij , eventually covers the
entire region of interest Ω. The proof is clear, since Ω is bounded. As we will
see in Section 4, we are able to approximate early behavior more accurately
with the Locally Homogeneous GRR, while still being able to evaluate and
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Figure 3: Infectivity neighborhood depends on the number n of newly in-
fected cells. The radial center of mass of the region B˜S,It \ B˜S,It−1 (dashed
line) is a distance r from the initially infected cell. Newly infected cells are
distributed uniformly along the radial center of mass and the new infection
front radius ζt+1 will depend on the total area of the infectivity neighborhoods
outside B˜S,It .
determine the stability of fixed points with the simpler equations of the
Globally Homogeneous GRR.
3.6 Extensions To More Complex Neighborhoods
As long as the infection front in the E-CA approaches ∂Ω and B˜S,It → ∂Ω,
Theorem 1 holds. One could derive a formula for B˜S,It that more closely
approximates the initial phases of the infection spread. Rather than assume
that the new infection front extends approximately ∆r from the mean center
of mass as in Figure 2, we can assume that the infectivity radius expansion
depends on the number of newly infected cells in B˜S,It \ B˜S,It−1, as shown in
Figure 3.
Further details regarding the calculation and derivation for this case of
B˜S,It can be found in Appendix B. In this example, we illustrate that, by
relaxing assumptions, one can derive other expressions calculating the area
of the infectivity front radius ζt that may decrease the error of the Locally
Homogeneous GRR during the early stages of the epidemic. Moreover, we
know that as long as the new formulation of ζt maintains the suppositions of
Theorem 1, the long term dynamics will be captured.
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4 Numerical Results
Results for the epidemiological model with N = 10000 initialized cells are
shown in Figure 4. Note that each simulation curve on the plot is the average
of 1000 E-CA simulations whereas the curves based on the Globally and
Locally Homogeneous GRRs are from solving (22) and (28), respectively. In
the Figure, we observe agreement of long term behavior of the simulations
with both the Globally and Locally Homogeneous GRRs. For example, in
Figure 4c, the left hand graph corresponds to the case where ρ0 = 0.02. The
average of the E-CA simulations for the fixed points or long term behavior
is 3877.1 infected cells and 5790.9 recovered cells. Upon calculation, the
relative error between the simulated fixed points and the GRR fixed points
are O (10−4). Further, the early time dynamics of the infected and recovered
populations with the GRR estimates have similar behavior to that of the
E-CA simulations.
However, the early infection dynamics of the GRRs do not exactly match
the simulations for all cases. In Figure 4(a)-(b), for a contact tolerance
κ = 0.6 and κ = 0.8 (characterizing how easily a cell becomes infected),
we observe that as the infectivity radius increases, the GRRs are able to
more accurately capture the early time dynamics of the E-CA simulations.
For an infectivity neighborhood of radius ρ0 = 0.02, it is likely that there
is not a sufficient number of cells in the region to accurately capture the
early time dynamics of infectivity. We do observe that the Locally Homo-
geneous GRR provides a better approximation to the E-CA simulations in
comparison to the Globally Homogeneous GRR. Similar trends are observed
in Figure 4(c)-(d) where the recovery time TR is increased. To explicitly
define how much “better” the Locally Homogeneous GRR is relative to the
Globally Homogeneous GRR at capturing the E-CA dynamics for a particu-
lar parameter set, we need to develop a metric. We have a sequence of points,
(1, U1), (2, U2), ..., (M,UM), from the simulation, where Ut, as previously de-
fined, is the number of cells in state U at iteration t for t = 1, . . . ,M . By
linear spline interpolation of these points we will construct a function g(t).
We also have a sequence of points, (1, Uˆ1), (2, Uˆ2), . . . , (M, UˆM), from the
GRR . Given the fact that some of the error is due to translation and that
the number of cells is much larger than the number of iterations, we need to
normalize the data. We scale the t-values so that ti ← ti/M and tˆi ← tˆi/M .
Additionally, we let γ = max{U1, U2, ..., UM} and scale the U -values so that
Ui ← Ui/γ and Uˆi ← Uˆi/γ. Our error metric ν in Equation (30) is a nor-
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(a) N = 10000, κ = 0.6, TI = TR = 30
(b) N = 10000, κ = 0.8, TI = TR = 30
(c) N = 10000, κ = 0.6, TI = 30, TR = 45
(d) N = 10000, κ = 0.8, TI = 30, TR = 45
Figure 4: Comparing the average value of 1000 E-CA simulations with re-
sults from the Globally and Locally Homogeneous Global Recurrence Rules
calculated from (22) and (28), respectively. The time to remain infected is
set to TI = 30, while the recovery time is TR = 30 in (a)-(b) and TR = 45
in (c)-(d). Each plot corresponds to a different infectivity radii parameter ρ0
with contact tolerance κ = 0.6 in (a), (c) and κ = 0.8 in (b), (d).
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malized least square, evaluating the average distance of each scaled GRR
estimation to the scaled E-CA simulated curve. Details of the derivation for
the error metric can be found in Appendix A.
Table 1: Error between GRR and 1000 E-CA simulations using metric ν from
Equation (30) for infectivity radii ρ0, contact tolerances κ, time in infected
state TI , and time in recovered state TR.
(a) Error for number of infected cells.
N = 10000
TI = TR = 30 TI = 30, TR = 45
κ = 0.6 κ = 0.8 κ = 0.6 κ = 0.8
Global Local Global Local Global Local Global Local
ρ0 = 0.02 0.036606 0.009573 0.052660 0.020494 0.035438 0.010552 0.059061 0.021560
ρ0 = 0.04 0.008092 0.001398 0.007514 0.001237 0.008595 0.001687 0.008653 0.001444
ρ0 = 0.08 0.004019 0.000652 0.003252 0.000360 0.004686 0.000692 0.003657 0.000391
ρ0 = 0.16 0.002030 0.000798 0.001589 0.000545 0.002352 0.000859 0.001827 0.000608
(b) Error for number of recovered cells.
N = 10000
TI = TR = 30 TI = 30, TR = 45
κ = 0.6 κ = 0.8 κ = 0.6 κ = 0.8
Global Local Global Local Global Local Global Local
ρ0 = 0.02 0.022055 0.009537 0.027853 0.015889 0.028273 0.012485 0.036781 0.021142
ρ0 = 0.04 0.008436 0.000831 0.008046 0.000817 0.010412 0.000895 0.010120 0.000937
ρ0 = 0.08 0.003581 0.000126 0.003084 0.000104 0.004247 0.000138 0.003694 0.000103
ρ0 = 0.16 0.001247 0.000176 0.001117 0.000154 0.001350 0.000189 0.001260 0.000184
We see from Figure 4, as well as Table 1a and Table 1b, that the Locally
Homogeneous GRR approaches the E-CA with less error than the Global
GRR. Despite the scaling and translation differences, the general behavioral
trends of the Global GRR and Locally Homogeneous GRR emulate the E-CA
cell state densities.
The surface plot in Figure 5 shows the mean error between the Locally
Homogeneous GRR and the E-CA simulations with respect to the number
of infected individuals. The horizontal axis represents the expected number
of susceptible cells in the initial infected cell’s neighborhood and the vertical
axis represents the contact tolerance κ for the mean error calculated from
(30) using 150 iterations of data. We fixed the number of cells, N , and
varied the infectivity radius, ρ0 to generate the error surface plot in Figure 5,
however one can generate similar error surface plots by fixing N and varying
ρ0.
Regardless of the contact tolerance κ, the GRR approaches the mean
simulation’s fixed point with only two expected susceptible cells in the initial
infected cell’s neighborhood — the lower left subplot does approach the
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Figure 5: The surface plot in the center displays the error between the Locally
Homogeneous GRR and the E-CA simulations with respect to the number
of infected cells as a function of the contact tolerance and the expected
number of susceptible cells located in the initial infected cell’s neighborhood
at t = 0. The 6 outside plots show the Locally Homogeneous GRR infected
population solution (blue) and the simulated solution (black) with a bound
of ± one standard deviation (yellow).
fixed point when the simulation runs for more iterations. However, the early
infection front is better captured as the density of cells in the initial infectiv-
ity radius increases, as shown in the dark blue bands in the surface plot in
Figure 5. In the yellow and orange bands of the surface plot (approximately
fewer than 4 susceptible cells in the initial infectivity radius), we find that
in some simulations the infected cells transition to recovered before any sus-
ceptible cells become infected, reaching a point early in the epidemic where
there are no infected cells. These cases, in which the epidemic “dies out,”
skews the expected number of infected, leading to higher error. The number
of iterations required to match depends inversely on the expected number of
susceptible cells in the initial infectivity radius. For very low density simu-
lations, where fewer than 2 susceptible cells are expected to be in the initial
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infectivity radius, the epidemic has a greater chance of “dying out,” which
makes our current analysis unreliable.
5 Discussion & Conclusions
In this paper we have introduced a Global Recurrence Rule (GRR) for es-
timating the state densities for each iteration of a Markovian off-lattice CA
or AB model. We demonstrated its utility with a three state epidemiological
Cellular Automata (E-CA) model. Using the GRR, we were able to perform
stability analysis on the E-CA, as well as determine bounds for the efficacy of
the GRR in early stages of the epidemic. We note that other analytical tech-
niques, besides stability analysis, can be explored with the GRR, including
parameter sensitivity analysis and parameter estimation. Performing these
calculations directly with a CA or AB model would prove to be very compu-
tationally expensive. But, with the computational efficiency of the GRR, one
could take existing epidemic data and find the E-CA parameters that best-fit
the data. It is well known that the ease of quick and simple calibration of an
AB or CA model is critical [29], and this methodology provides a framework
to easily handle parameter sweeps.
We identified two classes of E-CA GRR: a Globally Homogeneous GRR,
which assumes that the infected cells are uniformly distributed throughout
the domain, and a Locally Homogeneous GRR, which assumes that there is
an infectivity front expanding outward from the initially infected cell. Al-
though an AB or CA model is a Markovian process, we found that the GRR
can belong to a larger class of processes–which is the case with the Locally
Homogeneous GRR. With relaxed assumptions, the Locally Homogeneous
GRR performs better than the Globally Homogeneous GRR with respect to
early epidemic prediction. However, we demonstrated and proved that the
much simplified Globally Homogeneous GRR can predict long-term behavior
just as well as the Locally Homogeneous GRR.
Further, we demonstrated that the GRR is a generalized model, but is
not unique in its application — certain choices must be made. The gener-
alized GRR definition lends itself to be used as a framework when adapting
similar models. For example, if the E-CA were three-dimensional or if the
neighborhoods were a different geometry, then we could use our previously
derived GRR equations 21, 22, and 28 while only simply having to derive
new expressions for µ(N ) and ζt. Further, we assumed a constant number of
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cells, N , but we could derive a GRR to calculate St, It, and Rt that incorpo-
rates a dynamically varying number of agents in much the same way as we
did in Section 3. The analysis would be similar, only in three-dimensional
phase space instead of two-dimensional.
Previous analytical techniques, such as mean-field game theory, assume
the density of agents approaches infinity in order to calculate end behavior
[17]. Other approaches take continuum limits to approximate the dynamics
of AB or CA cellular distributions as a system of PDEs [7, 12, 25]; which often
corresponds to reducing the scales to infinitesimal time or spatial steps. In
contrast, the GRR analysis allows for and takes into account a finite number
of agents in a discrete spatial and temporal domain, which in some cases
might more closely reflect the outcome of interest for a particular application.
Our explicit GRR formulation for the E-CA model ultimately fails when
the density of the infected population is zero. In general, the expansion of
the wave of infectivity is caused by the infection spread, rather than the
cell movement. However, when cell density is low, the early infectivity front
growth relies on cell movement. For the infection to not “die out” in these
cases, we require an increase in the ratio of the movement size to the neigh-
borhood area to increase the probability that a susceptible cell encounters
the infectivity region. In the future, we will develop continuum approxima-
tions of state changes in order to determine the probability that an infection
will “die out.” These will establish density and parameter bounds for when
the E-CA GRR formulation is reliable. Early predictions of disease dynam-
ics are necessary [27, 30], and the proposed framework can be extended to
determine accuracy of these estimates for given parameter regimes.
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A Derivation of Metric
Suppose we create a linear spline interpolant f(t) from a sequence of points
(t1, S1), (t2, S2), ..., (tN , SM). Suppose we also have another sequence of points
(tˆ1, Sˆ1), (tˆ2, Sˆ2), ..., (tˆM , SˆM). Our error metric is a normalized least square,
ν =
1
M
M∑
k=1
inf
t
√
(tˆk − t)2 + (Sˆk − f(t))2, (30)
where our spline interpolation [32] is f(t) = Sk+1−Sk
tk+1−tk (t− tk) +Sk, for tk ≤ t ≤
tk+1.
Consider a point (tˆ, Sˆ). We want to find
d(xˆ, f) = inft
√
(tˆ− t)2 + (Sˆ − f(t))2. The line that intersects points (tk, Sk)
and (tk+1, Sk+1) is given by
`k := S =
Sk+1 − Sk
tk+1 − tk (t− tk) + Sk. (31)
To find X such that d(xˆ, `k) is minimized we find the line ˆ` that intersects xˆ
and `k. This line is given by
ˆ` := S = − tk+1 − tk
Sk+1 − Sk (t− tˆ) + Sˆ. (32)
Setting (31) and (32) equal and solving for t we find that
X =
(tk+1 − tk)(Sk+1 − Sk)
(tk+1 − tk)2 + (Sk+1 − Sk)2
(
tk+1 − tk
Sk+1 − Sk tˆ+
Sk+1 − Sk
tk+1 − tk tk + Sˆ − Sk
)
.
(33)
It follows that Y = `k(X). We then calculate
dk =

√
(tˆ− tk)2 + (Sˆ − Sk)2 : if X < tk√
(tˆ− tk+1)2 + (Sˆ − Sk+1)2 : if Sk+1 < X√
(X − Sk)2 + (Y − Sk+1)2 : otherwise
. (34)
We then have that d(xˆ, f) = inft
√
(tˆ− t)2 + (Sˆ − f(t))2
= min{d1, d2, ..., dN−1}. It follows that we calculate the Error by
ν =
∑M
k=1 d (xˆk, f).
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B Sparse µ
(
B˜S,It
)
Formula
Let us assume, as we did when deriving the Locally Homogeneous region, that
the infected cells are on the radial center of mass of the region B˜S,It \ B˜S,It−1,
as shown in Figure 3. We will assume that there are n newly infected cells
that are uniformly distributed on the radial center of mass, a distance of r
from the initially infected cell.
B.1 Deriving ζk+1
We want to find the total area µ (
⋃n
i=1 Ai), where n is the expected number
of infected cells in the region B˜S,It \ B˜S,It−1 and Ai is the region, illustrated in
Figure 3, of the ith infected cell. For our expository purposes, we will assume
the simplified derivation, n = It − It−1.
By the Inclusion-Exclusion principle [34] we find that µ (
⋃n
i=1 Ai) =∑n
i=1 µ(Ai) −
∑n
i=1 µ (Ai ∩ Ai+1) , where An+1 = A1. Note that µ(Ai) =
µ(Aj) and that µ(Ai ∩Ai+1) = µ(Aj ∩Aj+1) for all i, j = 1, 2, ..., n. We then
have that
µ
(
n⋃
i=1
Ai
)
= n
(
µ(A)− µ(A1 ∩ A2)
)
. (35)
First we will find µ(A), the region shown in Figure 6a.
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(a) (b)
Figure 6: Newly infected cells (black circles) lie on the radial center of mass
of the region B˜S,It \ B˜S,It−1, a distance r from the initially infected cell. Left:
Solving for µ(A) as part of calculating how large the infection front becomes.
The infectivity radius of the cell intersects the edge of region B˜S,It at 2 points
creating an angle θ from the center of the region and an angle Φ from the
cell. Right: Solving for µ(A1) ∩ µ(A2). The infected cells are a distance β
apart and form an angle θ from the center of the region B˜S,It .
We already know r and ζt. By our assumption, θ = 2pi/n, we will find y
by finding the intersection of C1 and C2 defined by
C1 : x
2 + (y − r)2 = ρ20,
C2 : x
2 + y2 = ζ2t .
It follows that y =
ζ2t−ρ20+r2
2r
. We can then find α =
√
ζ2t − y2 and Φ =
2 arcsin
(
α
ρ0
)
.
From Figure 7 we know that µ(A) = µ(R2) − µ(R4). It is clear that
µ(R2) = µ(R1 ∪R2)−µ(R1) = Φ2 ρ20−α
√
ρ20 − α2 and µ(R4) = µ(R3 ∪R4)−
µ(R3) =
θ
2
ζ2t − αy.
Figure 7: We solve for region A by subtracting µ(R4) from µ(R2). We
decompose solving for µ(A) in Figure 6a by solving for the outer sector (left)
and the inner sector (right).
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We then have that
µ(A) =
1
2
(
Φρ20 − θζ2t
)− α(√ρ20 − α2 − y) . (36)
Now we will find µ(A1) ∩ µ(A2). From Figure 6b we know θ, r, and ζt.
We want to find the x-coordinate of the intersection of C1 and C2 defined as:
C1 : (x+ h)
2 + (y − k)2 = ρ20,
C2 : x
2 + y2 = ζ2t
with h = β/2 and k =
√
r2 − (β/2)2. The intersection is the larger solution
xˆ of the quadratic 4 (h2 + k2) xˆ2 + 4h (2k2 + η) xˆ+
(
η2− 4k2 (ρ20 − h2)
)
= 0,
where η = h2 − k2 + ζ2k − ρ20.
We then have that
µ(A1 ∩ A2) = 2
∫ xˆ
0
(
k +
√
ρ20 − (x+ h)2 −
√
ζ2t − x2
)
dx,
if xˆ > 0. After integrating, if xˆ > 0 we have
µ(A1 ∩A2) = (h+ xˆ)
√
ρ20 − (h+ xˆ)2 + ρ20 arctan
(
h+ xˆ√
ρ20 − (h+ xˆ)2
)
− ζ2t arctan
(
xˆ√
ζ2t − xˆ2
)
− xˆ
√
ζ2t − xˆ2 + 2kxˆ
−
[
h
√
ρ20 − h2 + ρ0 arctan
(
h√
ρ20 − h2
)] (37)
After inserting equations (36) and (37) into equation (35), we have a
computable formula for µ(∪nk=1Ak). Our new wavefront radius is:
ζt+1 =
√
piζ2t + µ(∪ni=1Ai)
pi
. (38)
The above formulation works well for low density E-CA simulations,
where cells in state R do not return to state S (TR is longer than the time
of the simulation). However, if recovered cells can become susceptible then
we must reformulate our calculation of the expected value of n.
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