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Abstract
Additive Jordan derivations of certain reflexive algebras are investigated. In particular, additive Jordan
derivations of nest algebras on Banach spaces are shown to be additive derivations.
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1. Introduction
Let A be an algebra and M be an A-bimodule. An additive (linear) mapping δ from A into
M is called an additive (linear) derivation if δ(AB) = δ(A)B + Aδ(B) for all A,B ∈A and an
additive (linear) Jordan derivation if δ(A2) = δ(A)A+Aδ(A) for each A ∈A. Clearly, an addi-
tive (linear) derivation is an additive (linear) Jordan derivation. The converse problem of whether
an additive (linear) Jordan derivation is an additive (linear) derivation has received many math-
ematicians’ attention for many years. See [4] and references therein. From the classical result
of Bres˘ar [2], we know that each additive Jordan derivation of semiprime algebras is an ad-
ditive derivation. The situation where algebras are semiprime is more involved, but also well
understood [3,5,7], and so the problem is now interesting for non-semiprime algebras. Recently,
Zhang in [8] proved that linear Jordan derivations of nest algebras on Hilbert spaces are deriva-
tions, and Benkovic in [1] showed that every linear Jordan derivation of upper triangular matrix
algebras is the sum of a linear derivation and a linear antiderivation.
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spaces. In particular, we shall show that each additive Jordan derivation of a nest algebra on
a Banach space is an additive derivation. The proof is idempotent-free. The idea we shall use
is to gather together the kernel and range of a special class of operators. Roughly speaking, we
shall prove that for some operators A, δ(A) maps the kernel of A into the range of A. This
makes it possible to identify the behavior of the additive Jordan derivation on some special set
of operators. We note that this kind of machinery is also effective in describing the structure of
derivation [6].
2. Preliminaries
Throughout, all algebras and vector spaces will be over F, where F is either the real field R or
the complex field C. Given a Banach space X with topological dual X∗, by B(X) we mean the
algebra of all bounded linear operators on X. The terms operator on X and subspace of X will
mean ‘bounded linear map of X into itself’ and ‘norm closed linear manifold of X’, respectively.
For A ∈ B(X), denote by A∗ the adjoint of A. For any non-empty subset L ⊆ X, L⊥ denotes
its annihilator, that is, L⊥ = {f ∈ X∗: f (x) = 0 for all x ∈ L}. A family L of subspaces of X is
a subspace lattice if it contains (0) and X, and is complete in the sense that it is closed under
the formation of arbitrary closed linear spans (denoted by ∨) and intersections (denoted by ∧).
A nest is a totally ordered subspace lattice.
Given a subspace lattice L on X, the associated subspace lattice algebra AlgL is the set of
operators on X leaving every subspace in L invariant, that is,
AlgL= {A ∈ B(X): Ax ∈ E for every x ∈ E and for every E ∈ L}.
Dually, if A is a subalgebra of B(X), by LatA we denote the lattice of subspaces of X that are
left invariant by each operator in A. An algebra A is reflexive if A= Alg LatA. Clearly, every
reflexive algebra is of the form AlgL for some subspace lattice L and vice versa. A subalgebra
of AlgL is called a standard subalgebra if it contains all finite rank operators in AlgL.
In this paper, we are mainly interested in a certain tractable class of reflexive algebras, namely
those which are rich in rank one operators. Let x ∈ X and f ∈ X∗ be non-zero. The rank one
operator x ⊗ f is defined by y 	→ f (y)x for y ∈ X. If L is a subspace lattice of X and E ∈ L,
we define
E− =
∨
{F ∈ L: F  E}, E = 0,
E+ =
∧
{F ∈ L: F  E}, E = X.
It is well known that x ⊗ f belongs to AlgL if and only if there exists an element E ∈ L
such that x ∈ E and f ∈ E⊥− (equivalently, x ∈ E+ and f ∈ E⊥). Here and subsequently,
E⊥− means (E−)⊥.
We close this section by stating some equalities concerning additive Jordan derivations. Let δ
be an additive derivation of an algebra A to an A-bimodule. Replacing A by A + B in δ(A2) =
δ(A)A + Aδ(A), we get
δ(AB + BA) = δ(A)B + Aδ(B) + δ(B)A + Bδ(A) (2.1)
for all A,B ∈A. Further, from 2ABA = A(AB +BA)+ (AB +BA)A− (A2B +BA2) we see
that δ also satisfies
δ(ABA) = δ(A)BA + Aδ(B)A + ABδ(A) (2.2)
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δ(ABC + CBA) = δ(A)BC + Aδ(B)C + ABδ(C)
+ δ(C)BA + Cδ(B)A + CBδ(A) (2.3)
for all A,B,C ∈A. In what follows, we shall frequently use these identities.
3. Results and proofs
Throughout this section, we shall assume that the underlying Banach space is of dimension
greater than one. In fact, if X is a Banach space of dimension one, then B(X) is commutative. So
in this case, every additive Jordan derivation of a subalgebra into B(X) is an additive derivation.
Theorem 3.1. Let L be a subspace lattice on a Banach space X and suppose that X− = X. Let
A be a standard subalgebra of AlgL. Let δ :A→ B(X) be an additive Jordan derivation. Then
δ is an additive derivation.
To prove this theorem, we need a key lemma.
Lemma 3.2. For all x ∈ X and f ∈ X⊥− , we have that δ(x ⊗ f )ker(f ) ⊆ Fx.
Proof. Let x in X and f in X⊥− be non-zero vectors.
Case 1: f (x) = λ = 0. Then by (2.1)
2δ(x ⊗ f ) = δ
(
(x ⊗ f )
(
1
λ
x ⊗ f
)
+
(
1
λ
x ⊗ f
)
(x ⊗ f )
)
= δ(x ⊗ f )
(
1
λ
x ⊗ f
)
+ δ
(
1
λ
x ⊗ f
)
(x ⊗ f )
+ (x ⊗ f )δ
(
1
λ
x ⊗ f
)
+
(
1
λ
x ⊗ f
)
δ(x ⊗ f ).
From this we see that δ(x ⊗ f )ker(f ) ⊆ Fx.
Case 2: f (x) = 0. Let y be in X such that f (y) = 1. Then x and y are linearly independent.
Case 2.1: The dimension of ker(f ) is one. (In this case, X is 2-dimensional.) Then
ker(f ) = Fx. From the equation
0 = δ((x ⊗ f )2)= δ(x ⊗ f )(x ⊗ f ) + (x ⊗ f )δ(x ⊗ f ),
we get that f (δ(x ⊗ f )ker(f )) = {0}. So δ(x ⊗ f )ker(f ) ⊆ ker(f ) = Fx.
Case 2.2: The dimension of ker(f ) is greater than one. Then we can take a vector x1 in ker(f )
such that x1 and x are linearly independent. Let y1 = y and y2 = x1 + y. Then y1, y2 and x are
linearly independent. Since f (y1) = f (y2) = f (x + y1) = f (x + y2) = 1, by Case 1, we have
that δ((x +yi)⊗f )ker(f ) ⊆ F(x +yi) and δ(yi ⊗f )ker(f ) ⊆ Fyi for each i = 1,2. Thus, with
z ∈ ker(f ) and i = 1,2,
δ(x ⊗ f )z = (δ((x + yi) ⊗ f )− δ(yi ⊗ f ))z = λi(z)(x + yi) − μi(z)yi,
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y1, y2, x are linearly independent, we have λ1(z) = μ1(z) = λ2(z) = μ2(z). It follows that
δ(x ⊗ f )z = λi(z)x ∈ Fx for each z ∈ ker(f ). Namely, δ(x ⊗ f )ker(f ) ⊆ Fx, completing the
proof. 
Proof of Theorem 3.1. For any non-zero vectors x ∈ X and f ∈ X⊥− , since δ(x ⊗ f )ker(f ) ⊆
Fx by Lemma 3.2, there is a continuous linear functional hx,f on ker(f ) such that, for each
z ∈ ker(f ),
δ(x ⊗ f )z = hx,f (z)x.
Let zf be in X such that f (zf ) = 1. Then X = Fzf ⊕ ker(f ). Let h˜x,f be the continuous
extension of hx,f to X. Then h˜x,f − h˜x,f (zf )f is also an extension of hx,f which vanishes
at zf . Still by hx,f we denote such a special extension.
Define an additive mapping Tf :X → X by Tf u = δ(u ⊗ f )zf for u ∈ X. Then for all λ ∈ F
and all z ∈ ker(f ), we have that
δ(x ⊗ f )(λzf + z) = λTf x + hx,f (z)x = λTf x + hx,f (λzf + z)x.
So for all x ∈ X and f ∈ X⊥− ,
δ(x ⊗ f ) = Tf x ⊗ f + x ⊗ hx,f . (3.1)
We claim below that hx,f depends only on f . To see this, fix a non-zero functional f in X⊥− ,
and let x1 and x2 be non-zero vectors in X. First suppose that x1 and x2 are linearly independent.
For all z ∈ ker(f ), by (3.1) we have that
Tf (x1 + x2) + hx1+x2,f (z)(x1 + x2) = δ
(
(x1 + x2) ⊗ f
)
(zf + z)
= (δ(x1 ⊗ f ) + δ(x2 ⊗ f ))(zf + z)
= Tf x1 + hx1,f (z)x1 + Tf x2 + hx2,f (z)x2,
from which we get(
hx1+x2,f (z) − hx1,f (z)
)
x1 =
(
hx2,f (z) − hx1+x2,f (z)
)
x2.
So hx1,f = hx1+x2,f = hx2,f . Now suppose that x1 and x2 are linearly dependent. Since we have
assumed that X is of dimension > 1, we can choose a vector u in X such that it is linearly
independent of x1 as well as of x2. By the preceding result, hx1,f = hu,f = hx2,f , establishing
the claim.
Therefore, for each f ∈ X⊥− there exists a unique functional hf in X∗ which vanishes at zf
such that
δ(x ⊗ f ) = Tf x ⊗ f + x ⊗ hf (3.2)
holds for all x ∈ X.
We now distinguish two cases according to the dimension of X⊥− .
Case 1: The dimension of X⊥− is greater than one.
We first claim, for any two non-zero functionals f1 and f2 in X⊥− , that the difference Tf1 −Tf2
is a scalar multiple of the identity operator I on X. Indeed, if f1 and f2 in X⊥− are linearly
independent, then ker(f1)  ker(f2) and ker(f2)  ker(f1). Accordingly, there exist two vectors
x1 and x2 such that fi(xj ) = δij . By (3.2), for all x ∈ X,
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= δ(x ⊗ (f1 + f2))= Tf1+f2x ⊗ (f1 + f2) + x ⊗ hf1+f2 .
Applying this equation to xi with i = 1,2, we get a scalar λi such that Tfi − Tf1+f2 = λiI . So
Tf1 − Tf2 = (λ1 − λ2)I . If f1 and f2 in X⊥− are linearly dependent, then there exists a functional
f ∈ X⊥− such that it is linearly independent of f1 as well as of f2. By the preceding result,
Tf1 − Tf and Tf2 − Tf both are scalar multiples of I . Hence, Tf1 − Tf2 is a scalar multiple of I ,
proving the claim.
Now fix a non-zero functional f0 ∈ X⊥− and set T = Tf0 . Let f be in X⊥− and suppose Tf =
Tf0 + λf I for some λf ∈ F. Then by (3.2),
δ(x ⊗ f ) = Tf x ⊗ f + x ⊗ hf
= (Tf0 + λf I)x ⊗ f + x ⊗ hf
= T x ⊗ f + x ⊗ (λf f + hf )
holds for x ∈ X. Let Sf = λf f +hf . Then S is an additive mapping from X⊥− into X∗; moreover,
δ(x ⊗ f ) = T x ⊗ f + x ⊗ Sf (3.3)
holds for all x ∈ X and f ∈ X⊥− .
Let A be in A. For all x ∈ X and a fixed f ∈ X⊥− , by (3.3)
δ(Ax ⊗ f + x ⊗ fA) = T Ax ⊗ f + Ax ⊗ Sf + T x ⊗ A∗f + x ⊗ SA∗f.
But this is also equal to
δ(Ax ⊗ f + x ⊗ fA) = δ(A)x ⊗ f + Aδ(x ⊗ f ) + δ(x ⊗ f )A + x ⊗ f δ(A)
= δ(A)x ⊗ f + A(T x ⊗ f + x ⊗ Sf )
+ (T x ⊗ f + x ⊗ Sf )A + x ⊗ f δ(A).
Comparing those two equations, we get that(
δ(A) − (T A − AT ))x ⊗ f = x ⊗ (SA∗f − A∗Sf − δ(A)∗f )
for all x ∈ X and f ∈ X⊥− . So there exists a scalar λ(A) such that (δ(A)− (T A−AT ))x = λ(A)x
for all x ∈ X. Namely, δ(A) = λ(A)I + T A − AT .
We now show that λ(A) = 0 for all A ∈A. Suppose first that A ∈A is not a scalar multiple
of I . Computing
δ
(
A2
)= λ(A2)I + T A2 − A2T
= λ(A2)I + (T A − AT )A + A(T A − AT )
= λ(A2)I + (δ(A) − λ(A)I)A + A(δ(A) − λ(A)I)
= λ(A2)I + δ(A2)− 2λ(A)A,
we get that λ(A)A = 12λ(A2)I . Since A is not a scalar multiple of I , it follows that λ(A) = 0.
Now suppose that A ∈A is a scalar multiple of I . Since we have assumed that X is of dimension
greater than one, there exists an operator B (of rank one) inA which is not a scalar multiple of I .
Thus λ(B) = λ(A + B) = 0. Note that the mapping λ(·) is additive. It follows that λ(A) = 0.
Consequently, δ(A) = T A − AT for all A ∈A. This obviously implies that δ is an additive
derivation.
J. Li, F. Lu / J. Math. Anal. Appl. 329 (2007) 102–111 107Case 2: The dimension of X⊥− is one.
Our approach is to define a new additive Jordan derivation which is the difference of δ and
a linear derivation. Then it is sufficient to show that this mapping is an additive derivation. For
clarity of exposition, we take some steps.
Step 1. Decompose A as the direct sum of certain subalgebras.
Let x0 be in X and f0 in X⊥− such that f0(x0) = 1. Set P2 = x0 ⊗ f0 and P1 = I − P2. Then
both P1 and P2 are idempotent and P1P2 = P2P1 = 0. We remark that each PiAPj is contained
in A though A does not always contain I . This is simply because of P2 ∈A. Also, we remark
that P2AP1 = {0} (that is, the idempotent P1 is invariant for A). To see this, we keep in mind
the present situation that the dimension of X⊥− is one. Thus for each A ∈A, A∗f0 = μ(A)f0 for
some μ(A) ∈ F, and hence P2AP1 = μ(A)P2P1 = 0. Now we have thatA= P1AP1 ⊕P2AP2 ⊕
P1AP2.
Step 2. Define a new additive Jordan derivation.
Since δ(P2) = δ(P 22 ) = P2δ(P2) + δ(P2)P2, it follows that P1δ(P2)P1 = P2δ(P2)P2 = 0. So
δ(P2) = P1δ(P2)P2 + P2δ(P2)P1. Let R = P2δ(P2)P1 − P1δ(P2)P2. Define a mapping from A
into B(X) by Δ(A) = δ(A) − (AR − RA) for A ∈A. Then Δ is an additive Jordan derivation
such that Δ(P2) = 0.
Step 3. Show that Δ(PiAPj ) = PiΔ(A)Pj for all A ∈A, 1 i  j  2.
Let A be in A. From Eq. (2.2) and the fact that Δ(P2) = 0, we get
Δ(P2AP2) = P2Δ(A)P2. (3.4)
Hence,
Δ(P1AP1) = Δ
(
A − (P2A + AP2) + P2AP2
)
= Δ(A) − (P2Δ(A) + Δ(A)P2)+ P2Δ(A)P2.
So we have
Δ(P1AP1) = P1Δ(A)P1. (3.5)
We show below that
Δ(P1AP2) = P1Δ(A)P2. (3.6)
First using the decomposition of A and Eqs. (3.4) and (3.5), we have
Δ(P1AP2) = Δ(A) −
(
Δ(P1AP1) + Δ(P2AP2)
)
= Δ(A) − (P1Δ(A)P1 + P2Δ(A)P2)
= P1Δ(A)P2 + P2Δ(A)P1.
To get (3.6), we must show that P2Δ(A)P1 = 0. To do this, we note that P1AP2 = x ⊗ f0 for
some x ∈ P1X. Thus since P ∗1 f0 = 0 and P2x = 0, by (3.2)
P2Δ(A)P1 = P2δ(P1AP2)P1 = P2(Tf0x ⊗ f0 + x ⊗ hf0)P1 = 0.
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Let A and B be in A. Our goal is to prove that Δ(AB) = Δ(A)B + AΔ(B). For any D ∈A,
by Eqs. (2.1), (3.4)–(3.6) and facts that P2AP1 = 0 and P2Δ(A)P1 = 0, we have that
Δ(AP1DP2) = Δ
(
(P1AP1)(P1DP2) + (P1DP2)(P1AP1)
)
= Δ(P1AP1)(P1DP2) + (P1AP1)Δ(P1DP2)
+ (P1DP2)Δ(P1AP1) + Δ(P1DP2)(P1AP1)
= Δ(P1AP1)(P1DP2) + (P1AP1)Δ(P1DP2)
= Δ(A)(P1DP2) + AΔ(P1DP2).
Hence,
Δ(ABP1DP2) = Δ(AB)(P1DP2) + ABΔ(P1DP2),
and
Δ(ABP1DP2) = Δ(A)(BP1DP2) + AΔ(BP1DP2)
= Δ(A)(BP1DP2) + A
(
Δ(B)(P1DP2) + BΔ(P1DP2)
)
.
So we have that
Δ(AB)(P1DP2) = Δ(A)(BP1DP2) + AΔ(B)(P1DP2)
for all D ∈A. This together with P1AP2 = {x ⊗ f0: x ∈ P1X} yields that
Δ(AB)P1 =
(
Δ(A)B + AΔ(B))P1. (3.7)
Similarly, we have that
Δ(P1DP2A) = Δ(P1DP2)A + (P1DP2)Δ(A)
for all D ∈A and hence
P2Δ(AB) = P2
(
Δ(A)B + AΔ(B)).
Moreover,
P1Δ(AB)P2 = Δ(P1ABP2) = Δ(P1AP1BP2) + Δ(P1AP2BP2)
= P1Δ(A)P1BP2 + P1AP1Δ(B)P2 + P1Δ(A)P2BP2 + P1AP2Δ(B)P2
= P1
(
Δ(A)B + AΔ(B))P2.
The last two equations give that Δ(AB)P2 = (Δ(A)B + AΔ(B))P2. This together with (3.7)
gives that Δ(AB) = Δ(A)B + AΔ(B), as required.
The proof of the theorem is complete. 
Adapting the ideas in the above proof, we give a kind of a dual. Note that if L is a subspace
lattice on a reflexive Banach space, then L⊥ = {L⊥: L ∈ L} is a subspace lattice. In non-reflexive
spaces, the set L⊥ of subspaces of X∗ fails, usually, to be a lattice. But even in the case of
reflexive spaces, the elements (L−)⊥ and (L⊥)− ofL⊥ bear no relation: Examples show that they
can be incomparable. So the following theorem does not seem to follow from the previous one.
Theorem 3.3. Let L be a subspace lattice on a Banach space X and suppose that (0)+ = (0).
Let A be a standard subalgebra of AlgL. Let δ :A→ B(X) be an additive Jordan derivation.
Then δ is an additive derivation.
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tional ϕx in X∗ such that ϕx(x) = 1. Then X∗ = Fϕx ⊕ ker(xˆ). For x ∈ (0)+ and f ∈ X∗,
since δ(x ⊗ f )∗ ker(xˆ) ⊆ Ff , there exists a continuous functional Fx,f on ker(xˆ) such that
δ(x ⊗ f )∗g = Fx,f (g)f . Still by Fx,f denotes the extension of Fx,f to X∗ which vanishes
at ϕx . Define the additive mapping Sx :X∗ → X∗ by Sxf = δ(x ⊗ f )∗ϕx . Then δ(x ⊗ f )∗ =
Sxf ⊗ xˆ + f ⊗ Fx,f . From this equation, we can prove that Fx,f depends only on x. So
for each x ∈ (0)+ there exists a unique functional Fx in X∗∗ which vanishes at ϕx such that
δ(x⊗f )∗ = Sxf ⊗ xˆ+f ⊗Fx . If (0)+ is of dimension one, we let P1 = x0 ⊗f0 and P2 = I −P1,
where x0 ∈ (0)+ and f0 ∈ X∗ satisfying f0(x0) = 1. Then repeating the argument in the proof of
Theorem 3.1 for Case 2, one can show that δ is an additive derivation. Suppose now that the di-
mension of (0)+ is greater than one. Then for any two non-zero vectors x1 and x2 in X, Sx1 −Sx2
is a scalar multiple of the identity on X∗. Fix a non-zero vector x0 in (0)+ and set S = Sx0 . Then
there exists an additive mapping T : (0)+ → X∗∗ such that δ(x ⊗ f )∗ = Sf ⊗ xˆ + f ⊗ T x
for all x ∈ (0)+ and f ∈ X∗. Now it is straightforward to verify that δ(A)∗ = SA∗ − A∗S
for all A ∈ A. Hence δ(AB)∗ = B∗δ(A)∗ + δ(B)∗A∗ = (δ(A)B + Aδ(B))∗ for all A,B ∈ A.
Consequently, δ(AB) = δ(A)B + Aδ(B) for all A,B ∈ A. Namely, δ is an additive deriva-
tion. 
We now turn to nest algebras. The following generalizes the main result in [8] that states that
each linear Jordan derivation of a nest algebra on a Hilbert space is a linear derivation. Also,
our method is very different from one in [8] because of the lack of the linearity and invariant
projections.
Theorem 3.4. LetN be a nest on a Banach space X and suppose thatA is a standard subalgebra
of AlgN . Let δ :A→ B(X) be an additive Jordan derivation. Then δ is an additive derivation.
Proof. By the virtue of Theorems 3.1 and 3.3, we may assume that (0)+ = (0) and X = X−.
Lemma 3.5. Suppose that x1 and x2 be linearly independent vectors in X. Then there exists an
F0 in N with (0) < F0 < X such that x2 /∈ F0 ∨ {x1}.
Proof. Since
∧{F ∈N : (0) < F < X} = (0), there exists an F1 ∈N with (0) < F1 < X such
that x1 /∈ F1. If x2 /∈ F1 ∨ {x1}, we set F0 = F1, as required. Otherwise, there are scalars λ1, μ1
and a non-zero vector y1 ∈ F1 such that x2 = λ1y1 + μ1x1. Let F2 be in N with (0) < F2 < F1
such that y1 /∈ F2 (such F2 exists as (0)+ = (0)). Then F2 is the required element. Reason:
if x2 = λ2y2 + μ2x1 for some λ2,μ2 ∈ F and y2 ∈ F2, then λ1y1 + μ1x1 = λ2y2 + μ2x1. Since
x1 /∈ F1, it follows that μ1 = μ2. Hence, since y1 /∈ F2, we get that λ1 = λ2 = 0. Thus x2 = μ1x1,
conflicting with the assumption that x1 and x2 are linearly independent. 
Lemma 3.6. Let E be in N with (0) < E < X. Suppose that x0 ∈ E and f0 ∈ E⊥. Then
δ(x0 ⊗ f0)E ⊆ Fx0.
Proof. We first show that δ(x0 ⊗ f0)E ⊆ E. Since E⊥ is infinite-dimensional, there is a func-
tional f1 in E⊥ such that it is linearly independent of f0. Then there exists a vector z in X such
that fi(z) = i for i = 0,1. Let x be in E. Then
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= δ(x0 ⊗ f0)(x ⊗ f1) + (x0 ⊗ f0)δ(x ⊗ f1)
+ δ(x ⊗ f1)(x0 ⊗ f0) + (x ⊗ f1)δ(x0 ⊗ f0).
Applying this equation to z, we get that
δ(x0 ⊗ f0)x = −f0
(
δ(x ⊗ f1)z
)
x0 − f1
(
δ(x0 ⊗ f0)z
)
x.
So δ(x0 ⊗ f0)x ∈ E for each x ∈ E. Namely, δ(x0 ⊗ f0)E ⊆ E.
Now suppose to the contrary that there exists a vector x ∈ E such that δ(x0 ⊗ f0)x /∈ Fx0.
Then by Lemma 3.5, there exists an F0 in N with (0) < F0 < E such that δ(x0 ⊗ f0)x /∈
F0 ∨ {x0}. By the Hahn–Banach theorem there exists a functional g ∈ (F0 ∨ {x0})⊥ satisfying
g(δ(x0 ⊗ f0)x) = 1. Take a non-zero vector y from F0 and a non-zero functional h from E⊥.
Then using (2.3) and noting δ(x0 ⊗ f0)y ∈ E, we get that
0 = δ((y ⊗ g)(x0 ⊗ f0)(x ⊗ h) + (x ⊗ h)(x0 ⊗ f0)(y ⊗ g))
= (y ⊗ g)δ(x0 ⊗ f0)(x ⊗ h) = y ⊗ h.
This is obviously impossible, proving the lemma. 
Proof of Theorem 3.4 (continued). Let E be in N with (0) < E < X and fix a functional fE
in E⊥. Let A be in A and let x be in E. Since ∧{F ∈ N : (0) < F < X} = (0), each non-
zero subspace in N is infinite-dimensional. So for each F ∈ (0,E] there exists a vector yF in
F which does not lie in span{x,Ax}, where (0,E] = {F ∈N : (0) < F  E}. By Lemma 3.6,
we can suppose that δ(x ⊗ fE)AyF = λx and δ(Ax ⊗ fE)yF = μAx. Then for F ∈ (0,E] and
g ∈ F⊥, by (2.3)
δ
(
(yF ⊗ g)A(x ⊗ fE)
)
= δ((yF ⊗ g)A(x ⊗ fE) + (x ⊗ fE)A(yF ⊗ g))
= δ(yF ⊗ g)A(x ⊗ fE) + (yF ⊗ g)δ(A)(x ⊗ fE) + (yF ⊗ g)Aδ(x ⊗ fE)
+ δ(x ⊗ fE)A(yF ⊗ g) + (x ⊗ fE)δ(A)(yF ⊗ g) + (x ⊗ fE)Aδ(yF ⊗ g)
= δ(yF ⊗ g)A(x ⊗ fE) + (yF ⊗ g)δ(A)(x ⊗ fE) + (yF ⊗ g)Aδ(x ⊗ fE)
+ λx ⊗ g + (x ⊗ fE)δ(A)(yF ⊗ g) + (x ⊗ fE)Aδ(yF ⊗ g);
but this equals to
δ
(
(yF ⊗ g)A(x ⊗ fE)
)
= δ((yF ⊗ g)A(x ⊗ fE) + A(x ⊗ fE)(yF ⊗ g))
= δ(yF ⊗ g)A(x ⊗ fE) + (yF ⊗ g)δ
(
A(x ⊗ fE)
)
+ δ(A(x ⊗ fE))(yF ⊗ g) + A(x ⊗ fE)δ(yF ⊗ g)
= δ(yF ⊗ g)A(x ⊗ fE) + (yF ⊗ g)δ
(
A(x ⊗ fE)
)
+ μAx ⊗ g + A(x ⊗ fE)δ(yF ⊗ g).
Comparing those two equations, we get that
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(
A(x ⊗ fE)
)
= μAx ⊗ g + A(x ⊗ fE)δ(yF ⊗ g) − λx ⊗ g − (x ⊗ fE)δ(A)(yF ⊗ g)
− (x ⊗ fE)Aδ(yF ⊗ g).
Since yF does not lie in the span of x and Ax, it follows that each side of the above equation is
equal to zero. In particular, we have that
(yF ⊗ g)δ
(
A(x ⊗ fE)
)= (yF ⊗ g)(δ(A)(x ⊗ fE) + Aδ(x ⊗ fE))
for all F ∈ (0,E] and g ∈ F⊥. Since {F⊥: F ∈ (0,E]} is weak∗-dense in X∗, it follows that
δ
(
A(x ⊗ fE)
)= δ(A)(x ⊗ fE) + Aδ(x ⊗ fE).
Hence for A,B ∈A, we have that
δ(ABx ⊗ fE) = δ(AB)x ⊗ fE + ABδ(x ⊗ fE),
and
δ(ABx ⊗ fE) = δ(A)Bx ⊗ fE + Aδ(Bx ⊗ fE)
= δ(A)Bx ⊗ fE + A
(
δ(B)x ⊗ fE + Bδ(x ⊗ fE)
)
.
So
δ(AB)x ⊗ fE =
(
δ(A)B + Aδ(B))x ⊗ fE
and hence,
δ(AB)x = (δ(A)B + Aδ(B))x
for all x ∈ E. Now since ∨{E ∈N : (0) < E < X} = X, δ(AB) = δ(A)B + Aδ(B), completing
the proof. 
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