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Rayleigh-Stokes problems have in recent years received much attention due to their importance in
physics. In this article, we focus on the variable-order Rayleigh-Stokes problem for a heated general-
ized second grade fluid with fractional derivative. Implicit and explicit numerical methods are developed
to solve the problem. The convergence, stability of the numerical methods and solvability of the implicit
numerical method are discussed via Fourier analysis. Moreover, a numerical example is given and the
results support the effectiveness of the theoretical analysis.
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1. Introduction
Rayleigh-Stokes problems have in recent years received much attention due to their importance in
physics. For example, Fetecau et al. (2009) researched the Rayleigh-Stokes problem for an edge in
a generalized Oldroyd-B fluid, Shen et al. (2006) studied the Rayleigh-Stokes problem for a heated
generalized second grade fluid with a fractional derivative model, Nadeem et al. (2008) discussed the
Rayleigh Stokes problem for a rectangular pipe in Maxwell and second grade fluid, Khan (2009) ana-
lyzed the Rayleigh-Stokes problem for an edge in a viscoelastic fluid with a fractional derivative model.
The analytical solution of some Rayleigh-Stokes problems have been obtained by means of some special
transforms, but because the analytical solution involves special functions computation. In connection
with the Rayleigh-Stokes problem for a heated generalized second grade fluid with fractional derivative
¶u(x;y;t)
¶ t = 0D
1 g
t

k1 ¶
2u(x;y;t)
¶x2 +k2
¶ 2u(x;y;t)
¶y2

+k3 ¶
2u(x;y;t)
¶x2 +k4
¶ 2u(x;y;t)
¶y2 + f (x;y; t);
(1..1)
Chen et al. (2008) presented an explicit and an implicit finite difference method, and numerical analysis
involving the convergence and stability of these methods have been completed.
The concept of variable-order calculus operator is a recent development - studies of variable-order
calculus operator include Jacob et al. (1993); Samko et al. (1993); Kikuchi et al. (1997); Lorenzo et al.
(1998); Leopold (1999); Lorenzo et al. (2002); Coimbra (2003); Ruiz et al. (2004); Soon et al. (2005);
Chechkin et al. (2005); Evans et al. (2007); Ramirez et al. (2007); Sun et al. (2009). However, to
date, only a few authors have investigated numerical methods and numerical analysis of variable-order
differential equations. For example, Lin et al. (2009) investigated stability and convergence of a new
1Corresponding author. Email: f.liu@qut.edu.au (F. Liu)
c Institute of Mathematics and its Applications 2005; all rights reserved.
2 of 20 C. Chen, F. Liu, K. Burrage and Y. Chen
explicit finite-difference approximation for the variable-order nonlinear fractional diffusion equation,
Zhuang et al. (2009) studied numerical methods for the variable-order fractional advection-diffusion
equation with a nonlinear source term. Moreover, numerical methods and numerical analysis for multi-
dimension fractional differential equations are sparse. For example, Meerschaert et al. (2006) discussed
finite difference methods for two-dimensional fractional dispersion equations, Tadjeran et al. (2007) an-
alyzed a second-order accurate numerical method for the two-dimensional fractional diffusion equation,
Zhuang et al. (2007) studied the implicit difference approximation for the two-dimensional space-time
fractional diffusion equation, Chen et al. (2009) also presented a numerical approximation method for
solving a three-dimensional space Galilei invariant fractional advection-diffusion equation. Fetecau et
al. (2009) proposed a nonlinear randomwalk model which is suitable for the analysis of both chemotaxis
and anomalous subdiffusive transport.
In this paper, we will study numerical methods and related numerical analysis of the variable-order
Rayleigh-Stokes problem for a heated generalized second grade fluid with fractional derivative
¶u(x;y;t)
¶ t = 0D
1 g(x;y;t)
t

k1 ¶
2u(x;y;t)
¶x2 +k2
¶ 2u(x;y;t)
¶y2

+k3 ¶
2u(x;y;t)
¶x2 +k4
¶ 2u(x;y;t)
¶y2 + f (x;y; t);
(1..2)
with initial and boundary conditions:
u(x;y;0) = f(x;y); 06 x;y6 L; (1..3)
u(x;0; t) = j1(x; t); u(x;L; t) = j2(x; t); 06 x6 L; 0< t 6 T; (1..4)
u(0;y; t) = y1(y; t); u(L;y; t) = y2(y; t); 06 y6 L; 0< t 6 T; (1..5)
with diffusion coefficients k1; k2; k3; k4 > 0, diffusion index g(x;y; t) satisfying 0< gmin 6 g(x;y; t)6
gmax < 1 , while 0D
1 g(x;y;t)
t p(x;y; t) is the variable-order Riemann-Liouville fractional partial derivative
of order 1  g(x;y; t) for p(x;y; t) defined by (Lin et al. (2009), Zhuang et al. (2009))
0D
1 g(x;y;t)
t p(x;y; t) =
1
G (g(x;y; t))

¶
¶x
Z x
0
p(x;y;h)
(x  h)1 g(x;y;t) dh

x=t
: (1..6)
Remark 1. In this paper we only consider the form of initial and boundary conditions (1.3)-(1.5).
The numerical methods and analysis techniques presented in this paper can be applied to other kinds of
initial and boundary conditions.
Remark 2. This paper is not intended to discuss the existence and uniqueness of the solution,
but rather to develop implicit and explicit numerical methods for the variable-order Rayleigh-Stokes
problem for a heated generalized second grade fluid with fractional derivatives, and to analyze the
convergence, stability of the numerical methods.
The structure of the remainder of this paper as follows. In Section 2, an implicit numerical method
is proposed; convergence, stability and solvability of the implicit numerical method are discussed. In
Section 3, an explicit numerical method is proposed; the stability and convergence of the explicit numer-
ical method are also discussed. Finally, some numerical results for the variable-order Rayleigh-Stokes
problem for a heated generalized second grade fluid with fractional derivative are given.
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2. The implicit numerical method and related numerical analysis
2.1. Derivation of the implicit numerical method
In this paper, we let
xi = iDx; i= 0;1; : : : ;M1; y j = jDy; j = 0;1; : : : ;M2; tk = kDt ; k = 0;1; : : : ;N;
respectively, where Dx = L=M1; Dy = L=M2 and Dt = T=N are the spatial step and temporal step, re-
spectively. We also introduce the notations:
W = f(x;y; t)j 06 x;y6 L; 06 t 6 Tg ;
U(W) =

u(x;y; t)j¶
4u(x;y; t)
¶x4
;
¶ 4u(x;y; t)
¶y4
;
¶ 3u(x;y; t)
¶x2¶ t
;
¶ 3u(x;y; t)
¶y2¶ t
;
¶ 2u(x;y; t)
¶ t2
2C(W)

:
In this paper, we always assume u(x;y; t) 2U(W).
Clearly, Eq.(1..2) at the grid point (xi;y j; tk) becomes
¶u(xi;y j ;tk)
¶ t = 0D
1 gki; j
t

k1
¶ 2u(xi;y j ;tk)
¶x2 +k2
¶ 2u(xi;y j ;tk)
¶y2

+k3
¶ 2u(xi;y j ;tk)
¶x2 +k4
¶ 2u(xi;y j ;tk)
¶y2 + f
k
i; j;
(2..1)
where gki; j  g(xi;y j; tk); f ki; j  f (xi;y j; tk):
We now assume that function p(x;y; t) has continuous partial derivative ¶ p(x;y;t)¶ t for t > 0, then the
Gru¨nwald-Letnikov fractional partial derivative of order 1  gki; j for p(x;y; t) defined by
lim
Dt!0
D
gki; j 1
t
[t=Dt ]
å
l=0
( 1)l

1  gki; j
l

p(x;y; t  lDt)
and the Riemann-Liouville fractional partial derivative of order 1  gki; j for p(x;y; t) with the equivalent
relation (Podlubny (1999)) is
0D
1 gki; j
t p(x;y; t) = limDt!0
D
gki; j 1
t
[t=Dt ]
å
l=0
( 1)l

1  gki; j
l

p(x;y; t  lDt): (2..2)
Again from (Podlubny (1999)), we have
limDt!0D
gki; j 1
t å
[t=Dt ]
l=0 ( 1)l
 1 gki; j
l

p(x;y; t  lDt)
= D
gki; j 1
t å
[t=Dt ]
l=0 ( 1)l
 1 gki; j
l

p(x;y; t  lDt)+O(Dt):
(2..3)
Based on (2..2) and (2..3) we get
0D
1 gki; j
t p(x;y; t) = D
gki; j 1
t
[t=Dt ]
å
l=0
( 1)l

1  gki; j
l

p(x;y; t  lDt)+O(Dt): (2..4)
From this we have 
0D
1 gki; j
t p(x;y; t)

t=tk
= D
gki; j 1
t
k
å
l=0
l (k;l)i; j p(x;y; tk l)+O(Dt); (2..5)
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and
0D
1 gki; j
t p(xi;y j; tk) = D
gki; j 1
t
k
å
l=0
l (k;l)i; j p(xi;y j; tk l)+O(Dt); (2..6)
where l (k;l)i; j = ( 1)l
 1 gki; j
l

= ( 1)lÕln=1
2 gki; j n
n :
According to (2..6) and u(x;y; t) 2U(W), we obtain
0D
1 gki; j
t

k1
¶ 2u(xi;y j ;tk)
¶x2 +k2
¶ 2u(xi;y j ;tk)
¶y2

= D
gki; j 1
t åkl=0l
(k;l)
i; j

k1
¶ 2u(xi;y j ;tk l)
¶x2 +k2
¶ 2u(xi;y j ;tk l)
¶y2

+O(Dt):
(2..7)
Again noticing u(x;y; t) 2U(W), then
¶u(xi;y j; tk)
¶ t
=
u(xi;y j; tk) u(xi;y j; tk 1)
Dt
+O(Dt); (2..8)
¶ 2u(xi;y j; tk)
¶x2
=
d 2x u(xi;y j; tk)
D 2x
+O(D 2x ); (2..9)
¶ 2u(xi;y j; tk)
¶y2
=
d 2y u(xi;y j; tk)
D 2y
+O(D 2y ); (2..10)
where
d 2x u(xi;y j; tk) = u(xi 1;y j; tk) 2u(xi;y j; tk)+u(xi+1;y j; tk);
d 2y u(xi;y j; tk) = u(xi;y j 1; tk) 2u(xi;y j; tk)+u(xi;y j+1; tk):
In terms of (2..7)-(2..10) then
u(xi;y j; tk) = u(xi;y j; tk 1)+m
(1;k)
i; j
k
å
l=0
l (k;l)i; j d 2x u(xi;y j; tk l)+m
(2;k)
i; j
k
å
l=0
l (k;l)i; j d 2y u(xi;y j; tk l)
+m(3;k)i; j d 2x u(xi;y j; tk)+m
(4;k)
i; j d 2y u(xi;y j; tk)+Dt f ki; j+Rki; j;
(2..11)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 1;2; : : : ;N;
where
m(1;k)i; j = k1
D
gki; j
t
D 2x
; m(2;k)i; j = k2
D
gki; j
t
D 2y
; m(3;k)i; j = k3
Dt
D 2x
; m(4;k)i; j = k4
Dt
D 2y
and
Rki; j = O(D 2x +D 2y )D
gki; j
t
k
å
l=0
l (k;l)i; j +O(D
2
t +DtD 2x +DtD 2y ): (2..12)
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On the basis of the above analysis, we now present an implicit numerical method of the variable-
order Rayleigh-Stokes problem for a heated generalized second grade fluid with fractional derivative(1..2)
with the initial and boundary conditions (1..3)-(1..5) as follows
uki; j = u
k 1
i; j +m
(1;k)
i; j
k
å
l=0
l (k;l)i; j d 2x u
k l
i; j +m
(2;k)
i; j
k
å
l=0
l (k;l)i; j d 2y u
k l
i; j
+m(3;k)i; j d 2x uki; j+m
(4;k)
i; j d 2y uki; j+Dt f ki; j;
(2..13)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 1;2; : : : ;N;
u0i; j = f(xi;y j); i= 0;1; : : : ;M1; j = 0;1; : : : ;M2; (2..14)
uki;0 = j1(xi; tk); u
k
i;M2 = j2(xi; tk); (2..15)
i= 1;2; : : : ;M1 1; k = 1;2; : : : ;N;
uk0; j = y1(y j; tk); u
k
M1; j = y2(y j; tk); (2..16)
j = 1;2; : : : ;M2 1; k = 1;2; : : : ;N;
where
d 2x uki; j = uki 1; j 2uki; j+uki+1; j; d 2y uki; j = uki; j 1 2uki; j+uki; j+1:
Let
u(k) =
h
u(k)1 ;u
(k)
2 ; : : : ;u
(k)
M1 1
iT
;
u(k)i =
h
uki;1;u
k
i;2; : : : ;u
k
i;M2 1
iT
; i= 1;2; : : : ;M1 1;
then on the k layer, the implicit numerical method (2..13)-(2..16) can be written in the matrix form:
A(k)u(k) = b(k); (2..17)
where the right term b(k) is a vector that includes the known initial and boundary values, the known
source term values and the previous k layer known values uni; j (n = 0;1; : : : ;k 1), then the coefficient
matrix is a known block matrix given by
A(k) =
266666664
eA(k)1 A(k)1
A(k)2 eA(k)2 A(k)2
. . . . . . . . .
A(k)M1 2
eA(k)M1 2 A(k)M1 2
A(k)M1 1
eA(k)M1 1
377777775
;
where
eA(k)i =
266666664
a(k)i;1 ea(k)i;1ea(k)i;2 a(k)i;2 ea(k)i;2
. . . . . . . . .ea(k)i;M2 2 a(k)i;M2 2 ea(k)i;M2 2ea(k)i;M2 1 a(k)i;M2 1
377777775
; i= 1;2 : : : ;M1 1;
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A(k)i =
266666664
a(k)i;1
a(k)i;2
. . .
a(k)i;M2 2
a(k)i;M2 1
377777775
; i= 1;2; : : : ;M1 1;
and
a(k)i; j = 1+2

m(1;k)i; j +m
(2;k)
i; j +m
(3;k)
i; j +m
(4;k)
i; j

;
ea(k)i; j = m(2;k)i; j +m(4;k)i; j  ; a(k)i; j = m(1;k)i; j +m(3;k)i; j  :
2.2. Some lemmas
We now establish the following two lemmas.
LEMMA 2..1 If 0< gmin6 g(x;y; t)6 gmax< 1, for i= 1;2; : : : ;M1; j= 1;2; : : : ;M2; k= 1;2; : : : ;N; l=
0;1; : : : ; the coefficients l (k;l)i; j satisfy:
(1) l (k;0)i; j = 1; l
(k;1)
i; j = gki; j 1< 0; l (k;l)i; j < 0; l = 2;3; : : : ;
(2)
¥
å
l=0
l (k;l)i; j = 0;
(3) for n= 1;2; : : : ;  
n
å
l=1
l (k;l)i; j < 1:
Proof. By simple calculation we arrive at
l (k;0)i; j = ( 1)0

1  gki; j
0

= 1;
l (k;1)i; j = ( 1)1

1  gki; j
1

= gki; j 1< 0:
Take into account 0 < gmin 6 g(x;y; t) 6 gmax < 1, then for i = 1;2; : : : ;M1; j = 1;2; : : : ;M2; k =
1;2; : : : ;N;
0< gki; j < 1; (2..18)
from this for l = 2;3; : : :, we have
l (k;l)i; j = ( 1)l
 1 gki; j
l

= ( 1)l (1 g
k
i; j)( gki; j)( gki; j 1):::(1 gki; j l+1)
l!
=   (1 g
k
i; j)g
k
i; j(g
k
j+1):::(g
k
i; j+l 2)
l! < 0:
Secondly, taking t = 1 in the following formula
¥
å
l=0
l (k;l)i; j t
l = (1  t)1 gki; j ;
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¥
å
l=0
l (k;l)i; j = 0:
Finally, from (1) and (2), for n= 1;2; : : : ; then
 
n
å
l=1
l (k;l)i; j = l
(k;0)
i; j +
¥
å
l=n+1
l (k;l)i; j = 1+
¥
å
l=n+1
l (k;l)i; j < 1:
This complete the proof of Lemma 2.1. 
LEMMA 2..2 For i= 1;2; : : : ;M1; j = 1;2; : : : ;M2; k = 1;2; : : : ;N; then
D
gki; j 1
t
k
å
l=0
l (k;l)i; j =
1
G (gki; j)
+O(Dt):
Proof. Taking p(x;y; t) = 1 and tk = 1 in (2..5), immediately
0D
1 gki; j
t (1)

t=1
= D
gki; j 1
t
k
å
l=0
l (k;l)i; j +O(Dt);
and notice that 
0D
1 gki; j
t (1)

t=1
=
"
tg
k
i; j 1
G (gki; j)
#
t=1
=
1
G (gki; j)
;
So that
D
gki; j 1
t
k
å
l=0
l (k;l)i; j =
1
G (gki; j)
+O(Dt):
This complete the proof of Lemma 2.2. 
2.3. Convergence of the implicit numerical method
We now analyze convergence of the implicit numerical method (2..13)-(2..16). Subtracting (2..13) from
(2..11) gives the following error equation
Eki; j = E
k 1
i; j +m
(1;k)
i; j
k
å
l=0
l (k;l)i; j d 2x E
k l
i; j +m
(2;k)
i; j
k
å
l=0
l (k;l)i; j d 2y E
k l
i; j
+m(3;k)i; j d 2x Eki; j+m
(4;k)
i; j d 2y Eki; j+Rki; j;
(2..19)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 1;2; : : : ;N;
where Eki; j = u(xi;y j; tk) uki; j:
For k = 0;1; : : : ;N; define the following grid functions, respectively
Ek(x;y) =

Eki; j; when (x;y) 2W1;
0; when (x;y) 2W2;
and
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Rk(x;y) =

Rki; j; when (x;y) 2W1;
0; when (x;y) 2W2;
where
W1 =
n
(x;y)j xi  12 < x6 xi+ 12 ; i= 1;2; : : : ;M1 1;y j  12 < y6 y j+ 12 ; j = 1;2; : : : ;M2 1
o
;
W2 =

(x;y)j 06 x6 Dx
2
; or L  Dx
2
< x6 L;or 06 y6 Dy
2
; or L  Dy
2
< y6 L

:
Then, Ek(x;y) and Rk(x;y) can be developed as Fourier series, respectively
Ek(x;y) =
¥
å
l1;l2= ¥
ak(l1; l2)eI2p(l1x+l2y)=L; k = 0;1; : : : ;N;
and
Rk(x;y) =
¥
å
l1;l2= ¥
bk(l1; l2)eI2p(l1x+l2y)=L; k = 0;1; : : : ;N;
where
I =
p 1;
ak(l1; l2) =
1
L2
Z
06x;y6L
Ek(x;y)e I2p(l1x+l2y)=Ldxdy;
bk(l1; l2) =
1
L2
Z
06x;y6L
Rk(x;y)e I2p(l1x+l2y)=Ldxdy:
Let
Ek =
h
Ek1;1;E
k
1;2; : : : ;E
k
1;M2 1; : : : ;E
k
M1 1;1;E
k
M1 1;2; : : : ;E
k
M1 1;M2 1
iT
;
Rk =
h
Rk1;1;R
k
1;2; : : : ;R
k
1;M2 1; : : : ;R
k
M1 1;1;R
k
M1 1;2; : : : ;R
k
M1 1;M2 1
iT
:
Applying Parseval equalities:Z
06x;y6L
Ek(x;y)2 dxdy= L2 ¥å
l1;l2= ¥
jak(l1; l2)j2; k = 0;1; : : : ;N;
Z
06x;y6L
Rk(x;y)2 dxdy= L2 ¥å
l1;l2= ¥
jbk(l1; l2)j2; k = 0;1; : : : ;N;
and Z
06x;y6L
Ek(x;y)2 dxdy= M1 1å
i=1
M2 1
å
j=1
DxDyjEki; jj2; k = 0;1; : : : ;N;
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Z
06x;y6L
Rk(x;y)2 dxdy= M1 1å
i=1
M2 1
å
j=1
DxDyjRki; jj2; k = 0;1; : : : ;N;
we have, respectively
kEkk2 
 
M1 1
å
i=1
M2 1
å
j=1
DxDy
Eki; j2
! 1
2
= L
 
¥
å
l1;l2= ¥
jak(l1; l2)j2
! 1
2
; k = 0;1; : : : ;N; (2..20)
and
kRkk2 
 
M1 1
å
i=1
M2 1
å
j=1
DxDy
Rki; j2
! 1
2
=
 
¥
å
l1;l2= ¥
jbk(l1; l2)j2
! 1
2
; k = 0;1; : : : ;N: (2..21)
We now assume Eki; j and R
k
i; j has the form:
Eki; j = akeI(s1iDx+s2 jDy); Rki; j = bkeI(s1iDx+s2 jDy); (2..22)
where s1 = 2pl1=L; s2 = 2pl2=L: Substituting (2..22) into (2..19) gives
ak = ak 1 4m(1;k)i; j sin2 s1Dx2
k
å
l=0
l (k;l)i; j ak l 4m(2;k)i; j sin2 s2Dy2
k
å
l=0
l (k;l)i; j ak l
 4m(3;k)i; j sin2 s1Dx2 ak 4m
(4;k)
i; j sin
2 s2Dy
2 ak+bk; k = 1;2; : : : ;N:
(2..23)
Using Lemma 2.1, Eq.(2..23) can be written as
ak =
1+(1  gki; j)mki; j
1+mki; j
ak 1 
mki; j
1+mki; j
k
å
l=2
l (k;l)i; j ak l +
bk
1+mki; j
; k = 1;2; : : : ;N; (2..24)
where
mki; j = 4

m(1;k)i; j +m
(3;k)
i; j

sin2
s1Dx
2
+

m(2;k)i; j +m
(4;k)
i; j

sin2
s2Dy
2

> 0: (2..25)
From (2..12) and Lemma 2.2 we have
Rki; j = O(D 2x +D 2y )D
gki; j
t åkl=0l
(k;l)
i; j +O(D 2t +DtD 2x +DtD 2y )
= O(D 2x +D 2y )DtD
gki; j 1
t åkl=0l
(k;l)
i; j +O(D 2t +DtD 2x +DtD 2y )
= O(D 2x +D 2y )Dt

1
G (gkj )
+O(Dt)

+O(D 2t +DtD 2x +DtD 2y )
= O
 
D 2t +DtD 2x +DtD 2y

;
from this there is a positive constantC1, such that
jRki; jj6C1
 
D 2t +DtD 2x +DtD 2y

; (2..26)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 1;2; : : : ;N:
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Further by first equality of (2..21) we have
kRkk2 <
p
M1Dx
p
M2DyC1
 
D 2t +DtD 2x +DtD 2y

= C1L
 
D 2t +DtD 2x +DtD 2y

; k = 1;2; : : : ;N:
(2..27)
By the convergence of the series in second equality of (2..21), there is a positive constant C2, such
that
jbkj  jbk(l1; l2)j6C2b1(l1; l2)j C2jb1j; k = 1;2; : : : ;N: (2..28)
PROPOSITION 2..1 Let ak (k = 1;2; : : : ;N) be the solution of the equation (2..24), then
jakj6C2kjb1j; k = 1;2; : : : ;N;
Proof. When k = 1, then (2..24) gives
a1 =
1+(1  g1i; j)m1i; j
1+m1i; j
a0+
b1
1+m1i; j
;
combining E0 = 0 and (2..20) leads to
a0  a0(l1; l2) = 0: (2..29)
Further (2..18) and (2..28) yields
ja1j= jb1j1+m1i; j
6 jb1j6C2jb1j:
Assume
janj6C2njb1j; n= 1;2; : : : ;k 1;
based on (2..18), (2..25), (2..28) and Lemma 2.1, from (2..24) we find
jakj 6
1+

1 gki; j

mki; j
1+mki; j
jak 1j+ m
k
i; j
1+mki; j
k
å
l=2
l (k;l)i; j  jak l j+ jbkj1+mki; j
6
"
1+

1 gki; j

mki; j
1+mki; j
(k 1)+ m
k
i; j
1+mki; j
k
å
l=2
l (k;l)i; j (k  l)+ 11+mki; j
#
C2jb1j
6
"
1+

1 gki; j

mki; j
1+mki; j
(k 1)+ m
k
i; j
1+mki; j
(k 1)
k
å
l=2
l (k;l)i; j + 11+mki; j
#
C2jb1j
6
"
1+

1 gki; j

mki; j
1+mki; j
(k 1)+ m
k
i; j
1+mki; j
(k 1)

k
å
l=1
l (k;l)i; j   l (k;1)i; j + 11+mki; j
#
C2jb1j
6
(
1+

1 gki; j

mki; j
1+mki; j
(k 1)+ m
k
i; j
1+mki; j
(k 1)

 
k
å
l=1
l (k;l)i; j  

1  gki; j

+ 1
1+mki; j
)
C2jb1j
6
(
1+

1 gki; j

mki; j
1+mki; j
(k 1)+ m
k
i; j
1+mki; j
(k 1)
h
1 

1  gki; j
i
+ 1
1+mki; j
)
C2jb1j
=

k 1+ 1
1+mki; j

C2jb1j
6 C2kjb1j:
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This complete the proof of Proposition 2.1 by induction. 
According to (2..20), (2..21), (2..27) and Proposition 2.1 yields
kEkk2 6C2kkR1k2 6C1C2kL
 
D 2t +DtD 2x +DtD 2y

;
notice that kDt 6 T; then
kEkk2 6C(Dt +D 2x +D 2y );
whereC =C1C2TL: From this we obtain the following theorem:
THEOREM 2..1 The implicit numerical method (2..13)-(2..16) is convergent of the order O(Dt +D 2x +
D 2y ):
2.4. Stability of the implicit numerical method
We now analyze stability of the implicit numerical method (2..13)-(2..16), from this consider the fol-
lowing difference equation
uki; j = u
k 1
i; j +m
(1;k)
i; j
k
å
l=0
l (k;l)i; j d
2
x u
k l
i; j +m
(2;k)
i; j
k
å
l=0
l (k;l)i; j d
2
y u
k l
i; j +m
(3;k)
i; j d
2
x u
k
i; j+m
(4;k)
i; j d
2
y u
k
i; j; (2..30)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 1;2; : : : ;N:
For k = 0;1; : : : ;N; we define the following grid function:
uk(x;y) =

uki; j; when (x;y) 2W1;
0; when (x;y) 2W2;
where W1 and W2 are as defined in subsection 2.3. Then uk(x;y) can be developed as a Fourier series
uk(x;y) =
¥
å
l1;l2= ¥
zk(l1; l2)eI2p(l1x+l2y)=L; k = 0;1; : : : ;N;
where
I =
p 1; zk(l1; l2) = 1L2
Z
06x;y6L
uk(x;y)e I2p(l1x+l2y)=Ldxdy:
Let
uk = [uk1;1;u
k
1;2; : : : ;u
k
1;M2 1; : : : ;u
k
M1 1;1;u
k
M1 1;2; : : : ;u
k
M1 1;M2 1]
T :
Using, as before, the Parseval equalityZ
06x;y6L
uk(x;y)2 dxdy= L2 ¥å
l1;l2= ¥
jzk(l1; l2)j2 ; k = 0;1; : : : ;N
and Z
06x;y6L
uk(x;y)2 dxdy= M1 1å
i=1
M2 1
å
j=1
DxDy
uki; j2 ; k = 0;1; : : : ;N;
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we have
kukk2 
 
M1 1
å
i=1
M2 1
å
j=1
DxDy
uki; j2
! 1
2
= L
 
¥
å
l1;l2= ¥
jzk(l1; l2)j2
! 1
2
; k = 0;1; : : : ;N: (2..31)
Assume solution of the difference equation (2..30) with the following form
uki; j = zkeI(s1iDx+s2 jDy): (2..32)
Substituting (2..32) into (2..30) gives
zk = zk 1 4m(1;k)i; j sin2 s1Dx2
k
å
l=0
l (k;l)i; j zk l 4m(2;k)i; j sin2 s2Dy2
k
å
l=0
l (k;l)i; j zk l
 4m(3;k)i; j sin2 s1Dx2 zk 4m
(4;k)
i; j sin
2 s2Dy
2 zk; k = 1;2; : : : ;N:
(2..33)
Using Lemma 2.1, Eq.(2..33) can be written as
zk =
1+(1  gki; j)mki; j
1+mki; j
zk 1 
mki; j
1+mki; j
k
å
l=2
l (k;l)i; j zk l ; k = 1;2; : : : ;N; (2..34)
where mki; j is defined by (2..25).
PROPOSITION 2..2 Let zk (k = 1;2; : : : ;N) be the solution of the equation (2..34), then
jzkj6 jz0j; k = 1;2; : : : ;N:
Proof. When k = 1; then (2..34) gives
z1 =
1+

1  g1i; j

m1i; j
1+m1i; j
z0;
further by (2..18) and (2..25)
jz1j=
1+

1  g1i; j

m1i; j
1+m1i; j
jz0j6 jz0j:
Assume that
jznj6 jz0j; n= 1;2; : : : ;k 1;
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in terms of (2..18), (2..25) and Lemma 2.1, from (2..34) we arrive at
jzkj =
 1+

1 gki; j

mki; j
1+mki; j
zk 1+
mki; j
1+mki; j
k
å
l=2
l (k;l)i; j zk l

6
1+

1 gki; j

mki; j
1+mki; j
jzk 1j+ m
k
i; j
1+mki; j
k
å
l=2
l (k;l)i; j  jzk l j
6
"
1+

1 gki; j

mki; j
1+mki; j
+
mki; j
1+mki; j
k
å
l=2
l (k;l)i; j 
#
jz0j
=
(
1+

1 gki; j

mki; j
1+mki; j
+
mki; j
1+mki; j

k
å
l=1
l (k;l)i; j   l (k;1)i; j 
)
jz0j
=
(
1+

1 gki; j

mki; j
1+mki; j
+
mki; j
1+mki; j

 
k
å
l=1
l (k;l)i; j  

1  gki; j
)
jz0j
6
(
1+

1 gki; j

mki; j
1+mki; j
+
mki; j
1+mki; j
h
1 

1  gki; j
i)
jz0j
= jz0j:
This complete the of Proposition 2.2 by induction. 
According to (2..31) and Proposition 2.2, the solution of the difference equation (2..34) satisfies
kukk2 6 ku0k2; k = 1;2; : : : ;N:
From this the following theorem is obtained.
THEOREM 2..2 The implicit numerical method (2..13)-(2..16) is unconditionally stable.
2.5. Solvability of the implicit numerical method
Obviously, the corresponding homogeneous linear algebraic equations for the implicit numerical method
(2..13)-(2..16) are
uki; j = u
k 1
i; j +m
(1;k)
i; j
k
å
l=0
l (k;l)i; j d
2
x u
k l
i; j +m
(2;k)
i; j
k
å
l=0
l (k;l)i; j d
2
y u
k l
i; j +m
(3;k)
i; j d
2
x u
k
i; j+m
(4;k)
i; j d
2
y u
k
i; j; (2..35)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 1;2; : : : ;N;
u0i; j = 0; i= 0;1; : : : ;M1; j = 0;1; : : : ;M2; (2..36)
uki;0 = u
k
i;M2 = 0; i= 1;2; : : : ;M1 1; k = 1;2; : : : ;N; (2..37)
uk0; j = u
k
M1; j = 0; j = 1;2; : : : ;M2 1; k = 1;2; : : : ;N: (2..38)
Adopting a similar proof to Theorem 2.2, we can also demonstrate that the solution of the homogeneous
linear algebraic equations (2..35)-(2..38) satisfies
kukk2 6 ku0k2; k = 1;2; : : : ;N:
Further u0 = 0 leads to
uk = 0; k = 1;2 : : : ;N:
This shows that the homogeneous linear algebraic equations (2..35)-(2..38) have only the zero solution.
From this we obtain the following theorem:
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THEOREM 2..3 The implicit numerical method (2..13)-(2..16) is uniquely solvable.
3. The explicit numerical method and related numerical analysis
3.1. Derivation of the explicit numerical method
From u(x;y; t) 2U(W) yields
¶u(xi;y j; tk)
¶ t
=
u(xi;y j; tk+1) u(xi;y j; tk)
Dt
+O(Dt): (3..1)
Then, on the basis of (2..7), (2..9), (2..10) and (3..1) we get
u(xi;y j; tk+1) = u(xi;y j; tk)+m
(1;k)
i; j
k
å
l=0
l (k;l)i; j d 2x u(xi;y j; tk l)+m
(2;k)
i; j
k
å
l=0
l (k;l)i; j d 2y u(xi;y j; tk l)
+m(3;k)i; j d 2x u(xi;y j; tk)+m
(4;k)
i; j d 2y u(xi;y j; tk)+Dt f ki; j+R
k+1
i; j ;
(3..2)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 0;1; : : : ;N 1;
where m(1;k)i; j ; m
(2;k)
i; j ; m
(3;k)
i; j and m
(4;k)
i; j are as defined in subsection 2.1, whereas
Rk+1i; j = O(D
2
x +D 2y )D
gki; j
t
k
å
l=0
l (k;l)i; j +O(D
2
t +DtD 2x +DtD 2y ): (3..3)
From the above analysis, we now present the explicit numerical method of the variable-order Rayleigh-
Stokes problem for a heated generalized second grade fluid with fractional derivative (1..2) with the
initial and boundary conditions (1..3)-(1..5) as follows
uk+1i; j = u
k
i; j+m
(1;k)
i; j
k
å
l=0
l (k;l)i; j d 2x u
k l
i; j +m
(2;k)
i; j
k
å
l=0
l (k;l)i; j d 2y u
k l
i; j
+m(3;k)i; j d 2x uki; j+m
(4;k)
i; j d 2y uki; j+Dt f ki; j;
(3..4)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 0;1; : : : ;N 1;
u0i; j = f(xi;y j); i= 0;1; : : : ;M1; j = 0;1; : : : ;M2; (3..5)
uki;0 = j1(xi; tk); u
k
i;M2 = j2(xi; tk); (3..6)
i= 1;2; : : : ;M1 1; k = 1;2; : : : ;N;
uk0; j = y1(y j; tk); u
k
M1; j = y2(y j; tk); (3..7)
j = 1;2; : : : ;M2 1; k = 1;2; : : : ;N:
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3.2. Convergence of the explicit numerical method
We now carry out the convergence analysis of the explicit numerical method (3..4)-(3..7). Subtracting
(3..4) from (3..2) gives the following error equation
Ek+1i; j = E
k
i; j+m
(1;k)
i; j
k
å
l=0
l (k;l)i; j d 2x E
k l
i; j +m
(2;k)
i; j
k
å
l=0
l (k;l)i; j d 2y E
k l
i; j
+m(3;k)i; j d 2x Eki; j+m
(4;k)
i; j d 2y Eki; j+R
k+1
i; j ;
(3..8)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 0;1; : : : ;N 1;
where Eki; j are as defined in subsection 2.3.
We also assume that the solution of the difference equation (3..8) with the form defined by (2..22).
Substituting (2..22) into (3..8) leads to
ak+1 = ak 4m(1;k)i; j sin2 s1Dx2
k
å
l=0
l (k;l)i; j ak l 4m(2;k)i; j sin2 s2Dy2
k
å
l=0
l (k;l)i; j ak l
 4m(3;k)i; j sin2 s1Dx2 ak 4m
(4;k)
i; j sin
2 s2Dy
2 ak+bk+1; k = 0;1; : : : ;N 1:
(3..9)
Using Lemma 2.1, Eq.(3..9) can be written as
ak+1 = (1 mki; j)ak mki; j
k
å
l=1
l (k;l)i; j ak l +bk+1; k = 0;1; : : : ;N 1; (3..10)
where mki; j are defined by (2..25).
Applying (3..3) and Lemma 2.2, we also derive
Rk+1i; j = O(D 2x +D 2y )D
gki; j
t åkl=0l
(k;l)
i; j +O(D 2t +DtD 2x +DtD 2y )
= O
 
D 2t +DtD 2x +DtD 2y

;
from this there is a positive constantC3, such that
jRk+1i; j j6C3
 
D 2t +DtD 2x +DtD 2y

; (3..11)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 0;1; : : : ;N 1:
It is easy to understand that for the explicit numerical method (3..4)-(3..7), (2..20), (2..21), (2..27),
(2..28) and (2..29) are still valid. By (3..11) and first equality of (2..21), we obtain
kRk+1k2 <
p
M1Dx
p
M2DyC3
 
D 2t +DtD 2x +DtD 2y

(3..12)
= C3L
 
D 2t +DtD 2x +DtD 2y

; k = 0;1; : : : ;N 1:
PROPOSITION 3..1 Let ak+1(k= 0;1; : : : ;N 1) be the solution of the equation (3..10). If mki; j 6 1; then
there is a positive constantC2, such that
jak+1j6C2kjb1j; k = 0;1; : : : ;N 1:
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Proof. When k = 0; by (3..10) and (2..29) gives
a1 = b1;
further from (2..28) we have
ja1j= jb1j6C2jb1j:
Suppose that
janj6C2njb1j; n= 1;2; : : : ;k;
in view of 06 mki; j 6 1 and Lemma 2.1, from (3..10) we arrive at
jak+1j 6

1 mki; j

jakj+mki; j
k
å
l=1
l (k;l)i; j  jak l j+ jbk+1j
6

1 mki; j

k+mki; j
k
å
l=1
l (k;l)i; j (k  l)+1C2jb1j
6

1 mki; j

k+mki; jk
k
å
l=1
l (k;l)i; j +1C2jb1j
=

1 mki; j

k+mki; jk

 
k
å
l=1
l (k;l)i; j

+1

C2jb1j
6 [

1 mki; j

k+mki; jk+1]C2jb1j
=C2(k+1)jb1j:
The proof is completed. 
Starting from Proposition 3.1, the following theorem is easily derived.
THEOREM 3..1 If mki; j 6 1, then the explicit numerical method (3..4)-(3..7) is convergent of orderO(Dt+
D 2x +D 2y ):
3.3. Stability of the explicit numerical method
We now consider the following difference equation
uk+1i; j = u
k
i; j+m
(1;k)
i; j
k
å
l=0
l (k;l)i; j d
2
x u
k l
i; j +m
(2;k)
i; j
k
å
l=0
l (k;l)i; j d
2
y u
k l
i; j +m
(3;k)
i; j d
2
x u
k
i; j+m
(4;k)
i; j d
2
y u
k
i; j; (3..13)
i= 1;2; : : : ;M1 1; j = 1;2; : : : ;M2 1; k = 0;1; : : : ;N 1:
We also suppose that the solution of the difference equation (3..13) with the form defined by (2..32).
Substituting (2..32) into (3..13) gives
zk+1 = zk 4m(1;k)i; j sin2 s1Dx2
k
å
l=0
l (k;l)i; j zk l 4m(2;k)i; j sin2 s2Dy2
k
å
l=0
l (k;l)i; j zk l
 4m(3;k)i; j sin2 s1Dx2 zk 4m
(4;k)
i; j sin
2 s2Dy
2 zk; k = 0;1; : : : ;N 1;
(3..14)
From Lemma 2.1, Eq.(3..14) can be written as
zk+1 = (1 mki; j)zk+mki; j
k
å
l=1
l (k;l)i; j zk l ; k = 0;1; : : : ;N 1; (3..15)
where mki; j defined by (2..25).
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PROPOSITION 3..2 Let zk+1(k = 0;1; : : : ;N 1) be the solution of equation (3..15). If mki; j 6 1; then
jzk+1j6 jz0j; k = 0;1; : : : ;N 1:
Proof. When k = 0; then (3..15) gives
z1 = (1 m0i; j)z0;
from 06 mki; j 6 1 this yields
jz1j6 (1 m0i; j)jz0j6 jz0j:
Suppose that
jznj6 jz0j; n= 1;2; : : : ;k;
based on 06 mki; j 6 1 and Lemma 2.1, from (3..15) we arrive at
jzk+1j 6

1 mki; j

jzkj+mki; j
k
å
l=1
l (k;l)i; j  jzk l j
6

1 mki; j+mki; j
k
å
l=1
l (k;l)i; j  jz0j
=

1 mki; j mki; j
k
å
l=1
l (k;l)i; j

jz0j
6 (1 mki; j+mki; j)jz0j
= jz0j:
The proof is completed. 
Starting from Proposition 3.2, the following theorem is easily acquired.
THEOREM 3..2 If mki; j 6 1; then the explicit numerical method (3..4)-(3..7) is stable.
4. Numerical example
In this section, in order to verify our theoretical analysis results, we adopt the implicit numerical method
(2..13)-(2..16) and the explicit numerical method (3..4)-(3..7) to solve the following variable-order
Rayleigh-Stokes problem for a heated generalized second grade fluid with fractional derivative:
¶u(x;y;t)
¶ t = 0D
1 g(x;y;t)
t

¶ 2u(x;y;t)
¶x2 +
¶ 2u(x;y;t)
¶y2

+ ¶
2u(x;y;t)
¶x2 +
¶ 2u(x;y;t)
¶y2
+2ex+y

t  t2 2 t1+g(x;y;t)G (2+g(x;y;t))

; 0< t 6 1; 0< x;y< 1;
(4..1)
with the initial and boundary conditions:
u(x;y;0) = 0; (4..2)
u(x;0; t) = ext2; u(x;1; t) = e1+xt2: (4..3)
u(0;y; t) = eyt2; u(1;y; t) = e1+yt2; (4..4)
The exact solution of the problem (4..1)-(4..4) is independent of g(x;y; t) and given by
u(x;y; t) = ex+yt2:
18 of 20 C. Chen, F. Liu, K. Burrage and Y. Chen
Let
Emax = max
06k6N
n
kEkk2
o
:
Table 1 indicates the maximum error of the numerical solutions for the problem (4..1)-(4..4) adopting
the implicit numerical method (2..13)-(2..16) for various Dt = D 2x = D 2y and g(x;y; t) on the finite domain
06 x;y; t 6 1, where 0< g(x;y; t)< 1.
Table 2 indicates the maximum error of the numerical solutions for the problem (4..1)-(4..4) adopting
the explicit numerical method (3..4)-(3..7) for g(x;y; t) = sin(xyt+ 2p5 ) and various Dx = Dy, Dt :
From Table 1, it can be seen that
Emax 6C(Dt +D 2x +D 2y ); (4..5)
where
E(i)max =C
(i)

D (i)t +(D
(i)
x )
2+(D (i)y )2

; i= 2;3;4;5
C = max
26i65
n
C(i)
o
;
whereas D (i)t ;D
(i)
x ;D
(i)
y ;E
(i)
max correspond to Dt ;Dx;Dy;Emax of the column i (i = 2;3;4;5) in Table 1,
respectively.
Again from Table 2, it also can be seen that
Emax 6 eC(Dt +D 2x +D 2y ); (4..6)
where
E(i)max = eC(i)D (i)t +(D (i)x )2+(D (i)y )2 ; i= 1;2;3;4
eC = max
16i64
neC(i)o ;
whereas D (i)t ;D
(i)
x ;D
(i)
y ;E
(i)
max correspond to Dt ;Dx;Dy;Emax of the column i (i = 1;2;3;4) in Table 2,
respectively.
Obviously, the numerical results of Table 1 and Table 2 support our theoretical analysis.
5. Conclusions
In this article, implicit and explicit numerical methods have been developed to solve the variable-order
Rayleigh-Stokes problem for a heated generalized second grade fluid with fractional derivative. The
convergence, stability of the numerical methods and solvability of the implicit numerical method have
been discussed via Fourier analysis. Moreover, a numerical example has been given and the results have
supported the effectiveness of our theoretical analysis.
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Table 1. The maximum error Emax andC of the implicit numerical method (2..13)-(2..16)
g(x;y; t) Emax CDt = D 2x = 14 Dt = D
2
x =
1
16 Dt = D
2
x =
1
64 Dt = D
2
x =
1
256
sin(xyt+ 2p5 ) 1:394810 2 4:498810 3 1:182210 3 3:063810 4 0:0261
cos(xyt+ 1100 ) 1:341310 2 4:251910 3 1:113410 3 2:848110 4 0:0243
exyt sin(xyt)
10 6:008410 3 2:066510 3 5:559210 4 2:023710 4 0:0173
exyt+cos(xyt)
20 5:841010 3 2:012310 3 5:415710 4 1:966110 4 0:0168
exyt xyt
8 5:348010 3 1:829410 3 4:913910 4 1:786410 4 0:0152
exyt (xyt)3
12 6:115710 3 2:109910 3 5:689410 4 2:056310 4 0:0175
exyt 2:5 6:139810 3 2:111210 3 5:685410 4 2:043510 4 0:0174
e xyt 1:8 5:003110 3 1:720910 3 4:622910 4 1:711910 4 0:0146p
xyt+1
15 6:245610 3 2:170610 3 5:863810 4 2:120710 4 0:0181
1+(xyt)5
9 5:764410 3 1:986710 3 5:345810 4 1:942310 4 0:0166
Table 2. The maximum error Emax and eC of the explicit numerical method (3..4)-(3..7)
Dx = 12 ;Dt =
1
15 Dx =
1
3 ;Dt =
1
54 Dx =
1
4 ;Dt =
1
114 Dx =
1
5 ;Dt =
1
192
eC
4:575910 2 2:781110 3 1:199210 3 4:987410 4 0:1155
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