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Abstract
While second order optimizers such as natural gradient descent (NGD) often speed up optimization,
their effect on generalization remains controversial. For instance, it has been pointed out that gradient
descent (GD), in contrast to second-order optimizers, converges to solutions with small Euclidean norm in
many overparameterized models, leading to favorable generalization properties. In this work, we question
the common belief that first-order optimizers generalize better. We provide a precise asymptotic bias-
variance decomposition of the generalization error of overparameterized ridgeless regression under a
general class of preconditioner P , and consider the inverse population Fisher information matrix (used
in NGD) as a particular example. We characterize the optimal P for the bias and variance, and find that
the relative generalization performance of different optimizers depends on the label noise and the “shape”
of the signal (true parameters). Specifically, when the labels are noisy, the model is misspecified, or the
signal is misaligned with the features, NGD can generalize better than GD. Conversely, in the setting with
clean labels, a well-specified model, and well-aligned signal, GD achieves better generalization. Based
on this analysis, we consider several approaches to manage the bias-variance tradeoff, and find that
interpolating between GD and NGD may generalize better than either algorithm. We then extend our
analysis to regression in the reproducing kernel Hilbert space and demonstrate that preconditioned GD
can decrease the population risk faster than GD. In our empirical comparisons of first- and second-order
optimization of neural networks, we observe robust trends matching our theoretical analysis.
1 Introduction
Due to the significant and growing cost of training large-scale machine learning systems (e.g. neural networks
[RWC+]), there has been much interest in algorithms that speed up optimization. Many such algorithms
make use of various types of second-order information, and can be interpreted as minimizing the empirical
risk (or the training error) L(fθ) via a preconditioned gradient descent update:
θt+1 = θt − ηP (t)∇θtL(fθt), t = 0, 1, . . . (1.1)
Setting P = I gives ordinary gradient descent (GD). Choices of P which exploit second-order information
include the inverse Fisher information matrix, which gives the natural gradient descent (NGD) [Ama98];
the inverse Hessian, which gives Newton’s method [LBOM12]; and diagonal matrices estimated from past
gradients, corresponding to various adaptive gradient methods [DHS11, KB14]. By using second-order infor-
mation, these preconditioners often alleviate the effect of pathological curvature and speed up optimization.
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However, the typical goal of learning is not to fit a finite training set, but to construct predictors that
generalize beyond the training data. Although second-order methods lead to faster optimization, their effect
on generalization has been largely under debate. NGD [Ama98], as well as Adagrad and its successors
[DHS11, KB14], was originally justified in online learning, where efficiency in learning directly translates to
generalization. Nonetheless, there remains the possibility that, in the finite data setting, these preconditioned
updates are more (or less!) prone to overfitting than GD. For instance, several works reported that in neural
network optimization, adaptive or second-order methods generalize worse than GD and its stochastic variants
[WRS+17, WMW18, KS17], while other empirical studies suggested that second-order methods can achieve
comparable, if not better generalization [XRM20, ZWXG18]. We aim to understand when preconditioning
using second-order information can help or hurt generalization under fixed training data.
The comparison of the generalization performance of different optimizers relates to the discussion of
implicit regularization [GLSS18a]. While many explanations have been proposed (see [ZBH+16] and Sec-
tion 2), the starting point of this work is the well-known observation that GD often implicitly regularizes
the Euclidean norm, leading to good generalization. For instance in overparameterized least squares re-
gression [WRS+17], GD and many other first-order methods find the minimum Euclidean norm solution
from zero initialization (without explicit regularization), but preconditioned updates often do not. How-
ever, while the minimum norm solution provides reasonable generalization in the overparameterized regime
[HMRT19, BLLT19], it is unclear whether preconditioned gradient descent always finds inferior solutions.
Motivated by the observations above, we focus on the analysis of overparameterized least squares regres-
sion, a setting that is convenient and also interesting for several reasons: (1) the Hessian and Fisher coincide
and are not time varying (see Section 2), (2) the optimization trajectory and stationary solution admit an
analytical form both with and without preconditioning. (3) due to overparameterization, different P may
give solutions with contrasting generalization properties. Despite its simplicity, linear regression often yields
insights for neural network optimization; indeed we validate the main conclusions of our analysis with neural
network experiments (although a rigorous connection is not established).
Our results are organized as follows. In Section 3, we compute the sta-
tionary (t→∞) generalization error of update (1.1) for overparameterized
linear regression under a fixed preconditioner. Extending the proportional
asymptotic setup in [HMRT19, DW+18], we consider a more general ran-
dom effects model and use random matrix theoretical tools to derive the
exact population risk in its bias-variance decomposition. We characterize
choices of P that achieve the optimal bias or variance within a general class
of preconditioners. Our analysis focuses on the comparison between GD, in
which P is identity, and NGD, in which P is the inverse population Fisher
information matrix1. Our characterization reveals that the comparison of
generalization performance is affected by the following factors:
• Label Noise: Additive noise in the labels contributes to the variance
term in the risk. We show that NGD achieves the optimal variance
among a general class of preconditioned updates.
• Model Misspecification: Under misspecification, there does not exist
fθ that achieves perfect generalization. While this influences the bias
term in the risk, we argue that the impact is similar to label noise. Thus,
NGD is also beneficial under model misspecification.
• Data-Signal-Alignment: Alignment describes how the target signal
distributes among input features. We show that NGD achieves lower
bias under misalignment — when large variance directions of the features
match the small signal directions (learning is “difficult”) — whereas GD
achieves lower bias under isotropic signals.
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Figure 1: Population risk of the
stationary solution of GD, NGD,
and interpolation between the two
in overparameterized ridgeless re-
gression (detailed setup in Sec-
tion 3). The relative generaliza-
tion performance of optimizers de-
pends on label noise, model mis-
specification and misalignment.
1From now on we use NGD to denote the preconditioned update with the inverse population Fisher, and we write “sample
NGD” when P is the inverse (or pseudo-inverse) of the sample Fisher.
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Beyond decomposing the stationary risk, in Section 4 we characterize how the bias-variance tradeoff can
be realized by different choices of P (e.g. by interpolating between GD and NGD) or early stopping. We
then extend the analysis to regression in the reproducing kernel Hilbert space (RKHS) and demonstrate
that under early stopping, a particular preconditioner that interpolates between GD and NGD achieves
the minimax convergence rate in much fewer steps, and thus reduces the population risk faster than GD.
Lastly, in Section 5 we empirically test how well our predictions from the linear setting carry over to neural
networks: under a student-teacher setup, we compare the generalization of GD with preconditioned updates
and illustrate the influence of all aforementioned factors. The performance of neural networks under a variety
of manipulations results in trends that closely match our analysis of linear model.
2 Background and Related Works
Natural Gradient Descent. NGD is a second-order optimization method proposed in [Ama97]. Consider
a data distribution p(x) on the space X , a function fθ : X → Z parameterized by θ, and a loss function
L(X, fθ) =
1
n
∑n
i=1 l(yi, fθ(xi)), where l : Y × Z → R. Also suppose a probability distribution p(y|z) =
p(y|fθ(x)) is defined on the space of labels as part of the model. Then, the natural gradient is the direction
of steepest ascent in the Fisher information norm given by ∇˜θL(X, fθ) = F−1∇θL(X, fθ), where
F = E[∇θ log p(x, y|θ)∇θ log p(x, y|θ)>] = −E[∇2θ log p(x, y|θ)] (2.1)
is the Fisher information matrix, or simply the (population) Fisher. Note the expectations in (2.1) are under
the joint distribution of the model p(x, y|θ) = p(x)p(y|fθ(x)). In the literature, the Fisher is sometimes
defined under the empirical data distribution, i.e. based on a finite set of examples {xi}ni=1 [APF00]. We
instead refer to this quantity as the sample Fisher, the properties of which influence optimization and has
been studied in various works [KAA18, KAA19, KBH19]. It is known that in linear and kernel regression
under the squared loss, preconditioning with the generalized inverse of the sample Fisher results in the
same stationary solution as GD (see [ZMG19] and Section 3). Our analysis thus reveals a separation in the
generalization performance between the population Fisher and its sample-based counterpart.
While the population Fisher is typically difficult to obtain, extra unlabeled data can be used in its
estimation, which empirically leads to better generalization under appropriate damping [PB13]. More-
over, under structural assumptions, estimating the Fisher with parametric approaches can be more sample-
efficient [MG15, GM16, Oll15, MCO16], and thus closing the gap between the sample and population Fisher.
When the per-instance loss l is the negative log-probability of an exponential family distribution, the
sample Fisher coincides with the generalized Gauss-Newton matrix [Mar14, CGH+19]. In the case of least
squares regression, which is the focus of this work, the quantity also coincides with the Hessian due to the
linear prediction function. Therefore, in the following sections we take NGD as a representative example
of preconditioned update, and we expect our findings to also translate to other second-order methods (not
including adaptive gradient methods) applied to regression problems.
Implicit Regularization in Optimization. In overparameterized linear models, gradient descent
converges to the minimum Euclidean norm solution under many loss functions. This characterization can
be generalized to mirror descent, for which the implicit bias is determined by the Bregman divergence of the
update [AH18, ALH19, GLSS18b, SPR18]. Under the exponential or logistic loss, recent works demonstrated
that GD finds the max-margin direction in various setups [JT18, JT19, SHN+18, LL19, WLLM18, CB20].
The inductive bias of Adagrad [DHS11] has been analyzed under similar setting [QQ19]. The implicit
regularization of the optimizer also relates to the model architecture; examples include matrix factorization
[GWB+17, SMG13, GBLJ19, ACHL19] and various types of neural network [LMZ17, GLSS18b, WTS+19,
WGL+20]. For networks in the kernel regime [JGH18], the implicit bias of GD relates to properties of the
limiting neural tangent kernel (NTK) [ADH+19, BM19, XLS16]. We also note that the implicit bias of GD
is not always explained by the minimum norm property [RC20].
Asymptotics of Interpolating Estimators. In Section 3 we analyze overparameterized estimators
that interpolates the training data. Recent works have shown that interpolation may not lead to overfitting
[LR18, BRT18, BHM18, BLLT19], and the optimal risk may be achieved by the unregularized estimator
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under extreme overparameterization [BHMM18, XH19]. The asymptotic risk of overparameterized models
has been characterized in various settings, such as linear regression [Kar13, DW+18, HMRT19], random
features regression [MM19, dRBK20], and max-margin classifiers [MRSY19, DKT19]. Our analysis is based
on tools from random matrix theory developed in [RM11, LP11]. Similar techniques can also be applied to
study the gradient descent dynamics of linear regression models [LC18, AKT19].
Analysis of Preconditioned Gradient Descent. While [WRS+17] considered an example of fixed
dataset where GD generalizes better than adaptive methods, in the online learning setting, for which opti-
mization speed directly relates to generalization, several works have shown the advantage of preconditioned
updates [DHS11, LD19, ZLN+19]. In addition, global convergence and generalization guarantees have been
derived for the sample Fisher-based update in overparameterized neural networks [ZMG19, CGH+19], in
which case the preconditioned update achieves comparable generalization as GD. Lastly, the generalization
of different optimizers is often connected to the “sharpness” of the solution [KMN+16], and it has been
argued that second-order updates tend to find sharper minima [WMW18].
3 Asymptotic Risk of Ridgeless Interpolants
We consider a student-teacher setup, in which labels are generated by a teacher model (target function)
f∗ : Rd → R with additive noise yi = f∗(xi) + εi, and we learn a linear student fθ that minimizes the
squared loss: L(X, f) = 12n
∑n
i=1
(
yi − x>i θ
)2
, where xi = Σ
1/2
X zi, zi is an i.i.d. random vector with zero-
mean, unit-variance, and finite 12th moment, and ε is i.i.d. noise independent to z with mean 0 and variance
σ2. To compute the population risk R(f) = EPX [(f∗(x)−f(x))2], we work under the following assumptions:
• (A1) Proportional Asymptotics: n, d→∞, d/n→ γ ∈ (1,∞).
• (A2) Converging Eigenvalues: clId  ΣX  cuId for some cl, cu > 0 independent of d; denote
κX = cu/cl ∈ (0,∞). The spectral measure of ΣX converges weakly to the limiting FΣX .
(A1) entails that the number of features is larger than the number of samples. In this overparameterized
setting, the population risk is equivalent to the generalization error, and there exist multiple empirical risk
minimizers with potentially different generalization properties.
Denote X = [x>1 , ...,x
>
n ]
> ∈ Rn×d the data matrix and y ∈ Rn the corresponding label vector. We
optimize the parameters θ via gradient flow with the preconditioner P (t) ∈ Rd×d,
∂θ(t)
∂t
= −P (t)∂L(θ(t))
∂θ(t)
=
1
n
P (t)X>(y −Xθ(t)), θ(0) = 0.
As previously mentioned, in this linear setup, many common choices of preconditioner do not change
through time: under Gaussian likelihood, the sample Fisher (and also Hessian) corresponds to the sample
covariance X>X/n up to variance scaling, whereas the population Fisher corresponds to the population
covariance F = ΣX . We thus limit our analysis to fixed preconditioner of the form P (t) := P .
Denote parameters at time t under preconditioned gradient update with fixed P as θP (t). For positive
definite P , the gradient flow trajectory from zero initialization is given as
θP (t) = PX
>
[
In − exp
(
− t
n
XPX>
)]
(XPX>)−1y,
The stationary solution is obtained by taking the large t limit, which we denote as: θˆP := limt→∞ θP (t) =
PX>(XPX>)−1y. It is straightforward to check that preconditioned update with appropriately chosen
step size converges to this solution as well.
Remark. For positive definite P , the estimator θˆP is the minimum ‖θ‖P−1 norm interpolant: θˆP =
arg minθ‖θ‖P−1 , s.t.Xθ=y. For GD this translates to the Euclidean norm of the parameters, whereas for
NGD (P = F−1 = Σ−1X ), the implicit bias is the ‖θ‖F norm. Since EPX [f(x)2] = ‖θ‖2ΣX , NGD finds an
interpolating function with smallest norm under the data distribution (from zero initialization). This division
between small parameter norm and function norm is also present in neural networks (see Appendix A).
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We highlight the following choices of preconditioners and the correspond-
ing stationary estimator θˆP as t→∞.
• Identity: P = Id recovers gradient descent that converges to the
minimum-norm interpolant, which we write as θˆI := X
>(XX>)−1y
and refer to as the GD solution.
• Population Fisher: P = F−1 = Σ−1X , i.e. preconditioning with the
inverse population Fisher, leads to the estimator θˆF−1 , which is referred
to as the NGD solution.
• Variants of Sample Fisher: since the sample Fisher is rank-
deficient, we may add a damping term to ensure invertibility P =
(X>X + λId)−1 or take the pseudo-inverse P = (X>X)†. In both
cases, the gradient is still spanned by the rows of X, and thus the pre-
conditioned update also ends up at the unique minimum-norm solution
θˆI , although the trajectory differs, as shown in Figure 2.
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Figure 2: Population risk of precon-
ditioned linear regression vs. time
with the following P : I (red), Σ−1X
(blue) and (X>X)† (cyan). Time
is rescaled differently for each curve
(convergence speed is not compa-
rable). Note that GD and sample
NGD give the same stationary risk.
Remark. The above choices illustrate the gap between sample-based and population-based preconditioners:
while the sample Fisher accelerates optimization [ZMG19], the following sections demonstrate the advantages
of the population Fisher in generalization performance that the sample Fisher does not possess.
We compare the population risk of the GD solution θˆI and the NGD solution θˆF−1 in its bias-variance
decomposition w.r.t. the label noise, and discuss the two components separately:
R(θ) = EPX [(f∗(x)− x>EPε [θ])2]︸ ︷︷ ︸
B(θ), bias
+ tr(Cov(θ)ΣX)︸ ︷︷ ︸
V (θ), variance
.
3.1 The Variance Term: NGD is Optimal
We characterize the variance term which depends on the label noise but not the teacher model f∗. We
restrict ourselves to preconditioners also satisfying (A2) and the additional assumption:
• (A3) Codiagonalizability: ΣX and P can be decomposed as ΣX = UDXU>, P = UDPU> for
orthogonal matrix U and diagonal matrices DX , DP .
Although (A3) does not cover all possible preconditioners2, it still allows us to characterize the solution of
many common choices of P previously mentioned, such as the inverse population Fisher, and the pseudo-
inverse or ridge-regularized inverse of the sample Fisher3. The following theorem gives the asymptotic
expression of the variance term and the optimal P that minimizes the variances.
Theorem 1. Given P satisfying (A3) and XP satisfying the same condition as ΣX in (A2), then
V (θˆP )→ σ2
(
lim
λ→0+
m′(−λ)
m2(−λ) − 1
)
, (3.1)
as n, d→∞, where m(z) > 0 is the Stieltjes transform of the limiting distribution of eigenvalues of 1nXPX>
(for z beyond its support) defined as the solution to m−1(z) = −z+γ ∫ τ(1+τm(z))−1dFXP (τ), where FXP
denotes the limiting spectral measure of DXDP .
Furthermore, V (θˆP ) ≥ σ2(γ − 1)−1, and the equality is obtained by θˆF−1 , i.e. when P = Σ−1X .
Formula (3.1) is a direct extension of [HMRT19, Thorem 4], which can be obtained from [DW+18,
Thorem 2.1] or the general result of [LP11, Thorem 1.2]. Theorem 1 implies that preconditioning with the
inverse population Fisher leads to the optimal stationary variance, which is supported by Figure 3(a). In
2This assumption is not required by [RM11] but we included it for simple and interpretable result.
3Variants of the sample Fisher do not satisfy (A3), yet from the previous discussion we know that preconditioned update
with P =(X>X)† or (X>X + λId)−1 also converges to the min-norm solution θˆI .
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Figure 3: Experiments with DX as two equally-weighted point masses with κX = 20; for the empirical values (dots)
we set n = 300. (a) NGD achieves minimum variance. (b) GD achieves lower bias under isotropic signal: Σθ = Id.
(c) NGD achieves lower bias under “misalignment”: ΣX = Σ
−1
θ .
other words, when the labels contain large amount of noise, i.e. the generalization error is dominated by the
variance term, we expect NGD to generalize better upon convergence. We emphasize that this advantage is
only present when the population Fisher is used, but not the sample-based counterpart.
3.2 The Bias Term: Well-specified Case
We first consider the case where the teacher is also linear and well-specified, i.e. yi = x
>
i θ
∗. We assume a
random effects model that is more general than that in [DW+18] and place the following prior on θ∗:
• (A4) Anisotropic Prior: E[θ∗] = 0, Cov(θ∗) = d−1Σθ. Σθ satisfies (A2-3). The empirical distributions
of diagonal elements ofDX ,Dθ, andDXP jointly converge to non-negative random variables (υx, υθ, υxp).
When P = Id, previous works have considered the special case of the isotropic prior Σθ = d
−1Id [DW+18,
XH19]. We note that our more general prior leads to many interesting phenomena that are not captured by
simplified settings, such as the non-monotonicity of the bias and variance for γ > 1 (see Figure 12), and the
epoch-wise double descent (see Appendix A for discussion). Under our general setup, the asymptotic bias
and the optimal P can be characterize as follow:
Theorem 2. Under (A1-4), the expected bias B(θˆP ) := Eθ∗ [B(θˆP )] is given as
B(θˆP )→ lim
λ→0+
m′(−λ)
m2(−λ)E
[
υxυθ
(1 + υxpm(−λ))2
]
,
where expectation is taken over υ and m(z) is the Stieltjes transform defined in Theorem 1.
Furthermore, we have B(θˆP ) ≥ limλ→0+
[
γ−1m−1(−λ)]; the equality is obtained when P = Σθ.
This result implies that the optimal preconditioner does not depend on the data covariance ΣX , but only
on the distribution of the teacher Σθ, which is usually not known a priori. Consequently, when parameters
of the teacher model have roughly equal magnitude (isotropic), then GD achieves lower bias (see Figure 3(a),
in which Σθ = Id). In contrast, when ΣX is “misaligned” with Σθ, i.e. when the most varying directions of
the features X contain little information about the signal θ∗ (see Figure 3(b), in which Σθ = Σ−1X ), in which
case the teacher is difficult to learn, the NGD solution has lower bias. This is in contrast to the variance
term, for which the NGD solution θˆF−1 always dominates.
3.3 Misspecification ≈ Label Noise
Under model misspecification, there does not exist a predictor θ ∈ Rd s.t. B(θ) = 0. In this case, we may
decompose the teacher into a well-specified component and its residual: f∗(x) = x>θ∗ + f∗c (x).
For simplicity, we first consider the residual to be a linear function of unobserved features (from [HMRT19,
Section 5]). Formally, the label is generated as yi = x
>
i θ
∗ + x>c,iθ
c + εi, where xc,i ∈ Rdc are unobserved
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features independent on xi. Similar to the previous calculation, we assume xc has zero-mean and covariance
ΣcX and place the prior E[θ
c] = 0, Cov(θc) = d−1c Σ
c
θ, where Σ
c
X , Σ
c
θ satisfy (A2-3).
Proposition 3. Under model misspecification with unobserved features described above, the bias can be
decomposed as B(θˆ) = Bθ(θˆP ) + Bc(θˆP ), where Bθ is the well-specified bias defined in Theorem 2, and
Bc = d
−1
c tr(Σ
c
XΣ
c
θ)(V (θˆP ) + 1), where V (θˆP ) is the variance in Theorem 1.
In other words, the misspecification bias is the same as a scaled variance (also noted in [HMRT19, Thorem
4]). Thus, Theorem 1 implies that NGD likely achieves lower bias when the model is very misspecified. While
Proposition 3 only describes one example of misspecification, we expect such characterization to hold under
broader settings. In particular, [MM19, Remark 5] indicates that for many nonlinear f∗c , the misspecified bias
is the same as variance caused by label noise. This result is only rigorously shown under isotropic data, but
we empirically verify that the same observation holds under general covariances in Figure 1: we take Σθ=Id
(favors GD) and f∗c (x) = α(〈x,x〉−tr(ΣX)), where α controls the extent of nonlinearity. Predictions are
generated by adding the same level of noise as the second moment of fc. Note that as we further misspecify
the model by increasing the nonlinearity of the teacher, NGD results in lower bias than GD.
4 Bias-variance Tradeoff
Our characterization of stationary risk suggests that the preconditioners that achieve the optimal bias and
variance can be different. This section discusses how the bias and the variance can be balanced by inter-
polating between preconditioners or by early stopping. In addition, we show that a preconditioner that
interpolates between GD and NGD also leads to faster decrease in the test error compared to GD.
4.1 Interpolating between Preconditioners
Depending on the orientation of the teacher model, we may expect a
bias-variance tradeoff in choosing P . Intuitively, given P 1 that min-
imizes the bias and P 2 that minimizes the variance, we may expect
a preconditioner that interpolates between P 1 and P 2 to balance the
bias and variance and thus generalize better. In the following propo-
sition, we confirm this intuition in a setup of general data covariance
and isotropic prior on the teacher4, for which GD (P = Id) achieves
optimal bias and NGD (P = F−1) achieves optimal variance.
Proposition 4 (Informal). Let ΣX 6= Id and Σθ = Id. Consider the
following three interpolating preconditioners (under appropriate scaling
of ΣX): (i) P α = αΣ
−1
X +(1−α)Id, (ii) P α = (αΣX+(1−α)Id)−1,
(iii) P α = Σ
−α
X . The stationary variance monotonically decreases with
α ∈ [0, 1] for all three choices. For (i), the stationary bias monotonically
increases with α ∈ [0, 1], whereas for (ii) and (iii), the bias monotoni-
cally increases with α in a range that depends on ΣX .
interpolation coefficient
0.15
0.20
0.25
0.30
0.35
0.40
GD NGD
bias
variance
geometric
additive
bias & variance
Figure 4: illustration of the bias-
variance tradeoff with κX = 25, Σθ=
Id and SNR=32/5. As we additively
or geometrically interpolate from GD
to NGD (left to right), the stationary
bias (blue) increases and the station-
ary variance (orange) decreases.
This proposition implies that as the signal-to-noise ratio (SNR) decreases (i.e., more label noise), one
can increase α, which makes the update closer to NGD to improve generalization, and vice versa5 (small α
entails GD-like update). Figure 4 and 15 validates Proposition 4 and suggests that in general, for a given
SNR, a preconditioner that interpolates between Σ−1X and Σθ may achieve lower stationary risk.
Remark. Two of the interpolation schemes above align with common choices in practice: additive interpo-
lation (ii) corresponds to damping added to the Fisher to stabilize its inverse, while geometric interpolation
(iii) includes the “conservative” square-root scaling in many adaptive gradient methods [DHS11, KB14].
4Note that this setup reduces to the random effects model studied in [DW+18, XH19].
5While Proposition 4 does not show the monotonicity of the bias of (ii)(iii) for all ΣX and α∈ [0, 1], in Appendix C.5 we
empirically verify that the bias is monotone over α∈ [0, 1] for a wide range of distributions beyond the proposition.
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4.2 The Role of Early Stopping
Previously, we considered the stationary solution with no regularization applied. It is known that the bias-
variance tradeoff can also be controlled by either explicit or algorithmic regularization. Here we briefly
comment on the effect of early stopping, starting from the variance term.
Proposition 5. For all P satisfying (A2-3), the variance V (θP (t)) monotonically increases with t.
This confirms the common knowledge that early stopping reduces overfitting to label noise (i.e., lower
variance). Variance reduction can be beneficial to GD in its comparison with NGD, which always achieves
the lowest stationary variance possible, and the same would also hold for the misspecification bias which
is analogous to the variance term. Indeed, Figure 2 and 14 demonstrate that GD may have better early
stopping risk even when its stationary risk is larger than NGD.
On the other hand, early stopping may not always improve the bias in the well-specified case. While we
do not give a full characterization due to the difficulty in handling the potentially non-monotonic bias term
(see Appendix A), we speculate that previous observations on the stationary bias also translate to early
stopping. To give a concrete example, we consider well-specified settings under in GD or NGD achieves the
optimal stationary bias, and demonstrate that such optimality is preserved under early stopping.
Proposition 6. Denote the optimal early stopping bias as Bopt(θ) = inft≥0B(θ(t)). Then for all P satis-
fying (A2-3), when Σθ = Σ
−1
X , B
opt(θP ) ≥ Bopt(θF−1). Whereas when Σθ = Id, Bopt(θI) ≤ Bopt(θF−1).
Figure 14 shows that the observed trend in the stationary bias (well-specified) is indeed preserved in
early stopping: GD or NGD achieves lower early stopping bias under isotropic or misaligned teacher model,
respectively. We leave the precise characterization of this observation as future work.
4.3 Fast Decay of Population Risk
Our previous analysis suggests that certain preconditioners can achieve lower population risk, but does not
compare which method decreases the risk more efficiently. Knowing that preconditioned updates often lead
to faster optimization, one natural question to ask is, is this speedup also present for the population risk
(generalization error) under fixed dataset? We answer this question in the affirmative for a slightly different
model: we study least squares regression in the RKHS, and show that a preconditioned gradient update that
interpolates between GD and NGD can achieve the minimax optimal rate in much fewer iterations than GD.
We defer the details to Appendix C and briefly outline the setup here. Let H be an RKHS included in
L2(PX) equipped with a bounded kernel function k, and Kx ∈ H be the Riesz representation of the kernel
function. Define an operator S as the canonical embedding from H to L2(PX), and write Σ = S∗S and
L = SS∗. We consider a student-teacher setup with teacher model f∗ and make the following assumptions:
• (A5): There exist r∈(0,∞) and M>0 such that f∗=Lrh∗ for some h∗∈L2(PX) and ‖f∗‖∞≤M .
• (A6): There exists s > 1 such that tr(Σ1/s) <∞ and 2r + s−1 > 1.
• (A7): There exist µ ∈ [s−1, 1] and Cµ > 0 such that supx∈supp(PX)
∥∥Σ1/2−1/µKx∥∥H ≤ Cµ.
The coefficient r in (A5) controls the complexity of the teacher model and relates to the notions of model
misalignment and misspecification discussed in Section 3. In particular, large r implies a smoother teacher
model which is “easier” to learn, and vice versa. We remark that previous works mostly consider r ≥ 1/2
which implies f∗ ∈ H. On the other hand, (A6)(A7) are common assumptions that control the capacity
and the regularity of the RKHS [CDV07, PVRB18]. Given n training points {(xi, yi)}ni=1, we consider the
following preconditioned update on the student model ft ∈ H:
ft = ft−1 − η(Σ + αI)−1(Σˆft−1 − Sˆ∗Y ), f0 = 0, (4.1)
where Σˆ = 1n
∑n
i=1Kxi⊗Kxi and Sˆ∗Y = 1n
∑n
i=1 yiKxi . In this setup, the population Fisher corresponds
to the covariance operator Σ, and thus (4.1) can be interpreted an interpolation between GD and NGD
(discussed in Section 4.1): we expect update with large α to behave like GD, and small α like NGD. The
following theorem illustrates the benefit of preconditioning in terms of the fast decrease of population risk.
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Theorem 7 (Informal). Under (A5-7) and sufficiently large n, the population risk of ft can be written as
R(ft) = ‖Sft − f∗‖2L2(PX) ≤ C(B(t)+V (t)), where B(t) and V (t) are defined in Appendix C. Given r > 1/2
or µ ≤ 2r, the preconditioned update (4.1) with α = n− 2s2rs+1 achieves the minimax optimal convergence rate
R(ft) = O˜
(
n−
2rs
2rs+1
)
in t = Θ(log n) steps, whereas naive gradient descent requires t = Θ
(
n
2rs
2rs+1
)
steps.
We remark that the faster convergence of the preconditioned update is due to the more rapid decay of
the bias term. Note that the interpolation coefficient α depends on the teacher model in the following way:
for n > 1, α decreases as r becomes smaller, which corresponds to non-smooth and “difficult” teacher, and
vice versa. This agrees with our previous observation that NGD is advantageous when the teacher is difficult
to learn (either misaligned or misspecified). We defer empirical verification of this result to Appendix B.
5 Neural Network Experiments
5.1 Protocol
We empirically demonstrate similar trends as our theoretical results in neural network settings that NGD
finds solutions that generalize better compared to GD when (i) labels of the training data are noisy, and (ii)
the model is misspecified, (iii) the teacher is “misaligned”, and vice versa.
We consider the MNIST and CIFAR10 [KH+09] datasets. To create a student-teacher setup, we split
the original training set into two equal halves, one of which along with the original labels is used to pretrain
the teacher, and the other along with the teacher’s labels is used to distill [HVD15, BCNM06] the student.
We refer to the splits as the pretrain and distill split, respectively. In all scenarios, the teacher is either
a two-layer fully-connected ReLU network [NH10] or a ResNet [HZRS16]; whereas the student model is a
two-layer ReLU net. We normalize the teacher’s labels (logits) following [BC14] before potentially adding
label noise and fit the student model by minimizing the L2 loss. Student models are trained on a subset of
the distill split with full-batch updates. We implement NGD using Hessian-free optimization [Mar10]. To
estimate the population Fisher, we use 100k training data obtained by possibly applying data augmentation.
We report the test error when the training error is below 0.2% of the training error at initialization as a
proxy for the stationary risk. We defer detailed setup to Appendix D and additional results to Appendix B.
5.2 Empirical Findings
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Figure 5: Comparison between NGD and GD. Error bar is one standard deviation away from mean over five
independent runs. Numbers in parentheses denote amount of unlabeled examples for estimating the Fisher.
Label Noise. We pretrain the teacher with the full pretrain split and use 1024 examples from the distill
split to fit the student. For both the student and teacher, we use a two-layer ReLU net with 80 hidden units.
We corrupt the labels with isotropic Gaussian noise whose standard deviation we vary. Figure 5(a) shows
that as the noise increases (variance begins to dominate), the stationary risk of both NGD and GD worsen,
with GD worsening faster, which aligns with our observation in Figure 3.
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Misspecification. We use ResNet-20 [HZRS16] for the teacher and
the same two-layer student from the label noise experiment. To vary the
misspecification, we take teacher models with the same initialization but
varying amount of pretraining. Intuitively, large teacher models that are
trained more should be more complex and thus more likely to be outside
of functions that a small two-layer student can represent (therefore the
problem is more misspecified). Indeed, Figure 5(b) shows that NGD
eventually achieves better generalization as the number of training steps
for the teacher increases. As a heuristic measure of misspecification, in
Figure 6 we report
√
2y>K−1y/n studied in [ADH+19], in which y is the
label vector and K is the student’s NTK matrix [JGH18]. We observe
that the quantity is increasing as more label noise is added and as the
teacher is trained longer. In Appendix A we provide a non-rigorous interpretation of how this quantity
relates to label noise and misspecification.
Misalignment. We use the same two-layer ReLU net (60 neurons) for the student and teacher (thus the
setting is intuitively well-specified). We construct the teacher model by perturbing the student’s initialization.
The direction of the random perturbation is given by F r, where F is the student’s population Fisher and
r ∈ [−1, 0]. Intuitively, as r approaches -1, the “important” parameters of the teacher (i.e. larger update
directions) lie in the small eigendirections of the student’s Hessian, and we therefore interpret the problem
to be more misaligned, and vice versa. While this analogy is rather superficial due to the non-convex nature
of neural network optimization, Figure 5(c) shows that as r becomes smaller (setup is more misaligned),
NGD begins to generalize better than GD in terms of stationary risk.
Interpolating between Preconditioners. We also validate our observations in Section 3 and 4 on
the difference between the sample Fisher and population Fisher, and the potential benefit of interpolating
between GD and NGD. Figure 7(a) shows that as we decrease the number of unlabeled data in estimating the
Fisher, which renders the preconditioner closer to the sample Fisher, the stationary risk becomes more akin
to that of GD, especially in the large noise setting. This agrees with our remark on sample vs. population
Fisher in Section 3 and Appendix A.
Figure 7(b)(c) confirms the finding in Section 4.1 that interpolating preconditioners provides bias-variance
tradeoff also holds in neural network settings. In particular, we interpret the left end to correspond to a
bias-dominant regime (due to the same architecture of two-layer MLP for the student and teacher), and the
right end to correspond to the variance-dominant regime (due to the added label noise). Observe that at a
certain SNR, a preconditioner that interpolates between GD and NGD achieves lower stationary risk.
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Figure 7: (a) numbers in parentheses indicate the amount of unlabeled data used in estimating the Fisher; we expect
the estimated Fisher to be closer to the sample Fisher when the number of unlabeled data is small. (a) additive
interpolation P = (Fˆ + αId)
−1; larger damping parameter yields update closer to GD. (b) geometric interpolation
P = Fˆ
−α
; larger α parameter yields update closer to that of NGD (blue). We use the singular value decomposition
to compute the minus α power of the Fisher, as CG is not applicable in this scenario.
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6 Discussion and Conclusion
We analyzed the generalization properties of a general class of preconditioned gradient descent under the
squared loss, with particular emphasis on natural gradient descent. Our analysis identifies three factors
that affects the relative generalization performance, the influence of which we also empirically observed in
neural network experiments. We additionally determined the corresponding optimal preconditioner for each
of the factors. While the optimal preconditioner is usually not known in practice, we provided justification
for common algorithmic choices by discussing the bias-variance tradeoff. We remark that our least squares
regression setup dealt with a fixed preconditioner and thus does not cover many adaptive gradient methods;
an interesting problem is to characterize the generalization of these optimizers in similar setting. In addition,
beyond the analysis of this work, there are many other ingredients that influence the generalization of different
optimizers, such as different loss functions [TPT20, MNS+20], and explicit (e.g. weight decay6) or implicit
regularization (e.g. learning rate and gradient noise); understanding their impact in the overparameterized
regime would be a fruitful future direction.
It is worth noting that our optimal preconditioner requires knowledge on the population second-order
statistics, which we empirically approximate using extra unlabeled data. Consequently, our characterization
suggests that different “types” (sample vs. population) of second-order information may affect generaliza-
tion differently. Broadly speaking, there are two types of practical approximate second-order optimizers for
neural networks. Some algorithms, such as Hessian-free optimization [Mar10, MS12, DPCB13], approximate
second-order matrices (typically the Hessian or Fisher) using the exact matrix on finite training examples.
In high-dimensional problems, this sample-based approximation may be very different from the population
quantity (e.g. it is necessarily degenerate in the overparameterized regime). Other algorithms fit a parametric
approximation to the Fisher, such as diagonal [DHS11, KB14], quasi-diagonal [Oll15], or Kronecker-factored
[MG15]. If the parametric assumption is accurate, these parametric approximations are more statistically ef-
ficient and thus may lead to better approximation of the population Fisher. Our analysis reveals a separation
between sample- and population-based preconditioned updates, which is present in simple neural network
problems as well (see Appendix A). As future work, we intend to investigate whether similar separation is
also present for different approximate second-order optimizers in real-world problems.
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6in a companion work [WX20] we characterize the impact of `2 regularization in overparameterized models.
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A Discussions of Additional Results
A.1 Implicit Bias of GD vs. NGD
It is known that gradient descent is the steepest descent with respect to the `2 norm, i.e., the update
direction is constructed to decrease the loss under small changes in the parameters measured by the `2 norm
[GLSS18a]. Following this analogy, NGD is the steepest descent in which changes are measured by the
KL divergence on the predictive distributions [Mar14]; this can be interpreted as a proximal update which
penalizes how much the predictions change on the data distribution.
Intuitively, the above discussion suggests GD tend to find solution that is close to the initialization in the
Euclidean distance between parameters, whereas NGD prefers solution close to the initialization in terms
of the function values. This observation turns out to be exact in the case of ridgeless interpolant under
the squared loss, as remarked in Section 3. Moreover, Figure 8 confirms the same trend in neural network
optimization. In particular, we observe that
• GD results in small changes in the parameters, whereas NGD results in small changes in the function.
• preconditioning with the pseudo-inverse of the sample Fisher, i.e., P = (J>J)†, leads to implicit bias
similar to that of GD (also pointed out in [ZMG19]), but not NGD with the population Fisher.
• interpolating between GD and NGD, e.g., P = F−1/2 (green), results in solution with properties in
between GD and NGD.
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Figure 8: Illustration of the different implicit bias of GD and NGD. We set n = 100, d = 50, and regress a two-layer
ReLU network with 50 hidden units towards a teacher model of the same architecture on Gaussian input. The x-axis
is rescaled for each optimizer such that the final training error is below 10−3. GD finds solution with small changes in
the parameters, whereas NGD finds solution with small changes in the function. Note that the sample Fisher (cyan)
has implicit bias similar to GD and does not resemble NGD (population Fisher).
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Figure 9: Euclidean and ‖·‖Σ norm
(log scale) under additive and geomet-
ric interpolation in ridgeless regression.
In addition, we also speculate that as we interpolate from GD to
NGD, the distance traveled by the parameter space would gradually
increase, and distance traveled in the function space would decrease.
Figure 9 and 20 demonstrate that this is indeed the case for linear
model as well as neural network.
We remark that this observation also implies that wide neural
networks trained with NGD (population Fisher) is less likely to stay
in the kernel regime, since the distance traveled from initialization
can be large (see Figure 8(a)) and thus the Taylor expansion around
the initialization is no longer an accurate description of the training
dynamics. In other words, the analogy between wide neural net and
its linearized kernel model (which we partially employed in Section 5)
may not be valid in models trained with NGD7.
7Note that this gap is only present when the population Fisher is used; previous works have shown the NTK-type global
convergence for sample Fisher-related preconditioned update [ZMG19, CGH+19].
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A.2 Non-monotonicity of the Bias Term
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Figure 10: Epoch-wise double descent.
Note that non-monotonicity of the bias term
is present in GD but not NGD.
As mentioned earlier, many previous works on the high-
dimensional characterization of linear regression assumed a ran-
dom effects model with an isotropic prior on the true parameters
[DW+18, HMRT19, XH19], which may not be realistic. As an
example of the limitation of this assumption, we note that when
Σθ = Id, it can be shown that the expected bias B(θˆ(t)) mono-
tonically decreases through time (see proof of Proposition 6 for
details). In contrast, when the target parameters do not follow
an isotropic prior, the bias term can exhibit non-monotonicity,
which gives rise to the “epoch-wise double descent” phenomenon
also observed in deep learning [NKB+19].
We empirically demonstrate this non-monotonicity when the
model is close to the interpolation threshold in Figure 10. We set
DX to be two equally-weighted point masses with κX = 32, Σθ = Σ
−1
X and γ = 16/15. Note that the
GD trajectory (red) exhibits non-monotonicity in the bias term, whereas for NGD the bias is monotonically
decreasing through time (which we show in the proof of Proposition 6). We remark that this mechanism
of epoch-wise double descent may not be related to the empirical findings in deep neural networks (the
robustness of which is also largely unknown), in which it is usually speculated that the variance term
exhibits non-monotonicity.
A.3 Interpretation of
√
y>K−1y/n
The quantity which we empirically evaluated in Section 5 was first proposed as a measure of generalization
for wide neural networks in the kernel regime. This quantity can be interpreted as a proxy for measuring
how much signal and noise are distributed along the eigendirections of the NTK (see [LSO19, DHLZ19,
SY19, CFW+19] for detailed discussion). Intuitively speaking, large
√
y>K−1y/n implies that the problem
is difficult to learn by GD, and vice versa.
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Figure 11: Demonstration of the growth
of
√
yK−1y in linear model as the amount
of label noise (orange) or the condition
number of ΣX (blue) increases.
Here we give a heuristic argument on how this quantity relates
to label noise and misspecification in our setup. For the ridgeless
regression model considered in Section 3, if we write the label as
yi = f
∗(xi) + f c(xi) + εi, where f∗(x) = x>θ∗, f c is the misspeci-
fied component that is independent to f∗, and εi is the label noise,
we have the following heuristic calculation:
E
[
y>K−1y
]
=E
[
(f∗(X) + f c(X) + ε)>(XX>)−1(f∗(X) + f c(X) + ε)
]
(i)≈tr
(
θ∗θ∗>X>(XX>)−1X
)
+ (σ2 + σ2c )tr
(
(XX>)−1
)
, (A.1)
where we heuristically replaced the misspecified component with
i.i.d. noise of the same variance σ2c (as argued in Section 3). The
first term of (A.1) resembles an RKHS norm of the true coefficients
θ∗, whereas the second term is small when the data is well-conditioned (i.e. the inverse of XX> is stable) or
when the amount of label noise σ and misspecification σ2c is small, as illustrated in Figure 11 (note that these
are conditions under which GD generalizes well, as shown in Theorem 1). We also expect this characterization
to hold for neural networks close to the kernel regime. This provides a non-rigorous explanation of the
increasing trend we observed in Figure 6 as we add more label noise or further misspecify the model.
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B Additional Figures
B.1 Additional Figures for Ridgeless Regression
Non-monotonicity of the Risk. Under our generalized (anisotropic) assumption on the covariance of
the features and the target coefficients, both the bias and the variance term can exhibit non-monotonicity
w.r.t. the overparameterization level γ > 1. For instance, in Figure 12 we observe two peaks in the bias
term and three peaks in the variance term.
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Figure 12: Illustration of the “multiple-descent” curve of the risk for γ > 1. We take n = 300, DX as three
equally-spaced point masses with κX = 5000 and ‖ΣX‖2F = d, and Dθ = D−1X (misaligned). Note that for GD, both
the bias and the variance are highly non-monotonic for γ > 1.
Early Stopping Risk. Figure 13 compares the stationary risk with the optimal early stopping risk under
varying misalignment level. To increase the extent of misalignment, we set Σθ = Σ
−α
X and vary α from 0
to 1: larger α entails more “misaligned” teacher, and vice versa. Note that as the problem becomes more
misaligned, NGD achieves lower stationary and early stopping risk.
Figure 14 reports the optimal early stopping risk under misspecification (exact same trend can be obtained
when the x-axis is label noise). In contrast to the stationary risk (Figure 1), GD can be advantageous under
early stopping even with large extent of misspecification (if the well-specified bias favors GD). This indicates
that early stopping reduces the variance and the misspecified bias.
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(a) stationary risk.
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Figure 13: Well-specified bias against different extent of “alignment”. We set n = 300, DX as two point masses
with κX = 20 and ‖ΣX‖2F = d, and take Σθ = Σ−αX and vary α from 0 to 1. (a) GD achieves lower bias when
Σθ is isotropic, whereas NGD dominates when ΣX = Σ
−1
θ ; P = Σ
−1/2
X (interpolates between GD and NGD) is
advantageous in between. (b) optimal early stopping bias follows similar trend as stationary risk (the optimal early
stopping bias for NGD is the same as its stationary risk due to the monotonic bias term).
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Figure 14: Optimal early stopping risk vs. increasing model misspecification. We follow the same setup as Fig-
ure 3(c). (a) Σθ = Id (favors GD); unlike Figure 3(c), GD has lower early stopping risk even under large extent of
misspecification. (b) Σθ = Σ
−1
X (favors NGD); NGD is also advantageous under early stopping.
Complementary Figures for Section 3 and 4. We include additional figures on (a) well-specified bias
when Σθ = Id (GD is optimal); (b) misspecified bias under unobserved features (predicted by Proposition 3);
(c) bias-variance tradeoff by interpolating between preconditioners (SNR=5). Note that in all cases the
experimental values match the theoretical predictions.
1.5 2.0 2.5 3.0
= d/n
0.0
0.1
0.2
0.3
0.4
0.5
0.6
bi
as
P = I
P = 1X
P = 1/2X
prediction
(a) well-specified bias (aligned).
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Figure 15: We set DX as a uniform distribution with κX = 20 and ‖ΣX‖2F = d.
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(a) well-specified bias (aligned).
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Figure 16: We construct DX with a polynomial decay: λi(DX) = i−1 and then rescale the eigenvalues such that
κX = 500 and ‖ΣX‖2F = d.
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B.2 Additional Figures for RKHS Regression
We simulate the optimization in the coordinates of RKHS via a finite-dimensional approximation (using extra
unlabeled data). In particular, we consider the teacher model in the form of f∗(x) =
∑N
i=1 hiµ
r
iφi(x) for
some square summable {hi}Ni=1, in which r controls the “difficulty” of the learning problem. We find {µi}Ni=1
and {φi}Ni=1 by solving the eigenfunction problem for some kernel k. The student model takes the form of
f(x) =
∑N
i=1
ai√
µi
φi(x) and we optimize the coefficients {ai}Ni=1 via the preconditioned update (4.1). We set
n = 1000, d = 5, N = 2500 and consider the inverse multiquadratic (IMQ) kernel: k(x,y) = 1√
1+‖x−y‖22
.
Recall that Theorem 7 suggests that for small r, i.e., “difficult” problem, the damping coefficient λ
would need to be small (which makes the update NGD-like), and vice versa. This result is (qualitatively)
supported by Figure 17, from which we can see that small λ is beneficial when r is small, and vice versa.
We remark that this observed trend is rather fragile and sensitive to various hyperparameters. We leave a
more comprehensive characterization of this observation as future work.
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Figure 17: Population risk of the preconditioned update in RKHS that interpolates between GD and NGD. We use
the IMQ kernel and set n = 1000, d = 5, N = 2500, σ2 = 5× 10−4. The x-axis has been rescaled for each curve and
thus convergence speed is not directly comparable. Note that (a) large λ (i.e., GD-like update) is beneficial when r
is large, and (b) small λ (i.e., NGD-like update) is beneficial when r is small.
B.3 Additional Figures for Neural Network Experiments
Label Noise. In Figure 18, (a) we observe the same phenomenon that NGD generalizes better as more
label noise is added to the training data on CIFAR-10. Figure 18 (b) shows that in all cases with varying
amounts of label noise, the early stopping risk is however worse than that of GD, regardless of whether
the preconditioner is the (pseudo-)inverse of the Fisher or its sample-based counterpart. This is consistent
with the observation in Section 4 and Figure 14(a) that early stopping can potentially favor GD due to the
reduced variance.
Misalignment. We illustrate the finding in Proposition 6 and Figure 13(b) in neural networks under
synthetic data: we consider 50-dimensional Gaussian input, and both the teacher mode and the student
model are two-layer ReLU networks with 50 hidden units. We construct the teacher by perturbing the
initialization of the student, as described in Section 5. Figure 19 shows that as we decrease r, which
we interpret as the problem becoming more “misaligned”8, NGD eventually achieves lower early stopping
risk (b), whereas GD dominates the early stopping risk is less misaligned setting (a). We remark that
this phenomenon is difficult to observe in practical neural networks training on real-world data, which we
partially attribute to the fragility of the analogy between neural nets and linear models, especially under
NGD (discussed in Appendix A).
8We remark that this r is slightly different than that defined in the RKHS regression experiment.
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Figure 18: Additional label noise experiment on CIFAR-10.
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Figure 19: Population risk of two-layer neural networks in the misalignment setup (noiseless) with synthetic Gaussian
data. We set n = 200, d = 50, the damping coefficient λ = 10−6, and both the student and the teacher are two-layer
ReLU networks with 50 hidden units. The x-axis and the learning rate have been rescaled for each curve. When r is
sufficiently small, NGD achieves lower early stopping risk, and vice versa.
Implicit Bias of Interpolating Preconditioners. Figure 20 demonstrates that the implicit bias of
preconditioned update that interpolates between GD and NGD. We use the same two-layer MLP setup on
MNIST as in Figure 7. Note that updates that are closer to GD result in smaller change in the parameters,
whereas ones close to NGD lead to smaller change in the function.
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Figure 20: Illustration of the implicit bias of preconditioned gradient descent that interpolates between GD and
NGD on MNIST. Note that as the update becomes more similar to NGD (smaller damping or larger α), the distance
traveled in the parameter space increases, where as the distance traveled on the output space decreases.
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C Proofs and Derivations
C.1 Missing Derivations in Section 3
Gradient Flow of Preconditioned Updates. Given positive definite P and γ > 1, it is clear that the
gradient flow solution at time t can be written as
θP (t) = PX
>
[
In − exp
(
− t
n
XPX>
)]
(XPX>)−1y.
Taking t → ∞ yields the stationary solution θˆP = PX>(XPX>)−1y. We remark that the damped
inverse of the sample Fisher P = (XX> + λId)−1 leads to the same minimum-norm solution as GD
θˆI = X
>(XX>)−1y since PX> and X share the same eigenvectors. On the other hand, when P is the
pseudo-inverse of the sample Fisher (XX>)† which is not full-rank, the trajectory can be obtained via the
variation of constants formula:
θ(t) =
[
t
n
∞∑
k=0
1
(k + 1)!
(
− t
n
X>(XX>)−1X
)k]
X>(XX>)−1y,
for which taking the large t limit also yields the minimum-norm solution X>(XX>)−1y.
Minimum ‖θ‖P−1 Norm Interpolant. For positive definite P and the corresponding stationary solution
θˆP = PX
>(XPX>)−1y, note that given any other interpolant θˆ
′
, we have (θˆP − θˆ′)P−1θˆP = 0 because
both θˆP and θˆ
′
achieves zero empirical risk. Therefore, ‖θˆ′‖2
P−1 − ‖θˆP ‖2P−1 = ‖θˆ
′ − θˆP ‖2P−1 ≥ 0. This
confirms that θˆP is the minimum ‖θ‖P−1 norm solution.
C.2 Proof of Theorem 1
Proof. By the definition of the variance term and the stationary θˆ,
V (θˆ) = tr
(
Cov(θˆ)ΣX
)
= σ2tr
(
PX>(XPX>)−2X>PΣX
)
.
Write X¯ = XP 1/2 with covariance DXP = DXDP . Similarly, we define ΣXP = ΣXΣP . The equation
above thus simplifies to
V (θˆP ) = σ
2tr
(
X¯
>
(X¯X¯
>
)−2X¯>ΣXP
)
.
The analytic expression of the variance term follows from a direct application of [HMRT19, Thorem 4],
in which the conditions on the population covariance are satisfied by (A2).
Taking the derivative of m(−λ) yields
m′(−λ) =
(
1
m2(−λ) − γ
∫
τ2
(1 + τm(−λ))2 dFXP (τ)
)−1
.
Plugging the quantity into the expression of the variance (omitting the scaling σ2 and constant shift),
m′(−λ)
m2(−λ) =
(
1− γm2(−λ)
∫
τ2
(1 + τm(−λ))2 dFXP (τ)
)−1
.
From the monotonicity of x1+x on x > 0 or the Jensen’s inequality we know that
1− γ
∫ (
τm(−λ)
1 + τm(−λ)
)2
dFXP (τ) ≤ 1− γ
(∫
τm(−λ)
1 + τm(−λ)dFXP (τ)
)2
.
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Taking λ→ 0, the RHS evaluates to 1− 1/γ, and thus omitting the scalar σ2, we arrive at the lower bound
V ≥ (γ − 1)−1. Note that the equality is only achieved when FXP is a point mass, i.e. P = Σ−1X . In other
words, the minimum variance is achieved by NGD. As a verification, the variance of the NGD solution θˆF−1
agrees with the calculation in [HMRT19, A.3].
C.3 Proof of Theorem 2
Proof. By the definition of the bias term,
B(θˆP ) = Eθ∗
[∥∥∥PX>(XPX>)−1Xθ∗ − θ∗∥∥∥2
ΣX
]
=
1
d
tr
(
Σθ
(
Id − PX>(XPX>)−1X
)>
ΣX
(
Id − PX>(XPX>)−1X
))
(i)
=
1
d
tr
(
Σθ/P
(
Id − X¯>(X¯X¯>)−1X¯
)>
ΣXP
(
Id − X¯>(X¯X¯>)−1X¯
))
(ii)
= lim
λ→0+
λ2
d
tr
(
Σθ/P
(
1
n
X¯
>
X¯ + λId
)−1
ΣXP
(
1
n
X¯
>
X¯ + λId
)−1)
(iii)
= lim
λ→0+
λ2
d
tr
((
1
n
Xˆ
>
Xˆ + λD−1θ/P
)−2
ΣXPΣ
−1
θ/P
)
,
where we utilized (A3) and defined X¯ = XP 1/2, ΣXP = ΣXP , Σθ/P = ΣθP
−1 in (i), applied the equality
(AA>)†A = limλ→0(A>A + λI)−1A in (ii), and defined Xˆ = XΣ−1/2P with covariance DXPD−1θ/P in
(iii) (note that Dθ/P is invertible by (A2-4)). To proceed, we first observe the following relation via a
leave-one-out argument similar to that in [XH19],
1
d
tr
(
1
n
Xˆ
>
Xˆ
(
1
n
Xˆ
>
Xˆ + λD−1θ/P
)−2)
(C.1)
(i)
=
1
d
n∑
i=1
1
n xˆ
>
i
(
1
nXˆ
>
Xˆ + λD−1θ/P
)−2
¬i
xˆi(
1 + 1n xˆ
>
i
(
1
nXˆ
>
Xˆ + λD−1θ/P
)−1
¬i
xˆi
)2
(ii)→
p
1
d tr
((
1
nXˆ
>
Xˆ + λD−1θ/P
)−2
ΣXPΣ
−1
θ/P
)
(
1 + 1n tr
((
1
nX¯
>
X¯ + λId
)−1
ΣXP
))2 , (C.2)
where (i) is due to the Woodbury identity and we defined
(
1
nXˆ
>
Xˆ + λD−1θ/P
)
¬i
= 1nXˆ
>
Xˆ− 1n xˆixˆ>i +λD−1θ/P
which is independent to xˆi (see [XH19, Eq. 58] for details), and in (ii) we used (A2), the convergence to
trace [LP11, Lemma 2.1] and its stability under low-rank perturbation (e.g., see [LP11, Eq. 18]) which we
elaborate below. In particular, denote Σˆ = 1nXˆ
>
Xˆ + λD−1θ/P , for the denominator we have
sup
i
∣∣∣∣λn tr(Σˆ−1ΣXPΣ−1θ/P)− λn tr(Σˆ−1¬i ΣXPΣ−1θ/P)
∣∣∣∣
≤λ
n
∥∥∥ΣXPΣ−1θ/P ∥∥∥
2
sup
i
∣∣∣tr(Σˆ−1(Σˆ− Σˆ¬i)Σˆ−1¬i )∣∣∣
≤λ
n
∥∥∥ΣXPΣ−1θ/P ∥∥∥
2
∥∥∥Σˆ−1∥∥∥
2
sup
i
∥∥∥Σˆ−1¬i ∥∥∥
2
tr
(
Σˆ− Σˆ¬i
)
(i)→ Op
(
1
n
)
,
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where (i) is due to the definition of Σˆ¬i and (A1)(A2)(A4), which implies that the non-zero eigenvalues of
ΣXP , Σθ/P , Σˆ and Σˆ¬i are finite and lower-bounded away from zero as n, d → ∞ (we take the pseudo-
inverse of Σˆ when λ→ 0). The result on the numerator can be obtained by a similar calculation, the details
of which we omit.
Note that the denominator can be evaluated by previous results (e.g. [DW+18, Thorem 2.1]) as follows,
1
n
tr
((
1
n
X¯
>
X¯ + λId
)−1
ΣXP
)
a.s.→ 1
λm(−λ) − 1. (C.3)
On the other hand, following the same derivation as [DW+18, HMRT19], (C.1) can be decomposed as
1
d
tr
(
1
n
Xˆ
>
Xˆ
(
1
n
Xˆ
>
Xˆ + λD−1θ/P
)−2)
=
1
d
tr
((
1
n
X¯
>
X¯ + λId
)−1
Σθ/P
)
− λ
d
tr
((
1
n
X¯
>
X¯ + λId
)−2
Σθ/P
)
=
1
d
tr
((
1
n
X¯
>
X¯ + λId
)−1
Σθ/P
)
+
λ
d
d
dλ
tr
((
1
n
X¯
>
X¯ + λId
)−1
Σθ/P
)
. (C.4)
We employ [RM11, Theorem 1] to characterize (C.4). In particular, For any deterministic sequence of
matrices Θn ∈ Rd×d with finite trace norm, as n, d→∞ we have
tr
(
Θn
(
1
n
X¯
>
X¯ − zId
)−1
−Θn(cn(z)ΣXP − zId)−1
)
a.s.→ 0,
in which cn(z)→ −zm(z) for z ∈ C\R+ and m(z) is defined in Theorem 1 due to the dominated convergence
theorem. By (A2)(A4) we are allowed to take Θn =
1
dΣθ/P . Thus we have
λ
d
tr
(
Σθ/P
(
1
n
X¯
>
X¯ + λId
)−1)
→λ
d
tr
(
Σθ/P (λm(−λ)ΣXP + λId)−1
)
(i)
=E
[
υxυθυ
−1
xp
1 +m(−λ)υxp
]
, ∀λ > −cl, (C.5)
in which (i) is due to (A2)(A4), the fact that the LHS is almost surely bounded for λ > −cl, where cl
is the lowest non-zero eigenvalue of 1nX¯
>
X¯, and the application of the dominated convergence theorem.
Differentiating (C.5) (note that the derivative is also bounded on λ > −cl) yields
λ
d
d
dλ
tr
((
1
n
X¯
>
X¯ + λId
)−1
Σθ/P
)
→ E
[
υxυθυ
−1
xp
λ(1 +m(−λ)υxp) −
m′(−λ)υxυθ
(1 +m(−λ)υxp)2
]
. (C.6)
Finally, note that the numerator of (C.2) is the quantity of interest. Combining (C.1) (C.2) (C.3) (C.4)
(C.5) (C.6) and taking λ→ 0 yields the formula of the bias term. We remark that similar (but less general)
characterization can also be obtained by [LP11, Theorem 1.2] when the eigenvalues of DXP and Dθ/P
exhibit certain relations.
To show that P = Σθ achieves the lowest bias, first note that under the definition of random variables in
(A4), our claimed optimal preconditioner is equivalent to υxp
a.s.
= υxυθ. We therefore define an interpolation
υα = αυxυθ + (1− α)υ¯ for some υ¯ and write the corresponding Stieltjes transform as mα(−λ) and the bias
term as Bα. We aim to show that argminα∈[0,1]Bα = 1.
For notational convenience define gα , mα(0)υxυθ and hα , mα(0)υα. One can check that
Bα = E
[
υxυθ
(1 + hα)2
]
E
[
hα
(1 + hα)2
]−1
;
dmα(−λ)
dα
∣∣∣
λ→0
=
mα(0)E
[
hα−gα
(1+hα)2
]
(1− α)E
[
hα
(1+hα)2
] .
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We now verify that the derivative of Bα w.r.t. α is non-positive for α ∈ [0, 1]. A standard simplification of
the derivative yields
dBα
dα
∝− 2E
[
(gα − hα)2
(1 + hα)3
](
E
[
hα
(1 + hα)2
])2
− 2
(
E
[
gα − hα
(1 + hα)2
])2
E
[
h2α
(1 + hα)3
]
+ 4E
[
hα(gα − hα)
(1 + hα)3
]
E
[
gα − hα
(1 + hα)2
]
E
[
hα
(1 + hα)2
]
(i)
≤ − 4
√
E
[
(gα − hα)2
(1 + hα)3
]
E
[
h2α
(1 + hα)3
](
E
[
gα − hα
(1 + hα)2
])2(
E
[
hα
(1 + hα)2
])2
+ 4E
[
hα(gα − hα)
(1 + hα)3
]
E
[
gα − hα
(1 + hα)2
]
E
[
hα
(1 + hα)2
]
(ii)
≤ 0,
where (i) is due to AM-GM and (ii) due to Cauchy-Schwarz on the first term. Note that the two equalities
hold when gα = hα, from which one can easily deduce that the optimum is achieved when υxp
a.s.
= υxυθ, and
thus we know that P = Σθ is the optimal preconditioner for the bias term.
C.4 Proof of Proposition 3
Proof. Via a similar calculation as in [HMRT19, Section 5], the bias term can be decomposed as
E
[
B(θˆP )
]
=Ex,xˆ,θ∗,θc
[(
x>PX>
(
XPX>
)−1
(Xθ∗ +Xcθc)− (x>θ∗ + xˆ>θc)
)2]
(i)
=Ex,θ∗
[(
x>PX>
(
XPX>
)−1
Xθ∗ − x>θ∗
)2]
+ Exc,θx
[
(xˆ>θc)2
]
+ Ex,θc
[(
x>PX>
(
XPX>
)−1
Xcθcθc
>
Xc>
(
XPX>
)−1
XPx
)2]
(ii)→Bθ(θˆP ) + 1
dc
tr(ΣcXΣ
c
θ)(1 + V (θˆP )),
where we used the independence of x, xˆ and θ∗,θc in (i), and (A2-4) as well as the definition of the well-
specified bias Bθ(θˆP ) and variance V (θˆP ) in (ii).
C.5 Proof of Proposition 4
Proof. We first outline a more general setup where P α = f(ΣX ;α) for continuous and differentiable
function of α and f applied to the eigenvalues of Σx. For any interval I ⊆ [0, 1], we claim that
(a) Suppose all four functions 1xf(x;α) , f(x;α),
∂f(x;α)
∂α /f(x;α) and x
∂f(x;α)
∂α are decreasing functions of x
on the support of vx for all α ∈ I. In addition, ∂f(x;α)∂α ≥ 0 on the support of vx for all α ∈ I. Then
the stationary bias is an increasing function of α on I.
(b) For all α ∈ I, suppose xf(x;α) is a monotonic function of x on the support of vx and ∂f(x;α)∂α /f(x;α) is
a decreasing function of x on the support of vx. Then the stationary variance is a decreasing function
of α on I.
Let us verify the three choices of P α in Proposition 4 one by one.
• When P α = (1− α)Id + α(ΣX)−1, the corresponding f(x;α) is (1− α) + αx. It is clear that it satisfies
all conditions in (a) and (b) for all α ∈ [0, 1]. Hence, the stationary variance is a decreasing function and
the stationary bias is an increasing function of α ∈ [0, 1].
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• When P α = (ΣX)−α, the corresponding f(x;α) is x−α. It is clear that it satisfies all conditions in (a)
and (b) for all α ∈ [0, 1] except for the condition that x∂f(x;α)∂α = −x1−α lnx is a decreasing function of x.
Note that x∂f(x;α)∂α = −x1−α lnx is a decreasing function of x on the support of vx only for α ≥ ln(κ)−1ln(κ)
where κ = sup vx/ inf vx. Hence, the stationary variance is a decreasing function of α ∈ [0, 1] and the
stationary bias is an increasing function of α ∈ [max(0, ln(κ)−1ln(κ) ), 1].
• When P α = (αΣX+(1−α)Id)−1, the corresponding f(x;α) is 1/(αx+(1−α)). It is clear that it satisfies
all conditions in (a) and (b) for all α ∈ [0, 1] except for the condition that x∂f(x;α)∂α = x(1−x)(αx+(1−α))2 is a
decreasing function of x. Note that x∂f(x;α)∂α =
x(1−x)
(αx+(1−α))2 is a decreasing function of x on the support
of vx only for α ≥ κ−2κ−1 . Hence, the stationary variance is a decreasing function of α ∈ [0, 1] and the
stationary bias is an increasing function of α ∈ [max(0, κ−2κ−1 ), 1].
To show (a) and (b), note that under the conditions on Σx and Σθ assumed in Proposition 4, the
stationary bias B(θˆPα) and the stationary variance V (θˆPα) can be simplified to
B(θˆPα) =
m′α(0)
m2α(0)
E
vx
(1 + vxf(vx;α)mα(0))2
and V (θˆPα) = σ
2 ·
(
m′α(0)
m2α(0)
− 1
)
,
where mα(z) and m
′
α(z) satisfy
1 = −zmα(z) + γE vxf(vx;α)mα(z)
1 + vxf(vx;α)mα(z)
(C.7)
m′α(z)
m2α(z)
=
1
1− γE
(
f(vx;α)mα(z)
1+f(vx;α)mα(z)
)2 . (C.8)
For notation convenience, let fα := vxf(vx;α). From (C.8), we have the following equivalent expressions.
B(θˆPα) =
E vx(1+fαmα(0))2
1− γE
(
fαmα(0)
1+fαmα(0)
)2 , (C.9)
V (θˆPα) = σ
2
 1
1− γE
(
fαmα(0)
1+fαmα(0)
)2 − 1
. (C.10)
We first show that (b) holds. Note that from (C.10), we have
∂V (θˆPα)
∂α
=γσ2
 1
1−γE
(
fαmα(0)
1+fαmα(0)
)2

2
E
[
2fαmα(0)
(1+fαmα(0))
3
(
fα
∂mα(z)
∂α
∣∣∣
z=0
+
∂fα
∂α
mα(0)
)]
. (C.11)
To calculate ∂mα(z)∂α
∣∣∣
z=0
, we take derivatives with respect to α on both sides of (C.7),
0 = γE
[
1
(1 + fαmα(0))2
·
(
fα
∂mα(z)
∂α
∣∣∣
z=0
+
∂fα
∂α
mα(0)
)]
. (C.12)
Therefore, plugging (C.12) into (C.11)yields
∂V (θˆPα)
∂α
=2γσ2
 mα(0)
1− γE
(
fαmα(0)
1+fαmα(0)
)2

2(
E
fα
(1 + fαmα(0))2
)−1
×
(
E
fα
∂fα
∂α
(1 + fαmα(0))
3E
fα
(1 + fαmα(0))2
− E f
2
α
(1 + fαmα(0))
3E
∂fα
∂α
(1 + fαmα(0))2
)
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Hence, showing V (θˆPα) is a decreasing function of α is equivalent to showing that
E
f2α
(1 + fαmα(0))
3E
∂fα
∂α
(1 + fαmα(0))2
≥ E fα
∂fα
∂α
(1 + fαmα(0))
3E
fα
(1 + fαmα(0))2
. (C.13)
Let µx be the probability measure of vx. We define a new measure µ˜x =
fαµx
(1+fαmα(0))2
, and let v˜x follow the
new measure. Since ∂f(x;α)∂α /f(x;α) is a decreasing function of x and xf(x;α) is a monotonic function of x,
E
v˜xf(v˜x;α)
1 + v˜xf(v˜x;α)mα(0)
E
∂v˜xf(v˜x;α)
∂α
v˜xf(v˜x;α)
≥ E
∂v˜xf(v˜x;α)
∂α
1 + v˜xf(v˜x;α)mα(0)
.
Changing v˜x back to vx, we arrive at (C.13) and thus (b).
For the bias term B(θˆPα), note that from (C.7) and (C.9), we have
∂B(θˆPα)
∂α
=
1
γ
(
1
γ
− E
(
fαmα(0)
1 + fαmα(0)
)2)−2
×
(
−E
[
2
vx
(1 + fαmα(0))
3 ·
(
fα
∂mα(z)
∂α
∣∣∣
z=0
+
∂fα
∂α
mα(0)
)]
E
fαmα(0)
(1 + fαmα(0))2
+ E
vx
(1 + fαmα(0))
2E
[
2
fαmα(0)
(1 + fαmα(0))
3 ·
(
fα
∂mα(z)
∂α
∣∣∣
z=0
+
∂fα
∂α
mα(0)
)])
. (C.14)
Similarly, we plug (C.12) in (C.14) and simplify the expression. To verify B(θˆPα) is an increasing function
of α, we need to show
0 ≤
(
E
vxfαmα(0)
(1 + fαmα(0))3
E
∂fα
∂α
(1 + fαmα(0))2
− E vx
∂fα
∂α
(1 + fαmα(0))3
E
fαmα(0)
(1 + fαmα(0))2
)
E
fαmα(0)
(1 + fαmα(0))2
− E vx
(1 + fαmα(0))2
(
E
(fαmα(0))
2
(1 + fαmα(0))3
E
∂fα
∂α
(1 + fαmα(0))2
− E fαmα(0)
∂fα
∂α
(1 + fαmα(0))3
E
fαmα(0)
(1 + fαmα(0))2
)
,
(C.15)
Let hα , fαmα(0) = vxf(vx;α)mα(0) and gα , ∂fα∂α = vx
∂f(vx;α)
∂α . Then (C.15) can be further simplified to
the following equation
0 ≤E vxhα
(1 + hα)3
E
gα
(1 + hα)3
E
hα
(1 + hα)3
− E vx
(1 + hα)3
E
gα
(1 + hα)3
E
h2α
(1 + hα)3︸ ︷︷ ︸
part 1
+ E
vx
(1 + hα)3
E
gαhα
(1 + hα)3
E
hα
(1 + hα)3
− E vxgα
(1 + hα)3
E
hα
(1 + hα)3
E
hα
(1 + hα)3︸ ︷︷ ︸
part 2
+ 2E
vxhα
(1 + hα)3
E
gαhα
(1 + hα)3
E
hα
(1 + hα)3
− 2E vxgα
(1 + hα)3
E
h2α
(1 + hα)3
E
hα
(1 + hα)3︸ ︷︷ ︸
part 3
+ E
vxhα
(1 + hα)3
E
gαhα
(1 + hα)3
E
h2α
(1 + hα)3
− E vxgα
(1 + hα)3
E
h2α
(1 + hα)3
E
h2α
(1 + hα)3︸ ︷︷ ︸
part 4
. (C.16)
Note that under condition of (a), we know that both hα and vx/hα are increasing functions of vx; and both
gα/hα and gα are decreasing functions of vx. Hence, with calculation similar to (C.13), we know part 1,2,3,4
in (C.16) are all non-negative, and therefore (C.16) holds.
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Figure 21: Illustration of the monotonicity of the bias term under Σθ = Id. We consider two distributions of
eigenvalues for ΣX : two equally weighted point masses (circle) and a uniform distribution (star), and vary the
condition number κX and overparameterization level γ. In all cases the bias in monotone in α ∈ [0, 1].
Remark. The above characterization provides sufficient but not necessary conditions for the monotonicity
of the bias term. In general, the expression of the bias is rather opaque, and determining the sign of its
derivative can be tedious, except for certain special cases (e.g. γ = 2 and the eigenvalues of ΣX are two equally
weighted point masses, for which mα has a simple form and one may analytically check the monotonicity).
We conjecture that the bias is monotone for α ∈ [0, 1] for a much wider class of ΣX , as shown in Figure 21.
C.6 Proof of Proposition 5
Proof. Taking the derivative of V (θP (t)) w.r.t. time yields (omitting the scalar σ
2),
dV (θP (t))
dt
=
d
dt
∥∥∥∥Σ1/2X PX>(In − exp(− tnXPX>
))(
XPX>
)−1∥∥∥∥2
F
(i)
=
1
n
tr
ΣXP X¯>SP exp
(
− t
n
SP
)
S−2P
(
In − exp
(
− t
n
SP
))
X¯︸ ︷︷ ︸
p.s.d.
 (ii)> 0,
where we defined X¯ = XP 1/2 and SP = XPX
> in (i), and (ii) is due to (A2-3) the inequality tr(AB) ≥
λmin(A)tr(B) for positive semi-definite A and B.
C.7 Proof of Proposition 6
Proof. Recall the definition of the bias (well-specified) of θˆP (t),
B(θP (t))
(i)
=
1
d
tr
(
Σθ
(
Id − PX>WP (t)S−1P X
)>
ΣX
(
Id − PX>WP (t)S−1P X
))
(ii)
=
1
d
tr
(
Σθ/P
(
Id − X¯>WP (t)S−1P X¯
)>
ΣXP
(
Id − X¯>WP (t)S−1P X¯
))
(iii)
≥ 1
d
tr
((
Σ
1/2
XP
(
Id − X¯>WP (t)S−1P X¯
)
Σ
1/2
θ/P
)2)
, (C.17)
where we defined SP = XPX
>, WP (t) = In − exp
(− tnSP ) in (i), X¯ = XP 1/2 in (ii), and (iii) is due to
the inequality tr
(
A>A
)
≥ tr(A2).
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When ΣX = Σ
−1
θ , i.e. NGD achieves lowest stationary bias, (C.17) simplifies to
B(θP (t)) ≥ 1
d
tr
((
Id − X¯>WP (t)S−1P X¯
)2)
=
(
1− 1
γ
)
+
1
d
n∑
i=1
exp
(
− t
n
λ¯i
)2
, (C.18)
where λ¯ is the eigenvalue of SP . On the other hand, since F = ΣX , for the NGD iterate θˆF−1(t) we have
B(θF−1(t)) =
1
d
tr
((
Id − Xˆ>W F−1(t)S−1F−1Xˆ
)2)
=
(
1− 1
γ
)
+
1
d
n∑
i=1
exp
(
− t
n
λˆi
)2
, (C.19)
where Xˆ = XΣ
−1/2
X and λ¯ is the eigenvalue of SF−1 = XˆXˆ
>
. Comparing (C.18)(C.19), we see that given
θˆP (t) at a fixed t, if we run NGD for time T >
λ¯max
λˆmin
t (note that T/t = O(1) by (A2-3)), then we have
B(θP (t)) ≥ B(θF−1(T )) for any P satisfying (A3). This thus implies that Bopt(θP ) ≥ Bopt(θF−1).
On the other hand, when Σθ = Id, we can show that the bias term of GD is monotonically decreasing
through time by taking its derivative,
d
dt
B(θI(t)) =
1
d
d
dt
tr
((
Id −X>W I(t)S−1I X
)>
ΣX
(
Id −X>W I(t)S−1I X
))
=− 1
nd
tr
ΣXX>S exp
(
− t
n
S
)
S−1X
(
Id −X>W I(t)S−1I X
)
︸ ︷︷ ︸
p.s.d.
 < 0. (C.20)
Similarly, one can verify that the expected bias of NGD is monotonically decreasing for all choices of ΣX
and Σθ satisfying (A2-4),
d
dt
tr
(
Σθ
(
Id − F−1X>W F−1(t)S−1F−1X
)>
ΣX
(
Id − F−1X>W F−1(t)S−1F−1X
))
=
d
dt
tr
(
ΣXθ
(
Id − Xˆ>W F−1(t)S−1F−1Xˆ
)>(
Id − Xˆ>W F−1(t)S−1F−1Xˆ
)) (i)
< 0,
where (i) follows from calculation similar to (C.20). Since the expected bias is decreasing through time for
both GD and NGD when Σθ = Id, and from Theorem 2 we know that B(θˆI) ≤ B(θˆF−1), we conclude that
Bopt(θI) ≤ Bopt(θF−1).
C.8 Proof of Theorem 7
C.8.1 Setup and Result
We first state the setting and assumptions (which has been slightly updated compare to that of the main
text). H is an RKHS included in L2(PX) equipped with a bounded kernel function k. Kx ∈ H is the Riesz
representation of the kernel function k(x, ·), that is, k(x,y) = 〈Kx,Ky〉H. S is the canonical embedding
operator from H to L2(PX). We write Σ = S∗S : H → H and L = SS∗. Note that the boundedness of the
kernel gives ‖Sf‖L2(PX) ≤ supx |f(x)| = supx |〈Kx, f〉| ≤ ‖Kx‖H‖f‖H ≤ ‖f‖H. Hence we know ‖Σ‖ ≤ 1
and ‖L‖ ≤ 1. We make the following assumptions.
• there exist r∈(0,∞) and M>0 such that f∗=Lrh∗ for some h∗∈L2(PX) and ‖f∗‖∞≤M .
• there exists s > 1 s.t. tr(Σ1/s) <∞ and 2r + s−1 > 1.
• There exist µ ∈ [s−1, 1] and Cµ > 0 such that supx∈supp(PX)
∥∥Σ1/2−1/µKx∥∥H ≤ Cµ.
• supx∈supp(PX) k(x,x) ≤ 1.
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The training data is generated as yi = f
∗(xi) + εi, where εi is an i.i.d. noise satisfying |εi| ≤ σ almost
surely. Let y ∈ Rn be the label vector. We identify Rn with L2(Pn) and define
Σˆ =
1
n
n∑
i=1
Kxi ⊗Kxi : H → H, Sˆ∗Y =
1
n
n∑
i=1
YiKxi , (Y ∈ L2(Pn)).
We consider the following preconditioned update on ft ∈ H:
ft = ft−1 − η(Σ + λI)−1(Σˆft−1 − Sˆ∗Y ), f0 = 0.
We aim to show the following theorem:
Theorem 8. Given the assumptions above, if the sample size n is sufficiently large so that 1/(nλ)  1,
then for η < ‖Σ‖ with ηt ≥ 1 and 0 < δ < 1 and 0 < λ < 1, it holds that
‖Sft − f∗‖2L2(PX) ≤ C(B(t) + V (t)),
with probability 1− 3δ, where C is a constant and
B(t) := exp(−ηt) ∨
(
λ
ηt
)2r
,
V (t) := V1(t) + (1 + ηt)
λ−1B(t) + σ2tr
(
Σ
1
s
)
λ−
1
s
n
+
λ−1(σ +M + (1 + tη)λ−(
1
2−r)+)2
n2
 log(1/δ)2,
in which
V1(t) :=
exp(−ηt) ∨ ( λ
ηt
)2r
+ (tη)2
β′(1 ∨ λ2r−µ)tr
(
Σ
1
s
)
λ−
1
s
n
+
β′2(1 + λ−µ(1 ∨ λ2r−µ)
n2
(1 + tη)2,
for β′ = log
(
28C2µ(2
2r−µ∨λ−µ+2r)tr(Σ1/s)λ−1/s
δ
)
. When r ≥ 1/2, if we set λ = n− s2rs+1 =: λ∗ and t =
Θ(log(n)), then the overall convergence rate becomes
‖Sgt − f∗‖2L2(PX) = O˜p
(
n−
2rs
2rs+1
)
,
which is the minimax optimal rate (O˜p(·) hides a poly-log(n) factor). On the other hand, when r < 1/2,
the bound is also O˜p
(
n−
2rs
2rs+1
)
except the term V1(t). In this case, if 2r ≥ µ holds additionally, we have
Vt(t) = O˜p
(
n−
2rs
2rs+1
)
, which again recovers the optimal rate.
Note that if the naive GD (with iterates f˜t) is employed, from previous works [LR17], we know that the
bias term
(
λ
ηt
)2r
is replaced by
(
1
ηt
)2r
, and therefore the upper bound translates to
‖Sf˜t − f∗‖2L2(PX) ≤ C
{
(ηt)−2r +
1
n
(
tr
(
Σ1/s
)
(ηt)1/s +
ηt
n
)(
σ2 +
(
1
ηt
)2r
+
M2 + (ηt)−(2r−1)
n
)}
,
with high probability. In other words, by the condition η = O(1), we need t = Θ(n
2rs
2rs+1 ) steps to sufficiently
diminish the bias term. In contrast, the preconditioned update that interpolates between GD and NGD
(4.1) only require t = O(log(n)) steps to make the bias term negligible. This is because the NGD amplifies
the high frequency component and rapidly captures the detailed “shape” of the target function f∗.
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C.8.2 Proof of Main Result
Proof. We follow the proof strategy of [LR17]. First we define a reference optimization problem with
iterates f¯t that directly minimize the population risk:
f¯t = f¯t−1 − η(Σ + λI)−1(Σf¯t−1 − S∗f∗), f¯0 = 0.
Note that E[ft] = f¯t. In addition, we define the degrees of freedom and its related quantity as
N∞(λ) := Ex[〈Kx,Σ−1λ Kx〉H] = tr
(
ΣΣ−1λ
)
, F∞(λ) := sup
x∈supp(PX)
‖Σ−1/2λ Kx‖2H.
We can see that the risk admits the following bias-variance decomposition
‖Sft − f∗‖2L2(PX) ≤ 2(‖Sft − Sf¯t‖2L2(PX)︸ ︷︷ ︸
V (t), variance
+ ‖f¯t − f∗‖2L2(PX)︸ ︷︷ ︸
B(t), bias
).
We upper bound the bias and variance separately.
Bounding the bias term B(t): Note that by the update rule (4.1), it holds that
Sf¯t − f∗ = Sf¯t−1 − f∗ − ηS(Σ + λI)−1(Σf¯t−1 − S∗f∗)
⇔ Sf¯t − f∗ = (I − ηS(Σ + λI)−1S∗)(Sf¯t−1 − f∗).
Therefore, unrolling the recursion gives Sf¯t − f∗ = (I − ηS(Σ + λI)−1S∗)t(Sf¯0 − f∗) = (I − ηS(Σ +
λI)−1S∗)t(−f∗) = −(I−ηS(Σ+λI)−1S∗)tLrh∗. Write the spectral decomposition of L as L = ∑∞j=1 σjφjφ∗j
for φj ∈ L2(PX) for σj ≥ 0. We have ‖(I−ηS(Σ+λI)−1S∗)tLrh∗‖L2(PX) =
∑∞
j=1(1−η σjσj+λ )2tσ2rj h2j , where
h =
∑∞
j=1 hjφj . We then apply Lemma 9 to obtain
B(t) ≤ exp(−ηt)
∑
j:σj≥λ
h2j +
(
2r
e
λ
ηt
)2r ∑
j:σj<λ
h2j ≤ C
[
exp(−ηt) ∨
(
λ
ηt
)2r]
‖h∗‖2L2(PX),
where C is a constant depending only on r.
Bounding the variance term V (t): We now handle the variance term V (t). For notational convenience,
we write Aλ := A+λI for a linear operator A from a Hilbert space H to H. By the definition of ft, we know
ft = (I − η(Σ + λI)−1Σˆ)ft−1 + η(Σ + λI)−1Sˆ∗Y
=
t−1∑
j=0
(I − η(Σ + λI)−1Σˆ)jη(Σ + λI)−1Sˆ∗Y
= Σ
−1/2
λ η
t−1∑
j=0
(I − ηΣ−1/2λ ΣˆΣ−1/2λ )j
Σ−1/2λ Sˆ∗Y =: Σ−1/2λ GtΣ−1/2λ Sˆ∗Y,
where we defined Gt := η
[∑t−1
j=0(I − ηΣ−1/2λ ΣˆΣ−1/2λ )j
]
. Accordingly, we decompose V (t) as
‖Sft − Sf¯t‖2L2(PX) ≤2(‖S(ft − Σ
−1/2
λ GtΣ
−1/2
λ Σˆf¯t)‖2L2(PX)︸ ︷︷ ︸
(a)
+ ‖S(Σ−1/2λ GtΣ−1/2λ Σˆf¯t − f¯t)‖2L2(PX)︸ ︷︷ ︸
(b)
).
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We bound (a) and (b) separately.
Step 1. Bounding (a). Decompose (a) as
‖S(ft − Σ−1/2λ GtΣ−1/2λ Σˆf¯t)‖2L2(PX) = ‖SΣ
−1/2
λ GtΣ
−1/2
λ (Sˆ
∗Y − Σˆf¯t)‖2L2(PX)
≤‖SΣ−1/2λ ‖2‖GtΣ−1/2λ ΣˆλΣ−1/2λ ‖2‖Σ1/2λ Σˆ−1λ Σ1/2λ ‖2‖Σ−1/2λ (Sˆ∗Y − Σˆf¯t)‖2H.
We bound the terms in the RHS individually.
(i) ‖SΣ−1/2λ ‖2 = ‖Σ−1/2λ ΣΣ−1/2λ ‖ ≤ 1.
(ii) Note that Σ
−1/2
λ ΣˆλΣ
−1/2
λ = I − Σ−1/2λ (Σ− Σˆ)Σ−1/2λ  (1− ‖Σ−1/2λ (Σ− Σˆ)Σ−1/2λ ‖)I.
Proposition 6 of [RR17] and its proof implies that for λ ≤ ‖Σ‖ and 0 < δ < 1, it holds that
‖Σ−1/2λ (Σ− Σˆ)Σ−1/2λ ‖ ≤
√
2βF∞(λ)
n
+
2β(1 + F∞(λ))
3n
=: Ξn, (C.21)
with probability 1− δ, where β = log
(
4tr(ΣΣ−1λ )
δ
)
= log
(
4N∞(λ)
δ
)
. By Lemma 12, β ≤ log
(
4tr(Σ1/s)λ−1/s
δ
)
and F∞(λ) ≤ λ−1. Therefore, if λ = o(n−1 log(n)) and λ = Ω(n−1/s), the right hand side can be smaller
than 1/2 for sufficiently large n, i.e. Ξn = O(
√
log(n)/(nλ)) ≤ 1/2. In this case we have,
Σ
−1/2
λ ΣˆλΣ
−1/2
λ 
1
2
I.
We denote this event as E1.
(iii) Note that
GtΣ
−1/2
λ ΣˆλΣ
−1/2
λ = η
t−1∑
j=0
(I − ηΣ−1/2λ ΣˆΣ−1/2λ )j
Σ−1/2λ ΣˆλΣ−1/2λ
= η
t−1∑
j=0
(I − ηΣ−1/2λ ΣˆΣ−1/2λ )j
(Σ−1/2λ ΣˆΣ−1/2λ + λΣ−1λ ).
Thus, by Lemma 10 we have
‖GtΣ−1/2λ ΣˆλΣ−1/2λ ‖
≤
∥∥∥∥∥∥η
t−1∑
j=0
(I − ηΣ−1/2λ ΣˆΣ−1/2λ )j
Σ−1/2λ ΣˆΣ−1/2λ
∥∥∥∥∥∥︸ ︷︷ ︸
≤1 (due to Lemma 10)
+
∥∥∥∥∥∥η
t−1∑
j=0
(I − ηΣ−1/2λ ΣˆΣ−1/2λ )j
λΣ−1λ
∥∥∥∥∥∥
≤1 + η
t−1∑
j=0
‖(I − ηΣ−1/2λ ΣˆΣ−1/2λ )j‖‖λΣ−1λ ‖ ≤ 1 + ηt.
(iv) Note that
‖Σ−1/2λ (Sˆ∗Y − Σˆf¯t)‖2H ≤ 2(‖Σ−1/2λ [(Sˆ∗Y − Σˆf¯t)− (S∗f∗ − Σf¯t)]‖2H + ‖Σ−1/2λ (S∗f∗ − Σf¯t)‖2H).
First we bound the first term of the right hand side. Let ξi = Σ
−1/2
λ [Kxiyi − Kxi f¯t(xi) − (S∗f∗ − Σf¯t)].
Then, {ξi}ni=1 is an i.i.d. sequence of zero-centered random variables taking value in H and thus we have
‖Σ−1/2λ [(Sˆ∗Y − Σˆf¯t)− (S∗f∗ − Σf¯t)]‖2H =
∥∥∥∥∥ 1n
n∑
i=1
ξi
∥∥∥∥∥
2
H
.
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The right hand side can be bounded by using Bernstein’s inequality in Hilbert space [CDV07]. To apply
the inequality, we need to bound the variance and sup-norm of the random variable. The variance can be
bounded as
E[‖ξi‖2H] ≤ E(x,y)
[
‖Σ−1/2λ (Kx(f∗(x)− f¯t(x)) +Kξ)‖2H
]
≤ 2
{
E(x,y)
[
‖Σ−1/2λ (Kx(f∗(x)− f¯t(x))‖2H + ‖Σ−1/2λ (Kx)‖2H
]}
≤ 2
{
sup
x∈supp(PX)
‖Σ−1/2λ Kx‖2‖f∗ − Sf¯t‖2L2(PX) + σ2tr
(
Σ−1λ Σ
)}
≤ 2{F∞(λ)B(t) + σ2tr(Σ−1λ Σ)}
≤ 2{λ−1B(t) + σ2tr(Σ−1λ Σ)},
The sup-norm can be bounded as follows. Observe that ‖f¯t‖∞ ≤ ‖f¯t‖H, and thus by Lemma 11,
‖ξi‖H ≤ 2 sup
x∈supp(PX)
‖Σ−1/2λ Kx‖H(σ + ‖f∗‖∞ + ‖f¯t‖∞)
. F1/2∞ (λ)(σ +M + (1 + tη)λ−(1/2−r)+)
. λ−1/2(σ +M + (1 + tη)λ−(1/2−r)+).
Therefore, for 0 < δ < 1, Bernstein’s inequality (see Proposition 2 of [CDV07]) yields that∥∥∥∥∥ 1n
n∑
i=1
ξi
∥∥∥∥∥
2
H
≤ C
√λ−1B(t) + σ2tr(Σ−1λ Σ)
n
+
λ−1/2(σ +M + (1 + tη)λ−(1/2−r)+)
n
2 log(1/δ)2
with probability 1− δ where C is a universal constant. We define this event as E2.
For the second term ‖Σ−1/2λ (S∗f∗ − Σf¯t)‖2H we have
‖Σ−1/2λ (S∗f∗ − Σf¯t)‖2H ≤ ‖Σ1/2λ (f∗ − Sft)‖2H = ‖f∗ − Sf¯t‖2L2(PX) ≤ B(t).
Combining these evaluations, on the event E2 where P (E2) ≥ 1− δ for 0 < δ < 1 we have
‖Σ−1/2λ (Sˆ∗Y − Σˆf¯t)‖2H
(i)
≤C
√λ−1B(t) + σ2tr(Σ−1λ Σ)
n
+
λ−1/2(σ +M + (1 + tη)λ−(1/2−r)+)
n
2 log(1/δ)2 +B(t).
where we used Lemma 12 in (i).
Step 2. Bounding (b). On the event E1, the term (b) can be evaluated as
‖S(Σ−1/2λ GtΣ−1/2λ Σˆf¯t − f¯t)‖2L2(PX)
≤‖Σ1/2(Σ−1/2λ GtΣ−1/2λ Σˆf¯t − f¯t)‖2H
≤‖Σ1/2Σ−1/2λ (GtΣ−1/2λ ΣˆΣ−1/2λ − I)Σ1/2λ f¯t‖2H
≤‖Σ1/2Σ−1/2λ ‖‖(GtΣ−1/2λ ΣˆΣ−1/2λ − I)Σ1/2λ f¯t‖2H
≤‖(GtΣ−1/2λ ΣˆΣ−1/2λ − I)Σ1/2λ f¯t‖2H. (C.22)
where we used Lemma 11 in the last inequality, C is a positive universal constant. The term ‖(GtΣ−1/2λ ΣˆΣ−1/2λ −
I)Σ
1/2
λ ft‖H can be bounded as follows. First, note that
(GtΣ
−1/2
λ ΣˆΣ
−1/2
λ − I)Σ1/2λ =
η
t−1∑
j=0
(I − ηΣ−1/2λ ΣˆΣ−1/2λ )j
Σ−1/2λ ΣˆΣ−1/2λ − I
Σ1/2λ
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= (I − ηΣ−1/2λ ΣˆΣ−1/2λ )tΣ1/2λ .
Therefore, the right hand side of (C.22) can be further bounded by
‖(I − ηΣ−1/2λ ΣˆΣ−1/2λ )tΣ1/2λ f¯t‖H
=‖(I − ηΣ−1/2λ ΣΣ−1/2λ + ηΣ−1/2λ (Σ− Σˆ)Σ−1/2λ )tΣ1/2λ f¯t‖H
=‖
t−1∑
k=0
(I − ηΣ−1/2λ ΣˆΣ−1/2λ )k(ηΣ−1/2λ (Σ− Σˆ)Σ−1/2λ )(I − ηΣ−1λ Σ)t−k−1Σ1/2λ f¯t − (I − ηΣ−1λ Σ)tΣ1/2λ f¯t‖H
(i)
≤‖(I − ηΣ−1λ Σ)tΣ1/2λ f¯t‖H
+ η
t−1∑
k=0
‖(I − ηΣ−1/2λ ΣˆΣ−1/2λ )kΣ−1/2λ (Σ− Σˆ)Σ−1/2+rλ (I − ηΣ−1λ Σ)t−k−1Σ1/2−rλ f¯t‖H
≤‖(I − ηΣ−1λ Σ)tΣ1/2λ f¯t‖H + tη‖Σ−1/2λ (Σ− Σˆ)Σ−1/2+rλ ‖‖Σ1/2−rλ f¯t‖H
=‖(I − ηΣ−1λ Σ)tΣrλ‖‖Σ1/2−rλ f¯t‖H + tη‖Σ−1/2λ (Σ− Σˆ)Σ−1/2+rλ ‖‖Σ1/2−rλ f¯t‖H
.‖(I − ηΣ−1λ Σ)tΣrλ‖+ tη‖Σ−1/2λ (Σ− Σˆ)Σ−1/2+rλ ‖(1 + tη)‖h∗‖L2(PX), (C.23)
where (i) is due to exchangeability of Σλ and Σ. By Lemma 9, for the right hand side we have
‖(I − ηΣ−1λ Σ)tΣrλ‖ ≤ exp(−ηt/2) ∨
(
1
e
λ
ηt
)r
.
Next, as in the (C.21), by applying the Bernstein inequality for asymmetric operators (Corollary 3.1 of
[Min17] with the argument in its Section 3.2), it holds that
‖Σ−1/2λ (Σ− Σˆ)Σ−1/2+rλ ‖
≤C ′
(√
β′C2µ(22r−µ ∨ λ2r−µ)N∞(λ)
n
+
β′((1 + λ)r + C2µλ
−µ/2(22r−µ ∨ λr−µ/2)
n
)
=: Ξ′n,
with probability 1− δ, where C ′ is a universal constant and β′ ≤ log
(
28C2µ(2
2r−µ∨λ−µ+2r)tr(Σ1/s)λ−1/s
δ
)
. We
also used the following bounds on the sup-norm and the second order moments:
(sup-norm) ‖Σ−1/2λ (KxK∗x − Σ)Σ−1/2+rλ ‖
≤ ‖Σ−1/2λ KxK∗xΣ−1/2+rλ ‖+ ‖Σrλ‖
≤ ‖Σ−µ/2λ Σµ/2−1/2λ KxK∗xΣ−1/2+µ/2λ Σr−µ/2λ ‖+ ‖Σrλ‖
≤ C2µλ−µ/2(2r−µ/2 ∨ λr−µ/2) + (1 + λ)r (a.s.),
(2nd order moment 1) ‖Ex[Σ−1/2λ (KxK∗x − Σ)Σ−1+2rλ (KxK∗x − Σ)Σ−1/2λ ]‖
≤ ‖Σ−1/2λ ΣΣ−1/2λ ‖ sup
x∈supp(PX)
[K∗xΣ
−1/2+µ/2
λ Σ
−µ+2r
λ Σ
−1/2+µ/2
λ Kx]
≤ C2µ(22r−µ ∨ λ2r−µ),
(2nd order moment 2) ‖Ex[Σ−1/2+rλ (KxK∗x − Σ)Σ−1/2λ Σ−1/2λ (KxK∗x − Σ)Σ−1/2+rλ ]‖
≤ ‖Ex[Σ−1/2+rλ KxK∗xΣ−1λ KxK∗xΣ−1/2+rλ ]‖
≤ C2µ(22r−µ ∨ λ2r−µ)Ex[K∗xΣ−1λ Kx]
= C2µ(2
2r−µ ∨ λ2r−µ)tr(ΣΣ−1λ )
= C2µ(2
2r−µ ∨ λ2r−µ)N∞(λ).
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We define this event as E3. Therefore, the right hand side of (C.23) can be further bounded by
[‖(I − ηΣ−1λ Σ)tΣrλ‖+ Ctη‖Σ−1/2λ (Σ− Σˆ)Σ−1/2+rλ ‖](1 + tη)‖h∗‖L2(PX)
≤
[
exp(−ηt/2) ∨
(
1
e
λ
ηt
)r
+ tηΞ′n
]
(1 + tη)‖h∗‖L2(PX).
Finally, note that when λ = λ∗ and 2r ≥ µ,
Ξ′2n = O˜
(
λ∗2r−µ−1/s
n
+
λ∗2(r−µ)
n2
)
≤ O˜(n− s(4r−µ)2rs+1 + n− s(4r−2µ)+22rs+1 ) ≤ O˜(n− 2rs2rs+1 ).
Step 3. Combining the calculations in Step 1 and 2 leads to the desired result.
C.8.3 Auxiliary lemmas
Lemma 9. For t ∈ N, 0 < η < 1, 0 < σ ≤ 1 and 0 ≤ λ, it holds that(
1− η σ
σ + λ
)t
σr ≤
{
exp(−ηt/2) (σ ≥ λ)(
2r
e
λ
ηt
)r
(σ < λ)
.
Proof. When σ ≥ λ, we have(
1− η σ
σ + λ
)t
σr ≤
(
1− η σ
2σ
)t
σr = (1− η/2)tσr ≤ exp(−tη/2)σr ≤ exp(−tη/2)
due to σ ≤ 1. On the other hand, note that(
1− η σ
σ + λ
)t
σr ≤ exp
(
−ηt σ
σ + λ
)
×
(
σηt
σ + λ
)r(
σ + λ
ηt
)r
≤ sup
x>0
exp(−x)xr
(
σ + λ
ηt
)r
≤
(
(σ + λ)r
ηte
)r
,
where we used supx>0 exp(−x)xr = (r/e)r.
Lemma 10. For t = N, 0 < η and 0 ≤ σ such that ησ < 1, it holds that η∑t−1j=0(1− ησ)jσ ≤ 1.
Proof. If σ = 0, then the statement is obvious. Assume that σ > 0, then
t−1∑
j=0
(1− ησ)jσ = 1− (1− ησ)
t
1− (1− ησ) σ =
1
η
[1− (1− ησ)t] ≤ η−1.
This yields the desired claim.
Lemma 11. Under (A5-7), for any 0 < λ < 1 and q ≤ r, it holds that
‖Σ−sλ f¯t‖H . (1 + λ−(1/2+(q−r))+ + λtηλ−(3/2+(q−r))+)‖h∗‖L2(PX).
Proof. Recall that
f¯t = (I − η(Σ + λI)−1Σ)f¯t−1 + η(Σ + λI)−1S∗f∗ =
t−1∑
j=0
(I − η(Σ + λI)−1Σ)jη(Σ + λI)−1S∗f∗.
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Therefore, we obtain the following
‖Σ−qλ f¯t‖H = η‖
t−1∑
j=0
(I − ηΣ−1λ Σ)jΣ−1−qλ S∗Lrh∗‖H
=η‖
t−1∑
j=0
(I − ηΣ−1λ Σ)jΣ−1λ (Σ + λI)Σ−q−1λ S∗Lrh∗‖H
≤η‖
t−1∑
j=0
(I − ηΣ−1λ Σ)jΣ−1λ ΣΣ−q−1λ S∗Lrh∗‖H + λη‖
t−1∑
j=0
(I − ηΣ−1λ Σ)jΣ−1λ Σ−q−1λ S∗Lrh∗‖H
≤η‖
t−1∑
j=0
(I − ηΣ−1λ Σ)jΣ−1λ Σ‖‖Σ−q−1λ S∗Lrh∗‖H + λη‖
t−1∑
j=0
(I − ηΣ−1λ Σ)jΣ−1λ Σ−q−1λ S∗Lrh∗‖H
≤‖Σ−q−1λ S∗Lrh∗‖H + λtη‖Σ−1λ Σ−q−1λ S∗Lrh∗‖H
≤‖S∗L−q−1+rλ h∗‖H + λtη‖S∗L−q−2+rλ h∗‖H
≤
√
〈h∗, L−q−1+rλ SS∗L−q−1+rλ h∗〉L2(PX) + λtη
√
〈h∗, L−q−2+rλ SS∗L−q−2+rλ h∗〉L2(PX)
=
√
〈h∗, L−q−1+rλ LL−q−1+rλ h∗〉L2(PX) + λtη
√
〈h∗, L−q−2+rλ LL−q−2+rλ h∗〉L2(PX)
≤(λ−1/2−(q−r) + λtηλ−3/2−(q−r))‖h∗‖L2(PX) ≤ (1 + tη)λ−1/2−(q−r)‖h∗‖L2(PX).
Lemma 12. Under (A5-7) and for λ ∈ (0, 1), it holds that N∞(λ) ≤ tr
(
Σ1/s
)
λ−1/s, and F∞(λ) ≤ 1/λ.
Proof. For the first inequality, we have
N∞(λ) =tr
(
ΣΣ−1λ
)
= tr
(
Σ1/sΣ1−1/sΣ−(1−1/s)λ Σ
−1/s
λ
)
≤tr
(
Σ1/sΣ1−1/sΣ−(1−1/s)λ
)
λ−1/s ≤ tr
(
Σ1/s
)
λ−1/s.
As for the second inequality, note that
F∞(λ) = sup
x
〈Kx,Σ−1λ Kx〉H ≤ sup
x
λ−1〈Kx,Kx〉H ≤ λ−1 sup
x
k(x,x) ≤ λ−1.
D Experiment Setup
D.1 Processing the Datasets
To obtain extra unlabeled data to estimate the Fisher, we zero pad pixels on the boarders of each image
before randomly cropping; a random horizontal flip is also applied for CIFAR10 images. We preprocess
all images by dividing pixel values by 255 before centering them to be located within [−0.5, 0.5] with the
subtraction by 1/2. For experiments on CIFAR10, we downsample the original images using a max pooling
layer with kernel size 2 and stride 2.
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D.2 Setup and Implementation for Optimizers
In all settings, GD uses a learning rate of 0.01 that is exponentially decayed every 1k updates with the parame-
ter value 0.999. For NGD, we use a fixed learning rate of 0.03. Since inverting a parameter-by-parameter-sized
Fisher estimate per iteration would be costly, we adopt the Hessian free approach [Mar10] which computes
approximate matrix-inverse-vector products using the conjugate gradient (CG) method [NW06, BBV04].
For each approximate inversion, we run CG for 200 iterations starting from the solution returned by the
previous CG run. The precise number of CG iterations and the initialization heuristic roughly follow [MS12].
For the first run of CG, we initialize the vector from a standard Gaussian, and run CG for 5k iterations. To
ensure invertibility, we apply a very small amount of damping (0.00001) in most scenarios.
D.3 Other Details
For experiments in the label noise and misspecification sections, we pretrain the teacher using the Adam
optimizer [KB14] with its default hyperparameters and a learning rate of 0.001.
For experiments in the misalignment section, we downsample all images twice using max pooling with
kernel size 2 and stride 2. Moreover, only for experiments in this section, we implement natural gradient
descent by exactly computing the Fisher on a large batch of unlabeled data and inverting the matrix by
calling PyTorch’s torch.inverse before right multiplying the gradient.
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