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Abstract
In the natural language processing literature,
neural networks are becoming increasingly
deeper and complex. The recent poster child
of this trend is the deep language represen-
tation model, which includes BERT, ELMo,
and GPT. These developments have led to
the conviction that previous-generation, shal-
lower neural networks for language under-
standing are obsolete. In this paper, however,
we demonstrate that rudimentary, lightweight
neural networks can still be made competitive
without architecture changes, external training
data, or additional input features. We propose
to distill knowledge from BERT, a state-of-
the-art language representation model, into a
single-layer BiLSTM, as well as its siamese
counterpart for sentence-pair tasks. Across
multiple datasets in paraphrasing, natural lan-
guage inference, and sentiment classification,
we achieve comparable results with ELMo,
while using roughly 100 times fewer param-
eters and 15 times less inference time.
1 Introduction
In the natural language processing (NLP) litera-
ture, the march of the neural networks has been an
unending yet predictable one, with new architec-
tures constantly surpassing previous ones in not
only performance and supposed insight but also
complexity and depth. In the midst of all this
neural progress, it becomes easy to dismiss ear-
lier, “first-generation” neural networks as obso-
lete. Ostensibly, this appears to be true: Peters
et al. (2018) show that using pretrained deep word
representations achieves state of the art on a vari-
ety of tasks. Recently, Devlin et al. (2018) have
pushed this line of work even further with bidi-
rectional encoder representations from transform-
ers (BERT), deeper models that greatly improve
∗Equal contribution. Ordering decided by coin toss.
state of the art on more tasks. More recently, Ope-
nAI has described GPT-2, a state-of-the-art, larger
transformer model trained on even more data.1
Such large neural networks are, however, prob-
lematic in practice. Due to the large number of pa-
rameters, BERT and GPT-2, for example, are un-
deployable in resource-restricted systems such as
mobile devices. They may be inapplicable in real-
time systems either, because of low inference-time
efficiency. Furthermore, the continued slowdown
of Moore’s Law and Dennard scaling (Han, 2017)
suggests that there exists a point in time when we
must compress our models and carefully evaluate
our choice of the neural architecture.
In this paper, we propose a simple yet effective
approach that transfers task-specific knowledge
from BERT to a shallow neural architecture—in
particular, a bidirectional long short-term memory
network (BiLSTM). Our motivation is twofold: we
question whether a simple architecture actually
lacks representation power for text modeling, and
we wish to study effective approaches to trans-
fer knowledge from BERT to a BiLSTM. Con-
cretely, we leverage the knowledge distillation
approach (Ba and Caruana, 2014; Hinton et al.,
2015), where a larger model serves as a teacher
and a small model learns to mimic the teacher as a
student. This approach is model agnostic, making
knowledge transfer possible between BERT and a
different neural architecture, such as a single-layer
BiLSTM, in our case.
To facilitate effective knowledge transfer, how-
ever, we often require a large, unlabeled dataset.
The teacher model provides the probability logits
and estimated labels for these unannotated sam-
ples, and the student network learns from the
teacher’s outputs. In computer vision, unlabeled
images are usually easy to obtain through aug-
menting the data using rotation, additive noise,
1 https://goo.gl/Frmwqe
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and other distortions. However, obtaining addi-
tional, even unlabeled samples for a specific task
can be difficult in NLP. Traditional data augmen-
tation in NLP is typically task-specific (Wang and
Eisner, 2016; Serban et al., 2016) and difficult to
extend to other NLP tasks. To this end, we fur-
ther propose a novel, rule-based textual data aug-
mentation approach for constructing the knowl-
edge transfer set. Although our augmented sam-
ples are not fluent natural language sentences, ex-
perimental results show that our approach works
surprisingly well for knowledge distillation.
We evaluate our approach on three tasks in sen-
tence classification and sentence matching. Exper-
iments show that our knowledge distillation pro-
cedure significantly outperforms training the orig-
inal simpler network alone. To our knowledge, we
are the first to explore distilling knowledge from
BERT. With our approach, a shallow BiLSTM-
based model achieves results comparable to Em-
beddings from Language Models (ELMo; Peters
et al., 2018), but uses around 100 times fewer pa-
rameters and performs inference 15 times faster.
Therefore, our model becomes a state-of-the-art
“small” model for neural NLP.
2 Related Work
In the past, researchers have developed and ap-
plied various neural architectures for NLP, includ-
ing convolutional neural networks (Kalchbrenner
et al., 2014; Kim, 2014), recurrent neural net-
works (Mikolov et al., 2010, 2011; Graves, 2013),
and recursive neural networks (Socher et al., 2010,
2011). These generic architectures can be applied
to tasks like sentence classification (Zhang et al.,
2015; Conneau et al., 2016) and sentence match-
ing (Wan et al., 2016; He et al., 2016), but the
model is trained only on data of a particular task.
Recently, Peters et al. (2018) introduce Em-
beddings from Language Models (ELMo), an ap-
proach for learning high-quality, deep contextual-
ized representations using bidirectional language
models. With ELMo, they achieve large improve-
ments on six different NLP tasks. Devlin et al.
(2018) propose Bidirectional Encoder Represen-
tations from Transformers (BERT), a new lan-
guage representation model that obtains state-of-
the-art results on eleven natural language process-
ing tasks. Trained with massive corpora for lan-
guage modeling, BERT has strong syntactic abil-
ity (Goldberg, 2019) and captures generic lan-
guage features. A typical downstream use of
BERT is to fine-tune it for the NLP task at hand.
This improves training efficiency, but for infer-
ence efficiency, these models are still considerably
slower than traditional neural networks.
Model compression. A prominent line of work
is devoted to compressing large neural networks
to accelerate inference. Early pioneering works
include LeCun et al. (1990), who propose a lo-
cal error-based method for pruning unimportant
weights. Recently, Han et al. (2015) propose a
simple compression pipeline, achieving 40 times
reduction in model size without hurting accuracy.
Unfortunately, these techniques induce irregular
weight sparsity, which precludes highly optimized
computation routines. Thus, others explore prun-
ing entire filters (Li et al., 2016; Liu et al., 2017),
with some even targeting device-centric metrics,
such as floating-point operations (Tang et al.,
2018) and latency (Chen et al., 2018). Still other
studies examine quantizing neural networks (Wu
et al., 2018); in the extreme, Courbariaux et al.
(2016) propose binarized networks with both bi-
nary weights and binary activations.
Unlike the aforementioned methods, the knowl-
edge distillation approach (Ba and Caruana, 2014;
Hinton et al., 2015) enables the transfer of knowl-
edge from a large model to a smaller, “student”
network, which is improved in the process. The
student network can use a completely different
architecture, since distillation works at the out-
put level. This is important in our case, since
our research objective is to study the representa-
tion power of shallower neural networks for lan-
guage understanding, while simultaneously com-
pressing models like BERT; thus, we follow this
approach in our work. In the NLP literature, it
has previously been used in neural machine trans-
lation (Kim and Rush, 2016) and language model-
ing (Yu et al., 2018).
3 Our Approach
First, we choose the desired teacher and student
models for the knowledge distillation approach.
Then, we describe our distillation procedure,
which comprises two major components: first,
the addition of a logits-regression objective, and
second, the construction of a transfer dataset,
which augments the training set for more effective
knowledge transfer.
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Figure 1: The BiLSTM model for single-sentence
classification. The labels are (a) input embeddings,
(b) BiLSTM, (c, d) backward and forward hid-
den states, respectively, (e, g) fully-connected layer;
(e) with ReLU, (f) hidden representation, (h) logit out-
puts, (i) softmax activation, and (j) final probabilities.
3.1 Model Architecture
For the teacher network, we use the pretrained,
fine-tuned BERT (Devlin et al., 2018) model,
a deep, bidirectional transformer encoder that
achieves state of the art on a variety of language
understanding tasks. From an input sentence
(pair), BERT computes a feature vector h ∈ Rd,
upon which we build a classifier for the task. For
single-sentence classification, we directly build a
softmax layer, i.e., the predicted probabilities are
y(B) = softmax(Wh), where W ∈ Rk×d is the
softmax weight matrix and k is the number of la-
bels. For sentence-pair tasks, we concatenate the
BERT features of both sentences and feed them to
a softmax layer. During training, we jointly fine-
tune the parameters of BERT and the classifier by
maximizing the probability of the correct label, us-
ing the cross-entropy loss.
In contrast, our student model is a single-layer
BiLSTM with a non-linear classifier. After feed-
ing the input word embeddings into the BiLSTM,
the hidden states of the last step in each direction
are concatenated and fed to a fully connected layer
with rectified linear units (ReLUs), whose output
is then passed to a softmax layer for classifica-
tion (Figure 1). For sentence-pair tasks, we share
BiLSTM encoder weights in a siamese architec-
ture between the two sentence encoders, produc-
ing sentence vectors hs1 and hs2 (Figure 2). We
then apply a standard concatenate–compare oper-
ation (Wang et al., 2018) between the two sen-
tence vectors: f(hs1,hs2) = [hs1,hs2,hs1 
hs2, |hs1 − hs2|], where  denotes elementwise
multiplication. We feed this output to a ReLU-
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Figure 2: The siamese BiLSTM model for sentence
matching, with shared encoder weights for both sen-
tences. The labels are (a) BiLSTM, (b, c) final
backward and forward hidden states, respectively, (d)
concatenate–compare unit, (e, g) fully connected layer;
(e) with ReLU, (f) hidden representation, (h) logit out-
puts, (i) softmax activation, and (j) final probabilities.
activated classifier.
It should be emphasized that we restrict the ar-
chitecture engineering to a minimum to revisit the
representation power of BiLSTM itself. We avoid
any additional tricks, such as attention and layer
normalization.
3.2 Distillation Objective
The distillation approach accomplishes knowl-
edge transfer at the output level; that is, the student
network learns to mimic a teacher network’s be-
havior given any data point. In particular, Ba and
Caruana (2014) posit that, in addition to a one-hot
predicted label, the teacher’s predicted probability
is also important. In binary sentiment classifica-
tion, for example, some sentences have a strong
sentiment polarity, whereas others appear neutral.
If we use only the teacher’s predicted one-hot label
to train the student, we may lose valuable informa-
tion about the prediction uncertainty.
The discrete probability output of a neural net-
work is given by
y˜i = softmax(z) =
exp{w>i h}∑
j exp{w>j h}
(1)
where wi denotes the ith row of softmax weight
W , and z is equivalent to w>h. The argument
of the softmax function is known as logits. Train-
ing on logits makes learning easier for the student
model since the relationship learned by the teacher
model across all of the targets are equally empha-
sized (Ba and Caruana, 2014).
The distillation objective is to penalize the
mean-squared-error (MSE) loss between the stu-
dent network’s logits against the teacher’s logits:
Ldistill = ||z(B) − z(S)||22 (2)
where z(B) and z(S) are the teacher’s and student’s
logits, respectively. Other measures such as cross
entropy with soft targets are viable as well (Hinton
et al., 2015); however, in our preliminary experi-
ments, we found MSE to perform slightly better.
At training time, the distilling objective can
be used in conjunction with a traditional cross-
entropy loss against a one-hot label t, given by
L = α · LCE + (1− α) · Ldistill (3)
= −α
∑
i
ti log y
(S)
i − (1− α)||z(B) − z(S)||22
When distilling with a labeled dataset, the one-hot
target t is simply the ground-truth label. When
distilling with an unlabeled dataset, we use the
predicted label by the teacher, i.e., ti = 1 if
i = argmaxy(B) and 0 otherwise.
3.3 Data Augmentation for Distillation
In the distillation approach, a small dataset may
not suffice for the teacher model to fully express
its knowledge (Ba and Caruana, 2014). Therefore,
we augment the training set with a large, unla-
beled dataset, with pseudo-labels provided by the
teacher, to aid in effective knowledge distillation.
Unfortunately, data augmentation in NLP is
usually more difficult than in computer vision.
First, there exist a large number of homologous
images in computer vision tasks. CIFAR-10, for
example, is a subset of the 80 million tiny images
dataset (Krizhevsky, 2009). Second, it is possi-
ble to synthesize a near-natural image by rotating,
adding noise, and other distortions, but if we man-
ually manipulate a natural language sentence, the
sentence may not be fluent, and its effect in NLP
data augmentation less clear.
In our work, we propose a set of heuristics for
task-agnostic data augmentation: we use the orig-
inal sentences in the small dataset as blueprints,
and then modify them with our heuristics, a pro-
cess analogous to image distortion. Specifically,
we randomly perform the following operations.
Masking. With probability pmask, we randomly
replace a word with [MASK], which corresponds
to an unknown token in our models and the
masked word token in BERT. Intuitively, this rule
helps to clarify the contribution of each word to-
ward the label, e.g., the teacher network produces
less confident logits for “I [MASK] the comedy”
than for “I loved the comedy.”
POS-guided word replacement. With probabil-
ity ppos, we replace a word with another of the
same POS tag. To preserve the original training
distribution, the new word is sampled from the un-
igram word distribution re-normalized by the part-
of-speech (POS) tag. This rule perturbs the se-
mantics of each example, e.g., “What do pigs eat?”
is different from “How do pigs eat?”
n-gram sampling. With probability png, we ran-
domly sample an n-gram from the example, where
n is randomly selected from {1, 2, . . . , 5}. This
rule is conceptually equivalent to dropping out all
other words in the example, which is a more ag-
gressive form of masking.
Our data augmentation procedure is as fol-
lows: given a training example {w1, . . . wn}, we
iterate over the words, drawing from the uniform
distribution Xi ∼ UNIFORM[0, 1] for each wi. If
Xi < pmask, we apply masking to wi. If pmask ≤
Xi < pmask + ppos, we apply POS-guided word
replacement. We treat masking and POS-guided
swapping as mutually exclusive: once one rule is
applied, the other is disregarded. After iterating
through the words, with probability png, we ap-
ply n-gram sampling to this entire synthetic ex-
ample. The final synthetic example is appended to
the augmented, unlabeled dataset.
We apply this procedure niter times per example
to generate up to niter samples from a single exam-
ple, with any duplicates discarded. For sentence-
pair datasets, we cycle through augmenting the
first sentence only (holding the second fixed), the
second sentence only (holding the first fixed), and
both sentences.
4 Experimental Setup
For BERT, we use the large variant BERTLARGE
(described below) as the teacher network, starting
with the pretrained weights and following the orig-
inal, task-specific fine-tuning procedure (Devlin
et al., 2018). We fine-tune four models using the
Adam optimizer with learning rates {2, 3, 4, 5} ×
10−5, picking the best model on the validation set.
We avoid data augmentation during fine-tuning.
For our models, we feed the original dataset to-
gether with the synthesized examples to the task-
specific, fine-tuned BERT model to obtain the
predicted logits. We denote our distilled BiL-
STM trained on soft logit targets as BiLSTMSOFT,
which corresponds to choosing α = 0 in Sec-
tion 3.2. Preliminary experiments suggest that us-
ing only the distillation objective works best.
4.1 Datasets
We conduct experiments on the General Language
Understanding Evaluation (GLUE; Wang et al.,
2018) benchmark, a collection of six natural lan-
guage understanding tasks that are classified into
three categories: single-sentence tasks, similarity
and paraphrase tasks, and inference tasks. Due to
restrictions in time and computational resources,
we choose the most widely used dataset from each
category, as detailed below.
SST-2. Stanford Sentiment Treebank 2 (SST-2;
Socher et al., 2013) comprises single sentences ex-
tracted from movie reviews for binary sentiment
classification (positive vs. negative). Following
GLUE, we consider sentence-level sentiment only,
ignoring the sentiment labels of phrases provided
by the original dataset.
MNLI. The Multi-genre Natural Language In-
ference (MNLI; Williams et al., 2017) corpus
is a large-scale, crowdsourced entailment clas-
sification dataset. The objective is to predict
the relationship between a pair of sentences as
one of entailment, neutrality, or contradiction.
MNLI-m uses development and test sets that con-
tain the same genres from the training set, while
MNLI-mm represents development and test sets
from the remaining, mismatched genres.
QQP. Quora Question Pairs (QQP; Shankar Iyer
and Csernai, 2017) consists of pairs of poten-
tially duplicate questions collected from Quora, a
question-and-answer website. The binary label of
each question pair indicates redundancy.
4.2 Hyperparameters
We choose either 150 or 300 hidden units for
the BiLSTM, and 200 or 400 units in the ReLU-
activated hidden layer, depending on the valida-
tion set performance. Following Kim (2014),
we use the traditional 300-dimensional word2vec
embeddings trained on Google News and multi-
channel embeddings. For optimization, we use
AdaDelta (Zeiler, 2012) with its default learning
rate of 1.0 and ρ = 0.95. For SST-2, we use a
batch size of 50; for MNLI and QQP, due to their
larger size, we choose 256 for the batch size.
For our dataset augmentation hyperparameters,
we fix pmask = ppos = 0.1 and png = 0.25 across
all datasets. These values have not been tuned at
all on the datasets—these are the first values we
chose. We choose niter = 20 for SST-2 and niter =
10 for both MNLI and QQP, since they are larger.
4.3 Baseline Models
BERT (Devlin et al., 2018) is a multi-layer, bidi-
rectional transformer encoder that comes in two
variants: BERTBASE and the larger BERTLARGE.
BERTBASE comprises 12 layers, 768 hidden units,
12 self-attention heads, and 110M parameters.
BERTLARGE uses 24 layers, 1024 hidden units, 16
self-attention heads, and 340M parameters.
OpenAI GPT (Radford et al., 2018) is, like BERT,
a generative pretrained transformer (GPT) encoder
fine-tuned on downstream tasks. Unlike BERT,
however, GPT is unidirectional and only makes
use of previous context at each time step.
GLUE ELMo baselines. In the GLUE pa-
per, Wang et al. (2018) provide a BiLSTM-based
model baseline trained on top of ELMo and jointly
fine-tuned across all tasks. This model contains
4096 units in the ELMo BiLSTM and more than
93 million total parameters. In the BERT paper,
Devlin et al. (2018) provide the same model but a
result slightly different from Wang et al. (2018).
For fair comparison, we report both results.
5 Results and Discussion
We present the results of our models as well as
baselines in Table 1. For QQP, we report both F1
and accuracy, since the dataset is slightly unbal-
anced. Following GLUE, we report the average
score of each model on the datasets.
5.1 Model Quality
To verify the correctness of our implementation,
we train the base BiLSTM model on the original
labels, without using distillation (row 7). Across
all three datasets, we achieve scores compara-
ble with BiLSTMs from previous works (rows 8
and 9), suggesting that our implementation is fair.
Note that, on MNLI, the two baselines differ by
4% in accuracy (rows 8 and 9). None of the non-
distilled BiLSTM baselines outperform BERT’s
# Model SST-2 QQP MNLI-m MNLI-mm
Acc F1/Acc Acc Acc
1 BERTLARGE (Devlin et al., 2018) 94.9 72.1/89.3 86.7 85.9
2 BERTBASE (Devlin et al., 2018) 93.5 71.2/89.2 84.6 83.4
3 OpenAI GPT (Radford et al., 2018) 91.3 70.3/88.5 82.1 81.4
4 BERT ELMo baseline (Devlin et al., 2018) 90.4 64.8/84.7 76.4 76.1
5 GLUE ELMo baseline (Wang et al., 2018) 90.4 63.1/84.3 74.1 74.5
6 Distilled BiLSTMSOFT 90.7 68.2/88.1 73.0 72.6
7 BiLSTM (our implementation) 86.7 63.7/86.2 68.7 68.3
8 BiLSTM (reported by GLUE) 85.9 61.4/81.7 70.3 70.8
9 BiLSTM (reported by other papers) 87.6† – /82.6‡ 66.9* 66.9*
Table 1: Test results on different datasets. The BiLSTM results reported by other papers are drawn from Zhou
et al. (2016),† Wang et al. (2017),‡ and Williams et al. (2017).∗ All of our test results are obtained from the GLUE
benchmark website.
ELMo baseline (row 4)—our implementation, al-
though attaining a higher accuracy for QQP, falls
short in F1 score.
We apply our distillation approach of match-
ing logits using the augmented training dataset,
and achieve an absolute improvement of 1.9–
4.5 points against our base BiLSTM. On SST-2
and QQP, we outperform the best reported ELMo
model (row 4), coming close to GPT. On MNLI,
our results trail ELMo’s by a few points; how-
ever, they still represent a 4.3-point improvement
against our BiLSTM, and a 1.8–2.7-point increase
over the previous best BiLSTM (row 8). Overall,
our distilled model is competitive with two previ-
ous implementations of ELMo BiLSTMs (rows 4–
5), suggesting that shallow BiLSTMs have greater
representation power than previously thought.
We do not, however, outperform the deep trans-
former models (rows 1–3), doing 4–7 points
worse, on average. Nevertheless, our model has
much fewer parameters and better efficiency, as
detailed in the following section.
5.2 Inference Efficiency
For our inference speed and parameter analysis,
we use the open-source PyTorch implementations
for BERT2 and ELMo (Gardner et al., 2017). On
a single NVIDIA V100 GPU, we perform model
inference with a batch size of 512 on all 67350
sentences of the SST-2 training set. As shown
in Table 2, our single-sentence model uses 98
and 349 times fewer parameters than ELMo and
BERTLARGE, respectively, and is 15 and 434 times
2 https://goo.gl/iRPhjP
# of Par. Inference Time
BERTLARGE 335 (349×) 1060 (434×)
ELMo 93.6 (98×) 36.71 (15×)
BiLSTMSOFT 0.96 (1×) 2.44 (1×)
Table 2: Single-sentence model size and inference
speed on SST-2. # of Par. denotes number of millions
of parameters, and inference time is in seconds.
faster. At 2.2 million parameters, the variant with
300-dimensional LSTM units is twice as large,
though still substantially smaller than ELMo. For
sentence-pair tasks, the siamese counterpart uses
no pairwise word interactions, unlike previous
state of the art (He and Lin, 2016); its runtime thus
scales linearly with sentence length.
6 Conclusion and Future Work
In this paper, we explore distilling the knowledge
from BERT into a simple BiLSTM-based model.
The distilled model achieves comparable results
with ELMo, while using much fewer parameters
and less inference time. Our results suggest that
shallow BiLSTMs are more expressive for natural
language tasks than previously thought.
One direction of future work is to explore ex-
tremely simple architectures in the extreme, such
as convolutional neural networks and even sup-
port vector machines and logistic regression. An-
other opposite direction is to explore slightly more
complicated architectures using tricks like pair-
wise word interaction and attention.
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