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されるなど，ゲーム AI 研究の題材として注目が集まっているが，大会で優勝するような AI
であっても，人間と対戦すると勝ち越すことができないことや，対戦していて楽しくないこ
































 同ゲームは 2017 年より GPW (Game Programming Workshop)杯，2018 年より GAT 




 各プレイヤは，青駒と赤駒の 2 種類の駒をそれぞれ 4 個ずつ（合計 8 個）所持し，6×6
の盤面の自陣に自由に配置する．このとき，どの駒がどちらの種類であるかは相手には見え
ないようになっている．対戦前の駒の配置例を図 2-1 に示す． 
 
 
図 2-1 ガイスターの概略図 
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図 2-2 キーパーの例 
 
 




















3.1 強いガイスターAI に関する研究 





















3.1.2 機械学習を用いた AI の研究 
 佐藤ら[6]は自己対戦により行動価値関数を学習することで強いガイスターAI の構築を
試みている．この研究では，行動価値関数の近似として自己対戦によるニューラルネットワ














 作成した AI は，既存の有力な AI との対戦実験で末續らによるルールベースのプレイヤ
とは五分の勝敗であったが，川上らによるゲーム木探索ベースのプレイヤには負け越す結
果となっていた． 





















































































 実験は電気通信大学の男子学生 3 名を参加者として，それぞれがインターネットに接続
可能な任意の環境で対戦させた． 







 実際に得られた発話データの一部を表 4-1 から表 4-3 に示す．  
 














表 4-2 発話データ 2 
 
 
表 4-3 発話データ 3 
 
 
 発話データ 1 においては，被験者はまず AFCの 3 つの駒を使って攻めていこうという作
戦を立てており，また相手の行動について 2 通りの予測を行っている．そして，相手の行動
が予測通りだったことで，事前に考えていた作戦をそのまま展開しようとしている． 








多分考えてる．だから Bを取らない．と僕は思います．  













































































 この時，尤度 𝑃(𝐻|𝑋) は次の手順で決定する． 















既存の探索手法では，青駒である B や C を前進させれば取られてしまうと判断し，赤駒で
ある Aや Dは前進させても取られないと判断する．結果として，B や C を前進させる手を















 提案手法による探索を図 5-1 の局面に適用した場合を例に示す．図において B を前進さ






























+各駒に対する表 5-1 に示す座標に応じた値の和 
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表 5-1 駒の座標に対する評価値 
0.150 0.100 0.050 0.050 0.100 0.150 
0.050 0.035 0.015 0.015 0.035 0.050 
0.025 0.010 0.005 0.005 0.010 0.025 
0.000 0.000 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 0.000 0.000 





















6章 既存 AI との対戦実験 
6.1 目的 
 提案手法を導入した AI（以下，提案 AI）を，過去のガイスターAI 大会で優勝している AI
と対戦させることで，どの程度の実力を有しているのかを検証する． 
6.2 対戦 AI 
 対戦は川上らの開発した AI[11]（以下，紫 AI）と末續らの開発した AI（以下，立木 AI）
の 2種類と行った．それぞれの AI の特徴を以下に示す． 
・ 紫 AI 




とするため防御的な AI であるといえる． 
 相手の駒色についての推定は行っていない，自分の駒の色による動きの差が大きい，
同一局面では同一の着手しか指さないなど，本研究で定めた手強さを感じさせるために
必要な要素をいずれも満たしていない AI である． 
 動作時のパラメータとして探索の深さを設定可能であるが，検証を行ったところ，深
さ 8以上だと局面によっては 1 手 1分以上の長い時間を必要とするため，本研究におい
ては深さ 7 で動作させている． 
・ 立木 AI 
 過去のガイスターAI 大会で 3 度の優勝を収めている． 
 関連研究で示したルールに従うルールベース AI である．出口を守るための 2 つの駒
を除いて，全体的に駒を前に進めるため，攻撃的な AI であるといえる． 
 駒の隣接状況などによる相手駒色推定を行っている，自分の駒の色による動きの差は
小さい，戦略は一通りであるが駒の進め方にはランダム性があるなど，本研究で定めた
手強さを感じさせる要素をほとんど満たしている AI である． 
6.3 結果 
 各 AI と先後 50 局，計 100 局の対戦を行った結果を表 6-1 に示す．また，勝敗条件の内




表 6-1 AIとの対戦結果 
対戦相手 紫 立木 
勝利 32 38 
敗北 67 62 
引分  1  0 
 
表 6-2 勝敗条件の内訳 
対戦相手  紫 立木 
勝利条件 
脱出させる 30 24 
青を 4 つ取る  0  1 
赤を 4 つ取らせる  2 13 
敗北条件 
脱出される 53 45 
青を 4 つ取られる  5 15 
赤を 4 つ取る  9  2 
 
6.4 考察 
 対戦の結果として，提案 AI は既存の有力な AI との対戦では有意に負け越した．原因と
しては探索深さの制限や評価関数の設計，推定の誤りなどがあると考えられる． 














 被験者はガイスターの経験を問わず，成人している電気通信大学の学生 8 名とした． 
 評価の際の比較対象には，紫 AI と立木 AI を用いた． 
 対戦回数は各 AI それぞれ 10 戦，計 30戦とし，対戦させる順序は順序による影響を考慮
し，被験者ごとに異なるものとした． 
 また，一人目の被験者であった被験者 A の結果において，AI の思考時間が影響している
ことが示唆されたが，思考時間は本研究の提案手法に含まれていない．提案 AI は局面に応
じて 2~6 秒の思考時間を要するのに対し，紫 AI は平均して 1~2 秒，立木 AI は常に 1秒未
満の思考時間である．そのため，被験者 B 以降の実験では，紫 AI と立木 AI のプレイにサ
ーバ側で 2~6 秒のランダムな遅延を与え，被験者の感じる AI の思考時間に関する条件を揃
えた． 
 実験では 3種類のアンケートを用いた． 
① 事前アンケート：被験者のゲームプレイに関する情報を回答させ，②③の結果との関係
を調査した． 
② 対戦アンケート：対戦ごとに，その対戦で感じた手強さと AI の戦略のわかりやすさ，
対戦の面白さを 5 段階で評価させ，自由記述による感想を回答させた．評価と回答がどの
ように推移するかとその要因を調査した． 
















 まず，事後アンケートによって得られた各 AI の総合的な評価を表 7-1 に示す．提案 AI
の評価の平均は，手強さ面白さともに紫 AI より高く立木 AI と同じとなっている．提案 AI
と立木 AI は 5.1 節で定めた「手強さを感じさせるために必要な要素」をすべて満たしてい
るのに対し，紫 AI は一つも満たしていないことから，これらの要素の重要性が実証された
と考えられる．また，評価のばらつきは紫 AI，提案 AI，立木 AI の順に大きく，提案 AI に
対する評価は高評価の A，B，D，E，Gと低評価の C，F，Hに二分されている． 
 評価が低くなった原因としてまず考えられるのは，これらの被験者が提案 AI に対して簡
単に勝ててしまったということである．被験者の各 AI に対する勝率を表 7-2 に示す．C，
F，H はいずれも提案 AI に対して 8 割以上の高い勝率を記録しており，勝率と評価の関係
を示唆している．一方で，被験者 A は提案 AI に対して 8 割の勝率を記録していながら手強
さの評価を 5としていることや，被験者 F が立木 AI に対して最も高い勝率を記録している
にもかかわらず最も手ごわいと評価しているなど，勝率と評価は必ずしも一致していない．
そのため，評価が低くなった原因には勝率以外の要素もかかわっていると考えられる．そこ
で，評価の低かった被験者と提案 AI の対戦の記録を調査した． 
 
表 7-1 事後アンケートによる各 AIの評価 
 
手強さ 面白さ 
提案 紫 立木 提案 紫 立木 
A 5 3 2 4 5 3 
B 4 1 5 5 1 2 
C 2 4 4 2 5 4 
D 4 2 4 4 1 4 
E 5 4 3 5 4 5 
F 2 1 4 3 1 4 
G 4 1 2 5 1 4 
H 1 5 3 2 5 4 
平均 3.375 2.625 3.375 3.750 2.875 3.750 





表 7-2 被験者ごとの AIに対する勝率 
 
提案 紫 立木 
A 0.8 0.8 0.8 
B 0.5 0.7 0.4 
C 1.0 0.7 0.7 
D 0.6 0.8 0.8 
E 0.7 0.7 0.9 
F 0.8 0.8 0.9 
G 0.6 0.8 0.8 
H 0.9 0.5 0.7 
 
 
図 7-1 赤駒を盾にして脱出する局面 
 








ことが確認された．これらの特徴が典型的に現れている局面を図 7-1 に示す．図 7-1 は被
験者 Cとの対戦において実際に見られた局面である．この局面において AI 側はすでに赤駒
を 3 個取っており，赤駒 a を取ることができない．そのため，青駒 h の脱出を防ぐことが
できず，負けが確定している局面となっている．また，AI 画が取られた駒を見ると青駒 3
個，赤駒 2 個となっており，青駒が残り 1 個であることに加え，駒の総数も 3 個と非常に
劣勢であるといえる． 
 これらの問題は，提案 AI の評価関数の設計に原因があると考えられる．提案 AI の評価






























+ (取った駒数−取られた駒数) × 0.025
+各駒に対する表 5-1 に示す座標に応じた値の和 
8.3 手法 
 被験者は評価実験に参加した電気通信大学の学生 8名と完全に同一の 8名とした．また，
結果における被験者名についても評価実験と対応させている． 
 評価の際の比較対象には，評価実験で評価の高かった提案 AI と立木 AI を用いた． 
 対戦回数は各 AI それぞれ 10 戦，計 30 戦とする．対戦させる順序は，順序による影響を
考慮し，被験者ごとに異なるものとした． 
 また，立木 AI のプレイにサーバ側で 2~6 秒のランダムな遅延を与え，被験者の感じる AI
の思考時間に関する条件を揃えた． 
 実験では 3種類のアンケートを用いた． 
① 事前アンケート：被験者のガイスターのプレイ経験を，対 AI についてと対人間につい
てそれぞれ回答させた． 









 事後アンケートにおける各 AI への評価を表 8-1 に，各 AI に対する勝率を 
表 8-2 に示す．各 AI の評価の平均を見ると，手強さについては提案 AI が最も高く改良 AI
は立木 AI と同値，面白さについては提案 AI，立木 AI，改良 AI の順に高いという結果とな
り，いずれについても改良 AI は最も低い評価となった． 
 改良 AI の評価は平均的に低いが，中でも被験者 A，E，G の 3 名は手強さと面白さをい
ずれも 2 以下と評価しており，特に低い評価であった．そこで，この 3 名との対戦内容と
感想に着目した． 




 次に被験者 E は，駒を取ることに消極的であるために，青駒の脱出を防ぐことができな
くなるという特徴を発見しており，この特徴を利用して容易に青駒を脱出させて勝利させ
ていた．その結果，被験者 A と同様に改良 AI に全勝しており，手強さと面白さいずれの評
価も低くなったと考えられる． 























 次に，提案 AI と立木 AI について評価実験との評価の差を表 8-3 に示す．ここで，評価
値の変化は，手強さ，面白さともに 2以上高くなっていれば評価実験から評価が向上，2 以
上低くなっていれば評価実験から評価が低下したと考える．このとき，提案 AI の評価は被
験者 C，H が向上，被験者 B，G が低下している．また，立木 AI の評価は被験者 A が向
上，被験者 D，F が低下している． 
 
表 8-1 事後アンケートによる各 AIの結果 
 
手強さ 面白さ 
提案 改良 立木 提案 改良 立木 
A 4 1 5 5 2 5 
B 2 4 2 3 2 2 
C 4 2 3 5 4 5 
D 4 3 2 4 2 2 
E 3 2 2 4 2 3 
F 1 4 2 1 4 2 
G 2 2 1 2 1 1 
H 4 4 5 5 4 5 
平均 3.000 2.750 2.750 3.625 2.625 3.125 
標準偏差 1.118 1.090 1.392 1.409 1.111 1.536 
 
表 8-2 被験者ごとの各 AIに対する勝率 
 
提案 改良 立木 
A 0.8 1.0 0.4 
B 0.6 0.6 0.6 
C 0.9 1.0 1.0 
D 0.7 0.8 0.7 
E 0.9 1.0 0.8 
F 1.0 1.0 1.0 
G 1.0 0.8 1.0 





 同一の AI であるにもかかわらず，評価が変化している要因について調査した．まず，提





































表 8-3 評価実験からの評価値の変化 
 提案 立木 
手強さ 面白さ 手強さ 面白さ 
A -1 +1 +3 +2 
B -2 -2 -3 0 
C +2 +3 -1 +1 
D 0 0 -2 -2 
E -2 -1 -1 -2 
F -1 -2 -2 -2 
G -2 -3 -1 -3 
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