Using the generating function formalism, we propose an exact formula for estimating betweenness centrality of an edge in finite tree-like components of random networks with arbitrary degree distributions. As a function of the degrees of two vertices interconnected by the edge and the size of the component to which the edge belongs, the formula can give an estimation of the mean value of the edge betweenness. We confirm the formula by simulations for Poisson and power law distributions respectively. We also study the asymptotic behavior of the formula and find that there is an asymptotic power law relation with an exponent 1.5 between the edge betweenness and the size of the component to which the edge belongs.
Introduction
The theory of complex networks is usually used to describe the statistical properties exhibited by complex networking systems such as the internet, collaboration networks [1] and many others. One of the important statistical characteristics of complex networks is the betweenness centrality (BC) [20] of a vertex (or an edge). BC is usually defined as the number of shortest paths passing through a vertex (or an edge) given a shortest path algorithm. Because the vertex (or the edge) which possesses the maximum BC tends to undertake more traffic (in communication networks) or energies (in power networks) than other vertices (or other edges), it is more vulnerable to overloading and this will induce the breakdown of the function of a network. BC is therefore considered as an important characteristic exhibiting the capacity of a network.
Many previous studies about BC have been made just from the perspective of vertex BC. In [1, 2] , the authors presented the fast algorithm to compute the BC of a vertex. Goh et al presented a numerical study of BC (or called load) distribution in scale-free network and found that the distribution of BC is a power law with the exponent δ ≈ 2.2 for scale-free networks, where the exponent δ is said to be universal [3] . However, the above conjecture, the universality of δ, was then in doubt [21] when it was shown that the universality is not correct. In [4] , Barthélemy studied the relation between the BC and the connectivity (the degree of a vertex) and found that the relation takes the form of power law with the exponent η, where η depends on the network. Holme et al also numerically presented that notable correlations between the vertex betweenness and the degree of that vertex are evident [5] . Son et al found that changes of BC are proportional to the BC of a removed node [6] . He et al obtained an exact formula of vertex BC in finite components of random networks with arbitrary degree distributions [7] .
The aforementioned works only focus on vertex BC, but the concept of edge BC is also important. In real networks many events, such as congestion of a link in a communication network, overload of a cable in a power network and congestion of a road in a transportation network, are related to edge BC in the network. Fekete et al proposed an exact analytic study of edge betweenness in evolving scale-free and non-scale-free trees [8] . Holme et al studied numerically the correlation between the edge betweenness and the degrees of two vertices interconnected by that edge [5] . Based on edge BC, Girvan et al [22] proposed a method to detect communities in networks.
In this paper we analytically and numerically study edge BC. The rest of the paper is organized as follows. In section 2, we derive an exact formula characterizing edge betweenness in finite tree-like components based on the generating function theory [9] . The formula can be used to compute the expected value of betweenness of an edge given the size of the component that edge belongs to and the degrees of two vertices it connects. In section 3, we confirm the formula with simulations. We conclude this paper in section 4.
Theoretical analysis of betweenness of edge
The network model that our study is based on is under the framework of a random graph with a prescribed degree sequence (alternatively called a configuration model) [23] . The procedure of generating networks by this model is described as follows. First, we generate a degree sequence following the desired degree distribution p(k). Then for each step we randomly choose two vertices and connect them by an undirected edge and repeat this random selection process until no vertices are left. The networks generated by the configuration model do not exhibit assortative mixing [13] , i.e. no degree correlation. Based on this model, many exact formulas have been derived, such as the distribution of component size [12] and the average shortest path length [14] .
In [7] , He et al presented a novel method to obtain the exact formula of vertex BC in a tree-like component and it can be described as follows. In a component with size s, there is a vertex with the degree k (i.e. this vertex has k edges). Because finite components generated by the configuration model are almost surely trees [10, 11] , one can reach k distinct sub-trees (components) by following k edges of that vertex. Let n i and b(s,k) denote the size of the ith component and the betweenness of that vertex respectively. The expected BC can be written as
Then the authors expressed b(s, k) as a function of the generating function of q(k), where q(k) is called the excess degree distribution and can be derived from p(k) (p(k) is the degree distribution). Sreenivasan et al [24] also presented a similar argument from the perspective of a vertex. The edge e and the two vertices v and u (denoted by circles) that it connects. We denote the degrees of v and u by k i and k j respectively. One can reach distinct subtrees (components) by following distinct edges of the vertex v (or u). The variable t in denotes the number of vertices (component size) reachable by following the nth edge of the vertex v with the degree k i and the definition of t jm is similar to t in . It is obvious that only the shortest paths between t in and t jm go through the edge e and the number of these shortest paths is the betweenness of the edge e.
Inspired by the above method, we present a way to derive the formula of edge BC. From [6] , we know that there is a relation between the edge BC and the degrees of two vertices that edge connects. It is reasonable to choose these two degrees to denote the characteristic of edge. The betweenness C B (e) of the edge e is defined as [5] 
where V is the set of all vertices of a network, σ ww (e) is the number of shortest paths between w and w that include the edge e and σ ww is the number of all shortest paths between w and w . Edge BC is denoted by ebc(s, k i , k j ) , which is a statistical expected value of a special kind of edge connecting two vertices v and u with degrees k i and k j , respectively, and being in a tree-like component of size s. An instance of estimation of betweenness of the edge e is shown in figure 1 where k i and k j equal 4 and 5 respectively, and the edge e is in a component of size s. We define s 1 and s 2 as the set of vertices reachable by k i − 1 edges of the vertex v (excluding the edge e itself) and the set of vertices reachable by k j − 1 edges of the vertex u (also excluding the edge e itself) respectively. Then we obtain
( 1) It is evident that the shortest paths traversing the edge e are composed of (a) the shortest paths between s 1 and s 2 , (b) the shortest paths between s 1 and the vertex u with the degree k j , (c) the shortest paths between s 2 and the vertex v with the degree k i and (d) the only path between the vertices v and u. According to the aforementioned description, we obtain the expression of edge BC
where t in denotes the number of vertices reachable by following the nth edge of the vertex v. Equation (2) is valid while (2) is that it is not suitable for the case where s < (k i + k j ), although the fact that there are circles in networks generated by the configuration model lets this special case make sense. It should be noted that s 1 × s 2 = s 1 × s 2 . Because (1) makes a constraint on the relation between s 1 and s 2 , s 1 and s 2 are not independent variables. The statement that s 1 × s 2 = s 1 × s 2 is valid only if (1) does not exist or the size of s in (1) is not limited. One may further argue whether s 1 × s 2 can be approximated by s 1 × s 2 . We numerically checked this approximation and found that it is not precise and proper.
Before proceeding to obtain an exact expression of (2), let us first introduce some definitions. Let p(k) be the degree distribution of the network. If we randomly choose an edge and follow it to one of the vertices it connects, the number of other edges emerging from that vertex follows a distribution q(k), where q(k) is the excess degree distribution:
as shown in [12] . Let g 0 (z) and g 1 (z) be the generating function of p(k) and q(k) respectively. We denote the number of vertices reachable via an edge by t and the generating function for the distribution of t (defined as ρ t ) by h 1 (z). Let π s be the probability that a randomly selected vertex belongs to a component of size s and h 0 (z) be the generating function of π s . In [12] , Newman expressed π s in the form of g 0 (z). Using a method similar to [12] , He et al obtained the relation between the derivative of h 1 (z) and that of g 1 (z) [7] . That is to say that one can obtain ρ t for a particular value of t, given p(k). For (2), given that s is fixed we only need to solve the expression
where
is the conditional probability describing the probable event that the sum of vertices reachable via k i − 1 edges of the vertex v equals t, knowing that one randomly chooses an edge connecting two vertices with degrees k i and k j in a component of size s. Employing Bayes' theorem, we obtain
According to the property of the generating function in [11] , the probability that one can reach n vertices by following m edges can be expressed as a function of h 1 (z):
Using [7] , we obtain the relation between the derivative of h 1 (z) and that of g 1 (z):
So, the probabilities in (7) can be expressed as (11) and
We obtain (10) according to (8) , (9) and the fact that the event that the vertex k i is connected with k j , is independent of the event that by following k j − 1 edges one can reach s − 2 − t vertices. Equation (12) can be derived similarly.
Combining (2), (4)- (7) and (10)- (12), we obtain
Using (13), (14), we can obtain a closed-form expression of the expected value of edge BC for a given degree distribution. In order to examine the formula, we then check it with two commonly studied degree distributions in previous literature: the Poisson distribution and the power law distribution. A network where edges are placed randomly and uniformly between all possible vertex pairs has a Poisson degree distribution
where c is the expected value of this distribution. The classic ER model of such networks was first proposed in [15] . Although real complex networks more or less display some organizing principles instead of complete randomness, the ER model has led studying of complex networks for many years. Using [7] and (15), we obtain g 1 (z) and its derivative
Then we take (16) into (14) and obtain
Studies for a large number of real networks such as the internet [16] and world wide web [17] have shown that the degree distribution of these real complex networks has a power law tail and usually takes the form
where c is an appropriate normalization constant. Such networks are also named scale-free networks because they lack a characteristic degree. The observed value of the exponent of (18) usually lies in the range 2 < α < 3. Without loss of generality, we use a typical value α = 2.5 for the exponent of p(k). As in [7, 12] , we employ a so-called Yule distribution for the excess degree distribution q(k) which follows a power law with the exponent α − 1 for sufficiently large k and corresponds to p(k) with the exponent α:
where c is a normalization constant and (x) is the gamma function. Accordingly, the generating function g 1 (z) and the derivative of g 1 (z) take the form
Then we take (20) into (14) and obtain
The simulation results
Numerical experiments have been done to validate the two exact formulas proposed above. Edge betweenness can be calculated conveniently by modifying the algorithm in [1] which was originally an algorithm for calculating vertex betweenness. There are also some software toolboxes available for simulation analysis and we use MatlabBGL [19] . We classify a kind of edge according to the degrees of the two vertices it directly connects and the size of the component it belongs to. In order to calculate the mean value of a kind of edge, we first generate plenty of networks following a special degree distribution (e.g. Poisson degree distribution) and calculate the BC of all edges. We then group the edges by the kinds they belong to and finally obtain the average BC value of edges of a kind. In figure 2 , we plot the comparison between the experimental results and the results obtained by formulas for Poisson and power law degree distributions respectively. The case for power law is a little more complex than the case for Poisson. Because the assumption that using the Yule distribution as an approximation of an excess degree distribution q(k) = ck −1.5 is valid while k is sufficiently large, the analytical results obtained by (21) may deviate from the simulation results. We also find that for the power law case, the analytical results of (21) are actually lower than the simulation results, but (21) can also be considered a good estimation of simulation results. In order to get a more precise estimation of simulation results using the exact formula, we first measure the degree distribution p(k) of the real power law networks generated for simulations and derive the corresponding g 1 (z). Then we take g 1 (z) into (14) and obtain numerical results from this final formula. In figure 2 we show the simulation results versus analytical results obtained using this method for the power law case. We can see the agreement between experimental observations and exact theoretical formulas.
In figure 2 , the deviation from the theory is stronger for large s. There are two reasons for the existence of the deviation. The first reason is that we only show the edges which interconnect vertices not owning large degrees, e.g. edge (k i = 3, k j = 4) where k i is not large. Thus the inaccuracy of the Yule distribution may show. The second reason is that the probability of a finite-size component not being in the giant component drops exponentially with its increasing size [12] . Thus, we could only sample small finite components in networks for simulations. The number of useful samples decreases as s increases in figure 2 and thus the average of the samples may fluctuate. One could solve this problem by increasing the size of networks for simulations or only sampling the components without loops.
Given that the exact formulas are validated by the above simulations, we then investigate the asymptotic behavior of the formulas using the numerical method as illustrated in figure 3 and the analytical method shown in the appendix. Between the betweenness of an edge and the size of the component it belongs to, there is a relation which takes the form ebc(s, k i , k j ) ∼ s 1.5 . From the view point of vertex betweenness, there is also a comparative relation between the vertex betweenness and the size of the network that vertex belongs to, and this relation has been studied by He et al [7] and Sreenivasan et al [24] . The relation given by He et al is suitable for vertices with different degrees in finite tree-like components and asymptotically takes the form bc(s, k) ∼ s 1.5 . The relation obtained by Sreenivasan et al shows that the lower bound of the maximum vertex betweenness in a connected network can be reached by choosing a special routing algorithm, and the value of that betweenness takes the order s 1.5 . Furthermore, there is a power law relation between the betweenness of a vertex and the degree of that vertex, and this relation has been studied in [3, 4] . Goh et al [3] and Barthélemy [4] numerically validated this relation. The network model in [3] was not the configuration model but another, named the hidden variable model, which was generalized in [25] .
Some other conclusions that can be numerically confirmed include (a) ebc(s,
Conclusions
In this paper, we used the exact formula to calculate the statistical mean value of BC of an edge in finite tree-like components of random networks with arbitrary degree distributions. We then used two different degree distributions, Poisson and power law, to validate the formula through simulations. We also analyzed the asymptotic behavior of the proposed formula and explored how the edge BC increases with the size of the component it belongs to. Our work can be considered as the extension of the work in [7] where the authors obtained the exact formula for computing vertex betweenness. The result we obtained holds exactly in trees. There are also extensions for further studies. Edge removal is remarkably different from vertex removal and should be specially studied [18] . Therefore, one can investigate the effect of random removal of edges on the edge betweenness and BC distribution based on the method used in this paper. Using the estimation for the maximum of edge BC, one can also measure the maximum capability of a network to deliver information in the communication process, because the edge which has the maximum BC may be the weakness of networks.
The item e −(k i +k j −2)x/(s−k i −k j ) in (A.7) does not affect the order of the final expression while t 1 and t s; thus C absorbs it. In fact, (A.7) is valid only if t 1 and t s. Then we take the integral of (A.7) into (13) It is obvious that H for the power law degree distribution also takes the same form as S for the Poisson distribution. Using the numerical results shown in figure 3 for the power law degree distribution, we may infer the same conclusion as that for the Poisson degree distribution. That is ebc(s, k i , k j ) ∼ s 1.5 .
