Application of the minimum distance estimation method to the linear regression model for estimating regression parameters is a difficult and time-consuming process due to the complexity of its distance function, and hence, it is computationally expensive. To deal with the computational cost, this paper proposes a fast algorithm which makes the best use of coordinate-wise minimization technique in order to obtain the minimum distance estimators. R package based on the proposed algorithm and written in Rcpp is available online.
Introduction
The minimum distance (m.d.) estimation method refers to technique that obtains estimators by minimizing difference -herein called distance -between a function obtained from the sample of observations and one from the assumed model. The most common and popular distance used in the literature of the m.d. estimation method is the Cramér-von Mises (CM) type distance. Wolfowitz (1957) used the CM type distance which measures the difference between an empirical distribution function (d.f.) and the assumed model d.f. Using other types of distance, Parr and Schucany (1979) empirically showed robustness of the m.d. estimators of location parameters in the one and two sample location models. Departing from the one sample model, Koul and DeWet (1983) extended domain of applications of the m.d. estimation method to the linear regression model where the regression parameters of interest are estimated by minimizing the CM type distance between weighted empirical residual process and its expectation. All of these works are based on the assumption -which is indeed not practical -that the error d.f. in these models is known. Koul (1985) weakened this assumption by assuming that the error d.f. in the multiple linear regression model is symmetric around the origin. He defined a class of L 2 distances between weighted empirical functions of residuals and negative residuals and a class of estimators that minimize these distances. Using the class of L 2 distances, Koul (2002) demonstrated the m.d. estimators possesses the desirable properties such as asymptotic distributions, efficiency, and robustness.
Despite the merits of the m.d. estimation method, very little research has been done on its computational aspects. Dhar (1991 Dhar ( , 1992 demonstrated the existence of the m.d. estimators under certain conditions and discussed a computational procedure for estimating parameters of the linear regression the autoregressive models. However, the discussion about computing the m.d. estimator therein was restricted to the case of two-dimensional parameters only; for the general case he provided only brief description of the procedure which entirely resorts to brute-force search. Considering the huge computational cost of brute-force search, we propose a faster and more efficient algorithm based on coordinate-wise minimization of the distance function. In this paper, the computational aspects of the CM type distance with Lebesgue integration will be investigated. Other types of distances will form a future research. The proposed algorithm in this paper has a root in the work of Koul (1985 Koul ( , 1986 Koul ( , 2002 . R package KoulMde -based on the proposed algorithm and written in RCPP -is available from Comprehensive R Archive Network (CRAN) at https://cran.r-project.org/web/packages/KoulMde/index.html.
This article is organized as follows. In Section 2, we provide a detailed description of the proposed algorithm. In Section 3, computational time of the proposed algorithm is reported; a comparison with other algorithms is also provided, and efficiency of the proposed algorithm is demonstrated.
Coordinate-wise minimization
One disadvantage of the CM type m.d. estimation method is complexity which arises from minimizing the distance. Koul (1986) showed the complexity could be alleviated by reducing the distance into a simple form; see, e.g., (2.1) below. However, another problem will be encountered after the simple form of the distance is available. As will be shown below, the distance -which is a function of parameters -of the CM type m.d. estimation with Lebesgue integration is not smooth at certain points; it displays abrupt -either obtuse or acute -bends and hence is not differentiable at those. Bearing the direct brunt of the non-differentiability, searching optimal value by a variant of gradient descent method will be slow and inefficient. Therefore, a method which need not necessarily calculate the gradient of the distance will deserve due consideration. To reach the requirement, we come up with an algorithm which coordinate-wisely searches the optimal value by simple comparison: the proposed algorithm is, however, different from brute-force search in that it compares certain values which meet some conditions.
Consider the linear regression model for
where x i = (x i1 , ..., x ip ) ∈ R p and β = (β 1 , ..., β p ) ∈ R p is a parameter vector of interest. Let ε i 's be independently identically distributed random variables. In addition, ε 1 is assumed to be symmetric around zero. As in Koul (1985) , we introduce the distance function for b ∈ R p ,
where H is a σ−finite measure on R and symmetric around 0, i.e., dH(−x) = −dH(x) for x ∈ R; d ik are some real numbers with 1 ≤ i ≤ n and 1 ≤ k ≤ p; and I(·) is an indicator function. Define a class of the m.d. estimators β, one for each H, as
For H(x) := x, the distance function can be rewritten as
and (x 
Accordingly, define 
To compute β, L(b) will be minimized coordinate-wisely. That is, starting with initial value
where
and C is the sum of last two terms. Therefore, solving (2.3) is equivalent to 
Hence, f l has the global minimum at one of those zeros which is hereafter called optimal zero. Figure 1-(a) illustrates a part of the graph of f l which is generated from 100 data points; it contains 11 zeros. Brute-force search suggests that values of f l at all zeros should be compared. In Figure 1-(a) , brute-force search, for example, compares f l at the first zero (=4.844) with one at the second zero (=4.865). Since f l attains smaller value at the second zero, the first zero is discarded; by this manner it keeps searching a new zero until smaller f l is found. Then it updates the previous optimal zero to the new zero. Consequently, the computational cost of brute-force search will be O(n 4 ) since number of the zeros and the computational time for f l at one zero are both O(n 2 ).
Motivated by the fact that f l is piecewise linear and differentiable over the intervals, the proposed algorithm will find only zeros at which the slope of f l changes sign from negative to positive; to that end, we compute the slopes of the line segments of f l over intervals between the zeros. For example, Figure 1 -(a) illustrates that the first sign change of the slope from negative to positive happens at the third zero (=4.901). According to Figure 1 -(a), Figure 1 -(b) shows slopes of the line segments of f l over the intervals between the zeros. Define a set
Let n l denote a cardinality of E l ; maximum value of n l is therefore n 
In order to find the optimal zero, we, therefore, check the slope of line segments of f l on I li which is the derivative of f l at q l i . Let f l denote the derivative of f l . Define
Let g (z) and h (z) denote derivatives of g(z) and h(z), respectively. Then
where sgn(x) takes 1, 0, or -1 if x is greater than, equal to, or less than 0, respectively. Define two sequences recursively
and 
find E l and Q l find {ζ i : i = 1, ..., n + l } and {η j : 1 ≤ j ≤ n − l } calculate f l at each point of Q l find the dimension-wise optimal zero through solving (2.5) update b l to the the optimal zero end for end while
Computational time
Recall that the computational cost of the proposed algorithm does not have a mathematical expression. In this section, we demonstrate that it is empirically O(n 2 ). We implement the proposed algorithm in R. It is run 1,000 times for different sample size n with p = 4; is approximately 1.9 × 10 −4 × n 2 . Therefore, the proposed algorithm is O(n 2 ) times more efficient than brute-force search. Next, we compare the proposed algorithm with others: Nelder and Mead (NM), Broyden-FletcherGoldfarb-Shanno (BFGS), Limited-memory BFGS (L-BFGS-B), and conjugate gradient (CG). We also compare the proposed algorithm implemented in R (PR) with one implemented in Rcpp (PRCPP). Table 2 reports the computational times taken by six algorithms. As reported in the Table 2 : Computational times of six algorithms for various sample size n.
is apparently superior to others regardless of n: for example, when n is 200, it is approximately 40, 30, 50 and 70 times faster than BFGS, NM and CG, and L-BFGS-B, respectively. Table 2 also illustrates a typical bottleneck in R -which is caused by double-loop in the distance function as seen in (2.1) -as n increases. We redress this technical issue by employing PRCPP rather than PR. As reported in the table above, PRCPP dramatically reduces the computational cost; it is 20 or more faster than PR. with n = 500 in the left panel; we can see that it is approximately linear in p and n 2 .
Conclusion
As seen in the previous section, our proposed algorithm -especially implemented in Rcpp -reduces the computational cost of the m.d. estimation method. Compared with other methods, it still remains competitive. However, it should be admitted that our proposed algorithm is good for the distance function with Lebesgue integration only even though it is most common and popular integration measure in the literature of the m. 
