Background {#Sec1}
==========

As a type of widespread reversible post-translational modification, lysine succinylation plays a significant role in both eukaryotic and prokaryotic cells \[[@CR1]--[@CR3]\]. In succinylation procedure, the succinyl group (-CO-CH2-CH2-CO-) is covalent bonding to specific lysine residues in proteins which might lead to substantial chemistry changes to proteins \[[@CR4]\]. Besides, lysine succinylation can induce mutations of charge in the environment with PH value (hydrogen ion concentration) range from − 1 to + 1 and promote structural and functional adjustment to substrate proteins \[[@CR5]\]. It is extremely important to understand the molecular mechanism of succinylation in biological systems by identifying succinylated substrate proteins along with succinylation sites, so more and more focus is put on this field \[[@CR6]--[@CR23]\].

Many biological experimental methods have been developed to identify succinylated protein or succinylation sites, such as high performance liquid chromatography assays, spectrophotometric assays and liquid chromatography-mass spectrometry \[[@CR24], [@CR25]\]. However, these experimental approaches are inconvenient, time-consuming and costly, especially for large-scale data sets. Therefore, efficient computational prediction methods for the succinylated sites are urgently needed. Currently, numerous computational classifiers have been developed to identify PTM (Post Translation Modification) sites using various types of two-class machine learning algorithms \[[@CR26]--[@CR29]\]. We proposed a computational predictor, SucPred (2015), based on the combination of a kind of semi-supervised learning algorithm (Psol) and SVM classifier. This predictor took advantage of four types of sequence features, including autocorrelation function, encoding based on grouped weight, normalized van der Waals volume and position weight amino acids composition. Xu et al. (2015) built a predictor called iSuc-PseAAC based on SVM using Pseudo amino acid composition. And then, Xu et al. (2015) developed another predictor named SucFind. It was constructed based on SVM with k-spaced amino acid pairs and AAindex features. More recently, Hasan et al. (2016) proposed an approach SuccinSite based on Random Forest classifier. SucStruct predictor was built by Lopez et al. (2017) using structural properties of amino acids \[[@CR30]\]. Thereafter, using profile bigram \[[@CR31]\], PSSM-Suc \[[@CR32]\] was introduced for identifying succinylation lysine sites by Lopez et al. (2017). Besides, they proposed Success predictor (2018) using evolutionary information of amino acids \[[@CR33]\]. Thereafter, they (2018) used secondary structure information to further enhance the succinylation prediction \[[@CR34]\]. Although these methods have already been developed to predict succinylation sites, there are some problems existing. First of all, the data set used in SucPred and iSuc-PseAAC was obtained from CPLM database \[[@CR35]\] and the data set of SucFind was derived from several lysine modification databases and some relevant articles \[[@CR36], [@CR37]\], which are small and they didn't cover novel succinylation data recently found. Besides, though the SuccinSite contains enough succinylation data, the performances of SuccinSite still have room for improvement.

To solve problems mentioned above, we developed a new predictor, which was proposed to predict succinylation sites in protein using the same data set with SuccinSite. We used multiple efficient feature descriptors to derive informative features, including amino acid composition (AAC), binary encoding (BE), physicochemical property (PCP) and grey pseudo amino acid composition (GPAAC) and we showed the flow chart in Fig. [1](#Fig1){ref-type="fig"}. Finally, we obtained promising results with an accuracy of 89.14% and a MCC of 0.79 using 10-fold cross validation on training data set and an accuracy of 84.5%, a MCC of 0.2 on independent test set. These results demonstrated that this predictor is promising to predict lysine succinylation sites and could serve as a helpful tool to the community.Fig. 1The flow chart of PSuccE

Methods {#Sec2}
=======

As demonstrated in compliance with Chou's 5-step rule \[[@CR38]\] in a series of recent publications \[[@CR6]--[@CR12]\], we should follow the following five guidelines to establish a useful sequence-based predictor for a biological system: (a) select or construct a valid benchmark data set to train and test the predictor; (b) formulate these protein sequence samples with an effective mathematical expression that can truly reflect their intrinsic correlation with the target to be predicted; (c) introduce or develop a powerful algorithm to operate the prediction; (d) properly perform cross-validation tests to objectively evaluate the anticipated accuracy of the predictor; (e) establish a user-friendly web-server for the predictor that is accessible to the public. Below, we are going to describe how to deal with these steps one-by- one.

Datasets {#Sec3}
--------

In this study, succinylation data was derived from UniProtKB/Swiss-Prot database and NCBI protein sequence database as Hasan et al. \[[@CR29]\] did. After removing proteins that have more than 30% sequence identity to any other proteins in this dataset using CH-HIT, 2322 succinylation proteins including 5009 experimentally verified lysine succinylation sites were obtained. Then, 124 proteins were randomly separated from the 2322 proteins as an independent test set for testing, and the remaining proteins were training data set. We referred the experimentally verified lysine succinylation sites as positive sites, and all the lysine sites that lie on the same proteins as succinylation sites but don't have any succinylation annotation were regarded as negative sites. Finally, 124 proteins with 254 succinylation sites and 2977 non-succinylation sites were obtained as independent test set, and 2198 proteins with 4755 succinylation sites and 50,565 non-succinylation sites as training set.

Information entropy {#Sec4}
-------------------

Initially, we extract positive fragment and negative fragment utilizing the sliding window strategy, just like some other PTM site predictors \[[@CR39], [@CR40]\] The window size was set to L = 2 *l* + 1, where *l* is the number of upstream residues or downstream residues of the central amino acid (lysine). And 'X' was used when the number of flanking residues was less than *l*.

Nevertheless, not all the position within the window are contributing to the prediction of succinylation sites and even play a negative role. So it's necessary to take measure to filter useful positions around the center lysine. The information gain is a measure of the amount of information \[[@CR41]\]. The more orderly a system is, the lower the information entropy values, on the contrary, the more chaotic a system is, the higher the information entropy values. Therefore, information entropy is also a measure of the degree of ordering. Consequently, we utilized information entropy to select efficient position within the sliding window. Information entropy can be calculated as follows:$$\documentclass[12pt]{minimal}
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where c represents the window size. x~i~ represents a kind of amino acid, and *n* = 20 denotes 20 kinds of different amino acid. p~c~(x~i~) means the probability that amino acid x~i~ appears at position c.

General Pseudo amino acid composition {#Sec5}
-------------------------------------

With the rapid growth of the amount of biological sequences in the post-genome era, one of the most significant but also most difficult problems in computational biology is how to convert a biological sequence into a numerical vector, yet still retain significant sequence-order information or key pattern characteristic, which is because almost all the existing machine-learning algorithms can only handle vector instead of sequence samples \[[@CR22]\]. However, a vector that is defined in a discrete model may completely lose all the sequence-order information. To avoid this, the pseudo amino acid composition or PseAAC \[[@CR42]\] was proposed. Ever since the concept of Chou's PseAAC \[[@CR43], [@CR44]\] was put forward, it has penetrated into nearly all the areas of computational proteomics \[[@CR45]--[@CR50]\], many biomedicine and drug development areas \[[@CR51]\]. Because of its widely and increasingly usage, two powerful open access soft-wares, named 'propy' \[[@CR43]\] and 'PseAAC-General' \[[@CR50]\], were released recently. In addition, a very powerful web-server called Pse-in-One \[[@CR52]\] has been established and it can generate any desired feature vectors for protein/peptide and DNA/RNA sequences according to the need of users' studies.

### Amino acid composition {#Sec6}

Amino acid composition feature is common and widely used in prediction of protein sequences (such as phosphorylation and acetylation and so on) \[[@CR53], [@CR54]\] as one kind of the most popular coding methods. AAC describes the frequencies of amino acids in protein sequences. In this work, AAC is the fraction of each type of amino acid in a sequence fragment. We calculated amino acid occurrence frequencies in the sequence surrounding the query site (the center site itself is not counted). There are 21 types of amino acids (including 'X') in total, thus 21 frequencies are calculated as features, the sum of which equal 1.

### Binary encoding {#Sec7}

The information of the type and position of the amino acid residues are basic but important to a protein sequence. Binary encoding scheme is the most intuitive method to acquire the positional characteristics of amino acids for protein sequences. It has been used in many kinds of PTM site prediction. If 20 amino acids are ranked as ACDEFGHIKLMNPQRSTVWY, it enciphered each kind of amino acid into a 20-dimension binary vector according to its position in this array. For example, A is replaced by 10,000,000,000,000,000,000, and Y is converted into 00000000000000000001. Especially, X is represent as 00000000000000000000.

### Physicochemical property {#Sec8}

AAindex is a database that includes numerical indices representing various physicochemical and biochemical properties of amino acids and pairs of amino acids \[[@CR55]\]. Now it contains 544 PCPs in the version 9.0. An amino acid index is a set of 20 numerical values on behalf of various PCPs of amino acids. PCP has ever been successfully used in prediction of many protein modifications, such as S-glutathionylation and acetylation \[[@CR56], [@CR57]\]. In this work, we ranked these PCPs according to their abilities to distinguish between succinylation and non succinylation sites and used following top ten physicochemical properties: (1) consensus normalized hydrophobicity scale; (2) positive charge; (3) partition energy; (4) net charge; (5) conformational preference for all beta-strands; (6) conformational preference for antiparallel beta-strands; (7) mean polarity; (8) principal property value z3; (9) apparent partition energies calculated from Wertz-Scheraga index; (10) weights from the IFH scale.

### Grey Pseudo amino acid composition {#Sec9}

We combined Chou's PseAAC \[[@CR58], [@CR59]\] and the grey model (GM (1,1)) \[[@CR60]\] to convey protein fragments. It has already been successfully used in previous study \[[@CR61]--[@CR65]\]. GM (1,1) is an important and generally used approach in GM which can generate a series of regular data sequence by identifying difference between the trend of system factors, which also called correlation analysis. Assume that we have a known array$$\documentclass[12pt]{minimal}
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which is irregular. Then, calculate the first-order accumulative generation operation (1-AGO) series for X^(0)^:$$\documentclass[12pt]{minimal}
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in which x^(1)^(k) is computed by following equation:$$\documentclass[12pt]{minimal}
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Next, an albinism differential equation can be gained according to X^(1)^:$$\documentclass[12pt]{minimal}
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-α is the developing coefficient and -β is the influence coefficient. α and β are two elements of parameter vector *θ*.$$\documentclass[12pt]{minimal}
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*θ* can be calculated using a least square estimator.$$\documentclass[12pt]{minimal}
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In view of this, some important information are covered in coefficients. In this work, we incorporated PseAAC into these coefficients to reflect the difference between the positive data and negative data. The first arrays X^(0)^ were obtained from the physicochemical property which is described above. Each kind of AAindex corresponds to a series of X^(0)^ and works out a pair of coefficients.

Totally, we obtained 791 dimensions of features, including 21 dimensions for AAC (Amino Acid Composition), 500 dimensions for BE (Binary Encoding), 250 dimensions for PCP (Physicochemical Property) and 20 dimensions for GPAAC (Grey Pseudo Amino Acid Composition).

Feature selection scheme {#Sec10}
------------------------

Not all features are equally important. Some features may not be relevant to the prediction of succinylation sites or they could be redundant with each other. Therefore, we performed a feature selection method IG (Information Gain) to remove the irrelevant and redundant features \[[@CR66]\]. IG indicates the quantity of information a feature can bring to the classification system. The more information a feature brings, the more important it is. Thus the information gain can be utilized to evaluate the contribution of each feature to the classification. The formula of IG is as follows.$$\documentclass[12pt]{minimal}
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where x means a dimension of feature, and E(x) is the information entropy value of x. V means the amount of different values in each dimension feature x, and x^v^ (v = 1,2,\...,V) indicates the probable value in feature x, and E(x^v^) is the corresponding information entropy value to x^v^.

Ensemble learning {#Sec11}
-----------------

Ensemble Learning is one of the four main research directions in the field of machine learning. It uses multiple classifiers to solve the same problem, significantly improving the generalization ability of learning system. In our training data set, the amount of negative data (50565) is much larger than the amount of positive data (4755), so we adopted ensemble learning to resolve the unbalance between them.

We used Bootstrap Sampling to extract different subset data \[[@CR67], [@CR68]\]. It gets the difference of the base classifier through the difference of the training set. First, ten subsets with 4750 data were randomly selected from negative training data, and there is no coincidence between any two subsets. Then, combine every subset with the whole positive training data, respectively. Now, we have ten training data subsets with 9510 data, and we make a feature selection for each data subset using independent test set. After selecting the optimal feature group for every train data set, 10 SVM classifiers were obtained as the first layer classifiers. Next, we collected the results from the first layer classifiers and combined them as the feature of the second layer classifier. Finally, we predicted with the second layer classifier.

Performance assessment {#Sec12}
----------------------

Independent test, subsampling test, and jackknife test are three commonly used cross validation methods to examine a predictor \[[@CR69]\]. The jackknife test is deemed as the most reliable one among them \[[@CR70]\]. However, n-fold cross validation test is commonly used instead of jackknife test because it can save much time. This method divides dataset into n equal subsets randomly, every n-1 of which are used for training and the rest one for testing. The procedure repeats several times and final result is calculated by averaging the accuracy of the n testing subsets. In this study, independent test and 10-fold cross validation were both used for evaluating the predictor.

Four measurements are generally used to evaluate the predictor: sensitivity (Sn), specificity (Sp), accuracy (Acc) and Mattew's correlation coefficient (MCC). They are defined as follows:$$\documentclass[12pt]{minimal}
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where TP, TN, FP and FN means the number of true positive, true negative, false positive and false negative, respectively.

This set of metrics is valid for the single-label systems instead multi-label systems. As for the multi-label systems, which exists frequently in system biology and system medicine \[[@CR11], [@CR71], [@CR72]\], match with another completely diverse set of metrics as showed in \[[@CR73]\].

Result and discussion {#Sec13}
=====================

Optimal choice of positions {#Sec14}
---------------------------

In this study, we used information entropy (IE) to evaluate the importance of positions. Firstly, we chose 51 as the initial window size, with 25 amino acid residues upstream and 25 amino acid residues downstream. And then the entropy of each position was calculated by the formula (1). Entropy values are shown in Fig. [2](#Fig2){ref-type="fig"}.Fig. 2The information entropy value of positions around the central residue

As we can see in Fig. [2](#Fig2){ref-type="fig"}, nearly all the information entropy values for positive data are lower than the values for negative data, which indicates that information entropy can be beneficial to distinguish succinylation sites and non-succinylation sites. The closer to the central residues, the lower the entropy values are, especially for the position 1 and − 1 which corresponds to the difference between succinylaiton and non-succinylation according to the two sample logo \[[@CR74]\]. We can speculate from this appearance that succinylation may enhance the conservation of the target lysine and its surroundings which is consistent with Fig. [3](#Fig3){ref-type="fig"}. Eventually, we chose 25 positions which have greater difference between positive information entropy values and negative information entropy values, including − 20, − 17, − 10, − 8, − 7, − 6, − 5, − 4, − 2, − 1, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 16, 21, 22, 24, 25.Fig. 3Two sample logos of the compositional biases around succinylation sites compared to non-succinylation sites. Statistically significant symbols are plotted using the size of the symbol that is proportional to the difference between the two samples. Residues are separated in two groups: (1) enriched in the positive samples; and (2) depleted in the positive samples. Color of the symbols was classified according to the polarity of the residue side chain

Analysis of optimal features {#Sec15}
----------------------------

Not all positions and features are equally important in a protein. In this study, information gain was employed to acquire an optimal feature subset. For each subset, feature selection was processed respectively. Table [1](#Tab1){ref-type="table"} shows the final number of features in every training dataset, and the MCC curves of the succinylation prediction on ten training datasets for different dimensions of features are shown in Additional file [1](#MOESM1){ref-type="media"}: Figure S1.Table 1The number of features in every training datasetTraining DatasetsNumber of featuresACCBEPCPGPAACSubset1186143812311Subset2191143413310Subset3158132710711Subset41121214779Subset5194143813111Subset6177143012211Subset719414371349Subset88896649Subset96675459Subset104545306Common features3445196

As we can see, after feature selection, the numbers of features for ten training datasets are different. It strongly proves that there is otherness between these ten training datasets even though they are separated from one negative dataset, and otherness is the requirement for using the ensemble learning. In spite of the difference, there are also many common features in ten feature vectors, including 4 AAC features, 5 BE features, 19 PCP features and 6 GPAAC features. We also evaluate the performance change between before feature selection and after feature selection for ten subsets (Additional file [1](#MOESM1){ref-type="media"}: Figure S2 and Table S1). As we can see in Additional file [1](#MOESM1){ref-type="media"}: Figure S2 and Table S1, the value of Sn, Sp, Acc and MCC are larger after feature selection, and the value of AUC (area below ROC curve) obviously increase.

Comparison between ensemble learning and single SVMs {#Sec16}
----------------------------------------------------

Ensemble learning train combinations of base models, which may be decision trees, neural networks, SVM, or others traditionally used in supervised learning. In this study, Bootstrap Sampling was used to extract different subset data. There are 50,565 negative sites and 4755 positive sites in our training dataset, nearly 10:1 for ratio of negative and positive data, so we randomly select 4755 data from negative data for ten times and there is no coincidence between any two subsets. Therefore, we have 10 separate training data subsets, which contains 4755 positive samples and 4755 negative samples, respectively (1:1 ratio of positive and negative data).

To verify if ensemble models perform consistently better than the single SVMs, we evaluate the performance of 10-fold cross validation on training dataset, and the results are shown in Table [2](#Tab2){ref-type="table"} and Fig. [4](#Fig4){ref-type="fig"}. As listed in Table [2](#Tab2){ref-type="table"}, single SVMs always predict a lower Sp value and the Acc value are also not outstanding. After ensemble the training result from ten single SVMs, all the performances are obviously increased, especially for Sp, MCC and AUC.Table 210-fold cross validation performance of 10 subsets and ensemble classifier on training datasetTraining datasetSn (%)Sp (%)AccMCCSubset172.2966.910.69610.3926Subset272.1566.390.69270.3861Subset372.2166.330.69270.3861Subset472.8365.730.69290.3867Subset571.6967.240.69480.3898Subset672.1266.460.69300.3865Subset771.9465.640.68810.3767Subset872.0765.530.68800.3768Subset972.9763.520.68240.3665Subset1072.3662.480.67420.3502Ensemble**84.3193.970.891360.7864**Fig. 4ROC curves (AUC) of predictions based on 10-fold cross validation

Comparison between our method and existing methods {#Sec17}
--------------------------------------------------

To further evaluate the performance of our method, we compared our method with four other existing predictors, SucPred, iSuc-PseAAC, SuccFind, SuccinSite and Success, using independent test dataset, including 254 succinylation sites and 2977 non-succinylation sites. Sn, Sp, Acc and MCC are used to measure the performance (Table [3](#Tab3){ref-type="table"}). Because of the limitation of amount of independent test set, the result of independent test is not as good as 10-fold cross validation. However, when we control the threshold as 0.9 for these predictor, SucPred only obtain 67.3, 27.1% and 0.643 for Sp, Sn, and Acc, and the MCC value was only − 0.03. iSuc-PseAAC and Success have satisfying values of Sp, but the Sn and MCC values are lower. SuccFind and SuccinSite are favorable, while our method achieve a Sp of 88.6%, a Sn of 37.5%, an Acc of 84.5% and a MCC of 0.204, which were much better than SuccFind's and SuccinSite's performance. Because of the high value of threshold to guarantee the prediction of positive samples, the sensitivity values are less than the specificity value. The promising performance demonstrated that the this predictor was particularly useful for protein succinylation prediction.Table 3A comparison of PSuccE with existing predictors using an independent test setMeasurement\*SucPrediSuc-PseAACSuccFindSuccinSiteSuccessPSuccESp(%)67.388.779.288.286.8**88.6**Sn(%)27.212.225.237.114.2**37.5**Acc0.6430.8270.7500.8420.811**0.845**MCC−0.0300.0130.0290.1990.007**0.204**^\*^ The threshold value was controlled as 0.9 for these predictors

Conclusion {#Sec18}
==========

Here, we implement an application of Ensemble learning to protein succinylation prediction problem. Results show that our method is helpful to identification of succinylation sites. This work also indicated that Ensemble learning was a useful technique for combining weak classifiers and improving performance. We are looking forward that our method will give a powerful help for further studies of succinylation process.

Additional file
===============

 {#Sec19}

Additional file 1:**Figure S1.** The MCC score of the optimal feature subsets. **Figure S2.** AUC (area below ROC curve) change between before feature selection and after feature selection for ten subsets. **Table S1.** The performance change between before feature selection and after feature selection for ten subsets. (DOCX 2693 kb)
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