Abstract-A characterization and classification of the isosurfaces of trilinear functions is presented. Based upon these results, a new algorithm for computing a triangular mesh approximation to isosurfaces for data given on a 3D rectilinear grid is presented. The original marching cubes algorithm is based upon linear interpolation along edges of the voxels. The asymptotic decider method is based upon bilinear interpolation on faces of the voxels. The algorithm of this paper carries this theme forward to using trilinear interpolation on the interior of voxels. The algorithm described here will produce a triangular mesh surface approximation to an isosurface which preserves the same connectivity/separation of vertices as given by the isosurface of trilinear interpolation.
INTRODUCTION
T HIS paper is an extension of two earlier papers: the original marching cubes paper, [1] and a subsequent paper, [2] , that used alternative triangulations to resolve a problem of the original method. The marching cubes algorithm provides a means to compute a triangular mesh approximation to the isosurface of a trivariate function that has been sampled at points of a 3D rectilinear grid. The basic idea is to process independently each cube or voxel. Linear interpolation along voxel edges is used to compute the vertices of the isosurface approximation. The surface fragments per voxel are determined on a case analysis basis. The original "hole" problem is due to an incomplete case analysis. In [2] , this problem is corrected with the ideas of different possible triangulations of the various cases and the idea of connected or separated vertices on a face of the cube. Also introduced in [2] is the concept of deciding on ambiguous faces by using bilinear interpolation on faces. If the isocurve contours of bilinear interpolation determine two opposing vertices to be connected or separated, then this property can be used to select a triangular mesh surface fragment that maintains this property. In this paper, we expand upon these ideas to include the concepts of vertices being connected by paths internal to the cube and the concept of making this decision based upon whether or not the isosurface of trilinear interpolation will yield this property. In Section 2, we develop some basic properties about the contour surface of trilinear functions. These properties are used for a complete classification of the various types of surfaces which can exist as the isosurface of a trilinar function. In Section 3, we present the details of our new algorithm. The original marching cubes algorithm is based primarily upon linear interpolation along edges of the voxels. The asymptotic decider method of [2] is based upon bilinear interpolation on faces of the voxels. The algorithm of the present paper carries this theme forward to using trilinear interpolation on the interior of voxels. The algorithm described here will produce a triangular mesh surface approximation to an isosurface which preserves the same connectivity/separation of vertices as given by the isosurface of trilinear interpolation.
ISOSURFACES OF TRILINEAR FUNCTIONS

Basic Properties of Isosurface
The isosurface of interest is S T fðx; y; zÞ : T ðx; y; zÞ ¼ 0g;
where T ðx; y; zÞ ¼ ð1 À xÞð1 À yÞð1 À zÞT ð0; 0; 0Þ þ ð1 À xÞð1 À zÞzT ð0; 0; 1Þ þ ð1 À xÞyð1 À zÞT ð0; 1; 0Þ þ ð1 À xÞyzT ð0; 1; 1Þ þ xð1 À yÞð1 À zÞT ð1; 0; 0Þ þ xð1 À yÞzT ð1; 0; 1Þ þ xyð1 À zÞT ð1; 1; 0Þ þ xyzT ð1; 1; 1Þ:
It is also useful to write T in the standand monomial form
We use the notation defined in Fig. 1 where V 0 ¼ ð0; 0; 0Þ, . T ðx; y; zÞ ¼ ð1 À xÞð1 À yÞð1 À zÞT ð0; 0; 0Þ þ ð1 À xÞð1 À yÞzT ð0; 0; 1Þ þ ð1 À xÞyð1 À zÞT ð0; 1; 0Þ þ ð1 À xÞyzT ð0; 1; 1Þ þ xð1 À yÞð1 À zÞT ð1; 0; 0Þ þ xð1 À yÞzT ð1; 0; 1Þ þ xyð1 À zÞT ð1; 1; 0Þ þ xyzð1; 1; 1Þ
Equivalance of isosurfaces: Let
then we can see that a linear change of variables represents a translation, scaling, and possibly a reflection of S T and, so, any of the topological properties of S T are preserved by this type of change of variables. Also, multiplying T by a constant does not change its isosurface and, so, we say that T andT T are equivalent provided
and E are nonzero. Very often, implicitly defined surfaces cannot be represented as the graphs of bivariate functions, but here we have a unique situation where we can explicitly solve for each of the variables. The graph of any one of the following three functions is S T :
As we can see from (6), the zeros and poles of these functions lie on hyperbolic arcs, which leads to the following observation:
1. In general, the intersection of S T with planes normal to the principal axes will consist of hyperbolic arcs. This is evident from (6) and the fact that, in these planes, T ðx; y; zÞ is a bilinear function. Proof. In the respective planes, we have the following representation of the lines representing S T ,
From these equations, we can easily compute the pairwise intersection points,
An example is shown in Fig. 2 . t u
We now discuss the second exception, where the intersection of S T with a plane normal to a principal axis consists of two, perpendicular, axis-aligned lines (asymptotes). This and the hyperbolic nature of S T are revealed by the following three alternative representations for T : T ðx; y; zÞ
The numerators of the constants for the hyperbolas of the previous equations are the quadratics:
q y ðyÞ ðay þ dÞðfy þ hÞ À ðcy þ gÞðby þ eÞ a y y 2 þ b y y þ c y ;
where a x ; a y ; a z have been previously defined in (7) and
We can easily observe from the above that if x ¼ x 0 is a root of q x and ax 0 þ c 6 ¼ 0, then the asymptotic line with y ¼ Theorem 2. The three quadratics of (9) have a common discriminant that we denote as
Also, the following identities hold
whereT T ðu; v; wÞ
It is clear that the sign of DisC½T and G½T will reveal important topological properties of S T . In the case where DisC½T > 0 and G½T 6 ¼ 0, we know that each of the quadratics will have two distinct real roots. We use a subscript of s to denote the smaller of these two roots and the subscript ' to denote the larger and introduce the 18 quantities:
Associated with these points are the potential of nine pairs of asymptotic lines. As we will eventually see, some of these lines are the same and there are at most six distinct lines.
The following relationships have implications in this regard: 
Theorem 3 (DeVella's Necklace). Assume DisC½T > 0 and G½T 6 ¼ 0 and let C be the cuboid with the opposing diagonals ðx s ; y s ; z s Þ and ðx ' ; y ' ; z ' Þ. Let A and B be one pair of the four opposing diagonals of C chosen so that T ðAÞT ðBÞ 6 ¼ 0. The edges of C which do not involve A or B form a closed polygonal path, denoted by DeV ½T , which lies on S T . If G½T < 0, then, other than DeV ½T , C contains no points of S T . If G½T > 0, then DeV ½T froms the boundary of a surface segment of S T that lies entirely in C.
Proof. We first note that the assumptions DisC½T > 0 and G½T > 0 and (14) imply that In each case above, T is zero on each corner of C except on a pair of opposing diagonals. For example, for Case A, T ðx; y; zÞ ¼ T ðx s ; y ' ; z ' ÞGðx; y; zÞ þ T ðx ' ; y s ; z s ÞHðx; y; zÞ; ð15Þ where Gðx; y; zÞ
we have that T ðx; y; zÞ cannot be zero in C whenever G½T < 0. Now, consider the other case where G½T > 0 and, so, T ðx s ; y ' ; z ' ÞT ðx ' ; y s ; z s Þ < 0. If x s < x < x ' and y s < y < y ' , then, if we recall that S T is the graph of a function (see (6)), it is easy to see that there is a unique z such that T ðx; y; zÞ ¼ 0 and z s < z < z ' and this completes the proof. An example is shown in Fig. 3 . t u
We now establish some properties about saddle points, which are roots of the equation
ð16Þ If a 6 ¼ 0, then we can rewrite the above equations as
If a x a y a z > 0, then there is no solution, but if a x a y a z < 0, then we can rewrite (17) as
and we have the solutions
and
and, so, provided bcd 6 ¼ 0, we have the unique solution
The next theorem guarantees that the convex hull of every necklace, DeV ½T , with a neck, contains a saddle point.
Theorem 4. If DisC½T > 0 and G½T < 0, then there exists a saddle point, P P , that lies in C, the cuboid, convex hull of DeV ½T .
Proof. If a 6 ¼ 0, then there are two distinct saddle points and a direct analysis of (13), (18), and (19) will immediately show that one is in C . If a ¼ 0, then, from (13), we have that
and, so, it is clear that ð x x 0 ; y y 0 ; z z 0 Þ 2 C and this completes the argument. t u
It should also be pointed out that, in the situation where there are two distinct saddle points, we have a representation of T similar to that of (15). Since T is constant along axis-aligned lines passing through saddle points, then T ðx; y; zÞ ¼ T ð x x 0 ; y y 0 ; z z 0 Þ G Gðx; y; zÞ þ T ð x x 1 ; y y 1 ; z z 1 Þ H Hðx; y; zÞ;
where G G is the unique trilinear function such that G Gð x x 0 ; y y 0 ;
Classification of the Isosurfaces of Trilinear Functions
In this section, we classify the total variety of possible surfaces that can result form the isosurface of trilinear interpolation. In Fig. 4 , we show results for the case of a 6 ¼ 0.
We now justify the entries in Fig. 4 . The entries which are nonexistent follow immediately from (11) and (12). For the Fig. 3 . Examples of DeVella's Necklace. Left image is for the case G½T < 0, where there is a polygon bounded tunnel and the surface does not intersect the cuboid containing this polygon and the right image is for the case G½T > 0, which yields a polygon bounded surface segment which separates the cuboid containing the polygon.
remaining entries, we use the general change of variables which eliminates the second order terms
where
For the first row, where a x a y a z < 0, we use which leads to the representative,
then, from (12), we see that and, so, we can see that m may take on any positive or negative value. The remaining entries in Fig. 1 are rather straightforward and rely on the changes-of-variables indicated in Table 1 . And now, some comments about the isosurfaces associated with the representatives of Fig. 4 . In all but three of the entries, the representative is free of parameters and, so, the topological properties of the isosurface are clear in these cases. In the remaining cases, it is possible to give arguments as to why the graphs in Fig. 4 are prototypical. For example, in the case of a x a y a z < 0 and DisC½T < 0, we can argue that S T will always consist of three separate surface segments. The two hyperbolic sheets of xy ¼ 1 (or xz ¼ 1 or yz ¼ 1) separate the surface. S T cannot intersect these sheets for, if xy ¼ 1, then T ðx; y; zÞ ¼ Àx À y þ k, but xy ¼ 1; x > 0; y > 0 implies that x þ y > 2 and so as long as k j j < 2, there is no intersection. For the case of DisC½T > 0, only one branch of xy ¼ 1 (or xz ¼ 1 or yz ¼ 1) will separate S T . The other two segments have joined and formed the neck, as we described in Theorem 3. The case a x a y a z > 0 and DisC½T > 0 is the other situation of Theorem 3 where we have a necklace (but no neck) and, here, it is possible to show that S T always consists of single sheet. The only potential separating surfaces of S T would consist of the poles when S T is viewed as the graph of a bivariate function, as in (6)
We now take up the case of a ¼ 0. The representatives and typical surface graphs are shown in Fig. 5 .
In general for Fig. 5 , we make use of the following change of variables: (25) 
;
then we have that T is equivalent tõ
to find that T is equivalent tõ
And now, the second row of Fig. 5 where Fig. 4 if a x ¼ 0, then b or d must be zero, which leads to a contradiction and, so, all entries in this row are null. In the third row, a x ¼ 0 ; a y ¼ 0, a z 6 ¼ 0. Since a ¼ 0, we have that Àbd ¼ 0, Àbc ¼ 0, and Àcd 6 ¼ 0, which implies that b ¼ 0 and c 6 ¼ 0 and d 6 ¼ 0. Also, we note that DisC½T ¼ ðce À dfÞ 2 is nonnegative. First, we consider the case where DisC½T ¼ 0.
If c y ¼ ðdh À geÞ ¼ ðch À gfÞ ¼ 0, then the change of variables
leads toT T ðx; y; zÞ ¼ yz þ xz else
yields the representativeT T ðx; y; zÞ ¼ yz þ xz þ x. And, finally, the last row where a x ¼ a y ¼ a z ¼ 0. We first note that this condition implies that DisC½T is nonnegative. We first consider the case DisC½T ¼ 0. The condition a x ¼ a y ¼ a z ¼ 0 implies that at most one of b, c, or d is nonzero. Let us assume that d 6 ¼ 0, so we have that T ðx; y; zÞ
to yieldT T ðx; y; zÞ ¼ xz else use
to yieldT T ðx; y; zÞ ¼
to yieldT T ðx; y; zÞ ¼ xz þ y.
THE IMPROVED MARCHING CUBES ALGORITHM
The input for our algorithms will consist of the scalar values at the eight vertices of a voxel and the output will consist of a collection of triangles representing the approximation of the isosurface for this particular cell. The general approach we use is the same as that of the original MC algorithm. We first characterize a collection of representative configurations to which all possible cases can be mapped. A fixed triangulation is determined for each unique representative configuration and this triangulation is inferred on an arbitrary case by the inverse mapping. A decision has to be made as to what type of maps are allowed and what properties are to be used for characterizing representatives. We will use only rotation maps. In the interest of reducing the number of representatives, some authors have used a richer collection of maps, including mirroring maps and complementation (with respect to above or below the isosurface threshold). While this is possible, special caution must be used so as not to produce erroneous results, as was the case for the "hole" problem of the original MC method of [1] . Our properties for characterizing representatives are also basically the same as in the original MC method and are based upon the notion of separation or connectivity of the voxel vertices. We will use a three level approach. The first level will be based upon linear interpolation on edges. This is the same as that of the original MC method. Our second level will be based upon bilinear interpolation on faces. This is the same as that of the asymptotic decider method of [2] . Our third level is based upon trilinear interpolation on the interior of the voxel and utilizes the information of the previous section.
Level One Characterization
If the value at one vertex on an edge is above the threshold and the value of the other endpoint of the edge is below the threshold, then we know by linear interpolation that there is a point on the isosurface on this edge. This leads to a total of 256 ( = 2^8) cases. Many of these cases are equivalent in the sense that one can be rotated to the other. For example, all of the cases where only one vertex is above the threshold and all others are below are equivalent. Also, all case where two values on an edge are above the threshold and all others are below are clearly equivalent and can be rotated one to another. Under the operation of rotation maps, these 256 cases collect themselves into a much smaller set of equivalence classes. There are 23 distinct equivalence classes. A representative of an equivalance class is called a configuration. In Fig. 6 , we show these 23 configurations.
There are 24 distinct rotations of a cube that map the eight corner vertices onto themselves. In the Table 2 , we give the vertex permutations for each of these 24 rotations. The vertex permutations denote which vertex gets mapped to which position. For example, with R6, V 0 maps to V 1 , V 1 maps to V 5 , . . . , V 7 maps to V 6 . These rotation maps form a group. Any composition (one rotation followed by another) of two of these rotations will result in one of the other rotations and any rotation has an inverse.
Each entry of Table 3 consists of a configuration that serves as the representative of the equivalence class to which this case belongs along with the rotation which makes them equivalent. For example, the entry for Case 68 (0100 0100) consists of rotation R13 and Configuration C2. This means that Case 68 will be rotated to Configuration C2 with Rotation R13. The triangles produced by Case 68 would be the same as those produced by Configuration C2 except that the indices are replaced by the vertex permutations. That is, rather than the two triangles ðP 4À6 ; P 0À4 ; P 5À7 Þ and ðP 0À4 ; P 1À5 ; P 5À7 Þ, the triangles ðP 6À4 ; P 7À6 ; P 2À0 Þ and ðP 7À6 ; P 3À2 ; P 2À0 Þ are produced because of the vertex replacement rules given by the ) and what got mapped to V 5 (the answer is V 2 ) and, so, we replace P 1À5 with P 3À2 . Here is another example. If we apply R4 to Case 148, we get Configuration C7. Configuration C7 says to produce the triangles: ðP 4À6 ; P 6À7 ; P 2À6 Þ, ðP 4À5 ; P 1À5 ; P 5À7 Þ, and ðP 1À3 ; P 2À3 ; P 3À7 Þ. But, rather, we use the vertex permutation rules and produce the triangles: ðP 0À2 ; P 2À6 ; P 3À2 Þ, ðP 0À4 ; P 5À4 ; P 4À6 Þ, and ðP 5À7 ; P 3À7 ; P 7À6 Þ.
The case: configuration table of Table 5 , along with the rotation group and the triangulations of Fig. 4 , are sufficent for an MC algorithm which is very easy to implement and produces triangular mesh surfaces which are valid twodimensional manifolds void of "holes." The construction of Table 5 is accomplished with a very simple (but not so efficient) exhaustive search approach. We sequentially consider each case. If it cannot be rotated to one of the representatives of an existing equivalence class, then it is added to the list of representatives. In addition, for this particular table, we have done a post relabeling so as to be consistent with the labeling used in the original MC paper [1] .
Level Two and Three Subconfigurations
As we have mentioned previously, our algorithm consists of three levels. The first level is concerned only with the connectivity of vertices along edges of the cube and this was covered in the previous section. The second level determines whether or not vertices are connected along paths on the faces of the cube. This approach was extensively covered in [2] and depends upon a simple test that involves the values of T at the four vertices of a face. See Fig. 7 . The third level is concerned with whether or not vertices are connected along paths interior to the cube. The test in this case is also very simple and is based upon whether or not DeVella's necklace, DeV ½T , is in the cube or not. For the remainder of this section, we go through an analysis of each potential level one configuration and determine the level two and three subconfigurations. It will turn out that there are a total of 45 distinct subconfigurations which leads to a total of 57 configurations all together.
Configuration C3. The front face is the only ambiguous face and, so, there are two level two subconfigurations: C3.0, where V 4 and V 7 are separated on the front face, and C3.1, where they are connected.
Configuration C4. There are no ambiguous faces, but there are two subconfigurations at level three. C4.0.0 is when V 3 is separated from V 4 and C4.0.1 is when these two vertices are internally connected.
Configuration C6. The right face is ambiguous and, so, there are two subconfigurations at level two, C6.0, where V 3 and V 5 are separated, and C6.1, where they are connected. The level two C6.0 has two level three subconfigurations, namely, the C6.0.1, where all three positive vertices are internally connected, and C6.0.0, where vertex V 3 is separated from V 4 and V 5 .
Configuration C7. There are three ambiguous faces, namely, the right (R), front (F), and top (T), which lead to the potential of eight subcases at level two. When forming equivalence classes, we are restricted by the rotations that can be used. The only rotations that map the vertices fV 5 ; V 6 ; and V 3 g to themselves are R0, R17, and R18. Using the exhaustive search techniques we described above, we find that there are three distinct equivalence classes. In Table 4 , the representatives and labeling we have chosen are given. An entry of "0" indicates the face is separated and a "1" indicates that it is connected.
We next examine each of these configurations at level two to see which interior connections are possible. For C7.0, we will argue that none of the positive vertices can be internally connected and, so, there are no level three subconfigurations. In the left diagram of Fig. 8 , we have indicated the boundary connectivity for C7.0 and labeled the intersection points on the edges so that V i;j is an intersection point on the edge joining V i and V j .
We know that V 2;6 > V 3;7 and V 2;3 > V 6;7 since the asymptotes separate V 3 and V 6 . Next, we consider the graph of S T intersected with a seqence of planes starting at y ¼ 1 and proceeding downward until y ¼ max V 4;6 ; V 1;3 È É . The intersection points are shown in the right image of Fig. 8 . We know that V 2;3 ðyÞ and V 2;6 ðyÞ are decreasing functions of y and that V 3;7 ðyÞ and V 6;7 ðyÞ are increasing functions of y. This means that, for 1 ! y ! max V 4;6 ; V 1;3 È É , there is a hyperbola in this plane that joins V 2;6 ðyÞ and V 6;7 ðyÞ and also one that joins V 2;3 ðyÞ and V 3;7 ðyÞ. This implies that if V 4;6 ¼ max V 4;6 ; V 1;3 È É , then V 6 is separated from all other verticies and if V 1;3 ¼ max V 4;6 ; V 1;3 È É , then V 3 is separated from all other vertices. A similar argument with planes perpendicular to the the x-axis will show that either V 5 or V 3 are separated from all other vertices. In the z-direction, we find that either V 5 or V 6 are separated from all others and, so, we may conclude that all three vertices are separated from each other (and all five negative vertices are internally connected to each other) and, so, there are no subconfigurations at level three for C7.0
For C7.1, we have that V 6 and V 3 are internally connected. We must consider the possibility of V 5 being connected to these two, but an argument similar to the above will show that this is impossible and so, again, there are no subconfigurations at level three.
For C7.2, we can clearly see that all negative vertices are internally connected to each other and that all positive vertices are all internally connected to each other and, so, there are no subconfigurations at level three.
For C7.3, we have that the three positive vertices are internally connected and the negative vertices, V 0 ; V 1 ; V 4 ; V 2 are internally connected to each other. There are two subconfigurations: C7.3.0, where V 7 is separated from the other negative vertices, and C7.3.1, where it is connected to the other negative vertices.
Configuration C10. The top and bottom faces are ambiguous and, so, there is the potential of four possible level two subconfigurations. Actually, the two cases where the top and bottom are different are equivalent under a rotation (R13) and, so, there are only three subconfigurations to consider, which we denote as C10.0, top and bottom separated, C10.1, top separated and bottom connected, C10.2, top connected and bottom connected. We now discuss the possible level three subconfigurations. For level two configuration C10.0, we can see the V 0 , V 2 , V 7 , and V 5 are clearly internally connected, V 4 and V 6 are internally connected, and V 1 and V 3 are internally connected. This leads to two possible subconfigurations, C10.0.0, where V 4 and V 6 are separated from V 1 and V 3 , and C10.0.1, where V 4 and V 6 are internally connected to V 1 and V 3 . For level two C10.1, we see that V 0 , V 2 , V 7 , and V 5 are internally connected to each other and V 1 , V 3 , V 4 , and V 6 are internally connected to each other and, so, there are no possible subconfigurations. For level two C10.2, we have that V 1 , V 3 , V 4 , and V 6 are internally connected, V 0 and V 2 are internally connected, and V 5 and V 7 are internally connected. Thus, we have two possible subconfigurations, C10.2.0, where V 0 and V 2 are separated from V 5 and V 7 , and C10.2.1, where V 0 and V 2 are connected to V 5 and V 7 . It turns out that some of the potential subconfigurations do not actually exist. We have marked these equivalence classes with NA, NB, NC, and ND. It is easy to prove the nonexistence of these face configurations with a simple argument. Let T i denote T ðV i Þ and consider the case 110110 for example. The Top, Front, Bottom, and Back connectivity/separation imply that
The first and third of these inequalities imply that
which implies that
with the last inequality as a result of the last inequality of (26) and, so ,we have a contradiction. We next analyze the level two configurations resulting from Table 5 to determine whether or not level three configurations exist.
For C13.0, all of the negative valued vertices V 0 , V 3 , V 5 , and V 6 are internally connected. An argument similar to that of C7.0 allows us to conclude that none of the positive valued verticies can be internally connected to each other and, so, there are no subconfigurations to consider.
For C13.1, all the negative valued vertices V 0 , V 3 , V 5 , and V 6 are internally connected and V 1 and V 2 are internally connected. The question is whether or not V 4 or V 7 can become internally connected to each other or to V 1 and V 2 . Arguments similar to that of C7.0 will show that V 4 and V 5 must remain separated from all other vertices and, so, there are no subconfigurations to consider. For C13.2, the negative valued vertices V 0 , V 3 , V 5 , and V 6 are all internally connected and the positive valued vertices V 1 , V 2 , V 4 are all internally connected. We must consider whether or not V 7 can be internally connected to V 1 , V 2 , and V 4 . But again, an argument similar to that used in C7.0 can be used to show that V 7 must remain separated.
For C13.3, the negative valued vertices, V 3 , V 5 , and V 6 are internally connected and the positive valued vertices V 1 , V 4 , and V 2 are internally connected. There are three level three subconfigurations, namely, C13.3.0, where V 7 is separated from fV 1 ; V 2 ; V 4 g and V 0 is separated from V 3 ; V 5 ; V 6 f g , C13.3.1+, where V 7 is connected to fV 1 ; V 2 ; V 4 g but V 0 is separated from V 3 ; V 5 ; V 6 f g , and C13.3.1-, where V 0 is connected to V 3 ; V 5 ; V 6 f gbut V 7 is separated from fV 1 ; V 2 ; V 4 g. For C13.4, all negative valued vertices V 0 , V 3 , V 5 , and V 6 are all internally connected to each other and all positive valued vertices V 1 , V 2 , V 4 , and V 7 are all internally connected to each other and, so, there are no level three subconfiguratons to consider.
For C13.5, we have a configuration similar to C13.2 by complementation (reverse the sole of negative valued vertex and positive valued vertex) and, so, there are no subconfigurations at level three.
For C13.6, we have a configuration that is the complement of C13.1 and, so, we know there are no level three subconfigurations.
For C13.7, we have the complement of C13.0 and, so, there are no subconfigurations at level three.
We have already mentioned that C13. is the most complicated configuration, but it is worth noting that it is also the richest configuration in that all of the variety of surfaces included in Fig. 4 (except cases where the hyperbolic arcs on faces degenerated to asymptotic lines) are included in the level two and three subconfigurations.
Configuration C15. Under the operation of complementation, i.e., switching the roles of positive and negative values at the vertices, this is the same as C7. The same type of analysis leads to four distinct subconfigurations at level two: the configuration C15.0, where the right, front, and top faces are all separated, C15.1, where the top face is connected and the other two are separated, C15.2, where the top is separated and the other two are connected, and C15.3, where all three ambiguous faces are connected.
C15.0 is the complement of C7.3 and there are two subconfigurations at level three. C15.0.0, where V 7 is separated from V 0 , V 1 , V 2 , and V 4 , and C15.0.1, where all positive vertices are internally connected.
C15.1, C15.2, and C15.3 do not have any level three subconfigurations for the same arguments used before for C7.2, C7.1, and C7.0, respectively.
Configuration C16. This is the same as C6 under complementation. The right face is ambiguous and, so, there are two subconfigurations at level two, namely C16.0, where V 1 and V 7 are separated, and C16.1, where they are connected. For C16.1, there are two level three subconfigurations, C16.1.0, where V 3 is separated from V 4 and V 5 , and C16.1.1, where all three negative vertices V 3 , V 4 , and V 5 are connected.
Configuration C18. This is the complement of C4. We have two level three subconfigurations: C18.0.0, where the two negative vertices V 3 and V 4 are separated, and C18.0.1, where V 3 is internally connected to V 4 .
Configuration C19. As with C3, the front face is ambiguous and, so, there are two subconfigurations at level two: C19.0, where the positive vertices on the front face are separated, and C19.1, where they are connected.
In summary, we have in addition to the original level one configurations (see Fig. 6 ), 45 level two and three subconfigurations which are illustrated in Fig. 9 .
Configurations at level two are determined by the respective case:configuration tables given earlier which use as input the separation or connectivity of vertices on ambiguous faces. If a level three configuration exists (see Fig. 9 ), the choice is is based upon whether or not the necklace, DeV ½T , as covered in Theorem 3, is contained in the cube or not. Once it has been determined that the level two configuration is CN.M, then the level three test is If DeV ½T exists and is in Cube then CN:M:1 else CN:M:0:
The configuration, C13.3, is exceptional. We must further determine if the positive vertices are connected or the negative vertices are connected. This is determined by the sign of T in the interior of the cuboid containing the necklace DeV ½T . Also, in order for this notation to work uniformly, we must introduce a level two version of C4, labeled C4.0, and a level two version of C18, labeled C18.0.
Triangulations that are consistent with the connectivity/ separation of the configurations of Fig. 9 are illustrated in Fig. 10 . Vertices of DeV ½T are used for those configurations with internal vertices. Using more of the vertices of DeV ½T has the potential of closer confirmation to S T . It is also possible to obtain better triangular approximations to S T by simply changing the triangulation by edge swapping, for example.
For the configurations where DeV ½T is completely in the cube, there is the possibility of triangulations which utilize only vertices on the edges. These triangulations are illustrated in Fig. 11 . While some applications may find these triangulations interesting and useful, we should point out some potential drawbacks. Triangulations that utilize triangles on the faces of the cube lead to triangular mesh approximations of S T which are not proper two-dimensional manifolds. In these cases, more than two triangles may share a single edge. Algorithms used to postprocess the triangular mesh approximations to S T , such as decimation or simplification algorithms, may have problems with these types of surfaces. Also, some of the triangulations of Fig. 11 do not maintain, in a strict sense, the connectivity/separation of all eight corner vertices. For example, the triangulation of configuration C12.0.1 maintains the connectivity of the positive vertices, but one negative vertex is separated from the others.
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