Artificial viscosity can be combined with a higher-order discontinuous Galerkin (DG) discretization to resolve a shock layer within a single cell. However, when a piecewiseconstant artificial viscosity model is employed with an otherwise higher-order approximation, element-to-element variations in the artificial viscosity arising at the shock induce oscillations in state gradients and pollute the downstream flow. To alleviate these difficulties, this work proposes a new higher-order, state-based artificial viscosity with an associated governing PDE. In the governing PDE, the shock sensor acts as a forcing term, driving the artificial viscosity to a non-zero value where it is necessary. The decay rate of the higher-order solution modes and edge-based jumps are both shown to be reliable shock indicators. This new approach leads to a smooth, higher-order representation of the artificial viscosity, that evolves in time with the solution. Additionally, an artificial dissipation operator that preserves total enthalpy is introduced. The combination of higher-order, PDE-based artifical viscosity and enthalpy-preserving dissipation operator is shown to overcome the disadvantages of the piecewise-constant artificial viscosity, while achieving greater robustness on flows with strong shocks.
I. Introduction
In the past decade, the discontinuous Galerkin (DG) finite element method (FEM) has matured to become a viable alternative to finite volume schemes. Whereas higher-order accuracy in finite volume schemes is typically achieved by polynomial reconstruction of neighboring cell averages, in the DG context, higherorder approximations are realized by increasing the order of the approximating polynomial, p, within each element. This serves to maintain a nearest neighbor numerical stencil for all solution orders at the cost of additional degrees of freedom on a given mesh. This compactness makes DG well suited for unstructured grids, h and p adaptivity, and parallelization. Much of the ground work for DG methods was laid down by Karniadakis, Cockburn and Shu.
1-11 Bassi & Rebay and Bey & Oden demonstrated the capabilities of DG for the Euler and Navier-Stokes equations (including RANS).
12- 16 Persson and Peraire extended this work with sub-cell shock capturing and improved methods for discretizing turbulence models. 17, 18 Recent work has also focused on improving DG solution methods. [19] [20] [21] [22] [23] For more information on DG methods, consult the review by Cockburn & Shu. 5 The focus of this paper is shock capturing for higher-order (p ≥ 1) DG approximations. For firstorder, piecewise-constant solutions in DG, the inter-element jumps, combined with an appropriate upwind flux function, introduce enough numerical dissipation to obviate the need for shock capturing. However, for higher-order approximations, spurious numerical oscillations manifest themselves in the proximity of discontinuities and additional shock capturing steps must be taken. Many researchers have borrowed from the shock capturing experience of finite difference and finite volume schemes to develop shock capturing approaches for DG FEM.
One classical approach to shock capturing is the addition of artificial viscosity, pioneered by von Neumann and Richtmyer. 24 Artificial viscosity expands the thickness of the shock layer so that it safely exceeds the resolution length scales of the numerical method and eliminates the spurious oscillations. Persson and Peraire 17 introduced a p-dependent artificial viscosity and demonstrated that higher-order representations and a piecewise-constant artificial viscosity can be combined to produce sub-cell shock resolution. Specifically, by introducing an artificial viscosity which scales with h/p, the shock width δ s = Ch/p, where C is usually around 2-4. Thus, for sufficiently high p, δ s = Ch/p < h and the shock can be captured within a single element. To locate the shocks in the flowfield, Persson and Peraire developed a sensor based on the magnitude of the highest-order coefficients in an orthonormal representation of the solution. This research builds upon the benefits of artificial viscosity for shock capturing in DG. As will be described below, a piecewise-constant artificial viscosity has some inherent shortcomings. Specifically, element-toelement variations can lead to oscillations in state gradients and disparate equilibrium shock-jump conditions in neighboring elements. This can potentially corrupt the smoothness and accuracy of the downstream flowfield. We seek to develop a smoother representation of artificial viscosity, without sacrificing the compact numerical stencil that makes DG an attractive scheme.
In Section II, we motivate a smooth representation of artificial viscosity by highlighting the shortcomings of the piecewise-constant approach using a simplified test problem. In Section III, we present a PDE-based artificial viscosity to obtain the necessary smoothness, and two different shock sensors. This is followed by the discretization of our new artificial viscosity model in Section IV and a discussion of the extra steps taken to preserve total enthalpy through the shock. Numerical results using the PDE-based artificial viscosity are presented in Section V.
II. Artificial Viscosity Comparison
The one-dimensional viscous Burgers equation is employed to demonstrate the benefits of a smooth variation in artificial viscosity, compared to a piecewise-constant approach. The governing equation is modified to support a steady-state shock solution with a forcing term,
where u(x, t) is the state variable, ν(x) is the viscosity, α is a constant and the forcing term, f (x), is set such that the exact, steady-state solution has a shock at x = 0. The viscosity, ν(x), is prescribed to be either a piecewise-constant or smooth Gaussian function, as depicted in Figure 1 . The piecewise-constant viscosity is applied to the cells immediately adjacent to the shock location with adjustable amplitude. The Gaussian distribution of viscosity is specified to have a standard deviation equal to the cell size and the same total area as the piecewise-constant rectangle between To perform the comparison, Equation (1) is discretized using sixth order Legendre polynomials in DG FEM with the second method of Bassi and Rebay (BR2) for the elliptic terms. An H 1 norm of the error outside of the shock layer is measured between the discrete and exact solution for the two viscosity formulations. The shock layer is defined to be the distance extending from x = 0 to where the discrete solution is first within 0.5% of the exact solution.
The results for low, moderate, and high values of viscosity are shown in Figure 2 . At a low viscosity amplitude, the numerical oscillations in u(x) are damped, but oscillations still remain in the derivative, u x (x), for both solutions. At a higher viscosity amplitude, the Gaussian viscosity solution is smooth for both u(x) and u x (x), but the piecewise-constant viscosity solution still has significant oscillations in u x (x). These oscillations are due to the conservation of the flux, (u 2 /2 + νu x ), across element boundaries. A jump in ν(x), requires a similar jump in u x . For higher-order solutions, this jump in the derivative induces fluctuations throughout the element. The greater accuracy of the Gaussian viscosity solution is reflected in the H 1 norm values as well. Finally, for much higher viscosity amplitudes, the Gaussian viscosity solution remains well-behaved, but the piecewise-constant solution suffers from oscillations in both u(x) and u x (x). At the high viscosity amplitude, the H 1 norm of the error for the Gaussian viscosity solution is smaller than the piecewise-constant solution by two orders of magnitude.
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III. Artificial Viscosity Models
As shown above, piecewise-constant representations of artificial viscosity produce jumps state gradients that pollute the accuracy of the solution, even outside of the shock layer. However, unlike the 1-D test case above, the shock location is rarely known a-priori and the artificial viscosity cannot be a predetermined function of x. This section, therefore, describes the artificial viscosity models that were investigated in the course of this work. In particular, a new, PDE-based model for artificial viscosity is presented as a means to obtain a smooth viscosity distribution in the flowfield.
A. Extension to Governing Equations
Given u(x, t) :
is the associated spatial residual, and the physical domain is Ω ⊂ R d × R + , then the artificial viscosity is introduced into the governing equations as,
md×md is a matrix-viscosity tensor. The specific form of ν(u) for the Euler and NavierStokes equations is given in Section IV. In general, ν(u) scales as, ν(u) ∼ λhǫ(u), where λ is a wave speed, h is a local measure of the cell size and ǫ(u) is the non-linear addition of dissipation near discontinuities.
B. Mesh Length Scale Distribution
A smooth distribution of viscosity in the computational domain implies a smooth length scale variation as well. On a computational mesh, a continuous, linear nodal basis is used to define,
where
is the average segment length in a given coordinate direction for all segments extending from the i-th principle vertex of an element and φ i is the linear nodal weight function of node i. Thus, h(x) is measure of the cell length scale anywhere in the computational domain.
C. Element-Switch, Piecewise-Constant Artificial Viscosity
The piecewise-constant formulation of artificial viscosity can be expressed as one simple equation, hereafter designated the sensor equation.
where S κ (u) : R m → R is the non-linear switch or indicator function that detects the spurious numerical oscillations in element, κ, and determines the amount of artificial viscosity to add. In this setting, S κ (u) is an element-based integral and ǫ assumes a piecewise-constant value for every element in the domain.
D. PDE-Based, Piecewise-Polynomial Artificial Viscosity
In the DG context, a smooth artificial viscosity model is desired that maintains compact numerical stencil. Smooth representations of artificial viscosity for higher-order shock capturing using a pointwise indicator are difficult because of the numerical noise within a shock layer. Instead, an integrated measure of the numerical oscillations in an element is preferred. Unfortunately, a higher-order reconstruction of an element-based indicator across local patches would extend the numerical stencil. Thus, a more elaborate construction of artificial viscosity is necessary.
In this paper, we propose a PDE-based model of artificial viscosity satisfying the following equation,
where τ is an appropriate time constant and η ∈ R d×d is the equivalent of the conductivity. The working variable of the PDE is ǫ(x, t) :
which is a non-dimensional quantity, and is also an additional state variable that is appended to the state vector. For the sake of brevity, this PDE will be referred to as the artificial-viscosity equation and its formulation of ǫ will be referred to as PDE-based artificial viscosity.
There is no physical basis or principle that prescribes the boundary conditions for ǫ. At solid walls, we select a Neumann boundary condition, ∂ǫ/∂n = 0, where n ∈ R d is the outward pointing normal vector. At farfield flow boundaries, shocks can enter or exit the computational domain. Since the shock may leave the domain at any angle, setting the normal derivative to zero is not appropriate. Similarly, a Dirichlet condition (ǫ = 0) implicitly assumes that the shock terminates at the boundary. Thus, a radiation-type boundary condition is most appropriate, where the flux of ǫ is proportional to the difference between the boundary value and an ambient state (ǫ ∞ = 0) over a local length scale, L (L = 10h · n).
The PDE model for artificial viscosity is designed to address the desirable criteria mentioned in the previous paragraphs. The shock indicator acts as a source, or forcing, term that drives ǫ to be non-zero in the vicinity of discontinuities. Even though the shock indicator, S κ (u), might be an element-integral quantity, higher-order representations of ǫ are still possible. The elliptic term ensures that the viscosity is smooth and the equation is cast with a time derivative so that ǫ will evolve with the solution.
The time constant, τ , is defined such that ǫ evolves at least as fast as the primary system of equations. This time scale is approximately the time it takes the fastest wave speed to traverse the resolution scale of the solution, a concept similar to the CFL number. This way there is no lag between the need for stabilization and the build-up of artificial viscosity. To this end, the time constant, τ , is defined by
whereh is the average value of h i (x) and we select the constant, C 1 = 3. The second parameter of the artificial-viscosity equation is the conduction coefficient, η ∈ R d×d . For dimensional consistency it must have units of Length 2 , and since the viscosity should disappear in the continuous limit (lim h→0 ǫ = 0), η should be made an explicit function of h. The conduction coefficient should also be sized so that artificial viscosity produced in one element produces a smooth diffusion to its neighboring elements, though decays in a distance which is O(h). Thus, an an appropriate setting of η is simply,
The quantity, η/τ , is therefore,
The simulations presented in this work are all performed with the product C 1 C 2 = 25.
E. Shock Indicators
While the shock indicator, S κ (u), can take on many forms, this research has employed two different indicators, which are presented here. Both of the indicators are element-based integrals leading to a single, scalar measure of the need for dissipation to control the numerical oscillations near a discontinuity.
Resolution Indicator
A resolution-based indicator was introduced by Persson and Peraire as their method of detecting shocks to demonstrate the sub-cell shock capturing capabilities of artificial viscosity with higher-order, DG solutions.
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This indicator treats the higher-order solution as though it were comprised of a sequence of Fourier modes. For smooth flows, the coefficients of increasing Fourier modes should die away rapidly (∼ 1/p 2 ). In a true discontinuity, however, all frequency modes are present, so the Fourier coefficients decrease much more slowly. With this concept in mind, the state vector at any point in a higher order approximation, can be represented as,
where φ i are the basis functions, U i are the associated weights and N (p) is the size of the higher-order expansion of degree p. If we then assume an orthogonal basis and define,
With the definitions of u andû, the resolution indicator can be defined by,
where ·, · represents the standard L 2 inner-product, and f = f (u) : R m → R is a component or function of the state vector. As with Persson and Peraire, we have found that density proves to be a reliable quantity for f (u).
Since the inner-product based switch involves squared quantities, instead of the 1/p 2 -decay rate of the Fourier coefficients in smooth flow, we expect a 1/p 4 -decay rate of the resolution indicator. The final scaling of the resolution indicator is therefore,
where, K is a constant gain factor (K = 10 3 (5p 4 + 1)) and θ S = 1 is a maximum value of the indicator.
Jump Indicator
The idea to use the uniquely DG inter-element jumps as a discontinuity indicator was first proposed by Krivodonova et al. 25 For a smooth flow solution, the magnitude of the inter-element jumps should be convergent,
where Q is a state vector component or derived quantity, ∂κ is the union of an element's exterior faces and, · is the standard jump operator, commonly found with the averaging operator, {·}. These operators are defined by,
where it should be noted that the jump operator modifies scalars into vectors and vectors into scalars. Therefore, one can easily envision an indicator that measures jumps in a state quantity or a function to denote regions near a discontinuity. Specifically, we cast our jump indicator as,
where we have selected jumps in pressure as a reliable functional quantity, Q, to locate shocks. Similar to the resolution indicator, the final scaling of the jump indicator is (with K = 5000 and θ S = 1),
It is important to note that for the resolution indicator, S κ is a function of the state in a single element. For the jump indicator, S κ is dependent on the state values in neighboring elements as well. In the piecewiseconstant approach to shock capturing, employing just the sensor equation, using the jump indicator with an otherwise compact discretization of elliptic terms would expand the numerical stencil of the entire scheme. This is because the artificial viscosity that is applied along element edges becomes dependent on the state values in immediate and second-degree neighbor elements as well. In contrast, with the artificial-viscosity equation, the jump indicator is a source function and does not spread the numerical footprint of the scheme.
IV. Discretization
The artificial-viscosity PDE presented in Equation (4) adds one more state variable to the state vector. Thus, the Navier-Stokes equations in three dimensions would have six state variables instead of five. These equations, written in strong, conservation form, are given by,
where u(x, t) : 
where ρ is the density, V ∈ R d is the velocity vector, p is the pressure, E is the total energy, H is the total enthalpy, I ∈ R d×d is the identity matrix and A(u) : R m → R md×md is the viscosity matrix defined below. The system is closed with the equation of state,
where γ is the specific heat ratio.
A. FEM Formulation
Equation (6) is discretized in the standard manner for DG FEM. Let V p H be the space of discontinuous, piecewise-polynomial functions of degree p on every element, κ, within the triangulation, T H , of the domain, Ω = κ∈TH κ,
We then seek solutions,
F i is the numerical flux function, described below, and B H (u H , v H ) is a compact discretization of the viscous flux. The notation () + and () − notation refers to data on the interior and exterior of an element boundary, respectively. Boundary conditions are enforced weakly, by appropriately setting F i when ∂κ coincides with ∂Ω. In this work, B H (u H , v H ) was discretized with the second form of Bassi and Rebay 13 (BR2), because it achieves optimal accuracy while maintaining a compact numerical stencil.
B. Preservation of Total Enthalpy

Viscosity Matrix for Constant Total Enthalpy
The viscosity matrix, A(u) : R m → R md×md , has a block structure, consisting of d 2 blocks of size R m×m . Each block can be written as,
is the matrix viscosity for the Navier-Stokes equations andÃ ǫij (u) :
is the artificial viscosity matrix designed to conserve total enthalpy through a shock. Let A ǫij (u) : R m → R (m−1)×(m−1) be a Laplacian matrix viscosity defined as,
where ǫ(u) : R m → R is the viscosity, θ L ǫ and θ H ǫ are minimum and maximum limits for ǫ, respectively, λ max (u) : R m → R is the maximum convective wave speed of the system and I ∈ R m−1 is a vector of ones. To conserve total enthalpy through a steady shock, we follow the approach of Jameson who proposed that the dissipation added to the energy equation should be proportional to dissipation added to the mass equation multiplied by H. 27 In particular, we use a viscosity matrix of the following form,
Persson and Peraire also consider a variety of artificial dissipation operators, including one based on the physical dissipation operator which by setting the Prandtl number appropriately can also support uniform total enthalpy. 
Flux Function for Constant Total Enthalpy
Numerical dissipation is also added to the scheme via the upwind flux function. Jameson's criteria for constant total enthalpy through a shock also applies to the flux function. Meaning, the dissipation added to the energy equation must be consistent with the dissipation added to the mass equation multiplied by H. There are a number of existing Riemann solvers that satisfy this condition. For instance, Jameson proposes a modification of the Roe flux that applies the Roe-average flux Jacobian toũ. 27, 28 Another example is the modification of van Leer flux difference splitting flux function by Hänel et al., 29 which we have used throughout this work.
V. Numerical Results
The PDE-based artificial viscosity is designed to address the shortcomings of the piecewise-constant model. This section demonstrates the performance of this new shock capturing approach as applied to various test cases.
A. Solution Method
The numerical steady-state solutions depicted in this section were all solved in a similar manner. From an initial condition, the solution was marched to steady state using backward Euler time steps with time ramping. The full Jacobian was stored in a sparse manner where the linear system was solved using GMRES and ILU based preconditioning.
While discussing the iterative procedure to arrive at steady-state solutions, it is worth making a few remarks regarding robustness:
• The initial condition of the added state variable, ǫ 0 , for steady-state computations was non-zero (typically ǫ 0 = 0.2). This helped alleviate the dynamic noise of the first few iteration steps for very strong shock cases.
• Higher-order solutions were arrived at with p-order sequencing. Meaning, a lower-order solution served as the initial condition for a higher-order solution. Directly solving a higher-order solution from scratch for strong shock cases posed some occasional difficulties.
• All C 1 discontinuous operations, such as the absolute value and maximizations / minimizations, in the shock switches were substituted with C 1 smooth replacements. This greatly assisted the linearization of the non-linear residual and iterative performance. C 1 discontinuous functions and ON/OFF indicators can be significant obstacles to arriving at a steady-state solutions with implicit time stepping.
where α and β are input parameters, with values α = 0.1 and β = 70.
B. Transonic Inviscid Flow Over a NACA 0012 Airfoil
The first test case is the inviscid p = 5 solution of a NACA 0012 airfoil with a freestream Mach number of M ∞ = 0.85 at an angle of attack of α = 1.25
• . The Mach number contours, the contours ǫ (using the resolution indicator) and the surface pressure coefficient are shown in Figure 3 for both the piecewiseconstant and PDE-based viscosity solutions. Both indicator plots illustrate the successful identification of the strong shock on the suction side of the airfoil. Also, notice how the shock is captured within a single element, demonstrating the sub-cell shock capturing capabilities of higher-order artificial viscosity solutions. The shock transition can occur within one element, despite the necessary addition of the viscosity across a number of elements through the shock. Nevertheless, while there are clear differences in the contours of the two viscosity formulations, the solutions are quite similar when viewing Mach number and surface pressure.
C. Supersonic Inviscid Flow Over a Cylinder
In this test case, we consider the effectiveness of the shock capturing algorithm for stronger shocks and, in particular, the behavior of the total enthalpy and total pressure. Figure 4 are the results for a 2-D half-cylinder in a steady, inviscid, Mach 4 flow. The resolution indicator for both the piecewise-constant and PDE-based artificial viscosity is shown, as well as a series of line probe measurements (along the solid black line) of the total enthalpy behind the bow shock over two grid refinements. Using the Roe flux 28 and the Laplacian artificial viscosity matrix applied to the original state vector, u 0 (and notũ 0 ), produces significant variations in total enthalpy behind the shock, with more oscillation in the piecewise-constant artificial viscosity than the PDE-based method. If the Laplacian artificial viscosity matrix is instead applied toũ through Equation (8) , the variation in total enthalpy is significantly reduced for both viscosity models (notice the change in axis scaling). Finally, when the van Leer-Hänel flux function is used, the variation in total enthalpy is further damped. Changing the flux function has a smaller impact on the variation in total enthalpy because the relative amount of dissipation added to the scheme in the shock layer by the flux function is much less than the artificial viscosity matrix.
The variations of total enthalpy behind the shock are more pronounced for the piecewise-constant artificial viscosity model than the PDE-based approach. This is a byproduct of the jumps in viscosity from one element to the next along a discontinuity, due to changes in the grid size, cell orientation, and shock strength. These variations in the solution downstream of a shock have previously been observed by Quattrochi.
30 Figure 5 depicts the variation of total pressure behind the shock; in this case, the total pressure should vary as the strength of the shock varies due to its curvature. However, clearly the piecewise constant approach results in non-physical variations which are due not decrease with improved grid resolution.
D. Supersonic Viscous Flow Over a Cylinder
The artificial viscosity PDE and the steps taken to ensure total enthalpy preservation through a shock yield an accurate shock capturing methodology. This methodology is robust even for strong shock, viscous supersonic cases, as shown in Figure 6 . These plots depict a p = 3 solution, on a coarse and fine mesh, using the jump indicator of a Mach 4 flow over a half-cylinder, with a Reynolds number of 10,000 and a wall temperature of 2.5 times the freestream temperature. The coarse mesh contains 4,000 elements and the finer mesh is a uniform refinement, leading to 16,000 elements. The results include contours of temperature and ǫ, as well as a line probe of temperature along the stagnation streamline. Notice that both the boundary layer and shock are smoothly resolved without any spurious oscillations. Figure 6 also includes plots of cylinder surface quantities, such as the pressure coefficient, skin friction coefficient and Stanton number. There are some small oscillations in Stanton number near θ = 0 for the coarse mesh result, suggesting that the boundary layer is not fully resolved at this location. On the finer mesh, the boundary layer is better resolved and these oscillations do not appear. 
VI. Conclusion
