Abstract-Parallel implementations of linear iterative solvers generally alternate between phases of data exchange and phases of local computation. Increasingly large problem sizes on more heterogeneous systems make load balancing and network layout very challenging tasks. In particular, global communication patterns such as inner products become increasingly limiting at scale.
I. INTRODUCTION
Multilevel methods such as multigrid and domain decomposition are among the most efficient and scalable solvers developed to date. Adapting them to the next generation of supercomputers and improving their performance and scalability is crucial in the push towards exascale. Domain decomposition methods subdivide the global problem into subdomains, and then alternate between local solves and boundary data exchange. This puts a significant stress on the network interconnect, since all processes try to communicate at once. On the other hand, during the solve phase, the network is underutilized. The use of non-blocking communication can only alleviate this issue, but not solve it. In asynchronous methods, on the other hand, computation and communication occur at the same time, with some processes performing computation while others communicate, so that the network is consistently in use.
Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and Engineering Solutions of Sandia, LLC, a wholly owned subsidiary of Honeywell International, Inc., for the U.S. Department of Energys National Nuclear Security Administration under contract de-na0003525. This paper describes objective technical results and analysis. Any subjective views or opinions that might be expressed in the paper do not necessarily represent the views of the U.S. Department of Energy or the United States Government. SAND NO. SAND2018-9402 O Unfortunately, the term "asynchronous" can have several different meanings in the literature. In computer science, it is sometimes used to describe communication patterns that are non-blocking, such that computation and communication can be overlapped. Iterative algorithms that use such "asynchronous" communication typically still yield the same iterates (results), just more efficiently. In applied mathematics, on the other hand, "asynchronous" denotes parallel algorithms where each process (processor) proceeds at its own speed without synchronization. Thus, asynchronous algorithms go beyond the widely used bulk-synchronous parallel (BSP) model. More importantly, they are mathematically different than synchronous methods and generate different iterates. The earliest work in this area was called "chaotic relaxation" [1] . Both approaches are expected to play an important role on future supercomputers. In this paper, we focus on the mathematically asynchronous methods, and we will use the terms "asynchronous" and "synchronous" to distinguish between mathematically asynchronous and mathematically synchronous methods. Domain decomposition solvers [2] - [4] are often used as preconditioners in Krylov subspace iterations. Unfortunately, the computation of inner products and norms widely used in Krylov methods requires global communication. Global communication primitives, such as MPI_Reduce, asymptotically scale as the logarithm of the number of processes involved. This can become a limiting factor when very large process counts are used. The underlying domain decomposition method, however, can do away with globally synchronous communication, assuming the coarse problem in multilevel methods can be solved in a parallel way. Therefore, we will focus on using domain decomposition methods purely as iterative methods in the present work. We will note, however, that the discussed algorithms could be coupled with existing pipelined methods [5] which alleviate the global synchronization requirement of Krylov solvers.
Another issue that is crucial to good scaling behavior is load imbalance. Load imbalance might occur due to heterogeneous hardware in the system, or due to local, problem specific causes, such as iteration counts for local sub-solves that vary from region to region. Especially the latter are difficult to predict, so that load balancing cannot occur before the actual solve. Therefore, a synchronous parallel application has to be idle until its slowest process has finished. In an asynchronous method, local computation can continue, and improve the quality of the global solution.
An added benefit of asynchronous methods is that, since the interdependence of one subdomain on the others has been weakened, fault tolerance [6] , [7] can be more easily achieved. When one process has to be stopped, be it for a hard or a soft fault, it can be replaced without having to halt every other process.
The main drawback of asynchronous iterations is the fact that deterministic behavior is sacrificed. Consecutive runs do not produce the same result. (But they obviously are at most a distance proportional to the convergence tolerance apart from each other.) This also makes the mathematical analysis of asynchronous methods significantly more difficult than the one of its synchronous counterparts. Analytical frameworks for asynchronous linear iterations have long been available [1] , [8] - [10] , but generally cannot produce sharp convergence bounds except for in the simplest of cases.
The main contributions of our work are:
• A novel asynchronous two-level domain decomposition method, scalable to thousands of processors.
• Empirical comparisons of synchronous and asynchronous methods on three domain decomposition solvers on a state-of-the-art parallel computer.
• An empirical study of one-sided MPI performance in a scientific computing setting.
Our work demonstrates that asynchronous methods have the potential of outperforming conventional synchronous solvers and offer a viable alternative in the push towards exascale.
The present work is structured as follows: In Section II, we present three overlapping domain decomposition methods, and explain their use in synchronous and asynchronous fashion. For a general introduction to domain decomposition methods we refer the reader to [2] - [4] . Section III is dedicated to a description of the presently available mechanisms in MPI and hardware to achieve truly asynchronous communication. Numerical experiments using the presented methods are given in Section IV, where we compare the strong and weak scaling behavior of synchronous and asynchronous solvers with and without load imbalance.
A. Related work
A one-level domain decomposition solver with optimized artificial boundary conditions was proposed in [11] . An optimization package that leverages asynchronous coordinate updated is presented in [12] . Synchronization reducing Krylov methods have a long history [13] . However, preconditioning such methods is unresolved apart from some simple preconditioners [14] . Recent work extends the preconditioners to one level domain decomposition preconditioning [15] . Pipelined Krylov methods [5] reduce synchronization costs in addition Fig. 1 . Partitioning of a uniform triangular mesh of the unit square into 4 overlapping subdomains. The non-overlapping partitioning produced using METIS [16] is shown in green, the extended overlapping subdomains in red.
to overlap computation and communication, and can be used with any preconditioner.
II. DOMAIN DECOMPOSITION METHODS

A. One-level Restricted Additive Schwarz (RAS)
We want to solve the global system
. Informally speaking, one-level domain decomposition solvers break up the global system of equations into overlapping sub-problems that cover the whole global system. The iteration then alternates between computation of the global residual, which involves communication, and local solves for solution corrections. Special attention needs to be paid to the unknowns in the overlap, in order to avoid over-correction. Below, we describe the different methods considered in this work in detail in order to understand the what data is required to be exchanged and how the methods can be executed in asynchronous fashion.
Based on the graph of A or geometric information for the underlying problem the unknowns are partitioned into P overlapping sets N p of size N p , p = 1, . . . , P . An example of such a partitioning is given in Figure 1 .
The notation throughout this section is based on [2] . We call the restriction to the p-th set R p ∈ R
Np×N
. The entries of the matrices R p are all either one or zero, with exactly one entry per row and at most one entry per column being non-zero. The local parts of A are given by
Furthermore, we require a partition of unity, represented by diagonal weight matrices D p , such that the discrete partition of unity property holds
In what follows, we will assume that D p are Boolean, i.e. their entries are either zero or one. This means that every (potentially shared) unknown has a special attachment with exactly one subdomain. Consequently,
and
We will furthermore require that (D p ) jj = 0 for all j ∈ N p such that there is a k ∈ N c p with A jk = 0. (I.e. j is on the boundary of partition p.) An importance consequence is the following identity:
This holds, since for any u q ∈ R
Nq
, D q u q is supported on the interior unknowns, and hence AR T q D q u q is supported in N q . But on N q , R q R T q acts as identity. A stationary preconditioned iterative method based on the splitting A = M − N is given globally as
where M −1 is a preconditioner for A. This means that we need to calculate the residual r n = f − A u n . Its local part on node p is given by
where we used (1) and (4) . This means that in order to obtain the local part of the global residual, we first compute locally
on every node p, and then communicate and accumulate all the values in the overlap. The latter operation is represented by the operator
The restricted additive Schwarz (RAS) preconditioner [17] , [18] is given by
It is widely used, and is the default option for overlapping domain decomposition preconditioners in PETSc [19] . It can be thought of as a variant of the additive Schwarz preconditioner
that is convergent as an iterative method, since the damping by D p in the overlapping parts avoids over-correction. Note that for a natural choice of D, the number of communication steps is cut in half as there is no communication associated with R T p D p . Now, the local part of the RAS iteration is given by
If we set u n p = R p u n and r n p = R p r n the local parts of solution and residual respectively, the RAS iteration reads as
This seems to suggest that the update step requires neighborhood communication as well. But in fact, in the next iteration, computation of the residual only requires D p u n+1 p . From (2) , (3), we see that the iterative scheme without the communication step in the update
is equivalent because
The solution u n p can be recovered from w n p in the post-processing step
Finally, we use the norm of the residual in the stopping criterion. The norm can be computed from local quantities as
In conclusion, we can give the local form of RAS as in Figure 2 , where we have dropped the superscript n for the iteration number. In fact, Figure 2 describes both the synchronous and the asynchronous version of RAS. In the synchronous version Line 4 is executed in lock step by all subdomains using non-blocking two-sided communication primitives. This communication step could be overlapped by computation. However, in established frameworks such as Trilinos, such overlapping requires major changes to the framework 1 . PetSc allows some overlap of computation and communication with two phase assembly [19] . It is possible to modify such established libraries for the asynchronous iterations that are focus of 1: w p ← 0 2: while not converged do Local residual:
Solve:
Update: w p ← w p + v p 7: end while 8: Post-process:
Restricted additive Schwarz (RAS) in local form this paper. However, in order to keep the focus on algorithmic development, we developed a library that supports the onesided communication primitives, simple mesh generation and discretization options and build the new solvers using the communication primitives. In the asynchronous variant, each subdomain exposes a memory region to remote access. On execution of Line 4, the relevant components of current local residual vector t p = D p R p f − A p D p w p are written to the neighboring subdomains, and the latest locally available data t q from every neighbor q is used.
B. One-level Jacobi-Schwarz (JS)
A simple modification of RAS results in the Jacobi-Schwarz iteration. We replace the single discrete partition of unity (1) with P different ones which, for p, q ∈ {1, . . . , P }, q = p, are given by the Boolean matrices
Here, we let N (0) p , p = 1, . . . , P , be a non-overlapping partition of the unknowns such that
In practice, this can be chosen to be the partitioning of unknowns before the overlaps are constructed. Then, for each p ∈ {1, . . . , P }, it holds that
By replacing the partition of unity in (5), (6), we obtain the local form of the Jacobi-Schwarz iteration:
C. Two-level synchronous RAS
In order to improve the scalability of the solver, a mechanism of global information exchange is required. Let R 0 ∈ R n×n0 be the restriction from the fine grid problem to a coarser mesh, and let the coarse grid matrix A 0 be given by the Galerkin relation A 0 = R 0 AR Local residual:
Send R 0 R T p t p to coarse grid 6: Accumulate:
Update:
Receive c p = R p R T 0 v 0 from coarse grid 10: Update:
On coarse grid 12: Receive R 0 R T p t p from subdomains 13 : 
or in multiplicative fashion:
In what follows, we focus on the additive version, since it lends itself to asynchronous iterations: subdomain solves and coarse-grid solves are independent of each other. Again, we determine the local form of the global algorithm. For simplicity of exposition we do not describe the solution of the coarse grid problem itself in local form, i.e. we will simply write A −1 0 . The local part of the coarse grid update is 1 2
Here, the operators R 0 R T p and R p R T 0 encode the communication from subdomain p to the coarse grid and vice versa. In conclusion, the local form of RAS with additive coarse grid is given in Figure 3 . Again, we have dropped the superscript for the iteration number.
D. Two-level asynchronous RAS
From the mathematical description (7) of two-level additive RAS, one might be tempted to see the coarse-grid problem simply as an additional subdomain. From Figure 3 the fundamental differences between the subdomains and the coarse-grid problem become apparent. Subdomains determine the right-hand side for their local solve and correct it by transmitting boundary data to their neighbors. The coarse-grid, on the other hand, receives its entire right-hand side from the subdomains, and hence has to communicate with every single one of them.
In order to perform asynchronous coarse-grid solves, we therefore need to make sure that all the right-hand side data necessary for the solve has been received on the coarse grid. Moreover, corrections sent by the coarse grid should be used exactly once by the subdomains. This is achieved by not only allocating memory regions to hold the coarse grid right-hand side on the coarse grid rank and the coarse grid correction on the subdomains, but also Boolean variables that are polled to determine whether writing or reading righthand side or solution is permitted. More precisely, writing of the local subdomain residuals to the coarse grid memory region of r 0 is contingent upon the state of the Boolean variable canWriteRHS p . (See Figure 4 .) When canWriteRHS p is True, right-hand side data is written to the coarse grid, otherwise this operation is omitted. Here, the subscripts are used to signify the MPI rank owning the accessed memory region. As before, index 0 corresponds to the coarse grid and indices 1, . . . , P correspond to the subdomains. To improve readability, we show access to a memory region on the calling process in blue, while remote access is printed in red.
In a similar fashion, the coarse grid checks whether every subdomain has written a right-hand side to r 0 by polling the state of the local Boolean array RHSisReady 0 . We notice that the algorithm is asynchronous despite the data dependencies. Coarse grid and subdomain solves do not wait for each other.
Since we determined by experiments that overall performance is adversely affected if the coarse grid constantly polls the status variable RHSisReady 0 , we added a sleep statement into its work loop. The sleep interval should not be chosen too large, since this effectively results in under-usage of the coarse grid. Keeping the ratio of attempted coarse grid solves to actual performed coarse grid solves at around 1/20 has been proven effective to us. This can easily be achieved by an adaptive procedure that counts solves and solve attempts and either increases or decreases the sleep interval accordingly.
III. ONE-SIDED MESSAGE PASSING INTERFACE
In order to drive the asynchronous method on a distributed memory setup, we use a one-sided approach wherein the remote process incurs minimal overhead for servicing received messages from the sender process. The one-sided approach is achieved in MPI using the Remote Memory Access (RMA) semantics, wherein every process exposes a part of its local memory window to remote processes for read as well as write operations. However, in reality, a synchronization between the source and the target process is required for progress of the underlying application. This active synchronization step, while still preserving the asynchronous nature of the algorithm, is expensive and might erode the natural gains Local residual:
if canWriteRHS p then 5: Post-process synchronously obtained from the asynchronous method. Therefore in order to extract the maximum gains from an asynchronous method, a passive approach is required. A passive approach entails transmission of messages which causes little to no interference to the target process. As a result, the target process does not need to yield its operating system time for servicing incoming message interrupts and therefore does not participate in the communication process. The RMA framework on MPI implements passive target synchronization with the help of two sets of primitives MPI_Lock/MPI_Unlock and MPI_Lockall/MPI_Unlockall. While, the former involves opening and closing the exposure epoch on remote nodes for each access operation, the latter only requires opening and closing of access epoch once during the application lifetime incurring less target synchronization overhead.
A. Remote Direct memory Access
RMA's passive one-sided communication can leverage a hardware mechanism known as Remote Direct Memory Access (RDMA) [20] when available. It allows RMA to directly map memory windows to the RDMA engine, allowing messages written by remote processes can be directly read by each process at its perusal. This leads to minimum disturbance to the remote process and achieving a truly passive, one-sided communication scheme.
B. Asynchronous Progress Control
RDMA is usually a hardware characteristic that may not be supported by all machines. Though we expect one-sided communication of RMA to be able to handle progress of communication in an entirely asynchronous manner, it generally fails to do so since MPI does not guarantee asynchronous progress. In such a case, asynchronous progress may be enforced by allocating certain auxiliary cores to ghost processes that solely perform the task of asynchronous progress control. As a consequence we obtain an RDMA agnostic system while simultaneously obtaining the benefits of RDMA. Even in the presence of RDMA, asynchronous progress control mechanism can be complementary since the low level RDMA engine may not be capable to handle high volumes of communication.
Casper [21] and Intel Asynchronous Progress Control (APC) are two such implementations that provide ghost processes for asynchronous progress control.
IV. NUMERICAL EXPERIMENTS
A. Performance metrics
The performance of linear iterative methods is typically measured [22, Chapter 3.2.5] by the average contraction factor per iteration ρ = rfinal r0 1 K , where r 0 is the norm of the initial residual vector, r final the norm of the final residual vector, and K the number of iterations that were taken to decrease the residual from r 0 to r final . For an asynchronous method, the number of iterations varies from subdomain to subdomain, and hence ρ is not well-defined. The following generalization permits us to compare synchronous methods with their asynchronous counterpart ρ = rfinal r0 τsync T . Here, T is the total iteration time, and τ sync is the average time for a single iteration in the synchronous case. In the synchronous case, since T = τ sync K, ρ recovers ρ. The approximate contraction factor ρ can be interpreted as the average contraction of the residual norm in the time of a single synchronous iteration.
B. Test problem
As a test problem, we solve
where the right-hand side is f = 2π 2 sin (πx) sin (πy) and the corresponding solution is u = sin (πx) sin (πy). We discretize Ω using a uniform mesh composed of triangles and approximate the solution using piece-wise linear finite elements.
C. Convergence detection
In classical synchronous iterative methods, a stopping criterion of the form || r || < ε is evaluated at every iteration. Here, r is the residual vector, ε is a prescribed tolerance (that might be chosen as a function of the discretization error), and ||·|| is an appropriate norm. The global quantity ||r|| needs to be computed as the sum of local contributions from all the subdomains. This implies that convergence detection in asynchronous methods is not straightforward, since collective communication primitives require synchronization. In the numerical examples below, we use of the following options to terminate the iteration:
• Prescribe the total solve time.
(Examples in Section IV-F)
• Use a simplistic convergence criterion.
(Examples in Sections IV-G and IV-H) The simplistic convergence criterion consists in writing the local contributions to a master rank, say rank 0. This master rank sums the contributions, and exposes the result through another window. Each subdomain can retrieve this approximation of the global residual norm from the master rank, and terminates if it is smaller than the prescribed tolerance. This simplistic convergence detection mechanism has several drawbacks. For one, the global residual is updated by the master rank, which might not happen frequently enough. Hence it is possible that the iteration continues despite the true global residual norm already being smaller than the tolerance. Moreover, the mechanism puts an increased load on the network connection to the master rank, since every subdomain writes to its memory region. Finally, since the local contributions to the residual norm are not necessarily monotonically decreasing, the criterion might actually detect convergence when the true global residual is not yet smaller than the tolerance. The delicate topic of asynchronous convergence detection has been treated in much detail in the literature, and we refer to [23] , [24] for an overview of more elaborate approaches.
D. Convergence histories
In order to plot convergence histories for an asynchronous method, we employed the strategy illustrated in Figure 5 . We start by discarding a fixed number of iterations, compute the average solve time per iteration and proceed in timed increments of this value and collect the global error for each step. The idea is to execute the algorithm from the beginning each time increasing the maximum run time linearly. In doing so, even though we avoid the use of termination detection scheme, this approach can become computationally intensive for larger values of r. We note however that the sole purpose of employing such a scheme is to collect snapshots of the global error or residual without corrupting the convergence behavior with the utilization of a termination detection scheme. In practice however, the objective is to directly reach the final tolerance goal without the requirement of recording the global state. T ← GetWallClockTime() 7: while GetWallClockTime() −T < rα do 8: Execute asynchronous method 9: end while 10: record global error e 11: if e ≤ then 12: exit 13: end if 14: end for 
E. Platform and implementation details
All runs are performed on Cori at NERSC. While all of the code was written from scratch, the differences between the synchronous and the asynchronous code path are limited, since only communication layer and stopping criterion need to be changed. (E.g. compare Figures 3 and 4 .) Both the Intel Knights Landing (KNL) and the Haswell partition were used. Unless otherwise stated, one MPI rank is used per core, i.e. 64 ranks per KNL node and 32 ranks per Haswell node. In the case of the two-level method, the coarse grid solve is performed on a single MPI rank. The underlying mesh is partitioned either into uniformly sized rectangular subdomains or using the METIS library [16] . In the latter case, the option to minimize the overall communication volume is used. Our solvers handle general unstructured matrices, and the structure of the mesh is not exploited. Both subdomain and coarse grid problems are factored and solved using the SuperLU [25] , [26] direct solver. This choice is guided by the desire to eliminate the impact that inexact solves such as preconditioned iterative sub-solves might have on the overall convergence.
F. One-level Jacobi Schwarz
In this section we present results from experiments pertaining to the Asynchronous Jacobi Schwarz solver. Our objective is to shed light on the computational characteristics of the Asynchronous Jacobi Schwarz method and explore the different options to achieve asynchronous communication. We particularly examine the following cases:
• Case 1: Effects of computational behavior with respect to increase in processes per compute node.
• Case 2: Effects of strong scaling conducted on a regular 2D mesh. All experiments in this section were conducted using the KNL partition on Cori. For the experiments in this section APC was active and RDMA support was also leveraged.
1) Effects of varying number of processes per node: In this experiment, we fix the number of KNL nodes and perform a strong scaling study to observe convergence behavior among the two different ways of achieving asynchronous communication with RMA mentioned in Section III. Within the algorithm described in Figure 5 , the iteration was terminated using the prescribed solve times. In Figure 6 , we show convergence histories obtained using MPI Lock/Unlock represented by the curve labeled LOCK ASYNC and MPI Lockall/Unlockall represented by the curve labeled ASYNC. Moreover, we also show results obtained using non-blocking two-sided communication. We immediately observe that LOCK ASYNC is very inefficient compared to ASYNC owing to the opening and closing of exposure epochs at each update step to communicate with remote neighbors. We further observe that the performance of the asynchronous method improves with more processes per node. This can be attributed to more communication among subdomains assuming a shared memory characteristic as more processes become local to each node. Since it can also be observed that the LOCK ASYNC method is not as efficient as ASYNC in achieving asynchronous communication, we omit experiments pertaining to LOCK ASYNC for the rest of this paper and focus on comparisons of ASYNC with the synchronous method as the benchmark.
2) Strong scaling effects for JS: In a second experiment, we perform a strong scaling study of the Jacobi-Schwarz iteration. The results are summarized in Figures 7 and 8 . Again, we show convergence histories in Figure 7 . Figure 8 compares total solution times, communication times and asynchronous degree of the runs shown in Figure 7 . Communication time refers to the maximum total time taken by any single process to return from its communication routines during the algorithm run. In case of synchronous communication, this would be the time incurred by two-sided MPI primitives and in case of the asynchronous this would refer to the time taken by RMA driven MPI_Puts amidst MPI_Lockall/MPI_Unlockall operations. From Figure 8b we can see that the synchronous and asynchronous method scale reasonably well, and that the asynchronous method consistently improves relative to the synchronous one as the number of processes are increased. It should be noted that perfect scaling cannot be achieved for a one-level method, since there is no global mechanism of information exchange. In order to quantify how asynchronous the iteration is, we measure the asynchronous degree which is the ratio between the minimum number of updates performed by any process versus the maximum number of updates by any process upon convergence. The more imbalance there is, the greater the asynchrony in the system leading to a lower ratio. On the other hand, a perfectly synchronous system would have an asynchronous degree of 1 since the number of updates remain same across all processes. We note that the asynchronous degree is potentially oblivious to transient imbalance which could arise from adaptive throttling of processor speeds or from noise in the system, as these imbalances could cancel out over the time of one run. From Figure 8a we observe that the asynchronous degree decreases with increase in the number of processes. This is expected as there is greater inter node communication among subdomains with decreasing sizes. From Figure 8b we observe that the maximum total time for the asynchronous method decreases at a faster pace than the synchronous one. This can be attributed to more efficient communication arising out of hardware support for asynchronous communication referred to in Section III. This fact is reinforced by results depicted in Figure 8c where we see that with an increase in number of processes, the growth rate in asynchronous communication costs is less than that of its synchronous counterpart. The disparity between synchronous and asynchronous methods can be attributed to stronger effects of RDMA and asynchronous progress control.
From the results depicted in Figures 8b and 8c , we can say that in asynchronous JS subdomains are able to fully utilize new information from a subset of neighbors along with the latest available information from the rest to converge faster. This ability to take advantage of newest updates from neighboring subdomains without waiting for all subdomains to finish coupled with a reduced communication cost drives the system towards faster convergence.
G. One-level RAS
We compare synchronous and asynchronous one-level RAS in a strong scaling experiment, where we fix the global problem size to about 261,000 unknowns, and vary the number of subdomains between 4 and 256. We obviously cannot expect good scaling behavior for this one level method, since the number of subdomains adversely affects the rate of convergence. The iteration is terminated based on the simplistic convergence criterion described in Section IV-C. All experiments were performed on the Haswell partition of Cori. In Figure 9 we display solve time, final residual norm and approximate rate of convergence. It can be observed that the synchronous method is faster for smaller numbers of subdomains, yet comparatively slower for larger core counts. The crossover point between the two regimes appears to be at 64 subdomains.
An important question is whether the asynchronous method happens to converge because every subdomain performs the same number of local iterations, and hence the asynchronous method just mirrors the synchronous one, with merely the communication method exchanged. The histogram in Figure 10 shows that this is not the case. The number of local iterations varies significantly. The slowest subdomain performs barely more than 11,000 iterations, whereas the fastest one almost reaches 16,000. The problem was load balanced by the number of degrees of freedoms, thus the local solves are also approximately balanced but the communication is likely slightly imbalanced.
The advantage of asynchronous RAS becomes even clearer when the experiment is repeated under load imbalance. We create an artificial load imbalance by choosing one of the subdomains to be 50% larger than the rest. In Figure 11 it is observed that the asynchronous method outperforms the synchronous one in all but the 4 subdomain case. 
H. Two-level RAS
In order to gauge the performance and scalability of the synchronous and asynchronous two-level RAS solvers, we perform weak and strong scaling experiments.
1) Weak scaling:
In the weak scaling experiment the number of subdomains P and the global number of degrees of freedom (DoFs) are increased proportionally. We use 16, 64, 256 and 1024 subdomains. The local number of unknowns on each subdomain is kept constant at almost 20,000. The coarse grid problem increases in size proportionally to the number of subdomains, with approximately 16 unknowns per subdomain. Again, the iteration is terminated based on the simplistic convergence criterion described in Section IV-C.
In Figure 12 we plot the solution time, the achieved residual norm and the average contraction factor ρ depending on the global problem size. Both the synchronous and the . Due to the lack of an efficient mechanism of convergence detection, the asynchronous method ends up iterating longer than necessary, so that the final residual norm often is smaller than 10 −9
. The number of iterations in the synchronous case is about 110, whereas the number of local iterations in the asynchronous case varies between 110 and 150. (See Figure 13 .) Both iteration counts are significantly lower than the ones encountered in the one-level methods. One can observe that for 16, 64 and 256 subdomains, the asynchronous and the synchronous method take almost the same time for the solve. For 1024 subdomains, however, the synchronous method is seen to take drastically more time. This can be explained by the fact that for 1024 subdomains, the size of the coarse grid is comparable to the size of the subdomains, and hence the coarse grid solve which exchanges information with all the subdomains slows down the overall progress. For the asynchronous case this is not observed, since the subdomains do not have to wait for information from the coarse grid. This explains why we see better weak scalability for the asynchronous method than for the synchronous variant. The third subplot of Figure 12 shows that the asynchronous method outperforms its synchronous equivalent in all but the smallest problem.
To further illustrate the effect of load imbalance, we repeat the previous experiment with one subdomain being 50% larger than the rest. The results are shown in Figure 14 . While the results are mostly consistent with the previous case, it can be seen that, as expected, the performance advantage of the asynchronous method over the synchronous one has increased. Even before the size of the coarse grid system is comparable to the size of the typical subdomain problem, the asynchronous method outperforms its synchronous counterpart.
2) Strong scaling: For the strong scaling experiment the global number of degrees of freedom is fixed at about 4 million. The coarse grid problem consists of approximately 4,000 unknowns. The number of subdomains used on the fine level takes values in {4, 16, 64, 256}. This means that the coarse grid problem is always smaller than the typical subdomain problem, and no load imbalance arises between the two levels.
The timing results are shown in the top of Figure 15 . Both synchronous and asynchronous method display good strong scaling behavior. It is observed that the synchronous method is faster than the asynchronous method for smaller subdomain count. But already for 64 subdomains this behavior is reversed, and the asynchronous method outperforms the synchronous one. This suggests that synchronization is an important factor already at modest core count. At the bottom of Figure 15 , we show the timing results in the case of load imbalance. It can be seen that the asynchronous method is faster than the synchronous one independent of the number of subdomains, and that its performance advantage increases as more processes are used.
V. CONCLUSION
In the present work, we have explored the use of asynchronous alternatives to conventional (synchronous) one-level and two-level domain decomposition solvers. To the best of our knowledge, we proposed the first truly asynchronous two-level method, where each processor can do different number of updates (iterations). Previous "asynchronous" methods could only solve the two levels in parallel but still require synchronization after each iteration. Several options to achieve asynchronous communication were tested, and we found that our use case benefited most from using MPI_Lockall/MPI_Unlockall. The numerical results presented demonstrate that asynchronous iterations can be considered a viable alternative to synchronous methods, despite partial availability of information from neighbors. Asynchronous methods seem to be beneficial already at modest core count, even for load balanced scenarios. In the presence of load imbalance, their performance advantage becomes even clearer. The inclusion of a novel asynchronous coarse grid correction paves the way for asynchronous methods to be used in extremely scalable parallel solvers.
