Abstract. We extend the concept of the correlated knowledge-gradient policy for the ranking and selection of a finite set of alternatives to the case of continuous decision variables. We propose an approximate knowledge gradient for problems with continuous decision variables in the context of a Gaussian process regression model in a Bayesian setting, along with an algorithm to maximize the approximate knowledge gradient. In the problem class considered, we use the knowledge gradient for continuous parameters to sequentially choose where to sample an expensive noisy function in order to find the maximum quickly. We show that the knowledge gradient for continuous decisions is a generalization of the efficient global optimization algorithm proposed in [D. R. Jones, M. Schonlau, and W. J. Welch, J. Global Optim., 13 (1998) 1. Introduction. Our goal is to find the global maximum of a real valued continuous function that is expensive to compute and that can only be evaluated with uncertainty. We need an algorithm that can give satisfactory results with as few function evaluations as possible. For this reason, we are willing to spend extra time deciding where we would like to evaluate the function next. This problem arises in applications such as simulation optimization, the design of machinery, medical diagnostics, biosurveillance, and the design of business processes.
1. Introduction. Our goal is to find the global maximum of a real valued continuous function that is expensive to compute and that can only be evaluated with uncertainty. We need an algorithm that can give satisfactory results with as few function evaluations as possible. For this reason, we are willing to spend extra time deciding where we would like to evaluate the function next. This problem arises in applications such as simulation optimization, the design of machinery, medical diagnostics, biosurveillance, and the design of business processes.
We extend the concept of the knowledge-gradient policy for correlated beliefs (KGCB) described in [10] and [11] , originally developed to find the best of a finite set of alternatives, to problems where we are trying to optimize over a multidimensional set of continuous variables. The KGCB policy maximizes the marginal value of a single measurement and has produced very promising results in discrete ranking and selection problems without requiring the use of any tunable parameters. In [11] the KGCB policy is used in a simulation optimization application to tune a set of continuous parameters which must be discretized to perform the search. However, the KGCB policy becomes computationally too expensive when it is necessary to discretize over a large multidimensional vector. We extend the knowledge gradient to multidimensional continuous problems and then show that the knowledge-gradient concept is at least competitive with, or outperforms, specialized algorithms for specific problems.
Although the concept for the knowledge gradient is very general, we choose to model the function to be optimized using Gaussian process regression with a squared exponential covariance function and model the noise in the observations as additive Gaussian noise. The knowledge gradient for continuous parameters (KGCP) policy that we 1 is a continuous function we wish to maximize. Letŷ nþ1 be the sample observation of the sampling decision x n for n ¼ 0; : : : ; N − 1. The variance of an observation, given μ, at a decision x is λðxÞ, and we assume λ∶R p → R 1 is continuously differentiable over the domain X and is known. In practice, the variance of the observation noise is unknown but can be estimated. We assumeŷ nþ1 has a normal distribution centered around the true function, y nþ1 jμ; x n ∼ N ðμðx n Þ; λðx n ÞÞ; andŷ 1 ; : : : ;ŷ N þ1 are independent given μ and x 0 ; : : : ; x N . (This assumption would be violated if using the method of common random numbers (see [3] ).) Our goal is to sequentially choose x n at each iteration n ¼ 0; : : : ; N − 1 in order to approach the solution to (3.1) as quickly as possible.
Adopting a Bayesian framework, we start with some belief or information about the truth, μ. We treat μ as a random variable and assign it a Gaussian process (GP) prior density. μ n is the updated mean of our random variable, given n observations. Then, for any x 0 ; : : : ; x n ∈ X , our a priori distribution is ½μðx 0 Þ; : : : ; μðx n Þ T ∼ N ðμ 0 ð½x 0 ; : : : ; x n Þ; Σ 0 ð½x 0 ; : : : ; x n ÞÞ, where μ 0 ð½x 0 ; : : : ; x n Þ ¼ Eð½μðx 0 Þ; : : : ; μðx n Þ T Þ and Σ 0 ð½x 0 ; : : : ; x n Þ ¼ Covð½μðx 0 Þ; : : : ; μðx n Þ T Þ. Next, we define a filtration F n , where F n is the sigma-algebra generated by x 0 ;ŷ 1 ; : : : ; x n−1 ;ŷ n . We define μ n ð½x 0 ; : : : ; x n Þ ¼ Eð½μðx 0 Þ; : : : ; μðx n Þ T jF n Þ and Σ n ð½x 0 ; : : : ; x n Þ ¼ Covð½μðx 0 Þ; : : : ; μðx n Þ T jF n Þ for x 0 ; : : : ; x n ∈ X . In addition we use the notation Σ n ðx 0 ; x 1 Þ ¼ Covðμðx 0 Þ; μðx 1 ÞjF n Þ.
The multivariate normal distribution is a natural conjugate family when the observations come from a normal distribution with known variance. This means our posterior is also multivariate normal. Hence, conditioned on F n , ½μðx 0 Þ; : : : ; μðx n Þ T ∼ N ðμ n ð½x 0 ; : : : ; x n Þ; Σ n ð½x 0 ; : : : ; x n ÞÞ. Next, we explain a method to assign the initial covariance between μðx 0 Þ and μðx 1 Þ.
3.1. Covariance structure. In order to specify the covariance matrix for our a priori distribution of μ at x 0 ; : : : ; x n ∈ X , it is sufficient to specify a covariance function. Similarly to [35] and [11] , we assume a Gaussian covariance function. Letting x 0 and x 1 be arbitrary decisions in X , we write, where α ∈ R p is called the activity of μ and β ∈ R 1 controls the uncertainty of our belief about μ. The initial covariance function given in (3.2) is a metric, meaning the covariance of two decisions decreases as the distance between them increases. The parameter α i for i ¼ 1; : : : ; p is called the activity in dimension i and represents how smooth μ is in dimension i (see [17] ). For example, a very small α i would make the covariances bigger, indicating that μ is believed to be very smooth in dimension i. The key idea is that the true function should be positively correlated at nearby points. For example, if μðxÞ is greater than μ 0 ðxÞ, then, for small δ ∈ R p , we should expect μðx þ δÞ to be greater than μ 0 ðx þ δÞ as well, assuming μ is smooth. [31] explains that Gaussian processes with this covariance function are very smooth because they have mean square derivatives of all orders.
Updating equations.
After the first n sampling decisions, the distribution of ½μðx 0 Þ; : : : ; μðx n−1 Þ T conditioned on F n is multivariate normal and hence completely characterized by μ n ð½x 0 ; : : : ; x n−1 Þ and Σ n ð½x 0 ; : : : ; x n−1 Þ, which can be calculated as follows in (3.6) and (3.7). For a fixed n, define the matrix Σ 0 ¼ Σ 0 ð½x 0 ; : : : ; x n−1 Þ which can be calculated using (3.2) . Given the assumptions in our model, we can use the Kalman filter equations in [25] , or equivalently the Gaussian process regression equations given in [31] , to compute the posterior distribution of μ given F n . We calculate the measurement residualỹ n and the residual covariance S n as
. . We can then calculate the optimal Kalman gain using
Note that if the minimum value of the observation noises λ min is strictly positive, ½S n −1 is well defined because the minimum eigenvalue of S n is greater than or equal to λ min . Let I n be an n × n identity matrix. Finally, the updated expected values of μ at the first n sampled points, and the covariance matrix of μ at the first n sampled points, conditioned on F n , are given, respectively, by 2 6 4 μ n ðx 0 Þ . . .
The above equations update the distribution of μ at the first n sampling decisions conditioned on F n , but we also need to update the distribution of μðxÞ conditioned on F n , where x ∈ X is an arbitrary decision variable that has not been sampled yet. We can do this with the following equations. DefineΣ 0 ¼ Σ 0 ð½x 0 ; : : : ; x n−1 ; xÞ andΣ n ¼ Σ n ð½x 0 ; : : : ; x n−1 ; xÞ, and let 0 → be a column vector of zeros. Our new optimal Kalman gain is given byK
Here e x is a column vector of zeros with a 1 at the row corresponding to decision x. It can be shown that Z nþ1 ∼ N ð0; 1Þ because Varðŷ nþ1 − μ n ðx n ÞjF n Þ ¼ λðx n Þ þ Σ n ðx n ; x n Þ.
3.3. The knowledge-gradient policy. The knowledge-gradient policy as described in [11] for discrete X is the policy which chooses the next sampling decision by maximizing the expected incremental value of a measurement. The knowledge gradient at x, which gives the expected incremental value of the information gained from a measurement at x, is defined as the following scalar field:
The knowledge-gradient policy chooses the sampling decision at time n by maximizing the knowledge gradient, x n ∈ arg max x∈X ν KG;n ðxÞ: ð3:16Þ
By construction, the knowledge-gradient policy is optimal for maximizing the maximum of the predictor of the GP if only one decision is remaining. [11] shows that in the case of a finite set of decisions, the knowledge-gradient policy samples every decision infinitely often as the number of sampling decisions goes to infinity; in other words, the knowledge-gradient policy finds the best decision in the limit. In addition, [11] shows that the knowledge-gradient policy is consistently competitive with or outperforms SKO on several test functions.
The knowledge gradient can be explicitly computed when the feasible set of decisions X is finite (see [11] ). In the case where X is continuous, if p is small and X is bounded, then X can be discretized, allowing for the use of the technique in [11] for discrete decisions. However, the complexity of the calculation for this approximation of the knowledge gradient grows exponentially with the number of feasible decisions jxj because we must use a dense jxj × jxj covariance matrix in our calculation.
4. The KGCP. In this section we propose an approximation of the knowledge gradient that can be calculated and optimized when our feasible set of decisions is continuous. The approximation we propose can be calculated at a particular decision x, along with its gradient at x, allowing us to use classical gradient-based search algorithms for maximizing the approximation. This strategy avoids the need to discretize the measurement space X into a large number of points to be evaluated. Furthermore, it scales to multidimensional parameter spaces which would be impossible to discretize.
We form the KGCP by replacing the maximum over X ⊂ R p with the maximum over x 0 ; : : : ; x n , the first n sampling decisions, and the current sampling decision, ν KG;n ðxÞ ≜ E max In (4.3) we substituted in the recursive update for μ nþ1 ðx i Þ given in (3.13).σ i ðΣ; xÞ is the ith element ofσðΣ; xÞ which is defined in (3.14). In (4.4) we use Jensen's inequality with the convex function ϕðzÞ ¼ max i¼0; : : : ;n μ n ðx i Þ þσ i ðΣ n ; x n Þz, where μ n ðx i Þ and σ i ðΣ n ; x n Þ are constants since they are measurable with respect to F n . Also, comparing the terms that depend on x in the knowledge gradient and the KGCP, we easily see that E max i¼0; : : : ;n
This fact follows trivially because the maximization in the left term is over a subset of the set maximized over in the right term. Initially, at time n ¼ 0, the KGCP becomesν
This shows that the KGCP policy is indifferent to the first sampling decision. At time n ¼ 1, (4.2) becomes
At this point there is a trade-off between exploring and exploiting in our objective. Implicitly, the algorithm would like to exploit, or sample near a current maximum of μ n ; this seems likely to increase the maximum of μ n . However, the algorithm would also like to explore, i.e., sample far away from any of the previous decisions; these decisions have more uncertainty and are less correlated with the current maximum of μ n .
4.1.
Comparison to the expected improvement of EGO. EGO is a method developed in [17] to optimize functions when there is no observation noise. For function maximization, EGO uses the expected improvement criterion E½I n ðxÞjF n , where the improvement given the information available at time n is defined to be the following random variable: In (4.6) we used the fact that, conditioned on
: : : ; n − 1 since there is no observation noise. ▯ The EGO algorithm maximizes the expected improvement given in (4.7) at each iteration which is similar to maximizing the KGCP at each iteration when there is no observation noise.
Calculation of the KGCP.
We will first show how to calculate the KGCP and then derive the gradient of this continuous function that can be used in a steepest ascent algorithm. The KGCP in (4.1) can be efficiently calculated at a particular x ∈ X by using the two algorithms in [11] , which we will now summarize. We define the pairs ða i ; b i Þ for i ¼ 0; : : : ; n as the sorted pairs ðμ n ðx i Þ;σ i ðΣ n ; x n ÞÞ conditioned on F n and x n ¼ x for i ¼ 0; : : : ; n. z. Solving for the z such that these lines intersect we get c 1þA 1
Þ for i ¼ 1; : : : ;ñ, whereñ is the length of A 1 minus one. Also, we set c 0 ¼ −∞ and Table 4 .1 using the convention that the first index of a vector is zero.
Next, Algorithm 2 from [11] shows how to simplify the expectation in (4.10) to (4.11), which is something we can easily compute. 
Delete last element in A 1 . (10) else add i to the end of A 1 .
In (4.11), ϕð·Þ and Φð·Þ are the probability density function and cumulative distribution function of a standard normal random variable, respectively. 
Proof.
Equation (4.12) is just the gradient of (4.11). In (4.13) we used the product rule because c 0 ; : : : ; c nþ1 all depend on x n . In the last line we use the fact that for i ¼ 1; : : : ;ñ withc 0 ¼ −∞ andcñ þ1 ¼ þ∞. Then using the quotient rule we can calculate the following:
ð4:14Þ
As long as we can calculate ∇ x n μ n ðx i Þ and ∇ x nσ i ðΣ n ; x n Þ for i ¼ 0; : : : ; n, we can calculate the expression in Proposition 4.2 and the gradient of the KGCP. The equations for these values are expressed in the next two lemmas. LEMMA 4.3.
where we let J n be the following matrix of first-order partial derivatives:
Proof. The proof is given in Appendix A.1. LEMMA 4.4.
n e x n q and
Proof. The proof is given in Appendix A.2.
Maximizing the KGCP.
We begin by giving an illustrative example of the KGCP on a one-dimensional Gaussian process with normally distributed observation noise with a variance of 0.1. Figure 4 .2(a) shows the results of the estimate of the function after four observations along with the actual observations. Figure 4 .2(b) shows both the KGCP and the exact knowledge gradient over a finely discretized set of decisions. The knowledge gradient is larger at decisions with more uncertainty as well as points where the estimate of the function is larger. We can see that the knowledge gradient is nonconcave and seems to have local minima near previously sampled points. Furthermore, many of the local maxima appear to be approximately halfway between previously sampled points.
In Figure 4 .2(c) and (d) we show the estimate of the function and knowledge gradient after nine observations. Again the knowledge gradient is not concave, but many of the local maxima appear to be approximately halfway between previously sampled points. In higher dimensions, a gradient ascent algorithm started multiple times is appropriate for approximately maximizing a nonconcave continuous function.
We now have an objective that can be quickly evaluated along with its gradient at any decision x. We propose using a multistart gradient ascent algorithm with 
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Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. Downloaded 03/21/13 to 128.112.66.10. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php constraints for the domain. Heuristically, as suggested above, there is likely to be a local maximum roughly halfway between two previously sampled points. Furthermore, we have a good guess at a starting step size that will keep our algorithm looking in the region between these two previously sampled points based on the distance between the two points. We can calculate all the midpoints between the set of sampled points and use them as starting points of our gradient ascent with a fixed step size chosen such that the magnitude of the first step is one-fourth of the Euclidean distance between the two corresponding previously sampled points. We also choose to start the gradient ascent algorithm at the previously sampled decisions. These points are likely to be very close to a local minimum and are thus reasonable starting locations for a gradient ascent algorithm, although a reasonable starting step size is more ambiguous. We can then take the maximum over all of the restarts to approximately get the overall maximum of the KGCP. We perform ð n 2 Þ þ n restarts which may become computationally expensive as n grows large. Alternatively we could maximize the KGCP over a set of candidate points chosen by a Latin hypercube sampling (LHS) design or use a genetic algorithm (see [9] ). It is worth noting that it is not critical to get the exact maximum of the KGCP in order to determine the next sampling decision. There are likely several distinct points that are worth sampling, and it may be acceptable if on one iteration the algorithm chooses a point which does not exactly maximize the KGCP.
4.5. The KGCP policy. We now give an outline of the KGCP policy in Table 4 .2. In line 2 we choose the sampling decision by maximizing the KGCP defined in (4.1). This maximization should be approximated by using the algorithm in section 4.4. Also, the maximization in line 6 to find the implementation decision cannot be explicitly solved either. We approximate the solution using a multistart gradient ascent algorithm with the same starting points used in section 4.4. The gradient of μ N ðxÞ can be evaluated using Lemma 4.3. If no prior knowledge about the parameters is available, an initial phase of sampling decisions chosen following an LHS can be run before starting the KGCP policy as suggested in a similar context in [17] .
In general we will not be given the parameters of the covariance function α and β, the variance of observation noise λðÞ, or the mean of the initial prior distribution on μ, μ 0 ðÞ. If these parameters are not known, a step should be added before line 2 for estimating the covariance function parameters using maximum-likelihood estimation, maximum a posterior estimation (see [31] ), or robust parameter estimation (see [39] ). For example, we can approximately maximize the likelihood over the parameters by using patternsearch() in MATLAB started at multiple points chosen by an LHS design using the command lhsdesign().
Convergence.
In this section we show that, although the KGCP can be regarded as a near-sighted objective for finding the maximum of μðxÞ, the KGCP policy (1) for n ¼ 0; : : : ; N − 1 (2) Choose sampling decision: x n ∈ arg max x∈Xν KG;n ðxÞ using section 4.4. (3) Get noisy observationŷ nþ1 of function at x n . (4) Update μ nþ1 and Σ nþ1 using (3.9) and (3.10). (5) end (6) Implement x ⋆ ∈ arg max x∈X μ N ðxÞ.
searches enough so that uncertainty of the regression function converges to zero almost surely for each decision as the number of sampling decisions and observations increases to infinity. Note that additional conditions would need to be specified before making the claim about the consistency of the posterior and finding the maximum of μðxÞ almost surely in the limit. The proof is based on the fact that the KGCP of each decision converges to zero as the number of iterations of the algorithm goes to infinity. We then show that this implies that the conditional variance of μ at every observation converges to zero; in other words, we become certain of μ at every point. We define V ar n ½·, Cov n ½·, and Corr n ½· as V ariance½· jF n , C ovariance½· jF n , and C orrelation½· jF n , respectively. For simplicity in this section we assume that the variance of the observation noise is a constant. Our presentation will need the following assumptions.
Assumption 5.0.1. λðxÞ ¼ λ > 0, μ 0 ðxÞ ¼ μ 0 , and the estimates of α, β, λ, and μ 0 are fixed. Assumption 5.0.2. lim sup n→∞ jμ n ðxÞ − μ n ðuÞj is bounded for every x; u ∈ X almost surely.
Assumption 5.0.3. For any x ≠ u ∃c such that lim sup n→∞ jCorr n ½μðxÞ; μðuÞj ≤ c < 1 almost surely.
Assumption 5.0.4. We can exactly maximize the KGCP; x n ∈ arg max x∈Xν KG;n ðxÞ. PROPOSITION 5.1. For every sample path, the KGCP of a decision x,ν KG;n ðxÞ, converges to zero if the conditional variance of μðxÞ converges to zero.
Proof. We first need an upper bound on the KGCP. We show in Appendix A.3 that ν KG;n ðxÞ ≤ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2β V ar n ½μðxÞ πλ r :
ð5:1Þ
Combining the fact that the KGCP is nonnegative and that the upper bound of the KGCP in (5.1) decreases to zero as V ar n ½μðxÞ → 0, we obtain the desired result. ▯ The next proposition provides a way to put an upper bound on the conditional variance of μ near an accumulation point x acc of the sampling decisions. Figure 5 .1 has a diagram of the points being considered. x acc is an accumulation point of the sampling decisions. x d is an arbitrary fixed point in an open ball centered around x acc with radius ϵ; we are interested in V ar½μðx d Þ. x mult is a point we consider measuring multiple times. d Þ which will converge to zero as n → ∞ and ϵ → 0. The ordering of the decision-observation pairs can be changed without altering the conditional variance of μðx d Þ, and the conditional variance of μðx d Þ is a decreasing sequence. Therefore, after we have measured n points in Bðx acc ; ϵÞ, max x 0 ; : : : ;x n−1 ∈Bðx acc ;ϵÞ V ar n ½μðx d Þ is an upper bound on the conditional variance of μðx d Þ; we have ignored the decisions outside of Bðx acc ; ϵÞ because they would only lower the conditional variance more. We define the policy π mult which sets
We can derive that under the policy π mult , V ar n ½μðxÞ ¼ β− ðΣ 0 ðx mult ; xÞÞ 2 n βnþλ . First, consider the change V ar n ½μðx d Þ − V ar nþ1 ½μðx d Þ under π mult if we have measured x mult n times and then measure x mult one more time. We define
The decrease in the conditional variance of μðx d Þ from measuring x mult once more is Let fk n g ∞ n¼0 be a subsequence of natural numbers such that the policy π chooses x k n ∈ Bðx acc ; ϵÞ ∀n. Let x mult satisfy Σ 0 ðx mult ; x d Þ ≤ Σ 0 ðx; x d Þ ∀x ∈ Bðx acc ; ϵÞ. Using Proposition 5.2, we see that
Now, letting n go to infinity we get We now want to show that the KGCP of the points being sampled as n goes to infinity gets arbitrarily close to zero. THEOREM 5.5. Using the KGCP policy, lim inf n→∞ sup x∈Xν KG;n ðxÞ ¼ 0 for every sample path.
Proof. Using (5.1) from the proof of Proposition 5.1, we put an upper bound on the KGCP at x n ,ν
ð5:8Þ
First, the sequence of sampling decisions is a bounded sequence in R p and thus has an accumulation point x acc . Also, the sequence fsup x∈Xν KG;n ðxÞg ∞ n¼0 is a nonnegative sequence because the KGCP is nonnegative. Let fk n g ∞ n¼0 be a subsequence of natural numbers such that the KGCP policy chooses x k n ∈ Bðx acc ; ϵÞ ∀n. Now using Proposition 5.3 we write lim n→∞ V ar n ½μðx k n Þ ≤ β − βe
Combining this with (5.8) we get
Since this equation was true for an arbitrary ϵ > 0 and lim ϵ→0 ð2∕ ffiffiffiffiffiffi
This implies that lim inf n→∞ν KG;n ðx n Þ ¼ 0 as well because the lim inf of a sequence is less than or equal to the lim inf of one of its subsequences. Recalling that under the KGCP policyν KG;n ðx n Þ ¼ sup x∈Xν KG;n ðxÞ by Assumption 5.0.4 and becausē ν KG;n ðxÞ is continuous and X is compact, we arrive at the desired result. ▯ For the following theorems we need Assumption 5.0.2 that prevents the updated mean from approaching infinity or negative infinity. We need Assumption 5.0.3 which ensures the function does not become perfectly correlated at two different decisions; this seems intuitive but is not trivial to prove. μ nþ1 ðx i ÞjF n ; x n ¼ x − maxðμ n ðx i ⋆ Þ; μ n ðxÞÞ ð5:9Þ
In (5.9), we define i ⋆ ¼ arg max i¼0; : : : ;n−1 μ n ðx i Þ. In (5.10), for convenience, we define
n ; xÞ, b 1 ¼ μ n ðxÞ, and b 2 ¼σ n ðΣ n ; xÞ. The term in (5.11) is nonnegative and decreases as ja 2 − a 1 j increases or jb 1 − b 2 j decreases. Equation (5.11) holds for all decisions x. Now, assume there is a decision x b 1 such that lim n→∞ V ar n ½μðx b 1 Þ ¼ ϵ 1 > 0. This limit exists because V ar n ½μðx b 1 Þ is a decreasing sequence bounded below by zero as shown in (5.4). Then (5.11) becomes 
We can now put a lower bound on jσ i ⋆ ðΣ n ; x b 1 Þ −σ n ðΣ n ; x b 1 Þj:
And now taking the limit inferior, we get 
Going back to (5.12) and taking the limit inferior, we can now write Proof. Combining Theorems 5.5 and 5.6 we are left with the desired result. ▯ 6. Numerical results. In this section we give an illustrative example of the KGCP policy as well as analyzing its performance on several standard test functions. We first illustrate the KGCP policy on the two-dimensional Branin function and set the variance of the normally distributed observation noise to one (λ ¼ 1). We plot the true Branin function in Figure 6 .1. We stick with the more conservative convention of an initial LHS design using two times the number of dimensions plus two (2p þ 2) used in [11] ( [23] suggests using 10p). After every observation we estimate the parameters (α, β, λ, and μ 0 ) with maximum likelihood estimation. Our estimate of the function after the initial six observations is shown in Figure 6 .2(a), and the KGCP for each decision is shown in Figure 6 .2(b). The KGCP is higher at decisions that have higher estimates, more uncertainty, or both. At this point, after each observation, we update our estimate of the parameters and then choose our sampling decision by maximizing the KGCP. We repeat this several times, and Figure 6 .3 shows the estimate of the function after 20 total observations chosen with the KGCP policy. Comparing these estimates with the true (a) function shown in Figure 6 .1, we visually see that the policy has done a good job estimating the upper regions of the function as desired.
Standard test functions.
Next, we compare the KGCP policy with SKO from [16] on expensive functions with observation noise. We use the various test functions used in [11] , [17] , and [16] as the true mean and add on normally distributed observation noise with variance λ. We define the opportunity cost as
where i ⋆ ¼ arg max i μ n ðiÞ, and Table 6 .1 shows the performance on the different functions. These functions were designed to be minimized, so the KGCP policy was applied to the negative of the functions. Each policy was run 500 times with the specified amount of observation noise. Table 6 .1 gives the sample mean and sample standard deviation of the mean of the opportunity cost after 50 iterations for each policy. (To get the sample   FIG. 6.2. (a) The estimate of the function after 6 observations. The actual observations are plotted as well.
(b) The KGCP surface is plotted. The height is a measure of how much we expect the maximum of the estimate of the function to increase by measuring the corresponding decision. We choose the next sampling decision by finding the decision which maximizes the KGCP shown in (b). .) The means of the opportunity costs which are significantly better (using Welch's t test at the .05 level (see [45] )) are in italics. The results are given for different levels of noise; λ is the variance of the normally distributed noise in the observations. Because a Gaussian process is only an approximation (a surrogate) for the preceding test functions, we next apply KGCP and SKO to functions that are guaranteed to be GPs. Each GP row of Table 6 .1 summarizes the results of running the policies on 500 GPs created as follows: a function was generated from a one-dimensional GP with the specified parameters of the covariance matrix in (3.2) over a 300 point grid on the interval [0, 15] . The standard deviation of each function σ is given as well to give a frame of reference for the values of λ. This number was created by taking the standard deviation of function values over a discretized grid. For all these runs (even the Gaussian process surfaces) an initial LHS design of 2p þ 2 function evaluations is used and maximum likelihood estimation is performed after each iteration to update the estimates of α, β, λ, and μ 0 (see [31] ).
KGCP and SKO appear to have similar performance on Hartman 3 and six hump camelback test functions. However, the KGCP policy does significantly better on the Ackley 5 and Branin test functions as well as on most of the Gaussian process functions. To get an idea of the rate of convergence of the KGCP policy, we plot the performance on the Gaussian processes in Figure 6 .4. These promising simulations demonstrate that the KGCP algorithm is a very competitive policy. 7. Conclusion and future work. The KGCP is applicable to problems with continuous decision variables and observation noise and is similar to the expected improvement used in EGO when there is no observation noise. We presented a gradient ascent algorithm to approximately maximize the KGCP. The KGCP policy is very competitive with SKO and has nice convergence theory, giving conditions under which our uncertainty about the maximum of the expensive function with observation noise disappears. Extensions could include additional research with a priori distributions as well as additional approximations to speed up computations as the number of observations get large. Additional issues for further investigation are evaluating the algorithm on problems with larger dimensions p and applying the algorithm on problems with unequal variances in the observation noise.
Appendix A. A.1. Computing ∇ x n μ n x i . If i < n, then μ n x i does not depend on x n so ∇ x n μ n ðx i Þ ¼ 0. Now, consider when i ¼ n. We start with (3.9) for μ n ðx n Þ where x n has not been sampled and then simplify: ¼ μ 0 ðx n Þ þ Σ 0 ðx 0 ; x n Þ; : : : ; Σ 0 ðx n−1 ; x n Þ½S n −1ỹn . Now, because ½S n −1ỹn does not depend on the decision x n , we can easily take the gradient: ∇ x n μ n ðx n Þ ¼ ∇ x n μ 0 ðx n Þ þ ½∇ x n Σ 0 ðx 0 ; x n Þ; : : : ; ∇ x n Σ 0 ðx n−1 ; x n Þ½S n −1ỹn
¼ ∇ x n μ 0 ðx n Þ þ J n ½S n −1ỹn ; ðA:1Þ Performance on GP's (α = 10 β = 100) λ = .1 λ=1 λ=10 σ i ðΣ n ; x n Þ ¼ e T x iΣ n e x n ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi λðx n Þ þ e T x nΣ n e x n q ; i¼ 0; : : : ; n: ðA:2Þ
After we derive the gradient of the numerator and denominator of this equation, we can find the gradient of (A.2) by using the quotient rule for differentiation: In (A.3) we used the definition ofΣ n in (3.10). From (A.4) to (A.6) we just inserted the definition ofK n given in (3.8). Going from (A.6) to (A.7) we took the transpose of the last term which is a scalar and used the fact that ½S n −1 is symmetric. We first consider the case where i < n. In this case and does not depend on x n so we can easily compute the gradient ∇ x n e T x iΣ n e x n ¼ ∇ x n Σ 0 ðx i ; x n Þ − ∇ x n Σ 0 ðx 0 ; x n Þ; : : : ; ∇ x n Σ 0 ðx n−1 ; x n Þ½S n −1 Σ 0 e x i ¼ 2DIAGðαÞ Ã ðx i − x n ÞΣ 0 ðx i ; x n Þ − J n ½S n −1 Σ 0 e x i : ðA:8Þ
