This paper extends the basic stochastic volatility (SV) model in order to incorporate the realized variance (RV) as an additional measure for the latent daily volatility. The particular model we use explicitly accounts for the dependency between daily returns and measurement errors of the realized volatility estimate. Within a simulation study we investigate the form of dependency. In order to capture the long memory property of asset volatility, we explore dierent autoregressive dynamics for the latent volatility process, including heterogeneous autoregressive (HAR) dynamics and a two-component approach. We estimate the model using simulated maximum likelihood based on Ecient Importance Sampling (EIS), producing numerically accurate parameter estimates and ltered state sequences. The model is applied to daily asset returns and realized variances of New York Stock Exchange (NYSE) traded stocks. Estimation results indicate that accounting for the dependency of returns and realized measures signicantly aects the estimation results and improves the model t for all autoregressive dynamics. JEL classication: C32, C51, C58, G17
Introduction
Precise forecasts of asset return volatilities are a centerpiece of many practical applications in nancial economics like portfolio allocation, asset pricing and risk assessment. The two most popular approaches for modeling the daily return volatility are GARCH models (Engle, 1982, and Bollerslev, 1986 ) and stochastic volatility (SV) models (Taylor, 1982 (Taylor, , 1986 . While the volatility itself is not directly observable, GARCH models treat it as measurable given past return observations, while SV models assume that it is an inherently latent quantity. Both types of volatility models are typically tted to daily return series, which provide only limited information about the variability of the price process throughout the trading day (see e.g. Hansen et al., 2012 ). An alternative approach of volatility estimation and modeling, which has attracted substantial interest in recent years, uses high-frequency (intra-day) return data in order to construct realized measures as precise non-parametric estimates for the variances of low-frequency (daily) asset returns (see Andersen et (2009) . Realized volatility models exploit the information content of intra-day price movements on the volatility process and promise improved volatility forecasting precision as opposed to traditional GARCH and SV approaches.
Instead of modeling realized measures directly, this article focuses on an alternative approach originally proposed by Takahashi et al. (2009) and Dobrev and Szerszen (2010) . The authors extend the standard SV model for daily asset returns by an additional measurement equation for the logarithm of a realized measure. The approach is motivated by several practical problems encountered in the direct modeling of realized volatility estimates. First, typical nancial applications of volatility modeling like the forecasting of important risk measures such as expected shortfall and Value-atRisk (VaR) require estimates of the entire predictive return distribution rather than pure volatility forecasts. Second, these measures are typically based on close-to-close returns. However, realized volatilities can only be computed during the trading hours where intra-day price data is actually observable, which restricts applications to open-to-close intervals. Third, in contrast to daily returns the realized measure may be heavily contaminated by market-microstructure noise e.g. induced by infrequent trading and the bid-ask spread (see e.g. Zhang et al., 2005) . The presence of microstructure noise may considerably bias volatility estimates. Combining the realized volatility measure with additional information conveyed by daily asset returns allows for the estimation of the entire predictive return distribution, the identication of scaling parameters of the realized measure in order to account for return variability during non-trading hours (overnight eects), and the estimation of possible biases induced by the presence of microstructure eects (see Takahashi et al. 2009 ). Recent work of Venter and de Jongh (2012) and Koopman and Scharth (2013) shows that the extended SV framework may also be applied in order to combine a set of dierent realized volatility measures like the realized kernel of Barndor-Nielsen et al. (2008) or the subsampled realized variance of Zhang et al. (2005) in order to obtain an overall more precise volatility estimator.
In this article we provide two main contributions to the expanding literature on SV models using realized measures. First, we investigate the nature and extent of the so-called endogeneity problem in joint modeling of returns and realized volatilities. This problem has rst been discussed by Koopman and Scharth (2013) and refers to the fact that any realized measure is a function of intraday returns. It follows that conditional on the latent volatility state the daily asset return and the realized measure are dependent, which has been ignored in previous studies. Koopman and Scharth (2013) argue that except special cases this dependence structure is unknown, implying that complete maximum likelihood estimation of the extended SV model is actually infeasible. The authors circumvent this problem via a 2-step estimation approach building on an approximation of the likelihood function which essentially suppresses the information of daily asset returns on the latent volatility state.
Instead, we propose to model the dependence structure explicitly, which allows for ecient joint estimation of model parameters via the Ecient Importance Sampling (EIS) method of Liesenfeld and Richard (2003) and Richard and Zhang (2007) . The joint distribution of the return innovation and the measurement error of the realized volatility is decomposed into the product of the marginal distribution of the innovation and the conditional distribution for the error term, whose rst and second order moments are modeled as functions of the return innovation. This specication combined with the exible EIS approach allows for straightforward model extensions like accounting for leverage eects (Black, 1976, and Christie, 1982) .
We furthermore investigate the t of the extended SV model to highly persistent volatility signals as implied by realized volatility estimates. The basic SV model assumes that the latent log-volatility process is driven by AR(1) dynamics. The extant literature on realized volatility modeling, however, concludes that time series of realized volatilities feature a long-memory type of persistence structure (1) assumption and extend the basic SV model in order to allow for multiple volatility components and persistent HAR dynamics in the latent log-volatility process. The dynamic structure of the models is checked using model diagnostic tests based on Pearson residuals obtained by a simple EIS ltering procedure.
The remainder of the paper is organized as follows: In Section 2 we introduce our model, discuss the endogeneity problem, and illustrate the SML estimation scheme based on the EIS algorithm.
In Section 3, we discuss several model extensions like leverage eects and alternative autoregressive dynamics for the log-volatility process. In Section 4 we apply our model to four NYSE-traded stocks and discuss the estimation results as well as model diagnostics. Section 5 summarizes our results and concludes.
Stochastic volatility and realized measures

Realized volatility measures
Suppose that the logarithmic price p(s) of a nancial asset at time s follows the continuous semimartingale dp(s) = µ(s)ds + σ(s)dW (s), (1) where µ(s) is the drift component, σ(s) is the spot volatility and W (s) is a standard Brownian motion. Volatility modeling focusses on the dynamics of the so-called integrated volatility. Dening a trading day as the interval (t, t + 1], the integrated volatility v t at trading day t obtains as
The integrated volatility is unobservable. Exploiting results from stochastic process theory (see e.g. Protter, 2004 ) and essentially assuming a continuous semi-martingale log-price process p(s), the daily integrated variance is equal to its quadratic variation over the same interval, which can be estimated consistently based on n observable intraday asset log-returns r t,i = p t,i −p t,i−1 . The resulting realized volatility estimate rv t is obtained as
and P → refers to convergence in probability for n → ∞. Consistency suggests using the highestfrequency data available. However, if intra-day prices are recorded at very short intervals, say every second, the realized variance rv t would be seriously contaminated by market microstructure noise induced by, but not limited to, the bid-ask bounce, discreteness of prices and sudden price jumps (see e.g. Barndor-Nielsen and Shephard, 2004) . If ignored, the presence of microstructure eects results
in potentially large biases of the realized volatility measure (see e.g. Brown, 1990 
where λ t is the latent log-volatility (log-integrated volatility) at time t, t , u t and η t are mutually independent iid random variables and the vector of model parameters is ω = (ξ, σ u , γ, δ, σ η ) . The basic ESV model of Eqs. (4) to (6) extends the traditional SV model of Taylor (1986) by an additional measurement equation (5) and
where Λ = {λ τ } T τ =1 . This integral cannot be solved analytically. Takahashi 
The endogeneity problem
The basic ESV model of the previous section assumes mutually independent error terms t and u t .
However, as argued by Koopman and Scharth (2013) , the asset return r t and the realized measure rv t = exp(y t ) are dependent conditional on the latent volatility state λ t , implying f (r t |y t , λ t ; ω) = f (r t |λ t ; ω).
This dependence stems from the fact, that both r t and rv t are functions of intraday returns (see Section 2.1).
contemporaneous dependence of the return innovation t and the measurement error u t . Except for special cases, the structure of dependence is unknown and maximum likelihood estimation therefore infeasible. As a consequence, Koopman and Scharth (2013) propose to estimate ω using an approximate likelihood function. In particular, the authors rewrite the likelihood as
where f (Y ; ω) denotes the likelihood of the linear Gaussian state space model given by Eqs. (5) and (6), which is readily evaluated by the Kalman lter. In a second step, f (R|Y ; ω) is approximated as
where f (r t |Y ; ω) = f (r t |y t , λ t ; ω)f (λ t |Y ; ω) dλ t .
Given f (r t |y t , λ t ; ω), numerical or simulation-based evaluation of the integral in Eq. (11) is straightforward since mean and variance of the Gaussian density f (λ t |Y ; ω) are directly obtained from the Kalman smoother. Since f (r t |y t , λ t ; ω) is unknown in general, Koopman and Scharth (2013) circumvent the endogeneity problem via proposing an approximation to f (r t |Y ; ω), which essentially suppresses contemporal dependence of r t and y t :
where Y −t = {y 1 , . . . , y t−1 , y t+1 , . . . , y T }. Mean and variance of the Gaussian density f (λ t |Y −t ; ω)
are obtained by applying the deletion smoothing algorithm of de Jong (1989) to the linear Gaussian state-space model of Eqs. (5) and (6). The ESV model is then estimated using 2-step ML via separate optimization of the likelihood components f (Y ; ω) and f (R|Y ; ω). In the rst step the parameters γ, δ, σ η and σ u of the linear Gaussian state-space model (5) and (6) are estimated subject to the identifying restriction ξ = 0 using the Kalman lter. The remaining model parameters, i.e. the bias parameter ξ and potential additional parameters characterizing the distribution of t (e.g. d.o.f. if the normal distribution is replaced by a standardized Student's t) are then estimated via maximization of f (R|Y ; ω) under approximations (10) and (12) given the parameter estimates obtained in the rst step.
Instead of suppressing the endogeneity problem via maximizing an approximate likelihood for a In particular, we propose to factorize the joint distribution of t and u t into the product of unconditional and conditional distributions:
where θ comprises a set of additional model parameters driving the structure of dependence for t and u t . A basic ESV model which accounts for endogeneity is given by Eqs. (4) to (6) with the additional assumption
where µ t ( t ; θ) and σ 2 t ( t ; θ) are deterministic functions of t ensuring E[
The assumption of conditional normality appears natural in the context of log-normal SV models, but could easily be relaxed. Employing Taylor series approximations of order p 1 and p 2 , respectively, for the conditional mean and variance of u t , we may dene
where θ =
. (15) and (16) 
where t and u t are mutually independent. Hencer t is a mixture of independent Gaussian random variables generating excess kurtosis. Allowing for contemporaneous dependence, in contrast, allows for both, leptokurtic as well as platykurtic scaled returns. This is demonstrated by analyzing a simple ESV specication with endogeneity, where µ t = w 1 ( 2 t − 1) and σ 2 t = σ 2 , implying exp{u t }| t ∼ log N (µ t , σ 2 ). The kurtosis ofr t exists for w 1 > −0.25 and obtains as
Simulation study
In this section we perform a simulation experiment in order to assess the dependence structure of the realized measure and the daily asset return. Based on the simulation we then analyze the validity of the model extension proposed in the previous subsection, which essentially assumes normality of the measurement error of the realized volatility estimate conditional on the contemporaneous return innovation. Conditional normality implies that linear and nonlinear dependencies are completely captured by the conditional rst and second order moments.
The natural continuous time version of the stochastic volatility model of Eqs. (4) and (6) 
where µ(s) is the drift component, σ(s) is the spot volatility, W 1 (s) and W 2 (s) are independent standard Brownian motions and a trading day is dened as the interval (t, t + 1].
Simulation of the continuous time SV model of Eqs. (19) and (20) is based on the Euler scheme where each unit interval is partitioned into 23,400 subintervals corresponding to seconds of an NYSE trading day of 6.5 hours length. The Euler approximation then reads
log σ
where e 1,s and e 2,s are two independent standard Gaussian random variables and ∆ = 1/23400. The drift µ(s) is set to zero. For a given number of days T we simulate T · ∆ −1 trajectories from Eqs.
(21) and (22) . From these trajectories we compute open to close returns and, in order to stay in an empirically realistic setting, 5 minute realized volatilities with and without subsampling (see also 
Given the paths of simulated λ t 's, r t 's and y t 's we compute realizations of return innovations and measurement errors of the realized volatility estimates:
Endogeneity implies contemporaneous dependence ofˆ t andû t which can be analyzed by means of a standard χ 2 independence test. Parameters of the conditional normal distribution u t | t ∼ N µ t ( t ), σ 2 t ( t ) are estimated by maximum likelihood. Under the Null of a correctly specied dependence structure (see Eqs. 14-16), the residualsũ t = [û t − µ t ( t )]/σ t ( t ) from the ML regression should be normal and mutually independent from the series of return innovations ( t ). Table 1 gives χ 2 test results for various parameter constellations. All simulations are based on T = 10, 000 observations. Endogeneity is clearly present across all considered parameter sets. We furthermore nd that controlling for the endogeneity problem via Eqs. (15) and (16) successfully removes the dependencies in the residual series 1 . Figure 1 shows histograms of the ML-regression residuals obtained by tting Eqs. (15) and (16) under conditional normality to the simulated data.
Although Jarque-Bera tests tend to reject the Null of normality, deviations seem rather minor. For illustration purposes, Figure 2 shows scatterplots from the empirical copulas of ( t , σ u u t ) and ( t ,ũ t ),
respectively (see, e.g., Nelsen (2006) for an introduction to copulas). For these plots, the data are transformed to uniformly [0, 1]-distributed variables using their distribution functions, so that, e.g., a 0.3 means that the original data point corresponds to the 0.3-quantile of the data. For independent random variables such scatterplots show points that are uniformly distributed in the [0, 1] 2 plane, which corresponds to the scatterplot of the independence copula. Any signicant deviation from this uniform distribution implies that the data is not independent. The upper plot for the variables ( t , σ u u t ) clearly deviates from a uniform distribution, since it shows a higher density of points at the upper edges. This indicates that low (below 0.05) or high (above 0.95) quantiles of tend to occur together with high quantiles of σ u u, and therefore dependency seems to exist. In contrast, the lower plot does not show any obvious deviation from the independence case which is quantied by the test results above.
Model estimation and diagnostics
The likelihood of the ESV model dened by Eqs. (4) to (6) and (14) to (16) is given by the Tdimensional integral
where for the ease of notation the initial conditions (λ 0 , λ −1 , . . . ) are assumed to be known constants.
The joint conditional density f (r t , y t , λ t |λ t−1 ; ω) is factorized as f (r t , y t , λ t |λ t−1 ; ω) = f (r t , y t |λ t ; ω)f (λ t |λ t−1 ; ω), (27) where f (r t , y t |λ t ; ω) reduces to f (r t |λ t ; ω)f (y t |λ t ; ω) if endogeneity is ignored. Given a sequence of importance samplers {m(λ t | λ t−1 , a t )} T t=1 indexed by the auxiliary parameters
Ecient importance sampling (EIS) developed by
and the MC estimate of the likelihood becomes
where {λ 
where the conditional moments of r t and y t are obtained from the EIS ltering algorithm outlined by Liesenfeld and Richard (2003) . Under the null of correct model specication, the residual series have zero mean and unit variance and are serially uncorrelated in the rst and second order moments.
Hence the series {z 2 r,t } T t=1 and {z y,t } T t=1 can be used for diagnostic checking of the assumed dynamic structure of the latent volatility process. 
which resembles the Gaussian nonlinear state-space structure of the basic ESV model of Eqs. (4) to (6).
Long-range dependence
The literature concludes that daily realized volatilities and squared daily asset returns feature a long-memory type of dependence structure. It might therefore be useful to consider extensions of the ESV approach, which allow for strong persistence of the latent volatility state. In the following 
The HAR ESV model
The HAR model has been proposed by Corsi (2009) and accommodates long-memory type of dependence patterns in daily return volatilities by a hierarchical autoregressive specication including lagged daily as well as weekly and monthly volatilities. We apply the HAR approach to the latent log-volatility state λ t :
where λ w t−1 = (1/5) 
The two-component (2C) ESV model
The two component (2C) ESV model assumes that the latent log-volatility process is driven by the sum of two volatility components λ t = (λ 1,t , λ 2,t ) following independent AR (1) 
where ι = (1, 1) and η t = (η 1,t , η 2,t ) together with
The innovations η 1,t and η 2,t are assumed to be mutually independent iid Gaussian random variables Table   2 provides descriptive statistics. The data set exhibits the typical stylized facts of nancial asset returns like leptokurtic return distributions and strong persistence of realized measures and squared returns. In particular, note that the serial dependence in the series of logarithmic realized measures is considerably stronger compared to the series of squared asset returns, which represent a very noisy estimate of the daily return volatility.
Estimation results and Diagnostics
All estimation results are obtained by the Ecient Importance Sampling method detailed in Section 2.5. The EIS implementation is based on 50 trajectories and 5 iterations in order to ensure numerical accuracy of the estimation scheme. Table 3 to 6 report the estimation results for the extended SV model with leverage across the four dierent stocks and all four dynamic specications of the log-volatility process. The parameter estimates are overall similar across assets and imply signicant leverage eects. The model-implied characteristic roots are close to unity, indicating strong persistence though stationarity.
We rst turn to the estimation results for the model specications which neglect endogeneity. We now turn to the estimation results for model specications which explicitly account for endogeneity. The conditional dependence of daily returns and realized measures is implemented as illustrated in Section 2.3. In order to select optimal orders p 1 and p 2 in Eqs. (15) and (16) 
Conclusions
In this paper, we propose a new extended stochastic volatility model in the spirit of Takahashi Appendix: Implementation of EIS for the extended SV model with leverage and endogeneity
Since the extended SV model with leverage and endogeneity nests all model specications discussed in the paper, we restrict our attention to this general specication. The model implies
where ω = (γ, δ, σ η , σ u , ξ, , θ) denotes the vector of parameters to be estimated. EIS aims to nd an auxiliary density m(·) with auxiliary parameters {a t } T t=1 from which we can easily simulate trajectories {λ (j) t } and that provides a good match between the numerator and the denominator of the expression in Eq. (29) . This requires to nd and appropriate density kernel k for the auxiliary density m. The link between the auxiliary density m, its kernel k and the integrating constant χ is given by
An appropriate choice for the kernel should provide a good functional approximation to the products χ · f , where f denotes the joint density of R, Y and Λ. We follow the argument of Liesenfeld and Richard (2003) and Richard and Zhang (2007) and choose for m a parametric extension of
with corresponding moments
and
Integrating k(Λ t ; a t ) w.r.t. λ t yields
Given the expressions for k, f and χ, the optimal values for a t are obtained by a simple backwardrecursive least squares sequence:
for t = T → 1 and χ(Λ T ; a T +1 ) ≡ 1. Note that f (λ t | λ t−1 , R t−1 ) cancels out in the LS problems.
Following Liesenfeld and Richard (2003) , the rst set of trajectories is based on a Taylor-SeriesExpansion of log(f (λ t | λ t−1 , R t−1 )) around zero. The complete EIS-algorithm for evaluating the MC estimate in Eq. (29) reads as follows:
Step 1: Draw S trajectories from the initial sampler obtained by a TSE of log(f (λ t | λ t−1 , R t−1 )).
Step 2: Solve the LS-problems (49) backward-recursively for t = T → 1 and obtain optimal values for {â t } T t=1 .
Step 3: Draw a new set of trajectories from m(â) and solve the LS-problems based on the new trajectories.
Step 4: Repeat Step 3 until convergence in order to obtain maximal ecient importance samplers.
Step 5: Use the last set of trajectories to evaluate the likelihood estimate (29) .
Changes of the model structure require only minor adjustments of the EIS-algorithm. Figure 2 . Scatterplot of the empirical distribution of (a) the residuals t and σtut without accounting for endogeneity (upper plot) and (b) the residuals t andũt after accounting for endogeneity (bottom plot). The simulation design corresponds to the rst parameter setting of Table 1 with T=15000. Table 4 . Table 3 . Estimation Results GE. * indicates signicance at the 10% level, ** at the 5% level, *** at the 1% level. * indicates signicance at the 10% level, ** at the 5% level, *** at the 1% level. Table 5 . Estimation Results HD. * indicates signicance at the 10% level, ** at the 5% level, *** at the 1% level. Table 6 . Estimation Results AXP.
AR ( * indicates signicance at the 10% level, ** at the 5% level, *** at the 1% level. 
