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REPRESENTATION THEORY AND PRODUCTS OF RANDOM
MATRICES IN SL(2,R)
ALAIN COMTET, CHRISTOPHE TEXIER, AND YVES TOURIGNY
Abstract. The statistical behaviour of a product of independent, identically
distributed random matrices in SL(2,R) is encoded in the generalised Lya-
punov exponent Λ; this is a function whose value at the complex number 2`
is the logarithm of the largest eigenvalue of the transfer operator obtained
when one averages, over g ∈ SL(2,R), a certain representation T`(g) associ-
ated with the product. We study some products that arise from models of
one-dimensional disordered systems. These models have the property that the
inverse of the transfer operator takes the form of a second-order difference or
differential operator. We show how the ideas expounded by N. Ja. Vilenkin in
his book [Special Functions and the Theory of Group Representations, Amer-
ican Mathematical Society, 1968.] can be used to study the generalised Lya-
punov exponent. In particular, we derive explicit formulae for the almost-sure
growth and for the variance of the corresponding products.
1. Introduction
In his remarkable paper [16], Furstenberg succeeded in generalising the law of
large numbers to products
Πn := gn · · · g2g1
of independent, identically-distributed random elements of a matrix group G. In
his theory, an important part is played by a compact homogeneous space, now
known as the Furstenberg boundary, on which the group acts, and the problem of
determining the growth rate of the product is reduced to that of finding a certain
measure on this boundary that is invariant under the action of elements drawn at
random from the group. The growth rate is called the Lyapunov exponent of the
product, and the problem of computing it— or the invariant measure— given a
probability measure on the group, is notoriously difficult.
By elaborating ideas that go back to the seminal works of Dyson [12], Schmidt
[35], Frisch & Lloyd [15], Halperin [21], Kotani [24] and Nieuwenhuizen [31], we have,
over the past few years, found several instances of products of random matrices in
SL(2,R) for which the growth rate can be obtained explicitly in terms of special
functions such as the hypergeometric, Bessel, confluent hypergeometric functions
and so on; see the survey [7]. There are also a few cases involving larger matrix
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groups where calculations have been possible; two such cases were found by Newman
[30] and Forrester [14], who succeeded in obtaining formulae for all the Lyapunov
exponents of certain products in terms of the gamma and dilogarithmic functions;
the key observation, in these particular cases, is that the invariant measure coincides
with the rotation-invariant measure.
Now, since Vilenkin’s classic book [41], it is widely appreciated that there is a
close relationship between special functions and the theory of group representation.
It is the purpose of the present paper to explain how Vilenkin’s ideas may be
brought to bear on this problem. To the best of our knowledge, this is, in itself, an
original contribution to the literature on products of random matrices; it has the
merit of providing a unified presentation of the ideas originating from the work of
Frisch & Lloyd, with the practical benefit that calculations can be pushed further,
using concepts of such generality that one may also envisage applications to other
groups. There is some overlap with the approach and the results that will appear
in a forthcoming publication by one of us [38], but here, although we shall not
assume any prior knowledge of the subject, the emphasis is on the connections with
representation theory.
The focus of our analysis is the generalised Lyapunov exponent, which will be
defined in the next paragraph. This is an important mathematical object, relevant
in several physical contexts: chaotic dynamics and multifractal analysis [8]; fluid
dynamics [40]; classical dynamics of an oscillator driven by parametric noise [36, 45];
polymers in a random landscape [17]. In particular, the generalised Lyapunov
exponent yields information on the fluctuations of products of random matrices;
these fluctuations are of interest in relation with Anderson localisation [10, 11, 34,
37] and also in relation with disordered Ising spin chains [5].
In the remainder of this extensive introduction, we provide a summary of those
facts that we shall need in order to develop our material. We then describe the
content of the paper in broad terms, state our main results, and provide some indi-
cation of how these results relate to the work of others— postponing the technical
details to the remaining sections. We shall deal exclusively with the case where
G := SL(2,R)
and then comment at the end of the paper on the possibility of extending our ideas
to other semi-simple groups.
1.1. The generalised Lyapunov exponent and Tutubalin’s transfer oper-
ator. Inspired by the work of Furstenberg, Tutubalin [39] proved a central limit
theorem for products of random matrices; he showed that, as n→∞,
ln |xΠn| − nγ
σ
√
n
converges in distribution to a normal random variable. Here
(1.1) γ := lim
n→∞
1
n
E (ln |xΠn|)
and
(1.2) σ2 := lim
n→∞
1
n
E
(
ln2 |xΠn| − n2γ2
)
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where x is an arbitrary non-zero vector, | · | is an arbitrary norm on the vector
space, and the expectation is taken with respect to the probability measure on the
group. It is a fact that the limits do not depend on the precise choice of x and | · |.
Both γ and σ2 may be expressed in terms of the generalised Lyapunov exponent
of the product, defined by
Λ(2`) := lim
n→∞
lnE
(
|ΠtnΠn|`
)
n
where gt denotes the transpose of g. Here, we have chosen to write the argument of
Λ in this unusual way to indicate its relationship with the index ` used by Vilenkin
[41] and Vilenkin & Klimyk [42] to label a certain family of representations of the
group SL(2,R). The existence of the limit in this definition is a non-trivial matter
but, in case of existence, it is again a fact that the limit on the right-hand side
does not depend on the choice of norm. It is also clear from the definition that the
generalised Lyapunov exponent is unchanged if we replace the gn in the product by
gtn. Other equivalent definitions are used in the literature:
(1.3) Λ(2`) = lim
n→∞
lnE
(
|Πnx|2`
)
n
= lim
n→∞
lnE
(
|xΠn|2`
)
n
.
The last of these formulae yields
(1.4) γ = Λ′(0) and σ2 = Λ′′(0) .
Tutubalin proved his theorem by expressing the generalised Lyapunov exponent
as the largest eigenvalue of a certain operator. To describe his approach, we begin
by remarking that every matrix
g =
(
a b
c d
)
∈ G
acts on R2∗ := R2\{0} from the right according to
x · g := (x1 x2)(a bc d
)
=
(
ax1 + cx2 bx1 + dx2
)
.
To every g ∈ G, we assign a linear map, denoted T (g), defined on the space V of
all functions v : R2∗ → C by
(1.5) [T (g)v] (x) := v(x · g) = v (ax1 + cx2, bx1 + dx2) .
The map g 7→ T (g) obtained in this way is a representation of the group — namely,
it satisfies the following properties: Firstly, if e denotes the identity matrix then
T (e) is the identity operator; secondly,
∀ g1, g2 ∈ G , T (g1g2) = T (g1)T (g2) .
The vector space V , on which the operators T (g) are defined, is called the repre-
sentation space.
We introduce the function 1` ∈ V defined by
(1.6) 1`(x) = |x|2` .
For every x ∈ R2∗ and every g ∈ G, we may write
[T (g)1`] (x) = 1` (x · g) = |xg|2` .
4 ALAIN COMTET, CHRISTOPHE TEXIER, AND YVES TOURIGNY
Hence
|xΠn|2` = [T (Πn) 1`] (x) .
By using the fact that the gn are independent with the same distribution, we deduce
(1.7) E
(
|xΠn|2`
)
= [T n1`] (x)
where
(1.8) T := E [T (g)] .
In the literature, the operator T is often called the transfer operator associated
with the product of random matrices [2, 32]. Heuristically, if this operator admits
an eigenvalue of largest modulus, then the generalised Lyapunov exponent will be
obtained by taking its logarithm.
In his paper, Tutubalin proved that this heuristic argument is indeed correct if
one assumes that the matrices are drawn from a probability distribution that has a
density with respect to the Haar measure on the group G. This hypothesis has since
been weakened considerably; see [2, 3] and the references therein. Important and
relevant as this question is, we shall not be concerned with stating or proving general
theorems that guarantee the existence of an eigenvalue of the transfer operator
of largest modulus. Rather, our aim in this paper is to bring out the practical
usefulness of representation theory by considering specific probability measures on
the group for which the heuristic argument leads to explicit calculations of γ and
σ2.
1.2. Reducibility, equivalence and unitarity of representations. The anal-
ysis of the spectral problem obviously entails the search for vector spaces invariant
under the action of the transfer operator.
Definition 1.1. We say that a subspace of V is invariant under a representation
T if, for every g ∈ G, T (g) maps the subspace to itself. T is called reducible if its
representation space V contains a proper invariant subspace. Otherwise, it is called
irreducible.
Every subspace invariant for the representation is also invariant for the transfer
operator. Now, the particular representation defined by Equation (1.5) is reducible,
as the following makes clear.
Definition 1.2. We say that v is even (respectively odd) if
∀x ∈ R2∗, v(−x) = v(x) (respectively −v(x)) .
For ` ∈ C, we say that v is homogeneous of degree 2` if
∀ τ > 0 , ∀x ∈ R2∗, v(τx) = τ2`v(x) .
It is readily verified that the subspace consisting of all smooth even homogeneous
functions of degree 2`— which we shall denote by V`— is invariant for T ; the
restrictions of T and T to V` will be denoted by T` and T` respectively. Another
invariant subspace of V is that consisting of all smooth odd homogeneous functions
of degree 2`; we shall not need to consider this invariant subspace because the
function 1` introduced earlier and defined by Equation (1.6) happens to be even.
Although the functions in the space V` are defined on the punctured plane,
the requirement of homogeneity and evenness implies that they are completely
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characterised by the values they take on certain curves. These curves may be
understood as parametrisations of the Furstenberg boundary, and there is some
flexibility in choosing them; this will prove convenient when we consider specific
probability measures on the group. The important point is that, although we may
work with different curves, it is essentially always the same representation that is
involved.
Definition 1.3. Two representations T˜ and T with respective representation spaces
V and V˜ are called equivalent if there exists an invertible map, say Q : V → V˜ ,
such that
T˜ Q = QT .
We then say that T˜ and T are realisations, in the spaces V˜ and V respectively, of
the same representation.
Finally, in discussing the spectral problem for the transfer operator, we need
to consider also the spectral problem for its adjoint, and this raises the technical
question of finding an appropriate inner product for the space V`.
Definition 1.4. The representation T` is called unitary if V` is equipped with an
inner product, say 〈·|·〉, such that
∀ g ∈ G, ∀ f, v ∈ V`, 〈T`(g)f |T`(g)v〉 = 〈f |v〉 .
We remark however that, even if an inner product can be found that makes T`
unitary, this property is lost upon averaging over the group, and so will play only
a very minor part in what follows.
Starting with Bargmann [1], the family of representations T` has been thoroughly
studied [18, 41, 42]. We summarise in the following theorem those properties that
will be relevant to our purpose:
Theorem 1. The representation T` is reducible if and only if ` ∈ Z. In the
reducible case, it may be decomposed into three irreducible subrepresentations: one,
denoted T 0` , in a space of finite dimension, and two others, denoted T
+
` and T
−
`
and called “holomorphic”, in spaces of infinite dimension.
For ` ∈ Z and ε ∈ {−, 0,+} (respectively ` /∈ Z), the representations T ε` and
T ε−`−1 (respectively T` and T−`−1) are equivalent.
Of the finite-dimensional representations, only T 00 is unitary, as it corresponds
to the trivial representation in a one-dimensional space. The holomorphic sub-
representations are unitary with respect to a certain inner product and belong to
the so-called discrete series. The only other values of ` for which T` can be made
unitary are
` = −1
2
+ it , t ∈ R and ` ∈ (−2,−1) ∪ (0, 1) .
They are associated with the principal and the supplementary series respectively.
1.3. The one-parameter subgroups of SL(2,R). The proof of Theorem 1 uses
the so-called “infinitesimal method” which tackles questions of irreducibility, equiv-
alence and unitarity by making systematic use of the infinitesimal generators as-
sociated with the one-parameter subgroups of SL(2,R). These subgroups may be
classified in terms of three types:
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(1) Elliptic
k(t) :=
(
cos t2 − sin t2
sin t2 cos
t
2
)
.
(2) Hyperbolic
a1(t) :=
(
e
t
2 0
0 e−
t
2
)
and a2(t) :=
(
ch t2 sh
t
2
sh t2 ch
t
2
)
.
(3) Parabolic
n+(t) :=
(
1 t
0 1
)
and n−(t) :=
(
1 0
t 1
)
.
By definition, the generator associated with the one-parameter subgroup R 3
t 7→ g(t) ∈ G is the operator on V` that maps v to
d
dt
{T` [g(t)] v}
∣∣∣
t=0
.
A list of the infinitesimal generators for various realisations of T` may be found
in Tables 1 to 4. We shall consider probability measures that lead to an explicit
formula for T` in terms of these infinitesimal generators. The fact that these gen-
erators are affine functions of the index ` will be important in what follows.
The subgroup K occupies a special place in the harmonic analysis of G as the
largest compact subgroup, and there is a countable basis of V` consisting of eigen-
vectors of the corresponding infinitesimal generator. We shall denote these basis
functions e`,n, n ∈ Z, regardless of the particular realisation of the representa-
tion T`. We draw attention to the important fact that the function 1`, defined by
Equation (1.6), is a multiple of e`,0.
In order to work out how each generator acts on the basis functions, it is helpful
to introduce a basis of the Lie algebra consisting of the operators
(1.9) J0 := iK , J± := A1 ± iA2 .
For instance, we have
(1.10) N± = i
[
J− − J+
2
± J0
]
.
The action of N± is then easily deduced from the identities
(1.11) J0 e`,n = n e`,n
and
(1.12) J+ e`,n = (`− n) e`,n+1 and J− e`,n = (`+ n) e`,n−1 .
In particular, the Casimir operator associated with the representation is defined by
C := A21 +A
2
2 −K2 = J20 + J0 + J−J+ .
This operator commutes with the representation, and it is readily verified that it
is a multiple of the identity operator I:
C = `(`+ 1) I .
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Plane Circle Line Hyperbola
K x22
∂
∂x1
− x12 ∂∂x2 − ddθ −`x+ 1+x
2
2
d
dx
`
2 (
1
x − x) + 1+x
2
2
d
dx
A1
x1
2
∂
∂x1
− x22 ∂∂x2 ` cos θ − sin θ ddθ −`+ x ddx x ddx
A2
x2
2
∂
∂x1
+ x12
∂
∂x2
` sin θ + cos θ ddθ `x+
1−x2
2
d
dx
`
2 (
1
x + x) +
1−x2
2
d
dx
N+ x1
∂
∂x2
` sin θ + (cos θ + 1) ddθ 2`x− x2 ddx `x− x2 ddx
N− x2 ∂∂x1 ` sin θ + (cos θ − 1) ddθ ddx `x + ddx
Table 1. Infinitesimal generators associated with the representa-
tion T` for various one-parameter subgroups. The columns cor-
respond to equivalent realisations of the representation in spaces
of functions on the punctured plane, the circle, the line and the
hyperbola respectively.
1.4. One-dimensional disordered systems. The class of probability measures
for which the transfer operator has a simple expression in terms of generators arises
naturally in connection with the one-dimensional disordered systems that were
studied by Dyson [12] and Frisch & Lloyd [15]. So we provide a brief description
of these models. The reader interested in their physical relevance will find further
details in [7, 38].
Consider the differential equation
− ψ′′ + Uψ = ω2M ′ψ , x > 0 .
Here, U denotes the generalised function
U(x) =
∑
j
uj δ(x− xj)
where the xj are the values taken by a Poisson process of intensity ρ, so that the
jumps
lj := xj+1 − xj > 0
are independent and exponentially distributed with mean 1/ρ. If we put M ′(x) ≡ 1
and draw the uj independently from some probability distribution, we obtain a
model for the energy levels ω2 of a particle subject to a one-dimensional potential
with impurities [15]. By introducing the derivative ψ′ as an additional unknown,
we can write this second-order differential equation as a first-order system. For
ω2 = 1, the solution of the corresponding Cauchy problem may be expressed as a
product Πn with elements of the form
gj =
(
cos lj − sin lj
sin lj cos lj
)
︸ ︷︷ ︸
k(2lj)∈K
(
1 uj
0 1
)
︸ ︷︷ ︸
n+(uj)∈N+
.
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The analysis carried out by Frisch & Lloyd [15] and, later, Kotani [24], focused on
the random process associated with the “Riccati variable” ψ′/ψ.
By setting U ≡ 0 and
M ′(x) =
∑
j
mj δ(x− xj)
we obtain instead a model for a (discrete) vibrating string, where mj is the punctual
mass at xj and ω is now interpreted as a characteristic frequency. The solution of
the Cauchy problem in the case ω = 1 is then a product of matrices of the form
gj =
(
1 0
lj 1
)
︸ ︷︷ ︸
n−(lj)∈N−
(
1 −mj
0 1
)
︸ ︷︷ ︸
n+(−mj)∈N+
.
Dyson [12] considered the case where the lj and mj are drawn from gamma distri-
butions. We alert the reader to the fact that our notation differs from Dyson’s; his
string equation is
Kj (xj+1 − xj) +Kj−1 (xj−1 − xj) = −mjω2xj
where the xj are the positions of particles coupled together by springs that obey
Hooke’s law, and Kj is the elastic modulus of the spring between the jth and
(j + 1)th particles. The correspondence between this and our own equation is
xj ∼ ψ(xj) and Kj ∼ 1/lj .
Other models of a similar kind have been considered more recently in which
M ′ ≡ 1 and the potential function U is “supersymmetric” [6]:
U =
w′
2
+
w2
4
, w(x) :=
∑
j
wj δ(x− xj) .
These models lead to products of matrices of the form
gj =
(
cos lj − sin lj
sin lj cos lj
)
︸ ︷︷ ︸
k(2lj)∈K
(
e
wj
2 0
0 e−
wj
2
)
︸ ︷︷ ︸
a1(wj)∈A1
or
gj =
(
ch lj sh lj
sh lj ch lj
)
︸ ︷︷ ︸
a2(2lj)∈A2
(
e
wj
2 0
0 e−
wj
2
)
︸ ︷︷ ︸
a1(wj)∈A1
.
All these models have two features in common that make the corresponding
transfer operator tractable: Firstly, the matrices consist of two independent com-
ponents taken from two of the one-parameter subgroups, say D and E. This implies
that the transfer operator factorises: Indeed, for
gj = d(tj) e(τj)
we may write
T` = E [T` (gj)] = E {T` [d(tj)]} E {T` [e(τj)]} = E
(
etjD
)
E
(
eτjE
)
where, with some abuse of notation, D and E are the infinitesimal generators
associated with each of the subgroups. The second important feature is that one of
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the random parameters involved in the definition of gj has an exponential or, more
generally, a gamma distribution. For definiteness, suppose that
P [τj > τ ] = e−ρτ .
It then follows that
E
(
eτjE
)
=
(
1− 1
ρ
E
)−1
and there only remains to deal with the component corresponding to the other one-
parameter subgroup— in this case D. We can do so by working with a realisation
of the representation T` that is diagonal with respect to that subgroup. In such a
realisation, the infinitesimal generator associated with D is independent of ` and
acts on the representation space by multiplication by a fixed function, so that, after
averaging, the d component is essentially the characteristic function of the random
variable tj . Hence, since E is an affine function of `, by working with the inverse
T −1` we obtain a spectral problem equivalent to that for the transfer operator, in
terms of a second-order difference/differential operator that depends linearly on the
index `.
The utility of this approach depends on finding realisations of the representation
T` that are diagonal with respect to a given subgroup. This matter is discussed
in considerable detail in Vilenkin’s book [41] and in its sequel [42]; we shall draw
heavily on that material. The upshot is that we can— at least for three of the
subgroups— find such realisations, all of them equivalent to the basic realisation
associated with even homogeneous functions on the punctured plane. In order
to guide the reader through this collection, we have organised it in terms of a
geometrical theme, based on particular curves that serve as parametrisations of
the Furstenberg boundary; see Figure 1. To each curve is associated a functional
transform that diagonalises the representation with respect to some subgroup.
1.5. The finite-dimensional case. For ` ∈ Z, the representation T` is reducible.
One of the invariant subspaces is
(1.13) V 0` := span−`≤n≤`
{e`,n} .
Now, the function 1`, defined by Equation (1.6) and appearing in Equation (1.7),
happens to belong to V 0` ; it may therefore be decomposed in terms of the eigen-
vectors of the restriction of T −1` to V
0
` . It follows that the generalised Lyapunov
exponent can, for ` ∈ Z, be obtained by purely algebraic means— a fact that has
been observed in the physics literature [36, 40, 45] without reference to represen-
tation theory. For example, the smallest eigenvalue of T −10 is readily deduced by
restricting this operator to the one-dimensional invariant subspace
V 00 := span{e0,0} .
The restriction has only one eigenvalue, namely λ = λ0 := 1. We choose a non-zero
multiple of e0,0 and denote it by v0.
1.6. The adjoint spectral problem and the Dyson–Schmidt equation. In
the general case, it will be more convenient to work with the adjoint
(1.14) A` :=
(
T −1`
)∗
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of T −1` . We shall see that this adjoint operator is defined in the space V`∗ where
(1.15) `∗ = −`− 1
and the bar denotes complex conjugation. The relationship between the indices `
and `∗ will be of great significance for what follows. We denote by 〈·|·〉 a positive-
definite Hermitian form expressing the duality between the spaces V` and V`∗ , such
that {e`∗,n}n∈Z ⊂ V`∗ and {e`,n}n∈Z ⊂ V` constitute a bi-orthogonal system:
〈e`∗,m| e`,n〉 =
{
1 if m = n
0 otherwise
.
The adjoint spectral problem then takes the form: Find λ ∈ C and 0 6= f ∈ V`∗
such that
(1.16) λ f = A`f =
(
A0 + `B
)
f .
Here, we have used the fact, discussed at the end of §1.4, that for the products we
consider, we can work with a realisation such that T −1` is an affine function of `, so
that its adjoint A` is an affine function of `. More precisely, we shall be interested
in computing the smallest eigenvalue λ. By virtue of Equation (1.14), 1/λ is then
the largest eigenvalue of the transfer operator, and so we can access the generalised
Lyapunov exponent via the formula
(1.17) λ = exp[−Λ(2`)] .
For ` = 0, we have λ = λ0 = 1, and so Equation (1.16) becomes
(1.18) (A0 − I) f0 = 0 .
This is called the Dyson–Schmidt equation in the physics literature and it has a
useful interpretation in terms of the Furstenberg theory: As mentioned already,
under certain conditions on the distribution of the matrices in the product, there
exists a probability measure on the Furstenberg boundary, invariant under the
action of the matrices drawn at random from the group. One may think of f0 as
the “density” of the invariant measure with respect to some fixed measure associated
with the particular realisation. With some abuse of terminology, we shall henceforth
refer to f0 as the invariant density associated with the product, even though the
invariant measure may be singular or merely continuous.
1.7. Perturbative solution about ` = 0. It is apparent from the explicit form of
the generators that A` is a regular perturbation of A0. If there exists an invariant
density f0, we can, for small values of the index `, look for a solution of the adjoint
spectral problem (1.16) of the form
(1.19) λ = 1 + λ1`+ λ2`
2 + · · · and f = f0 + f1`+ f2`2 + · · · .
The problem is then identical to that considered in [44], Chapter 1, §3. Upon
equating like powers of `, we obtain the recurrence relation
(1.20) (A0 − I) fj =
j∑
i=1
λifj−i −B fj−1 , j ∈ N ,
with the starting value f−1 = 0. We choose the normalisation
(1.21) 〈fj | v0〉 =
{
1 if j = 0
0 otherwise
.
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The effective solution of Equation (1.20) depends to some extent on the details
of the particular realisation of the representation T`, but the guiding principles may
be described as follows: The operator A0 − I has a non-trivial kernel and so, for a
solution fj of Equation (1.20) to exist, the right-hand side cannot be arbitrary: For
the simplest realisation— that on the circle— we require that the right-hand side
of Equation (1.20) be bi-orthogonal to v0, the eigenvector of T
−1
0 corresponding to
the eigenvalue λ0 = 1; see [44]. In view of the normalisation (1.21), this yields
(1.22) λj = 〈Bfj−1| v0〉 .
With this formula for λj , we may then write
j∑
i=1
λifj−i −B fj−1 = rj
where
rj ∈ V ⊥0 = span
n 6=0
{e−1,n} = span
n<0
{e−1,n} ∪ span
n>0
{e−1,n} .
These last two subspaces of V−1 are invariant under A0 − I, and it turns out that
fj may be obtained by considering the restriction of Equation (1.20) to any one
of them. Intuitively, one might think of this simplification as a consequence of the
fact that, in the case ` = 0, there are two subrepresentations of T` that belong to
the discrete series.
For some realisations, a complication arises because the term Bfj−1 appearing
in Equation (1.22) does not belong to V−1, so that the inner product with v0 is not
well-defined. We shall see that, in such cases, a natural regularisation may be used
to give a precise meaning to Equation (1.22). By using this machinery, we can in
principle determine the successive terms in the expansions for λ. In particular, this
translates into expressions for the growth rate γ of the product and the variance
σ2 of its fluctuations via the formulae
(1.23) γ = −λ1
2
and σ2 =
λ21
4
− λ2
2
.
We remark that this formula for γ is much simpler than the the usual Furstenberg
formula, which also involves an integral over the group [16]. This simplification is
of course specific to the probability distributions on the group that we consider in
this paper.
1.8. Outline of the remainder of the paper. §2 is devoted to the realisation
associated with the unit circle of equation
x21 + x
2
2 = 1
in which the representation space is in fact independent of ` and consists of smooth
2pi-periodic functions of a real variable. We shall use this realisation to develop the
theoretical framework in greater detail, with the aim of formulating the spectral
problem for the transfer operator in concrete terms. By going over to Fourier series,
one can diagonalise with respect to the subgoup K and this results in a spectral
problem involving a difference operator. As a practical application, we study in §3
the growth and fluctuations of products of the type k n+ where the components are
independent and the n+ component is exponentially distributed. In §4, we consider
a realisation associated with the line of equation
x2 = 1 .
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It is that realisation that is associated with the Riccati analysis mentioned earlier.
The representation space then consists of certain smooth functions on the projec-
tive line, whose behaviour at infinity depends on the index `. By going over to the
Fourier transform, we achieve a representation diagonal with respect to the sub-
group N−. In this realisation, the spectral problem involves a differential operator.
In §5, we study the growth and fluctuations of products involving the subgroup
N−. We examine products of the type n− k, as such products correspond to the
model considered by Frisch & Lloyd. We then consider products of the type n− n+
associated with Dyson’s model. We also take the opportunity to discuss— albeit
briefly— the existence of the invariant measure. In §6, we discuss a realisation
relevant to disordered systems of “supersymmetric” type; it is associated with the
hyperbola of equation
x2 =
1
|x1| .
Apart from a universal factor, the functions in its representation space are essen-
tially the same as for the realisation on the line. By using the Mellin transform,
we can diagonalise with respect to the subgroup A1, and formulate the spectral
problem in terms of a difference operator analogous to those discussed recently by
Neretin [29]. It turns out, however, that the study of this operator is not entirely
straightforward, and we shall indicate the nature of the difficulties. Finally, in §7,
we discuss the possible extension of these ideas to other semi-simple groups.
g
(x1, x2)
§6
§2
§4
Figure 1. Curves in the punctured plane associated with vari-
ous realisations of T`, and the section of the paper in which each
is discussed. The (semi-) circle, the horizonal line and the two-
branched hyperbola lead to realisations diagonal with respect to
the subgroups K, N− and A1 respectively.
The reader should be aware that the material presented in §§2, 4 and 6 is largely
a distillation of that in [41, 42], adapted to our particular purpose.
2. Realisation on the circle
In this section, we shall obtain and work with a realisation of T` that is diagonal
with respect to the subgroup K. Although this realisation is admittedly of lim-
ited interest from the point of view of disordered systems, it has the advantage of
affording the most natural setting in which to develop the technical details of our
approach.
Consider the half-circle of equation
x21 + x
2
2 = 1 , x2 > 0 .
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Using the polar decomposition
x = r
(
cos θ sin θ
)
, 0 ≤ θ ≤ pi ,
we see that, for every v ∈ V`, homogeneity implies
v(x) = r2`v(cos θ, sin θ)
whilst evenness implies
v(cos(θ + pi), sin(θ + pi)) = v(cos θ, sin θ) .
Thus, v is completely determined by a smooth pi-periodic function. Conversely, to
any smooth pi-periodic function, say v˜, we can associate the function v : R2∗ → C
defined by
v(x) = r2`v˜(θ)
where r and θ are the polar coordinates of x. Obviously, the function v defined in
this way is smooth, even and homogeneous of degree 2`. It will be convenient for
esthetic reasons to rescale the angle so that we associate with v — not a pi-periodic
function— but rather a 2pi-periodic function v˜ defined by
v˜(θ) = v
(
cos
θ
2
, sin
θ
2
)
, 0 ≤ θ ≤ 2pi .
We denote the map v 7→ v˜ by Q and write
(2.1) V˜` = {Qv : v ∈ V`} .
For example, the function 1` ∈ V`, defined by Equation (1.6), is mapped by Q to
the 2pi-periodic function that is identically equal to 1— hence the notation.
Proposition 2.1. For a function v˜ : [0, 2pi) → C to belong to V˜`, it is necessary
and sufficient that its 2pi-periodic extension to the real line be smooth.
The map Q from V` to V˜` is bijective. We may then realise the representation
T` on the space of smooth 2pi-periodic functions as follows:
(2.2) T˜`(g)Q = QT`(g) .
More explicitly,
(2.3)
[
T˜`(g)v˜
]
(θ) := [T`(g)v]
(
cos
θ
2
, sin
θ
2
)
= v
(
a cos
θ
2
+ c sin
θ
2
, b cos
θ
2
+ d sin
θ
2
)
=
∣∣(cos θ2 sin θ2) g∣∣2` v˜(θ · g)
where θ · g, defined implicitly by
(2.4) cot
θ · g
2
:=
a cos θ2 + c sin
θ
2
b cos θ2 + d sin
θ
2
,
describes the action of the group on the circle. We shall henceforth refer to this
as the realisation on the circle and drop the tilde. The corresponding infinitesimal
generators are listed in the third column of Table 1.
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2.1. Multipliers. There is an alternative interpretation of this (and other) real-
isatisation(s). We observe that the measure dθ is invariant under the action of
the subgroup K. For a fixed g ∈ G, the Jacobian of the map θ 7→ θ · g is easily
computed:
(2.5)
d
dθ
(θ · g) = 1(
a cos θ2 + c sin
θ
2
)2
+
(
b cos θ2 + d sin
θ
2
)2 =: σK(θ, g) .
We may therefore express the operator T`(g) as
(2.6) [T`(g)v] (θ) = σK(θ, g)
−` v(θ · g) .
Now, since the map σK : [0, 2pi) × G → R+ so defined is a Jacobian, it follows
easily from the chain rule for differentiation that it has the so-called multiplicative
cocycle or multiplier property :
(2.7) ∀ θ ∈ [0, 2pi) , ∀ g1, g2 ∈ G , σK(θ, g1g2) = σK(θ · g1, g2)σK(θ, g1) .
Using this property, we may then verify directly, without reference to the realisation
on the punctured plane, that the realisation on the circle is indeed a representation.
This formulation in terms of multipliers accounts for the fact, noted in §1.3, that
the infinitesimal generators are affine functions of the index `. We note, for future
reference, another easy consequence of the multiplier property:
(2.8) 1 = σK(θ, e) = σK(θ, gg
−1) = σK(θ · g, g−1)σK(θ, g) .
2.2. Hilbert space formulation. The monomials
(2.9) e`,n(θ) := e
inθ
form an obvious basis for V`, orthonormal with respect to the inner product
(2.10) 〈f | v〉 := 1
2pi
∫ 2pi
0
f(θ) v(θ) dθ .
We denote by H the Hilbert space obtained from V` by completion with respect
to the norm induced by this inner product; it coincides with the familiar Hilbert
space of square integrable functions on the circle, and we call the numbers 〈e`,n| v〉
the Fourier coefficients of v. V` is then the subspace of H consisting of functions v
whose Fourier coefficients are rapidly decreasing, i.e.
∀m ∈ N , nm 〈e`,n| v〉 −−−−→
n→∞ 0 .
2.3. The dual space and the adjoint. It is possible to define a topology on V`
so that one may speak of continuous linear functionals on V` [27]. The space V
∗
` of
these functionals is the dual of V` and may be identified with the set of functions f
whose Fourier coefficients are slowly increasing, i.e.
∃m ∈ N , ∃ c > 0 such that ∀n ∈ N , |〈f | e`,n〉| ≤ c nm .
Fourier series with such coefficients always converge in the sense of generalised
functions; see [19]. Clearly,
V` ⊂ H ⊂ V ∗` .
With some abuse of notation, we may then write 〈f | v〉 to denote also the value
that the continuous linear functional takes when it is evaluated at v ∈ V`.
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Let A be a linear operator on V`. Its adjoint A
∗ is a linear operator on V ∗` that
assigns to f ∈ V ∗` the linear functional A∗f defined via
(2.11) ∀ v ∈ V` , 〈A∗f | v〉 = 〈f |Av〉 .
Let us work out the adjoint of T`(g). For the realisation on the circle, we have
〈f |T`(g)v〉 = 1
2pi
∫ 2pi
0
f(θ)σK(θ, g)
−` v(θ · g) dθ
where σK is the multiplier defined by (2.5). Hence, the change of variable θ˜ = θ · g
yields
〈f |T`(g)v〉 = 1
2pi
∫ 2pi
0
f(θ˜ · g−1)σK(θ, g)−`−1 v(θ˜) dθ˜
=
1
2pi
∫ 2pi
0
f(θ˜ · g−1)σK(θ˜, g−1)`+1 v(θ˜) dθ˜ .
where we have used the definition (2.5) of σK and its property (2.8). We readily
deduce the formula
(2.12) [T ∗` (g)f ] (θ) = σK(θ, g
−1)−`
∗
f(θ · g−1)
=
[(
d cos
θ
2
− c sin θ
2
)2
+
(
−b cos θ
2
+ a sin
θ
2
)2]`∗
f
(
θ · g−1)
where
cot
θ · g−1
2
=
d cos θ2 − b sin θ2
a cos θ2 − c sin θ2
and `∗ is the index (1.15).
It follows from this calculation that
(2.13) T ∗` (g) = T`∗(g
−1) .
In particular, we deduce that V`∗ is a subspace of V
∗
` , invariant for the adjoint
T ∗` (g). Knowing the infinitesimal generators, we can easily construct the adjoint
by using the
Proposition 2.2. Let S = S(`) be an infinitesimal generator of T` corresponding
to some one-parameter subgroup. Then its adjoint is given by the formula
S(`)∗ = −S(`∗) where `∗ = −`− 1 .
Another consequence of the formula for the adjoint is as follows: The spectrum
of T` is the complex conjugate of the spectrum of its adjoint
T ∗` = E [T ∗` (g)] = E
[
T`∗(g
−1)
]
.
From the definition of Λ`, we see that the largest eigenvalue of this last operator is
also the largest eigenvalue of the operator
E
[
T`∗(g
−t)
]
.
But this operator is similar to T`∗ because, for every g ∈ G,(
0 1
−1 0
)
g = g−t
(
0 1
−1 0
)
.
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We deduce
(2.14) Λ(2`) = Λ(2`∗) = Λ
(
2`∗
)
= Λ(−2`− 2) .
This well-known symmetry property of the generalised Lyapunov exponent— see
[40], Proposition 2— is consistent with the fact that the representations T` and
T−`−1 are equivalent.
2.4. The solvable case ` ∈ Z. By virtue of the symmetry property (2.14), we
need only consider the range
` ∈ {0, 1, . . .} .
We can use the formulae (1.11-1.12) to show that V 0` , defined by Equation (1.13),
and
span
±n≥−`
{e`,n} .
are subspaces invariant under T`. The finite-dimensional subspace V
0
` contains no
proper invariant subspace. Hence the subrepresentation T 0` obtained by restricting
T` to V
0
` is irreducible.
Proposition 2.3. For ` ∈ N, the generalised Lyapunov exponent Λ(2`) is the
logarithm of the largest eigenvalue of the (2`+ 1)× (2`+ 1) matrix with entries
(2.15) 〈e`∗,m|T` e`,n〉 , −` ≤ m, n ≤ ` .
Proof. The finite-dimensional subrepresentation T 0` is expressible as a matrix of
order 2`+ 1 with entries
〈e`∗,m|T`(g) e`,n〉 , −` ≤ m, n ≤ ` .
After averaging it over the group, we obtain the matrix with the stated entries. It
only remains to observe that
1` = e`,0 ∈ V 0`
and so it may be expressed in terms of the eigenvectors (and associated eigenvectors)
of the averaged matrix. In particular, T n` 1` will be asymptotic in magnitude to
the largest eigenvalue, raised to the power n. 
Two further irreducible subrepresentations, denoted T±` , are obtained by re-
stricting T` to the quotient spaces
(2.16) span
±n≥−`
{e`,n}/V 0` .
Here, taking the quotient means that two elements are considered identical if their
difference belongs to V 0` . Thus an element in V
±
` is completely determined by its
coefficients of index ±n > `.
The significance of the subspaces V ±` is as follows: For the realisation on the
circle, we may identify v ∈ V +` with an element of V` of the form
v =
∑
n>`
〈e`,n|v〉 einθ .
Since the coefficients 〈e`,n|v〉 are rapidly decreasing, we can assert that, for every
r ≤ 1, the power series ∑
n>`
〈e`,n|v〉 zn , with z = reiθ ,
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is convergent, and so the series is a function of the complex variable z, analytic
inside the unit disk. We may therefore paraphrase our description of V +` by saying
that it consists of functions in V`, defined on the unit circle in the complex plane,
that may be continued analytically inside the unit disk. Clearly, however, it does
not contain all such functions. Likewise, the subspace V −` consists of functions
that may be continued analytically outside the unit disk. For these reasons, we
shall henceforth refer to T+` and T
−
` as the holomorphic representations. We will
see in due course that they are unitary with respect to a certain inner product.
2.5. Diagonalisation with respect to K. It is straightforward to diagonalise T`
with respect to the subgroup K by working in the space
V̂` := {Qv : v ∈ V`}
where Q is the operator that assigns to v ∈ V` the sequence v̂ : Z→ C of its Fourier
coefficients defined by
v̂(n) := 〈e`,n| v〉 .
Thus, for instance, ê`,n is the sequence defined by
ê`,n(m) = δm,n for every m ∈ Z .
As mentioned already, V̂` is the space of rapidly decreasing sequences, and its
dual V̂ ∗` is the space of slowly increasing sequences. By virtue of the Parseval
formula, it follows from the definition (2.10) of the inner product in H that the
duality can be expressed via the positive-definite Hermitian form
〈f̂ | v̂〉 :=
∑
n∈Z
f̂(n) v̂(n) .
The corresponding Hilbert space consists of the square summable sequences. The
ê`∗,m and ê`,n form a bi-orthogonal system with respect to this inner product, but
since, for the realisation on the circle, there holds e`∗,n = e`,n, we have in fact an
orthonormal basis.
We obtain a realisation— denoted T̂`— of T` in V̂` via
T̂`Q = QT`
or, equivalently, [
T̂`(g) v̂
]
(n) = 〈ê`∗,n|T`(g)v〉 .
In this realisation, for every g ∈ G, T̂`(g) is a “difference operator” on the space
of rapidly decreasing sequences; it may be identified with the infinite matrix with
entry
〈e`∗,m|T`(g) e`,n〉
in the mth row and nth column. As an illustration, when
g = k(t) =
(
cos t2 sin
t
2− sin t2 . cos t2
)
∈ K,
we find [
T̂`(g) v̂
]
(n) = e−int v̂(n)
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(Kv) (n) = −in v(n)
(A1v) (n) =
1
2 (`+ n+ 1) v(n+ 1) +
1
2 (`− n+ 1) v(n− 1)
(A2v) (n) =
i
2 (`+ n+ 1) v(n+ 1)− i2 (`− n+ 1) v(n− 1)
(N+v) (n) =
i
2 (`+ n+ 1) v(n+ 1) + in v(n)− i2 (`− n+ 1) v(n− 1)
(N−v) (n) = i2 (`+ n+ 1) v(n+ 1)− in v(n)− i2 (`− n+ 1) v(n− 1)
Table 2. Infinitesimal generators associated with the realisation
of T` in discrete Fourier space.
so that, for g ∈ K, T̂`(g) takes the form of a diagonal matrix. The corresponding
infinitesimal generator is the difference operator K̂ defined by(
K̂ v̂
)
(n) = −in v̂(n) .
We call this the realisation in discrete Fourier space. As with other realisa-
tions, when there is no risk of confusion, we shall drop the hat. The infinitesimal
generators are listed in Table 2.
Proposition 2.4. For ` ∈ N, the realisation of T±` in discrete Fourier space is
unitary with respect to the inner product
〈f |v〉± :=
∑
±n>`
Γ(`+ 1± n)
Γ(−`± n) f(n) v(n) .
Proof. The “infinitesimal method” reduces the proof to a verification that the in-
finitesimal generators listed in Table 2 are all skew–symmetric with respect to this
inner product. 
3. Growth and fluctuations of products of the type k n+
Let us now use these facts to calculate the generalised Lyapunov exponent for
some probability measures on the group. The measures we shall consider in this
section are supported on the set of matrices of the form
gj = k(tj)n+(τj)
where the τj are random variables drawn from an exponential distribution of mean
1/ρ, and the tj are drawn independently from some other distribution. As explained
in §1.4, the corresponding transfer operator may then be worked out explicitly in
terms of
D := K and E := N+ .
We obtain
T −1` =
(
1− 1
ρ
N+
)
E
(
etjK
)−1
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and so, by making use of the expressions for the operators K and N+ in Table 2,
we find that T −1` is the difference operator
(3.1)
(
T −1` v
)
(n) =
v(n)
χ(−n)
− i
2ρ
[
n+ 1 + `
χ(−n− 1)v(n+ 1) + 2
n
χ(−n)v(n) +
n− 1− `
χ(−n+ 1)v(n− 1)
]
where
(3.2) χ(θ) := E
(
eiθtj
)
is the characteristic function of the random variable tj . By using Proposition 2.2,
we easily work out that the adjoint operator A` is given by the formula
A` = A0 + `B
where
(3.3) (A0f) (n) =
1
χ(n)
{
f(n) +
in
2ρ
[f(n+ 1) + 2f(n) + f(n− 1)]
}
and
(3.4) (Bf) (n) =
−i
2ρ
1
χ(n)
[f(n+ 1)− f(n− 1)] .
3.1. The case ` ∈ N. From the identity (1.10), we deduce
(3.5) N± e`,n =
i
2
[(`+ n) e`,n−1 − (`− n) e`,n+1 ± 2n e`,n] .
We then verify easily that the subspace
V 0` = span−`≤n≤`
{e`,n}
is invariant under T −1` . The corresponding finite-dimensional representation may
be expressed as a tridiagonal matrix of order 2`+ 1 with entries
(3.6) 〈e`∗,m|T −1` e`,n〉 = am δm,n+1 + bm δm,n + cm δm,n−1
where δm,n is the usual Kronecker delta and
(3.7) am =
i
2ρ
`+ 1−m
χ(−m+ 1) , bm =
1
χ(−m)
(
1− im
ρ
)
, cm =
−i
2ρ
`+ 1 +m
χ(−m− 1) .
3.2. Perturbative solution of the adjoint spectral problem. We now discuss
the practical calculation of the coefficients λj and fj in the expansion (1.19). If
we assume that there is a unique probability measure on the circle invariant under
the action of the matrices k(tj)n+(τj) drawn at random, then the Dyson–Schmidt
equation— which corresponds to the case j = 0 — has one and only one solution
that is square-summable; it satisfies
f0(0) = 1 and lim|n|→∞
f0(n) = 0 .
Using the fact that λ0 = 1, it is then readily verified by induction on j that, for
every j ∈ {0, 1, . . .}, λj is a real number and
∀n ∈ Z , fj(−n) = fj(n) .
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It follows immediately from this symmetry property that, for a product of type
k n+ where the n+ component has an exponential distribution of mean 1/ρ, the
coefficients in the expansion (1.19) are given by
(3.8) λj =
1
ρ
Im [fj−1(1)] , j ≥ 1 ,
where, for j ≥ 1, fj is the solution of
(3.9) [(A0 − I) fj ] (n) = rj(n) :=
j∑
i=1
λifj−i(n)− (Bfj−1) (n) , n ≥ 1 ,
subject to
(3.10) fj(0) = 0 and lim
n→∞ fj(n) = 0 .
The solution of the inhomogeneous problem (3.9) is given by
(3.11) fj(n) =
∑
m≥1
G(m,n) rj(m) , n ≥ 1 ,
where, for a fixed m ≥ 1, G(m, ·) is the solution of
[(A0 − I) f ] (n) = δm,n
subject to the conditions
f(0) = 0 and lim
n→∞ f(n) = 0 .
In order to construct this “Green function”, we require two solutions of the
homogeneous equation
[(A0 − I) f ] (n) = 0 , n ≥ 1 .
The particular solution f0 takes care of the condition at infinity. By using “reduc-
tion of order” and the precise form of the operator A0 in Equation (3.3), we readily
find another solution, say ζ, that satisfies the conditions f(0) = 0 and f(1) = 1; it
is given by
(3.12) ζ(n) = f0(n)
n∑
j=1
1
f0(j − 1)f0(j) .
The Wronskian of these two solutions is∣∣∣∣f0(n− 1) ζ(n− 1)f0(n) ζ(n)
∣∣∣∣ = 1
and it follows easily that
(3.13) G(m,n) = 2iρ
χ(m)
m
{
f0(m) ζ(n) if n ≤ m
f0(n) ζ(m) if n ≥ m
.
In particular, using this in Equation (3.11) for j = 1, we obtain the formula
f1(1) = 2iρ
∞∑
n=1
χ(n)
n
f0(n)
{
λ1f0(n) +
i
2ρ
1
χ(n)
[f0(n+ 1)− f0(n− 1)]
}
= 2iρ λ1
∞∑
n=1
χ(n)
n
f20 (n)−
∞∑
n=1
1
n
[f0(n) f0(n+ 1)− f0(n− 1) f0(n)] .
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If we use summation by parts for the last series, this becomes
(3.14) f1(1) = f0(1) + 2iρ λ1
∞∑
n=1
χ(n)
n
f20 (n)−
∞∑
n=1
1
n(n+ 1)
f0(n) f0(n+ 1)
and we can, in principle, deduce an expression for λ2.
3.3. Nieuwenhuizen’s example. To give a concrete example, let the random
variable tj have an exponential distribution of mean density p, so that
(3.15) χ(n) =
1
1− inp
.
In this case, the Dyson–Schmidt equation (1.18) becomes, after simplification,
f0(n+ 1) + 2
(
1− iρ
n+ ip
)
f0(n) + f0(n− 1) = 0 ,
subject to f0(0) = 1. We multiply through by n+ip and introduce the new unknown
w(n) = Γ(n+ ip)f0(n) .
Then
w(n+ 1) + 2 [n+ i(p− ρ)]w(n) + (n+ ip)(n+ ip− 1)w(n− 1) = 0 .
The general solution of this difference equation is given explicitly in Masson [28]
under the “Laguerre case”:
w(n) = c1 (−1)n Γ(n+ ip) Γ(n+ 1 + ip)W−n−ip, 12 (−2iρ)
+ c2 (−1)n Γ(n+ 1 + ip)M−n−ip, 12 (−2iρ) .
The eigenvector f0 is the solution of the Dyson–Schmidt equation that is recessive
as n→∞; it is obtained by taking c2 = 0. Hence
(3.16) f0(n) = (−1)n
Γ(n+ ip+ 1)W−n−ip, 12 (−2iρ)
Γ(ip+ 1)W−ip, 12 (−2iρ)
, n ≥ 0 .
Equation (3.8) then becomes
λ1 =
1
ρ
Im
[
(−1)(ip+ 1)
W−ip−1, 12 (−2iρ)
W−ip, 12 (−2iρ)
]
.
Now, Formula 3 in [20], §9.234, says that
zW ′κ,µ(z) =
(
κ− z
2
)
Wκ,µ(z)−
[
µ2 −
(
κ− 1
2
)2]
Wκ−1,µ(z) .
We may therefore express this result in the alternative form
(3.17) λ1 =
2
p
Im
[
W ′−ip, 12
(−2iρ)
W−ip, 12 (−2iρ)
]
and we recover a formula that was first obtained by Nieuwenhuizen in [31], §5.2,
by a different method. We shall return to this example in §5.2 and obtain an
alternative expression for λ2 in terms of an integral.
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4. Realisation on the line
Another useful realisation of T` is that associated with the line of equation
x2 = 1 .
Every function v ∈ V` is completely determined by the values it takes on this line:
Indeed, for x2 > 0,
v(x1, x2) = x
2`
2 v
(
x1
x2
, 1
)
whilst, for x2 < 0, we have instead
v(x1, x2) = v(−x1,−x2) = (−x2)2` v
(
x1
x2
, 1
)
.
Hence, for every x2 6= 0,
v(x1, x2) = |x2|2` v˜
(
x1
x2
)
where
v˜(x) := v(x, 1) .
This defines v˜ for every x ∈ R. We denote by Q the map that assigns v˜ to v and
define the space V˜` of complex-valued functions on R by Equation (2.1). As an
example, we have
[Q 1`] (x) = 1˜`(x) :=
(
1 + x2
)`
.
Lemma 4.1. For v˜ : R → C to belong to V˜`, it is necessary and sufficient that
both v˜ and the function
x 7→ |x|2` v˜(1/x)
be smooth.
One consequence of this characterisation is that, for a function v˜ to belong to
V˜`, it is necessary that the limits
(4.1) lim
x→∞ |x|
−2` v˜(x) and lim
x→−∞ |x|
−2` v˜(x)
exist and be equal.
The map Q : V` → V˜` is bijective and the representation T` is realised on the
space V˜` via Equation (2.2) or, more explicitly,
(4.2)
[
T˜`(g)v˜
]
(x) := [T`(g)v] (x, 1) = v (ax+ c, bx+ d) = |bx+ d|2` v˜(x · g)
where
(4.3) x · g := ax+ c
bx+ d
describes the action of the group on the line. We shall henceforth drop the tilde.
The infinitesimal generators associated with this realisation are listed in Table 1.
In particular, every eigenvector of J0 = iK corresponding to the eigenvalue n ∈ Z
is proportional to
(4.4) e`,n(x) =
1√
pi
(
x+ i
x− i
)n
1`(x) =
1√
pi
(x+ i)`+n(x− i)`−n
and the e`,n form a basis for V`.
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4.1. Multiplier, dual space and adjoint. The Lebesgue measure dx is invariant
under the action of the subgroup N−. The corresponding multiplier is
(4.5) σN−(x, g) :=
d
dx
(x · g) = 1
(bx+ d)
2
and so the representation may also be expressed as
(4.6) [T`(g)v] (x) = σN−(x, g)
−` v(x · g) .
We now turn to the determination of the space dual to V`. Since
−2`− 2`∗ = 2 ,
we deduce from Equation (4.1) that, for every v ∈ V` and every f ∈ V`∗ , the limits
lim
x→∞ |x|
2 f(x) v(x) and lim
x→−∞ |x|
2 f(x) v(x)
exist and are equal. It follows that the function f v is absolutely integrable, and so
f may be identified with the continuous linear functional defined on V` by
(4.7) v 7→
∫ ∞
−∞
f(x) v(x) dx =: 〈f |v〉 .
Hence
V`∗ ⊂ V ∗` .
By adapting for this new definition of 〈·|·〉 the calculation we performed earlier for
the realisation on the circle, we readily deduce the analogue of Equation (2.12) for
this realisation:
(4.8) [T ∗` (g)f ] (x) = σN−(x, g
−1)−`
∗
f(x · g−1) = (a− bx)2`∗ f
(
dx− c
a− bx
)
.
.
The foregoing suggests that the “natural” Hilbert space for the realisation on
the line is
H :=
{
v : R→ C :
∫ ∞
−∞
|v(x)|2 dx <∞
}
equipped with the inner product (4.7). We remark, however, that, in this realisa-
tion, V` ⊂ H only if Re ` < −1/2. Nevertheless, the sequences
{e`∗,m}m∈Z ⊂ V`∗ and {e`,n}n∈Z ⊂ V`
constitute a bi-orthogonal system for this inner product since, in this realisation,
(4.9) 〈e`∗,m| e`,n〉 := 1
pi
∫ ∞
−∞
dx
(
x+ i
x− i
)m
1`∗(x)
(
x+ i
x− i
)n
1`(x)
=
1
pi
∫ ∞
−∞
dx
1 + x2
(
x+ i
x− i
)m (
x+ i
x− i
)n x=cot θ2
↓
=
1
2pi
∫ 2pi
0
ei(n−m)θ dθ = δm,n .
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4.2. Realisation in continuous Fourier space. The realisation on the line is
convenient if we wish to diagonalise the representation with respect to the subgroup
N−. Indeed, for
g = n−(t) :=
(
1 0
t 1
)
we have
[T` (g) v] (x) = v(x+ t) .
The restriction of T` to N− acts on V` by translation, and this suggests that we go
over to the Fourier transform:
(4.10) v̂(s) :=
∫ ∞
−∞
dx eisxv(x) , s ∈ R .
Proceeding formally, if we denote by Q the operator that assigns to v its Fourier
transform v̂ and put
(4.11) V̂` := {v̂ : v ∈ V`}
we obtain a new realisation T̂` of the representation, defined by
T̂`Q = QT` .
In particular, for g = n−(t),[
T̂` (g) v̂
]
(s) = [QT` (g) v] (s) =
∫ ∞
−∞
dx eisxv(x+ t)
x′=x+t
↓
= e−ist v̂(s)
and so T̂`(g) is indeed a multiplication operator.
Now, the fact that the limits (4.1) exist and are equal imply in particular that
v̂ is typically not smooth at the origin. For Re ` ≥ −1/2, v does not even decay
sufficiently quickly at infinity to have a Fourier transform in the classical sense.
Nevertheless, we can give a precise meaning to Formula (4.10) by viewing the
elements of V` as “generalised functions” in the sense of Gel’fand & Shilov [19].
Put briefly, a generalised function, say v, is a continuous linear functional on the
space of smooth functions ϕ with compact support, and one expresses the value
that the functional takes at ϕ in the form∫ ∞
−∞
dx v(x)ϕ(x) .
The derivative v′ of the generalised function v is then defined to be the generalised
function
ϕ 7→ −
∫ ∞
−∞
dx v(x)ϕ′(x) .
We remark that the Fourier transform ϕ̂ of a test function ϕ exists in the classical
sense. The Fourier transform of the generalised function v is then, by definition,
a continuous linear functional on the space of transformed test functions, given
implicitly by the Parseval formula
(4.12)
∫ ∞
−∞
ds v̂(s) ϕ̂(s) = 2pi
∫ ∞
−∞
dx v(x)ϕ(x)
for all transformed test functions ϕ̂. For ordinary, square-integrable functions, this
definition coincides with the classical definition. Furthermore, the Fourier transform
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of the generalised function v′ is −isv̂, and the Fourier transform of the generalised
function xv is −iv̂′, where v̂ is the Fourier transform of the generalised function v.
With these clarifications, the Fourier transform ê`,n of the basis function e`,n
can be worked out as follows: from the formula (12) in [13], §3.2, we obtain
(4.13) ê`,n(s) =
√
pi(−1)n |s/2|−`−1
{
1
Γ(n−`) Wn,`+ 12 (2s) if s > 0
1
Γ(−n−`) W−n,`+ 12 (−2s) if s < 0
.
This formula is valid in the classical sense if Re ` < −1/2 and ` is not an integer.
If ` is an integer, the formula remains valid if we interpret Γ(m) as infinity for
m = −1, −2 , . . .
As a concrete illustration, when ` is a negative integer, the Fourier transform
exists in the classical sense. Using the formula
Wα
2 +
1
2+m,−α2 (z) = (−1)
mm! e−z/2z
α+1
2 Lαm(z) , m = 0, 1, 2, . . .
where
Lαm(z) :=
m∑
j=0
(−1)j
(
j + α
m− j
)
zj
j!
,
we can express some of the Fourier coefficients in terms of Laguerre polynomials:
(4.14) ê`,n(s) = 2
√
pi (−1)`Γ(n+ `+ 1)
Γ(n− `) s
−2`−1 e−s L−2`−1n+` (2s) θ(s) , n ≥ −`,
where
θ(s) :=
{
1 if s > 0
0 otherwise
is the Heaviside function. For ` < n < −`, the formula (4.13) may be used verbatim,
whilst
ê`,n(s) =
√
pi
(−1)n
Γ(−n− `)
∣∣∣s
2
∣∣∣−`−1 W−n,`+ 12 (−2s) θ(−s) for n ≤ ` .
When ` = 0, the Fourier transform must be interpreted in the sense of generalised
functions. To compute it, we can use the fact that
e0,n(x) = (1 + x
2) e−1,n(x) =⇒ ê0,n(s) =
(
1− d
2
ds2
)
ê−1,n(s) .
In particular, this yields
ê0,0(s) =
1√
pi
δ(s)
where δ is the familiar Dirac delta.
In summary, by going over to the Fourier transform, we obtain from the realisa-
tion on the line a new realisation of the representation T` which has the property
of being diagonal with respect to the subgroup N−. We call it the realisation in
continuous Fourier space, and we shall henceforth drop the hats. In this realisation,
the sequences
{e`∗,m}m∈Z and {e`,n}n∈Z
defined by Formula (4.13) constitute, by virtue of Parseval’s identity, a bi-orthogonal
system for the inner product
〈f |v〉 := 1
2pi
∫ ∞
−∞
ds f(s) v(s) .
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K = i
[
s
2
d2
ds2 + (`+ 1)
d
ds − s2
]
A1 = −s dds − (`+ 1)
A2 = −i
[
s
2
d2
ds2 + (`+ 1)
d
ds +
s
2
]
N+ = −i
[
s d
2
ds2 + 2(`+ 1)
d
ds
]
N− = −is
Table 3. Infinitesimal generators associated with the realisation
of T` in continuous Fourier space.
The infinitesimal generators associated with this realisation are listed in Table 3.
4.3. Realisation of one of the holomorphic representations in continuous
Fourier space. Let now
` ∈ {−1, −2, . . .} .
In this case, the invariant subspace
V −` := span
n≥−`
{e`,n}
consists of the Fourier transform of those functions on the real line that may be
continued to the lower half of the complex plane; it yields one of the holomorphic
subrepresentations, denoted T−` . The basis functions were worked out in §4.2; we
found that they are supported on R+ and given by Formula (4.14). By using the
fact that the Laguerre polynomials Lαm are orthogonal with respect to the inner
product
(ϕ,ψ) :=
∫ ∞
0
ϕ(x)ψ(x)xαe−xdx
we deduce that the basis {e`,n}n≥−` is orthogonal with respect to the inner product
(4.15) 〈f |v〉` :=
∫ ∞
0
f(s) v(s) s2`+1ds
Now, the infinitesimal generators are skew-symmetric with respect to this inner
product; it follows that the realisation of T−` in continuous Fourier space is uni-
tary. The connection between the holomorphic representations of SL(2,R) and the
Laguerre polynomials has been discussed by Davidson et al. [9].
5. Growth and fluctuations of products involving N−
In this section, we study products consisting of matrices of the form
gj = n−(tj) e(τj)
where e(τ) is a fixed one-parameter subgroup, the τj are random variables drawn
from an exponential distribution of mean 1/ρ, and the tj are drawn independently
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from some other distribution with characteristic function χ. We shall consider in
turn the cases e(τj) = k(τj), n+(τj) and a1(τj).
5.1. Products of the type n− k. In this case, the transfer operator is given by
T` = E
(
etjN−
)(
1− 1
ρ
K
)−1
.
Let us first discuss the case ` ∈ N. The restriction of T` to the invariant subspace
V 0` may then be expressed as a product of two matrices of order 2` + 1. To the k
component, there corresponds the diagonal matrix
diag
(
1
1 + i`/ρ
, · · · , 1
1− i`/ρ
)
.
To the n− component, there corresponds the matrix with entries
〈`∗,m|E (etjN−) |`, n〉 = E [〈`∗,m|etjN− |`, n〉] = 2∑`
i=0
E(ti)
i!
N i−
where we have used the fact that
(5.1) N− :=
i
2

2` 1 0
−2` 2(`− 1) 2
. . .
. . .
. . .
−2 −2(`− 1) 2`
0 −1 −2`

is a nilpotent matrix such that N i− = 0 for i > 2`. It follows in particular that, for
` ∈ N, the generalised Lyapunov exponent depends only on the first 2` moments of
the random variable tj .
Turning next to the perturbative solution of the adjoint spectral problem, we
see, with the help of Table 3, that the adjoint A` of T
−1
` is given by the formula
A` = A0 + `B
where
(5.2) A0 =
1
χ(s)
[
1 +
is
2ρ
(
d2
ds2
− 1
)]
, B = − 1
χ(s)
i
ρ
d
ds
and
χ(θ) := E
(
eiθtj
)
is the characteristic function of the random variable tj .
We can look for a perturbative solution of the spectral problem of the form
(1.19) and, as before, this leads to the recurrence relation (1.20) for the unknown
coefficients λj and fj . For j = 0, in view of the normalisation (1.21), we then have
that
λ0 = 1 , v0 = δ ,
whilst f0 solves the Dyson–Schmidt equation (1.18) subject to the conditions f0(0) =
1 and f0(s)→ 0 as |s| → ∞.
For j = 1, however, a new situation arises, namely that the formula (1.22) does
not make sense in this realisation since, as the expressions for the basis functions
make clear, f0 has a jump in its derivative, so that the Dirac delta functional cannot
be applied to it. This difficulty is inherent in the use of the projective variable x
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associated with the realisation on the line; it is linked to the fact that, in contrast
with the realisation on the circle, the representation space now depends explicitly
on `, so that it is not immediately clear in what space one should seek the successive
terms fj of the perturbation expansion. We proceed to describe the adjustments
that are needed in order to compute them.
The problem of assigning a precise meaning to the formula (1.22) has already
been addressed by Halperin [21] in connection with the Frisch–Lloyd model. Indeed,
for the realisation on the line, the integral∫ ∞
−∞
xf(x) dx
does not always exist in the strict sense for f ∈ V−1, but the fact that the limits
lim
x→−∞x
2f(x) and lim
x→∞x
2f(x)
exist and are equal implies that it always makes sense as a Cauchy principal value
integral. For the realisation in continuous Fourier space, the corresponding inter-
pretation is to view 〈Bf0|v0〉 as
1
2
[Bf0(0+) +Bf0(0−)] = i
2ρ
[
f ′j−1(0+) + f
′
j−1(0−)
]
.
Now, it is easy to show that the solution of the Dyson–Schmidt equation has the
property
∀ s ∈ R , f0(−s) = f0(s) .
For j = 1, we may therefore use the equivalent interpretation
(5.3) 〈Bf0|v0〉 := 1
ρ
Im [f ′0(0+)] .
Equation (1.22) then says
(5.4) λ1 =
1
ρ
Im [f ′0(0+)] .
Proceeding to the next stage, it follows from the fact that λ1 is real that
(5.5) r1 := λ1f0 −Bf0 = λ1f0 + 1
χ(s)
i
ρ
f ′0
has the property
∀ s ∈ R , r1(−s) = r1(s) .
The solution f1 of Equation (1.20) inherits this property, and the equation may
therefore be replaced by
(5.6) (A0 − I) f1 = r1 , s > 0 ,
subject to f1(0) = 0 and f1(s)→ 0 as s→∞. The solution of this inhomogeneous
problem is given by
(5.7) f1(s) =
∫ ∞
0
dtG(s, t) r1(t) , s > 0 ,
where, for a fixed t > 0, G(·, t) is the solution of
[(A0 − I) f ] (s) = δ(s− t)
subject to the conditions
f(0) = 0 and lim
s→∞ f(s) = 0 .
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The construction of this Green function follows essentially the same principles as
in §3.2: From the solution f0 of the Dyson–Schmidt equation, we obtain a second
solution
(5.8) ζ(s) = f0(s)
∫ s
0
dτ
f20 (τ)
.
of the homogeneous problem such that ζ(0) = 0 and ζ ′(0+) = 1. The Wronskian
of these two solutions is ∣∣∣∣f0(s) ζ(s)f ′0(s) ζ ′(s)
∣∣∣∣ = 1
and it follows easily that
(5.9) G(s, t) = 2iρ
χ(t)
t
{
f0(t) ζ(s) if s ≤ t
f0(s) ζ(t) if s ≥ t
.
Equation (5.7) then yields, after differentiation with respect to s,
f ′1(s) = 2iρ
{
f ′0(s)
∫ s
0
dt
t
χ(t) ζ(t) r1(t) + ζ
′(s)
∫ ∞
s
dt
t
χ(t) f0(t) r1(t)
}
, s > 0 .
The right-hand side is a complex-valued fonction of s; whether it has a limit as
s → 0+ depends on the behaviour of r1 near 0. Now, Formula (5.4) implies that
the real part of r1 vanishes at 0. We deduce that the imaginary part of the expression
for f ′1 does have a limit, and we may write
lim
s→0+
Im [f ′1(s)] = 2ρ
∫ ∞
0
ds
s
Re [χ(s) f0(s) r1(s)] .
Upon using the regularisation (5.3) again, we find
(5.10) λ2 =
1
ρ
lim
s→0+
Im [f ′1(s)] = 2
∫ ∞
0
ds
s
Re
[
λ1χ(s)f
2
0 (s) +
i
ρ
f0(s)f
′
0(s)
]
.
This procedure may be continued to compute successively f2, λ3 and so on.
5.2. Nieuwenhuizen’s example revisited. We remark that
gj = n−(tj) k(τj) =⇒ gtj = k(−τj)n+(tj)
and, since taking the transpose does not change the generalised Lyapunov exponent,
we can use Nieuwenhuizen’s example to check that the realisations in discrete and
in continuous Fourier spaces yield consistent results.
Let the random variable tj have an exponential distribution of mean density p,
so that
χ(s) =
1
1− isp
.
The Dyson–Schmidt equation (1.18) then takes the form
f ′′0 −
(
2ρ
p− is + 1
)
f0 = 0 ,
subject to f0(0) = 1 and f0(s) → 0 as s → 0. This equation may be reduced to
Whittaker’s equation, and we easily deduce
(5.11) f0(s) =
W−iρ, 12 (2ip+ 2s)
W−iρ, 12 (2ip)
, s > 0 .
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Figure 2. The growth rate γ and the variance σ2 for the product
of type n−(tj) k(τj) discussed in §5.2, plotted against the mean
value 1/ρ of τj , for a fixed unit mean 1/p = 5 of tj .
Equation (5.4) then yields
(5.12) λ1 =
2
ρ
Im
[
W ′−iρ, 12
(2ip)
W−iρ, 12 (2ip)
]
and this is indeed consistent with the formula (3.17) we found earlier.
Plots of γ and of the variance σ2 = λ21/4 − λ2/2 against 1/ρ, for a fixed p, are
shown in Figure 2.
5.3. Products of the type n− n+. The perturbative analysis of products consist-
ing of elements of the form
gj = n−(tj)n+(τj) ,
where tj and τj are as before, requires no further adjustment other than updating
the definitions of the operators A0 and B:
(5.13) A0 =
1
χ(s)
(
1− is
ρ
d2
ds2
)
, B =
1
χ(s)
2i
ρ
d
ds
.
This leads to the revised formulae
(5.14) λ1 = −2
ρ
Im [f ′0(0+)]
and
(5.15) λ2 = −2
ρ
lim
s→0+
Im [f ′1(s)] = 2
∫ ∞
0
ds
s
Re
[
λ1χ(s)f
2
0 (s)−
2i
ρ
f0(s)f
′
0(s)
]
.
As an illustration, we can solve Exercise 5.5 in [3], which corresponds to taking
for tj an exponential distribution of mean 1/p. The solution of the Dyson–Schmidt
equation is
(5.16) f0(s) =
√
p− isK1
(
2
√
ρ (p− is)
)
√
pK1
(
2
√
ρ p
) .
REPRESENTATION THEORY AND PRODUCTS OF RANDOM MATRICES 31
0 20 40 60 80 100
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
1/ρ
p=1
γ
σ2
Figure 3. The growth rate γ and the variance σ2 for the product
of type n−(tj)n+(τj) discussed in §5.3, plotted against the mean
value 1/ρ of τj , for a fixed unit mean 1/p = 1 of tj .
It follows in particular that the invariant distribution is a generalised inverse Gauss-
ian — a fact discovered by Letac & Seshadri [26]. After some straightforward
manipulations, we deduce from Equations (1.23) and (5.14)
γ = −λ1
2
=
1√
ρ p
K0
(
2
√
ρ p
)
K1
(
2
√
ρ p
) .
Plots of γ and of the variance σ2 = λ21/4−λ2/2 against 1/ρ, for a fixed p, are shown
in Figure 3.
If we replace ρ by −ρ, we recover the model studied by Kotani in [24], §5,
Example 1, for which the Lyapunov exponent may be expressed in terms of a
Hankel function.
5.4. Products of the type n− a1. The matrices are lower triangular in this case;
the diagonal entries depend only on the a1 component, and so the calculation of
the generalised Lyapunov exponent is trivial. For instance, if tj is exponentially
distributed with mean 1/p, we deduce directly from the definition (1.3) that
Λ(2`) = − ln
(
1− `
ρ
)
for Re ` < ρ .
This simplification manifests itself in the fact that, as can be seen from the entries
of Table 3, the inverse of the transfer operator
T −1` =
(
1− 1
ρ
A1
)(
1− 1
p
N−
)
and hence also its adjoint A` are both first-order differential operators:
T −1` =
[
1 +
1
ρ
(
s
d
ds
+ `+ 1
)](
1 +
is
p
)
, A` =
(
1− is
p
)[
1− 1
ρ
(
s
d
ds
− `
)]
.
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Despite such simplicity, it turns out that the perturbative approach does not
produce the correct result in this case. The Dyson–Schmidt equation
df0
ds
+
ρ
s+ ip
f0 = 0
is readily solved by separating the variables:
f0(s) = c(s+ ip)
ρ
for some constant c. But this function cannot be the Fourier transform of a prob-
ability density. We are in a situation where there is no measure on the Fursten-
berg boundary invariant for this product. The probability distribution on SL(2,R)
corresponding to this random product fails to satisfy Furstenberg’s “strong irre-
duciblity condition”. This condition says that the smallest subgroup containing
the distribution’s support, acting on R2, should not leave invariant a finite union
of one-dimensional subspaces [16]; without it, and without some other conditions,
the existence of an invariant measure cannot be guaranteed. We refer the reader
to [3], Theorem 4.1 and Proposition 4.3, for a useful list of such conditions.
If one changes the probability distribution so that it is now −τj that is exponen-
tially distributed with mean 1/ρ then the generalised Lyapunov exponent does not
change but the invariant measure does exist. Indeed, this change is tantamount to
replacing ρ by −ρ in the Dyson–Schmidt equation; the solution is now given by
f0(s) =
c
(s+ ip)ρ
and, after normalisation, we recognise the Fourier transform of a gamma density.
We can use the recurrence relation (1.20) with
v0 = δ and B = −1
ρ
I
and the perturbative approach produces the correct result
λ1 = −1
ρ
and λ2 = 0 .
6. Realisation on the hyperbola
For the diagonalisation of T` with respect to the subgroup A1, it is convenient
to work with the realisation on the two-branched hyperbola of equation
x2 =
1
|x1| .
To every v ∈ V`, we associate the function v˜ : R∗ → C defined by
v˜(x) := v
(
x√|x| , 1√|x|
)
.
We denote by Q the operator that assigns v˜ to v and define the space V˜` of complex-
valued functions on R∗ by Equation (2.1). By making use of the identity
v˜(x) = |x|−` v(x, 1)
we easily deduce the following from Lemma 4.1:
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Lemma 6.1. For v˜ to belong to V˜`, it is necessary and sufficient that both the
functions
R∗ 3 x 7→ |x|` v˜(x) and R∗ 3 x 7→ |x|` v˜(1/x)
be smooth.
In particular, if v˜ ∈ V˜`, then the limits
lim
x→∞ |x|
−` v˜(x) and lim
x→−∞ |x|
−` v˜(x)
exist and are equal. Furthermore, the limit
lim
x→0
|x|` v˜(x)
also exists.
The map Q : V` → V˜` is bijective and the representation T` is realised on the
space V˜` via Equation (2.2):
(6.1)
[
T˜`(g)v˜
]
(x) :=
∣∣∣∣ (ax+ c)(bx+ d)x
∣∣∣∣` v˜(ax+ cbx+ d
)
.
From now on, we shall omit the tilde.
We remark that the measure dx/|x| is invariant under the action of the subgroup
A1. The corresponding multiplier is given by the formula
σA1(x, g) :=
|x|
|x · g|
d
dx
(x · g) =
∣∣∣∣ x(ax+ c)(bx+ d)
∣∣∣∣
and so the realisation on the hyperbola may also be expressed as
(6.2) [T`(g)v] (x) = σA1(x, g)
−` v(x · g) .
6.1. The adjoint. For every v ∈ V` and every f ∈ V`∗ , we deduce from the
asymptotic behaviours found above that
|x| f(x) v(x) −−−−→
|x|→∞
C and
1
|x|f(x) v(x) −−−→x→0 c
for some constants c and C depending on f and v. It follows that f may be identified
with the continuous linear functional defined on V` by
(6.3) v 7→
∫
R∗
f(x) v(x)
dx
|x| =: 〈f |v〉 .
Hence
V`∗ ⊂ V ∗` .
It is then readily verified by direct calculation that the adjoint of T` with respect
to this inner product is given by
(6.4) [T ∗` (g)f ] (x) = σA1(x, g
−1)−`
∗
f(x · g−1)
=
∣∣∣∣ (dx− c)(a− bx)x
∣∣∣∣`∗ f (dx− ca− bx
)
.
The appropriate Hilbert space for the realisation on the hyperbola is thus
H :=
{
v : R∗ → C :
∫
R∗
|v(x)|2 dx|x| <∞
}
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equipped with the inner product (6.3). In this realisation, V` ⊂ H only if Re ` < 0.
The sequences
{e`∗,m}m∈Z ⊂ V`∗ and {e`,n}n∈Z ⊂ V`
constitute a bi-orthogonal system for this inner product.
6.2. Realisation in Mellin space. In order to diagonalise with respect to the
subgroup A1, we work with the realisation on the hyperbola. First, we assign, to
every v ∈ V`, the pair
(v+, v−) : (0,∞)→ C2
where
v+(x) := v(x) and v−(x) := v(−x) , x > 0 .
We can assert that there exist constants c and C, depending only on v, such that
v±(x) ∼ C x` as x→∞ and v±(x) ∼ c x−` as x→ 0+ .
It then follows that the Mellin transforms
v̂±(s) :=
∫ ∞
0
dxxis−1v±(x)
exist, in the classical sense, in the strip
(6.5) Re ` < Im s < −Re ` .
We put
v̂ := (v̂+, v̂−)
and denote by Q the operator that assigns v̂ to v. We may then obtain a new
realisation T̂` of T` in the space
V̂` := {Qv : v ∈ V`}
by setting
T̂`Q = QT` .
We call this the realisation in Mellin space. In particular, for
g =
(
e
t
2 0
0 e−
t
2
)
,
we have
[T`(g)v]± (x) = v±
(
etx
)
for x > 0 .
We readily deduce [
T̂`(g)v̂
]
(s) = e−ist v̂(s)
and so this realisation is indeed diagonal with respect to the subgroup A1.
We have defined the Mellin transform v̂± in such a way that it is, for s real,
the Fourier transform of the function R 3 t 7→ v±(et). Parseval’s formula for the
Fourier transform then leads to the identity
(6.6) 〈f |v〉 :=
∫ ∞
−∞
dx
|x| f(x) v(x) =
1
2pi
∫ ∞
−∞
ds
[
f̂+(s) v̂+(s) + f̂−(s) v̂−(s)
]
and we shall use the right-hand side as the definition of the inner product in V̂`.
This choice ensures the bi-orthogonality of {ê`∗,m}m∈Z and {ê`,n}n∈Z.
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(K v)± (s) = ± 12 (`+ 1− is) v±(s+ i)∓ 12 (`+ 1 + is) v±(s− i)
(A1v)± = −is v±(s)
(A2 v)± (s) = ± 12 (`+ 1− is) v±(s+ i)± 12 (`+ 1 + is) v±(s− i)
(N+v)± (s) = ± (`+ 1 + is) v±(s− i)
(N−v)± (s) = ± (`+ 1− is) v±(s+ i)
Table 4. Infinitesimal generators associated with the realisation
of T` in Mellin space.
It is interesting to examine the form that the e`,n assume when we go over to
the realisation in Mellin space: By definition,
e`,n±(x) =
(−1)n√
pi
(
1∓ ix
1± ix
)n(
x+
1
x
)`
.
Hence
ê`,n±(s) =
(−1)n√
pi
∫ ∞
0
dxxis−`−1(1∓ ix)`+n(1± ix)`−n .
The value of this integral is given by Formula 6.2.35 in [13]:
(6.7) ê`,n±(s) =
(−1)n√
pi
e±i
pi
2 (`−is) B (−`+ is, −`− is) 2F1 (−`− n, is− `;−2`; 2) .
For ` ∈ {−1, −2, . . .} and n ≥ −`, the hypergeometric function in this formula may
be expressed in terms of the Meixner–Pollaczek polynomials [23]. An alternative
inner product may then be found that makes T̂−` unitary.
It would be tedious to write down T̂`(g) explicitly for an arbitrary g ∈ G; see
[41, 42]. For our purposes, we only need to know the infinitesimal generators
associated with the various subgroups, and these can be worked out by taking the
Mellin transform of the corresponding generator for T`. Thus, for instance, in order
to compute K̂, we use the fact that, for x > 0,
(Kv)± (x) = (Kv) (±x) = ±
[
`
2
(
1
x
− x
)
v±(x) +
1 + x2
2
v′±(x)
]
.
If we then multiply each of these identities by xis−1 and integrate over x, we obtain(
K̂ v̂
)
±
(s) = ±1
2
(`+ 1− is) v̂±(s+ i)∓ 1
2
(`+ 1 + is) v̂±(s− i) .
The other generators are listed in Table 4 where, as is our practice when there is
no risk of confusion, we have dropped the hats.
Although in principle this realisation should be advantageous for the study of
products involving the subgroup A1, the difference operators that arise have the
awkward feature that the increments are imaginary, whereas the auxiliary condition
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for the Dyson–Schmidt equation is that the solution should decay as the indepen-
dent variable s tends to infinity along the real axis. This makes it difficult to
identify the correct solution without resorting to the realisation on the hyperbola;
see [6] for examples of products of the type a1 a2. This difficulty is exacerbated
when we try to compute the next terms in the perturbation expansion.
7. Concluding remarks
In this paper, we have shown how the calculation of the Lyapunov exponent for
certain probability distributions on the group SL(2,R) can be carried out success-
fully by using a family of representations in a space of functions on the Furstenberg
boundary. The cases that we studied are of interest as models of one-dimensional
systems and led to simple formulae for the growth rate and the variance; we found
that the special functions that appear in these formulae are the same as those that
serve to express the basis functions in a suitable realisation of the representation
space. One can reasonably expect that the calculation of the generalised Lyapunov
exponent can be pushed further. Admittedly, the probability distributions consid-
ered here had very special features; in every case, essential use was made of the
univariate exponential distribution, and it is not clear why this distribution should
play a distinguished part in connection with SL(2,R).
Furstenberg’s theory applies to a large class of semi-simple groups. For exam-
ple, the Furstenberg boundary of the real symplectic group— which provides a
generalisation of SL(2,R) that is of particular interest in the context of disordered
systems— is the (isotropic) flag manifold [4]. The so-called “degenerate principal
series representations” are defined in spaces of functions on (parts of) that mani-
fold and bear some resemblance with the family of representations considered here;
they have been studied by Lee [25], following ideas put forward by Howe & Tan
[22]. Likewise, Vilenkin’s ideas are not restricted to the group SL(2,R) and have
been developed extensively in recent years [42, 43]. One can therefore envisage the
existence of special functions associated with other semi-simple groups that might
be useful in the study of random products. It is apparent, however, that any ex-
tension of our results to larger groups would require a fairly detailed knowledge of
their representation theory, as well as a high level of computational skill.
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