Teaching foreign languages at distance is now becoming widespread; so is the need for evaluating online language courses. This article discusses an example of a framework that was applied to evaluate an online English as a foreign language (EFL) course at a Middle Eastern university. The development of the framework investigated areas of interest specific to the given school context: level of student engagement, student perceptions, and learning outcomes. This case study followed a mixed method design. Accordingly, the data discussed are both qualitative and quantitative.
INTRODUCTION

Evaluation of Language Curriculum and Distance Learning: Review of the Literature
As is the case with most new courses, stakeholders want to know whether a new course meets expectations. However, stakeholders sometimes may not know the course meets expectations because of the novelty of the teaching approach or the nature of the course itself. This was the case with the English-as-a-foreign-language (EFL) pilot course described in this article. This course was the first distance language teaching experience for the school, and the central question school personnel posed was whether the course was effective enough. To identify specific areas of inquiry, we turned to the existing literature on the evaluation of language curriculum and distance learning. A synthesis of this literature became a guiding framework for the present study. This framework served as a springboard for the research questions and methods of investigation.
The five language curriculum evaluation approaches reviewed here have more similarities than differences. Nunan's (1988) framework of the evaluation of language curriculum consists of three major components: (a) the planning process, (b) implementation, and (c) assessment and evaluation. The planning process is further broken down into the effectiveness of needs analysis and appropriateness of content. The implementation part addresses the appropriateness of methodology, resources, and effectiveness of teachers' and learners' behaviors. The assessment and evaluation component concerns the assessment of the quality of students' progress and course evaluation. Brown (1995) sees language curriculum evaluation in terms of needs analysis, objectives, testing, materials, and teaching. Each of these components is evaluated from the viewpoint of effectiveness (i.e., the degree to which the program or course adequately fulfills its purpose), efficiency (i.e., the degree to which the program or course is cost effective), and attitudes (i.e., perceptions of all parties involved in the program or course).
Last but not least, Graves (2000) identifies the following components in her framework: (a) goals and objectives (must be realistic, appropriate, and achievable); (b) course content (must meet students' needs, be comprehensible, and focused); (c) needs assessment (must provide appropriate information); (d) course organization (must be conducive to students' positive perceptions of the course flow), and (e) materials and methods (must be relevant, engaging, and appropriate for the teacher's and learners' roles), learning assessment plan (must be consonant with objectives and transparent to students), and course evaluation plan (students are involved in evaluation, and it is useful).
In addition to the components of the evaluation, one needs to consider who is involved in the evaluation. The "who" of the evaluation process ideally should represent multiple perspectives (Brown, 1995; Graves, 2000; Nunan, 1988; Richards, 1990) . A thorough approach to evaluation involves all parties directly and indirectly related to the language program or course: learners, teachers, developers, administrators, various other stakeholders, and outside experts.
The evaluation should be conducted during the development of the program (formative evaluation) and at the end (summative evaluation) (Brown, 1995) . Formative and summative evaluations fulfill different functions. The former concerns the ongoing flow of the course so as to remedy problems as they occur, whereas the summative evaluation helps form a bigger picture of the effectiveness of the curriculum.
How a language curriculum is evaluated is again dependent upon the goals of the evaluation. The wider the variety of measurement instruments and techniques, the more complete the picture of the program. These instruments can be categorized according to the nature of data they collect: quantitative or qualitative. Examples of instruments that gather quantitative data include course-specific tests, standardized tests, surveys, and students' course grades, either teacher assigned or based on self-evaluation (Brown, 1995; Graves, 2000; Nunan, 1988) . Qualitative data can be collected by means of students' journals; interviews with teachers, students, and administrators; observations; open-ended questionnaires; focus groups; and the like (Brown, 1995; Graves, 2000; Nunan, 1988) .
Due to the fact that the evaluation frameworks discussed above have been designed for traditional classroom environments, they do not account for specific conditions of distance courses such as technical aspects of the course, the lack of face-to-face (F2F) contact, the differing nature of interaction with the teacher and classmates, among others. Hence, to complement the frameworks above, research and practices from distance education have also been brought into this study.
A few organizations working to ensure the quality of online instruction have devised guidelines and standards for distance courses. Among those are the Institute for Higher Education Policy (Phipps & Merisotis, 2000) , the Indiana Higher Education Telecommunication System (1999), the Western Cooperative for Educational Telecommunications (1995) , and the American Distance Education Consortium (2003) . As with the five frameworks for language curriculum evaluation, there is a significant degree of overlap among the four distance learning evaluation frameworks.
Of the four documents of these four organizations, Quality on the Line: Benchmarks for Success in Internet-Based Distance Education (Phipps & Merisotis, 2000) serves as the major framework for this study for a number of reasons. This document has been created through the direct support of the National Education Association and Blackboard, Inc. and is meant to be used by educational policymakers, school administrators, accrediting organizations, and faculty to ensure the quality of online education. The list of benchmarks in the document is the result of an extensive literature review on effectiveness of distance learning, which has been further modified and validated through the surveys and interviews with faculty, administrators, and students of six major US institutions offering distance-learning courses. The document, thus, is supported by rigorous research, has been motivated by respected stakeholders with invested interests, is relatively up to date, and is simple to follow.
The 24 benchmarks identified in the document are divided into seven categories: institutional support, course development, teaching/learning, course structure, student support, faculty support, and evaluation and assessment (Phipps & Merisotis, 2000) . These categories in many ways correspond to the criteria mentioned in the frameworks for language curricula above.
The final framework for the evaluation of the pilot EFL course (see Table 1 ) is a synthesis of the literature above as well as the consideration of the interests of the stakeholders. The final areas of inquiry of this particular case study included students' level of engagement in the online environment, their perceptions, and learning outcomes. 
RESEARCH QUESTIONS
Given the evaluation framework in Table 1 , the following research questions were identified:
1. What is the students' level of engagement in the online environment? 2. What are the student perceptions of the course? 3. What are the students' learning outcomes? 3.1 How well did the students perform as measured by grades on course assignments? 3.2 How well did the students perform as measured by course-specific examinations? 3.3 What are the students' gains in English proficiency as measured by the TOEFL?
METHODOLOGY
Pilot Course and Setting
The pilot EFL course was created for the students attending a higher education school (henceforth, the Institute) located in a Middle Eastern non-English-speaking country where a large population of young people do not have access to higher education due to the political situation in the country. Hence, the primary mission of the Institute is to provide quality higher education to this underserved population. However, lately the efforts of the Institute have been seriously hindered to the extent that the Institute's facilities have been closed down and appropriated for other uses. The Institute decided to transition to an online format with English being the main medium of instruction. The setting thus had clearly defined limitations: the lack of proper equipment for the completion of online assignments, poor internet and telephone connections, constant interruptions of the course schedule for logistical reasons, inability to screen students by their English proficiency levels, just to name a few. In addition, due to the fact that the school is a nonprofit organization, most of the EFL tutors were volunteers either limited by the time they could dedicate to the course or with limited EFL teaching expertise.
The online course was offered September 2005 through February 2006. Needs analysis was limited mostly to consultations with selected Institute faculty who helped identify areas of emphasis for the course. The primary audience for the course was defined as lower intermediate EFL students.
The course contained 8 modules and lasted 20 weeks. Its content was delivered through a series of companion CD-ROM and via Moodle. Each module on the companion CD-ROM included 5 lessons: Listening, Reading Strategies, Reading Practice, Grammar, and Writing with vocabulary being introduced and reinforced in the Listening and Reading lessons. The Moodle environment provided additional assignments for each module, such as paragraph writing, asynchronous forum discussions, journal postings, crossword puzzles, glossary postings, and online search activities. The students could also use Moodle to post course-related questions, email their tutors, check on their grades, and perform other organizational activities. Online tutors were available to provide feedback on written assignments, facilitate weekly phone conversations, and help with any other instruction-related questions. A designated Institute faculty member and an outside instructional technology expert provided additional organizational and technical support to the students.
Briefly stated, the course had the following instructional objectives, which were tested on the midterm and final exams: (a) write paragraphs in seven rhetorical styles; (b) read Eng-lish texts at the intermediate level applying the strategies of prediction, scanning, skimming, and inferencing; (c) recognize and use a minimum of 150 new words, and (d) recognize and use eight grammar topics with relative accuracy.
Participants
The participants were 43 college-level Farsi-speaking students residing in the same country but in different locations. As was mentioned above, the Institute could not afford to place the students according to their proficiency levels. Hence, all the incoming students were placed in the pilot EFL course. The students were distributed into groups of 4 to 5 students, each with 2 to 3 tutors: a phone conversation tutor, a writing tutor, and a tutor providing feedback on forum discussions and journal postings. Some readers may note that the number of tutors assigned to such small groups of students is unusually large. As was mentioned earlier, most of the tutors, including experienced teachers, worked on a voluntary basis and could not dedicate much of their time to the course. To ensure that all students received quality instruction on academic writing-a major objective of the course-the same experienced tutors were distributed among the many student groups. Less experienced volunteers filled in the gaps for less demanding tasks, such as checking journal posts and forum discussions, as well as having informal phone conversations.
The paper-based TOEFL pretest revealed a wide range of proficiency levels among the students. To account for possible variations due to the proficiency differences, the students were statistically classified into three levels according to their pretest scores (see Table 2 ). One major factor motivating this division of the students into three levels is the effort to have as many students in each level as possible in order to assure greater statistical validity of the project. Another reason for this division was to create relatively homogenous groups based on language proficiency. The distribution across levels 1 and 2 achieved this goal; level 3, however, has the largest standard deviation (51.39) of the groups, due mostly to a few outliers-students whose scores varied widely from the mean.
Instruments and Data Collection
In line with the evaluation framework discussed above, the study adopted a mixed design involving both qualitative and quantitative methods. The students were informed of the confidential and voluntary nature of their responses. What follows is the description of the instruments employed in the study organized by the research questions.
Question 1: Students' level of engagement in the online environment
Because computer-tracked data were not available for technical reasons, the students' selfreported time spent per module was collected via eight formative surveys following each 2-3 week module. Completion of course assignments (this information was easily accessible at the Moodle course website) was also instrumental in identifying the students' level of engagement.
Question 2: Students' perceptions of the course
Three instruments measured student perceptions of various course features: (a) the eight formative surveys after the modules, (b) the summative survey at the end of the course, and (c) students' reflective journals at the end of each module. All the surveys as well as the journals were completed at the Moodle course website. The summative survey consisted of four parts: (a) course environment and organization, (b) quality of teaching, (c) assessment, and (d) student support reflecting the format of the evaluation framework discussed above. The original survey consisted of 44 statements, of which 29 elicited quantitative data using a 5-point Likert scale from "Strongly Agree" to "Strongly Disagree." For logistical reasons, it was impossible to pilot the survey with a similar population. As a result, some closed-item statements had to be discarded after the survey was administered because the students' responses seemed contradictory to their follow-up open-ended responses.
No effort was made to identify whether the targeted perceptions loaded into the four corresponding factors. Collapsing students' distinct perceptions of specific course features to one number would defeat the purpose of the study to inquire about student perceptions of particular course features represented in individual survey statements.
Question 3: Students' learning outcomes
Students' outcomes were measured using: (a) the grades for all graded course assignments except for the exams, (b) the grades for the midterm and final exams, and (c) scores on the paper-based TOEFL pre-and posttests, which were not part of the grading system of this course, hence their optional nature. The tutors graded the course assignments using analytical rubrics (see grading rubrics in the Appendix). The researcher carefully validated the assignment grades of every student to ensure consistency in the tutors' grading. Most of the tasks on the midterm and final exams were multiple-choice items scored with a key. The open-ended tasks such as paragraph writing were graded by one person, who was also the codeveloper of the course and the author of the test itself. Similarly, most of the TOEFL test consists of multiple-choice items. The Test of Written English (TWE) (i.e., essay tasks), however, were graded with a holistic rubric on the scale of 0-6. Two professional English-as-asecond-language (ESL) instructors graded both the pre-and posttest essays (interrater reliability = .73). The scoring procedures were first calibrated using the TOEFL training materials. The students' names were coded to avoid possible bias.
RESULTS AND DISCUSSION
Students' Level of Engagement
The students' level of engagement in the course was measured by the number of hours they spent on each of the eight modules. The other aspect of engagement was the completion of the following assignments: (a) phone conversations, (b) forum discussions, (c) journals, and (d) writing assignments (paragraphs).
Because the formative surveys-the only source of information on time spent per module-were optional, not all students chose to respond to them (response rate = 37%). Hence, the results show only a rough estimate of this engagement measure (see Table 3 ). By the same token, there was no statistical reason to divide the results up by group. Given the high standard deviations for the mean time per day per module in Table 3 , one may need to exercise caution in making generalizations regarding the amount of time an average student spent on each module. These results, however, do indicate that there was a tendency not to spend more than 1 hour per day on the course. Another measure of students' level of engagement was their participation in four major types of assignments: phone conversations, forum discussions, journals, and writing assignments (see Table 4 ). For the purpose of this case study, the score each activity received is based on participation only (i.e., completion of the assignments), not the quality of the students' work (i.e., actual grade). Thus, the perfect score for the journals was 7, which corresponds to the total number of journal posts assigned to the students throughout the semester. The perfect score for the writing assignments was 6; phone conversations, 13; and forum discussions, 24. It should be noted, however, that the nature of participation in the forum discussions in the course was more complex than the other three assignments. This participation grade depended not only on making a forum post per se, but rather on addressing all the questions in the task when making a post and responding to a classmate. There are several possible reasons for this finding. First, phone conversations were cancelled on many occasions because the students had to travel to campus for a few days, and there was no way to make up for the missed telephone sessions. Second, some students felt uncomfortable speaking English on the phone. Although present, this factor was significant mostly during the first weeks of the course until the students gained some confidence in their abilities.
Forum discussions were the least favored assignments among the students. It was often the case that students made a forum post without fully completing the task: not addressing all the questions in the post or not responding to their classmates.
Students proved most active in journals and writing assignments. For the journals, the simplest of the four assignments, the students were required to post their reflections on the module they had just finished in as many words as they wished. Writing paragraphs, conversely, involved multiple steps, and each assignment had two due dates: one for the draft and the other for final version. Possibly due to this continuous involvement, writing assignments turned out to be the activity in which the students participated the most. Staying in close contact with the tutor while working on the two versions of each paragraph must have forced students to follow up on the assignments to the very end.
To sum up the results of the students' level of engagement, one could conclude that on average students did not spend more than 1 hour per day on the course throughout the semester. This issue will also be discussed from students' perspectives in the next section. Level of engagement in various assignments in the course seemed to depend on multiple reasons: logistics of course, technical obstacles, and the complex nature of assignments and their instructions that were reportedly not always clear. Finally, multiple drafts per assignment seemed to play a positive role in ensuring students' active involvement.
Students' Perceptions
The second research question addressed students' perceptions of various aspects of the course. While the study described in this article inquired into specific aspects of a course embedded in its unique setting, several of the student perception responses are not reported here because they would likely not be of interest to most readers. Only the results of general interest are discussed here. For the ease of reading, the perceptions are presented as positive statements, unlike in the original survey in which negative and positive perception statements were interspersed as recommended in the literature (Oppenheim, 1966; Henerson, Morris & Fitz-Gibbon, 1987; Fink, 2003) .
The survey was optional, which resulted in low (56%) response rate, especially among the lower level students. To ensure minimal statistical validity, Levels 1 and 2 were collapsed into one group (see Table 5 ). Overall, the students mostly had positive perceptions of the various aspects of the online course, the mean of all responses being 3.81 (SD = .97). However, a few aspects stand out as being somewhat less positively perceived: the due dates and workload were major concerns voiced by the students throughout the whole semester. The greatest number of comments brought up by the students in their journals and open-ended responses in the final survey were the due dates and amount of workload. The following are typical comments made by students:
The assignments were too much. Sometimes it became overwhelming. In my opinion due dates of assignments was not suitable and convenient for us.
Another comment worth mentioning here is the students' acknowledgement that as the course progresses, it becomes easier to handle its demands. the typing was too hard for me specialy at the [beginning] of the term. at first it [was] difficult but after 2 or 3 moduls it is easy. i should say the assignments [before] mid term [modules] was very much but after that it was better.
One may attribute this perception to the on-going improvement of the course that took place throughout the semester. The formative surveys, in particular, were instrumental in identifying such areas of improvement. However, the perception may also be due to an adaptation curve; the students had a lot to learn and change as they moved from a traditional F2F to a distance-learning environment. Felix (2001) reported an increase in positive perceptions by students in her web-based course as the semester evolved.
Two additional survey items that might be of interest here include the students' enjoyment of specific activities and their perceptions of improvement in six different language areas. Table 6 shows the students' ratings of various course activities. Phone conversations and, somewhat surprisingly, writing paragraphs turned out the most favored activities, unlike the two activities involving internet browsing. One typical comment the students mentioned about the internet activities concerned the overwhelming linguistic demands "[…] search in the internet was very hard because it had many hard words." Another possible reason for the relatively negative perception of this activity was the poor internet connection coupled with its high cost. Students' perceptions of their improvement in six language areas were for the most part positive with a slight exception for listening and vocabulary (see Table 7 ). One may notice, however, that this is not the case with lower level students (more discussion on this to follow). A few comments are in order in conclusion to this section of results. One interesting observation that emerges is the students' concern regarding the workload and due dates. The pilot course differed tremendously from what the students had previously experienced primarily in terms of the mode of course delivery. The students now had to do all the work outside of class, which, according to the course developers, had to constitute on average 10-12 hours per week. This figure, however, did not differ so much from what the students reported. Given their previous F2F learning experience, the students may have had somewhat differing expectations of their homework load. Obviously, making expectations of the course clear to the students may be one effective strategy to avoid such miscommunication and subsequent low student perceptions of the course.
There is also a seemingly consistent pattern in student perceptions in that the lower level students tended to perceive their improvement more positively than those of the higher level students. Although there are no statistically significant differences between lower and higher level groups across any of the language aspects listed in Table 7 (except for Grammar, independent t test p < .05), some open-ended responses from higher level students partly support this line of thought such as the following: I think my english does not improve any more it can be more difficult [a comment about the level of difficulty of course assignment] … but I think the grammer was so easy. I think we should study more important things in grammer part. I think despite the subject, all other parts of this module were weak. The grammar part was so easy and it was not new point in grammar. Writing and reading section didn't have any new thing either.
In fact, one student in her final comments suggested, "I think it's better the students should be classified. A plcement exam befor the beginning of the term may be helpful."
One explanation is possible in this regard. The course originally was designed for the students at the lower intermediate proficiency level, approximately corresponding to Level 2 of this particular population sample. The grammar aspects addressed as well as the level of difficulty of the reading, writing, and listening assignments might not have been challenging enough for some higher level students. On a more positive note, such student feedback provides insights and, in a sense, confirmations as to whether the course targets the proficiency level for which it was originally designed.
Learning Outcomes
The students' learning outcomes were identified in terms of their performance on the course assignments, course-specific examinations, and the TOEFL. The results are again categorized by student proficiency levels.
Students' performance on course assignments
The following graded assignments contributed to each student's course grade: (a) forum discussions (approximately two forum discussions per week), (b) weekly phone conversations, (c) journal entries (one every 2-3 weeks), and (d) five paragraphs written in different rhetorical styles (each paragraph had one draft and one final paper within 2-3 weeks) (see Table 8 ). For the purpose of this study, the first three assignments were graded on the basis of participation (i.e., completion only). The paragraphs were graded by means of an analytical rubric with a focus on content, discourse features, linguistic accuracy, and mechanics (the final paragraph rubric in the Appendix). In interpreting these seemingly poor course grade results, it is important to situate oneself in the particular setting of the course. Throughout the semester, the students had to be away from their homes to attend F2F sessions of their other classes for a week or two. Such trips occurred almost every month. During those days, students did not have access to computers, let alone the internet or their CD materials, to proceed with their course assignments. As a result, they either missed their assignments or were late, which also affected their grades. Another factor that had a strong effect on the students' level of engagement and assignment grades is the technical aspect of the course. Many students experienced problems with their computers, internet connections, or telephone lines. Finally, there was a wide range of proficiency levels in this course, which may have affected the motivation of those students who were on the extreme ends of the proficiency continuum.
It should be noted that the original grades reported here are lower than those officially given to the students. Many of the missed assignments were excluded from grading in the course because the students had no control over the obstacles such as the frequent trips to other F2F class sessions. Additionally, course grading had to take into account the other external factors mentioned above. These factors, however, constituted the real-life conditions under which the course would be run in the future as well. Hence, for the purpose of the study, those exceptions were not considered in order to have a clear view of students' performance. It is this view which essentially demonstrates the extent to which the many obstacles interfered with the students' performance and how the students, in turn, employed their study skills to work around those obstacles.
It appears that Level 1 students had the lowest grades and the greatest variability. These students often missed their assignments, were late submitting them, or submitted incomplete assignments. Since their English proficiency was the lowest of the four levels, this struggling on the students' part and their lower grades were not a surprise.
Students' performance on course-specific examinations
There were two exams in the course: a midterm exam halfway through the semester and the final exam. Both focused on the following areas covered within the given time period: (a) vocabulary, (b) grammar, (c) reading skills, and (d) writing skills at the paragraph level (see Table 9 ). One may notice that all students performed much poorer on the midterm exam than on the final exam, which is due to certain external disadvantaging factors surrounding the midterm test. As with selected course assignments discussed above, those factors were considered in students' actual grades by applying a grading curve.
Students' gains measured by TOEFL
Dependent t tests were conducted to identify whether the differences between the TOEFL pre-and posttests were significant. Table 10 shows the results for each section of the TOEFL, including the total score. One interesting finding is that Level 1 students showed significant gains in most of the skill areas. Regarding the lack of statistical significance of the other measurements, there may be several possible reasons. First, research has shown that the higher students' proficiency level, the less gain over time is expected (Swinton, 1983 ). It is not surprising then that most of the significant gains are observed with the students at the lowest proficiency level. Second, the standard error of measurement of the TOEFL test, which is approximately 13 according to the Educational Testing Service (2004), could have had some influence, too. Finally, a 20-week semester may be a relatively short period of exposure to language instruction to capture differences given the fact that the EFL pilot course was the only English course the students had.
Because there is a tendency for lower level students to have poorer learning outcomes than those at higher levels, follow-up independent t tests were conducted to test this emerging hypothesis. Indeed, the analysis showed that in four instances lower level students performed significantly poorer than higher level students: (a) Levels 1 and 2 assignment grades (p < .05) (Table 8) , (b) Levels 1 and 2 midterm exam grades (p < .0005), (c) Levels 1 and 2 final exam grades (p < .0001), and (d) Levels 2 and 3 final exam grades (p < .05) ( Table  9 ).
In terms of meeting students' long-term needs, that is, preparing them for academic demands in English, there is some initial evidence that the course is fulfilling its purpose. The gains measured by the TOEFL test seem promising, possibly more so for the lower proficiency students than the higher ones. In terms of meeting the course objectives, measured by the course exams, the results likewise appear hopeful. Once again, due to the logistical complications, the midterm grades may not be quite reliable. The results of the final exam, however, show that Level 3 and, to a lesser degree, Level 2 students have met the expected objectives. Obviously, no single measurement of students' progress can reliably determine their real improvement as is clearly established in the testing and measurement literature (Kubiszyn & Borich, 2003) . Yet, such findings do inform the Institute and course developers of some trends. In particular, the lowest level students evidently could not handle the course demands very effectively, which was not the original intent of the course developers.
CONCLUSION
The results and discussion above demonstrate how the proposed evaluation framework was applied to an actual online EFL course. A few concluding thoughts are in order regarding the application of this framework.
First, when it comes to evaluating distance foreign-language courses, a set of new important areas of inquiry emerge in addition to traditional questions asked about F2F language courses. Among these areas of inquiry are student support in the online environment, usability of the computer-based course materials, quality of interaction among tutors and students, assignments and grading procedures not typical of F2F classes, expectations of students' workload, and the like. In the case study described here, such factors turned out to be critical to the quality of the course. To ensure student success, developers and administrators of distance foreign-language courses may need to help students change their expectations and attitudes about the learning process in the online environment. In this sense, the proposed framework provided some interesting and helpful insights to the Institute and the course developers.
Second, the tradition of collecting both qualitative and quantitative data for course evaluation purposes has proved valid in the distance-learning environment. Many unexpected discoveries would have been overlooked if not for the qualitative aspects of the evaluation framework. Most of those findings shed light on the "whys" and "hows" of the problems and strengths of the course. In this sense, the combination of qualitative and quantitative data made the results of the course evaluation more holistic than fragmentary. At the same time, the interplay of these two types of data renders the results more reliable in that they can either support each other strengthening the validity of the claims or contradict each other, in which case researchers get a chance to revisit their claims.
Third, the framework accounts for both formative and summative evaluation of the course. Of interest, the most informative student feedback came through formative evaluation-journals, module surveys, and some forum discussions. Whether problems or successes, students voiced both most adamantly and exhaustively during the course, not at the end of the course. In fact, formative evaluation in this light is not necessarily a means to fix problems on the fly, which appears to be the original definition of the term (Brown, 1995) . Rather, it is a means to collect more reliable data pertinent to specific details of the course that occur at a specific time in the semester. Conversely, summative evaluation serves as a more distant-thus potentially less informative-but more global source of information. Brown (1995) further breaks down language curriculum evaluation into effectiveness, efficiency, and attitudes. This particular framework inquired into effectiveness in the form of student course grade/TOEFL gain scores and attitudes in the form of student journals and perception questions in surveys. This combination was invaluable in that what appears effective through traditional psychometric measures may not appear effective in students' opinions, or vice versa. A possible drawback of the current framework, however, is its inability to inquire into efficiency of the course, that is, to what extent it is cost effective for students, tutors, and the school.
Another area of improvement in the evaluation framework is the addition of multiplicity of voices. Only students expressed their thoughts on the quality of the course in this study. Tutors, course developers, administrators, and technical assistants did not have an opportunity to voice their opinions because of the design of the study.
Finally, there are many other aspects of the EFL course that have been left out from the evaluation framework. Among them are the appropriateness of course objectives for the long-term goals of the school, institutional support such as the security of the online environment, and the satisfaction of the school. In other words, while the proposed framework has some proven strengths, it is certainly marked with many limitations which inevitably depend on the specific areas of inquiry of the researcher. 
