ABSTRACT. We investigate the information ratio of graph-based secret sharing schemes. This ratio characterizes the efficiency of a scheme measured by the amount of information the participants must remember for each bits in the secret.
Introduction

Motivation and notion
In a secret sharing scheme some sensitive information-i.e., the secret-is distributed among a finite set of participants P in a system in such a way that only some predefined subsets can recover it from the shared pieces. The distinguished subsets of participants are called qualified subsets, the collection of all qualified subsets is called an access structure, and denoted by A. Additionally, we suppose that non-qualified subsets cannot learn anything about the secret.
Let us note, that we can suppose that A is monotone, since the access structure can be described by its minimal elements. In this work we examine graph based schemes, where the size of the minimal qualified subsets is two. In other words, there is a one-to-one correspondence between the access structure and a graph, where the vertices are indexed by the participants, and a subset A is qualified if there is some edge between the respective vertices.
One interesting quantity related to a secret sharing is the information ratio measuring the amount of information the participants have to store related to the size of the secret.
One of the most important and relevant problems in this topic is to prove the exact value or at least some non-trivial bounds for the information ratio of any particular graph-class.
Related work and our contribution
Secret sharing was first introduced in two independent fundamental papers by B l a k l e y [1] and S h a m i r [14] based on finite dimensional vector spaces and polynomials over finite fields, respectively. On one hand, the information ratios of several small graphs are determined, like graphs up to six vertices [3, 4, 11, 13, 19, 20] and of some graphs with at most ten vertices [10, 12, 15, 16, 21] . On the other hand, in addition to the case of small graphs, exact values for the information ratios of some general families of graphs are proved as well, like hypercubes and d-dimensional lattices [5] , trees [9] , recursive constructions [2] , special unicyclic graphs [12] , graphs with large girth [8] or graphs with large girth and no adjacent vertices of high-degree [7] .
The typical method for proving exact information ratios is to give upper and lower bounds that coincide. However, it is hard to predict which bound is harder to prove. To illustrate this phenomenon, we investigate two graph classes with many leaves, in either of them one direction is simple, but the other needs more sophisticated ideas.
Note that different degree 1 neighbors of a given vertex are equivalent from the secret sharing point of view (i.e., the respective participants can get the same share), hence we can suppose that every vertex has at most one leaf.
The first main result is to determine the exact information ratio for a large family of unicyclic graphs for which the lower bound is non-trivial. Let S n denote the n-sunlet graph on 2n vertices composed of a cycle C n and a 1-factor between the vertices of C n and the remaining independent vertices. (Note that the case of a cycle with less leaves is partially covered in [12] .) Ì ÓÖ Ñ 1.1º For every n ∈ N, n > 1 the information ratio of the n-sunlet graph S n is 2.
On the other hand, we prove the non-trivial upper bound for the information ratio of another family of graphs by using the weighted decomposition method of S u n and C h e n [19] . Furthermore, we show that in some cases this bound is optimal. Let K l n denote a graph on n + l vertices composed of a complete graph K n on n vertices and a one-factor between any l of its vertices and the remaining l independent vertices (i.e., the leaves). 2 is a trivial upper bound for these graphs. We determine the exact information ratio if l is at most two, and give non-trivial upper bounds strictly smaller than 2 in the case of l ≤ 4.
Particularly, if l = n, then this coincides with the cases examined by C s i rm a z [6] . For this graph class, the author showed that there is no linear secret sharing construction that matches the lower bound given by the entropy method. It was showed that for n = 2, n = 3 the lower bound is strictly less than 2.
Results on the information ratio of graphs with many leaves
Definitions and methods
Let a finite set P be called the set of participants and let A ⊆ 2 P be an increasing monotone set of subsets called access structure containing the qualified subsets. For a given access structure, we can define a secret sharing related to this set-system: Ò Ø ÓÒ 2.1º A perfect secret sharing S realizing the access structure A is a collection of random variables ξ i for every i ∈ P and ξ s with a joint distribution such that
Note that, as a consequence of the monotonicity of A, the minimal elements are able to describe the whole access structure. In this paper we investigate a special case, in which the size of every minimal qualified subset is two. In this case a graph G = (V, E) can describe A with V = P and E = min A. For the sake of simplicity, we use the notation uv for an edge {u, v}.
The efficiency of a given secret sharing scheme is characterized by the size of the largest share the participants store related to the size of the secret. This quantity is called information ratio. The size of a discrete random variable ξ is traditionally measured by its Shannon entropy, denoted by H(ξ). The precise definition is the following: Ò Ø ÓÒ 2.2º Let G be a graph describing the access structure A. Then the information ratio of the graph G is
where the infimum is taken over all perfect schemes S realizing A.
The most frequently used method for proving lower bounds for the information ratio is the so-called entropy method introduced by B l u n d o et al. [3] . The method is based on some basic properties of the Shannon entropy and the secret sharing and can be summarized in the following way. For every subset A of the participants let the following define real-valued function f :
By this notation, the information ratio is the maximal value in {f (i) : i ∈ P}. Using the standard properties of the entropy function, it is easy to show that the following so-called Shannon inequalities hold for all subsets of the participants: 
A is an independent set and B is not, then f (A) + 1 ≤ f (B) (strong monotonicity);
Now, the goal is to prove that for any real-valued function f satisfying properties (a)-(e), for some participant i, f (i) ≥ r. Since functions coming from secret sharing schemes also satisfy these properties, the information ratio is also at least r. The drawback of this general method is that the LP problem arising from all the Shannon inequalities is ill-conditioned, hence one needs to observe some symmetries or structural properties in order to reduce the size of the problem.
Every secret sharing construction yields an upper bound for the information ratio. More specifically, every covering of the graph G with arbitrary graphs yields an upper bound as a consequence of the pioneering work of S t i n s o n [18] . In particular, if the covering uses only complete multipartite graphs, and every vertex is covered by at most p graphs and every edge is covered by at least
ON THE INFORMATION RATIO OF GRAPHS WITH MANY LEAVES
e graphs then σ(G) ≤ p e . S u n and C h e n [19] generalized this technique for weighted graphs. A weighted graph G is a graph with the weight function
We can define secret sharing in weighted graphs. w G is the number of different secrets, and participants corresponding to an e edge can recover w G (e) secrets out of the w G secrets.
As In a weighted secret sharing we have not just one but w G secrets. Each pair of participants can recover w G (e) secrets if they are adjacent, and the independent sets have no information about any of the secrets.
Ò Ø ÓÒ 2.3º A weighted secret sharing S realizing a graph G is a collection of random variables ξ 1 , ξ 2 , . . . , ξ |P | , ξ s 1 , . . . , ξ s w G with joint distribution such that
Furthermore, we will suppose that the entropies of the secrets are equal, i.e.,
H(ξ s 1 ) = · · · = H(ξ s w G ). The weighted information ratio of a participant v in a weighted secret sharing realizing graph
We construct a weighted secret sharing on the above graph G w . Let F be a finite field. Let s 1 , s 2 ∈ F be two different secrets and r 1 , r 2 , r 3 ∈ F be three random field elements. The shares of the participants are the following: It is easy to check, that for all e ∈ E, the participants corresponding to e can recover w G (e) secrets, and independent vertex sets have no information about the secrets.
A graph decomposition for weighted graphs can be generalized in the following way Ò Ø ÓÒ 2.4º Let G = (V, E) be a graph. A λ-weighted decomposition of G consists of a collection of weighted graphs {G 1 , ldots, G k } such that the following requirements are satisfied:
We will use the following generalization of the decomposition theorem of Stinson for weighted secret sharing schemes:
Ì ÓÖ Ñ 2.5 (Weighted decomposition theorem, S u n and C h e n 2002)º
Let G be a graph of access structure on n participants, and suppose that {G 1 
, . . . , G t } is a λ-weighted decomposition of G. Assume that for each weighted graph G i there exists a perfect secret sharing scheme with weighted information ratio R v,i for each v ∈ V. Then there exists a perfect secret sharing scheme S for G with information ratio
σ S (G) = max v∈V t i=1 R v,i λ .
n-sunlet graphs
Let C n denote the cycle of length n and let S n denote the n-sunlet graph on 2n vertices composed of a cycle C n and a 1-factor between the vertices of the cycle and the remaining independent vertices. See the following example of the 9-sunlet graph S 9 as an illustration:
Solving the LP of the entropy method gives 2 as a lower bound for S 4 . We prove that the information ratio is 2 for S n if n ≥ 4.
Ì ÓÖ Ñ 2.6º σ(S n ) = 2 for every n ∈ N, n ≥ 4. P r o o f. To prove the statement, we have to prove that 2 is both the upper and the lower bound. First we prove the upper bound. We give a graph covering of S n with complete bipartite graphs, such that all edges ate covered once and all vertices are covered at most twice. Let u 1 , . . . , u n denote the vertices of the cycle of S n and v 1 , . . . , v n denote the leaf vertices such that u i and v i are adjacent.
Cover the vertex set {u i , u i+1 , v i+1 } with a path of length two for all 1 ≤ i ≤ n (i.e., with special complete bipartite graphs). It is easy to see that all edges are covered exactly once, the vertices of the cycle are covered twice and the leaf vertices are covered once.
Let us note, that it is easy to construct a covering yielding the same upper bound for any unicycle graphs, i.e., graphs containing only one cycle.
To prove the lower bound we use the entropy method. First, a simple argument for a small subgraph of S n is needed: Note that the assumptions of the strong monotonicity property are fulfilled twice, hence we get:
On the other hand, from the strong submodularity for two subsets of vertices, we get:
Finally, four instances of the submodularity property give
The addition of the above eight inequalities gives the statement of the lemma.
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It is easy to check that if we use the optimal secret sharing for G 1 , G 2 , G 3 , G 4 , then the leaves are covered twice, and all the other vertices are covered c + 2 times. Hence the information ratio for K l n is at most c/2 + 1. Remark 2º A simple consequence of Lemma 2.8 is that if the information ratio is smaller than 2 for K l l+1 , then it is smaller than two for 
Ä ÑÑ 2.12º σ(K
P r o o f. S u n and C h e n [19] showed that σ(K It is easy to check that both the edges of the K 4 and the leaf edges are covered 16 times. The weighted graphs cover the leaves 9 times, and the vertices of the K 4 24 times, hence all the vertices are covered at most 31 times. This proves that 31/16 is an upper bound indeed.
A similar but more complicated construction gives the upper bound 49/25 for K 4 5 , the construction can be found in Appendix A. Lemma 2.8 proves that 99/50 is an upper bound for K 4 n , n ≥ 6. Lemmas 2.10, 2.11, 2.12 and 2.13 together finish the proof of the theorem.
Conclusion
We examined the information ratio of two graph classes with many leaves, the sunlet graphs and complete graphs with leaves. In the case of the sunlet graphs, the upper bound was trivial, and the lower bound was tricky, however in the case of the complete graphs with leaves, the lower bound was just calculated with the LP, and the secret sharing constructions were harder to find. In the former we used the usual entropy method. In the latter we defined a new weighted graph and used the weighted graph decomposition from S u n and C h e n [19] . 
