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Abstract Deblurring images of dynamic scenes is
a challenging task because blurring occurs due to a
combination of many factors. In recent years, the use of
multi-scale pyramid methods to recover high-resolution
sharp images has been extensively studied. We have
made improvements to the lack of detail recovery in the
cascade structure through a network using progressive
integration of data streams. Our new multi-scale
structure and edge feature perception design deals with
changes in blurring at different spatial scales and enhances
the sensitivity of the network to blurred edges. The
coarse-to-fine architecture restores the image structure,
first performing global adjustments, and then performing
local refinement. In this way, not only is global correlation
considered, but also residual information is used to
signiﬁcantly improve image restoration and enhance
texture details. Experimental results show quantitative
and qualitative improvements over existing methods.
Keywords image deblurring; dynamic scenes; multiscale; edge features
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Introduction

Blind deblurring of dynamic scenes is a basic low-level
ill-posed inverse task in computer vision, its purpose
being to recover sharp images from blurred images,
with or without estimation of the unknown nonuniform blurring kernel. Proposed solutions to this
problem may be based on traditional image processing
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or neural networks. One approach simpliﬁes the
problem by approximating the non-uniform blurring
by uniform blurring, and restores the ground truth
image and blurring kernel. However, due to the
irregular motion oﬀset trajectory in space, this cannot
be generalized to true blurring. Therefore, much
research has considered non-uniform blurring [1–5],
and extended the degrees of freedom of the blurring
model from uniform to non-uniform. In order to
limit the solution space for non-uniform blurring,
many natural image priors [6–8] have been proposed
for regularization, but they still only consider nonuniform blurring caused by simple camera rotation
and in-plane translation, which are certainly not
enough to provide sharp images and blurring kernels.
Image quality degradation caused by blurring can
be represented by a mathematical model:
B = KS + n
(1)
where B and S are the blurred image and the
sharpened image respectively. K is an unknown or
known blurring kernel, that is, a blurring matrix.
Each row is a local blurring kernel, which is combined
with the sharp image to generate blurred pixels.
n is additive noise. Since deblurring has a large
solution space, K or B is generally constrained to
simplify the problem of ﬁnding of S. In the past,
traditional dynamic scene deblurring was generally
done by using accurate image segmentation [9] or
motion estimation [10]. Kim et al. proposed joint
segmentation of non-uniform blurred images based
on an energy model. They estimate the nonlinear
blurring kernel within segments and use parameter
sharing. A groundbreaking addition of a non-static
background reduces dynamic scene deblurring into
a local deblurring problem. However, introducing
other additional data processing causes the blurring
kernel originally estimated to deviate further from
the true blur kernel. Errors in the estimated blurring
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kernel cause undesirable ringing artifacts. In order
not to add redundant information, Kim and Lee
approximated the blurring kernel as locally linear,
so that the motion ﬂow and latent image can be
estimated at the same time. Thus, a non-segmented
method was proposed to deal with this problem.
With the rapid development of deep learning,
neural networks have been widely used in image
processing [11–13]. For the problem of image
deblurring, they were ﬁrst used for non-blind
deconvolution [14]. Xu et al. [15] removed blurring
by restoring the sharp image with a given blurring
kernel. They used separable kernels that can be
decomposed into ﬁlters to form a deconvolution CNN.
In Ref. [16], coarse-to-ﬁne stacked multiple CNNs
are used to simulate iterative optimization, where a
blurred image synthesized by a uniform blurring core
is used for training due to lack of pairs of real blurred
images and corresponding sharp images. In Ref. [17],
a classiﬁcation convolutional neural network is used
to estimate the local linear blurring kernel.
In recent years, people have proposed parametric
models based on deep convolutional neural networks
(CNNs) to replace image formation models. In order
to obtain pairs of blurred images and sharp images
for network training, Schuler et al. [16] used Gaussian
blurring of sharp images from the ImageNet dataset
[18], and proposed a blind deblurring algorithm based
on a CNN. Feature extraction, kernel estimation,
and latent image estimation steps were carried
out in a coarse-to-ﬁne iterative manner.
The
method in Ref. [19] predicted the deconvolution
kernel in the frequency domain; both blurring kernel
prediction and image prior are based on early learning
methods. The models generated by these methods
can be trained to simulate the nonlinear relationship
between blurred images and ground truth, eﬀectively
overcoming the limited representative ability of
traditional image processing methods to describe
dynamic scenes.
Generative adversarial networks (GANs) are also
used for deblurring because they have advantages in
preserving detailed edges and generating approximate
images. Kupyn et al. [20] used CNNs as a generator
and discriminator, and calculated the loss through
content loss and adversarial loss. On this basis, they
improved the network [21], and proposed a generative
confrontation network based on a feature pyramid
network and a discriminator with least square loss.
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In order to use ﬁne image information as a feature
aid, a multi-scale network structure is used for blind
image deblurring, extending the coarse-to-ﬁne scheme
to deep CNN methods [22–24], which ﬁrst restore the
potentially sharp image at the coarse scale, and then
use it for the ﬁne scale. In addition to the recent use
of independent feature extraction layers on network
structures of diﬀerent scales [23], there have been
works on sharing network parameters in multi-scale
pyramids [24] or other ways of sharing parameters
[22]. However, the use of deep network deblurring
still has great challenges before it can be applied.
In order to inherit ideas from traditional coarse-toﬁne optimization methods, most multi-scale networks
use a large number of training parameters. Even if
the number of parameters is reduced by parameter
sharing, skip connections, and other methods, multiscale methods have two main limitations.
Firstly, in order to maintain the integrity of blurred
edges of objects and sensitivity to large-scale blurring,
the network generally employs a large ﬁlter and
excessively stacked convolutional layers. But this
comes at the cost of the number of parameters and
the speed of inferencing: the calculation cost and
memory consumption are greatly increased.
Secondly, past experiments have shown that in
multi-scale modules, the introduction of coarser
or ﬁner scale space inputs to further train model
parameters does not improve the overall deblurring
performance of models: simply increasing the spatial
scale does not lead to better results.
Taking current deep learning deblurring approaches
into account, this paper proposes a method of
progressive dynamic scene deblurring. We combine
a multi-scale architecture and an encoder–decoder
structure to construct a nonlinear function, and
then use the residual information in the image to
further optimize the results, to overcome the above
limitations. Multi-scale methods are widely used
to recover sharp images from blurred images in a
coarse-to-ﬁne manner. It is diﬃcult for a single
deep network to directly generate sharp images from
severely blurred images. We speculate that it is
much easier to recover a sharp latent image from
a slightly blurred image than from a strongly blurred
image. Recently, Park et al. [25] veriﬁed this idea
using a benchmark dataset and an iterative method.
Therefore, the task is treated as a gradual process,
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usually including two stages: the ﬁrst step is to
use a large ﬁlter to generate a large receptive ﬁeld,
restoring the area with a larger degree of blurring,
and generating a coarse initial deblurred image. The
second step reﬁnes the texture structure in the image
to give the ﬁnal output.
Taking this into account, we have designed a
progressive multi-scale edge-sensing residual network
(PMERN). It consists of two units, an information
integration unit (IIU) and a detail optimization unit
(DOU). In the IIU, the entire network uses a modiﬁed
encoder/decoder architecture. We splice the salient
edges of the blurred image into the encoder as an
auxiliary branch to help the network accurately locate
the blurred area. In the decoder, we try to change
the single operation mode of deconvolution in the
network, and then fuse multi-scale blurred images in
the decoder to simulate the process of restoring sharp
images at diﬀerent scales. The weight is automatically
adjusted according to the blur features contained in
the blurred image. Therefore, in the deep convolution,
the shallow feature information will not be lost due
to the excessive number of encoder layers. This
signiﬁcantly simpliﬁes the training process and brings
obvious stability gains. In the DOU, edge structures
are further reﬁned by learning the residual image. By
using multiple blur features of diﬀerent dimensions
for residual learning, the network deblurring eﬀect is
improved.
There are two advantages of this network. Firstly,
since we merge images of diﬀerent resolutions in the
deconvolution network, the training time is much
less than for a scale cascade structure. Secondly,
compared to a scale recursive structure, no special
parameter sharing method is needed.
Our main contributions are as follows: (i) A
new solution overcoming the limitations of the
current depth deblurring model which stacks depth
and loop iteration. Compared to the previous
ﬁxed-level architecture, our network is more ﬂexible.
(ii) Changing the traditional multi-scale method.
There is no need to explicitly train the network
with images at diﬀerent scales as input to the
scale cascade; it perfectly combines the multiscale architecture and the network structure.
(iii) A comprehensive qualitative and quantitative
evaluation using benchmark and real datasets shows
this method to be better than the best existing
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dynamic scene deblurring methods, yet using the
fewest parameters: see Table 1.
Table 1 Comparison of training time (hours) and model parameters
(kB) for our method and other classic methods
Method

Nah et al.

Tao et al.

Zhang et al.

Ours

Training time (h)

656

213

195

149

Parameters (kB)

45,844

26,880

3397

1401

2

Related work

In this section, we brieﬂy review the main applications
of multi-scale concatenation and encoder–decoder
methods to image deblurring. In blind deblurring
methods, both the blurring kernel and the image
have certain a priori assumptions. However, these
methods have little eﬀect on large-scale blurring
nuclei. The method proposed by Fergus et al. [26]
completely abandons the constraints on image prior
hypotheses. It has two main steps: estimation
of the convolution kernel and deblurring. An indepth study of the gradient distribution of blurred
images and non-blurred images is provided, and a
deblurring algorithm is proposed based on the gradient
distribution model. This method introduces a coarseto-ﬁne strategy in traditional deblurring. On this
basis, almost all traditional methods based on energy
optimization repeatedly deal with the problem of
dynamic deblurring, optimizing from a coarse scale
and gradually expanding upwards between iterations
until it reaches full scale.
2.1

Multi-scale

The multi-scale structure is designed to imitate
the traditional coarse-to-ﬁne optimization method.
Because this method does not participate in the
estimation of the blur kernel, the artifacts caused by
kernel estimation error are avoided. Nah et al. [23]
proposed a coarse-to-ﬁne neural network to eliminate
ambiguity. After the Gaussian pyramid structure,
the coarse scale features are used to deblur the ﬁne
scale images. At the same time, to speed up model
convergence, multi-scale loss and adversarial loss are
added to each scale. This method establishes a deep
neural network with independent parameters, which
leads to the problem of excessive network parameters.
To improve the network and simplify the network
layer and parameters, Tao et al. [24] proposed a scale
recursive network with long- and short-term memory,
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using a codec structure with skip connections of
diﬀerent scales and parameter sharing. Due to the
large ﬁlter size, a large number of training parameters
are used in the network, and adding low-resolution
input to the multi-scale method does not improve the
deblurring performance. Zhang et al. [27] proposed a
deeply stacked multi-scale patch network, which takes
a multi-scale patch structure as input and reﬁnes
the entire image through a continuous upper layer.
However, VGG16 is used as the weight generation
network, which increases the number of network
parameters and amount of calculation. In order to
further reduce network parameters, Ref. [22] replaced
the residual blocks in the subnets of each scale with
the nested skip connection structure of the nonlinear
transformation module. The network components
are composed of three modules: feature extraction,
nonlinear transformation, and feature reconstruction.
2.2

Encoder–decoder

Codec structure [28] is a neural network design
pattern. It is often used in natural language
processing or other sequence-to-sequence prediction
tasks. Speciﬁcally, the task of the encoder is to obtain
a feature map of the input image through neural
network learning, and to classify and analyze the
pixel values of the low-level regions of the image. The
decoder then takes this feature map as input and
maps it to the output image. The codec structure
has also been successfully applied to various image
processing problems, using a symmetrical structure
to ﬁrst compile the input data into a small-size,
multi-channel feature map, and then decode the
feature map into an output with the same shape
as the input. Ronneberger et al. [29] added skip
connections between the corresponding feature maps
in the encoder and decoder to improve regression
capabilities. First, the structure in Ref. [24] is applied
to image deblurring. Because the number of layers
of the original codec is small, the perceptive ﬁeld is
small. If the number of layers is increased blindly, the
size of the feature map will be too small to fully retain
spatial information, and number of parameters will
increase. Therefore, the author improved the codec,
and enlarged the perceptive ﬁeld, to better recover
severe motion blur. Gao et al. [22] shared selective
parameters on the basis of the codec for the change
of blur image characteristics at coarse spatial scale.
Ye et al. [30] proposed a scale-iterative upscaling

network. The model is divided into two layers, each
layer using a different U-Net as a sub-module. The first
layer performs deblurring operations at a relatively
small scale to help the second layer perform large-scale
deblurring operations. Similarly, we use an encoder–
decoder network to restore the image structure.

3
3.1

Network architecture
Overview

In this section, we ﬁrst introduce the proposed
deblurring network architecture in detail. In addition,
the encoder–decoder and salient edge training are
described. The purpose of the deep learning network
is to learn the end-to-end non-linear mapping between
the blurred image and the corresponding sharp
image with the assistance of information from the
salient edge image, using a progressive processing
ﬂow for eﬃcient and precise blind deblurring. In
deblurring, the blurred image deviates greatly from
the original image in both content and texture, so
we cannot directly use a typical residual learning
structure. The key idea of the progressive multiscale residual network (PMRN) is to ﬁrst reduce
the degree of blurring. This operation generates
an initial deblurred image with roughly the same
structure as the ground truth. We then extract
the subtle information by learning the initial result
and the residual image from the sharp image. In
this way, richer details can be restored to the ﬁnally
reconstructed sharp image. The entire network can
thus be divided into two stages, as shown in Fig. 1.
The ﬁrst stage IIU consists of three parts, namely,
the backbone, the prominent edge pyramid branch,
and the blurred image multi-layer guide branch.
The backbone is composed of an optimized encoder–
decoder, which takes a blurred image as input,
extracts content features and blur features, and
maps them to the output image. The signiﬁcant
edge pyramid branch (SEPB) takes the signiﬁcant
edge map corresponding to the blurred image as
input for convolutional down-sampling, and sends
the feature map to the encoder for feature extraction.
The image multi-layer guided branch (IMGB) takes
the blurred image as input for convolutional downsampling, and sends the feature map to the decoder
for deconvolution. As the ﬁrst stage of image
deblurring, this output generates an initial set of
sharp latent images.

Progressive edge-sensing dynamic scene deblurring

Fig. 1

Proposed progressive multi-scale edge-sensing residual network.

The output of the IIU is fed back to the second stage
DOU and used as the input of the DOU together with
the blurred image. We extract structural details by
multiplexing residual blocks and allow the network to
learn the residual diﬀerence between the numerically
similar blurred and sharp images. The diﬀerence in
structural similarity between the initial deblurred
image and the sharp image is small, so we chose
to loop the residual block. As network parameters
mainly come from the reconstruction block, the
recursive calculation within the stage can reduce the
network complexity. At the same time, removing
batch normalization after the convolutional layer of
the classic residual block structure helps to improve
convergence speed and maintain higher ﬂexibility of
the CNN [23,31]. Collaboration of these two stages
provides a sharp image.
3.2
3.2.1
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Information integration unit
Encoder–decoder architecture

Recently, the successful encoder–decoder structure
has also been applied to various computer vision
tasks, but the classic encoder–decoder structure is
unsuitable for deblurring tasks. However, our fusion
encoder–decoder network ampliﬁes the advantages of
various CNN structures and helps in training.
First of all, due to the cause of motion blur, a
larger receptive ﬁeld is required for image deblurring.
However, this will increase the number of parameters.
In addition, if there are too many intermediate
feature channels, the feature image will be convolved

to a very small size, making it diﬃcult to extract
the features. Secondly, the spatial scale of the
feature map in the decoder gradually increases, and
detailed information of the original image will be
lost, which is not conducive to image reconstruction.
So we have adapted the encoder–decoder structure
to the needs of the deblurring task. In order to
prevent the disappearance of the gradient, we add a
skip connection in the encoder and the symmetrical
decoder, the purpose being to transfer corresponding
features from the encoder branch to the decoder
branch. Skip connections can solve the problem of
gradient disappearance in deep network layers, and at
the same time help backpropagation of the gradient
and speed up training.
3.2.2

Signiﬁcant edge pyramid branch

Motion blur in dynamic scenes often occurs at the
edges of moving objects or at the edges of background
objects due to camera shake. Blurred edge features
carry a lot of positional information for the network
to quickly extract feature maps, and better locate
the blur areas. Considering the fact that strong edge
information is important for reliable deblurring, we
use the Sobel operator to extract the salient edges in
the image, as shown in Fig. 2.
We use a 2× convolution kernel and a maximum
pooling layer with a step size of 2 to gradually obtain
the down-sampled signiﬁcant edge map. For the
salient edge pyramid, we extract the hierarchical
representation through the convolutional layers.
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Fig. 2

Salient edges.

Finally, the multi-scale spatial features are spliced to
the encoder path.
1
= maxpool(Eeup )
Eed

(2)

1
1
1
Fed
= σ(Wed
∗ Eed
+ b1ed )

(3)

i+1
i
Eed
= maxpool(Eed
)

(4)

i+1
Fed

i+1
i+1
= σ(Wed
∗ Eed
+ bi+1
(5)
ed )
1
where i ∈ {1, 2, 3}, Eed is the salient edge map
1
is the feature
obtained by down-sampling Eeup , Fed
1
extracted from Eed , ∗ represents the convolution

operation, and maxpool is the maximum pooling
1
operation. Wed
and b1ed represent the weight and bias
of the ﬁrst convolution operation in the signiﬁcant
edge pyramid branch respectively, σ is the activation
i+1
function of the modiﬁed linear unit, Eed
is the
i
signiﬁcant edge map obtained by downsampling Eed
,
i+1
i+1
i+1
Fed are the features extracted from Eed , and Wed
and bi+1
ed represent the weight and bias in the (i+1)-th
convolution operation respectively.
Advantages of signiﬁcant edge branching are ﬁrstly,
enhanced sensitivity of the network to blurred areas
of blurred images, and secondly, the encoder extracts
more detailed information for easier analysis.
3.2.3

Image multi-layer guided branch

Unlike the multi-scale approach in previous methods,
we guide image reconstruction by down-sampling
the original blurred images at diﬀerent spatial scales
and sending them into the decoder. The multi-layer
branch of the blurred image can be expressed as
1
1
= σ(Wms
∗ B + b1ms )
Fms

(6)

j
j
Bms
= maxpool(Fms
)

(7)

j+1
Fms

j+1
j
= σ(Wms
∗ Bms
+ bj+1
(8)
ms )
1
∈ {1, 2, 3}, Fms are the features extracted
j
blurred image B, Bms
is the blurred image in

where j
from the
the coarse scale space obtained by the down-sampling

j
j+1
of Fms
, and Fms
are the features extracted from
j
Bms . Here, a convolutional layer with step size 2
reduces the feature map size to half of the original
size and doubles the number of channels. In contrast,
the deconvolution layer with step size 2 halves the
number of feature channels and doubles the size of
the feature map.
The multi-scale guidance branch has the following
advantages: ﬁrst, multi-scale images are incorporated
into the network structure, which reduces the number
of training parameter updates and saves training time,
and secondly, it increases the network width of the
decoder branch.

3.3

Detail optimization unit

Due to the large gap between the blurred image and
the corresponding sharp image, if the normal network
learning structure is used directly for deblurring, the
blurred edges of the image will have serious ringing
artifacts. So following Refs. [23,24,27], the problem
needs to be broken down into several sub-problems
and completed step by step. Our key idea is to ﬁrst
generate an initial result with a sharp structure, and
then concentrate on extracting subtle information by
learning the initial result and the residual image of
the sharp image.

4

Loss function

In deep learning, classiﬁcation problems can use loss
functions such as cross-entropy, softmax, or support
vector machine (SVM). If it is a regression problem,
the loss function generally adopts L1 or L2 loss. With
the development of network architectures, people have
made many attempts to ﬁnd a loss function to replace
the widely used L1 and L2 losses. However, the
resulting trade-oﬀ against perceptual distortion has
recently been demonstrated. Advanced loss functions

Progressive edge-sensing dynamic scene deblurring

501

(such as the adversarial loss of generative adversarial
networks [32]) improve the perceptual image quality
at the cost of distortion. Moreover, L2 has good
sensitivity to errors, but is tolerant of small errors.
Most importantly, L2 loss does not consider human
visual perception, which is diﬀerent from the human
visual system output. In image deblurring, we not
only need to restore the blurred edges in the image
to clear structures, but also need to retain the color
and detail information of the original image. In order
to take human visual perception into consideration,
the SSIM loss function [33] fully considers brightness,
contrast, and structural indicators, and can restore
texture details of the image well. At the same time, it
also beneﬁts from the progressive network structure,
so the use of negative SSIM to train the dynamic
recursive fast multi-scale residual network gives good
results.
We formulate it in three parts. The ﬁrst compares
image illumination:
2μx μy + C1
(9)
l (x, y) = 2
μx + μ2y + C1
The second compares image contrast:
2γx γy + C2
c (x, y) = 2
γx + γy2 + C2
Finally, the third compares image structure:
γxy + C3
s(x, y) =
γx γy + C3
where
N
1 
(xi − γx ) (yi − γy )
γxy =
N − 1 i=1

(10)

(11)

5.2
(12)

In the above, C1 , C2 , C3 are constant terms to avoid
instability when the denominator is close to zero.
xi (yi ) and N are the image signal and the number of
signals respectively. μ and γ act on the average
intensity and standard deviation of the discrete
signals x and y.
The SSIM loss function is obtained by multiplying
the above three terms:
(2μx μy + C1 )(2γxy + C2 )
(13)
SSIM(x, y) = 2
(μx + μ2y + C1 )(γx2 + γy2 + C2 )

5
5.1

translational and 3 rotational. Using the sharp
image with a convolutional blurring kernel only
considers two translational degrees of freedom in the
2D plane [34,36]. In addition, there are factors such
as lens distortion, sensor saturation, camera nonlinear
transformations, noise, compression, and depth of field
that are not simulated by simple synthetic images.
GOPRO is a large-scale deblurring dataset
proposed by Nah et al., taken using a GOPRO Hero
Black camera. Unlike previous synthetic datasets
of blurred images, it uses high-speed cameras to
continuously capture short exposure sharp frames,
and integrates and averages them to simulate long
exposure blurred frames. Images formed in this way
are closer to reality, and can simulate complex camera
shake and non-uniform blurring caused by multiple
target movements in the scene. The GOPRO dataset
contains a total of 3214 pairs of sharp and blurred
images with an image size of 720 × 1280, with 2103
pairs of images for training and 1111 pairs for testing.
The Kohler dataset [36] is a benchmark dataset for
evaluating and comparing blind deblurring algorithms.
The author records and analyzes the real camera
movement over time, then replays it with a robot
carrier, and forms a dataset by leaving a series of
sharp images on the movement track of the 6D camera.
The Kohler dataset has 4 pictures, each picture is
blurred with 12 diﬀerent blur checkpoints, and ﬁnally
48 blurred images are formed.

Experiments
Dataset

Synthetic blurred images are inadequate to represent
the complexity of real blurred images. The camera
movement has 6 degrees of freedom (6D), 3

Details

Our experiments were conducted on a PC equipped
with eight TITAN RTX GPUs. We implemented our
framework using the Pytorch platform. In addition,
pixel ﬁlling is used to keep the output and input
scales of the feature map unchanged. The Adam
algorithm [37] is used to train the initial learning rate
at 0.0001 with 10−3 weight decay every 30 epochs,
with batch size set to 1. In experiments involving
iterative model structure, the network shares the
same training environment.
Our evaluation comprehensively veriﬁed diﬀerent
network structures and various network parameters.
To be fair, all experiments were performed on the
same dataset with the same training conﬁguration
unless otherwise stated. In order to evaluate the
performance of our proposed method, we use peak
signal-to-noise ratio (PSNR) and structural similarity
(SSIM) as our objective evaluation indicators (our
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method also performs well on color-based evaluation
indicators [38]).
5.3
5.3.1

Table 2
dataset

Method

Ablation study
Progressive deblurring

In order to verify our progressive approach to
removing fuzziness, we analyzed the inﬂuence of the
DOU on the performance of the deblurring network.
The GoPro dataset test set was used in the IIU to
remove fuzziness. As shown in Fig. 3, subjectively,
the output of the IIU is less blurred than the original
blurred image, the blurred areas gradually tend to
become sharp, and some edges are restored. But
there are still undesirable white spots and small areas
of blurring. Observing the detailed areas of the image
from left to right, the edges of the object gradually
become sharper and closer to the ground truth. Thus,
it can be concluded that the image deblurring method
gradually shifts from the input to light blurring, and
ﬁnally achieves a sharp image. In Table 2, giving
results on the benchmark dataset, the output with
ﬁne details is somewhat better than the original
blurred image, but the further enhanced structure

Fig. 3

Quantitative results in asymptotic units on the benchmark

Blurred

IIU

DOU + IIU

PSNR

21.63

28.53

33.32

SSIM

0.8323

0.9248

0.9612

and texture details also play a very important role in
achieving more realistic results.
5.3.2

Edge perception

In order to verify the positive eﬀect of edge information on the network, we removed the signiﬁcant
edge pyramid branch from the structure to observe
the deblurring eﬀect on the test set, when predicting
blur images. Figure 4 subjectively shows that with the
assistance of edge information, image edge recovery is
very obvious. At the occluded edges of objects, there
is no ringing eﬀect, and recovery of distant objects is
also obvious.
5.4
5.4.1

Comparison with other methods
Results using the benchmark dataset

We compared our method to existing image deblurring
methods quantitatively on the GOPRO dataset. Then

Left to right: blurred image, IIU output, complete network output, and sharp image.
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Fig. 4 Left to right: blurred image, output with the edge branch
removed, and output of the complete network.

we used the Kohler dataset on our training model for
testing. This dataset is widely used by traditional
methods and learning-based methods for further
performance evaluation. Finally, we used the blurred
images in the real scenes in the Lai dataset to test the
generalization ability of our network. Since our method
deals with motion blur, a fair comparison cannot be
made to traditional uniform deblurring methods [39,
40]. So we chose the method of Whyte et al. [41] as
a representative traditional method for non-uniform
blur processing. At the same time, we also compared
to similar motion blur removal methods. Both Nah et
al. and Tao et al. used multi-scale architectures, but
used parameter independence and parameter sharing
to construct their deep networks. On this basis, Zhang
et al. [27] used different depth stacking and layering
methods to adapt to different images. In each case we
used the authors’ suggested default parameters.
Figure 5 shows our deblurring results on the
benchmark dataset (unless otherwise stated, all
images evaluated in our experiments are in RGB
mode). For a fair experiment, we tested Nah et al.’s
method on the Pytorch platform, not the original Lua
code: the range of RGB is changed to [0, 255], the loss
function only uses L1 loss, not adversarial loss, we
used mixed-precision training, and the SSIM function
was converted from MATLAB to Python. This uniﬁes
the platform used by each method and contributes to
objectivity of the experimental results. The author
provided 5 diﬀerent models on the two datasets.

503

Because all training and testing use the GOPRO
dataset, we chose the best GOPRO L1 amp as the
test model for comparison. Three models are provided
in the code provided by Tao et al. According to the
author’s description, the LSTM model works best, so
it was used in our comparison. Models with diﬀerent
hierarchical structures were suggested; we chose their
best DMPHN 1 2 4 8 model. Kupyn improved the
deblurring eﬀect and quality on the basis of the
original GAN network implementation, and proposed
a new version, DeblurGanv2. As a representative
GAN network, we chose to use Inception-ResNet-v2
to implement the best model for testing.
The PSNR and SSIM metrics of the deblurred
images from the GOPRO dataset were evaluated in
Python, while the PSNR and MSSIM metrics for the
Kohler dataset were calculated by the executable ﬁle
provided by Ref. [36].
It can be seen from Fig. 5 and Table 3 that the
structural similarity of PMERN in the GOPRO test
is better than for other methods. The eﬀects are
particularly obvious in restoring image edge texture
details. In the deblurring result of Nah et al.’s method,
there are undesirable black patches. In the deblurring
result of SNR (signal noise ratio), there are obvious
artifacts and faults in the blurred areas. DMPTH
achieved good results, but there is still room for
improvement in detail and texture. GAN-v2 is too
smooth, lacks texture details, and blotchiness appears
in some areas. In contrast, PMERN both restores
handwriting well, and the edge structure of the image.
Edge texture and structural details of objects are
retained to a large extent.
5.4.2

Results of real blurred images

Although the GOPRO dataset simulates real blur by
averaging continuous frame synthesis, it is synthesized
by a high-speed camera, and ground truth sharp
images have severe noise and varying degrees of blur.
Although the Kohler dataset is a real database, it only
contains four different scenes. Therefore, we further
tested our model on the real scene dataset of Lai et al.
Deblurring eﬀects on real scenes can better reﬂect
the adaptability of a network to real applications.
As shown in Fig. 6, our method can generate sharp
images for diﬀerent scenes, and the recovered texture
details are clearer than for other methods. It also
works well for text processing. This shows the wide
suitability of our network for diﬀerent applications.
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Fig. 5 Visual comparisons on testing dataset. Top to bottom: input (a), results of Whyte et al. (b), Nah et al. (c), Tao et al. (d), Zhang
et al. (e), Kupyn et al. (f), our method (g), and sharp images (h).
Table 3
Method

PSNR and SSIM results on test dataset

Whyte et al.

Nah et al.

Tao et al.

Zhang et al

Kupyn et al.

Ours

PSNR

24.60

29.23

30.10

31.20

30.51

33.32

SSIM

0.8458

0.9162

0.9323

0.9453

0.9121

0.9612

Figure 6 makes a qualitative comparison using the
Kohler dataset. Table 4 shows the quality evaluation.
Obviously, the restored images are of high visual quality,
and our network can adapt to different scenarios.

6

Conclusions

In this article, we overcome the limitations of current
image deblurring methods and describe a network
structure using a multi-scale variant of blurred edge

Progressive edge-sensing dynamic scene deblurring

Fig. 6
Table 4
Method
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Results on real data.

Quality evaluation on Kohler dataset

Whyte et al.

Nah et al.

Kupyn et al.

Zhang et al.

Ours

PSNR

24.68

26.48

27.25

25.56

29.21

SSIM

0.7937

0.8079

0.7900

0.7867

0.8384

perception. This structure eﬀectively integrates edge
features and scale information cues. We also propose
a progressive network for single image deblurring
in dynamic scenes; it is outstanding at restoring
image edge details. Our work provides a new idea
for subsequent eﬀective multi-scale deblurring of
deep networks. Experimental results show that,
compared to traditional methods and learning-based
methods, this method provides better results on both
benchmark datasets and real blurred images.
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