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Resumen
En este trabajo se exponen curvas en las que su curvatura depende de
la distancia a un punto o a una recta. En el primer cap´ıtulo se recuerdan
conceptos y resultados sobre curvas planas y curvas alabeadas y tambie´n se
introduce el concepto de funciones el´ıpticas de Jacobi. En el segundo cap´ıtulo
buscamos curvas cuya curvatura depende de la distancia a un punto, en
concreto, el origen. Este cap´ıtulo se basa en fundamentos f´ısicos. Por u´ltimo,
en el tercer cap´ıtulo se estudian diversas curvas cuya curvatura dependen de
la distancia a una recta, el eje OX.
Abstract
In this work curves are exposed in which their curvature depends on the
distance to a point or a straight line. In the first chapter concepts and results
about plane curves and space curves are recalled and the concept of Jacobi’s
elliptical functions is also introduced. In the second chapter we look for curves
whose curvature depends on the distance to a specific point, the origin. This
chapter is based on physical foundations. Finally, in the third chapter we
study several curves whose curvature depends on the distance to a straight
line, the OX axis.
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Introduccio´n
El objetivo de este trabajo es el de buscar curvas a trave´s de su curvatura.
La curvatura es un concepto fundamental en geometr´ıa diferencial. Tal y co-
mo dijo Marcel Berger “la curvatura es el invariante Riemanniano nu´mero 1
y el ma´s natural. Gauss y Riemann lo vieron al instante”.
Todos tenemos una idea intuitiva de lo que es la curvatura y de que
algo este´ mas o menos curvado. Sin embargo, la definicio´n matema´tica no es
algo tan inmediato y se necesito´ de varias aproximaciones antes de llegar al
concepto actual que tenemos de curvatura. A finales del siglo XV Gottfried
Leibniz definio´ aproximadamente el concepto de curvatura y ma´s tarde fue
Leonhard Euler quien comenzo´ con el estudio de la geometr´ıa intr´ınseca in-
troduciendo el concepto de curvatura.
Tan importante es la curvatura que gracias a ella tenemos el Teorema
Fundamental de curvas planas, el cual, como su propio nombre indica, es
fundamental para determinar una curva a trave´s de su curvatura. Estos con-
ceptos los definimos en el cap´ıtulo uno, en el cual tambie´n introducimos el
concepto de funciones el´ıpticas de Jacobi, muy u´tiles para realizar ca´lculos de
integracio´n. El estudio de estas funciones se origino´ en el siglo XVIII cuando
se estudiaban integrales de la forma∫ t
0
p(x)√
q(x)dx
donde p(x) y q(x) son polinomios de grado 3 o´ 4. Estas integrales surgen,
por ejemplo, para dar una expresio´n de la longitud de arco de una elipse. De
ah´ı proviene su nombre. Fueron muy estudiadas por Adrien-Marie Legendre,
quien consiguio´ calcular tablas de valores para estas integrales en funcio´n de
su l´ımite superior de integracio´n. El estudio de estas funciones avanzo´ cuando
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en 1820, Carl Jacobi y Niels Henrik Abel, consiguieron hacer avances signi-
ficativos en su estudio y las definieron tal y como las vemos en el cap´ıtulo uno.
En este trabajo, basado en los art´ıculos de David Singer e Ildefonso Cas-
tro ([4], [6]), nos proponemos la siguiente cuestio´n: normalmente definimos
la curvatura por la longitud de arco, pero ¿que´ ocurre cuando mediante esta
eleccio´n no conseguimos obtener la expresio´n de la curvatura? Por ello, en los
cap´ıtulos dos y tres estudiamos curvas planas cuya curvatura depende de la
posicio´n. En estos cap´ıtulos, a partir de la funcio´n curvatura se obtienen las
ecuaciones parame´tricas de las curvas dependiendo de su posicio´n mediante
integracio´n y siguiendo un procedimiento similar al del Teorema Fundamen-
tal de curvas planas.
En el cap´ıtulo dos estudiamos curvas cuya curvatura depende de la dis-
tancia al origen. Este estudio esta´ motivado por el movimiento de un objeto
en o´rbita sometido a la Fuerza Gravitatoria y por la Segunda Ley de Kepler.
En este cap´ıtulo veremos que si partimos de las ecuaciones del movimiento
de Newton y de la hipo´tesis de que el objeto se mueve bajo una fuerza cen-
tral somos capaces de obtener una relacio´n con la curvatura y as´ı obtener las
curvas que verifican estas hipo´tesis. Un ejemplo de ello es la Lemniscata de
Bernoulli, la cual le da forma al s´ımbolo de infinito que tanto usamos.
En el u´ltimo cap´ıtulo de este trabajo, el cap´ıtulo tres, veremos curvas
cuya curvatura depende de la distancia a una recta, el eje OX. En primer
lugar buscamos la expresio´n general de las curvas planas parametrizadas na-
turalmente cuya curvatura es k = k(y). Tambie´n definimos lo que son las
curvas ela´sticas, un concepto muy u´til para algunas de las curvas que vere-
mos en este cap´ıtulo.
Basa´ndonos en estos dos conceptos ma´s generales pasamos a mostrar
curvas cuya curvatura depende de la distancia al eje OX. Son curvaturas
de la forma: k(y) = λ/y2, k(y) = λcos y, k(y) = λcosh y, k(y) = λ/ey,
k(y) = λ/cos2y y k(y) = λ/cosh2y. En el estudio de estas curvaturas encon-
traremos curvas conocidas como la catenaria.
No quisiera terminar sin agradecerle a mis profesores por su trabajo,
dedicacio´n e implicacio´n en este Trabajo de Fin de Grado, sin el cual no
hubiese conseguido llegar hasta aqu´ı.
Cap´ıtulo 1
Preliminares
En este trabajo vamos a describir curvas planas cuya curvatura depende
de la distancia a una recta o a un punto. Para ello, vamos a dar unos conceptos
previos que usaremos a lo largo del trabajo, los cuales los podemos encontrar
en [1] y [2].
1.1. Definiciones previas y resultados de cur-
vas planas
En esta seccio´n recordaremos algunas definiciones y resultados que veri-
fican las curvas planas, que se pueden encontrar en [1] y [2].
Definicio´n 1.1.1 Una Curva Parametrizada Regular en R2 es una apli-
cacio´n
α : (a, b) ⊆ R −→ R2
t 7−→ α(t) = (x(t), y(t))
tal que:
1. α ∈ Ck, k ≥ 1 (Condicio´n de Diferenciabilidad)
2. α′(t) =
dα
dt
6= 0 , ∀t ∈ (a, b) (Condicio´n de Regularidad).
Si adema´s ‖α′(t)‖= 1, entonces diremos que la curva regular esta´ parametri-
zada naturalmente (c.r.p.n).
9
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Definicio´n 1.1.2 Se denomina vector tangente a la curva α en el punto
α(t0) al vector:
t(t0) =
α′(t0)
‖α′(t0)‖ .
Se denomina vector normal de la curva α en el punto α(t), al vector
unitario y ortogonal a t(t) en dicho punto, que denotaremos n(t), tal que el
par {t(t),n(t)} esta´ orientado positivamente.
A este par se le llama Referencia de Frenet de la curva α en el punto α(t).
Definicio´n 1.1.3 Sean α : (a, b) ⊆ R → R2 una c.r.p.n y s0 ∈ (a, b). Se
define la curvatura de la curva α en el punto α(s0) como:
k(s0) =
(dθ
ds
)
s=s0
donde θ : (a, b)→ R es una determinacio´n continua del a´ngulo que forma el
eje OX con el vector tangente a la curva α. A la funcio´n:
k : (a, b) −→ R
s 7−→ k(s) = θ˙(s)
se le denomina curvatura de α.
Proposicio´n 1.1.4 Sea α = α(t) = (x(t), y(t)) una curva parametrizada
regular. Entonces:
k(t) =
x′(t)y′′(t)− x′′(t)y′(t)
‖α′(t)‖3 .
Teorema 1.1.5 (Ecuaciones de Frenet) Sea α = α(s) una c.r.p.n. en el
plano R2. Se verifica que: {
t˙(s) = k(s)n(s)
n˙(s) = −k(s)t(s).
La funcio´n curvatura define la forma de la curva como vamos a ver en
el siguiente teorema. Incluimos tambie´n su demostracio´n en la que dada
la funcio´n curvatura y a partir de integracio´n se obtienen las ecuaciones
parame´tricas de la curva.
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Teorema 1.1.6 (Teorema fundamental de curvas planas)
Sea k : (a, b) → R : s 7→ k(s) una funcio´n continua. Entonces, existe una
curva parametrizada regular, α : (a, b) ⊆ R → R2 tal que s es su para´metro
natural y k(s) su curvatura. Adema´s, α es u´nica salvo movimientos r´ıgidos
de R2.
Demostracio´n: Sea k(s) : (a, b)→ R continua.
Si θ(s) fuese el a´ngulo formado por el vector tangente, t(s), y el eje OX, se
verificar´ıa que θ˙(s) = k(s). Luego, tenemos que:
θ(s) = θ(s0) +
∫ s
s0
k(r) dr.
Como t(s) es unitario, entonces se verifica que: t(s) = (cosθ(s), senθ(s)).
Como s es el para´metro natural, se verifica que t(s) = α˙(s). Por tanto
α(s) = α(s0) +
(∫ s
s0
cosθ(r) dr ,
∫ s
s0
senθ(r) dr
)
donde se puede ver fa´cilmente que α es c.r.p.n. con curvatura k(s) = θ˙(s).
Veamos ahora la unicidad.
Supongamos que existe β(s) con kβ(s) = k(s). Entonces k(s) = θ¯(s), don-
de θ¯(s) es el a´ngulo que forma el vector tangente de β(s) con el eje OX.
Entonces nos queda:
θ¯(s) = θ¯(s0) +
∫ s
s0
k(r) dr
β(s) = β(s0) +
(∫ s
s0
cos(θ¯(s0) +
∫ r
s0
k(t) dt) dr ,
∫ s
s0
sen(θ¯(s0) +
∫ r
s0
k(t) dt) dr
)
.
Tenemos que θ¯(s)− θ(s) = θ0, para todo s con θ0 constante.
Vamos a considerar la curva β(s) girada este a´ngulo θ0. Esta curva girada y
α(s) tienen el mismo a´ngulo, θ(s), que es el a´ngulo que forma la tangente de
α(s) con el eje OX. La diferencia entre α(s) y la curva β(s) girada es una
traslacio´n de vector constante que forma el vector β(s0) con α(s0).
Por tanto, ambas curvas son iguales salvo movimientos r´ıgidos. 
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1.2. Definiciones y resultados sobre curvas ala-
beadas
Al igual que para curvas planas, recordamos algunas definiciones y resul-
tados importantes sobre curvas alabeadas, los cuales se pueden encontrar en
[1] y [2].
Definicio´n 1.2.1 Una Curva Parametrizada Regular en R3 es una apli-
cacio´n:
α : (a, b) ⊆ R −→ R3
t 7−→ α(t) = (x(t), y(t), z(t))
tal que:
1. α ∈ Ck, k ≥ 1 (Condicio´n de Diferenciabilidad)
2. α′(t) =
dα
dt
6= 0 , ∀t ∈ (a, b) (Condicio´n de Regularidad).
Si adema´s ‖α′(t)‖= 1, entonces diremos que la curva regular esta´ parametri-
zada naturalmente (c.r.p.n.).
Definicio´n 1.2.2 Sea α = α(s) una c.r.p.n. en R3. Se define el tangente
de la curva α en el punto α(s0) al vector:
t(s0) =
α˙(s0)
‖α˙(s0)‖ .
Definicio´n 1.2.3 Sea α = α(s) una c.r.p.n. en R3. Se define el vector
normal principal de la curva α en el punto α(s0) tal que α¨(s0) 6= 0 como:
n(s0) =
α¨(s0)
‖α¨(s0)‖
que es unitario y ortogonal al vector tangente t(s0).
Definicio´n 1.2.4 Sea α = α(s) una c.r.p.n. en R3. Se define el vector
binormal de la curva α en el punto α(s0) tal que α¨(s0) 6= 0 como:
b(s0) = t(s0)× n(s0)
que es unitario y ortogonal a los vectores tangente y normal principal en el
punto α(s0).
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Definicio´n 1.2.5 Dada una c.r.p.n, α = α(s) en R3 , al triedro
{t(s),n(s),b(s)}
se le llama Triedro o Referencia de Frenet en el punto α(s) de la curva
α. Este triedro forma una referencia (mo´vil) ortonormal y directa de R3 en
cada punto de la curva.
Definicio´n 1.2.6 Se define la curvatura de una curva α = α(s) en R3
como: k(s) = ‖α¨(s)‖.
Proposicio´n 1.2.7 Sea α = α(t) una curva parametrizada regular. Enton-
ces:
k(t) =
‖α′(t)× α′′(t)‖
‖α′(t)‖3 .
1.3. Funciones el´ıpticas de Jacobi
Vamos a definir unas funciones que usaremos a lo largo del trabajo y que
nos sera´n muy u´tiles para resolver ca´lculos de integracio´n (ver [3]).
Definicio´n 1.3.1 Las funciones el´ıpticas de Jacobi son funciones defini-
das a partir de la integral el´ıptica de primera especie. Conside´rese la integral
el´ıptica incompleta de primera especie definida como:
u(y, k) =
∫ y
0
dt√
(1− t2)(1− k2t2) .
La inversa de esta funcio´n es la primera de las tres funciones el´ıpticas de
Jacobi:
y = sn(u, k)
que se denomina seno el´ıptico de Jacobi, donde arcsen y = am(u, k) y se
denomina amplitud de u.
Las otras dos funciones el´ıpticas de Jacobi se definen a partir de esta por
las relaciones siguientes:{
cn(u, k) =
√
1− sn2(u, k),
dn(u, k) =
√
1− k2sn2(u, k),
donde cn(u, k) se denomina coseno el´ıptico de Jacobi y dn(u, k) la delta
el´ıptica de Jacobi.
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A continuacio´n, vamos a enumerar algunas relaciones entre las funciones
de Jacobi, que aparecen en [3].
Proposicio´n 1.3.2 Se verifican las siguientes propiedades:
1. sn(ku, 1/k) = ksn(u, k),
2. cn(ku, 1/k) = dn(u, k),
3. dn(ku, 1/k) = cn(u, k),
Proposicio´n 1.3.3 Se verifica que:
1.
∫
sn(u, k) du =
1
k
log(dn(u, k)− kcn(u, k)),
2.
∫ φ
0
dθ√
1− k′2cosh2 θ =
∫ (1/dn(coshφ,k))−1
0
du =
( 1
dn(cosh φ, k)
)−1
donde 0 < φ < cosh−1 (1/k′),
3.
∫
sn(u, k)
dn(u, k)
du =
1
k′k
arctan
(k′k(1 + cn(u, k))
k2cn(u, k)− k′2
)
.
Cap´ıtulo 2
Curvas cuya curvatura depende
de la distancia al origen
El primer caso que vamos a estudiar es el de la curvatura dependiendo de
la distancia a un punto. En particular, vamos a tomar como punto el origen
de coordenadas.
Este caso viene motivado por el movimiento de un objeto en o´rbita so-
metido a la Fuerza Gravitatoria y la Segunda Ley de Kepler. Pasamos a
describirlo utilizando [5].
La Segunda Ley de Kepler dice que: “Los vectores con origen el Sol
y destino un planeta, barren a´reas iguales en tiempos iguales, es decir, se
conserva el momento angular”.
El momento angular se define como ~L = m(~r×~v) donde m es la masa,
~r es el vector posicio´n y ~v es el vector velocidad.
La velocidad orbital de un planeta, que es la velocidad a la que se des-
plaza por su o´rbita, es variable, de forma inversa a la distancia al Sol, es
decir, a mayor distancia al Sol la velocidad orbital sera´ menor. Por tanto, la
velocidad es ma´xima en el punto ma´s cercano al Sol y mı´nima en su punto
ma´s lejano.
Como se describe en la Figura 2.1, el a´rea, A1, que describe el vector Sol-
Planeta en un cierto intervalo de tiempo, t, es igual al a´rea, A2, que describe
15
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otro vector Sol-Planeta en el mismo intervalo de tiempo.
Figura 2.1: Segunda Ley de Kepler.
2.1. Movimiento bajo fuerza gravitacional
Supongamos que tenemos un objeto en o´rbita. Las ecuaciones del movi-
miento de Newton son:
F(X) = mX ′′,
donde X es la posicio´n, X ′ la velocidad y X ′′ la aceleracio´n del objeto.
El objeto se mueve a trave´s del espacio bajo una fuerza central, ya que
dicho objeto esta´ en o´rbita. Luego, la fuerza tambie´n puede expresarse como:
F(X) = −f(r)X (2.1.1)
donde r = ‖X‖ es la distancia al origen y f(r) es una funcio´n continua.
Por tanto, el movimiento satisface la ecuacio´n:
X ′′ = − 1
m
f(r)X, (2.1.2)
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y la Segunda Ley de Kepler (Conservacio´n del momento angular):
X ×X ′ = C,
con C un vector constante. El movimiento se encuentra en un plano, as´ı
que podemos asumir, sin pe´rdida de generalidad, que es el plano OXY y si
ponemos la curva en coordenadas polares, tenemos que el momento angular
lo podemos calcular a partir de la posicio´n y la velocidad:
X = (r(t)cosφ(t), r(t)senφ(t), 0),
X ′ = (r′(t)cosφ(t)− r(t)φ′(t)senφ(t), r′(t)senφ(t) + r(t)φ′(t)cosφ(t), 0),
‖X ×X ′‖ = r(t)2φ′(t)cos2φ(t) + r(t)2φ′(t)sen2φ(t) = r(t)2φ′(t).
Por tanto, obtenemos:
r2
dφ
dt
= ‖X ×X ′‖= c, (2.1.3)
donde c = ‖C‖ es constante. Ahora definimos una funcio´n Φ(r) como:
dΦ
dr
= rf(r), (2.1.4)
y
V (x, y, z) = Φ(
√
x2 + y2 + z2 ).
Con estas funciones obtenemos:
∇V (x, y, z) = (∂Φ
∂x
,
∂Φ
∂y
,
∂Φ
∂z
)
=
(∂Φ
∂r
∂r
∂x
,
∂Φ
∂r
∂r
∂y
,
∂Φ
∂r
∂r
∂z
)
=
(√
x2 + y2 + z2f(
√
x2 + y2 + z2 )
x√
x2 + y2 + z2
,√
x2 + y2 + z2f(
√
x2 + y2 + z2 )
y√
x2 + y2 + z2
,√
x2 + y2 + z2f(
√
x2 + y2 + z2 )
z√
x2 + y2 + z2
)
=
(
f(
√
x2 + y2 + z2 )x, f(
√
x2 + y2 + z2 )y, f(
√
x2 + y2 + z2 )z
)
= f(r)X.
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Por tanto, segu´n (2.1.1), F(X) = −∇V .
Con esto hemos probado que V es la energ´ıa potencial del movimiento.
Luego, el movimiento satisface la conservacio´n de la energ´ıa, es decir, la
energ´ıa meca´nica, E = Ec + V , se conserva. Por tanto:
E = Ec + V =
1
2
m‖X ′‖2+V = E0,
con Ec la energ´ıa cine´tica, V la energ´ıa potencial y E0 constante.
Calculamos:
‖X ′‖2 = r′2cos2φ+ r2φ′2sen2φ− 2r′rφ′cosφsenφ
+r′2sen2φ+ r2φ′2cos2φ+ 2r′rφ′cosφsenφ
= r′2 + r2φ′2.
Obtenemos que:
E0 =
1
2
m
[(dr
dt
)2
+ r2
(dφ
dt
)2]
+ Φ(r). (2.1.5)
Ahora, usando (2.1.3) y (2.1.5) vamos a calcular la expresio´n de r:
E0 =
1
2
m
[(dr
dt
)2
+ r2
( c
r2
)2]
+ Φ(r),
1
2
m
(dr
dt
)2
= −E0 + 1
2
m
c2
r2
+ Φ(r),
(dr
dt
)2
=
−E0 + 1
2
m
c2
r2
+ Φ(r)
1
2
m
,
luego r(t) debe verificar la ecuacio´n:
dr
dt
=
√√√√−2E0 +mc2
r2
+ 2Φ(r)
m
. (2.1.6)
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Ahora vamos a calcular la curvatura de las soluciones. Para ello, necesi-
tamos la fo´rmula general de la curvatura de la Proposicio´n 1.3.3:
k(t) =
‖X ′ ×X ′′‖
‖X ′‖3 .
Calculamos el numerador usando (2.1.2) y (2.1.3):
‖X ′ ×X ′′‖ = ‖X ′ ×−f(r)
m
X‖
=
f(r)c
m
.
Nos queda la curvatura:
k(t) =
cf(r)
m‖X ′‖3 . (2.1.7)
Calculamos el denominador usando la conservacio´n de la energ´ıa y as´ı
obtenemos:
‖X ′‖2 = 2
(E0 − V
m
)
,
‖X ′‖ =
√
2√
m
√
E0 − V ,
‖X ′‖3 =
√
8
m
√
m
(E0 − V )3/2.
Sustituyendo la expresio´n de ‖X ′‖3 en (2.1.7) y usando (2.1.4):
k(t) =
cf(r)
m
√
8
m
√
m
(E0 − V )3/2 =
cΦ′(r)
√
m
r
√
8(E0 − Φ(r))3/2
. (2.1.8)
Observamos que k so´lo depende de r. Luego, si denotamos:
µ(r) = (E0 − Φ(r))−1/2, (2.1.9)
de (2.1.8) obtenemos:
dµ
dr
=
Φ′(r)
2
√
Eo− Φ(r)3
=
√
2
c
√
m
rk(r). (2.1.10)
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Si k(r) es una funcio´n tal que rk(r) es continua, entonces podemos re-
solver (2.1.10) para µ. Sustituyendo E0 = 0 en (2.1.9), tenemos que Φ(r) =
−1/µ(r)2, y de la conservacio´n de la energ´ıa e integrando obtenemos φ, con
lo cual ya tenemos la curva X.
En resumen, obse´rvese que mediante este procedimiento, lo que conseguimos
es que si conocemos la curvatura, k, podemos encontrar la ecuacio´n de la
curva, X. Esto es parte de la prueba del resultado:
Teorema 2.1.1 Sea k(r) una funcio´n tal que rk(r) es continua. Entonces
el problema de determinar la curva cuya curvatura es k(r), donde r es la
distancia al origen, se puede resolver mediante integracio´n.
2.2. Caso k(r) = r
Nuestro objetivo es encontrar la expresio´n anal´ıtica de las curvas que ve-
rifican k(r) = r. Para ello necesitamos encontrar la expresio´n de φ.
El primer paso es resolver (2.1.10), sustituyendo k(r) = r:
dµ
dr
=
√
2
c0
√
m
r2,
integrando,
µ(r) =
√
2
c0
√
m
(r3
3
+ a
)
,
donde a es una constante de integracio´n.
Con E0 = 0 de (2.1.9) tenemos que:
Φ(r) =
−1
µ(r)2
=
−9mc20
2(r3 + a)2
, (2.2.1)
dΦ
dr
=
27mr2c20
(r3 + a)3
.
Vamos a comprobar que la fuerza F(X) es proporcional a r2/(r3 + a)3.
Para ello de (2.1.4) tenemos que:
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f(r) =
1
r
dΦ
dr
=
27mrc20
(r3 + a)3
. (2.2.2)
Sabemos de (2.1.1) que:
F(X) = −f(r)X.
Calculando su mo´dulo, se tiene que:
‖F(X)‖= |f(r)|‖X‖= 27mc20
r2
(r3 + a)3
.
Como podemos observar, hemos probado que es proporcional a
r2/(r3 + a)3. Aplicando (2.1.5), para E0 = 0, y (2.2.1), obtenemos:
1
2
m
[
(r′)2 + r2(φ′)2
]
= −Φ(r) = 9mc
2
0
2(r3 + a)2
luego
(r′)2 + r2(φ′)2 =
9c20
(r3 + a)2
.
Sustituyendo el valor de c0 de (2.1.3) se tiene:
(r′)2 + r2(φ′)2 =
9r4(φ′)2
(r3 + a)2
. (2.2.3)
Una de las curvas que verifican estas condiciones es
X(t) = (r0cos (αt), r0sen (αt)),
donde {
r(t) = r0
α =
dφ
dt
= 3c0/r0(r
3
0 + a)
(2.2.4)
con r0 constante.
De (2.1.3) se tiene que esta curva ha de verificar:
r20
dφ
dt
= r20α = c0.
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Si en esta u´ltima expresio´n sustituimos el valor de α obtenemos:
r20
3c0
r0(r30 + a)
= c0,
3r0 = r
3
0 + a,
a = 3r0 − r30.
Derivando obtenemos que:
X ′′(t) = (−α2r0cos (αt),−α2r0sen (αt)),
X ′′(t) = −α2X(t).
Para que X(t) sea solucio´n de (2.1.2) debe verificar que:
α2 =
1
m
f(r).
Sustituyendo f(r) de (2.2.3) nos queda:
α2 =
27r0c
2
0
(r30 + a)
3
.
De (2.2.4) tenemos tambie´n que:
α2 =
9c20
r20(r
3
0 + a)
2
.
Igualando estas dos u´ltimas expresiones de α2 nos queda que:
r30 + a = 3r
3
0,
a = 2r30,
3r0 − r30 = 2r30,
r20 = 1,
r0 = ±1.
Por tanto, tenemos que r0 = 1, ya que una distancia no puede ser negati-
va. Otras soluciones que puedan tener r(t) constante son so´lo puntos aislados.
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Otra forma de abordar el problema es buscar soluciones donde r0 no sea
constante y encontrar φ = φ(r). Usando (2.2.3) nos queda:
1 + r2(φ′)2 =
9r4
(r3 + a)2
(φ′)2,
[ 9r4
(r3 + a)2
− r2
]
(φ′)2 = 1,
9r4 − r2(r3 + a)2
(r3 + a)2
(φ′)2 = 1,
(φ′)2 =
(r3 + a)2
9r4 − r2(r3 + a)2 ,
φ′ =
r3 + a
r
√
9r2 − (r3 + a)2 .
Luego, resulta que φ es:
φ =
∫
r3 + a
r
√
9r2 − (r3 + a)2 dr. (2.2.5)
Esta integral no es fa´cil de resolver. Un caso especial es aque´l en el que
a = 0. En este caso nos queda:
φ− φ0 = 1
2
arcsen
(r2
3
)
, r2 = 3sen2(φ− φ0)
Esta curva es la Lemniscata de Bernoulli que se muestra en la Figura 2.2:
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Figura 2.2: Lemnniscata de Bernoulli.
Cap´ıtulo 3
Curvas con curvatura de la
forma k = k(y)
Las curvas que tienen como para´metro la distancia signada al eje OX
pueden parametrizarse mediante la expresio´n:
α(y) = (f(y), y).
Segu´n la Proposicio´n 1.1.4, la curvatura de estas curvas verifica la ecua-
cio´n:
k(x, y) =
−f ′′(y)
(1 + f ′(y)2)3/2
= k(y).
Si hacemos el cambio: {
f ′(y) = g(y)
f ′′(y) = g′(y),
nos queda:
k(y) =
f ′′(y)
(1 + f ′(y)2)3/2
=
g′(y)
(
√
1 + g(y)2)3
.
Integrando: ∫
k(y) dy =
∫
g′(y)
(
√
1 + g(y)2)3
dy.
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Si denotamos
∫
k(y) dy = F (y) + c con c ∈ R, entonces:
F (y) + c =
∫
g′(y)
(
√
1 + g(y)2)3
dy.
Es fa´cil comprobar que, en general, se tiene que:
∫
1√
1 + x2
3 dx =
x√
1 + x2
.
Por tanto:
F (y) + c = g(y)(1 + g(y)2)−1/2.
Tomando cuadrados:
(F (y) + c)2 = g(y)2(1 + g(y)2)−1 =
g(y)2
1 + g(y)2
= 1− 1
1 + g(y)2
.
Luego:
(F (y) + c)2 = 1− (1 + g(y)2)−1,
(1 + g(y)2)−1 = 1− (F (y) + c)2,
1 + g(y)2 =
1
1− (F (y) + c)2 ,
g(y)2 =
1
1− (F (y) + c)2 − 1,
g(y) = − F (y) + c√
1− (F (y) + c)2 .
Deshaciendo el cambio, tenemos:
f ′(y) = − F (y) + c√
1− (F (y) + c)2 .
Entonces, obtenemos que:
f(y) = −
∫
F (y) + c√
1− (F (y) + c)2 dy. (3.0.1)
Por tanto, hemos llegado a que las curvas que tienen como para´metro la
distancia a una recta, que podemos fijar como el eje OX, tienen la forma:
α(y) = (f(y), y)
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con
f(y) = −
∫
F (y) + c√
1− (F (y) + c)2 dy,
donde F (y) + c =
∫
k(y) dy, c ∈ R.
3.1. Curvas planas parametrizadas natural-
mente cuya curvatura es k = k(y)
Si θ denota la determinacio´n continua del a´ngulo que forma el eje OX
con el vector tangente, tenemos:
θ˙(s) = k(s), x˙(s) = cosθ(s), y˙(s) = senθ(s). (3.1.1)
Una vez que tengamos k(s), la curva se puede encontrar mediante tres
integrales. Nos interesa el caso en el que la curvatura de la curva α dependa
de la distancia a una recta. Si e ∈ R2 es un vector unitario, entonces α ·e es la
distancia signada a la recta ortogonal a e que pasa por el origen. Sin pe´rdida
de generalidad, podemos considerar que e := (0, 1) y escribimos α = (x, y).
Vamos a estudiar la condicio´n de que k = k(y) donde y = α · e representa la
distancia signada al ejeOX. En primer lugar, vamos a demostrar que tenemos
cierto control sobre la componente normal del vector e cuando k = k(y).
Lema 3.1.1 Sea α = (x, y) una curva plana cuyo vector normal es n. Si
k = k(y), entonces existe c ∈ R tal que:
n · e+ F (y) + c = 0,
donde
dF
dy
= k(y).
Demostracio´n: Sin pe´rdida de generalidad podemos suponer que α esta´
parametrizada por la longitud de arco. Usando la hipo´tesis de que k = k(y),
tenemos que:
d
ds
(n · e) = n˙e + ne˙ = n˙e = −k(t · e) = −k(y)y˙
Integrando tenemos que: n · e + F (y) es constante, lo que prueba el lema. 
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Podemos usar el Lema 3.1.1 para encontrar mediante integracio´n curvas
cuya curvatura es k = k(y). Escribiendo α(s) = (x(s), y(s)) en coordenadas
cartesianas, tenemos que t(s) = (x˙(s), y˙(s)) y n(s) = (−y˙(s), x˙(s))) con
x˙(s)2 + y˙(s)2 = 1 ya que α˙(s) es un vector unitario.
? Usando el lema anterior tenemos: x˙(s) = (n · e) = −F (y) − c. Integrando
obtenemos que la primera componente de la curva es:
x(s) = −
(
cs +
∫
F (y(s)) ds
)
. (3.1.2)
Ahora, la segunda componente la obtenemos despejando de x˙2 + y˙2 = 1.
Nos queda:
y˙2 = 1− x˙2 = 1− (F (y) + c)2. (3.1.3)
Las soluciones constantes, α(s) = (x(s), y(s)), de esta ecuacio´n son rectas
horizontales.
Despejando s de (3.1.3) obtenemos:∫
dy√
1− (F (y) + c)2 = s, (3.1.4)
donde −1 < F (y) + c < 1.
Como resumen, hemos probado el siguiente resultado en el esp´ıritu del
Teorema 2.1.1 del Cap´ıtulo 2.
Teorema 3.1.2 Sea k = k(y) una funcio´n continua no nula. Entonces el
problema de terminar la curva cuya curvatura es k(y), con y la distancia
signada al eje OX, se puede resolver localmente por integracio´n considerando
(x(s), y(s)) la c.r.p.n, donde y(s) viene dada por (3.1.4) con:∫
k(y) dy = F (y) + c, c constante
y x(s) se expresa en te´rminos de y(s) y c mediante (3.1.2). Para cualquier
c dado, tal curva se determina de manera u´nica salvo traslaciones en la
direccio´n del eje OX.
Observacio´n 3.1.3 Las tres dificultades principales que se pueden encon-
trar al llevar a cabo la estrategia descrita en el Teorema 3.1.2 para deter-
minar una curva plana cuya curvatura depende de la distancia a una recta
(k = k(y)) son las siguientes:
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1. La integracio´n de (3.1.4): Incluso en el caso de que F (y) fuese un poli-
nomio, la integral de (3.1.4) no es necesariamente elemental. Por ejem-
plo, cuando F (y) es un polinomio cuadra´tico, (3.1.4) puede ser resuelta
usando funciones el´ıpticas de Jacobi, como se vera´ ma´s adelante. Es-
to equivale a que k(y) sea lineal, de modo que k(y) = 2λ + µ con
λ, µ ∈ R.
2. La integracio´n realizada en (3.1.4) nos da s = s(y): No siempre es posi-
ble obtener expl´ıcitamente y = y(s), lo que es necesario para determinar
la representacio´n anal´ıtica de la curva.
3. Incluso sabiendo expl´ıcitamente y = y(s), la integracio´n (3.1.2) para
obtener x = x(s) puede ser dif´ıcil de calcular usando funciones elemen-
tales o conocidas.
Ejemplo 3.1.4 Vamos a ver las curvas que se obtienen utilizando el Teorema
3.1.2 para k = k0 > 0, con k0 constante. Tenemos que:
F (y) = k0y,
s =
∫
dy√
1− (k0y + c)2
=
arcsen(k0y + c)
k0
.
Despejando de s tenemos que:
y(s) =
sen(k0s)− c
k0
.
Entonces podemos obtener x(s) y nos queda:
x(s) =
cos(k0s)
k0
.
Por tanto, nos queda que la curva es:
α(s) =
1
k0
(cos(k0s), sen(k0s)− c)
que se corresponde con circunferencias de radio
1
k0
y centro (0,−c).
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No obstante, a lo largo del trabajo estudiaremos seis situaciones diferen-
tes en las que tenemos e´xito (al menos parcialmente) con el procedimiento
descrito en el Teorema 3.1.2. Recuperaremos algunas curvas muy conocidas y
descubriremos nuevas familias de curvas planas caracterizadas por este tipo
de propiedad geome´trica.
3.2. Curvas ela´sticas
Vamos a dar unas definiciones previas de [7] que necesitaremos a lo largo
de esta seccio´n.
Definicio´n 3.2.1 Una c.r.p.n. α se dice que es una curva ela´stica bajo
tensio´n σ si satisface la ecuacio´n diferencial:
2k¨ + k3 − σk = 0 (3.2.1)
para algu´n valor σ ∈ R. Si σ = 0, entonces la curva se denomina curva
ela´stica libre.
Multiplicando (3.2.1) por 2k˙ e integrando podemos introducir la energ´ıa
de una curva ela´stica como:
E := k˙2 +
1
4
k4 − σ
2
k2. (3.2.2)
En esta seccio´n vamos a estudiar curvas planas que satisfacen:
k(y) = 2λy + µ, λ > 0, µ ∈ R.
Mediante traslacio´n en el eje OY , podemos considerar equivalentemente
que:
k(y) = 2λy, λ > 0. (3.2.3)
La solucio´n trivial, y(s) = 0 de (3.2.1) corresponde al eje OX.
Por el Teorema 3.1.2, integrando k(y) = 2λy respecto de y, podemos tomar
F (y) = λy2 + c y de (3.1.3) nos queda que:
y˙2 = 1−(λy2+c)2 = 1−λ2y4−c2−2λy2c = (1+c+λy2)(1−c−λy2). (3.2.4)
En el siguiente resultado vamos a mostrar que las curvas cuya curvatura
verifica (3.2.3) son ela´sticas.
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Proposicio´n 3.2.2 Sea α una curva plana cuya curvatura satisface la con-
dicio´n k(y) = 2λy, λ > 0. Entonces α es una curva ela´stica con tensio´n
σ = −4λc y energ´ıa E = 4λ2(1− c2).
Demostracio´n: Sin pe´rdida de generalidad podemos considerar que la
curva α esta´ parametrizada por la longitud de arco. Para que α sea una curva
ela´stica, debemos comprobar que la funcio´n curvatura, k, dada por (3.2.3)
satisface la Definicio´n 3.2.1.
En primer lugar, vamos a calcular la expresio´n de σ a partir de (3.2.1).
Para ello, necesitamos las expresiones de k, k3 y k¨.
k = 2λy con λ > 0,
k3 = 8λ3y3,
k˙ = 2λy˙,
k¨ = 2λy¨.
Calculamos y¨ usando (3.2.4):
y˙ =
√
(1 + c+ λy2)(1− c− λy2),
y¨ =
2λyy˙(1− c− λy2)− 2λyy˙(1 + c+ λy2)
2y˙
= −2λcy − 2λ2y3.
Sustituyendo estas expresiones en (3.2.1) nos queda que:
4λy¨ + 8λ3y3 − 2σλy = 0,
4λ(−2λcy − 2λ2y3) + 8λ3y3 − 2σλy = 0,
2(−2λcy)− σy = 0.
Despejando, obtenemos que σ = −4λc.
Ahora, en segundo lugar, la energ´ıa la obtenemos sustituyendo en su
ecuacio´n las expresiones de σ, k y k˙:
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E = k˙2 +
1
4
k4 − σ
2
k2,
= (2λy˙)2 + 4λ4 + 8cλ3y2,
= 4λ2(1 + c+ λy2)(1− c− λy2) + 4λ4 + 8cλ3y2,
= λ2(4− 4λ2y4 − 4c2 − 8cλy2 + 4λ2y4 + 8cλy2),
= 4λ2(1− c2).
Con esto concluye la demostracio´n. 
Por otra parte, tenemos que (3.2.4) implica que −1 ≤ λy2 + c ≤ 1, es
decir: −1− λy2 ≤ c ≤ 1− λy2, y como λy2 ≥ 0 nos queda que:
c ≤ 1− λy2 ≤ 1.
Si c = 1, entonces nos queda 1 ≤ 1− λy2 ≤ 1. Por tanto, en este caso, la
u´nica solucio´n es y = 0.
Estudiemos el caso en el que c < 1.
Ahora, siguiendo la estrategia descrita en el Teorema 3.1.2, nos queda de
(3.2.4):
s =
∫
dy√
(1 + c+ λy2)(1− c− λy2) , (3.2.5)
y por (3.1.2)
x(s) = −(cs+ λ∫ y(s)2 ds) (3.2.6)
donde c < 1 es constante.
3.3. Curvas cuya curvatura es k(y) = λ/y2
En esta seccio´n vamos a estudiar curvas cuya curvatura es de la forma:
k(y) =
λ
y2
, con λ > 0. (3.3.1)
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Para que (3.3.1) este´ bien definida, podemos suponer, sin pe´rdida de ge-
neralidad, que y > 0. Se sigue del Teorema 3.1.2, en el caso F (y) = −λ/y y
la ecuacio´n diferencial de y = y(s) dada por (3.1.3), que:
y˙2 = 1− (c− λ/y)2 = (1 + c− λ/y)(1− c+ λ/y) (3.3.2)
con c constante.
De la ecuacio´n anterior se tiene que −1 ≤ c − λ/y ≤ 1 y como tenemos
que λ/y > 0 se deduce que c > −1.
Por lo tanto, las curvas que cumplen (3.3.1) verifican, usando (3.1.4) y (3.1.2),
que:
s =
∫
dy√
1 + c− λ
y
√
1− c+ λ
y
=
∫
ydy√
(1 + c)y − λ√(1− c)y + λ (3.3.3)
y
x(s) = −cs+ λ
∫
ds
y(s)
. (3.3.4)
Vamos a considerar distintos casos para λ y c para que la integracio´n de
(3.3.3) sea fa´cil de realizar.
3.3.1. Caso λ = 1 y c = 0
Usando (3.3.3) tenemos que:
s =
∫
ydy√
y2 − 1 =
√
y2 − 1.
Despejando y de la expresio´n anterior obtenemos:
y(s) =
√
s2 + 1.
Ahora, de (3.3.4) tenemos:
x(s) =
∫
ds√
s2 + 1
= log(s+
√
s2 + 1).
Por tanto, tenemos que nuestra curva es
(x(s), y(s)) = (log(s+
√
s2 + 1),
√
s2 + 1), con s ∈ R (3.3.5)
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Figura 3.1: Curva con k(y) = λ/y2, λ = 1, c = 0: Catenaria.
cuya curvatura viene dada por:
k(s) =
1
s2 + 1
, con s ∈ R.
Esta curva no es otra que la catenaria y = cosh(x), la cual podemos verla
en la Figura 3.1.
Vamos a probarlo: sabemos que cosh(x) = (ex + e−x)/2.
Tenemos que ver que: x(y) = log(
√
y2 + 1 + y). Sustituyendo y = cosh(x)
obtenemos que:
log(
√
y2 + 1 + y) = log
√
e2x + e−2x + 2exe−x − 4
4
+
ex + e−x
2
,
= log
(√e2x + e−2x − 2
4
+
ex + e−x
2
)
,
= log
(√(ex − e−x)2
4
+
ex + e−x
2
)
,
= log
(ex − e−x
2
+
ex + e−x
2
)
,
= log(ex),
= x.
Por tanto, tenemos que nuestra curva es la catenaria.
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En resumen, hemos demostrado el siguiente resultado:
Corolario 3.3.1 La catenaria y = cosh(x), x ∈ R (ver (3.3.5)) es la u´nica
curva plana, salvo traslaciones en el eje OX, cuya cuvatura es k(y) = 1/y2
y la primitiva de su curvatura F (y) = −1/y.
3.3.2. Caso λ = 1 y c = 1
Para calcular las expresiones expl´ıcitas de este caso, nos hemos ayudado
del programa MAPLE.
Usando (3.3.3) tenemos que:
s =
∫
ydy√
2y − 1 =
(y + 1)
√
2y − 1
3
=⇒ 9s2 = (y + 1)2(2y − 1)
y esto implica que:
y(s) =
1
2
(
(1 + 18s2 + 6s
√
1 + 9s2)1/3 +
1
(1 + 18s2 + 6s
√
1 + 9s2)1/3
− 1
)
.
(3.3.6)
Por otra parte, usando (3.3.4) y (3.3.6) obtenemos, usando el programa
Maple, que:
x(s) = −s+ p(s)
q(s)
(3.3.7)
donde:
p(s) =
(
− 1 + (1 + 18s2 + 6s√1 + 9s2)1/3
)
·
·
(
1944s6 + s
√
1 + 9s2 + 324s4(1 + 2s
√
1 + 9s2 + 12s2(1 + 6s
√
1 + 9s2))
)
,
q(s) = s
(
1 + 18s2 + 6s
√
1 + 9s2
)2/3
·
·
(
1 + 324s4 + 9s
√
1 + 9s2 + 9s2(5 + 12s
√
1 + 9s2)
)
.
Por tanto nuestra curva es (x(s), y(s)) cuya curvatura es
k(y) =
4(
(1 + 18s2 + 6s
√
1 + 9s2)1/3 +
1
(1 + 18s2 + 6s
√
1 + 9s2)1/3
− 1
)2
con s ∈ R, representada en la Figura 3.2.
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Figura 3.2: Curva con k(y) = λ/y2, λ = 1, c = 1.
Corolario 3.3.2 La curva (x(s), y(s)), s ∈ R, dada por (3.3.7) y (3.3.6)
es la u´nica curva plana (salvo traslaciones en el eje OX) cuya curvatura es
k = 1/y2 y la primitiva de su curvatura F (y) = 1− 1/y.
3.4. Curvas cuya curvatura es k(y) = λcos y
El propo´sito de esta seccio´n es estudiar curvas planas que satisfacen
k(y) = λcos y, λ > 0. (3.4.1)
Las soluciones triviales de (3.4.1) son las rectas horizontales y = (2m +
1)pi/2, m ∈ Z. Para estudiar las soluciones no triviales usamos el Teorema
3.1.2 con F (y) = λsen y y obtenemos:
y˙2 = 1− (λsen y + c) (3.4.2)
con c constante. De (3.4.2) tenemos que se tiene que verificar que −1 ≤
λsen y + c ≤ 1 y esto implica que −(1 + λ) ≤ c ≤ 1 + λ.
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Por tanto, tenemos que las curvas que satisfacen (3.4.1) vienen dadas por:
s =
∫
dy√
(1− (λsen y + c)2) , x(s) = −cs− λ
∫
sen y(s) ds
con c ∈ (−1− λ, 1 + λ).
En general no es fa´cil integrar estas expresiones y despejar expl´ıcitamente
y = y(s) ya que esto implica integrales el´ıpticas y trigonome´tricas. El caso en
el que s´ı podemos obtener dichas ecuaciones es cuando c = 0. Es importante el
caso en el que k(y) verifica la siguiente ecuacio´n diferencial, similar a (3.2.2):
k˙2 + k4 + (1− 2λ2)k2 = λ2(λ2 − 1)
Tenemos que distinguir tres casos segu´n los valores de λ.
3.4.1. Caso c = 0, 0 < λ < 1
Usando la integral el´ıptica de primera clase F(., λ) y las funciones el´ıpticas
elementales de Jacobi de mo´dulo λ, definidas en el Cap´ıtulo 1, obtenemos que
s =
∫
dy√
(1− λ2sen2y) = F (y, λ) =⇒ y(s) = am(s, λ),
luego, usando la Proposicio´n 1.3.3, obtenemos:
x(s) = −λ
∫
sen y(s) ds = −λ
∫
sn(s, λ) ds = −log(dn(s, λ)− λcn(s, λ)).
Por tanto, tenemos que la curva es
(x(s), y(s)) = (−log(dn(s, λ)− λcn(s, λ)), am(s, λ)) (3.4.3)
cuya curvatura es
k(s) = λcn(s, λ) con s ∈ R.
Podemos verla en la Figura 3.3.
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Figura 3.3: Curva con k(y) = λcos y, c = 0, 0 < λ < 1.
3.4.2. Caso c = 0, λ = 1
En este caso solo necesitamos las siguientes funciones elementales:
s =
∫
dy
cos y
= 2arctanh(tan y/2) =⇒ y(s) = 2arctan(tanh s/2)
y entonces, nos queda:
x(s) = −
∫
sen y(s) ds = −
∫
tanh s ds = −log(cosh s).
Luego, nuestra curva es
(x(s), y(s)) = (−log(cosh s), 2arctan(tanh s/2)) (3.4.4)
cuya curvatura viene dada por
k(s) = cos(2arctan(tanh s/2)) con s ∈ R.
Podemos verla en la Figura 3.4.
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Figura 3.4: Curva con k(y) = λcos y, c = 0, λ = 1.
3.4.3. Caso c = 0, λ > 1
La resolucio´n de este caso es similar a la del caso c = 0 , 0 < λ < 1.
Usando la Proposicio´n 1.3.2, tenemos que nuestra curva es:
(x(s), y(s)) =
(
− log
(
dn(λs,
1
λ
)
)
− 1
λ
cn(λs,
1
λ
), arcsen
(1
λ
sn(λs,
1
λ
)
))
(3.4.5)
Esta curva esta´ representada en la Figura 3.5.
Concluimos esta seccio´n con el siguiente resultado.
Corolario 3.4.1 La curva (x(s), y(s)), s ∈ R, dada por (3.4.3) si 0 < λ < 1,
por (3.4.4) si λ = 1 y por (3.4.5) si λ > 1 es la u´nica curva plana (salvo
traslaciones en el eje OX) cuya curvatura es k(y) = λcos y, λ > 0, con
curvatura primitiva F (y) = λsen y.
3.5. Curvas cuya curvatura es k(y) = λcosh y
En esta seccio´n vamos a estudiar curvas planas cuya curvatura es
k(y) = λcosh y, λ > 0. (3.5.1)
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Figura 3.5: Curva con k(y) = λcos y, c = 0, λ > 1.
Usando el Teorema 3.1.2 tenemos que F (y) = λsenh y, y usando (3.1.3)
obtenemos la siguiente EDO:
y˙2 = 1− (λsenh y + c)2 (3.5.2)
con c constante. Entonces, podemos determinar las curvas planas (x(s), y(s))
que satisfacen (3.5.1) mediante:
s =
∫
dy√
1− (λsenh y + c)2 , x(s) = −cs− λ
∫
senh y(s) ds
con c ∈ R.
Si c 6= 0, la integracio´n para obtener s no nos permite obtener expl´ıcita-
mente y = y(s) ya que son funciones el´ıpticas e hiperbo´licas donde y es dif´ıcil
de despejar.
Si c = 0, tenemos que la curvatura satisface la siguiente ecuacio´n diferen-
cial, que es similar a la energ´ıa de la ela´stica dada por (3.2.2):
k˙2 + k4 − (1 + 2λ2)k2 = −λ2(λ2 + 1).
Usando la Proposicio´n 1.3.3 y las funciones el´ıpticas de Jacobi, obtenemos
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que:
s =
∫
dy√
1 + λ2 − λ2cosh2y =
1√
1 + λ2
( 1
dn(cosh y, p)
)−1
, con p2 =
1
1 + λ2
y despejando nos queda que:
y(s) = arccosh
( 1
dn(
√
1 + λ2s, p)
)
, con p2 =
1
1 + λ2
. (3.5.3)
Por otro lado, por las propiedades de las funciones hiperbo´licas y el´ıpticas
tenemos que
senh y(s) =
sn(
√
1 + λ2s, p)√
1 + λ2dn(
√
1 + λ2s, p)
y usando la Proposicio´n 1.3.3, obtenemos que:
x(s) = −arctan
(λ(1 + cn(√1 + λ2s, p))
cn(
√
1 + λ2s, p)− λ2
)
, p2 =
1
1 + λ2
. (3.5.4)
Por tanto, nuestra curva es α(s) = (x(s), y(s)) donde x(s) e y(s) vienen
dadas por (3.5.4) y (3.5.3), respectivamente, y se pueden ver en la Figura 3.6.
Todo esto prueba el siguiente resultado.
Corolario 3.5.1 La curva α(s) = (x(s), y(s)) con s ∈ R, dada por (3.5.3) y
(3.5.4) , con λ > 0, es la u´nica curva plana, salvo traslaciones en el eje OX,
cuya curvatura es k(y) = λcosh y y la primitiva de su curvatura F (y) =
λsenh y.
3.6. Curvas cuya curvatura es k(y) = λ/ey
En esta seccio´n vamos a ver curvas cuya curvatura es:
k(y) = λ/ey = λe−y, λ > 0.
Mediante una traslacio´n en el eje OY podemos considerar:
k(y) = e−y.
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Figura 3.6: Curva con k(y) = λcosh y.
Comenzamos a aplicar el Teorema 3.1.2 tomando F (y) = −e−y y obtenemos
la ecuacio´n diferencial y = y(s) dada por
y˙2 = 1− (c− e−y)2, (3.6.1)
con c constante. Como y˙2 es positivo, se debe verificar que −1 < c− e−y < 1,
es decir, −1 + e−y < c < 1 + e−y. Por tanto, tenemos que c > −1. De esta
forma, podemos determinar las curvas planas (x(s), y(s)), cuya curvatura es
k(y) = e−y, mediante:
s =
∫
dy√
1− (c− e−y)2 (3.6.2)
y
x(s) = −cs+
∫
e−y(s) ds. (3.6.3)
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Para poder integrar (3.6.2) hacemos el cambio de variable u = ey y nos queda
la integral:
s =
∫
du√
(1− c2)u2 + 2cu− 1 . (3.6.4)
Podemos distinguir, segu´n los valores de c, los siguientes casos:
3.6.1. Caso −1 < c < 1
Integrando (3.6.4) tenemos que:
s =
log
(
c+ u− c2u+√1− c2√(1− c2)u2 + 2cu− 1)
√
1− c2
y usando el programa MAPLE para obtener las expresiones de x(s) e y(s) y
(3.6.3) nos queda que la curva es:
(x(s), y(s)) =
(
2arctan
(e√1−c2s − c√
1− c2
)
− cs, log
(cosh(√1− c2s)− c
1− c2
))
.
(3.6.5)
Podemos ver esta curva en la Figura 3.7.
Por tanto, tenemos que la curvatura es:
k(y) =
1− c2
cosh(
√
1− c2s)− c
3.6.2. Caso c = 1
En este caso (3.6.4) queda reducida a s =
√
2ey − 1. Despejando, obtene-
mos que
y(s) = log
(s2 + 1
2
)
y de (3.6.3) se sigue que
x(s) = 2arctan s− s.
Por tanto, nuestra curva viene dada por
(x(s), y(s)) =
(
2arctan s− s, log
(s2 + 1
2
))
(3.6.6)
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Figura 3.7: Curva con k(y) = λ/ey, −1 < c < 1 en los casos c = −0,5, c = 0,
c = 0,5 y c = 0,75.
cuya representacio´n la podemos ver en la Figura 3.8 y cuya curvatura es
k(y) =
2
s2 + 1
.
Figura 3.8: Curva con k(y) = λ/ey, c = 1.
3.6.3. Caso c > 1
En este caso, de (3.6.4) obtenemos que
s = − 1√
c2 − 1arcsen((1− c
2)u+ c), donde u = ey.
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Despejando y(s) de esta expresio´n y usando (3.6.3) para encontrar x(s) nos
queda que la curva es:
(x(s), y(s)) =
(
2arctan
(ctan(√c2 − 1s/2) + 1√
c2 − 1
)
−cs, log
(c+ sen(√c2 − 1s)
c2 − 1
))
(3.6.7)
donde
k(s) =
c2 − 1
c+ sen(
√
c2 − 1s) , con s ∈
(
− pi√
c2 − 1 ,
pi√
c2 − 1
)
.
Podemos ver su representacio´n en la Figura 3.9.
Figura 3.9: Curva con k(y) = λ/ey, c > 1.
Con estos tres casos tenemos el siguiente resultado de unicidad.
Corolario 3.6.1 Sea α(s) = (x(s), y(s)) una curva plana cuya curvatura
satisface k(s) = e−y. Entonces su primitiva es F (y) = c − e−y, con c > −1,
y α viene dada, salvo traslaciones en el eje OX, por (3.6.5) si −1 < c < 1,
(3.6.6) si c = 1 y (3.6.7) si c > 1.
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3.7. Curvas cuya curvatura es k(y) = λ/cos2y
En esta seccio´n vamos a estudiar curvas planas cuya curvatura satisface
la condicio´n geome´trica:
k(y) =
λ
cos2y
, con λ > 0.
Para que k(y) este´ bien definida tomamos −pi/2 < y < pi/2.
Aplicando el Teorema 3.1.2 obtenemos:
y˙2 = 1− (λtan(y) + c)2
con c constante.
Entonces, podemos determinar las curvas planas (x(s), y(s)), cuya curva-
tura es k(y) = λ/cos2y, mediante:
s =
dy√
1− (λtan(y) + c)2 (3.7.1)
y
x(s) = −cs− λ
∫
tany(s) ds (3.7.2)
con c ∈ R.
Para integrar estas expresiones nos encontramos con los problemas descri-
tos en la Observacio´n 3.1.3 excepto para el caso c = 0. En este caso, hacemos
el cambio de variable u = sen(y) y podemos integrar (3.7.1). Al integrar,
obtenemos:
s =
∫
du√
1− (1 + λ2)u2 =
1√
1 + λ2
arcsen(
√
1 + λ2u)
y por tanto
y(s) = arcsen
( 1√
1 + λ2
sen(
√
1 + λ2s)
)
.
Usando (3.7.2) obtenemos:
x(s) =
λ√
1 + λ2
log
(
cos(
√
1 + λ2s) +
√
λ2 + cos2(
√
1 + λ2s)
)
.
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Por tanto, nuestra curva es (x(s), y(s)) con
k(s) =
λ(1 + λ2)
λ2 + cos2(
√
1 + λ2s)
, s ∈
( −pi√
1 + λ2
,
pi√
1 + λ2
)
Figura 3.10: Curvas con k(y) = λ/cos2y, λ > 0.
En la Figura 3.10 podemos ver la representacio´n de esta curva.
Hemos probado el siguiente resultado de unicidad.
Corolario 3.7.1 Dados λ > 0, c = 0, la curva α(s) = (x(s), y(s)) descrita
anteriormente es la u´nica curva plana (salvo movimientos de traslacio´n en
el eje OX) con curvatura k(y) = λ/cos2y y cuya curvatura primitiva es
F (y) = λtan(y).
3.8. Curvas cuya curvatura es k(y) = λ/cosh2y
El objetivo de esta seccio´n es el estudio de las curvas planas cuya curva-
tura satisface la condicio´n geome´trica:
k(y) = λ/cosh2y, con λ > 0.
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Aplicando el Teorema 3.1.2, con F (y) = λtanh y, obtenemos la siguiente
ecuacio´n diferencial
y˙2 = 1− (λtanh y + c)2,
con c constante y debiendo satisfacer que −1 < λtanh y+c < 1. Esto implica
que −(1 + λ) < c < 1 + λ.
Para determinar las curvas planas (x(s), y(s)) que satisfacen k(y) =
λ/cosh2y, debemos calcular las siguientes integrales:
s =
∫
dy√
1− (tanh y + c)2
y
x(s) = −cs− λ
∫
tanh y(s) ds (3.8.1)
con c ∈ (−(1 + λ), 1 + λ).
En el caso c 6= 0 nos encontramos de nuevo con los problemas menciona-
dos en la Observacio´n 3.1.3.
Para c = 0, vamos a realizar el cambio de variable u = senh y y nos queda
que:
s =
∫
du√
1 + (1− λ2)u2 .
Distinguimos 3 casos dependiendo de los valores de λ.
3.8.1. Caso c = 0, 0 < λ < 1
En este caso, nos queda que:
s =
∫
du√
1 + (1− λ2)u2 =
1√
1− λ2arcsenh(
√
1− λ2u)
y despejando obtenemos, fa´cilmente, que
y(s) = arcsenh
( 1√
1− λ2 senh(
√
1− λ2s)
)
. (3.8.2)
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Usando (3.8.1) nos queda que:
x(s) =
−λ√
1− λ2 log
(
cosh(
√
1− λ2s) +
√
cosh2(
√
1− λ2s)− λ2
)
. (3.8.3)
Por tanto, tenemos que la curva es (x(s), y(s)), con x(s) e y(s) las expre-
siones calculadas anteriormente. Podemos verla en la Figura 3.11.
Figura 3.11: Curvas con k(y) = λ/cosh2y, c = 0, 0 < λ < 1 .
3.8.2. Caso c = 0, λ = 1
En este caso, tenemos
s =
∫
du√
1 + u2
= senh(y).
Despejando, obtenemos que y = arcsenh(s). Usando (3.8.1) nos queda que:
x(s) = −√1 + s2. Por tanto, la curva es
(x(s), y(s)) = (arcsenh(s),−
√
1 + s2) (3.8.4)
cuya curvatura es
k(s) =
1
1 + s2
.
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Por el Teorema Fundamental de Curvas Planas sabemos que la curvatura
determina una u´nica curva (salvo movimientos r´ıgidos). Por tanto, esta curva
no es otra que la catenaria (obtenida en la Seccio´n 3.3).
3.8.3. Caso c = 0, λ > 1
En este caso, nos queda que:
s =
∫
du√
1 + (1− λ2)u2 =
1√
λ2 − 1arcsen(
√
λ2 − 1u)
y despejando obtenemos, fa´cilmente, que
y(s) = arcsenh
( 1√
λ2 − 1sen(
√
λ2 − 1s)
)
. (3.8.5)
Usando (3.8.1) nos queda que:
x(s) =
λ√
λ2 − 1arcsen
(cos(√λ2 − 1s)
λ
)
. (3.8.6)
Figura 3.12: Curvas con k(y) = λ/cosh2y, c = 0, λ > 1.
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Por tanto, tenemos que la curva es (x(s), y(s)), con x(s) e y(s) dadas en
(3.8.6) y (3.8.5), respectivamente. La representacio´n de esta curva esta´ dada
en la Figura 3.12.
Con estos tres casos tenemos el siguiente resultado de unicidad.
Corolario 3.8.1 La curva (x(s), y(s)) dada por (3.8.2) y (3.8.3) si 0 < λ <
1, por (3.8.4) si λ = 1 y por (3.8.5) y (3.8.6) si λ > 1, con c = 0, es
la u´nica curva plana (salvo traslaciones en el eje OX) cuya curvatura es
k(y) = λ cosh2 y, λ > 0, con curvatura primitiva F (y) = λtanh y.
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