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Abstract –We investigate oscillatory instability and routes to chaos in Rayleigh-Be´nard con-
vection of electrically conducting fluids in presence of external horizontal magnetic field. Three
dimensional direct numerical simulations (DNS) of the governing equations are performed for the
investigation. DNS shows that oscillatory instability is inhibited by the magnetic field. The su-
percritical Rayleigh number for the onset of oscillation is found to scale with the Chandrasekhar
number Q as Qα in DNS with α = 1.8 for low Prandtl numbers (Pr). Most interestingly, DNS
shows Q dependent routes to chaos for low Prandtl number fluids like mercury (Pr = 0.025). For
low Q, period doubling routes are observed, while, quasiperiodic routes are observed for high Q.
The bifurcation structure associated with Q dependent routes to chaos is then understood by con-
structing a low dimensional model from the DNS data. The model also shows similar scaling laws
as DNS. Bifurcation analysis of the low dimensional model shows that origin of different routes are
associated with the bifurcation structure near the primary instability. These observations show
similarity with the previous results of convection experiments performed with mercury.
Introduction. – The study of thermal convection of
electrically conducting fluids in presence of magnetic field
fascinated researchers for many years due to its relevance
in astrophysical and geophysical problems [1, 2]. Convec-
tion in presence of magnetic field is considered to play a
significant role in the formation of sunspots, solar granu-
lation, magnetic field generation of stars and planets. Be-
sides these, magnetoconvection is also important in the en-
gineering applications like crystal growth [3], and nuclear
heat exchanger [4]. These natural as well as industrial
problems involve complex geometry and scientists there-
fore often consider simplified model of magnetoconvection
to understand the basic physics.
Rayleigh-Be´nard convection (RBC) [1, 5] is a simplified
model of convection and it is studied for many years to
understand properties of convection both in presence and
absence of magnetic field. The linear theory for Rayleigh-
Be´nard magnetoconvection has been extensively devel-
oped by Chandrasekhar [1]. It is known that the primary
instability is greatly effected by the presence of vertical
magnetic field [1]. On the other hand, horizontal mag-
netic field does not modify the primary instability and
remains same as in the absence of magnetic field [1, 6–9].
However, secondary as well as other higher order instabili-
ties are significantly affected by the presence of horizontal
magnetic field.
There has been extensive theoretical as well as exper-
imental studies on the effect of external magnetic field
on the convective flow of electrically conducting fluids to
understand the nonlinear aspects of the problem. Early
experiments [10] considered inhomogeneous as well as ho-
mogeneous external magnetic fields and found the stabi-
lizing effects of it on the convective flow. Later a series
of theoretical works [6–9] considered both horizontal as
well as vertical external magnetic fields and observed that
magnetic field plays an important role in inhibiting the
oscillatory convection.
The effect of horizontal magnetic field on the convective
flow of liquid metals has been investigated in several ex-
perimental studies [12–16]. Fauve et al. [12,13] found that
horizontal magnetic field have a stabilizing effect on the
convective flow and stronger magnetic field can orient the
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flow along the magnetic field direction. The phenomena of
flow reversal and pattern dynamics in presence of horizon-
tal magnetic field have been experimentally investigated in
liquid metals [16]. An interesting two parameter experi-
mental study on the effect of horizontal magnetic field on
the routes to chaos in the convective flow of mercury has
been carried out by Libchaber et al. [17]. They found that
the routes to chaos depend on the magnitude of the ex-
ternal magnetic field as the value of the Rayleigh number
is increased. Recently, intermittency routes to chaos has
also been reported in a model of magnetoconvection [18].
In this article, we consider RBC of low Prandtl-number
fluids in presence of uniform horizontal magnetic field. We
perform three dimensional direct numerical simulations of
the governing equations under Boussinesq approximation
with free-slip boundary conditions and investigate the ef-
fect of uniform horizontal magnetic field on the onset of
oscillatory instability. Magnetic field is found to push the
oscillatory instability onset towards higher Rayleigh num-
ber (Ra). The supercritical Rayleigh number for the onset
of oscillation shows a scaling with Q as Qα, α = 1.8 for
low Prandtl numbers (Pr). We then focus our investiga-
tion on the effect of magnetic field on the route to chaos in
liquid metals (Pr ∼ 10−2). DNS shows a period doubling
cascade to chaos for low values of Q and a quasiperiodic
route to chaos for higher values of Q. These results show
similarity with the experimental results [17]. To under-
stand detailed bifurcation structure associated with differ-
ent routes to chaos, we construct a low dimensional model
from the DNS data and perform bifurcation analysis.
Hydromagnetic system. – We consider a thin hor-
izontal layer of electrically conducting fluid of thickness
d, kinematic viscosity ν, thermal diffusivity κ, magnetic
diffusivity λ and coefficient of volume expansion α kept
between two horizontal thermally conducting plates in
presence of uniform horizontal external magnetic field
~B0 = (0, B0, 0). The system is heated from below and
a uniform temperature gradient β between the two plates
is maintained. The dimensionless magnetohydrodynamic
equations under Boussinesq approximation are given by:
∂tv + (v·∇)v = −∇p+∇2v +Raθeˆ3
+ Q [∂yb+ Pm(b·∇)b] , (1)
Pr[∂tθ + (v·∇)θ] =
[∇2θ + v3
]
, (2)
Pm[∂tb+ (v·∇)b − (b·∇)v] = ∇2b+ ∂yv, (3)
∇·v = ∇·b = 0, (4)
where v(x, y, z, t) ≡ (v1, v2, v3) is the velocity field,
b(x, y, z, t) = b(b1, b2, b3) the induced magnetic field due
to convection, θ(x, y, z, t) the deviation in the temperature
field from the steady conduction profile, p the pressure, g
the acceleration due to gravity and eˆ3 is the vertically di-
rected unit vector. For nondimensionalization, the units d,
d2/ν, νβd/κ and B0ν/λ have been used for length, time,
temperature and induced magnetic field. Four dimension-
less parameters namely Ra = (αβgd4)/(νκ), the Rayleigh
number, Pr = ν/κ, the Prandtl number, Pm = ν/λ, the
magnetic Prandtl number and Q = (B20d
2)/(ρ0νλ), the
Chandrasekhar number appear in the process, where ρ0 is
the reference density of the fluid. The boundaries are as-
sumed to be stress-free, maintained at fixed temperatures
and perfectly conducting, which imply,
v3 = ∂zv1 = ∂zv2 = θ = 0 and
b3 = ∂zb1 = ∂zb2 = 0 at z = 0, 1. (5)
Also, we assumed periodic boundary conditions along hor-
izontal directions. In this paper, we investigate convective
flow of low magnetic Prandtl number fluids e.g. liquid
metals for which Pm ∼ 10−6. Therefore, for simplicity
we consider the limit Pm → 0 [19] and in this limit, the
equations (1) and (3) reduce to:
∂tv + (v·∇)v = −∇p+∇2v +Raθeˆ3 +Q∂yb, (6)
∇2b = −∂yv. (7)
As a result, the induced magnetic field becomes slaved
to velocity field (see equation (7)). Now the equa-
tions (2), (4), (6) and (7) together with the boundary con-
ditions (5) form the mathematical model of the physical
system under consideration. The critical Rayleigh number
and wave number for the onset of convection in this case
are Rac = 27π
4/4 and kc = π/
√
2. We define another pa-
rameter called reduced Rayleigh number by r = Ra/Rac
for the subsequent sections.
Direct Numerical Simulations. – We perform
direct numerical simulations of the governing equa-
tions (2), (4), (6) and (7) with boundary conditions (5)
using the psuedo-spectral code [20]. In the simula-
tion code, vertical velocity (v3), vertical vorticity (ω3)
and temperature (θ) fields are expanded with the set
of orthogonal basis functions either with respect to
{ei(lkcx+mkcy) sin (nπz) : l,m, n = 0, 1, 2, . . .} or with re-
spect to {ei(lkcx+mkcy) cos (nπz) : l,m, n = 0, 1, 2, . . .}
whichever is compatible with the free-slip boundary con-
ditions, where kc is the wave number. Therefore, the ex-
panded fields take the following form:
v3(x, y, z, t) =
∑
l,m,n
Wlmn(t)e
ikc(lx+my) sin (nπz),(8)
ω3(x, y, z, t) =
∑
l,m,n
Zlmn(t)e
ikc(lx+my) cos (nπz), (9)
θ(x, y, z, t) =
∑
l,m,n
Tlmn(t)e
ikc(lx+my) sin (nπz).(10)
The horizontal components of velocity (v1 and v2) are
determined from the equation of continuity (4) and the
induced magnetic field components are then derived from
the equation (7). For time advancement, fourth order
Runge-Kutta (RK4) scheme is used. The grid resolu-
tion for the simulation is taken to be 323 with time step
∆t = 0.001. To test the convergence, some simulations are
repeated with 643 grid and found no change in the results.
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Fig. 1: The oscillatory instability threshold ro(Q,Pr) as a
function of Prandtl number for three different values of Chan-
drasekhar number Q as obtained from DNS.
We first perform DNS of the governing equations to in-
vestigate the effect of magnetic field on the onset of oscilla-
tory instability. Fig. 1 shows the variation of the reduced
Rayleigh number threshold r0(Q,Pr) for the onset of os-
cillatory instability as a function of Prandtl number for
three different values of the Chandrasekhar number Q as
obtained from the DNS. The figure clearly shows that the
imposed horizontal magnetic field inhibits the onset of os-
cillatory instability [21]. This result is consistent with the
earlier theoretical as well as experimental results [8,12,13].
We compute the relative distance from the threshold of
oscillatory instability (RaoQ − Rao0)/Pr as a function of Q
from the DNS data for Pr = 0.025 and 0.1, where RaoQ
and Rao0 are the threshold values of oscillatory solutions
in presence (Q 6= 0) and absence of external magnetic field
(Q = 0) respectively. Here we note that for Pr = 0.1, the
oscillatory solution bifurcates from steady 2D rolls [21],
while for Pr = 0.025, it bifurcates from steady cross rolls
solution [22]. We find that (RaoQ − Rao0)/Pr scales with Q
as Qα, where α = 1.8. Fig. 2 represents this scaling as
obtained from the DNS for two Prandtl numbers. Similar
scaling law was observed in the earlier numerical and ex-
perimental investigations [6,13], where they found α = 1.2.
The difference in the exponent of the scaling from the ear-
lier investigations may be attributed to the difference in
velocity boundary conditions.
Now we focus to understand the effect of external mag-
netic field on routes to chaos of the oscillatory solutions
in mercury (Pr = 0.025) as the value of reduced Rayleigh
number is increased. In absence of the magnetic field, mer-
cury shows period doubling route to chaos [17]. We find
that external magnetic field of smaller magnitude does
not change the route to chaos. The time series of W101 as
well as power spectral density (PSD) plotted in Fig. 3 for
four values of r clearly show the period doubling route to
chaos for Q = 12 in mercury. On the other hand, DNS
for Q = 150 show quasiperiodic route to chaos. Now to
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Fig. 2: Scaling of (RaoQ − Ra
o
0)/Pr with Q for Pr = 0.1 and
0.025 as computed from DNS. The solid curves are best fit
lines.
understand the bifurcation structure associated with Q
dependent routes to chaos in mercury, we construct a low
dimensional model from the DNS data.
Model construction. – From the DNS data we iden-
tify 12 vertical velocity: W101, W011, W111, W202, W022,
W031, W301, W103, W013, W112, W211, W121 , 15 vertical
vorticity: Z100, Z010, Z110, Z111, Z112, Z310, Z130, Z120,
Z210, Z102, Z012, Z201, Z021, Z121, Z211 and 13 tempera-
ture: T101, T011, T112, T111, T202, T022, T103, T013, T301,
T031, T121, T211, T002 most energetic real modes. Now pro-
jecting the hydromagnetic equations on these modes, we
get a set of 40 coupled nonlinear ordinary differential equa-
tions, which is the low dimensional model for the present
investigation.
Analysis of the model and DNS results. – We
integrate the low dimensional model using the ode45 solver
of MATLAB. First we observe that horizontal magnetic
field inhibit the oscillatory instability as observed in the
DNS. Then we compute the quantity (RaoQ − Rao0)/Pr as
a function of Q for Pr = 0.1 and 0.025. We find that
(RaoQ − Rao0)/Pr also scales with Q as Qα, where α = 1.3.
The exponent found in this case is much closer to the
experimental value α = 1.2 [17].
Now we perform the bifurcation analysis of the model,
using a continuation software [23]. Fig. 4 shows the bifur-
cation diagram constructed from the model for Pr = 0.025
and Q = 20. In the bifurcation diagram, the extremum
values ofW101 for different solutions have been plotted as a
function of r in the range 0.99 ≤ r ≤ 1.70. The trivial sta-
ble and unstable conduction state have been shown with
solid and dashed cyan curve in the bifurcation diagram.
The conduction solution or the zero solution is stable for
r < 1 which becomes unstable via pitchfork bifurcation
at r = 1. A stable two dimensional (2D) rolls solution
(W101 6= 0 and W011 = 0 or vice versa) appears. It is
shown with solid blue curve in the figure. The stable 2D
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Fig. 3: Time series as well as PSD of the mode W101 computed
from the DNS for Pr = 0.025 and Q = 12.
rolls observed in our simulation is due to the choice of the
small aspect ratio (2pi
kc
: 2pi
kc
) of the periodicity intervals as
also observed in [19]. It is interesting to note that Busse
and Bolton [24] had shown that convective rolls with crit-
ical wave number is always unstable for Pr < 0.543, under
the action of long-wavelength instabilities which are sup-
pressed in our simulation. We also do not observe the
secondary instabilities reported in [24], because of this.
As the value of r is increased further, the stable 2D rolls
become unstable via pitchfork bifurcation and stable sta-
tionary cross rolls (CR) solution (W101 6= 0 andW011 6= 0)
is generated. The unstable 2D rolls are shown with dashed
blue curve and stable CR solutions are shown with solid
black curve. The appearance of CR from 2D rolls via
pitchfork bifurcation has already been reported by Mishra
et al. [22] for Pr = 0.02 in absence of magnetic field and
they nicely explained the bifurcation structure associated
with the stationary squares (SQ) reported in [25]. For
Pr = 0.025, we also observe similar bifurcation structure
near the onset of convection. For low values of Q, the bi-
furcation scenario is modified but appearance of CR from
stationary 2D rolls is observed in our simulation.
The CR solutions become unstable via supercritical
Hopf bifurcation (HB) at r = 1.0398 and stable limit
cycles are generated (solid red curves in Fig. 4). Phys-
ically these limit cycles represent oscillatory cross rolls
solutions (OCR). The unstable CR solutions continue to
exist (dashed black curve) in the regime of stable OCR so-
lutions. It is apparent from the bifurcation diagram that
the size of the limit cycles of the OCR solutions initially
grows and then decrease with the increase of the value of r
and eventually the unstable CR solution becomes stable at
r = 1.4434, via inverse HB. Again stable CR is observed
in the regime 1.4434 ≤ r ≤ 1.5925 (solid black curve).
This CR branch again undergoes a pitchfork bifurcation
at r = 1.5925 and another stable CR branch comes out
(solid pink curve). Note that the black CR solution exists
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Fig. 4: The bifurcation diagram computed from the model
for Pr = 0.025 and Q = 20. The extreme values of W101
are plotted as a function of r. The solid and dashed cyan,
blue, black and pink curves respectively represent stable and
unstable conduction state, 2D rolls, CRs I and II. The solid
red and green curves represent OCR solutions. The period
doubling cascade arising out of the green OCR solutions have
been shown with brown dots. Unstbale OCR solutions have
been shown with dashed green curve. A zoomed view of the
marked region shown in the inset.
as unstable solution. The pink CR solution then under-
goes a supercritical HB and stable limit cycle (solid green
curve) is generated. This limit cycles undergoes a period
doubling cascade (brown dots) as the value of r is increase
and eventually chaos is observed. A zoomed view of this
period doubling cascade has been shown in the inset.
We now explore the (Q, r) parameter space for Pr =
0.025 and compute a phase diagram (Fig. 5) from the
model. The diagram delimits different solution regimes
of the model with different colours. To describe the
phase diagram, first we note that the cyan island exist
for 0 ≤ Q ≤ 112.6. The regime 0 ≤ Q ≤ 112.6 can also
be subdivided into two parts namely 0 ≤ Q ≤ 60 and
60 < Q ≤ 112.6. For 0 ≤ Q ≤ 60, as the value of r is
increased from r = 1, a bifurcation structure similar to
Q = 20 is observed. This means for Q ≤ 60, as the value
of r is raised slowly from r = 1, stable 2D rolls regime
appears via supercritical pitchfork bifurcation of the con-
duction solution at r = 1 (green regime in Fig. 5). Note
that 2D rolls regime becomes very thin as Q→ 0. As the
value of r is increased further, CR regime (white region
in Fig. 5) is stabilized after pitchfork bifurcation of the
2D rolls solutions. Then a pair of supercritical HBs, one
forward and the other reverse, occur to the CR solutions.
These are associated with the lower and upper boundaries
of the cyan island. In between these two HBs, oscillatory
cross rolls solutions are observed. After the reverse HB
at the upper boundary of the cyan region, the stationary
CR regime (white region in Fig. 5) again becomes stabi-
lized. For a further increase in the value of r, supercritical
HB occurs at the lower boundary of the red region in the
Fig. 5 and time dependent regime starts. Near the lower
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Fig. 5: Flow regimes on the Q − r space for Pr = 0.025. The
green region represents the stable 2D rolls. CR solutions are
represented by white region. An island of OCR has been shown
with cyan colour. The red rigion represents time dependent
regime. The 2D rolls, OCR, CR and time dependent solutions
boundaries obtained from DNS have been dipicted with blue
circles, black squares, blue triangles and filled black circles re-
spectively.
boundary of the red region, periodic oscillatory cross rolls
solutions are observed. These periodic solutions become
chaotic via period doubling route for Q ≤ 60 for higher r.
Note that similar period doubling route to chaos is also
observed in DNS for low values of Q.
For Q > 60, the bifurcation sequence till the value of r
reaches the lower boundary of the red region is similar as
Q ≤ 60. As the value of r is increased further, quasiperi-
odic transition to chaos occurs. A similar quasiperiodic
route to chaos is also observed in DNS for moderate val-
ues of Q. The bifurcation sequence observed in DNS is
also similar to model. Now we emphasize that DNS also
shows qualitatively model like flow regimes and bifurca-
tion structure in (Q − r) parameter space for Pr = 0.025.
To show this we compute the bifurcation boundaries for
Q = 20, 40, 60 and 80 and plotted in the Fig. 5. The blue
circles, black square, blue triangle and filled black circles
respectively represent branch points, and three HB points
obtained from DNS in the Fig. 5. Note that for Q = 100,
we observe only one Hopf for higher value of the Rayleigh
number in DNS and the stable limit cycle solution gen-
erated out of it becomes chaotic via quasiperiodic route
as the value of the Rayleigh number increased further.
This implies that the oscillatory cross rolls regime in DNS
corresponding to the cyan colored portion in the Fig. 5
terminates for a value of Q between 80 and 100 in DNS.
The bifurcation scenario for Q > 112.6 becomes qual-
itatively different in the model. The cyan regime in the
Fig. 5 does not exist any more. Two different CR regimes
intercepted by cyan regime in Fig. 5 is now connected
and only CR is observed in a large range of r. The sta-
tionary CR solutions becomes unstable via supercritical
HB at the lower boundary of the red region and periodic
oscillatory solutions are born. These periodic solutions
become chaotic via quasiperiodic route as the value of r
is increased further. In the model, we observe similar bi-
furcation scenario till Q = 250 for Pr = 0.025. We have
not considered Q > 250 in the model, as beyond this, the
model results start deviating significantly from the DNS.
To understand the details of the bifurcation structure
for the higher values of Q, we construct a bifurcation dia-
gram (Fig. 6) from the model for Q = 250 with Pr = 0.025.
We observe that the bifurcation structure is drastically
modified for higher values of Q. The trivial conduction
state is stable for r < 1 and becomes unstable at r = 1
via a pitchfork bifurcation. The stable and unstable con-
duction solutions are shown with solid and dashed cyan
curves in Fig. 6. Stable 2D rolls (solid blue line in Fig. 6)
solution is originated. The 2D rolls solution again un-
Fig. 6: Bifurcation diagram computed from the model for Pr =
0.025 and Q = 250. The extreme values of W101 are plotted
as a function of r. The stable and unstable stationary 2D
rolls, CRs of type I & II solutions are represented by solid
and dashed blue, black and pink curves respectively. Solid
green curves represent the OCR solutions. The quasiperiodic
solutions are represented by brown dots. A zoomed view of the
marked region is shown in the inset.
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Fig. 7: Quasiperiodic route to chaos as obtained from DNS for
Q = 400 and Pr = 0.025.
dergoes a pitchfork bifurcation at r = 1.368 and stable
CR solution branch is born (solid black curve in Fig. 6).
This CR solutions remains stable for a large range of r and
looses stability via HB at r = 6.652. Stable limit cycles
are generated (solid green curves in Fig. 6). As r is in-
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creased further, the limit cycles become unstable and two
frequency quasiperidic solutions are observed (light brown
dots in Fig. 6). The qusiperiodic solution becomes chaotic
for higher values of r. We observe similar bifurcation se-
quence for Q = 100, 150, 200 250, 300 and 350 in DNS.
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Fig. 8: Nusselt number (Nu) as a function of r for various Q
with Pr = 0.025 as obtained in DNS.
We now explore high Q regime in DNS. DNS for Q =
400 shows quasiperiodic route to chaos but with quali-
tatively different bifurcations scenario. In this case, the
regime of stable 2D rolls is greatly enhanced and it does
not bifurcate to CR. The 2D rolls become unstable via HB
and periodic wavy rolls are generated and eventually be-
comes chaotic via quasiperiodic route for value of r. The
time series of the modeW101 have been shown in Fig. 7 for
three different values of r with Q = 400. The figure clearly
shows a quasiperiodic route to chaos. We then consider
values of Q upto 3900 and found quasiperiodic routes to
chaos only in DNS. It is interesting to note that we do
not observe subharmonic route to chaos like [14] for high
values of Q in our simulation. The Nusselt number plot
for DNS with high Q have been shown in Fig. 8. From
the figure, a sharp change in the slope of Nusselt number
is observed for Q 6= 0. The heat flux corresponding to
the stationary solutions follow a common upper boundary
with higher slope and it deviates from the upper boundary
as flow becomes time dependent for all nonzero Q.
Conclusions. – In this article, we have presented
the results of our investigation on the effect of external
horizontal magnetic field on oscillatory instability and
routes to chaos in RBC of low Prandtl-number fluids
with free-slip boundary conditions. We perform direct
numerical simulations as well as low dimensional modeling
for the investigation. We find that oscillatory instability
is inhibited due to the horizontal magnetic field and the
supercritical Rayleigh number shows a scaling with Q
similar to experimental result. DNS results also show
that the routes to chaos depends on the magnitude of
external magnetic field. Then we carry out detailed
investigation with Pr = 0.025, the Prandtl number of
mercury by DNS and low dimensional modeling. A large
range of Q (0 < Q ≤ 3900) has been considered for the
investigation. We find that the route to chaos is period
doubling for lower values of Q and quasiperiodic routes
are observed for higher values of Q. These results show
similarity with the experimental results [17].
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