Assessment of high-resolution methods in hypersonic real-gas flows by Drikakis, Dimitris et al.
Assessment of High-Resolution Methods
in Hypersonic Real-Gas Flows
Shiroshana Tissera
Submitted for the Degree of Ph.D.
Fluid Mechanics and Computational Group
School of Engineering
Cranfield University
Cranfield, UK

Cranfield University
School of Engineering
PhD
Year: 2010
Shiroshana Tissera
Assessment of High-Resolution Methods
in Hypersonic Real-Gas Flows
Professor Dimitris Drikakis (First Supervisor) and
Dr Vladimir Titarev (Second Supervisor)
July 2010
©Cranfield University, 2010.
All rights reserved. No part of this publication may be reproduced
without the written permission of the copyright holder.

Acknowledgements
I wish to thank many individuals who helped me over the years directly and in-
directly, and without their help, advice, and support, the completion of this the-
sis would not be a rewarding experience. Firstly, I would like to thank Professor
Drikakis for his advice and supervision, for encouraging me to take on additional
challenges, patience, and endless enthusiasm for the undertaking, and develop-
ment of hypersonic flow modelling. I am also extremely grateful to my second
supervisor, and friend Dr Vladimir Titarev, for his insight into all things numeri-
cal, support, constructive criticism, and general chats about tea. I would also like
to thank Dr Marie-Claude Druguet, and Dr I Nompelis for answering my endless
questions, and their advice about the double-cone flow all the way from the USA.
Furthermore I would also like to thank Professor John Stollery, Andrew Mosedale,
Evgeniy Shapiro, Marco Hann, Ben Thornber, and Les Oswald for their help, sup-
port, and advice about the hypersonics, coding, and numerical issues. Thanks to
my friends at Cranfield, Ranga-Dinesh, Maximus (Max), Philip, Inok, and Ioannis
for all the fruitful discussions we had, and for all their help. I am also grateful to
my friends at CMDC, and specially mention Ms Jo Price, and Mr Stewart Elsmore
for their support and understanding.
On a more personal note, I would like to thank my friends Ranal and Amal for just
being there, and making the life in London (and UK) a more enjoyable one. Himali,
thank you for feeding me all things Sri Lankan, whenever I visit. I must also
mention my buddy Dilan for the endless discussions about everything, inspiration
and just making me see things in a different light. I also would like to express my
deepest gratitude to Nancy for her endless support, cooking me the most delicious
mousaka, and pasta, making me better acquainted with all things Greek, for great
companionship, and simply making the past few months most memorable.
Finally, a great thankyou to my Mother, Father, and Brother. I would like to dedi-
cate this thesis to my Parents for their enormous support, and constant encourage-
ment and belief that I would always make the right choice. Simply everything was,
and would be possible only because of you.

Abstract
The interest in hypersonic flow phenomena has peaked in recent years where num-
ber of experimental and computational work has been carried out. The Com-
putational Fluid Dynamics (CFD) is fast becoming an invaluable tool to investi-
gate compressible hypersonic flow phenomena that are extremely complex in na-
ture. Mathematical models employed to describe complex physical phenomena
that take place at hypersonic speeds inherit varying degrees of accuracy and relia-
bility. Therefore, further studies, numerical and experimental, are needed to clarify
and improve these models. Numerical computation is one of the tasks that are vital
in the overall hypersonic flow research effort.
This work investigated the applicability and performance of higher resolution meth-
ods to simulate high enthalpy real gas flows. Furthermore, gas-surface interaction
and ablation effects are also investigated. In order to achieve the set task, it is im-
perative that the numerical code (CNS3D) used is equipped with necessary numer-
ical and physical models to tackle flow behaviour typically unique to hypersonic
flow. Therefore, the implementation of mathematical models that describe the real
gas phenomena, such as vibrational effects, chemical dissociation, diffusion, and
high enthalpy effects, has been carried out.
The test cases, the HB-2 flare and the double-cone have been considered for the
purposes of verification and validation. The experimental data for heat transfer
and pressure are compared with numerical predictions to assess the behaviour of
modified CNS3D overall and each numerical scheme with regards to reconstruc-
tion methods. The overall agreement between the predicted results for both cases
and the experimental data is satisfactory. The stagnation point values of pressure
and heat flux for HB-2 flare testcase at varying Mach numbers from 5 to 17.8 has
been established; these values are expected aid future validation efforts. It was
also found that very high-order schemes, such as WENO 5th and 9th-order meth-
ods, may provide slightly better results for free stream Mach numbers less than 10;
however, there are no obvious benefits over second-order methods for Mach num-
bers greater than 10. Furthermore, it has been substantiated that increasing order
of accuracy compared to increments in the grid resolution is much more effective
way of gaining accuracy in the case of real gas flows.
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CHAPTER 1
Introduction to Non-equilibrium Hypersonic Flow and Review
of Related Research
Believe nothing, no matter where you read it,
or who said it, no matter if I have said it,
unless it agrees with your own reason,
and your own common sense.
Lord Gautama Buddha (Founder of Buddhism; Lumbini, 536 BC)
1.1 Historical Perspective
Over the years the typical cruising speed and altitude of an aeroplane has increased from a mere
35 mph and barely taking off in 1903 to 1200mph at 60000ft in the 1960s. The highly clas-
sified X-planes project initiated by the United States used new technologies to design manned
airplanes that reached speeds past Mach number seven. The experimental Hyper-X(X−43)
unmanned space vehicle (see Figure 1.1) powered by a scram-jet made history by achieving
sustained atmospheric flight at Mach number 10 for 10s. Furthermore, space race between the
United States and the Soviet Union fuelled the desire to design reusable hypersonic vehicles
that can withstand extreme conditions during re-entry. The highest Mach number achieved by
a manned flight is held by the space shuttle with Mach number 25 re-entry from a 200-mile low
earth orbit.
(a) X-43A (b) X-15
Figure 1.1 — NASA Hypersonic Aerospace Vehicles.145
The costs involved in meeting the design requirements for high speed aerospace vehicles typ-
ically tend to be extremely high. One of the key reasons for this dearer price tag is the lack
of understanding of the extreme physical conditions present within the flow field around the
hypersonic vehicle. This means that large safety factors had to be incorporated into the design
of vital components such as the Thermal Protection System (TPS). The additional weight in-
evitably makes such vehicles commercially non-viable as it results in payload reduction. All
these factors pointed towards the conclusion that the costs associated with hypersonic vehicle
design far outweigh the immediate benefits they bring, and most projects were discontinued.
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The interest in hypersonic flow phenomena has been rekindled in recent years and additional
experimental and computational work has been carried out. This is a useful trend that will
lead to identifying the factors affecting the complex flows that surround hypersonic objects
2,9,11,76,138,143, though this is not straight-forward. Due to the complex physical processes that
take place at high Mach numbers, the experimental methods are still difficult to conduct and
obtain accurate results. The advances have been much greater in the numerical field; however,
the physical and chemical models used in the simulations are inadequate to fully describe the
physics at high Mach numbers.
Computational fluid dynamics (CFD) is a strategic tool that continues to reduce the design and
development time required for aerospace vehicle design108. The accumulative effect of rea-
sons, such as increased robustness in CFD codes, lower computational costs, improvement in
hardware as well grid generation, and easy to use post processing tools, has provided the nec-
essary environment for increase in popularity and rapid growth of CFD108. One of the main
objectives of hypersonic CFD research is to classify physical and numerical models that have
been validated, and could amply characterise the various extreme flow phenomena with opti-
mum accuracy12. From the research carried out so far, it is evident that this is a mammoth
task proving to be extremely difficult. Therefore, continuation of hypersonic flow research is
essential to clarify many unknowns, which would assist in designing new, even faster, efficient
and safe aerospace vehicles that will propel mankind into the future11,32,126.
1.2 High Temperature Compressible Flows
Typically hypersonic flow regime is identified as those flows, where Mach number is greater
than 5. Phenomena such as viscous interaction, high temperature, and low density effects have
a more dominating influence within the hypersonic regime. In addition, with the increase in
Mach number, shock wave stand-off distance becomes much smaller. Also, the thickness of
the boundary layer becomes relatively large compared to the shock layer. The shock layer is
defined as the region between the bow shock wave and the surface of the hypersonic object.
Within the boundary layer kinetic energy is transferred into internal energy generating very
high temperatures, which trigger dissociation and even ionisation of molecules. The chemically
reacting flow dominates the shock layer, forcing the assumption of perfect gas and the familiar
observation of γ= CpCv = 1.4 to be invalid
2,20. Therefore, a flow field where phenomena such as
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vibrational and chemical excitation, dissociation, ionisation, adsorption and radiation prevail,
is referred to as a high temperatures gas or real gas (see Figure 1.2)2,9.
Figure 1.2 — Hypersonic flow phenomena that may be present within the flow.
The non-equilibrium effects that may be present during real gas conditions is the primary focus
of this work. To make the investigation easier, it is convenient to introduce a scale by which
the flow can be classified into categories. The Damko¨hler number (Da) is such a scale, where
Da is defined as tf/tc; the flow time, tf, is defined as the characteristic time taken by the fluid
element to transverse the flow domain; the characteristic time for the chemical reaction or
vibrational energy to approach equilibrium is represented by tc 2. If the speed of the chemical
reactions is higher than the speed at which the fluid element moves through the flow field,
the flow is considered to be in equilibrium and Da1129,138. If the typical characteristic time
scales associated with processes such as chemical reactions to reach equilibrium is orders of
magnitude higher than the characteristics flow time, that is Da1, then the gas is typically
referred to as being frozen. In between these two extremes, non-equilibrium flow takes place.
The non-equilibrium flow occurs when an insufficient number of collisions take place when
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flow particles pass through a strong shock wave or undergo a rapid expansion during the time
period of the fluid motion. The high temperature chemically reacting flow features can have a
dramatic influence over the aerodynamic characteristics and must be taken into account during
the design and development stage of aerospace vehicles128,138. Figure 1.3 presents the various
effects of high speed flow phenomena coming into effect at different speeds and altitudes.
Figure 1.3 — Trajectories of various space vehicles. after 11
The chemical species within the high temperature flow field not only react with each other, but
also interact with the TPS. It is entirely possible for the wall material to aid or even take part in
chemical reactions taking place occurring near vicinity of the surface. Gas-surface interactions
are an important aspect of hypersonic flows as it can influence the flow physics to change
drastically with potentially undesired consequences.
Gas-surface interaction in the form of catalytic recombination aids the reactions, such as two
Oxygen atoms O, coming together to form an Oxygen molecule O2. The effect of the catalyst
alters, or in this case reduces the activation energy of the reaction and aids the process without
taking part. The reactive flow interaction would defer depending on state of oxidisation of the
TPS material. A number of catalytic models are available in the literature3,8,141 with a varying
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degree of accuracy to be applied at specific conditions to increase the effectiveness of the (CFD)
simulations1,4,62,130,136,155.
Recombination reactions are usually classified as exothermic and as a result, a fully catalytic
wall would significantly increase the heat transfer to the wall. However, in most cases the wall
can be classified as partially catalytic62,67,142. Earlier designs of TPS assumed fully catalytic
conditions and used very high safety factors during design to compensate. This practice may
be justified for low cost non-reusable vehicle design. However, more accurate estimations of
heat transfer to the surface are essential for the design of the space shuttle and other reusable
aerospace vehicles in order to save weight while providing optimum safety to the crew and vital
components. With the involvement of CFD, and by employing a catalytic wall boundary model
for materials such as SiO2 it is possible to achieve a better estimate than previously possible.
If the surface is considered to be ablating, surface material actively reacts with the species
within the flow. The process of ablation results in mass loss from the surface which creates
ablation-product layer in the immediate vicinity of the TPS. This reduces the conductive heat
flux from the hotter regions in the flow field reaching the wall. It is important that accurate pre-
dictions are made regarding the thickness and the thermo-chemical state of the ablation-product
layer which would assist in estimating the total heat transfer to the wall. The radiation fluxes
directed towards the wall are also partly absorbed by the ablation-product layer28,60,112,131,159.
Also, there are models available to describe ablation over the surface considering variables such
as the materials and temperatures involved17. These models have been developed under vari-
ous assumptions and predict ablation effects with varying degrees of accuracy61,117,137. Further
details of catalytic and ablating wall effects will be discussed in chapter 6.
1.3 Review of Related Research
The outcome of studies conducted via the means of computational methods is an integral part of
the validation process. The ultimate goal of these studies is to improve the existing models (nu-
merical or physical) to duplicate the conditions in reality. The calculated results are compared
with data obtained via the experimental method to ascertain the validity of the mathematical
models. These avenues of investigation have been used by many researchers to explore various
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aspects of hypersonic flow; several examples of such attempts are presented within the course
of this thesis.
The experimental data for a number of test cases conducted under a range of conditions are
available in the literature80,81,86,105,110,116,124. These included research areas such as real gas
flows105,123, laminar hypersonic viscous-inviscid interactions73, shock-shock interactions75,
and boundary layer instabilities and transition96,97,140. The experiments were carried out using
a range of flow conditions across laminar, transitional and turbulent regimes with varying Mach
numbers and angles of attack. For instance, the investigators Holden and Wadhams(2001) car-
ried out extensive investigations into high speed flows using the double-cone configuration un-
der laminar flow conditions in the shock tunnels at Calspan University Buffalo Research Center
(CUBRC). This was part of an extensive validation study carried by the Research Technology
Organisation (RTO) Advanced Vehicle Technology (AVT), a Working Group; designated num-
ber 10 (NATO-RTO-AVT-10). One of the goals of carrying out such experimental work has been
the construction of a database containing experimental measurements for well-defined model
configurations78,79,157.
The increase in computational work also has been a significant factor in supporting the ex-
perimental data. Such research has explored numerous physical and numerical models for
hypersonic flows. On the physical side, this has required simulations to range from a typical
perfect gas model to a multi-species, high temperature, chemically reacting thermally perfect
gas model, including chemical and vibrational non-equilibrium relaxation. Phenomena such as
radiation51,59, ionization65,72, and with magneto-hydrodynamics83 have also been included in
some studies to investigate the properties of flow regimes under continuum and rarefied condi-
tions10,53,138. In addition, dissociation50, recombination64, and vibrational relaxation20,83 are
also taken into consideration through the use of vibrational temperature15,19,57,128,129. Deter-
mining the physics over a given flow regime and geometry is an iterative process that continues
to develop alongside these physical models.
A wide range of numerical methods were also employed in these studies. Riemann solvers,
such as ROE and HLLC †, are most commonly used56,84,132,133,139. However, there have been
studies done in the past which employed flux vector splitting and hybrid schemes16,43. These
studies have reported that25,43 second-order accurate modified Steger-Warming methods and
hybrid schemes are quite effective for the purposes of simulating hypersonic flow problems
†Further details of the HLLC Riemann solver will be explained in detail in chapter3
7of 175
under perfect and non-equilibrium assumptions. Most of these problems were investigated
under laminar conditions and with little or no turbulent effects. The time integration scheme
used depends mostly on the type of problem, and more specifically on the resolution of the grid.
The explicit multi-stage Runge-Kutta scheme was widely utilised which improved accuracy
beyond the typical second order88,89,158 and has been coupled with a multi-grid method as an
acceleration scheme91. In addition to the explicit approach, implicit time marching schemes
have also been used43,48,119. To achieve convergence over grids with very high resolution, it is
imperative that either a fully implicit scheme or an explicit scheme coupled with an acceleration
technique should be used, as it would be impractical to use simple explicit schemes and retain
any hope of achieving convergence48.
With regards to the accuracy of reconstruction, methods used previously range from second to
fifth order. Typical second-order reconstruction methods are the Monotone Upstream-centred
Schemes for Conservation Laws (MUSCL). These are formulated so as to gain optimal ac-
curacy in smooth regions of the flow while being limited in the presence of discontinuities
through non-linear limiting functions. A number of limiting functions are presented in the
literature38,103 and many have been used to investigate hypersonic problems144.
Another approach to construct high-order methods is provided by the Essentially Non-Oscillatory
(ENO) method70. Third-order ENO schemes were used by29 to study the effects of shockwave-
free stream interactions of transient hypersonic flow. The ENOmethods have not found widespread
use, partly because they were quickly superseded by the weighted ENO (WENO) schemes85.
Fifth-order WENO schemes have been employed to study the boundary layer over a blunt cone
88,89,125,158. These studies included variants of the WENO scheme, such as a preconditioned
(P-WENO) scheme for solving the Navier-Stokes equations consisting of a 1st-order compo-
nent in conjunction with the preconditioned Roe solver and a 3rd-order component based on a
preconditioned WENO scheme.
The standard WENO reconstruction of Jiang and Shu85 (WENO-JS) has been successfully ap-
plied to many problems featuring discontinuities7,85,107,150. There have also been efforts to
improve the efficiency and robustness of the original WENO scheme. Henrick et al.74 in-
troduced the mapped WENO (WENO-M) scheme, which was capable of achieving optimal
order of accuracy near critical points. More recently, Borges et al.18 presented a new WENO
scheme (WENO-Z) by implementing higher-order smoothness indicators with a new set of
non-oscillatory weights which gives less dissipation and higher resolution than the original
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WENO-JS scheme. The results obtained for the fifth-order reconstruction for this scheme are
as sharp as the ones obtained using the mapped WENO (WENO-M) scheme with the compu-
tational cost being lower when the mapping is not performed.
Oliveira et al.125 used the hypersonic double-cone flow under perfect gas conditions to vali-
date the modified weighted compact scheme (MWCS) which is very similar to WENO. It was
observed that MWCS outperforms WENO scheme by achieving sixth order accuracy of recon-
struction in the smooth regions and forth order near the shocks. In contrast WENO fifth-order
achieves only fifth-order in the smooth regions and only third-order near discontinuities. Even
though flow features are not predicted accurately, the results obtained are encouraging and
further development is under way†.
1.4 Aim and Structure of the Thesis
The aim of this thesis is to investigate the behaviour and effectiveness of the high-order meth-
ods when utilised to simulate hypersonic flow phenomena. Using the test cases HB-2 and
double-cone flow, mentioned below, it has been attempted to ascertain the functionality of
high-resolution and high-order schemes within the reconstruction element of the numerical
schemes. The use of these techniques in non-equilibrium hypersonic flows to resolve HB-2
and double-cone flows with ablating wall boundary conditions is state of the art. Furthermore,
to the best of this author’s knowledge, this is one of the first computation studies that has been
carried out at low and high enthalpy conditions for the HB-2 flare test case and the numerical
results obtained have been referred to as ground-breaking‡.
The current investigation employs the compressible Navier-Stokes solver (CNS3D) developed
over a number of years by Drikakis et al6,162; the code has been validated for high Mach
number ideal gas flows.
The main aim of this work has been to facilitate the application of higher-order methods in
non-equilibrium hypersonic flow, in the way of implementing numerous physical models and
additional governing equations. Therefore, to extend the capability of CNS3D to handle non-
equilibrium high temperature flows at high Mach numbers, during the course of this study,
†Further details of MUSCL and WENO reconstruction techniques are presented in chapter3
‡Personal communication: Dr Grant Palmer, Associate Editor, Journal of Spacecraft and Rockets, Email-
Grant.E.Palmer@nasa.gov
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additional equations and models describing chemical dissociation, surface chemistry, thermal
diffusion, vibrational effects and other high temperature phenomena have been implemented
The need for the additional terms arises from the complex phenomena that become dominant
due to high energy present within the flow. Various effects, such as diffusion, thermal and
chemical non-equilibrium, and the activation of additional energy modes, are not present or
dominant in a typical ideal gas flow. Further details of the models and equations implemented
are presented in the following chapters. Furthermore, CNS3D has been compared with the
commercial software FLUENT; the objective of this study was to establish and compare the
capabilities of both codes.
1.4.1 Test Cases
The present investigation employed two test cases, namely blunted-cone-cylinder-flare desig-
nated HB-2 and double-cone, for validation purposes. A brief description of these test cases
is available below. Both double-cone and HB-2 are regarded as excellent test cases for code
validation purposes.
Double-cone Flare
Although the geometry of the double-cone appears simple enough (see Figure 1.4), it gives
rise to complex flow features including strong viscous-inviscid and shock-shock interactions
leading to boundary layer separation24,48,119. The interaction between the shock generated by
the first cone and the strong detached shock formed by the second cone yields a transmission
shock which impinges on the wall, downstream of the junction of the two cones. The adverse
pressure gradient created as a result of these interactions forces the boundary layer to sepa-
rate while forming its own shock, which in turn interacts with the triple point of the existing
shocks. While this process continues, the territory of the separation region oscillates until the
flow reaches the steady state. Downstream of the point where transmitted shock impinges and
along the surface of the second cone a supersonic jet, exhibiting isentropic compressions and
expansions conditions, is formed. In addition, immediately behind the triple point a subsonic
region is also materialised. When the steady shear layer cannot eject enough mass, flow tends
to become unsteady, leading to oscillations48,93.
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Figure 1.4 — Double-cone geometry.
The double-cone test case was used by Candler25, Nompelis119,121, Druguet48 and Gnoffo57,
to investigate low and high enthalpy flows involving real gas effects and related phenomena
using computational methods. Also, comparison studies between the use of Navier-Stokes
equations and the Direct Simulation Monte Carlo (DSMC) codes were carried out by Inger and
Moss14,83. Nompelis et al119,122,123 used a second-order accurate modified Steger-Warming
method to simulate the double-cone flow, under laminar flow conditions to examine the effects
of real-gas chemistry on hypersonic flows with laminar viscous-inviscid interactions. The work
was carried out to establish quality high-enthalpy hypersonic experiments for validation of air
chemistry models. It was concluded that a distinct advantage could be gained by characterising
the flow through numerical simulation over traditional experimental methods.
The size of the separation zone is dictated by the shock interaction and boundary layer growth
and it is essential that the grid utilised is able to adequately capture these effects. The size
of the separation zone is the primary indicator of characteristics with the fluid flow over the
double-cone. For instance, Druguet et al.48 observed that making alterations to aspects such as
forward chemical reaction rate or angle of attack would alter the size of the recirculation zone.
It is also a flow feature that is comparatively easier to track and observe. The length of the
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separation zone can be accurately determined experimentally using surface measurements and
flow visualisation techniques, which makes the double-cone test case ideal for code validation
purposes25,93. The axi-symmetric nature double-cone flow allows for a 2D simulation which
enables the computational costs to be kept comparatively low119.
Hypervelocity Ballistic Test Case: HB-2 Flare
The flow features that develop around the HB-2 flare are simpler than the double-cone flow;
a typical bow shock originates upstream of the nose region and a separation bubble can form
at the cylinder-flare junction. However, the shock interactions are not intrinsically linked. The
separation bubble is an indicator of the effect of Reynolds No. on the flow - which only exists
for a limited range. As the Mach number is increased, the flow becomes firmly attached to the
wall and does not show any signs of separation. The geometry of the HB-2 flare is available in
Figure 1.5.
Figure 1.5 — Schematic of the HB-2 geometry.
Although only few experiential studies have been carried out, a fair amount of data gathered
under axi-symmetric and three dimensional conditions is available in the literature. Most no-
table are experiments conducted in various wind tunnels such as ONERA in France, to measure
quantities such as force coefficients and pressure with varying Mach numbers and angle of at-
tacks54,63,86,87. At the current time, there is very limited computational work published for the
HB-214. Overall, not as extreme a case as the double-cone, HB-2 flare does form a convenient
test case for validation of numerical methods.
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1.4.2 Structure of the Thesis
Chapters 2 and 3 map out the aspect of physical and numerical models that have been used to
simulate hypersonic flows. The details of the computational experiments carried out in several
stages and the results obtained are presented from chapters 4 through 6. The HB-2 flare and the
double-cone flow have been investigated under the perfect and real gas assumption in Chapters
4 and 5 respectively. The study includes the 5th- and 9th-order WENO-M schemes as well as
the 2nd- and 5th-order MUSCL schemes. Comparisons are performed against experimental data
for the wall pressure and heat transfer distributions. It is the first time that several numerical
reconstruction schemes have been tested for a range of Mach numbers for the HB-2 geometry.
The runs are carried out on several different structured grid resolutions. This is to compare the
improvement made by increasing the grid resolution to that obtained via increasing the order of
accuracy. In Chapter 6 the numerical components implemented to describe the ablation effects
are validated to further expand the applicability of the computational code. Finally, in Chapter
7 the summary and conclusions of this work have been presented.
1.5 List of Journal and Conference Publications
The results of the thesis have been presented in the following publications
• Tissera.S., Drikakis,D., Birch, T., ’Computational Fluid Dynamics Methods for Hyper-
sonic Flow Around Blunted-Cones-Cylider-Flare’, Journal of Spacecrafts and Rockets,
2010, 0022-4650 vol.47 no.4 (563-570) doi: 10.2514/1.46722
• Tissera.S., Titarev, V., Drikakis,D.,’Chemically Reacting Flows Around a Double Cone,
Including Ablation Effects (Invited)’,AIAA Paper 2010-1285’, 2010.
• Tissera.S., Titarev, V., Drikakis,D., ’Real Gas Hypersonic Flow Modeling Using High
Order Methods’, Journal of Spacecrafts and Rockets, in review, 2010.
In addition the results obtained via Hypersonic-CNS3D, have been submitted to the joint
publication by NATO-RTO-AVT Working group 10 highlighting the joint validation ef-
forts by Knight and Longo (2010).
13of 175
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AIAA Paper 2010-1465, 2010.
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CHAPTER 2
Governing Equations for High Temperature
Real Gas and Supplemental Models
It is said that despite its many glaring (and occasionally fatal) inaccuracies, the
Hitchhiker’s Guide to the Galaxy itself has outsold the Encyclopedia Galactica because it is
slightly cheaper, and because it has the words
"Don’t Panic"
in large, friendly letters on the cover.
The Hitchhiker’s Guide to the Galaxy,
Douglas Adams (English science fiction novelist,1952)
2.1 Introduction
In this chapter governing equations and additional formulation for multi-species chemically re-
acting perfect gas are introduced. The governing equations for a perfect gas, typically referred
to as Navier-Stokes (NS) equations, consist of mathematical expressions for conservation of
mass, momentum, and energy. Due to the complex mechanisms involved, to adequately de-
scribe the flow physics, the governing equations are supplemented with additional terms and
formulae.
Instead of the single global continuity equation, s number of species continuity equations are
employed, where s is equivalent to the maximum number of species that may be present within
the flow field. In this work it has been assumed that nine species N2, O2, N, O, NO, C, CO,
CO2, and CN, may be present within the system. This type of set up makes it convenient to
keep track of the creation and destruction of species within the flow. In addition, a conservation
equation for vibrational energy relaxation is also introduced, which is used to obtain the total
vibrational temperature within the flow. To accurately describe the chemical reactions and
energy mode relaxation, source terms are introduced which are not available in typical perfect
gas formulation. Additional terms are also included in energy and continuity equations to
account for diffusion within the flow. It is also assumed that ionisation does not take place
during chemical reactions at hyper-velocity.
Assumptions and Limitations
The governing equations and related models that are employed to describe the physics at high
temperature non-equilibrium flow field have been constructed on the foundation of several as-
sumptions. These hypotheses allow the researches to employ these models subjected to their
inherit limitations.
Can only be applied within the confines of continuity : It is assumed that the flow-fields are
accurately described by a continuum formulation. To evaluate if it is plausible, to apply
continuum formulation, the dimensionless parameter Kn (Knudsen number) is used. The
Knudsen number, defined asmean-free-path/characteristic length scale of the body or flow,
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has be to 1. It is required that Kn be much less than one, in order for continuum formu-
lation to function correctly; typically the value of Kn falls within the limits of 0.1-0.001.
This, requirement ensures that there is a large number of molecules present within the
computational volume; moreover, it is postulated that the statistical variation is minute
at any point inside the domain and as a result the continuum description of the viscous
fluxes is consistent. Furthermore, with regards to the interaction between the gas and
the solid surface of the vehicle, a small Knudsen number ensures that there are a large
enough number of collisions of the gas molecules with the wall. This factor leads to the
fulfilment of the condition that there is no velocity or temperature slip at the wall.
Separate independent temperatures are employed to describe the thermal state of gas : The
internal energy modes, translational, rotational, and vibrational energy are characterised
by translational (Tt), rotational (Tr), and vibrational (Tv) temperatures respectively. The
temperatures Tt and Tr are assumed to be in equilibrium with each other, hence a single
temperature T is used to define both translational-rotational energy modes. The vibra-
tional temperature Tv represents the vibrational energy mode of diatomic species, and in
this work only a single vibrational temperature is applied for all diatomic species.
It must be noted that the vibrational states of each diatomic molecular species could
be significantly different from each other; therefore, using a single vibrational temper-
ature could cause inaccuracies within the simulations. Park128 suggests that using the
two temperature model is adequate; if chemical reactions are modelled simply using the
translational-rotational temperature Tr, then it is possible that the sudden jump in the
temperature can cause chemical reactions to proceed much faster than in reality; where,
not being able to accurately model the relaxation between each vibrational state has been
pointed out as the short coming in the multi-temperature model. Also, simulation of flow
field with 9 species and high-order reconstruction techniques alone is computationally
very expensive; employing additional vibrational temperatures will increase the burden
on the computational resources even more. Due to these reasons, the author has decided
against using individual vibrational temperatures corresponding to different species of
diatomic molecules.
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2.2 Governing Equations in Conservative Form
The NS equations are the backbone of the computation and dictate the shift of gases within the
flow filed through the domain in space and time. The flow field is initiated with a set of free
stream variables and allowed to evolve in time to yield a solution at steady state. The governing
equations of Navier Stokes are presented below.
∂U
∂t
+
∂F
∂x
+
∂G
∂y
+
∂H
∂z
=
∂Fv
∂x
+
∂Gv
∂y
+
∂Hv
∂z
+W (2.2.1)
Here,U is the vector of conserved quantities: F ,G,H are the inviscid fluxes; Fv,Gv,Hv are
the viscous fluxes, andW is the source term accounting for chemical reactions and vibrational
relaxation. The conserved vector U is expressed as
U =
[
ρN2,ρO2, . . . ,ρCN,ρu,ρv,ρw,E,Ev
]T
. (2.2.2)
The species density is ρs and the Cartesian velocity components in x, y, and z are represented
by u, v, and w respectively. The total energy and total vibrational energy per unit volume
are represented by E and Ev respectively. The total energy of the system can be calculated
by adding components of all energy storage modes, namely translational-rotational, kinetic,
vibrational, and chemical energy, which are relevant to this study23.
The total energy per unit volume E is defined as
E =
translational−rotational︷ ︸︸ ︷
ns
∑
s=1
ρsCsvT +
kinetic︷ ︸︸ ︷
1
2
ρU2+
vibrational︷︸︸︷
Ev +
chemical︷ ︸︸ ︷
ns
∑
s=1
ρsh0s , (2.2.3)
The enthalpy of formation is h0s and C
s
v represents the translational-rotational specific heat ca-
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pacity at constant volume for a particular species s andU is defined as23
U =
√
u2+ v2+w2. (2.2.4)
The vibrational energy Ev, is used to determine the vibrational temperature per species Tv. In
this work it is assumed that a single vibrational temperature is present and
evs =
R
Ms
∑
r
θvrs
exp(θvrs/Tv)−1 , (2.2.5)
where θvrs is the characteristic temperature of vibration. The value for θvrs is listed in Appendix
A (also see Candler(1995)23 and Golovachov(1995)60).
Ev = ∑
s=mol
ρsevs. (2.2.6)
The value ofCsv, that is the specific heat capacity at constant volume is defined as
Csv =C
s
v,t +C
s
v,r, (2.2.7)
where
Csv,t =
3
2
R¯
Ms
, Csv,r =
R¯
Ms
. (2.2.8)
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2.3 Inviscid Fluxes
The inviscid fluxes F , G, and H in x, y, and z directions respectively can be expressed as
follows
F =

ρN2u
ρO2u
...
ρCNu
ρu2+ p
ρuv
ρuw
(E+ p)u
Evu

, G=

ρN2v
ρO2v
...
ρCNv
ρvu
ρv2+ p
ρvw
(E+ p)v
Evv

, H =

ρN2v
ρO2v
...
ρCNv
ρwu
ρwv
ρw2+ p
(E+ p)v
Evv

. (2.3.1)
The equation of state is used to calculate pressure p and the total pressure is taken as the sum
of partial pressures
p=
ns
∑
s=1
ρs
R
Ms
T. (2.3.2)
The mixture density ρ of species s and the molar fraction ys can be written as
ρ=
ns
∑
s=1
ρs, (2.3.3)
ys =
(
ρs
Ms
)
ns
∑
k=1
(
ρk
Mk
) , (2.3.4)
respectively. Here, ns is the number of chemical species within the flow regime, where s and k
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represents a particular species.
2.4 Viscous Component
The viscous fluxes Fv, Gv, and Hv in x, y, and z directions respectively can be expressed as
follows:
Fv =

ρDN2 ∂∂xyN2
ρDO2 ∂∂xyO2
...
ρDCN ∂∂xyCN
τxx
τyx
τzx
Θx
Φx

, Gv =

ρDN2 ∂∂yyN2
ρDO2 ∂∂yyO2
...
ρDCN ∂∂yyCN
τxy
τyy
τzy
Θy
Φy

, Hv =

ρDN2 ∂∂zyN2
ρDO2 ∂∂zyO2
...
ρDCN ∂∂zyCN
τxz
τyz
τzz
Θz
Φz

, (2.4.1)
where
Θx = uτxx+uτxy+uτxz+ k
∂T
∂x
+ kv
∂Tv
∂x
+
(
ρ
ns
∑
s=1
hsDs
∂ys
∂x
)
, (2.4.2)
Θy = uτyx+uτyy+uτyz+ k
∂T
∂y
+ kv
∂Tv
∂y
+
(
ρ
ns
∑
s=1
hsDs
∂ys
∂y
)
, (2.4.3)
Θz = uτzx+uτzy+uτzz+ k
∂T
∂z
+ kv
∂Tv
∂z
+
(
ρ
ns
∑
s=1
hsDs
∂ys
∂z
)
, (2.4.4)
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Φx = kv
∂Tv
∂x
+ρ
ns
∑
s=1
hv,sDs
∂ys
∂x
, (2.4.5)
Φy = kv
∂Tv
∂y
+ρ
ns
∑
s=1
hv,sDs
∂ys
∂y
, (2.4.6)
Φz = kv
∂Tv
∂z
+ρ
ns
∑
s=1
hv,sDs
∂ys
∂z
. (2.4.7)
In the Equations 2.4.2 through 2.4.4, ys denotes the mole fraction, hs and hv,s, the species
translational and vibrational enthalpy, and Ds, the effective binary diffusivity of species s, re-
spectively; further details are presented in the subsections 2.4.1 ~2.4.3. The various terms in
the governing equations, that represent shear stresses, are defined as
τxx = µ
(
4
3
∂u
∂x
− 2
3
∂v
∂y
− 2
3
∂w
∂z
)
, τyy = µ
(
4
3
∂v
∂y
− 2
3
∂u
∂x
− 2
3
∂w
∂z
)
,
τzz = µ
(
4
3
∂w
∂z
− 2
3
∂u
∂x
− 2
3
∂v
∂y
)
, τxy = τyz = µ
(
∂u
∂y
+
∂v
∂x
)
,
τxz = τzx = µ
(
∂u
∂z
+
∂w
∂x
)
, τyz = τzy = µ
(
∂v
∂z
+
∂w
∂y
)
.
The term µ will be expressed in the subsection 2.4.2.
To describe hypersonic flow features adequately, additional terms are included in the energy
conservation and continuity equations. In addition, the expressions used to calculate transport
properties also become more complicated. The transport properties as well as thermodynamic
relations used in this thesis are defined below.
2.4.1 Transport Properties: Diffusion Terms
The heat conduction by means of diffusion in x, y, and z directions for each species is defined
by ρDs
∂ys
∂x
, ρDs
∂ys
∂y
, and ρDs
∂ys
∂z
respectively. The effective mixture diffusion coefficient Ds
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is defined through the binary diffusion coefficient Dsr between heavy particles s and r. The
molecular weight of species s is denoted by Ms
Ds =
γ2t Ms (1−Msγs)
∑nsr=1
(
γr
Dsr
) , (2.4.8)
Dsr =
κT
p∆(1,1)sr (T )
, (2.4.9)
where r 6= s and κ is the Boltzmann’s constant. The molar concentration of species s is ex-
pressed as γs =
ρs
ρMs
and γt =
n
∑
s=1
γs. The modified collision integrals ∆(1,1)sr (T ) is defined as
∆(1,1)
sr
(T ) =
8
3
[
2MsMr
piR¯T (Ms+Mr)
] 1
2
piΩ¯(1,1). (2.4.10)
The collision intregal for species s and r is identified as piΩ¯(1,1).
2.4.2 Transport Properties: Thermal Conduction and Viscosity Terms
The thermal conductivity coefficient for T and Tv is denoted by k and kv respectively, while µ
and ψ represent the viscosity coefficients. The Stokes’ hypothesis states that ψ=−(23)µ. The
translational thermal conduction coefficient kt and rotational thermal conduction kr are defined
as
kt =
15
4
κ
ns
∑
s=1
γs
∑nsr=1 asrγr∆
(2,2)
sr (T )
, (2.4.11)
kr = κ ∑
s=mol
γs
∑nr=1 γr∆
(1,1)
sr (T )
, (2.4.12)
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and
asr = 1+
[
1−
(
ms
mr
)][
0.45−2.54
(
ms
mr
)]
[
1+
(
ms
mr
)]2 , (2.4.13)
where ms is mass of species s. The vibrational thermal conduction kv is equal to the rotational
thermal conduction55. Thus,
kr = kv. (2.4.14)
The total translational-rotational thermal conduction k is defined as
k = kt + kr. (2.4.15)
The mixture viscosity µ can be expressed as
µ=
n
∑
s=1
msγs
∑ns=1 γr∆
(2,2)
sr (T )
, (2.4.16)
where modified collision integral ∆(2,2)
sr
(T ) is expressed as
∆(2,2)
sr
(T ) =
16
5
[
2MsMr
piR¯T (Ms+Mr)
] 1
2
piΩ¯(2,2). (2.4.17)
The tabulated values of the collision integrals piΩ¯(1,1)and piΩ¯(2,2) used in the above equations
are available in55,66.
2.4.3 Thermodynamic Relations
The species enthalpy and vibrational enthalpy per unit mass are identified as hs and hv,s respec-
tively. To obtain the vibrational enthalpy for a species s, the specific enthalpy of species s has to
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be evaluated using vibrational temperature Tv and take away the contributions from rotational
and translational enthalpies evaluated at TV and enthalpy of formation hs,o 55,66
hv,s(Tv) = hs(T )−
(
Csp,t +C
s
p,r
)(
Tv+Tre f
)−hs,o. (2.4.18)
To calculate the specific enthalpy from the contribution of all energy modes, translational-
rotational enthalpies (calculated using translational-rotational temperature), vibrational enthalpy,
and enthalpy of formation are added together
hs(T,Tv) = hv,s(Tv)+
(
Csp,t +C
s
p,r
)(
Tv+Tre f
)
+hs,o. (2.4.19)
The tabulated values required to calculate the enthalpies were presented by Gnoffo et al55,66.
The rotational and translational specific heat capacities at constant pressure for species s are
denoted as Csp,r and C
s
p,t . Here, it is assumed that translational and rotational energy modes are
at fully excited state and this approach could only be used with one or two temperature models
154.
2.5 Real Gas Source Term Formulation
The source termW can be expressed as
W =
[
w˙N2, w˙O2, . . . , w˙CN, 0, 0, Qrad, (Qt−v+Qω)
]T
(2.5.1)
Here, w˙s represents the chemical source terms. In addition,Qt−v andQω describe the vibrational-
translational energy relaxation and vibrational energy reactive source term respectively. For a
perfect gas flow, the source term W is identically zero. However, to adequately assess the
characteristics of high temperature flows, thermal and chemical non-equilibrium source terms
are a necessity16,55.
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2.5.1 Chemical Reacting Source Term
As explained earlier, the environment around an aerospace vehicle is subjected to extreme
temperatures at hypersonic speeds. Under these circumstances, the process of mass transfer
between species, which is the creation of species s from species r, occurs. The source term
w˙s, located in the RHS of the species continuity equation, accounts for the various chemical
species present within the system during this process.
The mass production rate w˙s is
w˙s =
Nr
∑
r=1
(βs,r−αs,r)
(
R f ,r−Rb,r
)
. (2.5.2)
Here, the number of reactions considered is denoted by Nr, the stoichiometric coefficients for
reactants and products in the r reaction are represented by αs,r and βs,r respectively and the
forward and backward reaction rates for the r reaction are denoted by R f ,r and Rb,r respectively.
The forward and backward rates R f ,r and Rb,r respectively are defined as
R f ,r = 1000
[
k f ,r
n
∏
s=1
(
0.001
ρs
Ms
)αs,r]
, (2.5.3)
Rb,r = 1000
[
kb,m
n
∏
s=1
(
0.001
ρs
Ms
)βs,r]
. (2.5.4)
The reaction rate coefficient data, which is usually available in cgs units in literature, has to be
converted to SI (mks) units. The factors 1000 and 0.001 are required for this conversion.
Types of Reactions
Before providing further information about the mechanics of Equation2.5.3 and 2.5.4, it is
prudent to inform the reader of the nature of chemical reactions and related issues relevant to
this thesis.
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When the processes of dissociation and ionisation take place, the following types of reactions
are likely to take place within the flow128:
Type 1 : Dissociation due to high temperature of O2, N2, and NO in the form: O2 +M 

O+O+M. Here, M is taken as a random body that would be either one of nine heavy
particles mentioned earlier.
Type 2 : Zeldovich reactions, which are effectively exchange reactions involving; NO:
O+N2
 NO+N,
NO+O
 O2+N.
Type 3 : N2 would dissociate due to collisions with electrons and is called electron impact
dissociation:
N2+ e−
 N+N+ e−.
Type 4 : Reaction associated with ionisation and the reverse dissociative recombination reac-
tion:
N+O
 NO++ e−,
O+O
 O+2 + e−,
N+N
 N+2 + e−.
Type 5 : O and N undergo electron impact ionisation
O+ e−
 O++ e−+ e−.
Type 6 : Charge exchange reactions
NO++O
 N++O2.
The reactions above can occur both ways and are mostly binary in nature. Also, in most appli-
cations it is customary to write the equations in the endothermic form.
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It is assumed that ionisation is not present ; this is not an unreasonable assumption as the flow
fields of interest in this thesis are bounded by this limitation. The mass fractions of ions present
within the flow-fields are expected to be negligible. Therefore, reactions of the Type 3 through
6 will not be present within the system.
Species Interactions
Within the subject matter covered in this thesis, it is possible to witness heterogeneous and
homogeneous reactions. It was necessary to incorporate nine species, in order to consider
the flow properties of various test cases investigated in Chapters 4, 5, and 6. Therefore, the
reactions that are likely to occur fully in the homogeneous regime, consisting of reactions in
air, are identified below. In a typical hypersonic flow, the following reactions are most likely to
occur between the chemical species N2,O2,N,O, and NO.
N2+M
 2N+M, (2.5.5)
O2+M
 2O+M, (2.5.6)
NO+M
 N+O+M, (2.5.7)
N2+O
 NO+N, (2.5.8)
NO+O
 O2+N, (2.5.9)
When a process such as ablation is present, a number of species present within the flow in-
creases as the air begins to react with the surface materials. The chemical reactions presented
above in Section 2.5.1 have focused on homogeneous reactions that occur within the flow field;
it was assumed that the interaction of particles with the solid wall does not yield any activity
in terms of chemistry. To extend this work, the ablation model was implemented in the com-
putational code CNS3D; this allow the heavy particles O2, O, and N to interact with the wall
and form new species. These reactions are referred to as heterogeneous reactions. A complete
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description the heterogeneous reactions and validation of the ablating wall model have been
presented in Chapter 6.
As the reactions take place, materials from the surface begin to enter into the flow field. The
products of such reactions diffuse into the boundary layer and continue to interact with other
species present within the flow field. Assuming ablating surface is carbon based and non-
charring, the following additional homogeneous reactions are most likely to occur28,112.
CO2+M
CO+O+M, (2.5.10)
CO+M
C+O+M, (2.5.11)
CN+M
C+N+M, (2.5.12)
N2+C
CN+N, (2.5.13)
CO+N
CN+O, (2.5.14)
CO2+N
CN+O2, (2.5.15)
N2+CO
CN+NO, (2.5.16)
CO+NO
CO2+N, (2.5.17)
CO2+O
CO+O2, (2.5.18)
2CO
CO+C, (2.5.19)
CO+N
C+NO, (2.5.20)
CN+O
C+NO. (2.5.21)
The speciesM represent a particle that is unchanged during the process but acts as the collision
partner in the reaction. The reactions in Equations 2.5.5, 2.5.6, and 2.5.7, and 2.5.10 ∼ 2.5.12
are dissociation reactions (Type 1); the 2.5.13 through 2.5.21 are exchange reactions (Type 2).
Now referring back to Equations 2.5.3 and 2.5.4, the forward and backward reaction rates that
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are k f ,r and kb,r respectively, govern production and destruction of species by initiating the
reactions; they are temperature dependent (see equations 2.5.22 and 2.5.23).
The reaction rates in Equations 2.5.3 and 2.5.4 can be expressed in the modified Arrhenius form
in the following manner
k f ,r(T ) =C f ,rT
n f ,r
a exp(−E f ,r/κTa), (2.5.22)
kb,r(T ) =Cb,rT nb,r exp(−Eb,r/κT ), (2.5.23)
The value of pre-exponential parameter C f ,r and n f ,r, and E f ,r/κ is available in literature66.
The tabulated values of k f ,r and kb,r are available in A.3. The reaction rates presented in table
A.3 are only applicable for flow velocities up to 8km/sec (space shuttle re-entry). However, if
the calculation required demands flow velocities higher than the specified value, the backward
reaction rate can be calculated using the forward reaction rate and the equilibrium constant
Keq,r. That is
kb,r =
k f ,r(T )
Keq,r(T )
, (2.5.24)
and using the expression provided by Park (1985)127,128 Keq,r can be calculated
Keq,r = exp(A1r+A2rZ+A3rZ2+A4rZ3+A5rZ4) (2.5.25)
In order to provide the reader with a clear notion of the use of Equations 2.5.2 through 2.5.4,
they have been employed to calculate the reaction rates and source terms for non-cabon species
N2,O2,N,O, and NO.
The reaction rates of the reactions presented earlier in Equations 2.5.5 through 2.5.9 can be
written as (see Candler (1988)22)
R1 =∑
r
[
−k f1r
ρN2
MN2
ρr
Mr
+
ρN
MN
ρN
MN
ρr
Mr
]
, (2.5.26)
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R2 =∑
r
[
−k f2r
ρO2
MO2
ρr
Mr
+ kb2r
ρO
MO
ρO
MO
ρr
Mr
]
, (2.5.27)
R3 =∑
r
[
−k f3r
ρNO
MNO
ρr
Mr
+ kb3r
ρN
MN
ρO
MO
ρr
Mr
]
, (2.5.28)
R4 =∑
r
[
−k f4
ρN2
MN2
ρO
MO
+ kb4
ρNO
MNO
ρN
MN
]
, (2.5.29)
R5 =∑
r
[
−k f5
ρNO
MNO
ρO
MO
+ kb5
ρO2
MO2
ρN
MN
]
. (2.5.30)
Now using the equations 2.5.26 through 2.5.30, it become possible to calculate the source terms
described earlier as
w˙N2 =MN2 (R1+R4) , (2.5.31)
w˙O2 =MO2 (R2−R5) , (2.5.32)
w˙N =MN (−2R1−R3−R4−R5) , (2.5.33)
w˙O =MO (−2R2−R3+R4+R5) , (2.5.34)
w˙NO =MO2 (R3−R4+R5) . (2.5.35)
Park’s Model
Depending on the type of interaction, reaction rates can be functions of different temperatures.
In dissociation type reactions between heavy particles rate coefficient is a function of both
translational-rotational T and vibrational temperature Tv. Park argues that forward reaction rate
k f is function only of Ta, which is a geometrically averaged temperature between T and Tv.
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Therefore, Ta can be defined for all reactions that include molecules as
Ta = T qv T
1−q, (2.5.36)
where value of q is between 0.3 and 0.5. The backward reaction rates on the other hand will
depend only on translational temperature of impacting particles.
The forward and backward reaction rates used in this thesis were taken from Gupta (1990)66.
Candler(1988) also presented the coefficients needed to calculate k f ,r; to calculate the kb,r the
Equation A.3.1 has been used. Both versions are presented in Appendix A.
2.5.2 Internal Energy Relaxation
In this section, the terms that are located on the RHS of the vibrational energy conservation
equation, which describes the internal energy exchange processes, are discussed. The energy
relaxation between translational and vibrational energy modes, as a result of collisions are taken
into consideration via the term Qt−v defined as
Qt−v = ∑
s=mol
ρs
(
e∗vs− evs
< τs >
)
(2.5.37)
The vibrational energy of species energy per unit mass evaluated at local translational-rotational
temperature is denoted by e∗vs. The translational-vibrational energy relaxation time for molec-
ular species s is given by < τs >. An expression of vibrational relaxation time valid for a
temperature range of 300 K to 8000 K is available in Millikan and White21,55,128, where
p τMWs =
∑nj=1 n j exp
[
As
(
T
1
3 −0.015µ
1
4
s j
)
−18.42
]
∑nj=1 n j
, p in atm. (2.5.38)
The reduced molecular weight of the colliding species s and j is represented by µs j. Also, n j
represents the number density of species j, and p is pressure in atmospheres (atm). The values
of As for different molecules are available in Appendix A. For temperatures above 8000 K, Park
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recommends the use of a different expression for vibrational relaxation time, where τPs
τPs = (σscsns)
−1 , (2.5.39)
where average molecular velocity is denoted by cs and expressed as,
cs =
(
8kT
pi ms
) 1
2
. (2.5.40)
The number density and the effective cross section for vibrational relaxation are represented by
ns and σs respectively. By combining the two above relationships, it is possible to achieve a
more accurate value for 〈τs〉
〈τs〉= τMWs + τPs . (2.5.41)
The vibrational energy per unit mass of the diatomic molecules, which are created or destroyed
at a rate of w˙s, is represented as Dˆs. The calculation of Dˆs is under some debate and several
models exist that could be used for the calculation. In this thesis, the author has selected to
define the vibrational energy reactive source term, which was introduced in 2.5.1 as
Qω = ∑
s=mol
w˙sDˆs. (2.5.42)
where Dˆs = evs.
2.6 Summary
In this chapter, an overview of the physical models required for the investigation of hypersonic
flow phenomena has been presented. Clearly, there is a substantial increase in complexity of
the models and expressions used in this case, compared to the typical equations encountered in
ideal gas flow problems. The implementation of these models has been a challenging task; yet,
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stated otherwise, all these models have been implemented in computational code CNS3D. In
the next chapter, the numerical models and techniques utilised in this work are presented.
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CHAPTER 3
Numerical Methods
Hope is the thing with feathers,
That perches in the soul,
And sings the tune without the words,
And never stops at all.
Emily Elizabeth Dickinson (American Poet,1830 to 1886)
3.1 Introduction
Over the years a wide range of numerical methods has been utilised to investigate hypersonic
flow phenomena. In general, the solution is of the Navier-Stokes equations. In this chapter
the numerical framework adopted for the investigation of real gas effect under non-equilibrium
conditions is discussed. The calculations have been carried out using several space and time
discretisation techniques within the block-structured finite volume framework. Instead of a
Cartesian coordinate system, a curvilinear coordinate system has been employed for the calcu-
lation process.
3.1.1 Governing Equations in Curvilinear Form
All simulations performed in support of this thesis have been carried out using body fitted grids
38. Therefore, the curvilinear (ξ,η,ζ) coordinate system has been employed for the calculation
process in lieu of a Cartesian (x,y,z) coordinate system. The transformed system in curvilinear
coordinates is shown below
ξ= ξ(x,y,z), η= η(x,y,z), ζ= ζ(x,y,z). (3.1.1)
ξx = J
(
∂y
∂η
∂z
∂ζ
− ∂y
∂ζ
∂z
∂η
)
, ξy = J
(
∂z
∂η
∂x
∂ζ
− ∂z
∂ζ
∂x
∂η
)
, ξz = J
(
∂x
∂η
∂y
∂ζ
− ∂x
∂ζ
∂y
∂η
)
,
ηx = J
(
∂y
∂ζ
∂z
∂ξ
− ∂y
∂ξ
∂z
∂ζ
)
, ηy = J
(
∂z
∂ζ
∂x
∂ξ
− ∂z
∂ξ
∂x
∂ζ
)
, ζx = J
(
∂y
∂ξ
∂z
∂η
− ∂y
∂η
∂z
∂ξ
)
,
ζx = J
(
∂y
∂ξ
∂z
∂η
− ∂y
∂η
∂z
∂ξ
)
, ζy = J
(
∂z
∂ξ
∂x
∂η
− ∂z
∂η
∂x
∂ξ
)
, ζz = J
(
∂x
∂ξ
∂y
∂η
− ∂x
∂η
∂y
∂ξ
)
.
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where
ξx = ∂ξ∂x , ξy =
∂ξ
∂y , ξz =
∂ξ
∂z ,
ηx = ∂η∂x , ηy =
∂η
∂y , ηz =
∂η
∂z ,
ζx = ∂ζ∂x , ζy =
∂ζ
∂y , ζz =
∂ζ
∂z
(3.1.2)
The volume of the cell or the Jacobian determinant of the transformation is defined as,
J =
∂(x,y,z)
∂(ξ,η,ζ)
=
∣∣∣∣∣∣∣∣∣∣
xξ xη xζ
yξ yη yζ
zξ zη zζ
∣∣∣∣∣∣∣∣∣∣
.
Therefore, transformed Navier-Stokes equations in curvilinear form can be written as
∂Û
∂t
+
∂F̂
∂ξ
+
∂Ĝ
∂η
+
∂Ĥ
∂ζ
=
∂F̂v
∂ξ
+
∂Ĝv
∂η
+
∂Ĥv
∂ζ
+W , (3.1.3)
where
Û =
1
J
U
F̂ =
1
J

ρsU
ρUu+ pξx
ρUv+ pξy
ρUw+ pξz
(E+ p)U
EvU

, Ĝ=
1
J

ρsV
ρVu+ pηx
ρVv+ pηy
ρVw+ pηz
(E+ p)V
EvV

Ĥ =
1
J

ρsW
ρWu+ pςx
ρWv+ pςy
ρWw+ pςz
(E+ p)W
EvW

.
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The contra-variant velocitiesU , V , andW in ξ,η,ζ directions are defined as
U = ξxu+ξyv+ξzw, V = ηxu+ηyv+ηzw,
W = ζxu+ζyv+ζzw.
(3.1.4)
The viscous fluxes converted from Cartesian form to the curvilinear form in ξ,η, and ζ direc-
tions can be expressed as
F̂v =
1
J

ξxψx+ξyψy+ξzψz
ξxτxx+ξyτxy+ξzτxz
ξxτyx+ξyτyy+ξzτyz
ξxτzx+ξyτzy+ξzτzz
ξxΘx+ξyΘy+ξxΘz
ξxΦx+ξyΦy+ξxΦz

, Ĝv =
1
J

ηxψx+ηyψy+ηzψz
ηxτxx+ηyτxy+ηzτxz
ηxτyx+ηyτyy+ηzτyz
ηxτzx+ηyτzy+ηzτzz
ηxΘx+ηyΘy+ηxΘz
ηxΦx+ηyΦy+ηxΦz

,
Ĥv =
1
J

ζxψx+ζyψy+ζzψz
ζxτxx+ζyτxy+ζzτxz
ζxτyx+ζyτyy+ζzτyz
ζxτzx+ζyτzy+ζzτzz
ζxΘx+ζyΘy+ζxΘz
ζxΦx+ζyΦy+ζxΦz

.
The inverse of the determinant of the transformation Jacobian is defined as
1
J
=
∂x
∂ξ
∂y
∂η
∂z
∂ζ
+
∂x
∂η
∂y
∂ζ
∂z
∂ξ
+
∂x
∂ζ
∂y
∂ξ
∂z
∂η
− ∂x
∂ξ
∂y
∂ζ
∂z
∂η
− ∂x
∂η
∂y
∂ξ
∂z
∂ζ
− ∂x
∂ζ
∂y
∂η
∂z
∂ξ
, (3.1.5)
38of 175
3.1.2 Finite Volume Method
The laws of conservation for fluid motion can be expressed mathematically either in differential
or integral form. When the integral form is employed, the conservation laws are applied across
small volumes that make up the domain of solution and are referred to as the finite volume
method. If the case is of only two dimensions, areas are used instead of volumes. Unlike finite
difference methods, finite volume schemes are also capable of handling unstructured meshes
and provide far greater flexibility and applicability.
To present a clear account of the mathematical process of applying the integral form of the
conservation laws across each cell during each time interval, it is necessary to introduce a
terminology to identify each component. In a two dimensional problem, a cell within the
domain occupies the space between
[
xi+1/2,xi−1/2
]
and
[
y j+1/2,y j−1/2
]
, where i, j denote the
indices of the cell centre, and x = xi± 1/2 and y = yi± 1/2 are referred to as the cell edges (see
Figure.3.1).
Figure 3.1 — Notation for control volume discretisation.
Also, time is divided into time intervals
[
tn, tn+1
]
. To present the expression in a simplified
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manner, the integral form in one dimensional form can be expressed as
Z x
i+ 12
x
i− 12
{
u
(
x, tn+1
)−u(x, tn)}dx=
−
Z tn+1
tn
{
f
[
u
(
xi+ 12 , t
)]
−f
[
u
(
xi− 12 , t
)]}
dt.
(3.1.6)
The conservation form of the above equation can be written as
un+1i = u
n
i −λ
{
f̂ni+ 12
− f̂ni− 12
}
, (3.1.7)
where
λ=
∆t
∆x
, (3.1.8)
f̂ni+ 12
≈ 1
∆x
Z tn+1
tn
f
{
u
(
xi+ 12 , t
)}
dt, (3.1.9)
uni ≈
1
∆x
Z x
i+ 12
x
i− 12
u(x, tn)dx. (3.1.10)
The spatial cell integral averages, identified with overbar, are taken across the cell, where ∆x=
xi+1/2− xi−1/2, while hat represents the time integral averages taken across ∆t = tn+1− tn.
3.1.3 Finite Volume Discretisation of Navier-Stokes Equations
The inviscid component of the NS equations can be written in the form demonstrated in Equa-
tion 3.1.6 in curvilinear co-ordinate system as follows;
ZZZ
V
∂Û
∂t
dV +
ZZ
∂V
(
F̂ nξ+ Ĝnη+Ĥnζ
)
dS=
ZZZ
V
Ŵ dV (3.1.11)
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where the outward normal vector at ∂V in ξ,η and ζ space is ~n =
(
nξ+nη+nζ
)T . The finite
volume discretisation for a Cartesian grid in ξ, η, and ζ space with disjunct cells becomes
ZZZ
Vi, j,k
∂Û
∂t
dξdηdζ+
ZZ
S
i+ 12 , j,k
F̂ dηdζ−
ZZ
S
i− 12 , j,k
F̂ dηdζ+
ZZ
S
i, j+ 12 ,k
Ĝdξdζ−
ZZ
S
i, j− 12 ,k
Ĝdξdζ+
ZZ
S
i, j,k+ 12
Ĥdξdη−
ZZ
S
i, j,k− 12
Ĥdξdη=
ZZZ
Vi, j,k
Ŵ dξdηdζ (3.1.12)
The cell faces ofVi, j,k are Si+ 12 , j,k · · ·Si, j,k− 12 . The averaged values of conserved variable Û and
source term Ŵ are taken at the cell centre and flux vectors F̂ , Ĝ, and Ĥ are assumed to be
constant along the cell face. Therefore, it is possible to write a system of ordinary differential
equations with respect to time:
dÛi, j,k
dt
+
F̂i+ 12 , j,k
− F̂i− 12 , j,k
∆ξ
+
Ĝi, j+ 12 ,k
− Ĝi, j− 12 ,k
∆η
+
Ĥi, j,k+ 12
−Ĥi, j,k− 12
∆ζ
= Ŵi, j,k (3.1.13)
3.2 Compressible Navier-Stokes Solver (CNS3D)
As mentioned previously, the numerical simulations presented in this thesis have been car-
ried out using the Computational Fluid Dynamics code (CNS3D)40,41,42,43,44,45. This code is
a three-dimensional compressible Navier-Stokes code; furthermore, it incorporates a wide va-
riety of high-resolution and very high-order accurate numerical methods as well as various
time integration methods. Over a period of 20 years CNS3D has been under constant develop-
ment extending its capability; the computational methods and models implemented within the
CNS3D code have been highlighted in a number of key publications over the past couple of
decades by Drikakis et al33,35,36,37,39,40,41,42,43,44,45,162.
To extend the capability of CNS3D, the present work has undertaken to implement the math-
ematical models required to describe hypersonic flow phenomena, chemical and thermal non-
equilibrium effects as well as surface chemistry and ablation effects. The physical models that
have been implemented are presented in Chapter 2. In this Section and the Sections that follow,
the numerical aspect of the code essential for the calculations process is presented in detail.
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The high-resolution methods used in CNS3D essentially employ some non-linear ”recipe” to
regulate oscillations that may be present within the solution38. The high-resolution methods
tailor the stencil employed for the differencing depending on the local solution where oscilla-
tions are kept under control via the use of the non-linearity (linear methods utilise the same
differencing stencil everywhere regardless of the local solution). Therefore, high-resolution
methods show spacial and temporal dependency as well as a function of the nature of the local
solution. Furthermore, the employed non-linear principle must ensure that spurious oscillations
are removed, allowing a minimum of second- order accuracy in the smooth regions. Accord-
ingly, high-resolution methods obtain an accurate solution which has some physical meaning
by selecting the ”best” technique for approximating the solution given the evidence provided
by the local solution34,38,46.
The high-order methods available in the CNS3D code relate to the spatial accuracy achieved
over the area of smooth solution. By extrapolating the variables as linear, quadratic or higher-
order functions in a cell, it is possible to achieve various degrees of special accuracy; in the
CNS3D code, the high-order special accuracy of reconstruction ranges from second-order to
ninth-order.
It should be noted that these high-resolution, high-order numerical methods cannot be found
in commercially available software. The computational code has been validated and used for
a wide variety of simulations featuring flow physics such as low and high speed flows, shock
waves, mixing of fluids, unsteady attached and separated flows, multi-component flows to name
but a few. In this thesis, high resolution methods are a key aspect of numerics and the use of
these techniques in non-equilibrium hypersonic flows to resolve HB-2 and double-cone flows
can be considered an important contribution to hypersonic research.
Calculation Process of CNS3D
• As the first step in the calculation process, it is necessary to define the physical domain
of the geometry where flow computations need to take place.
• The established domain is then divided into a number of discrete cells which is referred
to as a mesh or grid (see Figure 3.1); the grid generated could either be structured or
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unstructured. In this thesis all the calculations have been carried out using structured
grids.
• Depending on the flow problem, the conditions at the boundary can be defined prior to
running the code within problem file (.prb); the problem file is then read at the beginning
of the calculation process by CNS3D code, and allocates the desired boundary conditions.
In this thesis, the boundary conditions used have been inflow, outflow, and symmetry; in
addition, solid wall with fixed wall temperature and ablation wall with variable wall
temperature was also utilised. The ablation wall boundary condition was implemented as
part of the work carried out to investigate ablating effects and surface chemistry (further
details are available in Chapter 6).
• The initial conditions are specified as an initial guess to start the simulation. The initial
conditions used depend mostly on the problem analysed; in CNS3D it is possible to
initialise with sophisticated initial conditions which have been developed in the past to
trigger specific features such as a turbulent boundary layer or a mixing interface34.
• Once the CNS3D code initiates the calculations process, the equations (Navier-Stokes
or Euler equations) are solved iteratively as a steady state or transient. Once sufficient
data have been collected various post-processing tools can be employed to analyse and
visualise the results.
To solve the system of numerical equations, inviscid and viscous terms are dealt with separately
and then added together to obtain the complete effect of all terms. This is a rather convenient
way of handling a complex set of equations. The computational code CNS3D solves the in-
viscid fluxes of the governing equations in two initial consecutive steps as presented in Figure
3.2;
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Figure 3.2 — Calculation procedure observed in high resolution methodsafter 103.
1. Spatial Reconstruction: As the initial step, interpolation of "reconstruction" is carried
out using a technique such as MUSCL or WENO †. In addition, within the first step,
solution averaging and solution limiting may occur.
2. Riemann Solution: In the next step, the reconstructed values are used in the Riemann
solution to generate a physically relevant flux. It allows superior wave capturing and
improves the numerical modelling of smooth and non-smooth waves.
The methodical approach, where each step focuses on a specific function, leads to solving the
system of equations, and makes the high resolution methods extremely physical and elegant.
Also a variety of techniques have been developed to control the capability and accuracy of
†these methods will be explained in detail later on in this chapter
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TVD methods. The methods and conditions employed for the calculations and subsequently
presented here are specifically chosen depending on the existing literature suggesting that the
methods may be successfully applied to hypersonic flow analysis. The spatial reconstruction
and Riemann solution techniques are discussed further in Sections 3.3 and 3.4 respectively.
3.3 Spatial Reconstruction
Two families of numerical reconstruction have been employed in this study: (i) 2nd- and 5th-
order variants of the MUSCL schemes; (ii) 5th- and 9th-order WENO schemes. Reconstruc-
tion techniques with accuracy of reconstruction, ranging from second order such as Monotone
Upstream-centred Schemes for Conservation Laws (MUSCL) to fifth order such as Essential
Non-Oscillatory (ENO) and Weighted Essential Non-Oscillatory (WENO), were used in previ-
ous studies29,107,125. The second order MUSCL scheme has been formulated to gain optimal
accuracy in smooth regions of the flow while being limited in the presence of discontinuities
through non-linear limiting functions. There are numerous limiting functions available in lit-
erature6,38,103 and many have been applied to hypersonic flow problems144. In this section a
fairly detailed account of MUSCL and WENO schemes is presented.
3.3.1 Reconstruction Methods: Conservative, Primitive and Character-
istic Form
The reconstruction process can be performed via conservative, primitive or characteristic vari-
ables.
Conservative Variable Form
The conservative variable form of the Euler equations can be expressed in vector-matrix form
as;
∂U
∂t
+A
∂U
∂x
= 0. (3.3.1)
where U and F are defined in Equation 2.2.2 and 2.3.1 respectively. The Jacobian A=
∂F
∂U
.
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Primitive Variable Form
It is possible to solve the equation using the primitive variable form23,151. Mosedale(2009) has
demonstrated that by employing primitive variable it is possible to avoid pressure oscillations
that may materialise. This is by no means a guaranty to obtain a smooth solution; however, it
can be argued that it is a better option that using conserved variables. The primitive variable
vectorQ is identified as
Q=
[
ρN2,ρO2, . . . ,ρCN,u,v,P,Ev/ρ
]T
, (3.3.2)
Therefore, Equation 3.3.1 can be expressed in primitive variable vector-matrix form as
∂Q
∂t
+C
∂Q
∂x
= 0. (3.3.3)
Here the Jacobian C =
∂F
∂Q
. The reconstruction stage in CNS3D is in fact carried out using
primitive variables.
Characteristic Variable Form
The work carried out by researchers such as Qiu and Shu(2002)135, and Titarev and Toro(2004)
150 concludes that, when the presence of complex and strong shocks are present it is neces-
sary to perform the reconstruction via the characteristic form. In block structured version of
CNS3D, reconstruction using characteristic form is not yet available and was not tackled during
the course of this project. However, development and implementation of characteristic variable
form in CNS3D is under way. Prior to carrying out the process of spatial reconstruction, the
conserved variables need to be transformed into characteristic variables. Once the reconstruc-
tion is complete, the variables are transformed back into conserved variables.
To obtain the characteristic form, the vector of conserved variables must be multiplied by L as;
U˜ = LU (3.3.4)
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where L is the matrix whose rows are left characteristic vectors or left eigenvector of A.
L= {l1,1, l2,1, l3,1, · · · , ln,1}T (3.3.5)
By multiplying both sides of the equation by L
L
∂U
∂t
+LA
∂U
∂x
= 0, (3.3.6)
and combining Equation 3.3.6 and Equation 3.3.4, the characteristic form can be written:
∂U˜
∂t
+LAR
∂U
∂x
= 0. (3.3.7)
The spatial reconstruction step described earlier inherited with in Godonov scheme can be
carried out using the characteristic variables devised in Equation 3.3.7. Once the spacial recon-
struction is complete, as the final step, R matrix whose rows are the right characteristic vectors
or right eigenvector of A must be multiplied by U˜ , hence
U = U˜R. (3.3.8)
where
∂U
∂t
+Λ
∂U
∂x
= 0, (3.3.9)
as
LAR= Λ (3.3.10)
3.3.2 MUSCL Type Schemes and Limiting Functions
The MUSCL (Monotone Upwind-centered Scheme for Conservation Laws) scheme of van Leer
uses piecewise linear spatial reconstruction, which is second-order accurate in smooth regions
of the flow away from extrema95,152,162. To control oscillations, slope limiters are used to keep
the interpolation within an acceptable range, thereby ensuring a total variation diminishing
(TVD) condition.
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If ∆Ui− 12 =Ui−Ui−1, ∆Ui+ 12 =Ui−Ui+1 and ∆Ui+ 32 =Ui+2−Ui+1, then
146
ULi+ 12
=Ui+
1
4
[
(1− c)φlim
(
rlim,Li
)
∆Ui− 12 +(1+ c)φ
lim
(
1
rlim,Li
)
∆Ui+ 12
]
, (3.3.11)
URi+ 12
=Ui+1− 14
[
(1− c)φlim
(
rlim,Ri
)
∆Ui+ 32 +(1+ c)φ
lim
(
1
rlim,Ri
)
∆Ui+ 12
]
. (3.3.12)
The limiting function is identified above as φ(r), and c is a free parameter. The vector of cell
average variable presented in conservative or primitive form is denoted by U , where integer i
represents the cell centre.
If rlim,Li =
∆Ui+ 12
∆Ui− 12
, rlim,Ri =
∆Ui+ 12
∆Ui+ 32
, then the limiting functions subjected to order of recon-
struction accuracy can be defined as follows.
Fifth-order: MUSCL 5th Order: (M5)
The fifth-order MUSCL scheme is defined as
φ∗limM5,L =
−2/rlim,Li−1 +11+24rlim,Li −3rlim,Li rlim,Li+1
30
(3.3.13)
φ∗limM5,R =
−2/rlim,Ri+2 +11+24rlim,Ri+1 −3rlim,Ri+1 rlim,Ri
30
(3.3.14)
where
rlim,Li =
∆Ui+ 12
∆Ui− 12
, rlim,Ri =
∆Ui− 12
∆Ui+ 12
. (3.3.15)
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To satisfy monotonicity, limiting conditions are enforced on the above extrapolations as fol-
lows:
φlimM5,L = max
(
0,min
(
2,2rlim,Li ,φ∗limM5,L
))
(3.3.16)
φlimM5,R = max
(
0,min
(
2,2rlim,Ri ,φ∗limM5,R
))
(3.3.17)
Second-order: van Albada : (VA)
φlimVA =
rlimi
(
1+ rlimi
)
1+
(
rlimi
)2 , (3.3.18)
Second-order: van Leer: (VL)
φlimVL =
2rlimi
1+ rlimi
, (3.3.19)
Second-order: Minmod: (MM)
φlimMM = min
(
1,rlimi
)
, (3.3.20)
The free parameter c in Equations 3.3.11 and 3.3.12 is set to 1/3 for third-order limiter. How-
ever, it does not affect the accuracy of the second order limiter due to their symmetric status.
3.3.3 Weighted Essentially Non-Oscillatory (WENO) Schemes
The basic principle of a WENO interpolation in finite volume form is to interpolate an interface
value for each variable from all available stencils, and to average them with appropriate weight-
ing to achieve the final result which is then entered into the calculation of the flux. Through
this approach, a range of three-cell stencils can theoretically produce a 5th-order accurate re-
construction. Non-linearity is introduced through the weights, which are made dependent on
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the ’smoothness’ of each candidate stencil - those stencils adjudged to contain a discontinuity
are given an effective zero weighting. This can be expressed mathematically as
U j+ 12 =
2
∑
m=0
ωmUˆmj+ 12
, (3.3.21)
where Uˆmj+ 12
is the interpolated value for each stencil, and ωm is the weight corresponding to
stencil m. In the work of Shu, these weights were originally formulated as
ωm =
αm
∑2l=0αl
,where αm =
ω¯m
(ε+βm)p
. (3.3.22)
ε is a small parameter to keep α bounded, βm are the ’smoothness indicators’ as laid out in
literature7,107,114; p is a free parameter, and ω¯m are the ideal weights required to reduce to a
fifth-order central difference scheme in smooth flow. The value of ε used in this study is 10−36.
More recent work has revealed that the above formulation is not sufficient to maintain the
maximum possible accuracy around critical points74. They suggest that a simple mapping of
the weights calculated as before to bring them closer to the ideal weights, whilst retaining the
required behaviour away from these regions, resolves this issue. The modified weights are
calculated as
ω(M)m =
α∗m
∑2i=0α∗m
, (3.3.23)
α∗m = gm(ωm), (3.3.24)
gm(ωm) =
ωm(ω¯m+ ω¯2m−3ω¯mωm+ω2m)
ω¯2m+ωm(1−2ω¯m)
, (3.3.25)
thus, the mapping is relatively cheap. Following the implementation, it was observed that the
results obtained are improved gaining greater convergence for a coarse grid. The extension to
9th order follows simply, being built upon a convex combination of 5-cell stencils.
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Local Order Reduction
As mentioned earlier, WENO scheme assigns nearly zero weights to a stencil which cross
a discontinuity and thereby, avoid generating large oscillations. If the solution contains two
discontinuities which are too close to each other, the spurious oscillations would be unavoidable
as the reconstruction procedure will not be able to find a smooth stencil. To avert this problem,
Titarev et al, suggested employing a local domain reduction technique71,150; this method is
employed in CNS3D computational code.
Consider computation of the left boundary extrapolated values for the cell Ii jk used in the evalu-
ation of the numerical flux Fi+1/2, j,k. For each Gaussian integration point
(
xi+1/2, j,k−0,yα,zβ
)
it is essential to satisfy the following condition:
|ρ(xi+1/2, j,k−0,yα,zβ)−ρi jk| ≤ 0.9ρi jk, |p(xi+1/2, j,k−0,yα,zβ)− pi jk| ≤ 0.9ρi jk (3.3.26)
If the Equation 3.3.26 is not satisfied the order of reconstruction is decreased in each of the
one-dimensional WENO sweeps and the reconstruction step, for the left boundary extrapolated
values, is repeated. If the condition is still not satisfied, the order of reconstruction is further
reduced, to second or even first order. The left boundary extrapolated values are treated in an
entirely similar manner. It must be noted that, by utilising the above procedure does not in
anyway degrade the high order of accuracy of the schemes for smooth solutions71,150.
3.4 Riemann Solver
Most modern numerical methods rely on Riemann solvers to generally improve the modelling
of smooth waves as well as non-smooth shocks and contact waves103. The exact solution
of a Riemann problem incorporated into numerical modelling cannot be considered effective;
reason being, the numerical approximations based on Riemann problem may need to solve the
Riemann problem thousands of times to arrive at a single solution84. Therefore, in modern
numerical methods the solution to approximate Riemann problem is widely used, which is in
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many ways better than the solution to the true Riemann problem, and could obtain the solution
at a fraction of the cost84,103.
The HLLC, and ROE are two of the most well known approximate Riemann solvers that has
been used in previous studies in compressible flows56,132,133,139. Even though it is not generally
used in recent times, Characteristic Bases Scheme (CBS) scheme has also been employed by
research in the past to tackle hypersonic flow problems49. In this thesis, Riemann solver HLLC
has been used for the purposes of validation.
(a)
Figure 3.3 — The typical wave structure of the Riemann problem.
3.4.1 The HLLC Riemann Solver
The inter-cell flux used in the calculations is based on the HLLC approximate Riemann solver
devised by Toro et al151. HLLC is a Godunov-type method that assumes a fixed wave configu-
ration for the solution to the Riemann problem.
The typical wave structure of the Riemann problem is presented in Figure 3.3 and the regions
are identified in the following way; between regions a and b -a left-running shock/rarefaction,
between regions b and c -a contact/shear wave, and between regions c and d -a right-running
shock/rarefaction wave. Each region is in a separate constant state: the left state (region a), the
left star state (region b), the right star state (region c), and the right state (region d), and are
used to calculate the HLLC flux. The HLLC scheme for the conventional compressible Euler
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equations is presented below. The additional equations associated with the chemical reactions
are discretised in a similar fashion.
It is necessary to estimate the wave speeds for all three waves. This can be done either by direct
estimation using eigenvalues or by means of calculating changes in pressure and velocity with
an iterative process. By applying the Rankine-Hugoniot conditions across each of the waves,
the fluxes are determined. The HLLC approximate Riemann solver is quite convenient to use
and easy to handle84,151. The two averaged intermediate states, U∗L and U∗R, are separated
by the contact wave of speed SM 103. The extension to real gas for HLLC solver is very much
similar to the ideal gas version; the density of the additional species and vibrational energy
terms are included in order to calculate the flux. The approximate solution to the Riemann
problem is outlined below.
As the first step pressure in the star region is estimated as
p∗ =
1
2
(pL+ pR)− 12(uR−uL)(ρ¯a¯) . (3.4.1)
As the next step, the left and right wave speeds SL and SR respectively are calculated as follows
SL = uL−aLqL , SR = uR−aRqR ,
with
qK =

1 if p∗ ≤ pK
[1+ γ+12γ (p∗/pK−1)]
1
2 if p∗ > pK
.
The star wave speed is given by
SM =
pR− pL+ρLuL(SL−uL)−ρRuR(SR−uR)
ρL(SL−uL)−ρR(SR−uR) .
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The left and right star states can be expressed as
U∗K = ρK
(
SK−uK
SK−S∗
)

ρ(s)K
ρK
S∗
vK
wK
EK
ρK +(S∗−uK)
[
S∗+ pKρK(SK−uK)
]
(Ev)K

. (3.4.2)
and apply the Rankine-Hugoniot conditions to determine the flux
FHLLCi+1/2 =

FL, 0≤ SL
FL+SL(U∗L−UL), SL ≤ 0≤ S∗
FR+SR(U∗R−UR), S∗ ≤ 0≤ SR
FR, 0≥ SR
. (3.4.3)
An additional solver, HLL has also been implemented in the CNS3D code, yet were not em-
ployed for the validation effort presented in the following chapters. Details of this solver are
presented in Appendix B.
3.5 Time Integration Schemes
The time integration technique and related parameters utilised for a simulation will depend
mostly on problem characteristics; more specifically, on the resolution of the grid. A vari-
ety of different schemes, which could be classed under explicit88,158, semi explicit-implicit91,
and fully implicit time integration23,43,119 methods, have been used to investigate hypersonic
problems in the past.
After the calculation of the viscous fluxes, the solution is advanced in time until convergence
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is achieved. To capture finer details, it is necessary to employ grids with increasingly finer gird
resolutions. In fact, it has been suggested by Druguet et al.48 that to simulate flows similar to
double-cone, it is imperative that either fully implicit scheme or any explicit scheme coupled
with an acceleration technique are used; it would be impractical to use simple explicit schemes
for larger grids and retain any hope for achieving convergence.
As the grid resolution is increased, a significant increase in computational resources and costs
become unavoidable. To manage this problem, the simulations are carried out using a method
known as domain decomposition. The primary grid is decomposed into multiple sub-grids
and the load from each grid is handled by a dedicated processor. The solution generated is
communicated between each processor, thereby channelling the information throughout the
domain. Therefore, it is possible to accelerate the convergence and reduce the solution time.
The formulation relevant for the explicit and implicit time integration methods is presented
below.
3.5.1 Explicit Time Integration Scheme
In this thesis, the explicit time marching method, Rung-Kutta (RK) time stepping, has been
employed for time integration38. The second order (RK) version method can be defined as:
U 1j =U
n
j +
1
2
4t
4xF
(
U nj
)
, (3.5.1)
U n+1j =U
n
j +
4t
4xF
(
U 1j
)
. (3.5.2)
The second order (RK) version with the inclusion of Total Variation Diminishing (TVD) is:
U 1j =U
n
j +
1
2
4t
4xF
(
U nj
)
, (3.5.3)
U n+1j =U
n
j +
1
2
4t
4x
[
F
(
U nj
)
+F
(
U 1j
)]
. (3.5.4)
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The third order (RK) version is also presented:
U 1j =U
n
j +
1
2
4t
4xF
(
U nj
)
, (3.5.5)
U 2j =U
n
j +
1
4
4t
4x
[
F
(
U nj
)
+F
(
U 1j
)]
, (3.5.6)
U n+1j =U
n
j +
1
6
4t
4x
[
F
(
U nj
)
+F
(
U 1j
)
+4F
(
U 2j
)]
. (3.5.7)
Finally, the third order (RK) version with extended stability is defined as
U 1j =U
n
j +
1
2
4t
4xF
(
U nj
)
, (3.5.8)
U 2j =U
n
j +
1
2
4t
4x
[
F
(
U 1j
)]
, (3.5.9)
U n+1j =
1
3
(
2U 2j +U
n
j +
4t
4x
[
F
(
U 2j
)
+F
(
U 1j
)])
. (3.5.10)
In this approach the upper limit of CFL (Courant-Friedrichs Lewyor) is increased to 2.
3.5.2 Implicit Time Integration
There are many types of implicit time integration schemes employed in the literature. Among
these methods, the implicit un-factored method has also been used to obtain results presented in
this work. The implicit unfactored time marching scheme available in CNS3D has been devel-
oped by Drikakis et al39,41,43. A detailed description of the implicit unfactored time marching
scheme available in CNS3D is presented in Bagabir and Drikakis (2004)6; here, perfect gas
(non-chemical reacting), two dimensional, inviscid version of the scheme has been presented.
To initiate the implicit discretisation solution at time level n+1, corresponding to (t+δT ), the
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equation is written
J
αn+1U n+1i,k −αnU ni,k+αn−1U n−1i,k
∆t
+En+1ξ +G
n+1
ζ = 0, (3.5.11)
where αn+1 = 1.+
1
2
θ,αn = 1+θ, and αn−1 = 12θ. The order of time discretisation is defined
by the parameter θ, which holds the values 0 and 1 for the first and second order respectively.
As the values of the variables at time level n+1 are unknown, the fluxesE andG are linearised
for time level n
F n+1 = F n+An∆U , Gn+1 =Gn+Cn∆U . (3.5.12)
Here, A =
∂F
∂U
and C =
∂G
∂U
are the Jacobian matrices of the inviscid fluxes F and G. Using
this, Equation 3.5.11 is written as,
J
αn+1U n+1i,k −αnU ni,k+αn−1U n−1i,k
∆t
+(An∆U)ξ+(C
n∆U)ζ =−
(
F nξ +G
n
ζ
)
(3.5.13)
By using a sequence of approximations, q, between time steps n and n+ 1, an un-factored
Newton-type method can be constructed, such that
lim
v>1
qv →U n+1, (3.5.14)
where v stands for the Newton-type sub-iterations. Therefore,
J
αn+1qv+1i,k
∆t +
(
Av∆qv+1
)
ξ+
(
Cv∆qv+1
)
ζ =
−Jαn+1q
v
i,k−αnU ni,k−αn−1U n−1i,k
∆t −
(
F nξ +G
n
ζ
) (3.5.15)
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qv+1 = qv+∆qv+1 (3.5.16)
The terms
(
Av∆qv+1
)
ξ and
(
Cv∆qv+1
)
ξ are discretised on the cell centres;
(
Av∆qv+1
)
ξ =
(
Av∆qv+1
)
i+ 12 ,k
− (Av∆qv+1)i− 12 ,k , (3.5.17)
(
Cv∆qv+1
)
ξ =
(
Cv∆qv+1
)
i,k+ 12
− (Cv∆qv+1)i,k− 12 . (3.5.18)
The terms
(
Av∆qv+1
)
i± 12 ,k and
(
Cv∆qv+1
)
i± 12 ,k are defined by splitting the Jacobian A,
(
Av∆qv+1
)
i± 12 ,k =
(
TΛ+T−1
)
i± 12 ,k∆q
+
i± 12 ,k
+
(
TΛ−T−1
)
i± 12 ,k∆q
−
i± 12 ,k
, (3.5.19)
(
Cv∆qv+1
)
i± 12 ,k =
(
NΛ+N−1
)
i± 12 ,k∆q
+
i± 12 ,k
+
(
NΛ−N−1
)
i± 12 ,k∆q
−
i± 12 ,k
, (3.5.20)
The matrices T and N represent the left eigenvectors matrices of the Jacobian matrix A and C
respectively. The right eigenvector matrices are obtained by taking the inverse of the left eigen-
vector matrix. The positive and negative eigenvalues are denoted by Λ+ and Λ− respectively.
Λ+ =

max(0,λ0) 0 0 0
0 max(0,λ0) 0 0
0 0 max(0,λ1) 0
0 0 0 max(0,λ2)

, (3.5.21)
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Λ− =

min(0,λ0) 0 0 0
0 min(0,λ0) 0 0
0 0 min(0,λ1) 0
0 0 0 min(0,λ2)

, (3.5.22)
The term ∆q±
i+ 12
is calculated at the cell faces using the equation below:
∆q±
i+ 12
= b∆qi+
1
2
(1−b)(3∆qi−∆qi−1) (3.5.23)
3.5.3 Stiffness Problem
Unlike inviscid or viscous fluxes, the chemical source termW is likely to have components and
its Jacobian greater than unity; the reason is that their magnitudes are determined by the rate
coefficient rather than flow related variables. By using the dimensionless quantity known as
Damköhler number Da, which is defined as
Da =
Available flow residence time
Time required for equilibrium
=
τ f
τr
, (3.5.24)
it is possible to assess the speed of the chemical reaction. In effect, the Damköhler number rep-
resents the relative magnitude of the components in the source term to those of the convective
terms. Therefore, according to Equation 3.5.24, a large Damköhler number represents a fast
chemical reaction (fast approaching equilibrium). The eigenvalues λ of source Jacobian can be
used to estimate the size of the time step ∆t. For an explicit scheme the condition
(λ∆t)2  ∆t (3.5.25)
must be satisfied. Therefore, the value of ∆t is inversely proportional to λ2.
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If the flow is nearing equilibrium, the value of λ is usually real and negative. In an explicit
time marching scheme, to satisfy the Equation 3.5.25, the integrating time step or the value of
Courant number (CFL) must be kept relatively small. The eigenvalue that causes this problem
is known as the parasitic eigenvalue, and the problem is referred to as the stiffness problem.
3.6 Axisymmetric Treatment
Both test cases considered in this thesis are axisymmetric. There are several ways to exploit
this property of the flow. The first is to use so-called axisymmetric formulation in which the
equations are solved on a 2D grid. This leads to a reduction of the computational cost as com-
pared to the full 3D calculation. The axisymmetric effects are accounted for by the additional
terms which are inversely proportional to the radial coordinate (further details of this method
can be found in Section B.1).
The simulations in this thesis were carried using the second approach, which consists of es-
sentially two steps. Firstly, a two-dimensional structured mesh around the 2D geometry is cre-
ated in mesh generation software. Secondly, this 2D grid is rotated around the symmetry axis
(around x-direction) resulting in a sector of the full 3D domain. Finally, the three-dimensional
calculation is performed on this domain and mesh with periodic boundary conditions in the
azimuthal (angular) direction. No changes to the governing equation is then required. The
computational cost of this method is fairly similar to solving the 2D equations with the ax-
isymmetric source term because the 3D solution is computed for only 3-4 cells in the angular
direction, which is roughly equivalent in the computational cost to 3-4 two-dimensional up-
dates.
3.7 Summary
In this chapter the numerical techniques, which have been used to investigate hypersonic flow
problems, are presented. The high resolution methods introduced are robust and easy to use;
the application of very high-order methods in high Mach number flow problems is considered
state of the art.
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The computational code CNS3D, which houses the aforementioned numerical models, has
been validated using many computational studies under perfect gas conditions. However, up
to date, the numerical techniques available in the CNS3D code have not been validated against
hypersonic chemically reacting non-equilibrium flows.
The implementation of physical and numerical models to accommodate complex flow mecha-
nisms at hypersonic speeds has to be followed up by the process of verification and validation.
In the next three chapters, the HB-2 flare and the double-cone have been simulated under per-
fect and real gas conditions with non-slip and ablating wall conditions.
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CHAPTER 4
Assessment of CFD Method in Hypersonic Flows-I:
HB2 Flare Configuration
When you have eliminated the impossible,
whatever remains, however improbable,
must be the truth.
Sir Arthur Ignatius Conan Doyle
(Sherlock Holmes, The Sign of the Four (1890))
4.1 Introduction
To enable the CNS3D code to be used to investigate hypersonic flow, additional equations and
physical models have been included, as described in Chapter 2. The CNS3D code developed
by Drikakis et at6,38 is designed to handle turbulence in a compressible field; nevertheless, it
has not previously been tested on such high-speed problems. Yet, each model has limitations
of its application. This is also true for numerical schemes that are available within the code.
Therefore, it is imperative to verify that all the partial differential equations and other models
that describe physical processes are solved correctly, and yield consistent solutions with the
increment of grid resolution. Experimental data available in the literature can be used to de-
termine the accuracy of the results in relation to the actual physical solution. This process is
known as validation25.
In this chapter, the test case blunted-cone-cylinder-flare designated HB-2 (see Figure 4.1) has
been utilised for the purposes of validation. Experiments were conducted in various test fa-
cilities such as the von Karman Gas Dynamics Facility (VKF) and the Arnold Engineering
Development Centre (AEDC); pressure, heat transfer, and other quantities, were measured and
tabulated, under varying Mach numbers and angles of attack. More recently, the Japanese
Aerospace Exploration Agency (JAXA) employed HB-2 flare in a series of experiments, which
measured force and heat-transfer under varying free stream conditions. The results obtained
are available in the literature54,63,87,101. The tabulated values of heat flux as well as pressure
are invaluable within the context of validation. Even though a limited number of computa-
tional studies performed using HB-2 are available in literature14,82, an assessment of different
high-order methods versus second-order of accuracy has not yet been fully explored §.
The purpose of this chapter is to present the computed results utilising 5th- and 9th-order
WENO-M schemes as well as the 2 nd- and 5th-order MUSCL schemes, under ideal and chem-
ically reacting gas assumption. These methods provide high accuracy in transitional and tur-
bulent flows, real gas effects, and associated instabilities. Comparisons are performed against
experimental data for the wall pressure and heat transfer distributions. All investigations are
carried out under the assumption of steady laminar flow. The ideal gas results are presented
in section 4.2; cases designated 001, 002, 003, and 004 have been simulated under varying
free stream conditions. Unfortunately, it was not possible to produce both heat and pressure
§The work presented in this chapter has resulted in a journal publication by Tissera et al147.
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results for all cases due to the unavailability of experimental data. The cases 003 and 004, have
also been computed using the commercial software FLUENT and compared with CNS3D. Fi-
nally, the case 005 computed under high enthalpy chemically reacting conditions is presented
in section 4.3.
1.000
0.3470.517
0.486
0.073
0.061
0.041
0.204 0.326
Figure 4.1 — Schematic of the HB-2 geometry.
Grid Requirements
Even though the HB-2 configuration does not give rise to overly complicated flow features, to
accurately capture the heat transfer and pressure over the surface, it is important to use a suffi-
ciently refined computational mesh. In the present work, several levels of grid refinement have
been adopted to assess the improvements made to the numerical accuracy with the increment
in grid resolution and order of reconstruction; the total number of grid points within the grid
refinement levels ranged from 4704 (98× 48) cells to 32768 (256×128) cells, respectively. The
grid generated is clustered near the wall. For all grid resolutions, the size of the first grid cell
is kept at approximately 10−5 (non-dimensional units). The accuracy of the heat transfer pre-
dicted near the wall is very much dependent on the quality of the grid and the clustering near
the wall.
The free stream boundary conditions used for this testcase are supersonic inflow and outflow.
At the wall, no-slip isothermal surface is specified. As a result, the normal and transversal
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velocity components at the wall are zero. Finally, symmetry condition is employed along the
cone axis. The free stream conditions for the cases computed are presented in Table 4.1. The
availability of experimental data for the wall pressure and heat flux is shown in Table 4.2. The
initial conditions for these cases originate from the experimental data obtained from the VKF
and JAXA test facilities. All cases are simulated at zero angle of attack. A typical grid clustered
near the wall is shown in Figure 4.2.
Figure 4.2 — HB-2 computational grid with clustered cells near the wall.
Table 4.1 — Flow conditions for the HB-2 hypersonic configuration.
Case 001 002 003 004 005
M∞ 17.8 9.59 7.5 5.0 8.5
Rem 0.02×106 2.1×106 0.13×106 2.32×106 0.4×106
T∞(K) 287 52 138.9 138.9 610
Tv (K) - - - - 610
Tw (K) 287 287 287 287 283
ρ∞ (Kgm−3) 3.95 ×10−4 5.0 ×10−3 9.1 ×10−3 5.1×10−3 2.764×10−3
CN2 - - - - 0.72
CO2 - - - - 0.28
CN - - - - -
CO - - - - -
CNO - - - - -
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Table 4.2 — Availability of experimental data with reference to wall pressure and heat flux63,100,101.
Case 001 002 003 004 005
Pressure X _ X X _
Heat flux X X _ _ X
4.2 Ideal Gas Computations
Total enthalpy of the ideal gas computations is around 1MJ/Kg and it has been assumed that
thermal or chemical non-equilibrium conditions are not present. Figure 4.3(a) to 4.3(d) show
the Mach number contours for Cases 001 to 004 (top to bottom and left and to right) and give
an insight into the flow field over the test case; it can be observed that a strong shock wave is
formed upstream of the body with the second one seen over the cylinder flare junction which is
characteristic of HB-2 type flows.
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(a) Mach number 17.8 (b) Mach number 9.59
Mach number
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4.44
3.89
3.33
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2.22
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1.11
0.56
0.00
(c) Mach number 7.5
Mach number
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6.67
5.83
5.00
4.17
3.33
2.50
1.67
0.83
0.00
(d) Mach number 5.0
Figure 4.3 — Mach numbers contours for Case 1 through Case 4.
Case: 001
A detailed grid convergence study has been carried out for Case 001. The heat transfer to the
surface is plotted to examine the improvement in numerical results with the increment in grid
density. The results obtained with first order and higher order reconstruction methods over all
grid resolutions are also compared (see Figure 4.4 and 4.5). A sequence of grid resolutions
has been used, with 256×128, 128×48, and 98× 48 cells, which are referred below as fine,
medium, and coarse grids, respectively. Utmost care has been taken to ensure that cells adjacent
to the wall have grid lines perpendicular to it.
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Figure 4.4 — Heat transfer rate computed on different grids with first order reconstruction accuracy for
Case 001: the heat transfer is plotted along the X -axis rather than along the surface of
the test case.
The heat transfer to the nose region at the front and flare region at the back is under predicted
by all schemes over all grid resolutions (see Figure 4.4). As expected, the grid resolution
influences the computational results for all orders of accuracy. The overall agreement between
predicted values by all TVD schemes over the cylindrical sections via the use of fine mesh and
the experiment is good (see Figures 4.5(a) through 4.5(c)).
Further investigations are essential to clarify these discrepancies as the front part of the HB-2
flare experiences the highest heat transfer values compared to the rest of the body during a
hypersonic flight. As the exact details of the free stream enthalpy conditions are not clear (see
experimental work by Gray et al63), it is difficult to ascertain if the computations under chemi-
cally reacting gas condition will yield a better comparison with the experimental data. However,
it is worthwhile to investigate the problem, under the assumption of chemically reacting gas,
to establish if there is any improvement. The results obtained for the WENO scheme are not
shown due to the oscillations present, and the WENO scheme does not appear to perform well
at such a high Mach number equal to 17.8. It seems that the design of WENO methods for such
demanding applications needs further investigation, which is beyond the scope of this thesis.
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(b) 128×48
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(c) 256×128
Figure 4.5 — Heat transfer distribution calculated using all grid resolutions for Case 001.
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Figures 4.6(a) to 4.6(c) shows the pressure results obtained for the MUSCL 2nd-(two different
limiters) and 5th-order reconstruction schemes over all grid resolutions. The overall agreement
between the computational results and the experimental data is good, with minor discrepancies
in the front region of the cylindrical section. The 2nd-order (DD limiter) MUSCL gives overall
the best results for the heat transfer distribution. The schemes give similar results for the
wall pressure. The computations via the use of 5th- and 9th -order WENO scheme were also
considered; however, oscillations materialised during the runs which effected the process of
convergence, therefore, the results for this scheme are not included.
The stagnation pressures for the second-order(VL), second-order(DD), and fifth-order MUSCL
schemes are very similar and equal to 12.1, 12, and 12KPa, respectively, while the stagnation
heat fluxes are 4050,4260 and 3750 KW/m2, respectively. It should be noted that the above
values correspond to the values of the first cell adjacent to the wall, where as in the case of finite
volume method, the values are stored. Unfortunately, for this case the experimental stagnation
values are not available for the purpose of comparison with the computational results.
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(c) 256×128
Figure 4.6 — Pressure distribution calculated using all grid resolutions for Case 001.
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Case: 002
The heat transfer results for Case 002 on the 128×48 and 256×96 grids are shown in Figure 4.7
(a) and (b), respectively. The VL and DD limiters gave identical results, thus only the results
with the VL limiter are shown. Moreover, the 9th-order WENO was unstable for this case too
without being able to satisfactorily converge.
According to Kuchiishi (2006)101, the experimental heat flux stagnation value is 137.32kW/m2
(Sec.4 in the experimental report). The predicted value in this study was found to be 127.2
and 118.5kW/m2. for the second- and fifth-order MUSCL schemes, respectively. Similar to
the case 1, the stagnation values are calculated from the first cell next to the wall which com-
pares better in terms of position with the station 3 of the experiment corresponding to heat
flux value of 126.77kW/m2. With regards to the heat flux stagnation value, the second-order
MUSCL scheme agrees better the experiment than fifth-order MUSCL scheme. With respect
to dimensionless heat flux distribution, the comparison with the experiment is satisfactory and
the fifth-order WENO performs overall better than the second-order MUSCL scheme.
In comparison to Case 001, the heat transfer predictions at the nose and in the flare region
are significantly better for this case. Numerical experiments were also performed with the
5th-order MUSCL scheme; however, the scheme resulted in spurious oscillations. When the
grid resolution was increased, the oscillations were reduced but not completely, thus leading
to convergence problems. The 2nd-order MUSCL using the DD limiter gave exactly the same
results as the VL limiter. Hence, only the results of the VL limiter are presented in Figure 4.7.
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Figure 4.7 — Heat transfer distribution calculated using all grid resolutions for Case 002.
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Case: 003
For Case 003, all methods gave very similar results for the pressure distribution (see Figure
4.8). For this case, even a first-order scheme gives satisfactory results. Therefore, Figure 4.8
presents indicative results from the 1st-order, 2nd-order MUSCL, and 9thorder WENO.
X/L
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’
0 0.2 0.4 0.6 0.8 1
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0.4
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1st order
2nd order van Leer MUSCL
9th order WENO
Figure 4.8 — Pressure distribution on the fine grid for Case 003.
The 5th-order MUSCL, 2nd-order MUSCL(DD-limiter), and 5th-order WENO scheme also
gave similar results, thus they are not included in the graph. The pressure stagnation values
for the first- second- and ninth-order schemes were computed as 90, 85, and 95kPa, respec-
tively.
Case: 004
Case 004 is different from the previous cases, because it features separation around the cylinder
flare junction (see Figure 4.9). This is indicated in the pressure distribution by a ‘double-step‘
profile (Figures 4.10 and 4.11). Using 1st-order of accuracy the separation cannot be captured.
The re-attachment point is well-matched to experiment, although the total separation length
is somewhat smaller. The 9th-order WENO captures better the separation point; however, it
shifts the re-attachment point downstream. The 2nd-order MUSCL gives better results for the
re-attachment point.
As regards the 5th-order MUSCL and 2nd-order MUSCL (DD limiter), these schemes gave
almost identical results with the 2nd-order MUSCL (VL limiter); hence, they are not included
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in Figures 4.10 and 4.11. It should be noted that past research6,43,162 has shown that the DD
limiter is overall more robust than the VL limiter for a wide range of Mach numbers. For Case
4, the pressure stagnation values for the first- second- and ninth-order schemes are 38, 38, and
38.6 kPa, respectively.
Finally, the CPU requirement for the 9th-order WENO scheme compared to 2nd-order MUSCL
increases by a factor of two and three on the coarse and fine grid resolutions, respectively. The
5th-order MUSCL requires only moderate CPU increase compared to 2nd-order schemes.
X/L
0 0.2 0.4 0.6 0.8 1
X/L
0.5 0.55 0.6 0.65 0.7 0.75
Figure 4.9 — Mach number contours and enlarged separation region for Case 4.
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Figure 4.10 — Pressure distributions for Case 4.
Figure 4.11 — Enlargement of pressure distribution at cylinder flare transaction for Case 4.
4.2.1 Comparison of CNS3D and Commercial software FLUENT
A comparison study has also been conducted to analyse the effectiveness of the computational
code CNS3D against the commercial software FLUENT. Free stream conditions used for Case
003 and 004 in the previous sections have been used for the study. Furthermore, two grid
resolutions, 64×48 and 128×96, were employed for the simulations.
Figures 4.12 and 4.13 show the normalised results against experimental data for the first and
second order simulations obtained using CNS3D (Figures 4.12(a) & 4.13(a)) as well as FLU-
ENT (Figures 4.12(b) & 4.13(b)) for case 003. There is little difference between the either code
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or the experimental data. The slight discrepancies are essentially resolved in the higher-order
simulations (Figure 4.14); however, it is worth noting that FLUENT is marginally less able to
handle the coarser mesh at second order. Elsewise the result is fairly consistent, and arguably
not far from grid-converged.
(a) CNS3D:1st -order
(b) FLUENT:1st -order
Figure 4.12 — Pressure distribution for HB-2 for the case 003 for CNS3D and FLUENT at both grid
resolutions: 1st -order reconstruction accuracy.
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(a) CNS3D:2nd-order
(b) FLUENT:2nd-order
Figure 4.13 — Pressure distribution for HB-2 for the case 003 for CNS3D and FLUENT at both grid
resolutions: 2nd -order reconstruction accuracy.
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Figure 4.14 — Pressure distribution for the case 003 using WENO ninth-order in CNS3D.
When comparing the behaviour of both CNS3D (Figures 4.15(a) & 4.16(a)) and FLUENT
(Figures 4.15(b) & 4.16(b)) for the case 004, at first order, both codes fail to capture any of the
experimentally observed behaviour around the cylinder-flare transition. Again, there is little
difference between the two solvers, and the increased grid resolution does not significantly
change the results.
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(a) CNS3D :1st -order
(b) FLUENT:1st -order
Figure 4.15 — Pressure distribution for case 004 for CNS3D and FLUENT at both grid resolutions: 1st
-order reconstruction accuracy.
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(a) CNS3D :2nd-order
(b) FLUENT:2nd-order
Figure 4.16 — Pressure distribution for case 004 for CNS3D and FLUENT at both grid resolutions: 2nd
-order reconstruction accuracy..
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Figure 4.17 — Pressure distribution for case 004 using WENO ninth-order in CNS3D.
This is not the case at second-order. Both solvers capture better the observed flow past the
shoulder of the cone-cylinder, while FLUENT seems not to be capturing any of the main sep-
arations, and clearly indicated that CNS3D has the ’double-step’ profile characteristic of a
separation bubble. The re-attachment point is well-matched to the experiment, although the
total separation length is somewhat smaller. The results obtained for the higher-order schemes
have been presented in Figure 4.17.
4.3 Chemically Reacting Gas Computations
In this section, the results obtained for Case 005 conducted at a total enthalpy of 8MJ/kg are
presented. The schematic of the test case is presented in Figure 4.1 and the simulated test
conditions are listed in Table 4.1. The computations are carried out using two grids (resolutions:
128×48 and 256×96).
The numerical results obtained are presented below. The contours of Mach number, pressure,
and two temperatures are plotted in Figure 4.18 ∼ Figure 4.21 respectively. As expected, the
Mach number recorded at the nose, behind the shock is subsonic; consequently, the maximum
pressure is also predicted at the stagnation point. The flow continues to expand while moving
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downstream where the calculated pressure values decreases. Here, the shock, stand-off distance
as well as the general shape of the shock layer near the nose can be clearly observed.
As the Mach number reduces drastically before the stagnation point, the kinetic energy of
the flow reduces while the translational-rotational as well as vibrational temperatures rise (see
Figures 4.20 & 4.21). Just behind the shock, upstream of the stagnation point, an adverse
gradient of translational temperature can be observed. To further illustrate this behaviour, both
temperatures are plotted along the stagnation streamline (see Figure 4.22(a)).
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Figure 4.18— Flow contours of Mach number highlighting the flow features; the nose region is enlarged
and displays the conditions at the stagnation region.
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Figure 4.19 — Flow contours of pressure highlighting the flow features; the nose region is enlarged
and displays the conditions at the stagnation region.
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Figure 4.20 — Flow contours of tranlational-rotational temperature.
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Figure 4.21 — Flow contours of vibrational temperature.
As it was explained earlier, the kinetic energy of the flow decreases as the Mach number re-
duces to a subsonic value upstream of the nose region. The excess energy instantaneously
gets diverted to other energy modes; translational-rotational and vibrational energy modes are
populated with the excess energy. Due to this sudden spike in two temperatures the rate of
particle collisions as well as internal vibrations of the molecules increases rapidly. As a result,
the chemical and thermal non-equilibrium effects are initiated in the stagnation region. This
causes the gases in the region to dissociate; these phenomena can be observed in the case 005.
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Figure 4.22 — Translational-rotational (T) and vibrational (TV ) temperatures as well as mass fraction
plotted along the stagnation stream line.
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Figure 4.23 — The heat transfer to the surface plotted for all grid resolutions.
The evolution of the mass fractions along the stagnation streamline is presented in Figure 4.22.
The Nitrogen and Oxygen molecules are dissociated forming Nitrogen and Oxygen atoms re-
spectively. Oxygen molecules dissociate almost completely forming Oxygen atoms. Further-
more, oxygen and nitrogen atoms combine to form NOmolecules. As there is a clear difference
between the two temperatures, the two temperature model gives an insight into the behaviour
of the energy modes within the flow.
Finally, Figure 4.23 shows the comparison for the calculated heat flux to the wall with exper-
imental data for all three reconstruction techniques. The free stream translational-rotational
temperature utilised in the experiment was not available to the investigator. In fact, only Mach
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number and Reynolds number have been explicitly stated in the literature for this case and the
other free stream conditions had to be estimated. Therefore, the free stream values for both
temperatures were taken as 610K; it was assumed that the temperature was sufficient to trigger
chemical dissociation and was chosen based on past experiences.
The absolute values of heat flux for the experiment and the computations at the stagnation point
are incomparable due to the possible discrepancies in the free stream conditions. However, the
desired shape of the heat flux over the surface, where the maximum is visible at the nose, is
predicted correctly by the computations (see Figure 4.23).
When comparing the normalised values, that is q/q0, the obtained numerical results show good
agreement with experimental values on the first half of the body. The most accurate results are
provided by the 2nd order TVD method with the van Leer slope limiter, which is somewhat
more accurate than the WENO methods. In fact, the WENO results contain mild oscillations,
indicating that for the geometry it may not be the most suitable scheme. Both high-order
schemes are still much better than the 1st order Godunov method. Further investigation of
this test case has been carried out using an ablation wall boundary condition; the results are
presented in Chapter 6.
4.4 Efficiency and Robustness
As it was discussed previously, it is a primary requirement of CFD codes to be efficient and ro-
bust in order to complement or to act as an alternative to the physical experiments118. Presently,
the numerical simulations depend heavily on the computer hardware employed, and the effec-
tive algorithms that describe the physical problem investigated. The ideal way of establishing
the performance of a numerical method is to evaluate the time to achieve a converged solu-
tion; many different factors such as efficiency of the algorithm, the use of a particular hardware
platform at a percentage of its peak speed, etc have to be taken into account. Due to the shear
number of variables that may potentially have an effect on the computations, it is a difficult task
to perform comparisons using this method. An alternative, more universal benchmark used by
researchers is the raw computational speed, typically expressed in FLoating-point OPerations
per Second (FLOPS)118.
88of 175
In this thesis, to make comparative conclusions about the relative efficiency of the various
numerical methods, runs were conducted on a single processor using the finer HB-2 grid to
ascertain the cost per iteration. Even though, the flows are treated as steady, it is quite possible
that the instabilities are present within the solution; the observation that, during the course of
the simulations steady results emerge followed by a long period of slight and ever-reducing
oscillation, is the reason for this supposition. Moreover, it is somewhat difficult to establish the
efficiency and robustness for both 5th- and 9th- order WENO schemes, due to the local order
reduction technique employed (see Section 3.3.3) in CNS3D code.
Therefore, this study is intended as a guide to show an overall relative effect on performance
when increasing the order of reconstruction accuracy. The values presented are for both un-
modified (perfect gas) and modified versions of CNS3D code, as well as commercial code
FLUENT (see Table 4.3).
Table 4.3 — Approximate evaluation of computational cost with respect to CNS3D first-order.
Order of reconstruction 1st -order 2nd -order 2nd -order (FLUENT) 5th -order 9th -order
CNS3D 1.00 1.088 1.109 1.38 1.893
Modified-CNS3D 1.00 1.092 - 1.46 2.18
Unsurprisingly, the results show that, for both versions of CNS3D, the ninth-order scheme re-
quires more CPU time per iteration. However, the performance of 5th- order WENO scheme
is more interesting, as it is halfway between, values of 2nd-order VL and 9th-order WENO
schemes. Also, the robustness observed throughout the simulations over a range of Mach num-
bers suggest that WENO scheme is far more reliable with 5th- order reconstruction accuracy.
The commercial flow solver FLUENT is more robust compared to CNS3D as it has algorithms
forcing a stable solution; employing these methods to force stability is questionable. In the case
of CNS3D, when producing a result deemed unphysical, the code would simply terminated the
calculation process, forcing the the user to investigate and rectify the problem. Therefore,
extracting conclusions from these results must be done with caution.
When comparing the computational time, between modified and unmodified versions of CNS3D,
it is apparent that the computational times have increased due to the burden of having to perform
additional calculations. It is clear that the computational costs, associated with increasing the
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grid resolutions when simulating real gas effects, are comparatively much higher than in ideal
gas computations. Therefore, as a compromise between accuracy, efficiency, and robustness, it
is clear that the high-order methods are more suited to be applied to real gas problems. In sum-
mary the high-order methods, specially 5th -order WENO, is exceedingly good value in terms
of their overall efficacy on coarse grids and capable of gaining better accuracy with half the
number of grid points in each direction consistent with observations in other flow applications
of this code.
4.5 Summary
Numerical experiments from the implementation of 2nd-, 5th- and 9th-order reconstruction
schemes for hypersonic flows around the HB-2 hypersonic configuration were presented for
free stream Mach numbers ranging from 5 to 17.8, under perfect and real gas assumptions.
With regards to perfect gas flows, the results show that WENO schemes can be unstable for
Mach numbers above 10; however, they seem to be more accurate than 2nd-order methods for
Mach numbers less than 10. For the HB-2 geometry the 5th- and 2nd-order MUSCL schemes
give similar results and, additionally, the 2nd-order MUSCL is more stable. Very similar results
were obtained using the MUSCL scheme with two different limiters, with the DD limiter being
numerically more robust across a range of Mach numbers.
The real gas run conducted with Mach number 8.5 shows similar behaviour: the fifth-order and
second-order schemes behave in a similar fashion but show improvement over the first-order
reconstruction. Due to the unavailability of exact free stream data, the heat flux values obtained
cannot be directly compared to the experimental data observed. Despite of that, the overall
agreement between the experimental data and the predicted values seems to indicate that the
results obtained are reasonable.
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CHAPTER 5
Assessment of CFD Method in Hypersonic Flows-II:
Double-cone Configuration
Light thinks it travels faster than anything but it is wrong.
No matter how fast light travels,
it finds the darkness has always got there first,
and is waiting for it.
Terry Pratchett (English Writer,1948)
5.1 Introduction
NATO Research and Technology Organisation (RTO), working group 1031,93,94, initiated a co-
ordinated effort to increase the understanding of real gas phenomena which involved many
different institutions and researches. A number of test cases were identified as potential candi-
dates for code validation, where each case was specifically designed to draw out and examine
phenomena that are dominant in hypersonic flows. An attempt has also been made to construct a
database containing experimental measurements for well-defined model configurations, which
is an invaluable resource in the validation phase of CFD simulations. Among these, the double-
cone flare is an ideal test case for code validation due to the presence of quite complicated flow
features, such as interaction between a shock wave and a separated region48,93. In this chapter,
the double-cone flare (shown in Figure 5.1) is utilised to assess the effectiveness of higher order
methods in the computational code CNS3D under the assumption of perfect and real gas §.
The research facilities at Caltech, Calspan(CUBRC), and Princeton were used to perform a
large portion of experimental studies with regards to this test case. The researchers, Holden
and Wadhams, who conducted most of the experimental work on double-cone utilised sharp
and blunt models with the first cone at a half angle of 250 and the second cone with a half
angle of 550and 600 respectively. The Reynolds numbers were chosen in such a way to ensure
that flow over the double-cone remained laminar. To maintain high accuracy at high gradi-
ent regions of attachment and shock/shock interactions, the measurements were taken using
miniature high-frequency, thin-film, and pressure instrumentation which ensure high spatial
and temporal resolution. The high speed Schlieren photography employed with the aforemen-
tioned measurement techniques confirmed that large or small scale flow instabilities were not
present over the double-cone configuration79,81.
The flow generated over the blunt tipped configuration is similar to the sharp tipped version but
with a larger separation zone. The computation of 250− 600 configuration was deemed more
difficult due to a larger separation zone generated and the calculations indicated the presence of
unsteady regions24. In this thesis all the numerical investigations employing the double-cone
are performed using the sharp tipped 250−550 configuration.
§The work presented in this chapter has resulted in a journal publication by Tissera et al149.
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Figure 5.1 — Double-cone geometry.
Numerical investigations were carried out by Candler25, Nompelis119, Druguet48, Gnoffo57,
and others under perfect and chemically reacting gas assumption using Navier Stokes govern-
ing equations. Inger and Moss83 performed comparison studies between Direct Simulation
Monte Carlo (DSMC) and Navier stokes approach. Druguet et al48 used a second-order accurate
modified Steger-Warming method to simulate the double-cone flow, under laminar flow condi-
tions. A number of second-order reconstruction schemes were tested to determine what effect
the choice of slope limiter had on the quality of the solution. A grid refinement study was also
carried out to investigate grid convergence characteristics of each scheme used. It was con-
cluded that the length of the separation zone is indicative of the amount of dissipation present
within the scheme. Therefore, by comparing the separation length obtained through simulation
to experimental data, it is possible to assess the accuracy of the numerical scheme. Addition-
ally, the van Leer limiter was noted to be the best compromise between accuracy and robustness
of all the limiters considered48. Furthermore, Mosedale115 and Tissera et al147 studied the ef-
fects of double-cone flow under perfect gas regime using higher-order methods. Some of the
ideal gas results presented in thesis has been obtained jointly with Andrew Mosedale115,147.
Although, the results gathered from high enthalpy test facilities are fairly important, it is quite a
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laborious task to simulate hypersonic flight conditions completely. Due to the complexity of the
problem, CFD methods have become an extremely effective alternative to experimental meth-
ods. Even though both techniques are far from perfect, both experimental and computational
methods can lead to correlative validation. The development of various physical and numerical
models, and the improvements in computational hardware have allowed the advancement of
CFD as a powerful strategic tool. As a result, the design and development time of aerospace
vehicles will reduce significantly.
There are many physical models that accommodate phenomena from a perfect gas model to
a multi-species, high temperature, chemically reacting perfect gas model, including chemical
and vibrational non-equilibrium relaxation. The properties of flow regime under rarefied con-
ditions with such phenomena as radiation, ionization, and magneto-hydrodynamics have also
been investigated10,138. In addition, the vibrational relaxation is also considered via the use of
vibrational temperature. The vibrational temperature can be calculated using two-, three- or
multi- temperature models19,57,128. The experimental work carried out by Holden and Wad-
hams79,157, and the computational work performed by Candler and Nompelis25,123 in parallel
have shown that more work is needed to correctly establish the real gas effects over the double-
cone.
The test runs designated 2893, 2894, 40119, 42, and 4379,157 have been employed for the pur-
poses of validation. Among these, runs 2893,2894 are simulated under perfect gas assumption.
The low enthalpy run 40, has been carried out using the real gas assumption, yet fall short of
sufficing the conditions necessary for full blown chemical dissociations or related phenomena
as the energy within the free stream is not sufficient. This behaviour provides the opportunity
to explicitly validate inviscid and viscous elements of the code without much interference from
the effects of the source terms. Runs 42 and 43 have high enthalpy conditions (approximately
10MJ/Kg) and are simulated using the real gas assumption; chemical and vibrational phenom-
ena are expected due to the large amount of energy present within the flow. Therefore, the
effects of the source term become substantial119. The exact employed free stream conditions
are presented later on.
The sections 5.2 and 5.3 present the numerical results obtained for the double-cone flow sim-
ulated under the ideal and chemically reacting gas assumption respectively; the pressure and
heat transfer distributions from the numerical simulations are compared with the experimental
data. To adhere to the main theme of this work, the results obtained utilising very high-order
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mapped Weighted Essentially Non-Oscillatory (WENO-M) schemes are compared with typical
higher order TVD reconstruction. Remarks on overall performance of the numerical methods
are presented in section 5.4.
5.1.1 Grid Requirements
Careful attention must be given to the grid generation aspect of the problem. Gaitonde et al.
52 and Druguet et al.47,48 have emphasised the importance of the quality and the resolution of
the grid, that could yield converged solution. A smoother and resolved grid, especially at the
tip and junction of the two cones, is necessary to adequately capture the boundary layer and
the separation region. To sufficiently capture the boundary layer that initiates from the tip of
the first cone, a well resolved grid is essential. Furthermore, the grid lines that fall over the
cone junction, especially closer to the wall, must be smooth as possible to prevent any artificial
perturbations48. The finer mesh generated with enlarge views of the tip and the cone junction
is shown in Figure 5.2. Even though it is ideal that the mesh near the wall is orthogonal,
grid resolution studies carried out by various researches suggest that the effect of this aspect is
negligible52.
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Figure 5.2 — Computational mesh generated for the simulation of double-cone.
The supersonic inflow, supersonic outflow, symmetry on the cone axis, and non-slip wall have
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been used as boundary conditions. Note, that the supersonic inflow boundary should be suffi-
ciently away from the cone surface to prevent any shock interaction with the boundary.
The size of the smallest grid cell near the wall is approximately 10−5(non-dimensional units).
Over the course of designing the grid, for both resolutions utilised, above design conditions
were observed. Druguetet al suggests that, to successfully simulate the flow over the double-
cone, it is imperative that implicit time marching scheme is employed; the reason being, when
using the explicit time marching scheme, the CFL number used have to small to achieve any
form of convergence. However, in this thesis, explicit time marching scheme has been applied,
coupled with domain decomposition and the Message Passing Interface (MPI) parallelisation
technique.
Comparatively, the explicit solvers are easily parallelised based on domain decomposition.
Data exchange between the blocks and implementation of boundary conditions per each block
is accomplished through a layer of ghost cells. The application of high order schemes leads to
an increased depth of the halo required. The most accurate spatial discretisation implemented
in CNS3D is the 9th-order WENO method requiring five ghost cells on each side of the com-
putational domain. The data exchanged between processors is stored into ghost cells.
For N3 points per core, the total number of boundary cells which should be sent and received by
each processor utilising a 9th-order scheme is ∼ 30N2. Therefore, it is necessary to consider
the minimum number of points per core required in order to avoid the boundary exchange
becoming the bottleneck. CNS3D exhibits a very good scalability providing efficiencies over
80% for up to 512 processors and approximately 70% for 1024 processors (based on 100%
efficiency for 96 processors).
5.2 Ideal Gas Computations
The free stream conditions for the runs 2893 and 2894 for the double-cone were taken from the
published work by Colbish et al31 and are presented in Table 5.1. The Mach number used is
approximately 12.7 in both cases. In the published literature31, experimental values pressure
coefficient (Cp) and heat transfer (St) are measured along the wall. By plotting either variable
it is possible to identify the region of separation and re-attachment point where transmitted
96of 175
shock impinges on the surfaces. The WENO scheme with 9th- order reconstruction accuracy is
compared with typical 2nd- order TVD scheme with van Leer limiting.
Table 5.1 — A matrix showing the two test runs simulated
for the double-cone geometry under ideal gas
conditions.
Run 2893 2894
M∞ 12.73 12.62
ReL 3.22×106 2.24×106
P∞ (Pa) 8.07 5.04
ρ∞ (kgm−3) 5.9×10−4 3.9×10−4
T∞ (K) 46.1 42.7
Mesh 128x48 256x96 128x48 256x96
The flow structure typical of the double-cone geometry can be seen in the visualisation of
velocity gradients in Figures 5.3 and 5.4, identifying not only the shock positions, but also
some of the details of the separation region and under-expanded jet along the aft-cone. The
flow has been simulated in first order reconstruction with stream lines indicating the path of the
flow field. Using 9th- order reconstruction, a massive separation bubble appears over the cone
junction shown in Figure 5.4.
It was previously mentioned that this flow could be characterised by the size of the separation
zone and the values at the peak48. When observing the results presented below (see Figure
5.5 - Figure 5.8) it is clear that the outcome is in favour of the higher-order methods. Run
2893 calculations performed with increasing order of accuracy over two grid resolutions are
shown in Figures 5.5 to 5.6.
Concerning the experimental data, it would appear that in the lower Reynolds number case,2894
grid convergence has been obtained, and a clear discrepancy between experiment and simula-
tion exists (Figure 5.8). The separation bubble has not been correctly captured even in the
case of 9th -order WENO (see Figures 5.8(e) & 5.8(f)); in contrast the results obtained for the
case 2893, using identical grid resolutions have captured the separation bubble much more ac-
curately. At this time, reason for this discrepancy is unknown. It can be speculated that the
experimental free stream conditions listed may contain inaccuracies and need to be clarified.
The preliminary runs on finer grids have indicated that this is indeed the converged solution to
the problem set in the simulations.
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Figure 5.3 — Streamline visualisation: 1st order reconstruction scheme.
Figure 5.4 — Massive separation bubble visible in run 2893: 9th order WENO scheme.
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Figure 5.5 — Run 2893: Pressure Coefficient plotted using 128x48 mesh showing different reconstruc-
tion methods.
Figure 5.6 — Run 2893: Stanton number plotted using 128x48 mesh showing different reconstruction
methods.
The Cp and St number results show that the experimental results are best duplicated when the
order of accuracy of reconstruction is at maximum. This is much more clearly visible in Figure
5.9, which shows a difference between predicted separation zone lengths between 2nd order
and 9th order. At the same time it can be observed that the gain resulting in increasing the grid
resolution is comparatively minute. Therefore, it is evident that increasing the order of accu-
racy offers a much greater improvement than doubling the resolution. It is also undoubtedly
much cheaper. although it is worth acknowledging that the measure of surface quantities, in
particular the gradients for Stanton number, are dependent on the grid in a finite volume solver.
A complete set of results obtained for both runs 2893 and 2894, utilising all reconstruction
schemes and all grids is presented in Figure 5.7 and 5.8.
99of 175
(a) pressure: 1st order (b) heat transfer: 1st order
(c) pressure: van Leer (d) heat transfer: van Leer
(e) pressure: WENO 9th (f) heat transfer: WENO 9th
Figure 5.7 — Comparison of pressure coefficient and Stanton number for run 2893 for grids 128x48
and 256x96.
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(a) pressure: 1st order (b) heat transfer: 1st order
(c) pressure: van Leer (d) heat transfer: van Leer
(e) pressure: WENO 9th (f) heat transfer: WENO 9th
Figure 5.8 — Comparison of pressure coefficient and Stanton number for run 2894 for grids 128x48
and 256x96.
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(a) 2nd order van Leer MUSCL (b) 9th order WENO.
Figure 5.9 — Comparison of separation zones with run 2894 on coarse grid (128x48) between different
reconstruction methods- Axial -velocity plotted with instantaneous streamline.
5.2.1 Comparison of CNS3D and Commercial software FLUENT
The double-cone runs 2893 and 2894 performed using FLUENT, 1st- order spacial reconstruc-
tion, are also presented (see Figures 5.10(a) ∼5.10(d)). FLUENT failed to converge at second
order, and while it may be possible to manipulate the available parameters to remedy this, at
the present moment FLUENT fails to produce usable results for the double-cone flow.
The first-order results obtained exhibit a remarkable similarity between the two codes, though
neither could be said to be a good match to the experimental data. It was observed earlier and
elsewhere that increasing the order of accuracy above first order offers a much greater improve-
ment than doubling the resolution of the grid, and is undoubtedly cheaper. With CNS3D, this
improvement extends above second-order methods.
It seems that one or more of the assumptions made in modelling this flow are insufficient. The
matter has been raised in various works within the literature, and it is difficult to hypothesise
as to which assumptions are relevant - be it chemical equilibria or slip effects, unsteady flow
or varying wall temperature and heating effects. Some of these would prove easier to assess
than others, and there is also a potentially significant related issue of grid design. However, the
high-order methods present a useful basis for further investigation.
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(a) Run 2893: Pressure Coefficient (b) Run 2893: Stanton Number
(c) Run 2894: Pressure Coefficient (d) Run 2894: Stanton Number
Figure 5.10 — Pressure coefficient and Stanton number for first-order FLUENT runs.
In the next section it has been attempted to address some of the concerns as the investigation
deviates from perfect gas assumption to real or chemically reacting gas assumption. Flow
physics become more complicated and Navier stokes equations are supplemented by further
terms and governing equations. For further details of governing equations used see chapter 2.
5.3 Real Gas Computations
In this section, the validation of the computational code CNS3D continues; runs designated
40, 42, and 43 have been simulated. This is to ascertain the performance of CNS3D (focusing
mainly on reconstruction methods), in simulating complex chemically reacting flows. The
enthalpy condition of run 40 is about 5MJ/kg, where runs 42 and 43 is at a total enthalpy of
10MJ/kg. It is assumed that no chemical reacting effects are present within the flow for the low
enthalpy simulation.
For real gas computations, it was not possible to obtain results using WENO scheme with 9th-
order reconstruction accuracy; severe oscillations materialised due to the presence of strong
shocks and it was observed to be extremely unstable. However, it was possible to simulate
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chemically reacting flows using WENO scheme with 5th- order reconstruction accuracy. The
heat transfer and pressure results calculated utilising WENO scheme have been compared with
2nd- order TVD scheme with van Leer limiting.
The free stream conditions for the aforementioned runs are listed in Table 5.2. Furthermore,
the results presented in this chapter for runs 40, 42, and 43 have been published in Knight et al
94(AVT 136 Subtopic No. 2 for RTO). The motivation behind the publication was to compare
the capabilities of modern CFD codes (such as the LAURA code used by NASA26,27) and
to assess the CFD for specific physical problems (shock interactions79 and control surfaces
in non-equilibrium laminar flows109). Several participants presented the computed results for
Runs 40, 42, and 43, utilising a thermo-chemical model (as appropriate), numerical algorithms,
and grid refinement strategy of their own choosing. The results were also presented in the
publication by Tissera et al147,149.
Table 5.2 — Free stream conditions for the double-cone runs.
Case Run 40 Run 42 Run 43
M∞ 11.56 11.52 8.87
Rem(103/m) 656.16 333.4 306.6
T∞(K) 172.22 268.7 576.0
Tv (K) 2735 3160.0 576.0
Tw (K) 295.5 273 273.0
ρ∞ (gm−3) 2.52 1.468 2.134
CN2 1.00 1.000 0.73704
CO2 - - 0.17160
CN - - 0.000
CO - - 0.02659
CNO - - 0.06477
Run 40
The separation zone formed over the region between first and second cones (see Figure 5.11)
is the primary area of interest as the activity over the separation zone is tightly coupled with
global flow characteristics. The low enthalpy simulation shows no significant chemically re-
acting effects as expected and produces a large separation bubble. The agreement between the
experiment and the predicted surface pressure using the 2nd-order scheme over the finer mesh
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is good. In comparison, 5th-order WENO scheme displays instabilities over the same region.
These instabilities are visible even over the coarse grid. The heat transfer rate onto the surface,
predicted by both schemes, is good.
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(b) Run 40: Stanton Number
Figure 5.11 — Run 40: Comparison of Pressure coefficient and Stanton number plotted for both re-
construction schemes and grids.
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It is also evident that the position of the peak heat transfer rate, which is directly coupled
with the activity over the separation region, is also dependent on the reconstruction order of
accuracy. The peak heat transfer rate predicted via WENO is positioned further away from
the tip of the double-cone compared to VL. The 5th-order scheme under-predicts the peak heat
transfer over the coarse mesh by 29%, but recovers with the increment of the grid resolution.
The cause for the instabilities present over the separation bubble can be speculated as being
linked to the numerical aspect such spatial reconstruction or the Riemann solver. However,
there is reason to believe that the root of the instabilities may lie elsewhere. The Run 40 has
been simulated by different researchers such as Nompelis (2009)120 using various computa-
tional codes and techniques; the instabilities witnessed in this instance has been observed in
most other cases. Rather curiously these instabilities are not observed in the experiment. The
researchers Holden and Wadhams80 at CUBRC has performed the Run 40 experiment number
of times taking into account the feedback from the CFD attempts. However, the cause these
instabilities and the discrepancy between the experiment and the computational results are not
understood and still under investigation.
Figure 5.12 — The structure of the flow field for run 42.a f ter 94
Run 42
The separations region formed over the cone junction for the run 42 is presented in Figure 5.13.
The various regions and phenomena defined in Figure 5.12 can be clearly identified in Figures
5.14 - 5.17, where contours of Mach number, pressure, and two temperatures are presented.
The shock-shock interaction in the near vicinity of the cone junction gives rise to an adverse
rise in temperature (see Figure 5.16). This corresponds to the peak heat transfer to the wall
observed in Figure 5.18.
106of 175
The overall agreement between surface pressure prediction by both schemes and the experi-
ment, over the fine mesh is satisfactory (see Figure 5.19). The surface pressure and the length
of the separation zone are captured exactly by the WENO scheme, where 2nd-order TVD re-
construction displays a slight shortfall. Over the coarse mesh WENO duplicates the length
of the separation almost exactly, but shows slight oscillations over the separation region (see
Figure 5.18). Surprisingly, these oscillations subside with the increment of the grid resolu-
tion. The pressure over the separation zone, obtained via the 2nd-order scheme for coarse grid,
is over predicted by 5%; and the WENO under-predicts by 7%. As the order is increased, the
position of the heat transfer peak moves towards the position of the peak observed by the exper-
iment. Both schemes fail to capture the precise thickness of the heat transfer peak, but WENO
succeeds in predicting the location accurately.
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Figure 5.13 — Run42: Velocity stream lines and close-up of separation bubble produced.
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Figure 5.14 — Run42: Mach number contours.
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Figure 5.15 — Run42: Pressure contours.
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Figure 5.16 — Run42: Translational-rotational temperature contours.
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Figure 5.17 — Run42: Vibrational temperature contours.
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(a) Run 42: Pressure
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(b) Run 42: Heat transfer rate
Figure 5.18 — Comparison of pressure coefficient and Stanton number plotted for both reconstruction
schemes using 128×48 grid. Peak experimental values; pressure:41kPa, heat transfer:
580W/cm2
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(a) Run 42: Pressure
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(b) Run 42: Heat transfer rate
Figure 5.19 — Comparison of pressure coefficient and Stanton number plotted for both reconstruction
schemes using 256×98 grid. Peak experimental values; pressure:41kPa, heat transfer:
580W/cm2
The variation of peak values observed for both grid densities reaffirm the observation made
earlier that the heat transfer to the wall is directly influenced by the quality and resolution of the
grid. However, the separation bubble predicted by both reconstruction schemes for pressure and
heat transfer provides sufficient evidence that the physical models implemented pertaining to
the non-equilibrium behaviour over the double-cone is adequate. Yet, reason for the overshoot
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of the peak heat transfer value observed in Figure 5.19(b) has to be further investigated †.
Run 43
Contours of Mach number, pressure, and two temperatures are presented in Figures 5.20 to
5.23. Furthermore, the pressure and heat transfer rate to the surface are shown in Figures 5.24
& 5.25 respectively. Only the finer mesh has been used to simulate the conditions of this run.
The 2nd-order scheme under predicts the length of separation zone and over predicts the surface
pressure over the same region by 5%. In comparison, WENO scheme predicts the length of
recirculation region fairly accurately, but over-predicts the surface pressure by 3%.
The overall prediction of heat transfer by both schemes is not satisfactory. The heat transfer
over the first cone is under-predicted by 4% and over-estimated by about 8% over the separation
region by both schemes. The peak value is also under-predicted by a massive 30% - 35% by
both schemes. The position of peak heat transfer, calculated by both schemes lies almost on
top of each other, and upstream of the position observed by the experiment. This is surprising
as, compared to previous runs, the difference among predicted separation zone lengths between
WENO and VL schemes is much greater in run 43.
†a comparison of the results obtained via various computational codes including CNS3D for the Run 42 is
available in Knight (2010)94.
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Figure 5.20 — Run43: Mach number distribution.
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Figure 5.21 — Run43: Pressure contours.
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Figure 5.22 — Run43: Translational-rotational temperature contours.
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Figure 5.23 — Run43: Vibrational temperature contours.
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Figure 5.24 — Comparison of Pressure coefficient plotted for both reconstruction schemes and grids.
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Figure 5.25 — Comparison of Stanton number plotted for both reconstruction schemes and grids.
The obtained results for both reconstruction schemes show that further improvement is nec-
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essary in the case simulating air dissociation and non-equilibrium effects. When considering
the peak pressure and heat transfer values, the mathematical models that describe the physics
seem not be inadequate; further investigation is necessary to rectify this issue. The separation
region predicted by the 5th -order WENO scheme and the experiment is a closely matched;
thus, justifies the use of very higher order methods in terms of yielding improved results over
typical 2nd- order reconstruction.
To complement these results contours of mass fractions of species are also presented in Figure
5.26; the dissociation of molecules, N2 and O2, and the formation of atomic N, and O is visible.
In addition, the formation of NO molecules and the recombination of atoms are also evident.
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Figure 5.26 — Run 43:Mass fraction of species evolution for all species.
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Experimental Uncertainty
The peak values of pressure have been over predicted for both Runs 40, 42, and 43. How-
ever, direct comparison of experimental data with the computational values, specially over the
regions of rapid change must be interpreted with caution.
Two possible reasons could be identified as the cause of this discrepancy, between the compu-
tational values and the experimental data94. Firstly, the location of the experimental transducer
that recorded the peak experimental pressure, does not always corresponds to the true location
of experimental peak pressure. Therefore, the computationally predicted peak pressure value,
which is greater than the experimentally measured peak pressure, may very well not be inac-
curate. Furthermore, the transducer employed has a finite size and integrates the pressure over
a small surface area. Therefore, the lateral scale of the transducer may be equivalent to sev-
eral times the grid spacing along the surface depending on the grid resolution employed; it is
necessary then to filter out the computed pressure distribution. As a result, direct comparison
between the computed and experimental peak pressures with a strict view point is unreasonable,
specially over the regions of rapid change.
5.4 Summary
Numerical simulations were carried out to ascertain the effect of increasing the order of accu-
racy in the reconstruction phase of the numerical scheme in real gas conditions. The double-
cone flare which gives rise to complex flow features was used as the test case for validation. An
established second order scheme VL and 5th-order scheme WENO were used for the purpose
of comparison.
A close attention was given to the region of separation as it is an excellent indicator of the
effectiveness and dissipative nature of the numerical scheme. The obtained results by both
schemes for the low enthalpy and high enthalpy flow with Nitrogen gas agree fairly well with
the experimental data. As expected, the less dissipative nature of WENO forces the length of
the separation region to be greater than the length predicted by the VL scheme.
Overall, the WENO scheme simulates the length of the separation zone accurately enough.
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Even though this is a positive trend to justify the use of higher order schemes on very high
enthalpy chemically reacting scheme, further investigation is needed to verify this finding. As
established in the past and in this instance, the double cone test case is extremely useful for
code validation purposes but fairly difficult to simulate. The approach of increasing the order
of accuracy shows clear improvement in the results over the 2nd-order scheme. In addition, the
performance of the higher order scheme in lower resolutions is similar in nature.
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CHAPTER 6
Assessment of CFD Method in Hypersonic Flows-III:
Ablation Effects
Without pain, without sacrifice, we would have nothing.
Like the first monkey shot into space.
Chuck Palahniuk; author of ‘Fight club’ (American Novelist,1962)
6.1 Introduction
During hypersonic re-entry, the outer surface of aerospace vehicles undergoes extreme condi-
tions mostly due to the intense heat generated, typically behind the shock wave. It is imperative
that the excess heat is kept at bay, to protect vital equipment and possibly human lives. The heat
shield, commonly referred to as Thermal Protection System (TPS), is designed to protect the
structural components of the space vehicle from these extreme conditions. The surface struc-
ture consists of materials capable of withstanding high temperatures and an insulation layer to
hinder the conduction of heat to the structure. Depending on the region, the magnitude of heat
experienced by the vehicle varies and the Thermal Protection Material (TPM) used in the de-
sign must accommodate this fact2,30,138. Areas, such as the nose tip and the leading edge of the
wings could be seen as the regions with the highest heat loads. It is thus essential to predict the
thermal response of TPS material in order to achieve a more successful design for space-entry
vehicles13,131. Failure of heat shield or error in heat transfer predictions will undoubtedly lead
to the most disastrous outcome.
In this chapter, the effects of surface ablation on the flow field around HB-2 flare and the
double-cone flare geometry, are investigated. All test cases were investigated under perfect
and real gas assumption in previous chapters 4, and 5, with non-ablating boundary conditions.
Furthermore, the double-cone flare was investigated under ablating conditions by Tissera et al
148. However, to the best of this author’s knowledge, no computational study that investigates
the HB-2 flare under ablating wall boundary conditions exists.
The double-cone geometry gives rise to complex flow features, including strong viscous-inviscid
and shock-shock interactions, leading to boundary layer separation. Druguet et al.48 observed
that making alterations to parameters, such as the forward chemical reaction rate or angle of
attack, would alter the size of the recirculation zone. HB-2 flare does not give rise to overly
complicated flow features, similar to double-cone, yet can be employed as a useful test case for
code validation§.
The current investigation employs the compressible Navier-Stokes solver (CNS3D) developed
over a number of years by Drikakis6,162. The pressure and heat transfer distributions for each
case with and without ablation are compared, with first and second order reconstruction. Very
§The work presented in this chapter has resulted in a publication by Tissera et al148.
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high-order WENO or MUSCL schemes have not been used in this study as they were found
to be too unstable near the immediate vicinity of the wall. Further investigation is needed to
rectify this issue, which is beyond the scope of this thesis. The next and following sections
present the mechanics of the gas-surface interaction and the ablation flow model respectively.
The pressure and heat flux to the wall obtained for each test case are presented in sections 6.3
through 6.4.
6.2 Catalytic and Ablation Effects: How They Differ
When a flow around the aerospace object is at non-equilibrium, the dissociated particles come
into contact with the surface; the interaction between the gas and the solid surface is referred
to as heterogeneous reaction. Typically, two types of wall interaction can be observed; the first
type is known as catalytic wall interactions where, the solid surface only aids the chemical re-
action (usually recombination in nature); the other is known as ablation, where the gas actively
reacts with the wall to create new molecules. These phenomena were briefly introduced in
chapter 1.
Catalytic Wall Effects
Here, the phenomena of the catalytic wall effects are discussed; however, the catalytic wall
model has not been employed by any simulation presented in this thesis. The reason for the
inclusion of this section was to give the reader an initial understanding about this phenomena
and a comparative notion with ablating wall effects presented later on.
As it was established, the dissociated atoms interact with the surface when an external body is
introduced into the flow. The dissociation processes typically absorb heat to reach the activation
energy required to initiate the forward reaction or dissociation138. In the immediate vicinity of
the surface (vehicle surface is colder than adjacent flow), recombination reaction or backward
reaction is initiated resulting in a release of heat. The composition of the gas is altered near the
immediate vicinity of the wall.
In order for the recombination reactions to occur, the surface material acts as a catalyst and
increases the rate of reaction, without being consumed in the process. A catalyst lowers the
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activation energy necessary to start the reaction. Therefore, reactions reach equilibrium faster,
yet the equilibrium state and composition of gas remain unchanged. Reaction heat released is
considerably high, when compared to reactions initiated with a non-catalytic wall. Thus, a poor
catalytic material should be chosen in order to reduce the reaction heat at the surface as much
as possible.
If the surface is to be a catalyst, initiating reaction, the surface and the atoms involved should
be compatible. Then, by a process of diffusion, adsorption into the surface would occur. This is
called surface selectivity. For example, a metal surface would be more likely to absorb oxygen
than a metal oxide surface. Two mechanisms to model this process are known as Langmuir-
Hinshelwood (L-H) and Eley-Rideal (E-R).
In the Langmuir-Hinshelwood (L-H) mechanism, two separate atoms are that are adsorbed in
different sites of the surface react, by collision, on the surface. They then desorb from the wall,
again as one molecule, releasing excess energy from the recombination reaction. The thermal
load on the wall is increased.
The L-H model can be written as:
∗+A→ A∗; ∗+B→ B∗
A∗+B∗→ AB∗+∗; AB∗→ AB+∗
In the Eley-Rideal (E-R) mechanism, an atom becomes attached to a wall site. Another atom
from the gas collides with this attached atom, forming a molecule. These bound atoms act as a
body; it is in an excited state and quickly leaves the surface. However, the excess energy of the
molecule is eventually transmitted to the wall through quenching in the wall region32.
While the E-R model can be written as:
∗+B→ B∗; A+B∗→ AB∗
AB∗→ AB+∗
Here, ∗ represents an active site, while A and B represent individual atoms. It could be observed
that ∗ does not affect the gas/solid interaction process. With the use of a suitable model, the
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inner workings of the above combination mechanism can be analysed and quantified117.
In each mechanism, no atoms are lost from the surface sites. This is shown in the equation
forms of the mechanisms, where atoms from the sites remain separated from the molecules at
the end of the process. This is the differing factor between a catalyst where ablation does not
occur2,9.
In reality, when considering the shuttle wall condition, the recombination process is driven
by the E-R mechanism at lower temperatures. The L-H mechanism becomes more important
as temperature increases, allowing A∗ and B∗ to move around more freely and collide with
each other. However, more data is needed in order to accurately model the region of transition
between the two mechanisms117,138.
When the catalytic efficiency, γ, is at a value that implies all atoms striking the surface undergo
recombination, the wall is considered fully catalytic58. The rate of chemical reaction is in-
creased infinitely at a fully catalytic wall (the mass fractions at the wall reach local equilibrium
values at local pressure and temperature). On the other hand, if none of the atoms striking
the surface recombine, the catalytic efficiency is taken to be zero and the wall is considered as
non-catalytic. In this case, the catalytic rate is zero. However, neither of these two extreme
conditions of catalytic efficiency are observed commonly in nature. At a partially catalytic
wall, the chemical reactions taking place are catalysed at a finite rate. As mentioned earlier, the
diffusion feeds particles from the gas into the wall surface. When steady-state boundary condi-
tions are considered, it is found that the flux generated due to chemical reactions at the wall/gas
interaction surface must be balanced by the species diffusion flux at the wall. The catalytic
efficiency in this case is finite; this is the most commonly encountered occurrence2,58,76.
Ablation Wall Effects
In comparison, during ablation unstable atoms present within the flow field interact with the
surface to form new molecules; therefore, mass loss and shape change take place over the TPS
of the hypersonic vehicle.
The physical process of ablation is complex and not fully understood. However, it is vitally
important to predict the thermal response of TPS material in order to achieve a more successful
design for space-entry vehicles. In recent years, only a small amount of experimental work has
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been carried out into ablation related topics. The reason for this is quite simple. The difficul-
ties inherited in the experimental method with regards to hypersonic flows were highlighted in
previous chapters. Similar issues crop up in ablation related experiments; with additional dif-
ficulties in recreating phenomena such as mass loss during re-entry conditions at ground level,
the computational approach has become the preferred avenue of investigation. The experiments
conducted focused on aspects pertaining to the development of TPS such as ascertain the mag-
nitude of mass loss, material response, and thermo-physical properties77,98,102,104,110,134,153,156.
In addition to TPS used in Aerospace vehicles during re-entry, several experiments focused on
other extreme heating environment, such as solid rocket motor nozzle68,92,111, and vertical
launch systems (military applications)99.
Figure 6.1 — Removal of material occurs due to the species in air reacting with TPM.
More recently CFD has also been employed as a tool to model ablation and related phenomena.
As mentioned in Chapter 1, CFD techniques provide an outlook into the TPS response by
predicting heat flux to the wall and subsequent shape change. However, as it has been the case
throughout this thesis and hypersonic flow modelling as a whole, the validity of the results
obtained are usually marred with uncertainties.
The majority of the attempts that employed CFD techniques to study ablation have used only
simple boundary conditions at the ablating wall113. This makes the obtained results unreliable
and unable to realistically predict the thermal response. It is crucial that mass and energy
balance at the ablating wall must be taken into account with as many components as possible.
However, in reality most studies tend to focus on some aspects while imposing simplified as-
sumptions on others. Due to the tight coupling between the processes, these studies carry the
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possibility of producing results that do not represent the ground realities. A detailed study ex-
panding on a number of numerical models regarding TPS has been carried out by Koo et al.
The review covers many areas of aerospace sciences, where extreme heat conditions prevail
and the application of TPS is a must; these include spacecraft and missiles, ablative materials
for a missile launching system, solid rocket motor internal insulation, and solid rocket motor
nozzle assembly etc98.
One of the methods that has been used by many researchers utilises B′ tables or thermo-
chemical tables. These tables are compiled via a solution of equations that describe the ther-
modynamic state between the TPS and the adjacent gas; the surface energy and mass balance
equations are also coupled into the solution process. Further details of the thermo-chemical
ablation model are available in90. This model has been successfully applied to many charring
and non-charring ablating material problems113.
In this thesis, instead of employing the B′ tables, the ablation is imposed as a boundary con-
dition on the surface. The ablation model (surface reaction model) is coupled with the non-
equilibrium real gas flow where an iterative procedure is then used to resolve the equations at
the interface between the flow and the surface and, directly, calculate the key parameters, such
as mass and heat fluxes28,160,161. In the next section further details of this method are provided.
6.3 Interaction Between Surface and the Flow Field
When the TPM interacts with chemical species such as atomic oxygen, several physical pro-
cesses, namely adsorption of the species, migration of the two species involved, recombination
and desorption, may take place. When considering non-charring ablators, the most typical
TPS materials consist of Carbon and the interaction with atomic species gives rise to ablation.
The carbon atoms can combine with a number of different atoms; if species O, N, and H are
considered, the reactions that can take place are,
2O+Cs
 O2+Cs, (6.3.1)
O2+2Cs
 2CO, (6.3.2)
O+Cs
CO, (6.3.3)
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N+Cs
CN, (6.3.4)
H+Cs
CH, (6.3.5)
H+2Cs
C2H. (6.3.6)
The sublimation can also take place when carbon evaporates into C, C2, C3, C4, and C5, where
the most dominant reaction is defined as
3Cs
C3. (6.3.7)
However, experiments carried out by Liu106, have revealed that the recombination reaction
given by the Equation 6.3.1 is not dominant and almost no O2 is produced, under re-entry
conditions. The remaining Equations 6.3.2 to 6.3.6 show that the surface of the aerospace
vehicle becomes a part of the chemical reaction and ablates into the flow field. To minimise
complications, in this study the Park’sModel has been employed and only reactions 6.3.2, 6.3.3,
and 6.3.4 are considered. Even then, as the CNS3D code considers 56 reactions for 9 chemical
species (that is, Equations 2.5.5∼ 2.5.21 and Equations 6.4.1∼ 6.4.3), the calculations become
even more computationally expensive.
6.4 Near-Surface Thermochemical Models
In this section, the relevant thermo-chemical models and equations needed to adequately de-
scribe ablation phenomena are discussed. Interaction between the gas and the solid surface
could occur in the form of Oxidation, Nitridation or as surface catalytic effects.
Mass Blowing Rate
The mass blowing rate of carbon can be calculated as follows;
m˙1 = ρCoνoβo
Mc
Mo
;
(
O+C(s) →CO
)
, (6.4.1)
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m˙2 = ρCo2νo2βo2
Mc
Mo2
;
(
O2+2C(s) → 2CO
)
, (6.4.2)
m˙3 = ρCNνNβN
Mc
MN
;
(
N+C(s) →CN
)
, (6.4.3)
m˙tot = m˙1+ m˙2+ m˙3 (6.4.4)
The term νi is defined as νi =
√
kTw
2pimi . The efficiency of each reaction is denoted by β. The
subscripts w and s represent gas and solid properties at the wall respectively5.
(ρvw) =∑
i
m˙i = m˙tot (6.4.5)
Surface Mass Balance
For a given surface temperature, Tw, the molar and mass fractions of each species s on the
surface are found from the surface mass balance equation, which when projected onto the
normal to the surface, read as follows:
−ρDs∂ys∂n − m˙totCs =−Nˆs (6.4.6)
The first two terms on the left hand side of the above equation are the mass transfer via diffusion
and convection normal to the surface, respectively. The source term Nˆs represents mass blowing
for individual species. Here, an assumption is made that no material is being removed in a
condense phase (solid and liquid).
Depending on the inclusion of species when calculating the mass blowing rate in the Equation
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6.4.4, the source term Nˆs is calculated as
NˆCO = m˙1
MCO
MC
+ m˙2
MCO
MC
, NˆCN = m˙3
MCN
MC
,
NˆN =−m˙3MNMC , NˆO =−m˙1
MO
MC
, NˆO =−m˙2MO22MC ,
(6.4.7)
If s is equal to CO2, N2, NO and C, then Nˆs is zero as these species are not produced or
consumed during the surface chemical reactions.
Note that
∑
s
Nˆs ≡ m˙tot
Surface Energy Balance
The wall temperature of the aerospace vehicle is calculated via the use of energy balance equa-
tion:
qconv =
radiation︷ ︸︸ ︷
σεT 4w +
ablation︷ ︸︸ ︷
m˙tothw, (6.4.8)
where qconv is the total convective heat flux on the surface given by
qconv =
thermal−conduction︷ ︸︸ ︷
−k∂T
∂n
− kv∂Tv∂n −
di f f usive chemical energy︷ ︸︸ ︷
ρ∑
s
hsDs
∂ys
∂n
The first term on the right hand side accounts for surface radiation according to the Stefan-
Boltzmann law, in which σ is the Stefan-Boltzmann constant and ε is emissivity. For carbon,
ε ≈ 0.85. The second term is energy supplied to the gas by ablation; hw is the enthalpy of
carbon at the surface temperature. The nine mass balance equations are solved together with
the energy balance equation in order to calculate the mass fractions on the surface, as well as
the surface temperature.
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6.5 Calculation Procedure
The CFD runs were carried out to establish a relatively optimal size of the computational do-
main and spatial resolution. The computational mesh should be clustered near the ablating
surface and around the nose of the body; coarser cells should be allowed downstream of the
nose towards the tail of the body.
In order to calculate mass fraction, wall temperature, and mass blowing velocity the mass and
energy balance boundary conditions are solved within flow calculation in a subroutine that is
used specifically for this purpose. By solving the Equation 6.4.6 explicitly, it is possible to
obtain mole fraction at the wall from which mass fraction can be obtained (The calculation
process is presented in Figure 6.2).
Using the mass fractions calculated, the mass blowing rate, m˙, can be determined for time level
n+ 1 using the Equation 6.4.4. It is also possible to use the same procedure to calculate the
temperature of the wall, by using the Equation 6.4.8. A detailed version of the calculation
procedure is presented in Appendix B.
Calculation of 
Mass Blowing Rate 
Calculation of mass fraction 
via mass balance equation 
Calculation of wall temperature 
via energy balance equation 
 Update boundary conditions 
for mass blowing velocity 
 Calculate mass blowing rate 
for time level n+1 for using
 updated wall temperature
Figure 6.2 — Calculation process to determine the wall temperature and mass fraction of species at
the wall.
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6.6 Ablation Effects on HB-2 Flare
The HB-2 flare has been used for the validation of the ablation model implemented in the
numerical code CNS3D. The free stream conditions, and test case used are identical to that of
Case 005 presented in Chapter 4. For convenience, the free stream conditions are listed in table
6.1. All runs for this particular test case with ablating conditions were performed utilising a
128 × 48 grid in conjunction with 1st and 2nd-order numerical reconstruction scheme; the heat
transfer, with and without ablation, is compared. Additionally, the mass fraction of species,
two temperatures, and the mass blowing rate over the HB-2 surface are also plotted.
Table 6.1 — Flow conditions for the HB-2 hypersonic configuration.
Case 005
M∞ 8.5
Rem 0.4×106
T∞(K) 610
Tv (K) 610
Tw (K) 283
ρ∞ (Kgm−3) 2.764×10−3
CN2 0.72
CO2 0.28
CN 1×10−8
CO 1×10−8
CNO 1×10−8
CC 1×10−8
CCO 1×10−8
CCO2 1×10−8
CCN 1×10−8
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Figure 6.3 — Contours of Mach number with ablating wall conditions.
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The Mach number and temperature contours are presented in Figure 6.3 and 6.4 respectively
and feature the flow phenomena within the ablating flow field. The shock layer developed over
the test case is much thicker compared to non-ablating flow. This is expected during ablation.
The reason for this behaviour is due to the wall boundary conditions imposed. In a typical
situation, no slip wall boundary condition is assumed for the NS equations where velocities
u= v= w= 0 at the wall. In contrast, during ablation the velocity component perpendicular to
the surface, in this case w, is no longer zero; the mass ejection at a velocity of w is the cause of
the thicker shock layer.
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Figure 6.5 — Quantities of heat flux, mass blowing rate and translational temperature plotted along the
wall with ablating wall conditions.
The predicted heat transfer and mass blowing rate, using 1st- and 2nd -order(VL) is presented
in Figure 6.5 (a). The heat flux value observed in the non-ablating case has been reduced
following the activation of the ablating boundary conditions. However, over the flare region,
the value of heat flux with ablation appears to be higher than in the case without. The reason
for this behaviour is not clear and further investigation is needed. The difference between
heat flux results over the body (with ablating effects), obtained for the 1st-order and 2nd-order
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reconstruction schemes, appear to be quite similar. However, it must be noted that the heat
flux predicted by the 2nd-order reconstruction scheme is 20% higher, compared to the 1st-order
results over the stagnation region.
The corresponding mass blowing rate is presented in Figure 6.5 (b). As expected, the high-
est mass blowing rate is visible at the nose region where the highest heat flux as well as the
translational-temperature prevail (see Figure 6.5 (c)). The mass fractions of species in free
stream are listed in table 6.1; to prevent division by zero the mass fractions of species other
than N2 and O2 have been initialised with a value of 10−8. Immediately behind the shock,
before the nose region, N2 and O2 start to dissociate into atoms forming N and O; followed by
the formation of NO. The peak temperature behind the shock is higher than what was observed
in non-ablating conditions.
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Figure 6.6 — Mass fractions and two temperatures plotted along the stagnation streamline.
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Figure 6.7 — Species mass fractions of non-Carbon particles.
Due to the ablating effects, species C, CO, CO2, and CN are also of significance; that is the
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reactions presented in the Equation 2.5.10 through 2.5.21 are presumed to be active. This is
true, as the mass fractions of C, CO, CO2, and CN spike near the surface at the nose region as
seen in Figures 6.6 (a) and (b). Among the Carbon related species, the highest mass fraction
is observed for the species CO. Rather interestingly, molecules N2, O2, and NO, seem to be
re-forming near the wall. The peak values for translational and vibrational temperatures at the
nose are 10850K and 9400K repectively (see Figure 6.6 (c)). The mass fractions of non-carbon
particles present within the flow are presented in Figure 6.7.
6.7 Ablation Effects on Double-cone
The experimental conditions for the run designated 4778,157 conducted in the LENS-I shock
tunnel at Calspan University Buffalo Research Center (CUBRC), have been used for the val-
idation. The experimental data obtained for the Run 47 assuming steady flow with typical
no-slip wall conditions. The geometry of the double-cone flare is available in chapter 5(see
Figure 5.1). Air has been used as the test gas and the experiments were conducted with total
enthalpy of 9MJ/kg. The free-stream parameters are listed in Table 6.2. As mentioned earlier
in Chapter 5 it is imperative that careful attention must be given to the grid generation aspect
of the problem. Supersonic inflow and outflow (extrapolated conditions), symmetry along the
cone axis, and no-slip on wall, have been used as the boundary conditions at initialisation.
Simulations were carried out with and without ablating boundary conditions in order to com-
pare the difference in heat transfer. For the runs without ablation the surface temperature was
set to 296.2K, whereas for ablation runs the temperature is during the solution procedure. All
runs were performed utilising a 128 × 48 mesh in conjunction with the 2nd-order numerical
reconstruction scheme and the van-Leer limiter. For convenience, the case without ablation is
henceforth labelled to as Case A. Similarly, the case with full ablating boundary conditions is
referred to as Case B. The results for Case A and Case B are presented below. The separation
zone formed over the region between the first and the second cone is the primary area of interest
as the flow behaviour in this region is tightly coupled with the global flow characteristics, such
as shock position over the double-cone geometry as well as wall heat transfer and pressure dis-
tributions. Figure 6.8 show the key flow features for Cases A and B. For Case A, the separation
bubble formed over the cone junction extends almost half way over the first cone. The contour
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plots in Figure 6.8 were presented in black and white; reason for this was to present a clear
picture of the behaviour of flow nearer the wall during ablation.
Table 6.2 — Flow conditions for the double-cone configuration:(Run 47).
Case 005
M∞ 8.6
Rem(103/m 393.7
T∞(K) 628.9
Tv (K) 2128.89
Tw (K) 297.8
ρ∞ (gm−3) 2.62×10−3
CN2 0.73704
CO2 0.17160
CN 1 × 10−8
CO 0.02659
CNO 0.06477
CC 1×10−8
CCO 1×10−8
CCO2 1×10−8
CCN 1×10−8
Figure 6.9 shows the pressure distribution for the cases with and without ablation. Without
ablation the results for the pressure coefficient distribution agree well with the available experi-
mental data except for the peak value, which is over-predicted by about 5%. The location of the
peak value of the pressure coefficient distribution agrees well with the experimental data. The
peak pressure coefficient in Case B is higher than A and additionally, larger pressure values
occur downstream.
The mass and energy transfer due to the ablation of the surface results in a wider shock layer
with the second shock formed over the second cone lying further away from the wall compared
to Case A. Moreover, the subsonic region behind the shock over the second cone is considerably
wider in Case B. The ablation effects also reduce the length of the separation region.
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Further comparisons are presented in Figure 6.9 for the heat transfer coefficient (Stanton num-
ber) over the surface cases A and B. In respect of Case A, some discrepancies between nu-
merical and experimental data occur, but there is an overall reasonable agreement except in the
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region over the first cone (upstream). A further grid refinement might improve the results in
this region and this is a matter of future investigation.
The heat transfer near the nose is significantly reduced for the case with ablation. The reduced
heat transfer in Case B continues over the entire length of the first cone. The numerically
predicted peak heat transfer is higher in Case B than A. At present, the cause of this effect is
not clear and further investigation is required. Downstream of the region of peak heat transfer,
the heat transfer coefficient for Case B is overall smaller than in Case A. Figure 6.10 shows the
predicted mass blowing rate over the surface, including the heat transfer distribution for case
B. As expected, the mass blowing rate variation follows the wall heat transfer distribution. The
maximum mass blowing rate occurs in the position of peak heat transfer.
One of the key aspects of this study is to observe the behaviour of ablating boundary conditions
where chemical species engage in heterogeneous type reactions. Figures 6.11 through 6.13 are
presented below to highlight the distribution of chemical species with and without the effect of
ablation.
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Figure 6.11 — The contours of Nitrogen molecule and atoms distribution with and without ablation.
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Figure 6.12 — The contours Oxygen molecules and atoms distribution with and without ablation.
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Figure 6.13 — The contours Nitrogen Oxide molecule distribution with and without ablation.
6.8 Summary
Numerical experiments were carried out to ascertain the effects of the ablating boundary con-
dition under the high enthalpy real gas assumption. In the case of HB-2 flare, it was previously
observed that, the heat transfer predicted by the CNS3D numerical code under non-ablating
conditions agrees well with the experiment. In this chapter, the absolute values of heat flux
for cases with and without ablation were compared; the results show that the activation of the
ablating boundary condition minimises the heat flux at the stagnation nose region.
When considering the double-cone flow, the numerical heat flux results for the double-cone
obtained without ablation agree well with the experiment. The use of ablating boundary condi-
tions showed that they have significant effects on the heat transfer coefficient, especially over
the second cone. The position of peak mass blowing rate corresponds to peak heat transfer.
However, the effects of ablation at the point of shock impingent are not entirely clear and fur-
ther investigation is needed.
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CHAPTER 7
Summary , Conclusions, and Future Work
’If’
An Ephor of Sparta to Alexander the Great (356 −323 BC)
7.1 Summary
In recent years there has been a growing interest in CFD methods for aerospace problems. As
the numerical techniques become increasingly reliable and robust, the range of applications is
ever on the rise. CFD techniques have been successfully employed in hypersonic flow mod-
elling. Due to the complex nature of the flow at high Mach numbers, the verification and
validation of physical and numerical models is undoubtedly an area of vital importance in hy-
personic flow research.
The computational code CNS3D was utilised for the work carried out and presented in this
thesis. The Compressible Navier-Stokes Solver (CNS3D), developed over number of years by
Drikakis et al, has been utilised to tackle many complex flow problems; it includes a selection
of high-order methods of both TVD and WENO type. However, the extension to model non-
equilibrium flow at high Mach numbers was not available. The work presented in this thesis
was motivated by the code validation effort following the supplement of additional models and
governing equations to tackle high speed flow phenomena.
The main aim of this work has been to facilitate the application of higher-order methods in
non-equilibrium hypersonic flow, in the way of implementing numerous physical models and
additional governing equations. The need for the additional terms arises from the complex
phenomena that become dominant due to high energy present within the flow. Various effects,
such as diffusion, thermal and chemical non-equilibrium, and the activation of additional en-
ergy modes, are not present or dominant in a typical ideal gas flow.
The experiments of hypersonic flow over HB-2 flare and double-cone performed in the test
facilities ONERA, JAXA, and LENS-I have been simulated. These test cases were chosen
partly because of the availability of experimental data and the potential of being simulated
as axi-symmetric problems (requiring only a 2D grid), but mostly because they give rise to
complex flow features that are excellent for code validation.
In addition to non-equilibrium flow, ablating boundary conditions have also been implemented
in the computational code. The aforementioned test cases, as well as the Phenolic blunted flare
have been used for validation of the gas-surface interaction model alongside the high enthalpy
flow. Only non-charring ablation was considered. With the inclusion of ablation effects, the
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CNS3D code is equipped to handle nine species, with 54 potential chemical reactions. Further-
more, the two temperature model proposed by Park as well as additional governing equation for
vibration energy has been implemented in order to account for the vibrational temperature. The
governing equations as well as the numerical methods utilised in this work have been discussed
in detail in chapters 1 and 2.
The first stage of validation focuses on the flow over the HB-2 flare. So far, only few compu-
tational studies have investigated the HB-2 flow. Therefore, the validation study carried out in
this thesis, over several Mach numbers with perfect and real gas assumptions, can be regarded
as a significant contribution to the overall validating effort of this test case.
Low enthalpy flow (1MJ/kg) with Mach numbers ranging from 17.9 to 5 was simulated with
perfect gas assumption; this was to ascertain the overall performance and robustness of the
higher-order methods. It was shown that WENO does not perform well in cases above Mach
number 10. Furthermore, the performance of the CNS3D code was compared with the com-
mercial software FLUENT. It was discovered that in 1st -order special reconstruction, the per-
formance of both codes are quite similar. However, it is possible to increase the reconstruc-
tion accuracy to 9th- order in the CNS3D, where the separation bubble over the cylinder flare
junction was accurately predicted; FLUENT did not reproduce the separation bubble in the
2nd-order AUSM method.
The HB-2 flare was also simulated using real gas flow assumption, where the heat flux to the
surface was adequately captured by both 2nd-order VL and 5th-order WENO reconstruction
methods; WENO with 9th-order reconstruction accuracy was observed to be too unstable and
therefore suffered convergence problems.
To further validate the CNS3D code, the double-cone flow was simulated. The test case is
regarded as being excellent for code validation. As it was the case in HB-2, the double-cone
was simulated using both perfect and real gas assumption with varying Mach numbers; fur-
thermore, the CNS3D code was compared with the commercial code FLUENT by simulating
the flow over the double-cone. It was seen that the CNS3D performed well with 2nd- and 9th-
order reconstruction methods to capture the separation bubble formed over the cone junction
in perfect gas simulation. As observed earlier, the 9th-order reconstruction accuracy was too
unstable to attain any useful results in the case of the real gas flow. However, the WENO
scheme with 5th-order reconstruction accuracy captured the separation well, compared to the
typical 2nd-order VL scheme. However, the peak heat transfer observed at the point where flow
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impinges on the surface after the separation, predicted by the experiment was not matched in
all cases. It was also observed that the position of the heat transfer appears to move away from
the tip of the double-cone with increment of the order of reconstruction. The less dissipative
WENO scheme always predicts the largest separation bubble.
Finally, ablating boundary conditions with varying wall temperature were introduced where
the flow over the HB-2, and the double-cone was simulated. For the HB-2, as well as the
double-cone, the most important aspect of an ablating boundary, the heat transfer reduction,
was satisfied. The heat flux predicted at the nose for the HB-2 flare has been reduced. This
trend continues over the entire surface save over the cylinder-flare junction region. A similar
discrepancy is observed in the double-cone flare, where the peak heat transfer appears to be
higher with ablation than without. The cause for this discrepancy is a matter for further investi-
gation. The WENO scheme with 5th and 9thorder of accuracy was observed to be unstable and
therefore, only 2nd-order VL results were presented.
7.2 Conclusions
One of the main objectives of this work was to establish the improvement of accuracy gained
from increasing the order of reconstruction compared to the improvement made via the incre-
ment in grid resolution. In the case of the double-cone flow, it is clear that the WENO scheme
(with 5th or 9th -order reconstruction accuracy) outperforms the typical 2nd- order VL scheme
over all grid resolutions utilised, by predicting the length of the separation bubble more accu-
rately. However, this observation is not so clear cut in the HB-2 flow. WENO scheme was
observed to be too unstable when attempted to simulate the very high speed flow of Mach num-
ber 17. Yet when the Mach number was reduced, Mach 7.5 and 5, the WENO reconstruction
outperformed the 2nd-order VL. Therefore, it can be concluded that, as far as the Mach number
is kept sufficiently smaller (comparatively), that is below the Mach 10, increasing the order of
reconstruction would be an ideal way of improving the accuracy compared to increments in
grid density.
It was observed that the HB-2 runs, performed for Mach numbers 17.8, under predict the heat
flux over the nose region significantly. As during decent nose region is expected to see the
highest heat flux, it is vital that the heat transfer to the wall is predicted accurately. The main
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issue in this case is the lack of experimental conditions presented in the literature. As the
experiments were carried out in the 60’s and the available information is limited, it is difficult
to pinpoint the exact free stream conditions. However, this is an excellent opportunity for what
is referred to as blind comparison study. As the free stream values are based on an educated
guess, future experimental work can take into account the conditions listed and compare the
stagnation heat transfer values predicted by CFD.
In CFD, it is vital to take into account as many physical processes as possible and describe them
via physical models. However, as the number of physical processes and reactions included in-
crease, the burden on computational resources increase and the whole process becomes very
expensive. The only alternative is to identify which processes are more important than others.
It is also crucial to treat, where possible, all phenomena as being interlinked. The ablation wall
boundary conditions imposed draw values from the flow field, and subsequently feedback infor-
mation into the flow. This process, even though more difficult to model, provides undoubtedly
a better estimation of heat transfer or other physical quantity which may be desired.
In previous studies it was established that the prediction of the separation bubble over the
cone flare junction in the double-cone flow is an indicator of the effectiveness of the numerical
methods employed in the CFD code. As it is clear that both WENO and VL schemes predict
the separation zone length quite accurately, it can be concluded that the models implemented
are reasonably validated. Moreover, the numerical models, such as the reconstruction methods
as well as the HLLC Riemann solver utilised in this work, are effective under low and high
enthalpy chemically reacting conditions.
The main points of this study’s findings are summarised as follows;
• Stagnation point values for flow over HB-2 flare test case with varying Mach number
from 5 to 17.8 have been obtained, which would aid future validation efforts147.
• The behaviour of very higher order WENO methods, at high Mach numbers has been
established with regards to the blunted nose HB-2 flare147. At Mach numbers above 10
WENO-P does not perform well.
• Increasing the order of reconstruction is a much more cost-effective way of gaining accu-
racy compared to increments in grid resolution147. However the order of reconstruction
accuracy cannot be increased indefinitely, even with the use of the WENO scheme. The
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experience in this work suggests that the optimal order accuracy for theWENO scheme is
5, whereas beyond that the reconstruction algorithm in the face of strong shocks becomes
less reliable as oscillations materialise.
• As it was mentioned in previous studies, it is not entirely necessary to use implicit time
integration for double-cone computations, as it is quite possible to achieve a converged
solution using domain decomposition with MPI, coupled with explicit time marching.
• Ultimatly, it is a constant trade-off between, accuracy, robustness and efficiency and
the study concludes that, for high Mach number chemically reacting flows, high-order
schemes, 5th-order WENO scheme in particular is exceedingly good value for money.
7.3 Recommendation For Future Work
The computational code CNS3D is robust and effective in many areas of CFD research. With
regards to hypersonic flow modelling, it is recommended that the code is extended to tackle
plasma flow physics with inclusion of charged particles within the flow field. Furthermore, the
existing ablation model can be extended to include other TPM, such as SiC, and high temper-
ature phenomena, such as radiation. It is also recommended that ’reconstruction’ step of the
high-resolution methods is carried out via the use of characteristic variables; implementation
of these variables within the block-structured version of CNS3D is necessary. It is expected
that the implementation of characteristic variables will aid CNS3D to iron out the instabilities
observed when utilising the WENO scheme with 9th -order reconstruction accuracy.
In spite of the existence of several studies related to code validation using various test cases,
in recent years experimental and computational work carried out in the field of hypersonic
flow is comparatively limited. Even institutions, such as NASA, suffer from funding issues
for hypersonic related research, such as TPS design and aero-thermodynamics†. As there is a
distinct lack of understanding related to high-speed non-equilibrium flow modelling, it is vital
that more experimental data is made available for the purpose of CFD validation. For instance,
in the case of HB-2 there has been no experimental work carried out recently, save the tunnel
calibration study conducted at JAXA. Therefore, it is important that more experimental work
†Personal communication: Dr Frank Milos, TPS design branch, Ames Research Centre (ARC), NASA
frank.s.milos@nasa.gov
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is perused, highlighting the exact free stream conditions, which would be invaluable for cross
validation using CFD and for code validation purposes.
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APPENDIXA
Constants and Coefficients for Various Physical Models
A.1 The values of constants used in various physical models
This section introduces several constants used in various physical models throughout the thesis.
First off all the Charachteristic temperatures of species used for the calculation of vibrational
energy are:
Table A.1 — Characteristic temperature of species
Species Ms θvrs (K) θs(K) h0s ,kcal/g-mole D˜s,eV As
N2 28 3395 5000 - 9.759 220
O2 32 2239 3350 - 5.115 129
N 14 - - 112.959 - -
O 16 - - 59.544 - -
NO 30 2817 4040 21.6009 6.469 168
A.2 Coefficients for the Blottner Model
In order to calculate the species viscosity, Blottner Model can be used. The values of As,Bs,
andCs are given below.
Table A.2 — Viscosity coefficients for the Blottner Model
Species As Bs Cs
N2 0.0268142 0.3177838 -11.3155513
O2 0.0449290 -0.0826158 -9.2019475
NO 0.0436378 -0.0335511 -9.5767430
N 0.0115572 0.6031679 -12.4327495
O 0.0203144 0.4294404 -12.6031403
A.3 Forward and Backward Reaction Rates
The forward reaction rate k f ,r and backward reaction rate kb,r pertaining to five non-carbon
particles are presented below (see Table A.3 and A.4); for convienience it is referred to as
option 1. The coefficients needed to calculate k f ,r and kb,r are tabulated in Table A.5, for five
non carbon species; this is referred to as option 2.
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Option: 1
Table A.3 — Forward reaction rates k f ,r,cm3/mole-sec; Gupta et al (1990)66.
Reaction Partners k f ,r,cm3/mole-sec
1(Eq.2.5.5) O2, NO, O, N 1.92× 1017T−0.5 exp(-1.131× 105/T)
2(Eq.2.5.6) O2,N2,NO,O,N 3.61× 1018T−1.0 exp(-5.94× 104/T)
3(Eq.2.5.7) O2,N2,NO,O,N 3.97× 1020T−1.5 exp(-7.56× 104/T)
4(Eq.2.5.8) - 6.75× 1013 exp(-3.75× 104/T)
5(Eq.2.5.9) - 3.18× 109T1.0 exp(-1.97× 104/T)
Table A.4 — Backward reaction rates kb,r,cm3/mole-sec
Reaction Partners kb,r,cm3/mole-sec
1(Eq.2.5.5) O2, NO, O, N 1.09×1016T−0.5
2(Eq.2.5.6) O2,N2,NO,O,N 3.01×1015T−0.5
3(Eq.2.5.7) O2,N2,NO,O,N 1.01×1020T−1.5
4(Eq.2.5.8) - 1.5×1013
5(Eq.2.5.9) - 9.63×1011 T0.5 exp (-3.6×103/T)
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Table A.5 — Coefficients needed for calculating k f ,r;source Candler (1988)22.
Reaction Partner C f ,r(m3/kgs) ηm θdm(K)
1(Eq.2.5.5) N2 3.7800× 1018 -1.600 113200
O2 3.7800× 1018 -1.600 113200
N 1.110× 1018 -1.600 113200
O 1.110× 1018 -1.600 113200
NO 3.7800×1018 -1.600 113200
2(Eq.2.5.6) N2 2.75 × 1016 -1.00 59500
O2 2.75 × 1016 -1.00 59500
N 8.250× 1016 -1.00 59500
O 8.250× 1016 -1.00 59500
NO 2.75 × 1016 -1.00 59500
3(Eq.2.5.7) N2 2.30×1014 -0.500 75500
O2 2.30×1014 -0.500 75500
N 4.60×1014 -0.500 75500
O 4.60×1014 -0.500 75500
NO 2.30×1014 -0.500 75500
4(Eq.2.5.8) - 3.180×1010 0.100 37700
5(Eq.2.5.9) - 2.160×105 1.29 19220
In order to calculate the backward reaction rate, equilibrium constant Keq,r can be used. That is
kb,r =
kb,r(T )
Keq,r(T )
, (A.3.1)
and using the expresion provided by Park (1985)127,128 Keq,r can be calculated
Keq,r = exp(A1r+A2rZ+A3rZ2+A4rZ3+A5rZ4) (A.3.2)
The coefficients A1r to A5r for reactions 1 through 5 are presented below.
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Table A.6 — Coeffients needed for calculating k f ,r
Reaction A1r A2r A3r A4r A5r
1 3.898 -12.611 0.683 -0.118 0.006
2 1.335 -4.127 -0.616 0.093 -0.005
3 1.549 -7.784 0.228 -0.043 0.002
4 2.349 -4.828 0.455 -0.075 0.004
5 0.215 -3.652 0.843 -0.136 0.007
Coefficients of Surface Efficiency for Ablation Model
Table A.7 — Efficiency of surface reaction for Park’s Ablation model.
Species βs
O2 0.5
N 0.3
O 0.63∗ exp(−1160/Tw)
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APPENDIXB
Numerical Models and Calculations
B.1 Axi-symmetric Formulation
When considering a domain that is symmetric around a coordinate direction, a two dimensional
problem with geometric source term can be used to simulate a three dimensional problem. To
this effect, the eq. 2.2.1 is reformed with cylindrical coordinates to allow the grid to be treated
as two-dimensional Cartesian with additional source terms. The axi-symmetric source terms
appear as Sinv and Svisc representing inviscid and viscous terms respectively69.
∂U
∂t
+
∂F
∂x
+
∂H
∂z
+αSinv =
∂Fv
∂x
+
∂Hv
∂z
+αSvisc (B.1.1)
where α= 1 and
Sinv =
1
r

ρN2u
ρO2u
...
ρCNu
ρuw
ρw2
(E+ p)w
Evw

, (B.1.2)
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Svisc =
1
r

ρDN2
∂yN2
∂z
ρDO2
∂yO2
∂z
...
ρDCN ∂yCN∂z
τxz− 23z ∂∂x
(
µwz
)
τzzp− τθθ− 23µ
(w
z
)− 23z ∂∂z (µwz )
uτxz+wτzzp−qz− 23µ
(
w2
z
)
− z ∂∂z
(
2
3µ
w2
z
)
− z ∂∂x
(2
3µ
uw
z
)
kv ∂Tv∂z +ρ∑
n
s=1 hvsDs
∂ys
∂z

. (B.1.3)
Here w is the radial velocity, (which is z velocity in CNS3D † code). All other notations are
conventional. The viscous stresses are given by
τxxp = µ
(
4
3
∂u
∂x
− 2
3
∂w
∂z
)
, τzzp = µ
(
4
3
∂w
∂z
− 2
3
∂u
∂x
)
,
τxz = µ
(
∂u
∂z
+
∂w
∂x
)
, τθθ = µ
(
−2
3
(
∂u
∂x
+
∂w
∂z
)
+
4
3
w
z
)
qx =−k∂T∂x , qz =−k
∂T
∂z
B.2 HLL Riemann Solver Fomulation
The Riemann solver designed by Harten et al is refered to as HLL and has been implemented
in the computational code CNS3D. The left and right states of the acoustic wave speeds, that is
SR and SL are calcaulated.
The HLL solver describes the conservative varible U and the inercell flux E in the following
†details about CNS3D code will be exaplined later on.
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manner
U =

UL if SL > 0,
U∗ if SL ≤ 0< SR,
UR if SR < 0
(B.2.1)
and
E =

EL if SL > 0,
E∗ if SL ≤ 0< SR,
ER if SR < 0
(B.2.2)
where
U ∗ =
SRUR−SLUL− (ER−EL)
SR−SL , E
∗ =
SRER−SLEL−SRSL(UR−UL)
SR−SL
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