ABSTRACT
Introduction
The traditional assembly line balancing problem considers the manufacturing process of a single product as a sequence of tasks which need to be assigned to different workstations. The distribution of tasks among the workstations is based on the required time units to complete each task as well as the precedence constraints that exist among these tasks [2] . Historically, the traditional assembly line balancing problem scenario leads to two types of optimization problems, Type I and Type 11 [2, 10, 12] . In the Type I problem, the cycle-time (maximum amount of time units that can be spent at each workstation) is fixed and the objective is to minimize the required number of workstations. The Type I1 problem attempts to minimize the maximum cycle-time given a fixed number of workstations.
In 1994, Miltenburg and Wijngaard [12] presented a new problem derived from the traditional assembly line balancing problem where production lines are arranged as U-shaped lines instead of straight lines. The U-shaped assembly line is an attractive alternative for assembly production systems since operators (workers) become multi-skilled by performing tasks located on different parts of the assembly line.
Moreover, since the U-shaped line disposition allows for more possibilities on how to assign tasks to workstations, the number of stations needed for a Ushaped line layout is never more than the number of stations needed for the traditional straight line [I 121. The reason for this is that in the traditional assembly line balancing problem, for a given workstation, the set of possible assignable tasks is conformed by those tasks whose predecessors have already been assigned to workstations, whereas in the U-shaped line problem the set of assignable tasks is determined by all those tasks whose predecessors or successors have already been assigned. Consider Figure 1 where each workstation has a cycle time of 12 and the predecessors of the tasks are such that task 1 must precede task 2, which must precede task 3, etc. to task 9. The time units for each task are given in parentheses. It is also possible to consider both Type I and Type I1 problems when dealing with the U-shaped assembly line problem. In this paper we limit our research to the Type I U-shaped assembly line problem, i.e., minimizing the number of stations given a fixed cycle-time. Note within this context two factors can be considered for the distribution of tasks to stations [lo] : (a) total idle time, and (b) work balance among the workstations. Taking these two factors into account, the Type I U-Shaped assembly line balancing problem developed by Miltenburg Condition (1) requires n t o be a partition of set T. This ensures that all tasks will be assigned to a station and a given task will not be assigned to more than one station. At each workstation, the total time units to complete all tasks assigned to it will not exceed cycle-time C; this is guaranteed by Condition (2) . Precedence constraints are expressed by Condition (3): a task is assigned to a workstation either after all its predecessors have been assigned or before its predecessors have been assigned.
Finally, a function f is defined to evaluate the goodness of an assignment of tasks to workstations. Based on the above factors, we considered three possible definitions for f specified as fr, fi, and 5 specified below. 
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Previous Work
The traditional (linear) assembly line balancing problem is known to be NP-hard [9] . If there are m tasks and r ordering constraints then there are m!/2' possible tasks sequences [2] . With such a vast search space it is nearly impossible to obtain an efficient solution using a deterministic algorithm. However, many attempts have been made [3, 7, 8, 11, 15, 16] . None of these methods have proven to be of practical use for large problems due to their computational inefficiency.
Several heuristic-based methods for the traditional assembly line balancing have been developed. Baybars [l] and Talbot et aE. [14] review and evaluate these different approaches. Another proposed solution considers a five-phase method using task elimination, decomposition and heuristics [2] . Also, a genetic algorithm was used to obtain near optimal solutions to the traditional assembly line balancing problem in combination with heuristic-based methods [ 101.
Miltenburg and Wijngaard adapted heuristics developed for the traditional assembly line and applied it to the U-shaped line balancing problem (121. They tested their algorithm using previously studied examples and test cases found throughout the assembly line literature. They also devised a dynamic programming procedure.
However, because of computational costs of the dynamic programming technique results were reported for small datasets only (those consisting up to 11 tasks).
3.
A GA Solution for the U-Shaped Assembly Line Balancing Problem A genetic algorithm operates on a collection of candidate solutions. Each solution is encoded as a finite length string, typically a string of bits or integers. The string is called a chromosome, and each element in the string is called a gene. Each chromosome represents a possible solution to the problem. A fitness function is applied to each chromosome in a population of chromosomes to determine how fit each chromosome is. Chromosomes are probabilistically selected based on their fitness. Genetic recombination operators take the selected chromosomes, exchange genetic material and produce children chromosomes.
Davis [5] , Goldberg [6] , and Mitchel[l3] provide an excellent in-depth study of the fundamentals of genetic algorithms. It is assumed the reader is familiar with the fundamental concepts of genetic algorithms.
Our GA implementation for the U-shaped assembly line balancing problem is order-based, Le., a chromosome of length n is a permutation of 1,2, ..., n.
For a problem consisting of n tasks, each chromosome of length n represents a specific task ordering. Notice that in the U-shaped assembly line balancing problem, not every permutation will constitute a valid solution. Only those permutations in which all predecessors of a task precede that task in the permutation are considered feasible chromosomes. We dealt with only feasible chromosomes. Thus, it was necessary for us to generate only valid chromosomes in our initial population. Each gene of a chromosome in the initial population was obtained by randomly choosing the next task among unselected tasks whose predecessors had already been chosen. We also used a feasibility preserving crossover operator that ensures feasible chromosomes.
We used the crossover operator developed by Leu et al. in their GA solution for the traditional assembly line balancing problem [ 101 e We call this the "ordered two-point crossover". Given two parent chromosomes, two random crossover points are selected partitioning them into a left, middle and right portion. The ordered two-point crossover behaves in the following way: child 1 inherits its left and right section from parent 1, and its middle section is determined by the genes in the middle section of parent 1 in the order in which the values appear in parent 2. A similar process is applied to determine child 2. Given two chromosomes than encode feasible solutions, then the ordered two-point crossover operator yields two new feasible chromosomes. Consider Figure 2 . It is obvious that there are no violations of precedence constraints in either the left or right portion of Child 1, since they are exact copies of the left and right portions of Parent 1, which is known to be feasible. The placement of 1 and 3 in the middle portion of Child 1 does not violate any precedence constraint since they are located aEcer 4 and 2 and before 6 and 5 in Parent 1. Finally, positioning task 3 before taskl does not violate any precedence constraint since task 3 preceded taskl in Parent 2 which is also assumed to be a feasible solution.
We did not use mutation in our GA implementation. The traditional mutation operators for order-based GAS are not appropriate for this problem since mutating a feasible chromosome can easily result in an infeasible chromosome. In order to use mutation, a new mutation operator would have had to be developed. Some alternatives were considered, including the one used by Leu et al. [ 101. This operator did not enhance any of our solutions since it replicated work done by our initialization algorithm. Note that unlike Leu's GA implementation for the traditional assembly line problem[ 103, our GA implementation for the U-shaped assembly line problem starts with a randomly generated, initial population of 100 feasible solutions. This population size appeared to contain sufficient "genetic material" to allow the GA to evolve to a solution. No improvements were observed by increasing population size.
In order to compute the fitness value of a chromosome, it is necessary to determine how a particular order of tasks can be assigned to workstations. Given a chromosome depicting an ordering of the tasks, we developed as part of this research six different algorithms to assign tasks to stations. We denote this six assignment algorithms as assignment algorithms (a) through (0. The fitness value of a chromosome is determined by applying all six assignment algorithms (a)-(f) to it, and using the lowest fitness value. Assignment algorithm (a) attempts to always assign alternatively unassigned tasks at the beginning and the end of the sequence of tasks; assignment (b) does the same as (a) but giving priority to tasks located at the end of the sequence. In assignment (c), all possible unassigned tasks located at the beginning of the sequence are assigned and then all possible unassigned tasks at the end of the sequence are assigned. Similarly, assignment (d) attempts to assign all possible tasks at the end of the sequence and then to assign all possible tasks at the beginning of the sequence. Assignments (e) and (f) give alternate priority to the task at the beginning and end of the sequence, changing this priority at each iteration. Initially assignment (e) gives priority to the task at the beginning of the sequence, while assignment (f) does so to the task at the end of the sequence. Although these diffexences might seem trivial, they can lead to different assignments producing a different number of stations. Notice that all these variations in the assignment procedures respect the constraint that a task must be assigned to a station after all its predecessors or successors have been assigned to stations. It is possible that different assignment procedures end up with the same disposition of the assembly line, even though the order in which stations are determined is different.
Computational Results
Our GA solution was implemented using LibGA [4] . Our GA was applied to the 12 well h o w n datasets from the literature for the traditional assembly line balancing problem. When one considers all possible cycle times used in these 12 datasets, this results in 61 different problems. The 61 problems include six problems from Merten, one problem from Bowman, five problems from Jaeschke, and so forth ending with six problems from Arcus. All 61 problems with results are listed in Table 1 . Note Table 1 is depicted in two parts due to its size, but should be considered as one continuous table. Table 1 lists the problem source in the first column with the number of tasks listed below the problem source name. Next the various cycle times for each problem are given. The ideal (optimal) for each problem is given. Under the column, Others, solutions from previous researchers are given. For each of the 61 cases, NDp represents the optimal results obtained using dynamic programming, and N H~~ represents the best known results to date using various heuristic algorithms as reported by Miltenburg and Wijngaard [12] . We tested each of these 61 problems using our three GAS whose fitness functions dealt with: total idle time (GA1), balance of the workload among stations (GA,), and both criteria with an equal weight, a = b = 0.5, (GA3). Note GA,, GA,, GA3, correspond to the fitness functionsfi, fi, f3 described earlier. Our GA results are shown in Table  1 . The number of stations obtained with each of the GAS is listed under columns GA1, GA2 and GA3. Also for each of these results, a letter (a-f) follows representing which of the six assignments (a)-(f) that was used in the evaluation of the solution chromosome.
The dynamic programming technique produces optimal solutions. These results are shown (column In Table 1 notice all of the assignment algorithms (a)-@ were used as the algorithm that represented the best solution. In fact among the 11 test cases in which our GA outperformed all other heuristics, each of the assignment algorithms (a)-(f) was used at least once lending merit to each of our six assignment algorithms. Furthermore, the GAS proved to be competitive in terms of computational costs. For example, a solution to the largest of the datasets, (Arcus 111 tasks) was found in less than 10 minutes running on a Sun Sparcstation 10.
Conclusions
A GA solution for the Type I U-shaped assembly line balancing problem was developed. To the authors' knowledge this is the fist time a genetic algorithm solution has been developed for the U-shaped problem. One of the main assets of this research is that it provides a global framework which can be used to deal with the two possible variations of this problem, minimizing total idle time, and balance of the workload among stations, or a combination of both. As part of this research we developed assignment algorithms (a) through (f) as a means for interpreting a chromosome and assigning tasks to workstations. In our results each of these assignment algorithms proved to have merit.
The results show our GA to be an excellent technique for this problem. In the 61 standard test cases, our GA obtained the same results as previous researchers in 49 cases, superior results in 11 cases, and in only one case did worse.
Moreover, the GA proved to be computationally efficient.
