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1 Introduction
Visualization of distributional semantic models is often done using dimensionality reduction to a two-
dimensional space (e.g. Speelman et al. 2013). While this may be useful in some cases, the results are
often hard to interpret and the method itself is not very flexible; there are little to no parameters that one
can tweak to produce an aesthetically more pleasing outcome. With this paper, I provide the outline of a
graph-based method to visualize distributional models (inspired by Font et al. 2012). An implementation
in Python is available online.1 This makes a useful tool for teaching, as well as data exploration.
2 Building a network
A distributional model can be converted into a graph simply by generating edges between all words in the
vocabulary, with the similarity between each pair of words as the edge weight.This method ensures that
no information is lost in the conversion, but it also produces a very dense graph that is hard to visualize.
I propose to only generate edges between lexical items if those lexical items are sufficiently similar. This
not only makes the graph more sparse, but it also makes it easier to detect clusters of related words. I
will now discuss important parameters that can be tuned to get a different network.
Edge weights There are two general weighting approaches: similarity-based, where the weight of the
edge connecting w1 and w2 is simply the (cosine) similarity between w1 and w2; and rank-based, where
the weight of the edge connecting w1 and w2 is the average of the relative rank of w1 for w2, and the
relative rank of w2 for w1. Font et al. (2012) uses similar measures in his tag recommendation system.
Edge generation There are several different similarity criteria that we can use to generate a list of edges.
The more strict we make the parameters n and θ (a smaller value for n, or a higher value for θ), the more
sparse the network becomes. By default, n = 5 and θ = 0.5
1. For each word w, create edges between w and its top-n similar words.
2. Only create an edge between w1 and w2 if w1 is in the top-n of w2 and vice versa.
3. For each word w, create edges between w and all words above a similarity threshold θ.
4. For each word w, create edges between w and its top-n similar words iff their similarity to w
exceeds the similarity threshold θ.
Alternatively, the Pathfinder algorithm (Schvaneveldt 1990; we implemented MST-Pathfinder, Quirin
et al. 2008) may also be used to prune the graph (c.f. Cohen 2008), but this might make it too sparse; the
algorithm produces the union of possible minimal spanning trees. A solution might be to use that as a
base, and add edges. We do not explore this possibility here.
1https://github.com/evanmiltenburg/dm-graphs
3 Analyzing the graph
Figure 1: Graph exported as an inter-
active website. Colors indicate differ-
ent clusters. Zoom in for more details.
After constructing the graph, it can be partitioned into clusters
(roughly corresponding to topics or word senses). Generally
speaking, there are two types of clustering: hard clustering,
where every node can only be part of one cluster, and soft clus-
tering, where nodes can be part of multiple clusters (i.e. clusters
may overlap). A popular hard clustering algorithm is known as
the Louvain method (Blondel et al., 2008), which aims to op-
timize the modularity of each cluster. Soft clustering methods
are still a very active research area, but the clique percolation
method (Palla et al., 2005) is a common approach. For an ex-
tensive overview of clustering methods, see Fortunato (2010).
4 Visualization
The easiest way to visualize a graph is by using Gephi, an open source program for network analysis and
visualization (Bastian et al., 2009). (Their website features a quote from the community, calling it ‘Pho-
toshop™ for graphs’.) It comes installed with several different layout algorithms. Gephi also provides
tools for post-processing, for example to emphasize particular parts of the graph. Finally, there are many
plugins available that expand Gephi’s functionality. As an example, I created a graph showing the relat-
edness of different kinds of animals according to the pre-trained Google News word2vec model. The
graph is made using the top-n method. After using the Louvain method to cluster the graph, I exported it
from Gephi as an interactive website (figure 1) using Scott Hale’s Sigma.js plugin. Users can look for a
particular lemma, see how it is connected to other lemmas in the graph, and which cluster it belongs to.
This provides a new means to explore and evaluate distributional semantic models.
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