Programmers frequently create duplicate pieces of code in software projects by copying and pasting, either literally or logically. Such duplication may appear worthwhile, as it allows code to be reused; however, these copied code fragments, generally referred to as clones, can cause severe problems for software maintainers. When code must be changed, the existence of clones may result in an instance of a clone being properly fixed, while another instance remains faulty.
Introduction
Code clones are pieces or sections of source code that are copied and pasted into multiple locations by programmers. The level of similarity varies from clone to clone, but clones are usually copies of each other with minor changes, such as modifications of identifiers or literals. Not only does such duplication increase the overall size of software systems, it can also be highly cumbersome for software maintainers. When features are modified, or bugs fixed, all affected instances of a code clone must be updated in order for the change to be fully propagated. Such a process can be lengthy and time consuming, especially when many instances of a clone exist, and can lead to further software bugs if the clones are not detected properly. In order to prevent these kinds of issues, clones must be studied as thoroughly as possible, in order to determine the when they might occur.
While the existence of clones is problematic in a single version of a piece of software, analyzing and comprehending the effect of how clones change between versions of software is also extremely important. Such inter-version changes are collectively referred to as "clone evolution."
When performed consistently, this evolutionary process is not necessarily detrimental to code integrity; however, when inconsistencies occur within a clone set, proper tracking and maintenance of clones becomes extremely problematic.
Several studies analyze code clones in different software projects. One such study analyzes clones found in 17 different open source software systems [1] . One of the most frequently used software systems in program comprehension analysis is the Rhino system. In order to gain a more complete understanding of clones in open source software, as well as of the Rhino system, we will perform a case study of clones within the Rhino software, analyzing metrics and classifications of clones as well as their evolution and propagation between versions. We will also determine whether existing software metrics can be used to accurately predict the existence of clones within classes.
Background
A large body of work has been performed in the understanding and comprehension of code clones. Koschke [2] and Roy and Cordy [3] have defined terminology of code clones, as well as studied methods for detection of clones. Roy et al. [1] have also looked at detection techniques for clones, as well as provided an overview of clone types. A number of software tools which employ these various techniques exist for detecting different types of clones, including analyzers that are token-based, such as CCFinder [4] , and syntax-based such as DECKARD [5] .
Clone evolution is a less consistently defined occurrence than mere clone existence. Bettenburg et al. investigate inconsistent changes to clones across multiple version of code [6] , while others attempt to model these cross-version changes [7] [8] [9] . Pate et al. [10] conduct an extensive systematic review of clone evolution, discussing more methods for analysis and understanding of evolution. However, these findings indicate that certain key areas, such as the tracking of patterns in evolution, are still lacking.
Clones in Rhino
Recently, much work has been done in the realm of program comprehension involving analysis of open source software projects. One such project is Rhino, an open source implementation of JavaScript written in Java. Rhino has been studied from multiple perspectives, including concept and feature location [11] , requirements tracing [12] , and bug localization using information retrieval [13] [14] . While a great deal of study has been done on Rhino from these various program comprehension perspectives, we have been unable to locate an analysis of code clones that exist within Rhino. To assist in further understanding Rhino, we will perform such an analysis.
Analysis Method
For our purposes, we analyze each version of the Rhino source using CCFinderX version 10.2.7.4 with the following parameters: min_length=50, chunk_size=60M, block_shaper=2, and minimum_size_of_token_set=12. These parameters are defaults within CCFinderX, and are also found in other literature [6] .
Overall Analysis Results
In order to gain a view of the Rhino project as a whole, we extracted several metrics from our analysis of each individual version and averaged each metric. For Tables  1, 2 , and 3, values of Min., Max., and Avg. are averages of measures across all versions of Rhino.
Clone Metrics Per File
The first set of metrics are file metrics, which provide a look at how clones affect files as a whole, and how clone coupling occur between files. A detailed description of these metrics can be found in Table 1 . Table 2 lists the average of file metrics across all versions of Rhino. The CLN metric indicates that clones are present within Rhino, with an average of 2.56 per file. On average, these clones appear to be contained within single files (NBR). RSA and RSI averages confirm this, indicating that inter-file clones do exist (3.8% tokens), but intra-file clones are more frequent (9.3% of tokens). The CVR and RNR metrics indicate that that large majority of code is not cloned (11.7% of tokens covered by clones).
Clone Set Metrics
The second set of metrics provides specific information about code that is cloned. A detailed description of these metrics can be found in Table 3 . Though the setting for minimum token length of a clone was 50, LEN indicates that the average is well above that minimum, as shown in Table 4 . POP indicates most clones appear to occur between two to three times, while NIF confirms our conclusions from the NBR file metric. RAD also indicates that most clones in Rhino can be found within the same file, or in multiple files in the same directory. We observe from RNR that instances of clones are moderately different, on average. The TKS, LOOP, COND, and McCabe's metrics indicate most Rhino clones are moderately complex.
Line-based Metrics (clone line metrics and traditional LOC metrics)
The third set of metrics in our analysis are line-based metrics, which provide more elementary information about line counts of the code and clones found therein. A description of these metrics is found in Table 5 . 
------------
We see from the results in Table 6 that, on average, about 9.8% of lines of code in Rhino containing valid tokens also contain clones.
Clone Types in Rhino
Another measure of clones found within Rhino can be quantified using the clone typing system, outlined by Roy et al [3] . This system divides clones into the following categories, with each progressively increasing category including all types from previous categories:  Type-1 -Identical instances of a clone, varying only in spacing, layout, or comments.  Type-2 -Syntactically identical statements that vary in identifiers, literals, types.  Type-3 -Copied fragments that are then altered through addition or deletion of code.  Type-4 -Code sections that are semantically identical, but different in their syntactical makeup.
We will focus on Type-1 and Type-2 clones, as CCFinderX, is unable to thoroughly analyze and filter all Type-3 clones [6] . Presently, there are no tools that are capable of thoroughly analyzing a source for Type-4 clones. However, some work has been done in using information retrieval based methods to extract semantic information [15] .
Type 1 Clones
While easiest to detect, Type-1 clones are generally found most infrequently in well coded software. In the Rhino system, we observe that Type-1 clones follow this generalization. Figure 1 is an example of a Type-1 clone that was located in Rhino.
Generally, clones of Type-1 classification were found embedded within functions that performed extremely similar, but slightly divergent tasks upon highly related data. In Figure 1 , the cloned code is responsible for performing operations upon a time and date value within two separate functions. One instance of this clone is found within the makeTime function, the second within the makeDate function. 
Type 2 Clones
Though Type-2 clones are more difficult to detect, CCFinderX is still capable of fully detecting all occurrences of Type-2 clones within a software project. These clones tend to present themselves more frequently, even in well coded software. One reason may be due to the mentally deceptive nature of the "copy/paste" action. Such an action should generally be a mental trigger for encapsulating the copied code within a method to prevent duplication. However, in the case of Type-2 clones, we see code that contains slight differences of which a programmer may be less aware.
The majority of clones detected by CCFinderX within Rhino can be classified as Type-2 clones. The variance within clone instances spans from variance of a single identifier or literal, sometimes even a single character, to instances where most identifiers, literals, and types are different. Figure 2 shows a short clone found within the NativeDate class that deals with returning formatted date information. Seven instances of this clone exist within close proximity to each other inside a switch statement. Sections of the code that vary between instances are notated in bold. Figure 3 shows code from the first of these functions, with the varying identifiers in bold.
public UintMap(int initialCapacity) { if (initialCapacity < 0) Kit.codeBug(); int minimalCapacity = initialCapacity * 4/3; int i; for (i = 2; (1 << i) < minimalCapacity; ++i) {} power = i; if (check && power < 2) Kit.codeBug(); } Other, short instances of Type-2 clones are also plentiful within all versions of the Rhino source. Though some clones may not be long enough to even be considered as true clones, we include an example of one such clone because of the relatively high frequency of these "short" Type-2 clones. Figure 4 contains a single line clone, of which 13 instances exist in the TokenStream and NativeMath classes, the only differences being two literals and a single identifier, notated in bold. 
Other Observations about Rhino Clones
Though several interesting characteristics of the Rhino source have already been noted, the prevailing number of certain "shapes" of clones is cause for further observation.
The following are some other interesting properties of the clones within Rhino: 1) Switch Clones -we observed that a large number of clone sets, especially those that have high POP counts, are embedded within switch statements. While some statements are nearly trivial (such as Figure 4 ), others are more substantial (such as Figure 2 
Clone Evolution in Rhino
To completely investigate the nature of clones within Rhino, a study of clone evolution was also conducted. In order to study this phenomenon, Type-1 and Type-2 clones were inspected and traced throughout their evolution between versions of Rhino. Our study of evolution spans all available builds of Rhino, from version 1.4R3 to 1.7R3, a total of 16 versions. Between versions, clone sets will usually experience one or more of four phenomena -mutual evolution, inconsistent evolution, mutual destruction, or branching.
Mutual Evolution
The most common type of clone evolution that was observed in Rhino is mutual evolution. This type of evolution occurs when clone sets remain identical between versions.
The usual presentation of such evolution occurs in one of two ways -the clone set remains unchanged (i.e., they are identical between versions), or the clones change, but the changes are identical. Unchanged clones, though perhaps the least interesting of any (since there is no true evolution), are a common occurrence. Generally, these clones present themselves in a version and remain for several versions before undergoing another change. An example of an unchanged clone is found in the Interpreter class. It is first observed in version 1.6R1, and remains unchanged until version 1.7R3, where both of its instances disappear. An instance of this clone is shown in Figure 5 .
Changed clones generally occur between revisions where coding conventions changed or libraries were added. The magnitude of the change varies from a function added to replace deprecated code, to an entire rewrite of the clone. In either instance, clones must remain Type-1 or Type-2 in order for them to be considered mutually evolved. A clone in which one instance undergoes the addition of extra lines of code, but the other does not (changing it to a Type-3), is not considered a mutually evolved clone.
An example of a mutually evolved clone can be found in the Optimizer class. The original version of the clone is found 8 times per version of Rhino, from versions 1.5R1 to 1.5R4. In 1.5R5, all instances are altered by removing two lines of code and modifying the last line. Figure 6 shows an original instance of the clone, as well as the modified instance that appears in version 1.5R5.
Original Instance: 
Inconsistent Evolution
Another type of clone evolution involves clones which become inconsistent between versions. This type of evolution is perhaps the most problematic of all types, especially when the change that caused the inconsistency involves a bug fix. Inconsistent evolution is also the least common type of clone evolution observed in Rhino. Such instances seem to occur when the technique to accomplish a task changes and new methods/functions are incorporated and subsequently called by the cloned code. Considering the characteristics of Rhino, these types of clones are often found in areas where a specific data type is being interpreted.
Between versions, a new implementation may be created for a certain data type, causing an inconsistency in the clone.
Such an occurrence may or may not be the result of programmer error, as the change could easily have been intended for only a specific instance of the type interpretation. These clones are introduced in the original version of Rhino, 1.4R3. They remain unchanged through version 1.5R1; however, in1.5R2 an addition is made to the code within generateScriptICode that never propagates to the other clone instance. Figure 7 shows the original clone instance, as well as the modified instance.
Though we do observe other instances of this type of evolution, the amount of inconsistently evolved clones is rather small in comparison to other types.
Mutual Destruction
Mutual destruction, occurs when a clone set is observed and then disappears completely. Within Rhino, such an event generally occurs when the conventions or techniques for accomplishing a task change, much like the causes for mutual evolution. Though we could include this as a subtype of mutual evolution, we separate this type because the clone is completely eliminated, as opposed to still existing. Mutual destruction is observed within the Rhino code base much more frequently than branching. A new example of mutual destruction is unnecessary, but the clone set in Figure 5 demonstrates this occurrence, as all instances are replaced in version 1.7R3.
Branching
Though the branching phenomenon is not observed in our analysis of Rhino, we mention it for the sake of completeness. Branching occurs when all instances of a clone set undergo significant changes that are inconsistent. As with the case of mutual destruction, this type of evolution could be considered under another general category, that of inconsistent evolution. However, this deviation from the original clone set generally indicates a different interaction between the programmer and code. An instance of branching may indicate that all clone instances were viewed and modified by the programmer, whereas inconsistent evolution may indicate that a programmer failed to modify some instances of the clone.
Predicting Clones through Metrics
In order to better predict the presence of clones, we performed a statistical analysis to determine whether certain software metrics correlate with clone presence. For this analysis, we focus on seven different releases of the Rhino software, spanning versions 1.4R3 through 1.6R1.
Software Metrics
Four different metrics were used in this analysis: Chidamber and Kemerer's Lack of Cohesion in Methods (LCOM-CK), Weighted Methods per Class (WMC), Henderson-Sellers' Lack of Cohesion in Methods (LCOM-HS), and McCabe's Cyclomatic Complexity (CC). Each class in Rhino was evaluated with each of these four metrics. These metrics were calculated using the Team in a Box [16] plug-in for Eclipse. These metrics are described in detail in Table 7 .
Research Methodology
For this case study, we wish to determine the correlation between the presence of clones within a class and the four software metrics. In order to measure the presence of clones, we use the clone file metric CLN (discussed in 3.2.1). This metric measures the total number of clones found in each class. Since we want to determine whether any of these metrics, or a combination thereof, can be a valid predictor of clones, we use multiple linear regression for our analysis. Each of the four software metrics will be used as regressors, while the CLN metric will represent the response. Our hypotheses are:
 H 0 : The four metrics have no measurable impact in predicting the presence and magnitude of cloned code within a class.
 H 1 : The presence and magnitude of cloned code within a class can be predicted using the four metrics of our analysis, or some subset thereof. Table 7 . Description of Metrics Metric Name Definition LCOM-CK Number of disjoint sets of local methods where no two sets intersect and any two methods in a set share no less than one local variable [17] . WMC Sum of complexities of local methods in a class [17] .
LCOM-HS
Normalized version of LCOM-CK [18] .
CC
Measure of method complexity, inferred by measuring the number of linearly independent paths [19] .
Results
To test our hypothesis, we will focus primarily upon three measures: correlation of each regressor to the response, contribution of each regressor to the model, and significance of regression for the total set regressors.
Pearson's Correlation
In Table 8 .
Multiple Linear Regression
Our next goal is to determine whether the regressors can effectively predict the response variable, the CLN metric. For this analysis, we report the resulting regression and standard error (SE) coefficients. For the sake of measuring model fitness, p-values and the variance inflation factors (VIF) for each variable are included. R 2 is used to determine overall effectiveness of each model. Results from this analysis can be found in Table 9 .
As with the Pearson coefficient, WMC is the most significant predictor of the presence of clones. However, McCabe's CC metric, while correlated to CLN, does not appear to contribute strongly to any of the seven models. We generally observe very high p-values for CC, indicating a low contribution to the model. Both LCOM metrics generally indicate stronger correlation than CC. For instance, C & K's LCOM metric indicates a The overall significance of regression for each model, as calculated by ANOVA, returns p-value of < 0.0001, so we conclude that this model, or at least some of the regressors within the model, are linearly related to the CLN metric. The R 2 measure indicates that we are able to explain, on average, 60% of the variability with our seven models. The average coefficient of multiple correlation across the models is 0.759, indicating that a relatively strong correlation exists between the regressors and response variable. Further analysis reveals that single linear regression with WMC as the regressor is also capable of predicting CLN, though not as accurately as multiple linear regression. The average R 2 for WMC alone is 54.2%. Our results indicate that we must reject the null hypothesis, H 0 , and conclude that a correlation exists between the specified software metrics, or some subset thereof, and the clone metric CLN.
Conclusion and Future Work
We performed an analysis of clone metrics as reported by the CCFinderX tool, and determined that Rhino is affected by clones, the majority of which can be classified as Type-2 clones. We also observed that some clones within Rhino evolve from version to version, and those changes span a large gamut of types. We noted that inconsistent evolution is present within Rhino, though it is found infrequently.
Our analysis of McCabe's Cyclomatic Complexity, Chidamber and Kemerer's LCOM, Henderson-Sellers LCOM, and Weighted Methods per Class in comparison with the Clones per Class metric demonstrated that a correlation exists between these four software metrics and the presence of clones. We determined that it is possible to predict, with reasonable accuracy, the existence of clones with a linear model.
In the future, we intend to expand our statistical comparison of clone metrics and software metrics to include more metrics from each type. Incorporating more metrics may help determine a more accurate method of detecting classes where clones are likely to occur using only software metrics. This expanded analysis will be performed on a broader base of software packages as well. In addition, we intend to map known software bugs in code to clones to determine whether inconsistent clone evolution is a significant cause of buggy code.
