Recent studies suggest that the strength of synapses in the brain may change in a step-wise manner, rather than continuously. The nature and content of information transmitted through networks of neurons are determined in part by the properties of synapses formed between neurons. A convenient measure of synaptic function is its strength. Functionally, synaptic strength is defined as the average amount of current or voltage excursion produced in the postsynaptic neuron by an action potential in the presynaptic neuron. At a single synapse, two variables determine the strength in a multiplicative manner: release probability -how often a presynaptic action potential causes release of neurotransmitter -and quantal size -the current or voltage jump caused postsynaptically by release of a synaptic vesicle.
The nature and content of information transmitted through networks of neurons are determined in part by the properties of synapses formed between neurons. A convenient measure of synaptic function is its strength. Functionally, synaptic strength is defined as the average amount of current or voltage excursion produced in the postsynaptic neuron by an action potential in the presynaptic neuron. At a single synapse, two variables determine the strength in a multiplicative manner: release probability -how often a presynaptic action potential causes release of neurotransmitter -and quantal size -the current or voltage jump caused postsynaptically by release of a synaptic vesicle.
Synaptic strength is not a static quantity, and can be modified rapidly. Such modifications last for varying lengths of time. While some changes are fleeting, lasting only fractions of seconds, others are thought to be more permanent, perhaps even lasting for a significant portion of a person's lifetime. The specific rules by which synapses alter their strengths are of great interest. One such rule, the Hebb rule, has been a guiding principle for a large number of studies. In a general sense, the rule states that a synapse at which presynaptic activity is consistently followed by postsynaptic activity will become stronger. Although the specifics of this rule are a matter of some debate, the general idea has survived much scrutiny.
Excitatory glutamatergic synapses in the hippocampus of the rodent brain are often used as a specific model to understand synaptic function in general. At these synapses, glutamate released by presynaptic boutons activates at least two classes of glutamate receptors that open ion-conducting pores -the AMPA receptors and the NMDA receptors. At resting conditions, when the membrane potential is less than about -50 mV, synaptic currents are essentially generated by AMPA receptors. NMDA receptors are not activated at resting conditions, as they require depolarization for relieving the channel block by Mg 2+ ions. For this reason, the magnitude of AMPA current is normally used to quantify the strength of the synapse.
Synapses in the hippocampus -and elsewhere -are heterogeneous [1, 2] . For example, the synaptic vesicle release probability and the ultrastructurally-measured size of hippocampal synapses vary widely, forming continuous distributions that are right-skewed ( Figure 1 ). Given this heterogeneity, one might imagine that a specific synapse can have any one of many values for its strength -the exact value being set by its history. Stated differently, synaptic strength might be a graded variable. This simple expectation has been challenged by some recent studies which suggest that synaptic strength might switch between a few preferred levels.
Some of these recent studies have suggested that, under some circumstances, changes in synaptic strength involve uncovering of functional AMPA receptors at synapses that are 'silent' [3] [4] [5] . In these studies, mild stimulation of presynaptic fibres in the CA1 region of the hippocampus can lead to synaptic responses at depolarized potentials, but not at resting levels. This, combined with the fact that the responses at depolarized potentials are abolished by NMDA antagonists, was taken to indicate the presence of synaptic sites that lack functional AMPA receptors, but Distribution of synaptic properties across a population of synapses. When a class of synapses, such as the CA3-CA1 synapses, is characterized in detail, one finds that many of the properties do not fall into simple discrete groups. Rather, they appear to vary widely, as in the distribution shown. Examples of such properties are the active zone size, the number of docked synaptic vesicles, the synaptic-vesicle release probability, the readily releasable synaptic-vesicle pool and the size of the postsynaptic density.
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Size of synapse, or release probability Current Biology possess NMDA receptors. At such synapses, pairing synaptic stimulation with postsynaptic depolarization was found to cause synaptic responses to appear at resting potentials.
One possible explanation for this phenomenon is that, following the pairing protocol, functional AMPA receptors were somehow added to the synapse (which originally lacked these receptors). Alternative explanations for the apparently 'silent' synapses are possible -for example, they may reflect leakage of glutamate molecules from neighboring synapses, which then activate NMDA receptors selectively because of their higher affinity for glutamate [6] . Whatever the underlying mechanism, the appearance of AMPA responses following the pairing-protocol effectively implies a switching of the synapse from an 'off' state to an 'on' state. Although the authors of these studies have yet to address whether the appearance of AMPA response occurs in a strict all-or-none manner, they have implied as much.
A question now arises as to whether a synapse with functional AMPA receptors already present can undergo a further change in its strength, and if such a change is also step-wise? A recent study [7] has addressed just this question at the hippocampal CA3-CA1 synapse, and the answer is yes. By stimulating the axons of CA3 neurons, it is possible to elicit minimal responses in CA1 neurons, which are thought to represent the activation of single synapses. Using this protocol, when the authors elicited synaptic responses in CA1 neurons at a rate of one per second, the response varied from trial-to-trial, but remained constant on average. Now, when 10 presynaptic stimulations in a row were paired with depolarization of the postsynaptic neuron (the Hebb rule again), the synaptic response increased in size in some of the experiments. In those experiments where potentiation of the synapse occurred, an additional 100 pairings did not increase the response further (Figure 2a ). In contrast, in experiments where the first 10 pairings did not alter the average response, an additional 100 pairings increased the response size (Figure 2b ). It appears, therefore, that a given synapse can increase its strength only once during the course of the experiment: once the synapse is potentiated, its strength cannot be increased further. In control experiments, blocking NMDA receptor during the pairing protocol prevented synaptic strengthening.
Using a modified experimental procedure for potentiating the synapse, Petersen et al. [7] made another interesting observation. In this new procedure, the pairing of presynaptic activation and postsynaptic depolarization occurred intermittently, rather than consecutively, which allowed the authors to monitor the strength of the synapse between each pairing. When this was done, the synaptic strength was found to increase abruptly at some point during the pairing. The actual time-scale of abruptness cannot be resolved to a value better than about nine seconds, as one needs to average synaptic responses over a few trials to be sure that it has changed. The important point here is that the response does not appear to increase gradually over time to some steady state. Instead, all the potentiation that can be induced during the course of the experiment happens in one burst.
Abrupt changes that require a sharp threshold are indicative of cooperative phenomena. At the synapse, as long as the synapse is activated at a low frequency, without postsynaptic depolarization it remains relatively stable. Then, as a threshold is crossed, some set of biochemical reactions are set in motion which proceed to completion in a short period (an average of 22 seconds is estimated by the authors). The end result of these reactions is a jump in the strength of the synapse to a (temporarily) saturated level. What could the underlying mechanism for the change in synaptic strength be? Dispatch R651
Figure 2
Potentiation of synaptic strength occurs in an all-or-none manner. When synaptic strength was monitored in the hippocampus by stimulating fibers once every second, the responses remained constant on average (blue). (a) When 10 presynaptic stimulations in a row were paired with postsynaptic depolarization, the strength increased to about twice the initial value in some experiments (red). The additional pairing of 100 stimulations did not increase the strength any further. (b) In other experiments, where the first 10 pairings did not change the strength, an additional 100 pairings increased the strength (red). From this, and additional experiments described in the text, Petersen et al. [7] concluded that synaptic potentiation occurs in an all-or-none manner. Petersen et al. [7] mention two very general possibilities: all-or-none upregulation of AMPA receptors, or all-ornone enhancement of transmitter release (Figure 3) . The first possibility invokes mechanisms essentially similar to those proposed to explain the uncovering of silent synapses -for example, introduction into the postsynaptic membrane of functional receptors through a membrane fusion event. The second possibility invokes an increase in synaptic-vesicle release probability mediated by recruitment or activation of a docking site at the presynaptic active zone.
Why do some synapses potentiate during the first 10 stimuli, and others later on? One possibility is that those synapses that released transmitter more often, perhaps by chance, were potentiated during the first 10 stimuli. Petersen et al. [7] found that 12 out of 19 synapses potentiated during the first 10 pairings; as the synapses studied had a release probability of around 0.5, a simple binomial model for release predicts that 12 out of 19 synapses would release four or more times in 10 trials. So in this scenario, the minimum number of releases required for potentiation would be just four. It appears that just a few consistent coincidences of presynaptic and postsynaptic activation are enough to cause potentiation. In fact, Petersen et al. [7] mention that even a single pairing can sometimes cause a potentiation. This seems to imply that the threshold for potentiation is in fact low, and synapses would be strongly potentiated during even periods of low activity. It seems likely, however, that the threshold for potentiation is itself variable, and that during periods of high activity the threshold is set relatively high to avoid registering spurious coincidences [8] . What this threshold means mechanistically is a very interesting question that future studies should address.
Although the study raises some very interesting issues, and presents good evidence for its claims, some concerns need to be pointed out. The first is the fact that a stimulation rate of 1 Hz was used to monitor synaptic transmission. At this rate, hippocampal synapses quickly undergo synaptic depression which leads to a lowered release probability (less than half the value at lower stimulus rates). As the synapses used by the authors had a release probability of around 0.5 at 1 Hz, the selected synapses were likely to be of the higher-release-probability kind, which are in the minority in the hippocampus. A second concern is that the method of minimal stimulation used in the study is a bit unsatisfactory because of interpretational difficulties. With this method, one can never quite be sure that the same presynaptic fiber(s) are stimulated over the course of the experiment. A third issue is the relatively short timescale over which synaptic strength was monitoredusually 10 minutes or less, whereas studies of long-term potentiation (LTP) usually monitor synaptic transmission for 30 minutes or more. It remains to be seen if the phenomenon studied by Petersen et al. [7] is the same as, or related to, LTP. The above concerns do not undermine the overall significance of the study, but are meant to caution against generalizations.
The experiments discussed here raise a larger question -how many different synaptic strength levels exist at any particular synapse? The studies mentioned above admit at least three levels: a zero level, with no evoked AMPA response, because either there are no functional AMPA receptors or the synaptic-vesicle release probability is extremely low; a response level that is reached from the zero-response level, by either addition of AMPA receptors or an increase in release probability; and a third level, arising from an all-or-none potentiation of a synapse in the second level, by either further addition of AMPA receptors or a further increase in release probability. Now, what happens when a synapse with a finite AMPA response undergoes longterm depression (LTD)? Does the response drop in an all-or-none manner? Does it drop to zero? These questions are likely to have interesting answers.
Another interesting issue is whether the different levels of synaptic strength are identical from synapse to synapse. In other words, are there just a few possible levels of synaptic strength that synapses are allowed to adopt? This seems unlikely, mainly because, as mentioned before, many parameters of a synapse that have been measured are heterogeneous and form continuous distributions. This is true of several presynaptic parameters at hippocampal synapses, and some postsynaptic parameters, such as the size of the postsynaptic density, also vary continuously [2] . The number of functional AMPA receptors per synapse has not been measured directly at individual synapses; if the density of receptors is similar across synapses, however, the number of AMPA receptors will be a function of the size of the postsynaptic density, which appears to be a continuous variable. It will be fruitful to determine physiologically whether postsynaptic responses recorded at synaptic sites fall into discrete classes (recording at the cell body will not be enough, because of the variable electrotonic decay along the dendritic tree). Such recordings have been done recently in cultured hippocampal neurons [9] , although that study did not determine the distribution of response sizes.
Is there an advantage to having a small number of discrete levels of synaptic strength instead of continuously varying levels? Petersen et al. [7] suggest that it has to do with the ability to correct for unwanted fluctuations -noise -in synaptic strength, which could be caused by any number of cellular processes. If there are predetermined states in which synapses are permitted to exist, periodic corrections can be applied to remove the effect of noise. In contrast, an analog synapse, with a strength that can vary continuously, will accumulate noise over time and its intended state will become corrupted. Whether or not this elegant and simple idea stands the test of time, the study is certain to pique the interest of even researchers jaded by all the controversy that has plagued the LTP field!
