The purpose of this paper is to study the topology of certain toric varieties X I , arising as quotients of the action of C * on complements of arrangements of coordinate subspaces in C n , and to improve the homotopy stability dimension for the inclusion map Hol *
1 Introduction.
1.1. Coordinate subspaces and the spaces X I . Let n ≥ 2 be a positive integer and let [n] denote the set [n] = {0, 1, 2, · · · , n − 1}. For each subset σ = {i 1 , · · · , i s } ⊂ [n], let L σ ⊂ C n denote the coordinate subspace in C n defined by (1.1) L σ = {(x 0 , x 1 , · · · , x n−1 ) ∈ C n : x i 1 = · · · = x is = 0}.
Let I be any collection of subsets of [n] such that card(σ) ≥ 2 for all σ ∈ I, where card(σ) denotes the number of elements in σ. Let Y I ⊂ C n be the complement of the arrangement of coordinate subspaces defined by (1.2) Y
, where we set
Consider the natural free C * -action on Y I given by the coordinate-wise multiplication and let X I denote the orbit space given by (1.3) X I = Y I /C * = (C n \ L(I))/C * .
Note that X I coincides with the complex variety considered in [11, page 437] , and that there is a principal C * -bundle
Example 1.1. (i) If I = I(n) = {{0, 1, · · · , n − 1}}, L(I(n)) = {0} and we can identify X I(n) with the (n − 1)-dimensional complex projective space CP n−1 , i.e. X I(n) = (C n \ {0})/C * = CP n−1 . (ii) If n ≥ 3 and I = J(n) = {{i, j} : 0 ≤ i < j < n}, we can be identify X J(n) with the subspace of CP n−1 given by X J(n) = CP n−1 \ 0≤i<j<n H i,j , where H i,j = {[x 0 : · · · : x n−1 ] ∈ CP n−1 : x i = x j = 0}. × X I , and it is easy to see that X I is a smooth toric variety. Note that X I is a non-compact toric variety (its fan is not complete) if I = I(n).
The simplicial complex K(I).
There is an alternative and better known way to construct the spaces X I . Let [n] = {0, 1, 2, · · · , n − 1} and recall that a simplicial complex K on an index set [n] is a collection of subsets σ of [n] which satisfies the condition that any τ ⊂ σ is contained in K if σ ∈ K.
2 For a simplicial complex K on the index set [n], let U(K) denote the complement of the arrangement of coordinate subspaces given by (1.6)
Now recall the following useful result. Then K(I) is a simplicial complex on the index set [n] such that U(K(I)) = Y I and that
L σ = L(I). 1 To simplify the notation we will write X n for X J(n) , as in [11] . 2 In this paper a simplicial complex means an abstract simplicial complex and we assume that any simplicial complex contains the empty set ∅. 3 The assertion of Lemma 1.2 holds even if card(σ) ≥ 1 for any σ ∈ I. Definition 1.5. Let I be any collection of subsets of [n] and (X, * ) a based space. Let ∨ I X ⊂ X n denote the subspace consisting of all (x 0 , · · · , x n−1 ) ∈ X n such that, for each σ ∈ I, x j = * for some j ∈ σ as in [11, page 436] .
The space ∨ I X is called the generalized wedge product of X of type I, and it is known that there is a homotopy equivalence Ω
) (see Corollary 6.9).
Spaces of maps.
For connected spaces X and Y , let Map(X, Y ) (resp. Map * (X, Y )) denote the space consisting of all continuous maps (resp. base-point preserving continuous maps) from X to Y with the compact-open topology. When X and Y are complex manifolds, we denote by Hol(X, Y ) (resp. Hol * (X, Y )) the subspace of Map(X, Y ) (resp. Map * (X, Y )) consisting of all holomorphic maps (resp. base-point preserving holomorphic maps).
For 
n of monic polynomials of the same degree d such that polynomials f i 1 (z), · · · , f is (z) have no common root for any σ = {i 1 , · · · , i s } ∈ I, i.e. the space Hol * d (S 2 , X I ) is also identified with
n : {f j (z)} j∈σ have no common root for any σ ∈ I .
(ii) A map f : X → Y is called a homotopy equivalence (resp. a homology equivalence) up to dimension D if the induced homomorphism f * :
is an isomorphism for any k < D and an epimorphism if k = D. Similarly, it is called a homotopy equivalence (resp. a homology equivalence) through dimension D if
(iii) Let r min (I) denote the positive integer defined by (1.9) r min (I) = min{card(σ) : σ ∈ I}.
Remark 1.7. Note that r min (I) is an integer such that 2 ≤ r min (I) ≤ n. For example, r min (I(n)) = n and r min (J(n)) = 2.
Now recall the following two results given in [11] and [18] .
Theorem 1.8 (G. Segal, [18] ; The case I = I(n)). The inclusion map
is a homotopy equivalence up to dimension (2n − 3)d.
Theorem 1.9 ([11]). The inclusion map
is a homotopy equivalence up to dimension d.
The main results.
The main purpose of this paper is to improve the homotopy stability dimension of the above two results as follows.
Theorem 1.10. If r min (I) ≥ 3, the inclusion map
is a homotopy equivalence through dimension
Theorem 1.11 (The case I = I(n)). If n ≥ 3, the inclusion map (ii) One can give another proof of Theorem 1.11 by using [2] and [4] (see §5).
Theorem 1.10 should be compared with the following result given in [17] . 
Here, r Σ denotes the positive integer defined in (7.4), r is the number of one dimensional cones in Σ, and d 1 , . . . , d r are the degrees of the homogeneous polynomials representing the morphisms in Cox's homogeneous coordinates.
Remark 1.14. The space X I is a non-compact toric variety if I = I(n). This means that the Theorem 1.13 cannot be applied for the case m = 1 when I = I(n). It is not immediately obvious how the two bounds are related, since the bound in Theorem 1.13 is defined in terms of the properties of the fan of a toric variety while the bound in Theorem 1.10 is given in terms of the orbits of the torus action. However, the bounds actually turn out to be the same (see Lemma 7.8 and Remark 7.9 ). Thus our theorem shows that the above result given in Theorem 1.13 holds also for a class of non-compact toric varieties X I , at least for m = 1. Note that there are no non-constant holomorphic map from
is a negative integer if r Σ ≤ m, we also need to assume that r Σ > m ≥ 1. It is natural to ask: is the result of Theorem 1.13 still true for a non-compact smooth toric variety X Σ such that r Σ > m ≥ 1?
It is clear that the proof of Theorem 1.13 cannot be used because it relies on the Stone-Weierestrass theorem and the fact that for any connected space E and a compact Riemannian manifold X there exists an ǫ > 0 such that any two maps from E to X that are uniformly ǫ-close are homotopic. Since this is clearly not true if X Σ is not compact, a different argument is needed. In the case m = 1 and X Σ = X I , we can use a variant of Segal's "scanning map" argument (see [18] ), which we will describe in the next section. This paper is organized as follows. In §2 we recall the "stable result"of [11] (Theorem 2.5) and state the unstable results (Theorem 2.7 and Theorem 2.8). In §3 we recall the definitions of simplicial resolutions and in §4 construct the Vassiliev spectral sequences associated with a non-degenerate simplicial resolution and with the corresponding truncated ones. In §5, we give proofs of the main unstable results (Theorem 2.7 and Theorem 2.8) and prove Theorem 1.11. In §6, we review several basic facts concerning the topology of the space X I from the point of view of polyhedral products, and prove the existence of a certain fibration sequence (Proposition 6.8). Finally in §7 we study the relation between the simplicial complex K(I) and the fan Σ I , and give the proof of the main result (Theorem 1.10).
2 Stabilization.
2.1. Stabilization maps. First we review several definitions and basic results concerning stabilization obtained in [11] . 
are mutually distinct points in X and each n k is a positive integer such that
Note that one can identify P d (C) with the space SP d (C) by the correspondence
It is also easy to see that, with this identification, there is a natural homeomorphism
Since there is a homeomorphism
is defined as the composite of maps (ii) If we choose a sufficiently small number ǫ > 0 and denote by V k (0 ≤ k ≤ n − 1) the open disk of radius ǫ with center x k;d , then we may suppose that
In this situation, the mapŝ d :
Since there is a homeomorphism C ∼ = V k , the stabilization map s d naturally extends to the open embedding (2.7)
which will be used in §4 (see (4.6)).
Homological stability.
Recall the following result which can be easily proved by using Theorem 1.9.
Remark 2.6. The proof, of this result (Theorem 2.5), whose details were omitted in [11] , requires only the use of Graeme Segal's well known "scanning map" method (eg. [9] , [10] , [11] , [12] , [18] ) and the existence of a homotopy equivalence
In [11] we originally obtained the above homotopy equivalence by using Segal's fibration sequence [18, §2] . However, for the sake of completeness we will give another proof of (2.8) in §6 (Corollary 6.9).
The key steps in the proofs of the main results of this paper are the following theorems:
Theorem 2.8. If I = I(n), the stabilization map
Proofs of Theorem 2.7 and Theorem 2.8 are given in §5.
Simplicial resolutions.
In this section, we give the definitions of and summarize the basic facts about nondegenerate simplicial resolutions and the associated truncated simplicial resolutions of maps ( [1] , [14] , [15] , [16] , [20] ).
denote the convex hull spanned by v . Let h : X → Y be a surjective map such that h −1 (y) is a finite set for any y ∈ Y , and let i : X → R N be an embedding. Let X ∆ and h ∆ : X ∆ → Y denote the space and the map defined by
We make identification X = X ∆ 1 by identifying x ∈ X with the pair (h(x), i(x)) ∈ X ∆ 1 , and we note that there is an increasing filtration
, [16] , [20] ). Let h : X → Y be a surjective map such that h −1 (y) is a finite set for any y ∈ Y, i : X → R N an embedding, and let (X ∆ , h ∆ ) denote the simplicial resolution of (h, i). → Y is a homotopy equivalence. Moreover, there is an embedding j : X → R M such that the associated simplicial resolution (X ∆ ,h ∆ ) of (h, j) is non-degenerate.
(ii) If there is an embedding j : X → R M such that its associated simplicial resolution (X ∆ ,h ∆ ) is non-degenerate, the spaceX ∆ is uniquely determined up to homeomorphism and there is a filtration preserving homotopy equivalence q
Remark 3.3. Even when a surjective map h : X → Y is not finite to one, it is still possible to construct an associated non-degenerate simplicial resolution. It is easy to show (see [20] chapter III) that there exists a sequence of embeddings {ĩ k : X → R N k } k≥1 satisfying the following two conditions for each k ≥ 1:
(ii) N k ≤ N k+1 and if we identify R N k with a subspace of
A general non-degenerate simplicial resolution may be constructed by choosing a sequence of embeddings {ĩ k : X → R N k } k≥1 satisfying the above two conditions for each k ≥ 1.
, we can define the non-degenerate simplicial resolution X ∆ of h as the union
Definition 3.4. Let h : X → Y be a surjective semi-algebraic map between semi-algebraic spaces, j : X → R N be a semi-algebraic embedding, and let (X ∆ , h ∆ : X ∆ → Y ) denote the associated non-degenerate simplicial resolution of (h, j).
Let k be a fixed positive integer and let
The fibres of the map h k are (k−1)-skeleta of the fibres of h ∆ and, in general, always fail to be simplices over the subspace Y k = {y ∈ Y : card(h −1 (y)) > k}. Let Y (k) denote the closure of the subspace Y k . We modify the subspace X ∆ k so as to make all the fibres of h k contractible by adding to each fibre of Y (k) a cone whose base is this fibre. We denote by X ∆ (k) this resulting space and by h
Following [16] , we call the map h
where 
n of monic polynomials of the same degree d such that f i 1 (z), · · · , f is (z) have no common root for any σ = {i 1 , · · · , i s } ∈ I as in Definition 1.6.
n we mean the complement
Projection on the first factor gives a surjective map
Our goal in this section is to construct, by means of the non-degenerate simplicial resolution of the discriminant, a spectral sequence converging to the homology of Hol * d (S 2 , X I ).
By Lemma 3.2, the map π
where E k,s
Alexander duality there is a natural isomorphism
By reindexing we obtain a spectral sequence
k denote the subspace defined by
The symmetric group S k on k letters acts on L k;I by permuting coordinates. Let C k;I denote the orbit space
Note that C k;I is a cell-complex of dimension 2(1 + n − r min (I))k.
is homeomorphic to the total space of a real affine bundle ξ d,k over C k;I with rank
Proof. The argument is exactly analogous to the one in the proof of [1, Lemma 4.4] . Namely, an element of
is an n-tuple of polynomials in Σ d and u is an element of the interior of the span of the images of k distinct points 
∈ C k;I (x j ∈ C, s j ∈ L(I)) be any fixed element and consider the fibre π −1 k,d (c). For each 1 ≤ j ≤ k, we set s j = (s 1,j , · · · , s n,j ) and consider the condition
In general, the condition f t (x j ) = s t,j gives one linear condition on the coefficients of f t , and it determines an affine hyperplane in P d (C). For example, if we set
. .
, it follows from the properties of Vandermonde matrices that the condition (4.5) gives exactly k independent conditions on the coefficients of f t (z). Thus the space of polynomials f t (z) in P d (C) which satisfies (4.5) is the intersection of k affine hyperplanes in general position and has codimension k in P d (C). Hence, the fibre π 
where the twisted coefficients system ±Z comes from the Thom isomorphism. 
by using the Thom isomorphism there is a natural isomorphism E
as in (2.7). In fact, by exactly the same argument, it also naturally extends to an open
n and by restriction we get an open embedding
Because one-point compactification is contravariant for open embeddings, (4.7) induces the maps d+ :
where Al denotes the Alexander duality isomorphism ands * d+ the composite of the homomorphisms
By the universality of the non-degenerate simplicial resolution ([15, Page 286-287]), the maps d (given by (4.7)) also naturally extends to a filtration preserving open embedding
This induces a filtration preserving map (s
and thus a homomorphism of spectral sequences
where for ǫ ∈ {0, 1}, E
is an isomorphism for any s.
Proof. Suppose that 1 ≤ k ≤ d. It follows from the proof of Lemma 4.3 that there is a homotopy commutative diagram of affine vector bundles
Hence, we have a commutative diagram
and the assertion follows. 
Then, by using Lemma 3.5 and the same method as in [16, §2 and §3] (cf. [14, Lemma 2.2]), for ǫ ∈ {0, 1} we obtain the truncated spectral sequence
where By the naturality of truncated simplicial resolutions, the filtration preserving maps d :
(given by (4.9)) gives rise to a natural filtration preserving map
which, in a way analogous to (4.10), induces a homomorphism of spectral sequences (4.13) {θ
Proof. Since the proofs of both cases are identical, we will only consider the case ǫ = 0. Since 
) for k ≤ d, the assertion follows from Lemma 4.6.
Homological stability.
In this section we prove Theorem 2.7, Theorem 2.8 and Theorem 1.11.
Proof of the homology stability. First, we give a proof of Theorem 2.7.
Proof of Theorem 2.7. We write r min = r min (I), and consider the homomorphism θ 
Next, we assume that 0 ≤ k ≤ d, and investigate the condition that θ ∞ k,s is an isomorphism. Note that the groups E(d)
,s for ǫ ∈ {0, 1}, and applying Lemma 4.10, we see that θ 2 k,s is an isomorphism if (k, s) / ∈ S 1 ∪ S 2 , where
A similar argument shows that θ 3 k,s is an isomorphism if (k, s) / ∈ and applying the inductive hypothesis, we see that θ
A t , where A t denotes the set
Note that if this set was empty for every t, then, of course, the conclusion of Theorem 2.7 would hold in all dimensions (this is known to be false in general). If A t = ∅, it is easy to see that a(t) = min{s
Then, by ( * ) 1 and ( * ) 2 , we see that θ
So we see that s d is a homology equivalence through dimension D(I; d).
Proof. The assertion easily follows from Theorem 2.5 and Theorem 2.7.
Next, we prove Theorem 2.8. Since L(I(n)) = {0}, we see that C k;I = C k (C) if I = I(n). To prove Theorem 2.8, we use the spectral sequence given in (4.2) for ǫ ∈ {0, 1},
The following result easily follows from Remark 4.4 and Lemma 4.5.
Lemma 5.2. Let I = I(n) and ǫ ∈ {0, 1}.
= 0 for any s.
(ii) E 1;d+ǫ 0,0
Proof of Theorem 2.8. Consider the homomorphism {θ
k,s } of spectral sequences given in (4.10). By using Lemma 5.2 we can easily show thatθ
Now we can also prove Theorem 1.11.
Proof of Theorem 1.11. Assume that n ≥ 3. It follows from Theorem 2.5 and Theorem 2.8 that the inclusion
However, if n ≥ 3, the two spaces Hol * d (S 2 , CP n−1 ) and Ω 2 S 2n−1 are simply connected. Hence, i d is a homotopy equivalence through dimension D * (d, n).
Alternative proof.
We give the another proof of Theorem 2.8 by using [2] and [4] . First, recall the following result.
(k-times), and D k (2n−3) the k-th summand of
Proof. Since there is a homotopy equivalence
An alternative proof of Theorem 2.8.
whereŝn and pr denote the Snaith splitting map [19] and the natural projection, respectively. Note that ι n d+ǫ is a stable homotopy equivalence for ǫ ∈ {0, 1} [4] . It follows from [2] that the space Hol
) has a C 2 -structure and that the inclusion map i : Hol
Hence, there is a stable homotopy commutative diagram
Then by Lemma 5.3 the map s d is a homology equivalence through dimension D * (d, n).
6 Polyhedral products and the space X I .
In this section, we review some basic facts concerning the topology of the space X I which were omitted in [11] . Lemma 6.6 ([3] ). Let K be a simplicial complex on the index set [n], and let T n denote the n dimensional torus,
Proof. Both assertions follow from [3, Theorem 8.9, Corollary 6.30].
6.2. The topology of the space X I . Next, we review several basic facts concerning the topology of the space X I .
Lemma 6.7 ([11]
). The space X I is simply-connected and π 2 (X I ) = Z.
Proof. There is a homotopy equivalence Y I = U(K(I)) ≃ Z K(I) and Z K(I) is 2-connected [3, Theorem 6.33]. Thus Y I is 2-connected. Now the assertion easily follows from the C * -principal bundle sequence (1.4).
We will next consider a fibration sequence (6.2), which generalizes the fibration sequence given in [18, page 44] and was used in [11] . But the details of its construction were omitted in [11] , and instead the reader was referred to an analogous argument in [18] . For the sake of completeness of this paper, we give a different proof by using basic properties of polyhedral products.
Proposition 6.8 ([11]
). There is a fibration sequence up to homotopy equivalence
Proof. Let G = (C * ) n = T n C and consider the natural G-action on Y I by coordinate-wise multiplication. This action naturally induces a fibration sequence
where the map ι ′ 1 is the inclusion map. Similarly, let G 1 = T n−1 C and recall the G 1 -action on X I given by (1.5) . This also induces a fibration sequence (6.4)
where the map ι ′ 2 is given by ι 
where three vertical maps a, a ′ and a ′′ are given by the group actions. Now let f : EG × G Y I → EG 1 × G 1 X I denote the map defined by f = Eπ 1 × π 1 p I and let F be its homotopy fibre. Then it follows from the diagram (6.5) and [8, (2.1) ] that there is a homotopy commutative diagram
where all the horizontal and vertical sequences are fibration sequences. From the definitions of the maps ι ′ 1 and ι ′ 2 , we see that the map g is the identity (up to homotopy). Hence, F is contractible and f is a homotopy equivalence. Thus there is a fibration sequence (up to homotopy) (6.6)
On the other hand, it follows from the proof of [3, Corollary 6 .29] that there is a homotopy equivalence
Hence, by Lemma 1.2, Lemma 6.6, (6.7) and Corollary 6.4, we have homotopy equivalences
Substituting into (6.6), we obtain the the fibration sequence (6.2).
Corollary 6.9. The map Ω 2 q I :
is a homotopy equivalence.
7 The fan of Σ I and the proof of the main result.
In this section we shall consider the fan Σ I associated to the toric variety X I and give a proof of our main result (Theorem 1.10). defined by
As Σ I(n) is the fan of the toric variety CP n−1 , it is well known that
Since X I is a T n−1 C -invariant subspace of CP n−1 , we have:
By part (i) of Remark 1.3, we also have:
Since K(I) is a simplicial complex, we easily see that the set Cone σ : σ ∈ K(I) is a fan in R n−1 . In fact, we can show the following:
Proof. Recall the construction of the fan of CP n−1 by means of the orbit-cone correspon- L σ ⇔ σ(ǫ) ∈ K(I).
In other words, Σ I = {Cone σ : σ ∈ K(I)}.
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Corollary 7.3. If I = J(n), then Σ J(n) = {0}, Cone(e k ) : 0 ≤ k ≤ n − 1 . In particular, Σ J(n) contains all one dimensional cones in Σ I(n) .
For a fan Σ, let Σ(1) denote the set consisting of all one dimensional cones in Σ.
Corollary 7.4. Σ I (1) = Σ I(n) (1) = {Cone(e k ) : 0 ≤ k ≤ n − 1}.
Proof. Note that X J(n) ⊂ X I ⊂ CP n−1 , and that X J(n) and X I are T n−1 C -invariant subspaces of CP n−1 . Hence, Σ J(n) ⊂ Σ I ⊂ Σ I(n) , and so that Σ J(n) (1) ⊂ Σ I (1) ⊂ Σ I(n) (1) . On the other hand, Σ I(n) (1) = Σ J(n) (1) = {Cone(e k ) : 0 ≤ k ≤ n − 1} by Corollary 7.3. Hence we see that Σ I (1) = Σ I(n) (1) = {Cone(e k ) : 0 ≤ k ≤ n − 1}. Definition 7.6. Let Σ be a fan in R n−1 and let X Σ denote the toric variety associated to Σ. As there are no non-constant holomorphic maps from CP 1 to T n−1 C , we assume that X Σ = T n−1 C and let Σ(1) = {ρ 1 , · · · , ρ r }. 6 For each 1 ≤ k ≤ r, let n k ∈ Z n−1 denote the primitive element of ρ k (i.e. ρ k ∩ Z n−1 = Z ≥0 · n k .) We say that a set of primitive elements {n it } s t=1 = {n i 1 , · · · , n is } is primitive if the whole set does not lie in any cone in Σ but any of its proper subsets spans a cone in Σ ([6, page 304]). Let r Σ denote the positive integer Example 7.7. (i) If Σ = Σ I(n) , X Σ = CP n−1 and Σ I(n) (1) = {Cone(e k ) : 0 ≤ k ≤ n − 1}. Since the primitive generator of Cone(e k ) is e k and {e 0 , · · · , e n−1 } is the only primitive set, r Σ I(n) = n.
(ii) Similarly, because Σ J(n) = {0, Cone(e k ) : 0 ≤ k ≤ n − 1}, the set {e i , e j } is primitive for any 0 ≤ i < j ≤ n − 1. Hence, r Σ J(n) = 2.
Lemma 7.8. r min (I) = r Σ I .
Proof. Recall that (1.8) is a homogeneous coordinate representation on the toric variety X I , and consider the closed variety Z = σ / ∈K(I) L σ . Since Z = σ∈I L σ (as in Lemma 1.2) and r min (I) = min{card(σ) : σ ∈ I}, the maximum dimension of an irreducible component of Z is n − r min (I). However, it follows from [6, Prop. 5.1.6] that Z = {n i 1 ,··· ,n is }: primitive L {i 1 ,··· ,is} . Hence, its maximum dimension is also equal to n − r Σ I , and we have the equality r min (I) = r Σ I . 6 If X Σ = T n−1 C , Σ = {0} and Σ(1) is the empty set ∅.
