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OPTIMALITY FOR THE TWO-PARAMETER QUADRATIC SIEVE
EMANUEL CARNEIRO, ANDRE´S CHIRRE,
HARALD ANDRE´S HELFGOTT AND JULIA´N MEJI´A-CORDERO
ABSTRACT. We study the two-parameter quadratic sieve for a general test function. We prove, under some
very general assumptions, that the function considered by Barban and Vehov [BV68] and Graham [Gra78]
for this problem is optimal up to the second-order term. We determine that second-order term explicitly.
1. INTRODUCTION
1.1. Background. Throughout this note we let 1 ≤ D1 < D2 be two given real parameters and consider
functions ρ : N → R that verify ρ(d) = 1 for 1 ≤ d ≤ D1, and ρ(d) = 0 for d > D2. For each such a
triple (D1, D2; ρ) we define
M(ρ) =
∑
d1,d2
µ(d1)µ(d2)
[d1, d2]
ρ(d1)ρ(d2), (1.1)
where [d1, d2] denotes the lowest common multiple of d1 and d2. At the simplest level, an upper bound
sieve of Selberg type consists of a choice of coefficients ρ withD1 = 1 in the setup above such that
S =
∑
1≤n≤N

∑
d|n
µ(d)ρ(d)


2
(1.2)
is as small as possible. Note that S gives an upper bound on the number of integers 1 ≤ n ≤ N without
prime factors less than or equal to D2. It is not hard to show that
S = M(ρ)N +Oρ(D
2
2)
as N →∞, and one is then naturally led to the problem of minimizingM(ρ) for givenD2. The optimal
choice ρ∗ was found by Selberg in 1947 [Sel47] (see also [FI10, Chapter 7]). The corresponding minimal
value is given by
M(ρ∗) =
1∑
d≤D2
µ2(d)
φ(d)
=
1
logD2
− c0 + o(1)
log2D2
, (1.3)
where
c0 = γ +
∑
p
log p
p(p− 1) = 1.33258227 . . . .
The value of ρ∗(d) found by Selberg depends heavily on the divisibility properties of d. For quite a
few applications, it is better to restrict the search to functions ρh(d) that are scaled versions of a given
continuous function h : R → R, with h(x) = 0 for x ≤ 0 and h(x) = 1 for x ≥ 1, by considering
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ρD1,D2,h : (0,∞)→ R given by
ρD1,D2,h(t) = h
(
log(D2/t)
log(D2/D1)
)
. (1.4)
Sieves of this type were studied in depth from the late 60s to the early 80s [BV68], [Mot74], [Gra78],
[Jut79b], [Jut79a], [Mot83] and then seem to have lain half-dormant until their use in the work of Gold-
ston and Yildirim (e.g., [GY02]) and much of what followed (vd. [GPY09], [Pol14], [May16], [Vat18]).
See also the application in [HB97] and [HT06].
We will write M(D1, D2; h) for M(ρD1,D2,h). It has been long known (see for instance [Gra78]) that
the choice
h0(x) =


0 for x < 0,
x for 0 ≤ x ≤ 1,
1 for x > 1,
(1.5)
in (1.4) gaveM(1, D2; h0) with the same main term (as D2 → ∞) as the value given by Selberg’s sieve
(1.3). Thus, h0(x) was used in practice, although the lower-order terms of M(1, D2; h0) do not seem to
have ever been worked out in the literature.
In the two-parameter case, Barban and Vehov [BV68] proved thatM(D1, D2; h0)≪ (log(D2/D1))−1,
and Graham [Gra78] went further by showing that
M(D1, D2; h0) =
1
log D2
D1
+O
(
1
log2 D2
D1
)
. (1.6)
We can then ask ourselves here: (a) What is the second-order term in M(1, D2; h0) or, more generally,
inM(D1, D2; h0)? (b) For which functions h do we obtain the optimal main term? (c) Out of those, for
which do we obtain also the optimal second-order term? Part of the motivation for (a) is that the error
term in (1.6) is rather large, and can be an obstacle to applications. For some applications, we actually
need the second-order term to be explicit.
1.2. Results. Write |f |2 for the L2(R)-norm of a function f defined almost everywhere on R, and V (f)
for the infimum of the total variation |g|TV over all functions g : R → R that are equal to f almost
everywhere.1
Our first result extends (1.6). It is related to some existing general results (see §1.3 below), though
they usually consider smooth and compactly supported test functions and focus on the main asymptotic
term. We will be more specific, in that we will give a bound on the error term as in (1.6), while working
under much weaker regularity assumptions. We will provide a concise but self-contained proof, in part
because we will reuse parts of it towards our other results in this paper.
1In fact, we could say “minimum”: if f is of bounded variation, there exists a representative g that actually attains the
minimum of the total variation in the equivalence class. (See [AP07, Lemma 3.3] or [AFP00, Thms. 3.27 and 3.28] for recent
references; the statement is surely older). We use this fact for simplicity in some of our arguments below, but it is not crucial;
we could just as well work with minimizing sequences.
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Theorem 1. Let 1 ≤ D1 < D2 and let h : R → R be an absolutely continuous function, with h(x) = 0
for x ≤ 0 and h(x) = 1 for x ≥ 1, and such that V (h′) <∞. Then,
M(D1, D2; h) =
|h′|22
log D2
D1
+O
(
V (h′)2
log2 D2
D1
)
. (1.7)
Clearly, by Cauchy-Schwarz, |h′|2 ≥ 1, with equality if and only if h = h0 given by (1.5). More
can be said about the rigidity of the function h0 as the optimizer, even when we take into consideration
perturbations in the appropriate scale (see Theorem 3 below). Before we move to this discussion, let us
first determine the second-order term for the choice h0.
Theorem 2. Let 1 ≤ D1 < D2 and let h0 be given by (1.5).
(i) If D1 = 1,
M(1, D2; h0) =
1
logD2
− κ
log2D2
+O
(
e−C
√
logD2
log2D2
)
(1.8)
for some C > 0.
(ii) In the general case 1 ≤ D1 < D2 ,
M(D1, D2; h0) =
1
log D2
D1
− 2κ
log2 D2
D1
+O
(
e−C
√
logD2/D1 + e−C
√
logD1
log2 D2
D1
)
. (1.9)
for some C > 0. Here
κ =
1
2pi
∫ ∞
−∞
(
t2 − H(t)|ζ(1 + it)|2
)
dt
t4
= 0.607314 . . . , (1.10)
with
H(t) =
∏
p
(
1− 2
p2
(
1− cos(t log p))(
1− 2p−1(cos t log p) + p−2)
)
.
The numerical value of the constant κ in (1.10) was determined rigorously, by means of interval arith-
metic, and its variant, ball arithmetic 2. See Section 4.
We are now in position to state a stronger optimality result.
Theorem 3. Let 1 ≤ D1 < D2 and let h0 be given by (1.5). Let h1 : R→ R be an absolutely continuous
function, with h1(x) = 0 for x ≤ 0 and h1(x) = 0 for x ≥ 1, and such that V (h′1) < ∞. Let
g : [1,∞)→ [1,∞) be a function with limx→∞ g(x) =∞ and set
h(x) = h0(x) +
1
g
(
log D2
D1
) h1(x). (1.11)
2The packages used were ARB [Joh18], for ball arithmetic, and MPFI [RR05], for interval arithmetic. Many smaller compu-
tations are included in the TeX source, via SageTeX; they take a total of a couple of seconds on modern equipment. All other
computations are included in a Jupyter/Sagemath worksheet, to be found in the arXiv submission. Their total running time is
somewhere between a long coffee break and a tea hour.
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Then,
M(D1, D2; h) ≥M(D1, D2; h0) +O

 V (h′1) + V (h′1)2
g
(
log D2
D1
)
log2 D2
D1

 .
In other words, h0 as in (1.5) remains optimal up to the second-order term when we allow small pertur-
bations given by (1.11).
1.3. Relation to the previous literature. In the most classical caseD1 = 1, the main term |h′|22/ logD2
in Theorem 1 was surely known. A more general asymptotic appears in [Pol14, Lemma 4.1] (with an
error term of size o(1) times the main term), accompanied by a mention that “such asymptotics are
standard in the literature”, but earlier appearances seem hard to pin down. Given that the main term is
proportional to |h′|22, determining when it is optimal reduces to a simple application of Cauchy-Schwarz.
The two-parameter problem, with 1 ≤ D1 < D2, was considered in [BV68], [Gra78] for h = h0, and in
[Jut79b] for h(x) = xk for 0 ≤ x ≤ 1, k ∈ N ∪ {0}, in a slightly different setup than our Theorem 1.
A novelty here relative to the older literature is that we can compute lower-order terms, in the one-
parameter and two-parameter cases, and show that h0 as in (1.5) remains optimal even when we take
them under consideration. One of the difficulties involved in proving Theorem 1 is to show that the error
term is small whenever log(D2/D1) is large. For instance, with some work, one can get the right main
term for h(x) a polynomial from the work of Jutila [Jut79b, Theorem 1], but the error term is then not of
the desired size. One difference is that we work with a double contour integral and then extract a single
contour integral as the main term, whereas [Jut79b] and [GY03] use a single contour integral to estimate
a sum that appears within another sum. The same double contour integral studied here appears in [Pol14]
and [May16], but the procedure followed there is somewhat different. A double contour integral also
appears in the study of the unsmoothed sum in [Mot04].
The sum S in (1.2) received a fully explicit estimate in [Hela, Chapter 7] in the range D2 ≫
√
N
(one-parameter case) andD2 ≥ D1≫
√
N (two-parameter case), which was considered by [BV68] and
[Gra78], but which we do not consider here. The approach in [Hela, Ch. 7] (at least in its initial version)
is rather more real-analytic than in the present paper. The sum M(D1, D2; h) was then estimated in a
related way in Sebastia´n Zu´n˜iga Alterman’s thesis [ZnA19], thus making it possible to estimate S for
D2 ≪
√
N . The point of [Hela, Chapter 7] and [ZnA19] is to give good, fully explicit estimates,
rather than to prove optimality. All the same, [ZnA19] succeeds in computing the first three digits of the
constant κ in (1.10) and prove their correctness. The values of κ determined by our method and that of
[ZnA19] naturally coincide.
There are applications for which it is necessary to cover precisely the cases D2≫
√
N (for the one-
parameter sieve) and D2 ≥ D1 ≫
√
N (for the two-parameter sieve); these cases are inaccessible to
most small sieves. Such were the motivating applications both in [Gra78], which allowed an improved
bound on Linnik’s constant ([Jut77], [Gra81]), and in [Hela], where the application is a step in the proof
of the ternary Goldbach conjecture for all odd n ≥ 7. The analysis here could be adapted to prove the the
optimality of h = h0 in the casesD2≫
√
N andD2 ≥ D1≫
√
N , in the senses of Theorems 1 and 3.
We have not gone further in that direction here mainly for reasons of space and for the sake of simplicity.
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Incidentally, the application in [Hela] shows a context in which it is natural to require that the weight
ρ be of the form ρ = ρD1,D2,h as in (1.4), rather than, say, Selberg’s optimal ρ = ρ
∗. In [Hela], the
expression S in (1.2) arises from Vaughan’s identity, followed by Cauchy-Schwarz. To be precise, what
is used is a smoothed form of Vaughan’s identity, with a continuous, monotonic ρ (to be chosen at will)
replacing a sharp cut-off. It would not do to use ρ∗ in such a context, as it is not monotonic. To put
matters otherwise: sums such as S can appear naturally, even if we are not minded to sieve.
1.4. Notation. For the rigorous numerical evaluation parts, for β > 0, we say that α = O∗(β) when
α ∈ [−β, β]. Other symbols such as≪ , O(·) or o(·) are used in the standard way.
1.5. Acknowledgments. The authors’ work started at the workshop Number Theory in the Americas,
which took place at Casa Matema´tica Oaxaca on August 2019, and was funded by H.A. Helfgott’s Hum-
boldt professorship (A. v. Humboldt Foundation) as well as by BIRS/CONACYT. A.Chirre was sup-
ported by Grant 275113 of the Research Council of Norway. E. Carneiro was partially supported by
Faperj - Brazil.
Many thanks are due to C. L.Aldana, who was a member of our team in Oaxaca and thereafter. Thanks
are also due to D. Zagier for suggesting an improved procedure for bounding the infinite product H(t)
(see §4.3.3), as well as to P.Moree, for a related remark, and to J.Maynard for references.
2. PROOF OF THEOREM 1
Throughout the proof we let L = log(D2/D1) be our desired scale, let ρ = ρD1,D2,h be defined as in
(1.4), and let M = M(D1, D2; h) = M(ρD1,D2,h) be defined as in (1.1). Without loss of generality we
assume that we are choosing a representative h′ of bounded variation such that |h′|TV = V (h′) <∞.
2.1. Mellin transform and the integral formulation. For ℜ(s) > 0, let F be the Mellin transform of ρ
defined by
F (s) =
∫ ∞
0
xs−1ρ(x) dx.
Integration by parts yields
F (s) = −1
s
∫ ∞
0
xsρ′(x) dx = −1
s
∫ D2
D1
xsρ′(x) dx, (2.1)
from which we see that F can be extended to a meromorphic function over C with a simple pole at s = 0
with residue 1. Moreover, a further application of integration by parts yields
F (s) = −1
s
∫ ∞
0
xsρ′(x) dx =
Ds2
s
∫ ∞
−∞
e−tLs h′(t) dt =
Ds2
Ls2
∫ ∞
−∞
e−tLs dh′(t), (2.2)
which then implies
|F (s)| ≤ D
σ
2
L|s|2 max{1, e
−σL}
∫ ∞
−∞
|dh′(t)| = max{D
σ
1 , D
σ
2}
L|s|2 V (h
′), (2.3)
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for all s ∈ C, where σ = ℜ(s). Mellin inversion then yields
ρ(x) =
1
2pii
∫
(σ)
x−sF (s) ds (2.4)
for x > 0, where σ > 0 and the integration runs over the vertical line (σ) := {s ∈ C : ℜ(s) = σ}.
Using (2.4) and (2.3) (to justify the use of Fubini’s theorem below) we can rewrite (1.1) as
M =
∑
d1,d2
µ(d1)µ(d2)
[d1, d2]
ρ(d1)ρ(d2) =
1
(2pii)2
∫
(σ2)
∫
(σ1)
F (s1)F (s2)
(∑
d1,d2
µ(d1)µ(d2)d
−s1
1 d
−s2
2
[d1, d2]
)
ds1 ds2.
with σ1, σ2 > 0. A routine computation yields∑
d1,d2
µ(d1)µ(d2)d
−s1
1 d
−s2
2
[d1, d2]
=
ζ(1 + s1 + s2)
ζ(1 + s1)ζ(1 + s2)
G(s1, s2),
with ζ being the Riemann zeta-function and
G(s1, s2) =
∏
p
(
1 +
p1+s1 + p1+s2 − p1+s1+s2 − p
p1+s1+s2(p1+s1 − 1)(p1+s2 − 1)
)
. (2.5)
Note that G is uniformly bounded in the region
{
(s1, s2) ∈ C2 : ℜ(s1) ≥ −15 and ℜ(s2) ≥ −15
}
. Our
task then becomes to study the double integral
M =
1
(2pii)2
∫
(σ2)
∫
(σ1)
ζ(1 + s1 + s2)F (s1)F (s2)
ζ(1 + s1)ζ(1 + s2)
G(s1, s2) ds1 ds2.
We will proceed by applying the residue theorem.
2.2. Shifting the contours of integration. We make use of the classical zero-free region of ζ , and a
standard bound on 1/ζ(s) therein, as described in, say [MV12, Thms. 6.6–6.7]. (Naturally, somewhat
stronger results can be obtained by means of a Vinogradov-style zero-free region). There exists a constant
c0 > 0 such that
1
|ζ(s)| ≪ log(|t|+ 2) (2.6)
for s = σ + it uniformly in the region σ ≥ 1 − c0(log(|t| + 2))−1. Let C be the contour given by
C = {s = σ + it : σ = −c0(log(|t| + 2))−1}. Note that 1 + C = {1 + s : s ∈ C} falls in the zero-free
region for ζ . Fix σ2 > 0 small, but still such that σ2 > −ℜ(s) for all s ∈ C. Then, when we move the
contour in the inner integral below we pick up no poles and get
M =
1
(2pii)2
∫
(σ2)
(∫
(σ1)
ζ(1 + s1 + s2)F (s1)G(s1, s2)
ζ(1 + s1)
ds1
)
F (s2)
ζ(1 + s2)
ds2
=
1
(2pii)2
∫
(σ2)
(∫
C
ζ(1 + s1 + s2)F (s1)G(s1, s2)
ζ(1 + s1)
ds1
)
F (s2)
ζ(1 + s2)
ds2
=
1
(2pii)2
∫
C
(∫
(σ2)
ζ(1 + s1 + s2)F (s2)G(s1, s2)
ζ(1 + s2)
ds2
)
F (s1)
ζ(1 + s1)
ds1, (2.7)
where the use of Fubini’s theorem in the last passage is justified from the decay estimates (2.3) and (2.6).
Now, for each fixed s1 in (2.7), we shift the contour in the inner integral to C picking up a simple pole
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when s2 = −s1. Hence
M =
1
2pii
∫
C
G(s1,−s1)F (−s1)F (s1)
ζ(1− s1)ζ(1 + s1) ds1
+
1
(2pii)2
∫
C
(∫
C
ζ(1 + s1 + s2)F (s2)G(s1, s2)
ζ(1 + s2)
ds2
)
F (s1)
ζ(1 + s1)
ds1.
(2.8)
2.3. Error term: double integral. We claim that the double integral in (2.8) contributes to the proposed
error term in (1.7). We use the fact that G is uniformly bounded in this region, together with the decay
estimates (2.3) and (2.6). Recall that if s ∈ C then |s| ≥ c, where c is an absolute constant, and so (2.3)
is suitable in the whole range, that is, even when ℑ(s) is small. It is also convenient to use an estimate of
the type
|ζ(1 + s1 + s2)| ≪ max{|s1 + s2|−1, |s1 + s2|1/4} ≪ max
{
log(2 + |s1|+ |s2|), |s1 + s2|1/4
}
≪ ( log(2 + |s1|) + |s1|1/4)( log(2 + |s2|) + |s2|1/4).
in this region. The first inequality comes from the simple pole of ζ at 1 and basic convexity estimates
in the critical strip (see, e.g., [Tit86, (5.1.5)]; of course one can also use stronger results, such as [Tit86,
Thm. 5.12]). The second inequality follows from the definition of the contour C since
|s1 + s2| ≥ |ℜ(s1 + s2)| = c0
∣∣∣∣ 1log(2 + |ℑ(s1)|) +
1
log(2 + |ℑ(s2)|)
∣∣∣∣≫ 1log(2 + |ℑ(s1)|+ |ℑ(s2)|) .
With these estimates at hand, we obtain∣∣∣∣
∫
C
∫
C
ζ(1 + s1 + s2)F (s2)F (s1)G(s1, s2)
ζ(1 + s2) ζ(1 + s1)
ds2 ds1
∣∣∣∣
≪ V (h
′)2
L2
∣∣∣∣∣
∫
C
∫
C
(
log(2 + |s1|)+|s1| 14
)(
log(2 + |s2|)+|s2| 14
)
log(2 + |s1|)log(2 + |s2|)Dℜ(s1+s2)1
|s1|2 |s2|2 ds2 ds1
∣∣∣∣∣
≪ V (h
′)2
L2
∣∣∣∣∣
∫
C
(
log(2 + |s|) + |s| 14 ) log(2 + |s|)Dℜ(s)1
|s|2 ds
∣∣∣∣∣
2
≪ V (h
′)2
L2
e−C
√
logD1.
for some C > 0. The last inequality follows by breaking the integral in two, at a height |t| ∼ e
√
logD1 .
2.4. Main term. Shifting back the contour C in the simple integral in (2.8) back to the imaginary axis,
we arrive at
M =
1
2pi
∫ ∞
−∞
G(it,−it)|F (it)|2
|ζ(1 + it)|2 dt+O
(
V (h′)2
L2
e−C
√
logD1
)
. (2.9)
We should find the main term of the integral in (2.9). Let g : R→ R be defined by
g(x) := ρ(ex) = h
(
logD2 − x
L
)
.
Identity (2.1), which is initially valid for ℜ(s) > 0, can be rewritten as
−sF (s) =
∫ logD2
logD1
eys g′(y) dy. (2.10)
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Now observe that both sides of (2.10) are entire functions; hence, the identity is valid in the whole C by
analytic continuation. In particular, for s = −2piit we obtain
2piit F (−2piit) =
∫ logD2
logD1
e−2piity g′(y) dy,
and so the function t 7→ 2piit F (−2piit) is the Fourier transform of g′. By Plancherel’s theorem we then
have
1
L
∫ ∞
−∞
|h′(x)|2 dx =
∫ ∞
−∞
|g′(x)|2 dx = 1
2pi
∫ ∞
−∞
t2 |F (it)|2 dt. (2.11)
We propose that (2.11) is the main term we seek. We see from (2.9) that it remains to prove that∫ ∞
−∞
(
G(it,−it)
|ζ(1 + it)|2 − t
2
)
|F (it)|2 dt = O
(
V (h′)2
L2
)
. (2.12)
The functionW (t) = G(it,−it)
ζ(1+it)ζ(1−it) is an even function of t that is analytic in a region containing the real
line. SinceG(0, 0) = 1 we haveW (t)− t2 = O(t4) as t→ 0. (See (4.20) below for an explicit estimate.)
Combining this estimate with the bound from (2.3) on |F (it)|, we obtain that the segment t ∈ [−1, 1]
(say) contributes O(V (h′)2/L2) to the integral on the left side of (2.12).
Since G(it,−it) is uniformly bounded in a neighborhood of the real line, we also have the estimate
|W (t)| ≪ (log |t|)2 for large t. Using the decay estimate (2.3) again, we conclude that (2.12) holds. We
are thus done with the proof of Theorem 1.
3. A PERTURBATION OF THE IDENTITY
In this section we prove Theorem 3. We start by remarking that an adaptation of the proof of Theorem
1 yields a slightly more general result as follows.
Proposition 4. Let 1 ≤ D1 < D2. For i ∈ {1, 2}, let hi : R → R be absolutely continuous functions
with hi(x) = 0 for x ≤ 0 and hi(x) = hi(1) for x ≥ 1. With ρhi = ρD1,D2,hi given by (1.4) we have∑
d1,d2
µ(d1)µ(d2)
[d1, d2]
ρh1(d1)ρh2(d2) =
∫∞
−∞ h
′
1(x) h
′
2(x) dx
log(D2/D1)
+O
(
V (h′1)V (h
′
2)
(log(D2/D1))2
)
.
Let us now focus in the case of Theorem 3 in which we work with the function h0 given by (1.5) and
a function h1 with h1(x) = 0 for x ≥ 1.
Proof of Theorem 3. Let L = log(D2/D1), ρh0 = ρD1,D2,h0 and ρh1 = ρD1,D2,h1 . We start noticing that,
by linearity,
M(D1, D2; h) = M(D1, D2; h0)
+
2
g(L)
∑
d1,d2
µ(d1)µ(d2)
[d1, d2]
ρh0(d1)ρh1(d2) +
1
g(L)2
∑
d1,d2
µ(d1)µ(d2)
[d1, d2]
ρh1(d1)ρh1(d2).
(3.1)
In this particular case we have∫ ∞
−∞
h′0(x) h
′
1(x) dx =
∫ 1
0
h′1(x) dx = h1(1)− h1(0) = 0
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and we may use Proposition 4 to arrive at
2
g(L)
∑
d1,d2
µ(d1)µ(d2)
[d1, d2]
ρh0(d1)ρh1(d2) = O
(
V (h′1)
g(L)L2
)
. (3.2)
Another application of Proposition 4 yields
1
g(L)2
∑
d1,d2
µ(d1)µ(d2)
[d1, d2]
ρh1(d1)ρh1(d2) =
∫∞
−∞ h
′
1(x)
2 dx
g(L)2 L
+O
(
V (h′1)
2
g(L)2L2
)
≥ O
(
V (h′1)
2
g(L)2 L2
)
, (3.3)
where we simply eliminated a non-negative term. Plugging (3.2) and (3.3) into (3.1) we arrive at the
desired conclusion. 
4. THE SECOND-ORDER TERM
In this section we prove Theorem 2. We keep denoting L = log(D2/D1).
4.1. Two-parameter case: 1 ≤ D1 < D2. In this case, recall that in §2.3 we already showed that the
contribution of the double integral in (2.8) is incorporated in the proposed error term in (1.9). Therefore,
the second-order term comes from the evaluation proposed in (2.9)–(2.12), namely
Σ =
1
2pi
∫ ∞
−∞
(
H(t)
|ζ(1 + it)|2 − t
2
)
|F (it)|2 dt, (4.1)
where
H(t) = G(it,−it) =
∏
p
(
1 +
pit + p−it − 2(
p1+it − 1)(p1−it − 1)
)
(4.2)
according to (2.5), and F (s) is the Mellin transform of ρD1,D2,h0 given by (1.4) with h0 defined in (1.5).
In this case, the explicit computation (2.2) yields
F (s) =
Ds2 −Ds1
Ls2
. (4.3)
Hence
Σ =
1
2piL2
∫ ∞
−∞
(
H(t)
|ζ(1 + it)|2 − t
2
)
(Dit2 −Dit1 )(D−it2 −D−it1 )
t4
dt
= −2κ
L2
− 1
piL2
ℜ
(∫ ∞
−∞
(
H(t)
|ζ(1 + it)|2 − t
2
)
(D2/D1)
it
t4
dt
)
, (4.4)
where
κ =
1
2pi
∫ ∞
−∞
(
t2 − H(t)|ζ(1 + it)|2
)
dt
t4
. (4.5)
We shall first show that the oscillatory integral in (4.4) contributes to the error term in (1.9) and, after
that, only the numerical computation of κ will be missing.
It is easy to see that H(s) = G(is,−is) is analytic and bounded on any strip of the form |ℑ(s)| ≤ c,
0 < c < 1. Hence we can shift our contour to −iC, with C as in §2.2, to get∫ ∞
−∞
(
H(t)
|ζ(1 + it)|2 − t
2
)
(D2/D1)
it
t4
dt =
∫
−iC
(
H(t)
|ζ(1 + it)|2 − t
2
)
(D2/D1)
it
t4
= O
(
e
−C
√
log
D2
D1
)
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for some C > 0, where we obtain the bound on the last line splitting the contour C as before. Hence
Σ = −2κ
L2
+O

e−C
√
log
D2
D1
L2

 .
4.2. The case D1 = 1. In the one-parameter case, i.e. D1 = 1, the previous discussion in §4.1 continues
to hold for the analysis of the term Σ defined in (4.1), but we must take a closer look at the double integral
appearing in (2.8), since the reasoning of §2.3 is not sufficient anymore in order to reach the proposed
error term in (1.8).
We want to look at the following term from (2.8)
Σ2 :=
1
(2pii)2
∫
C
∫
C
ζ(1 + s1 + s2)F (s1)F (s2)G(s1, s2)
ζ(1 + s1)ζ(1 + s2)
ds1 ds2 ,
where the contour C is defined in §2.2. From (4.3), in this one-parameter case, we have
F (s) =
Ds2 − 1
Ls2
.
Hence we may simply multiply out to get
F (s1)F (s2) =
1
L2s21s
2
2
(
Ds12 D
s2
2 −Ds12 −Ds22 + 1
)
.
If we break Σ2 into the four corresponding integrals, we may apply the exact same reasoning of §2.3 in
the first three of them to get
Σ2 =
1
L2
1
(2pii)2
∫
C
∫
C
ζ(1 + s1 + s2)G(s1, s2)
ζ(1 + s1)ζ(1 + s2) s21 s
2
2
ds1 ds2 +O
(
e−O(
√
logD2)
)
. (4.6)
Let us further work on the integral appearing in (4.6). Fixing s2 ∈ C we move the integral on s1 to a
vertical line (σ1) with σ1 > −ℜ(s) for all s ∈ C. In this process we pick up two poles, one at s1 = 0 and
another one at s1 = −s2, and get
Σ3 :=
1
L2
1
(2pii)2
∫
C
∫
C
ζ(1 + s1 + s2)G(s1, s2)
ζ(1 + s1)ζ(1 + s2) s21 s
2
2
ds1 ds2
=
1
L2
1
(2pii)2
∫
C
∫
(σ1)
ζ(1 + s1 + s2)G(s1, s2)
ζ(1 + s1)ζ(1 + s2) s
2
1 s
2
2
ds1 ds2 − 1
L2
1
(2pii)
∫
C
1
s22
ds2
− 1
L2
1
(2pii)
∫
C
G(−s2, s2)
ζ(1− s2)ζ(1 + s2) s42
ds2,
where we use the fact that G(0, s2) = 1. In the last expression above, note that the second integral is
zero, as it can be shifted to ℜ(s) → −∞; however, we will let it be for the moment. In the first integral,
we may shift the contour of s2 to a vertical line (σ2) with σ2 > 0 (there will be a pole at s2 = 0, but the
resulting integral will be zero), and rewrite things as
Σ3 =
1
L2
1
(2pii)2
∫
(σ2)
∫
(σ1)
ζ(1 + s1 + s2)G(s1, s2)
ζ(1 + s1)ζ(1 + s2) s21 s
2
2
ds1 ds2
− 1
L2
1
(2pii)
∫
C
(
G(−s2, s2)
ζ(1− s2)ζ(1 + s2) s42
+
1
s22
)
ds2.
(4.7)
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The first integral in (4.7) is zero, since we can move σ1 and σ2 to +∞ at no cost. The second integral
conveniently has no pole at s2 = 0 and we can move the contour the the imaginary axis to get
Σ3 = − 1
2piL2
∫ ∞
−∞
(
G(−it, it)
|ζ(1 + it)|2 t4 −
1
t2
)
dt =
κ
L2
,
with κ defined in (4.5). This second-order contribution will be added up to the −2κ/L2 coming from
(4.4) to result in the final second-order term proposed in (1.8).
4.3. The value of κ. Let us now move to the computation of the constant κ. Since H is even,
κ =
1
pi
(∫ ε
0
+
∫ 1
ε
+
∫ T
1
+
∫ ∞
T
)
=
1
pi
∫ ε
0
(
t2 − H(t)|ζ(1 + it)|2
)
dt
t4
− 1
pi
∫ ∞
T
H(t)
|ζ(1 + it)|2
dt
t4
+
1/ε
pi
− 1
pi
∫ 1
ε
H(t)
|ζ(1 + it)|2
dt
t4
− 1
pi
∫ T
1
H(t)
|ζ(1 + it)|2
dt
t4
.
(4.8)
Each of these integrals will be handled separately, and some of the quantitative estimates we need are
presented in an Appendix at the end.
4.3.1. The integral in the range 0 ≤ t ≤ ε. We are setting apart the integral for t from 0 to ε because
the integrand then undergoes what is called catastrophic cancellation: when two very large terms (here:
H(t)/|ζ(1 + it)|2t4 and 1/t2) nearly cancel out, a naı¨ve computational approach will generally result in
a brutal loss in precision. Thus, we proceed to work out using a truncated Taylor series for the integrand.
Lemma 5. Let H(t) be as in (4.2). Then, for |t| ≤ 1
2
,
1− c2 t2 ≤ H(t) ≤ 1− c2t2 + 2.56 t4, (4.9)
where
c2 =
∑
p
(log p)2/(p− 1)2 = 1.385604 . . . . (4.10)
Proof. Let us write H(t) =
∏
p hp(t), with hp(t) given by
hp(t) = 1 +
pit + p−it − 2(
p1+it − 1)(p1−it − 1) .
We subtract and add back a term ((log p)2/(p− 1)2)t2 to get
hp(t) = 1− (log p)
2
(p− 1)2 t
2 + 2
gp(t)
(p− 1)2(p2 + 1− 2p cos(t log p)) ,
where
gp(t) =
(
p2 + 1− 2p cos(t log p))(log p)2 t2
2
− (p− 1)2(1− cos(t log p)).
Since 1− cosx ≤ x2/2 for any x, we see that gp(t) ≥ 0 for all p and t, and so
hp(t) ≥ 1− (log p)
2
(p− 1)2 t
2. (4.11)
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It is also easy to show that 1− cosx ≥ x2/2− x4/4! for all x, and so
gp(t) ≤
(
(p− 1)2
4!
+
p
2
)
(log p)4 t4.
Thus, since p2 + 1− 2p cos(t log p) ≥ (p− 1)2,
hp(t) ≤ 1− (log p)
2
(p− 1)2 t
2 + Cp t
4, (4.12)
where Cp =
(
(log p)4/(p− 1)4)((p− 1)2/12 + p).
From (4.11) we have
H(t) ≥ M(t) :=
∏
p
(
1− (log p)
2
(p− 1)2 t
2
)
for |t| ≤ 1. Using the fact that the function t 7→ M(t) − 1 + c2 t2 is increasing in 0 ≤ t ≤ 1, where
c2 =
∑
p(log p)
2/(p− 1)2, we getM(t) ≥ 1− c2 t2 for |t| ≤1, and this implies the lower bound in (4.9).
Let us now boundH(t) from above. We can write logH(t) =
∑
p log hp(t). Since log(1 + x) ≤ x for
all x > −1, it follows from (4.12) that
log hp(t) ≤ − (log p)
2
(p− 1)2 t
2 + Cp t
4
for |t| ≤ 1. Hence logH(t) ≤ −c2t2 +
∑
pCp t
4. Using now the fact that exp(−x) ≤ 1 − x + x2/2 for
x ≥ 0 we obtain
H(t) ≤ 1− c2 t2 +
∑
p
Cp t
4 +
c22
2
t4 (4.13)
provided that t2 ≤ c2/
∑
pCp (so that c2t
2 −∑pCp t4 ≥ 0).
It remains to compute c2 and bound
∑
pCp. There is a way to accelerate convergence following essen-
tially the same idea we will later use in §4.3.3; the procedure has been worked out in [Coh]. However,
we do not need to accelerate convergence, as brief, simple computations give acceptable results. First,
observe that
(log t)4 ≤ 37 (t− 1)1/2
for t ≥ 106 (to see this, just square both sides and use calculus). Since t 7→ (log t)4
(t−1)4
(
(t−1)2
12
+ t
)
is
decreasing for t ≥ 106, we have∑
p
Cp ≤
∑
p≤106+1
Cp +
∑
n≥106+2
n odd
(logn)4
(n− 1)4
(
(n− 1)2
12
+ n
)
≤
∑
p≤106
Cp +
1
2
∫ ∞
106+1
(log t)4
(t− 1)4
(
(t− 1)2
12
+ t
)
dt
≤
∑
p≤106
Cp +
37
2
∫ ∞
106+1
(t− 1)1/2
(t− 1)4
(
(t− 1)2
12
+ t
)
dt
≤ 1.59626 + 0.00309 ≤ 1.6.
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For c2 we proceed as follows:
c2 =
∑
p≤5·107
(log p)2
(p− 1)2 +
∑
p>5·107
(log p)2
(p− 1)2 ,
∑
p≤5·107
(log p)2
(p− 1)2 = 1.385604464 +O
∗(1.1 · 10−9).
To estimate the sum over p > 5 · 107, we will use the following estimates on θ(x) = ∑p≤x log p, both
from [Sch76, Thm. 6∗]:
θ(x) > x− c− x
log x
for x ≥ 758711, θ(x) < x+ c+ x
log x
for x > 1. (4.14)
for c− = 0.0239922, c+ = 0.0201384. By integration by parts, for any C ≥ 758711,∑
p>C
(log p)2
(p− 1)2 =
∫ ∞
C
(θ(t)− θ(C))
(
− log t
(t− 1)2
)′
dt <
∫ ∞
C
(
t+ c+
t
log t
− θ(C)
)(
− log t
(t− 1)2
)′
dt
< (c+ + c−)
C
(C − 1)2 +
∫ ∞
C
(
t+ c+
t
log t
)′
log t
(t− 1)2 dt,
(4.15)
and it is clear that∫ ∞
C
(
t+ c+
t
log t
)′
log t
(t− 1)2 dt <
∫ ∞
C
(
1 +
c+
log t
)
log t
(t− 1)2 dt
<
∫ ∞
C
(
log t
(t− 1)2 −
1
(t− 1)t +
1 + c+
(t− 1)2
)
dt =
logC
C − 1 +
1 + c+
C − 1 .
Hence
c2 = 1.385604464 +O
∗(1.1 · 10−9) +O∗(3.759 · 10−7) = 1.3856045 +O∗(4.13 · 10−7).
Therefore for |t| ≤ 1
2
we have t2 ≤ 1
4
< c2/
∑
pCp, and using
∑
p Cp + c
2
2/2 < 2.56 in (4.13) we obtain
the desired upper bound. 
Corollary 6. Let H(t) be as in (4.2) and c2 as in (4.10). Then, for 0 < ε ≤ 12 ,∫ ε
0
(
t2 − H(t)|ζ(1 + it)|2
)
dt
t4
= c ε+O∗(ε3).
with c = c2 + γ
2
0 + 2γ1 = 1.57315 . . . , where γn is the n-th Stieltjes constant.
Proof. By the Laurent series expansion of ζ(s) around s = 1,
ζ(1 + it) =
1
it
+
∞∑
n=0
(−1)nγn
n!
(it)n ,
where γn are the Stieltjes constants. Using the bound |γn| ≤ n!2n+1 (for n ≥ 1) [Lav76, Lemma 4], we
plainly obtain
ζ(1 + it) =
1
it
+ γ0 − iγ1 t− γ2
2
t2 +
iγ3
6
t3 + r1(t),
with
r1(t) = O
∗
(
t4
16
)
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for |t| ≤ 1. By multiplying the above expression by its conjugate we get that
|ζ(1 + it)|2 = 1
t2
+ α1 + α2 t
2 + r2(t), (4.16)
with α1 = γ
2
0 + 2γ1, α2 = γ
2
1 − γ0γ2 − γ33 . Recalling that
γ0 = 0.5772156 . . . , γ1 = −0.0728158 . . . , γ2 = −0.0096903 . . . , γ3 = 0.0020538 . . .
one finds that
r2(t) = O
∗(0.2109 t4) (4.17)
for |t| ≤ 1, where the constant 0.2109 appears as an upper bound for(∣∣∣γ2
2
∣∣∣2 + 2|γ1| ∣∣∣γ3
6
∣∣∣ + ∣∣∣γ3
6
∣∣∣2)+ 2 · (1 + |γ0|+ |γ1|+ ∣∣∣γ2
2
∣∣∣ + ∣∣∣γ3
6
∣∣∣) · 1
16
+
1
162
.
Using (4.16) and the inequalities for H(t) given in Lemma 5, we obtain
(c2 + α1) + (−2.56 + α2) t2 + r2(t)
1 + α1 t2 + α2 t4 + r2(t) t2
≤
(
t2 − H(t)|ζ(1 + it)|2
)
1
t4
≤ (c2 + α1) + α2 t
2 + r2(t)
1 + α1 t2 + α2 t4 + r2(t) t2
(4.18)
for |t| ≤ 1
2
. Since α1 = 0.187546 . . . and α2 = 0.01021 . . . one has
1 + α1 t
2 + α2 t
4 + r2(t) t
2 ≥ 1 (4.19)
for |t| ≤ 1
2
. Subtracting (c2 + α1) from the three terms in (4.18), and using (4.17) and (4.19), we obtain(
t2 − H(t)|ζ(1 + it)|2
)
1
t4
= c2 + α1 +O
∗(2.93t2) (4.20)
for |t| ≤ 1
2
. The constant 2.93 above appears as an upper bound on
α2 +
0.2109
22
and on the larger quantity
(2.56− α2) + 0.2109
22
+ (c2 + α1)
(
α1 +
α2
22
+
0.2109
24
)
.
Naturally, (4.20) implies that∫ ε
0
(
t2 − H(t)|ζ(1 + it)|2
)
dt
t4
= c ε+O∗
(
2.93
3
ε3
)
,
with c = c2 + α1 = 1.57315 . . . , and thus we are done. 
4.3.2. The integral on the tail t ≥ T . We can easily deal with the tail integral in (4.8) by means of the
bound on 1/ζ(1 + it) we will prove in the Appendix.
Lemma 7. For T ≥ 2 we have∫ ∞
T
|H(t)|
|ζ(1 + it)|2
dt
t4
≤ 68.2 · 9 log
2 T + 6 log T + 2
T 3
.
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Proof. From (4.2) we have 0 < H(t) ≤ 1 for all t. Using Proposition 9 we get∫ ∞
T
|H(t)|
|ζ(1 + it)|2
dt
t4
≤
∫ ∞
T
1
|ζ(1 + it)|2
dt
t4
≤ 42.92
∫ ∞
T
(log t)2
t4
dt
≤ 42.9
2
27
· 9 log
2 T + 6 log T + 2
T 3
.

4.3.3. ComputingH(t) efficiently. The problem that remains is that of computingH(t) to high accuracy
in the range ε ≤ t ≤ T , and quickly, since we are to take a numerical integral. We should not just
use the infinite product defining H(t), as it converges rather slowly. We will use a trick to accelerate
convergence. The trick is well-known, and has probably been rediscovered several times; the main idea
goes back at least to Littlewood (apud [Wes22]). See [Helb, §4.4.1]. The idea is to express H(t) as a
product of zeta values times an infinite product that converges much more rapidly thanH(t). That infinite
product can then be truncated after a moderate number of terms at a very small cost in accuracy.
We can write H(t) =
∏
p F2
(
p−1, pit
)
, where
F2(x, y) =
S2(x, y)
(1− xy)
(
1− x
y
) ,
with
S2(x, y) = (1− xy)
(
1− x
y
)
− x2
(
2−
(
y +
1
y
))
.
We start multiplying and dividing by values of ζ(s). Clearly,
H(t) =
ζ(2 + it)ζ(2− it)
ζ(2)2
∏
p
F3
(
p−1, pit
)
,
where
F3(x, y) =
S3(x, y)
(1− xy)
(
1− x
y
)
(1− x2)2
,
with
S3(x, y) = S2(x, y)(1− x2y)
(
1− x
2
y
)
.
Similarly, we may write
H(t) =
(
ζ(2 + it)ζ(2− it)
ζ(2)2
)(
ζ(3 + 2it)ζ(3− 2it)ζ(3)2
ζ(3− it)2ζ(3 + it)2
)∏
p
F4
(
p−1, pit
)
, (4.21)
where
F4(x, y) =
S4(x, y)
(1− xy)
(
1− x
y
)
(1− x2)2 (1− x3y)2
(
1− x3
y
)2 , (4.22)
with
S4(x, y) = S3(x, y)(1− x3y2)
(
1− x
3
y2
)
(1− x3)2.
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Now, the idea is to give an expression F4
(
p−1, pit
)
= 1 + ε(p) and use it to truncate the infinite product
in (4.21). Using the definition (4.22) of F4(x, y), we see that
F4(x, y) = 1 +
R4(x, y)
x4
y4
(1− xy)
(
1− x
y
)
(1− x2)2 (1− x3y)2
(
1− x3
y
)2 ,
where R4(x, y) is a polynomial in x and y. In order to estimate its value when x = 1/p, y = p
it, we
define a polynomialQ in x where the coefficient of xj is the sum of the absolute values of the coefficients
of the monomials xjyk in R4(x, y). By a straightforward computation,
Q(x) = 4x14+4x12+16x11+16x10+24x9+24x8+8x7+40x6+48x5+16x4+24x3+8x2+8x+20.
Therefore we have F4(p
−1, pit) = 1 + ε(p), where
|ε(p)| ≤ p
−4Q(p−1)
(1− p−1)2(1− p−2)2(1− p−3)4 .
Let C > 0 be a parameter (to be chosen later). We rewrite (4.21) as
H(t) =
(
ζ(2 + it)ζ(2− it)
ζ(2)2
)(
ζ(3 + 2it)ζ(3− 2it)ζ(3)2
ζ(3− it)2ζ(3 + it)2
)∏
p≤C
F4
(
p−1, pit
)∏
p>C
(1 + ε(p)).
It is clear that, for p ≥ C,
|ε(p)| ≤ p−4D(C) ≤ C−4D(C),
where D(t) := Q(t−1)/
(
(1− t−1)2(1− t−2)2(1− t−3)4).We write δ = δ(C) = C−4D(C). SinceD(C)
is a decreasing function of C, so is δ(C). Thus, δ(C) ≤ δ(4) < 1 for C ≥ 4. By the mean value
theorem,
| log(1 + ε(p))| ≤ |ε(p)|max
|ξ|≤δ
∣∣∣∣ 11 + ξ
∣∣∣∣ = |ε(p)| 11− δ
for p ≥ C. Therefore∣∣∣∣∣ log
∏
p>C
(
1 + ε(p)
)∣∣∣∣∣ =
∣∣∣∣∣
∑
p>C
log
(
1 + ε(p)
)∣∣∣∣∣ ≤ 11− δ
∑
p>C
|ε(p)| ≤ D(C)
1− δ
∑
p>C
1
p4
.
To estimate
∑
p>C 1/p
4, we will use the upper bound on θ(x) in (4.14), together with the following
lower bound from [Sch76, Cor. 2∗]:
θ(x) > x− 6
7
x
log x
for x ≥ 67.
We proceed much as in (4.15): by integration by parts,
∑
p>C
1
p4
=
∫ ∞
C
(θ(t)− θ(C))
(
− 1
t4 log t
)′
dt <
∫ ∞
C
(
t+ c+
t
log t
− θ(C)
)(
− 1
t4 log t
)′
dt
<
c+ +
6
7
C3 log2C
+
∫ ∞
C
(
t+ c+
t
log t
)′
dt
t4 log t
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and it is easy to see that∫ ∞
C
(
t+ c+
t
log t
)′
dt
t4 log t
<
∫ ∞
C
(
1 +
c+
log t
)
dt
t4 log t
<
1
3C3 logC
,
since c+ < 1/3. So, for C ≥ 67,∣∣∣∣ log∏
p>C
(
1 + ε(p)
)∣∣∣∣ ≤ D(C) ·
1
3
+
c++
6
7
logC
(1− δ)C3 logC .
HereD(C) tends rapidly to the constant coefficient ofQ (that is, 20) whenC →∞.By |ex−1| ≤ e|x|−1,
we see that ∣∣∣∣ ∏
p>C
(
1 + ε(p)
)−1 − 1∣∣∣∣ ≤ eρ(C) − 1,
where ρ(C) = D(C) · (1/3 + (c+ + 67)/ logC)/(1− δ)C3 logC. Since |H(t)| ≤ 1, we conclude that(
ζ(2 + it)ζ(2− it)
ζ(2)2
)(
ζ(3 + 2it)ζ(3− 2it)ζ(3)2
ζ(3− it)2ζ(3 + it)2
)∏
p≤C
F4(p
−1, pit) =H(t)
∏
p>C
(1 + ε(p))−1
=H(t) +O∗
(
eρ(C) − 1).
(4.23)
We will denote the product on the left-hand side of (4.23) byHC(t). ThusH(t) = HC(t)+O
∗(eρ(C)−1).
Here is a table with some values of the quantities we have just discussed.
C D(C) δ ρ(C) exp(ρ(C))− 1
250 20.194 . . . ≤ 5.2 · 10−9 ≤ 1.153 · 10−7 ≤ 1.153 · 10−7
750 20.064221 . . . ≤ 1 · 10−10 ≤ 3.347 · 10−9 ≤ 3.347 · 10−9
3000 20.01601 . . . ≤ 2.5 · 10−13 ≤ 4.11 · 10−11 ≤ 4.11 · 10−11
Remark. D.Zagier suggests the following variant, which would also be applicable to other products like
H(t). We can repeat the above procedure ad infinitum, expressing H(t) as an infinite product of values
of the form ζ(a+ ibt), a ≥ 2, |b| < a, a, b ∈ Z. In order to ensure absolute convergence, we may choose
to work with an infinite product of values of
ζ>C(s) = ζ(s)
∏
p≤C
(1− p−s),
for some sufficiently largeC, and multiply in the end by
∏
p≤C F2(p
−1, pit), We then obtain an expression
of the form
H(t) =
∏
p≤C
F2(p
−1, pit) ·
∏
a≥2
∏
|b|<a
ζ>C(a+ ibt)
αa,b , (4.24)
where αa,b can be determined recursively and bounded fairly easily. (In the particular case of our product
H(t), a closed expression for αa,b in terms of the the series expansion of (1+x+
√
(1− x)(1 + 3x))/2 is
also possible.) One can bound the tail
∏
a>A
∏
|b|<a of the double product in (4.24) using |ζ>C(a+ibt)| ≤
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|ζ>C(a)| and the following easy bound: for C an integer,
|ζ>C(a)| ≤ 1 +
∑
n odd, n>C
1
na
≤ 1 + 1
2
∫ ∞
C
t−adt = 1 +
C1−a
2(a− 1) ,
where we use the convexity of t 7→ t−a. In the case of our product H(t), P. Moree points out that αa,b
grows slowly enough that taking C = 4 is sufficient to ensure absolute convergence; one can of course
also take a larger C.
4.3.4. Conclusion. Let us first compute the integral from ε to 1, setting ε = 2 · 10−3. It makes sense to
split the integral into (at least) two parts, since we will need to approximateH(t) to different precisions:∫ 1
ε
H(t)
|ζ(1 + it)|2
dt
t4
=
∫ 2·10−1
2·10−3
H(t)
|ζ(1 + it)|2
dt
t4
+
∫ 1
2·10−1
H(t)
|ζ(1 + it)|2
dt
t4
.
By our discussion above,∫ 1
2·10−1
H(t)
|ζ(1 + it)|2
dt
t4
=
∫ 1
2·10−1
H750(t)
|ζ(1 + it)|2
dt
t4
+O∗(eρ(750) − 1)
∫ 1
2·10−1
1
|ζ(1 + it)|2
dt
t4
= 3.20641404 +O∗(3.9 · 10−9) +O∗(3.3468 · 10−9) · O∗(3.85768)
= 3.20641404 +O∗(1.7 · 10−8),∫ 2·10−1
2·10−3
H(t)
|ζ(1 + it)|2
dt
t4
=
∫ 2·10−1
2·10−3
H3000(t)
|ζ(1 + it)|2
dt
t4
+O∗(eρ(3000) − 1)
∫ 2·10−1
2·10−3
1
|ζ(1 + it)|2
dt
t4
= 494.69534269 +O∗(1.44 · 10−8) +O∗(4.1011 · 10−11) · O∗(494.96295)
= 494.69534269 +O∗(3.5 · 10−8),
where we perform rigorous numerical integration by means of the ARB ball-arithmetic package. Hence,
in total, ∫ 1
2·10−3
H(t)
|ζ(1 + it)|2
dt
t4
= 497.90175673 +O∗(5.3 · 10−8).
It remains to compute the integral
∫ T
1
H(t)
|ζ(1+it)|2
dt
t4
for a reasonable value of T . We choose T = 7500.
First of all: interval arithmetic gives us (among other things) an upper bound on the maximum of a
real-valued function (such as 1/|ζ(1 + it)|2t4) on an interval (say, [r, r + 1/100]. In this way, letting r
range over 1
100
Z ∩ [200, 7500] and then summing, we get that∫ 7500
200
1
|ζ(1 + it)|2
dt
t4
≤ 7.1035 · 10−8.
Of course, ∣∣∣∣
∫ 7500
200
H(t)
|ζ(1 + it)|2
dt
t4
∣∣∣∣ ≤
∫ 7500
200
1
|ζ(1 + it)|2
dt
t4
.
By rigorous numerical integration in ARB,∫ 200
1
H250(t)
|ζ(1 + it)|2
dt
t4
= 0.19345589 +O∗(9.58 · 10−8).
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Much as before, we have an additional error term
O∗(eρ(200) − 1) ·
∫ 200
1
1
|ζ(1 + it)|2
dt
t4
= O∗(1.153 · 10−7) · O∗(0.44903) = O∗(5.18 · 10−8).
Hence ∫ 200
1
H(t)
|ζ(1 + it)|2
dt
t4
= 0.19345589 +O∗(1.476 · 10−7).
Putting our bound on the integral from 200 to 7500 in the error term, we obtain that∫ 7500
1
H(t)
|ζ(1 + it)|2
dt
t4
= 0.19345589 +O∗(2.187 · 10−7)
for T = 7500.
By Lemma 7,∫ ∞
7500
|H(t)|
|ζ(1 + it)|2
dt
t4
≤ 68.2 · 9 log
2 7500 + 6 log 7500 + 2
75003
≤ 1.2482 · 10−7.
By Corollary 6,∫ 2·10−3
0
(
t2 − H(t)|ζ(1 + it)|2
)
dt
t4
= 0.00314631 +O∗(1 · 10−8) +O∗(8 · 10−9).
Going back to (4.8), we obtain that
κ =
1
pi
(500 + 0.00314631− 497.90175673− 0.19345589)
+
1
pi
O∗
(
5.3 · 10−8 + 2.187 · 10−7 + 1.2482 · 10−7 + 1.8 · 10−8)
= 0.60731416 +O∗(1.37 · 10−7).
APPENDIX A. EXPLICIT ESTIMATES ON ζ(s)
Here we prove some quantitative estimates for the Riemann zeta-function that may be of independent
interest. We remark that the estimates in Propositions 8 and 9 are not qualitatively the best available (see
e.g. [Tit86, Chapter VI]), but estimates of this form are sufficient for our purposes. What is important,
for practical purposes, is to have an explicit bound on 1/ζ(s) with a reasonable constant, as in Prop. 9.
Proposition 8. For 1 ≤ σ ≤ 2 and t ≥ 500 we have
|ζ(σ + it)| < log t− 0.14.
Proof. We follow the idea of Backlund in [Bac16]. Let s = σ + it such that 1 < σ ≤ 2 and t ≥ 500. For
N ≥ 2, by [Bac16, Eq. (8)] we have the representation
ζ(s) =
N−1∑
n=1
1
ns
+
1
2N s
+
N1−s
s− 1 +
s
12N s+1
− s(s+ 1)
2
∫ ∞
N
ϕ∗(u)
us+2
du , (4.25)
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where ϕ∗(u) is the periodic function obtained by the extension of the polynomial ϕ(u) = u2 − u + 1/6
on the interval [0, 1]. Using the estimate in [Bac16, p. 361] we have∣∣∣∣
N−1∑
n=1
1
ns
+
1
2N s
∣∣∣∣ ≤
N−1∑
n=1
1
n
+
1
2N
< logN + γ,
where γ = 0.5772156 . . . is the Euler’s constant. We bound the term N1−s/(s − 1) by 1/t. Also, if we
write α1 = |s/t| and α2 = |s(s+ 1)/t2| we have α1, α2 < 1.001. Finally, using the bound |ϕ(u)| ≤ 1/6
on [0, 1], it follows that ∣∣∣∣
∫ ∞
N
ϕ∗(u)
us+2
du
∣∣∣∣ ≤ 16
∫ ∞
N
du
u3
=
1
12N2
.
Therefore, combining these estimates in (4.25) we get
|ζ(σ + it)| < logN + γ + 1
t
+
0.084 t
N2
+
0.042 t2
N2
. (4.26)
Now, let λ > 0 be a parameter and define N = ⌊ t
λ
⌋+ 1. Then,
logN < log
(
t
λ
+ 1
)
= log t− log λ+ log
(
1 +
λ
t
)
< log t− log λ+ λ
t
.
Recalling that 1/N < λ/t and t ≥ 500, we obtain in (4.26) that
|ζ(σ + it)| < (log t− log λ+ 0.002λ) + γ + 0.002 + 0.043 λ2.
Optimizing over λ > 0 (λ ≈ 3.3983), we obtain that |ζ(σ + it)| < log t− 0.14. 
Proposition 9. For t ≥ 2 we have ∣∣∣∣ 1ζ(1 + it)
∣∣∣∣ < 42.9 log t.
For comparison: Table 2 in [Tru15] gives the bound |1/ζ(σ + it)| ≤ 1900 log t for |t| ≥ 132.16 and
σ ≥ 1− 1/12 log t. We focus on the case σ = 1.
Proof. First we suppose that t ≥ 500. Let d > 0 be a parameter (to be properly chosen later). From
[Tru15, Table 2] the estimate ∣∣∣∣ζ ′(σ + it)ζ(σ + it)
∣∣∣∣ ≤ 40.14 log t
holds for σ ≥ 1. Then,
log
∣∣∣∣ 1ζ(1 + it)
∣∣∣∣ = −ℜ log ζ(1 + it)
= −ℜ log ζ
(
1 +
d
log t
+ it
)
+
∫ 1+ d
log t
1
ℜ ζ
′
ζ
(σ + it) dσ
≤ − log
∣∣∣∣ζ
(
1 +
d
log t
+ it
)∣∣∣∣ + 40.14 d.
(4.27)
TWO-PARAMETER SELBERG SIEVE 21
On the other hand, we recall the classical estimate [Dav00, Eq. (2), Chapter 13]
ζ3(σ)|ζ4(σ + it) ζ(σ + 2it)| ≥ 1,
for σ > 1. Then, using the inequality ζ(σ) ≤ σ/(σ − 1) and Proposition 8 one arrives at∣∣∣∣ 1ζ(σ + it)
∣∣∣∣ ≤ |ζ(σ)|3/4 |ζ(σ + 2it)|1/4 ≤
(
σ
σ − 1
)3/4(
log(2t)− 0.14)1/4
≤
(
σ
σ − 1
)3/4
(log t+ 0.554)1/4.
(4.28)
From (4.27) and (4.28) we obtain∣∣∣∣ 1ζ(1 + it)
∣∣∣∣ ≤ e40.14 d∣∣ζ(1 + d
log t
+ it
)∣∣ ≤
(
1 +
d
log t
)3/4(
1 +
0.554
log t
)1/4
e40.14 d
d3/4
log t
≤
(
1 +
d
log 500
)3/4(
1 +
0.554
log 500
)1/4
e40.14 d
d3/4
log t.
Letting d = 0.0186, we obtain that |1/ζ(1 + it)| ≤ 42.891 log t for t ≥ 500.
For the case 2 ≤ t ≤ 500, a computation implemented in interval arithmetic shows that∣∣∣∣ 1ζ(1 + it)
∣∣∣∣ ≤ 2.079 log t,
and thus we are done. 
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