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Abstract
We introduce a new method to describe tactical (de-)compositions of symmetric configurations via block (0, 1)-matrices with
constant row and column sum having circulant blocks. This method allows us to prove the existence of an infinite class of symmetric
configurations of type (2p2)p+s where p is any prime and s ≤ t is a positive integer such that t − 1 is the greatest prime power
with t2 − t + 1 ≤ p. In particular, we obtain a new configuration 9810.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction and results
A (tactical) configuration of type (vr , bk) is a finite incidence structure consisting of a set of points and a set of
lines such that (i) there are v points and b lines, (ii) each line is incident with exactly k points and each point is incident
with exactly r lines, (iii) two distinct points are incident with at most one line. If v = b (or equivalently r = k), the
configuration is called symmetric and its type is indicated by the symbol vk .
The deficiency of a symmetric configuration C is d := v − k2 + k − 1. The deficiency is zero if and only if C is a
finite projective plane.
Symmetric configurations of a given type vk may or may not exist, and we call a type vk realizable or unrealizable
accordingly. The Bruck–Ryser Theorem (cf. e.g. [10]) states: if n ≡ 1 or n ≡ 2 (mod 4) there cannot be a projective
plane of order n (i.e. a configuration of type (n2 + n + 1)n+1) unless n can be expressed as a sum of two integral
squares. In [8,12], further non-existence results have been obtained for some types of deficiency 1 and for the type
336, respectively.
Let Σ be the set of realizable types vk . We refer to Σ as the parameter spectrum of symmetric configurations. The
parameter spectrum is often displayed by means of the parameters d and k (cf. Table 1) [8,9,14]. In row k, the entries
v, (v) and (v) indicate types vk for which the answer to the existence problem of a configuration is positive, undecided
and negative, respectively.
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Table 1
The parameter spectrum of symmetric configurations
k \ d 0 1 2 3 4 5 6 7 8 9
3: 7 8 9 10 11 12 13 14 15 16
4: 13 14 15 16 17 18 19 20 21 22
5: 21 (22) 23 24 25 26 27 28 29 30
6: 31 (32) (33) 34 35 36 37 38 39 40
7: (43) (44) 45 (46) (47) 48 49 50 51 52
8: 57 (58) (59) (60) (61) (62) 63 64 65 66
9: 73 (74) (75) (76) (77) 78 (79) 80 81 82
10: 91 92 (93) (94) (95) (96) (97) 98 (99) (100)
11: (111) (112) (113) (114) (115) (116) (117) (118) (119) 120
12: 133 (134) 135 (136) (137) (138) (139) (140) (141) (142)
Consider any finite projective plane of order n. An anti-flag is a non-incident point–line pair. The pencil of lines
through a point is the set of lines that are incident with that point. By removing from the projective plane the pencil of
lines through a point p and the points on a line L not on p, we obtain a configuration of type (n2−1)n with deficiency
n − 2. Since projective planes of order n = q exist for any prime-power q , this construction furnishes an infinite
family of configurations of type (q2 − 1)q . We call them the anti-flag examples, they lie in the second upper diagonal
of the array (called anti-flag diagonal).
A flag of a projective plane of order n is an incident point–line pair. By removing from the projective plane the
pencil of lines through a point p and the points on a line L through p, we obtain a configuration of type (n2)n with
deficiency n − 1. Since projective planes of order n = q exist for any prime-power q, this construction furnishes an
infinite family of configurations of type (q2)q . We call them the flag examples, they lie in the third upper diagonal of
the array (called flag diagonal).
The region between the column of deficiency zero and the anti-flag diagonal is a blank area where the existence
of instances of symmetric configurations is open. Some sporadic examples of symmetric configurations are known,
such as the elliptic semiplanes 457 found by Baker [2] and 13512 announced by Mathon [15], or those obtained as
complements of Baer subplanes, i.e. configurations of type (q4 − q)q2 , instances being the configurations of type 144
and 789. For the region above the flag diagonal existence results are known for many types (cf. e.g. [7,8,14,16]), for
the type 346 see [13].
In this paper, we introduce a method to construct tactical (de-)compositions of symmetric configurations via block
(0, 1)-matrices with constant row and column sum, having circulant blocks. This method inverts the approach of
tactically decomposing configurations due to A. Betten and D. Betten [4].
Theorem 1.1. There exists an infinite class of symmetric configurations of type (2p2)p+s where p is any prime and
s ≤ t is a positive integer such that t − 1 is the greatest prime power with t2 − t + 1 ≤ p.
In particular, we prove that within this class there exist a new configuration 9810 that fills a gap in the blank area
of Σ .
2. Linear incidence structures and Zµ-schemes
The incidence matrix of a finite incidence structure with point set {p1, . . . , pv} and block set {E1, . . . , Eb} is the
(0, 1)-matrix (ai, j ) of order v × b defined by ai, j := 1 if pi ∈ E j and ai, j := 0 otherwise. The incidence matrix of a
configuration of type (vr , bk) is defined analogously.
An incidence matrix of an incidence structure is called linear if and only if every 2× 2 submatrix contains at least
one zero-entry. Note that such a submatrix would induce a substructure contradicting condition (iii).
A (0, 1)-matrix is called doubly k-stochastic if every row and column has exactly k entries 1 (i.e. the sum of
the entries in each row and column is k). A circulant matrix Circ(c0, c1, . . . , cn−1) is the matrix C = (ci, j ) where
ci, j = c j−i (indices taken modulo n) [6]. A matrix is called (λ, µ)-polycirculant if it is a block matrix of order λ in
which each block is a circulant matrix of order µ.
Given a set S ⊆ Zµ, we define χ(S) = (c0, . . . , cµ−1) where ci = 1 if i ∈ S and 0 otherwise, for i = 0, . . . , µ−1.
Given a collection of sets Si, j with each Si, j ⊆ Zµ, we define the matrix A = (Ai, j ), where Ai, j = Circ(χ(Si, j )), for
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1 ≤ i, j ≤ λ. The collection of Si, j with each Si, j ⊆ Zµ, such that ∑λi=1 |Si, j | = k =∑λj=1 |Si, j |, for 1 ≤ i, j ≤ λ,
makes up a matrix S = (Si, j ) called Zµ-scheme of rank k and order λ. A Zµ-scheme is simple if |Si, j | ≤ 1, for
1 ≤ i, j ≤ λ. Note that, if Si, j = ∅, for some 1 ≤ i, j ≤ λ, then χ(Si, j ) = (0, . . . , 0).
Given a Zµ-scheme S = (Si, j ) the matrix A(S) = (Ai, j ), where Ai, j = Circ(χ(Si, j )), for 1 ≤ i, j ≤ λ, turns out
to be doubly k-stochastic (λ, µ)-polycirculant.
Proposition 2.1. Each doubly k-stochastic (λ, µ)-polycirculant (0, 1)-matrix A can be represented by a Zµ-scheme
S = (Si, j ) of rank k and order λ, and conversely, each Zµ-scheme S of rank k and order λ induces a doubly
k-stochastic (λ, µ)-polycirculant (0, 1)-matrix A(S).
Proof. Fix i, j ∈ {1, . . . , λ} and let Ai, j = Circ(c0, . . . , cµ−1) be the (0, 1)-block of A in position i, j . Then
A(1)i, j = (c0, . . . , cµ−1) is the first row of Ai, j , with entries 1 in positions α1, α2, . . . , α f , for some α1, α2, . . . , α f ∈
{1, . . . , µ}. Therefore, if we set Si, j = {α1 − 1, α2 − 1, . . . , α f − 1 }, then χ(Si, j ) = (c0, . . . , cµ−1) = A(1)i, j .
Following this procedure for each 1 ≤ i, j ≤ λ we obtain a collection of sets Si, j . Since A is doubly k-stochastic,
then
∑λ
i=1 |Si, j | = k =
∑λ
j=1 |Si, j | and S = (Si, j ) is a Zµ-scheme of rank k and order λ such that A(S) = A.
The converse is trivial by the definition of Zµ-scheme and doubly k-stochastic (λ, µ)-polycirculant (0, 1)-
matrix. 
3. Criteria for linearity
In this section we study linearity of doubly k-stochastic (λ, µ)-polycirculant (0, 1)-matrices A(S) (represented
by a Zµ-scheme S) and we introduce a new method that allows to construct tactical (de-)composition of symmetric
configurations via these linear matrices.
Proposition 3.1 (Criterion 1). Let S = (Si, j ) be a simple Zµ-scheme of rank k and order λ. Then A(S) is linear if
and only if each submatrix of order 2,
S′ =
(
a b
d c
)
, a, b, c, d ∈ Zµ,
of S satisfies the condition a − b + c − d 6≡ 0 (mod µ).
Proof. Assume that A(S) has a submatrix T = A[im| jl] of order 2 all of whose entries are 1. Since S is simple,
each circulant block of A has only one entry 1 in each row and column. Hence the four entries of T occur in four
distinct blocks of A(S), which, in turn, are represented by a submatrix of order 2 of S, say S′ =
(
a b
d c
)
for some
a, b, c, d ∈ Zµ. Let Ca = Circ(χ(a)), Cb = Circ(χ(b)), Cc = Circ(χ(c)), Cd = Circ(χ(d)) in A(S). Therefore
i − j ≡ a, i − l ≡ b, m − j ≡ d, m − l ≡ c (mod µ).
Subtracting the second and third congruences from the sum of the first and forth, we obtain a + c − b − d ≡
a − b + c − d ≡ 0(mod µ), a contradiction. An analogous reasoning proves the necessity. 
In order to generalise this criterion for not necessarily simple Zµ-schemes, we need some more terminology.
For each µ ∈ N, a subset S = {s0, . . . , sk−1} ⊆ Zµ is called a (deficient) difference set modulo µ if the k2 − k
differences
di, j :≡ si − s j (mod µ)
are pairwise distinct for i, j = 0, . . . , k − 1 with i 6= j . If µ = k2 − k + 1, then S is called perfect [3,7]. Let
∆(S) := {di, j | i, j = 0, . . . , k − 1, i 6= j}.
Lemma 3.2 ([14]). Let S ⊆ Zµ and C = Circ(χ(S)). Then C is linear if and only if S is a difference set modulo µ.

For X, Y ⊆ Zµ, we write X+Y := {x+y (mod µ) | x ∈ X, y ∈ Y } and X−Y := {x−y (mod µ) | x ∈ X, y ∈ Y }.
According to these definitions, Criterion 1 for a not necessarily simple Zµ-scheme reads:
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Proposition 3.3 (Criterion 2). Let S = (Si, j ) be a Zµ-scheme of rank k and order λ. Then the doubly k-stochastic
(λ, µ)-polycirculant (0, 1)-matrix A(S) is linear if and only if for all i, j, l,m ∈ {1, . . . , λ} with i 6= m and j 6= l the
following hold:
(i) If Si, j 6= ∅, then Si, j is a difference set modulo µ;
(ii) If |Si, j | > 1 and |Si,l | > 1 then ∆(Si, j ) ∩∆(Si,l) = ∅;
(iii) If |Si, j | > 1 and |Sm, j | > 1 then ∆(Si, j ) ∩∆(Sm, j ) = ∅;
(iv) 0 6∈ Si, j − Si,l + Sm,l − Sm, j .
Proof. Suppose that conditions (i)–(iv) hold true. Let T = A[α1α2|β1β2] be a submatrix of order 2 of A(S) all of
whose entries are 1, for i, j = 1, 2. There are essentially three possibilities how the entries of T are distributed over
the circulant blocks Ai, j = Circ(χ(Si, j )) arising from the entries S:
(a) all entries lie in one and the same block;
(b) the entries arise from two blocks whose corresponding entries lie either in the same row or in the same column of
S;
(c) the entries lie in four distinct blocks.
Case (a): contradicts condition (i). In case (c) we apply Criterion (1) and obtain a contradiction to condition (iv).
Case (b): suppose that the entries lie in the same row, i.e. (α1, β1) and (α2, β1) ∈ Ai, j = Circ(χ(Si, j )) and (α1, β2)
and (α2, β2) ∈ Ai,l = Circ(χ(Si,l)). Let γs,t :≡ αs − βt (mod µ) with s, t = 1, 2. Therefore γ1,1, γ2,1 ∈ Si, j and
γ1,2, γ2,2 ∈ Si,l . Hence γ1,1−γ2,1 ∈ ∆(Si, j ) and γ1,2−γ2,2 ∈ ∆(Si,l), but then α1−β1−α2+β1 = α1−α2 ∈ ∆(Si, j )
and α1 − β2 − α2 + β2 = α1 − α2 ∈ ∆(Si,l), a contradiction to condition (i i).
An analogous contradiction to condition (i i i) is obtained in case (b) if (α1, β1) and (α1, β2) ∈ Ai, j and (α2, β1)
and (α2, β2) ∈ Am, j .
The only-if part is clear. 
Using the terminology developed above, we can now introduce a new method to construct tactical compositions of
symmetric configurations via block (0, 1)-matrices with constant row and column sum having circulant blocks. Note
that this method inverts the approach of tactically decomposing configurations due to A. Betten and D. Betten [4].
Composition Principle 3.4. Let S be Zµ-scheme of rank k and order λ that fulfills Criterion 2. Then S induces a
doubly k-stochastic (λ, µ)-polycirculant (0, 1)-matrix A(S) which is linear. The matrix A(S) represents a symmetric
configuration of type (λµ)k (with incidence matrix A(S)).
Example 3.5. The following Z7-scheme M7 of rank 6 and order 5:
M7 :=

0, 1 6 2 2 6
6 0, 1 6 2 2
2 6 0, 1 6 2
2 2 6 0, 1 6
6 2 2 6 0, 1

represents a symmetric configuration of type 356. Note that this type lies on the anti-flag diagonal, even if this
configuration is not an anti-flag example.
In the following section we use this Composition Principle to prove our Main Theorem 1.1.
4. Proof of Theorem 1.1
To prove the existence of the infinite class (2p2)p+s where p is any prime and s ≤ t is a positive integer such that
t − 1 is the greatest prime power with t2 − t + 1 ≤ p, we proceed by proving a series of Lemmas.
Let p be a prime number. Usually, a multiplication table for the multiplicative group G F(p)∗ reports only the
products of non-zero elements of G F(p). Denote the elements of G F(p) by g1 := 0, g2 := 1, . . . , gp and let
Mi, j := (mi, j ) with mi, j := gi g j for i, j = 1, . . . , p
be the full multiplication table of G F(p) which also contains the products with the element g1 = 0.
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Lemma 4.1. Let Mi, j be the full multiplication table of G F(p). Then Mp = (Mi, j ) is a simple Zp-scheme of rank
p and order p which fulfills Criterion 1.
Proof. Consider four elements mi, j ,mi,k,ml, j ,ml,k of Mp pairwise in the same row and the same column. Then
there exist elements gi , gl , g j , gk ∈ G F(q) with gi 6= gl and g j 6= gk such that
mi, j = gi g j , mi,k = gi gk, ml, j = gl g j , ml,k = gl gk
and
mi, j − mi,k + ml,k − ml, j = (gi − gl)(g j − gk) 6≡ 0 (mod p).
Hence Criterion 1 is fulfilled. 
Let S1 and S2 be two (not necessarily distinct) difference sets modulo p with s elements, where |S1| = |S2| = s.
Then s2 − s + 1 ≤ p. Denote by diag(Si ) (i = 1, 2) the Zp-scheme of order p which has Si as diagonal entries and
empty sets elsewhere.
Let
Bp = (Bi, j ) =
(
diag(S1) Mp
−Mp diag(S2)
)
,
where −Mp denotes the simple Zp-scheme obtained from Mp by multiplying each entry by −1 in G F(p).
Lemma 4.2. Bp is linear if and only if 0 6∈ S1 + S2.
Proof. To prove the necessity, it is enough to verify Criterion 2 for any Zp-(sub)scheme T of order 2 with no empty
sets (in fact linearity is trivial if T has at least one empty set). We distinguish two cases:
Case (a) T does not completely lie in the blocks Mp or −Mp.
In this case, T is of type(
S1 b
c S2
)
and, by construction, it always holds b + c ≡ 0(mod p). Thus, Criterion 2 applies since by hypothesis:
S1 − {b} + S2 − {c} ≡ S1 + S2 63 0.
Case (b) T lies in Mp or −Mp.
In this case
T =
(
a b
c d
)
for some a, b, c, d ∈ G F(p) and Lemma 4.1 implies that a − b + d − c 6≡ 0 (mod p).
The sufficiency can be proved analogously. 
To complete the proof of Theorem 1.1, we must show that for any prime p and any positive integer s such that
s2 − s + 1 ≤ p and s − 1 is a prime power there exist two different sets S1 and S2 modulo p of size s such that
0 6∈ S1 + S2.
Since t − 1 is a prime power, there exists a difference set S0 modulo p with |S0| = t [3]. Let S1 be a non-empty
subset of S0 with |S1| = s. Then |S1 + S1| = s(s+1)2 < p and, hence, there exists an element a ∈ G F(p) such that
a 6∈ S1 + S1. Let S2 := (−a)+ S1, then |S2| = s and 0 6∈ S1 + S2. Thus Lemma 4.2 implies that Criterion 2 holds for
any p ranging over primes and for any s ranging over positive integers ≤ t such that t − 1 is the greatest prime power
with t2− t + 1 ≤ p. Hence, applying the Composition Principle, Bp gives rise to an infinite number of configurations
C of type (2p2)p+s , i.e. the Theorem 1.1 is proved. 
Remark 4.3. Note that, the Zp-scheme Mp in Lemma 4.1 represents a doubly p-stochastic (p, p)-polycirculant
(0, 1)-matrix which can be seen as the incidence matrix for the symmetric configuration of type (p2)p which is a flag
example (cf. [1, Section 3]).
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5. Final remarks
In this section we show the existence of configurations that fill some gaps in the spectrum Σ applying Theorem 1.1
and the Composition Principle.
H. Gropp has proved that there exist symmetric configurations 73, 134, 235, 356, 517, 698, 899, 11110, 14511,
17112, 21313, 25514, 30315, 35516, 39917, 43318, 49319, 56720, 66721, 71322, 74523, 85124, and 96125 for k ≤ 25
using Golomb rulers [8]. Note that starting from these configurations Gropp proved the existence of configurations on
the right-hand side of Σ [8].
The infinite class of symmetric configuration (2p2)p+s proved in Theorem 1.1 contains realizable types that belong
to the region of the spectrum Σ covered by “Golomb rulers” but also new realizable types that fill several gaps in Σ .
Corollary 5.1. There exist new configurations 9810, 24214, 33816, 33817, 57821 and 72223. In particular, the new
configuration 9810 is the only one lying below the anti-flag diagonal.
Proof. It follows immediately on applying Theorem 1.1 to the pairs (p, s) = (7, 3) with S1 = {0, 1, 3} and
S2 = {2, 3, 5} for the 9810, (p, s) = (11, 3) with S1 = {0, 1, 3} and S2 = {1, 2, 4} for the 24214, (p, s) = (13, 3) with
S1 = {0, 1, 4} and S2 = {2, 3, 6} for the 33816, and to the pairs (p, s) = (13, 4), (p, s) = (17, 4) and (p, s) = (19, 4)
with S1 = {0, 1, 3} and S2 = {2, 3, 5} for the 33817, 57821 and 72223, respectively. 
H. Gropp has also proved the existence of a configuration 507 in [8]. We construct two new configurations 507.
Lemma 5.2. There exist two new configurations 507.
Proof. For p = 5 and s = 2, the proof of Theorem 1.1 with S1 = {0, 3} and S2 = {1, 4} gives a new configuration
507 that differs from Gropp’s 507 [8] since the automorphism groups have orders 1000 and 50, respectively.
Again, for p = 5 and s = 2, we construct another configuration 507 with automorphism group of order 252 000
as follows. We choose S1 = {2, 3} and S2 = {1, 4} such that the corresponding Z5-scheme B5 turns out to be linear
by Lemma 4.2 since 0 6∈ S1 + S2 = {1, 2, 3, 4} and hence represents a configuration 507 applying the Composition
principle. 
We denote by CH S the second configuration obtained in Lemma 5.2 since it is related to the Hoffman–Singleton
graph.
Corollary 5.3. The incidence matrix of the configuration CH S represents an adjacency matrix for Hoffman–Singleton’s
(5, 7)-cage.
Proof. Recall that any finite simple graph (i.e. without loops and multiple edges) G with vertices a1, . . . , av gives rise
to a square (0, 1)-matrix, called adjacency matrix A = (ai, j ) where ai, j := 1 if ai a j is an edge of G and ai, j := 0
otherwise [5].
In order to construct an adjacency matrix for G H S , we use the representation of G H S due to N. Robertson [17] (cf.
also [5,11]): we take five copies P0, . . . , P4 of the pentagram with vertices 0, . . . , 4 and edges 02, 24, 41, 13, 30, as
well as five copies Q0, . . . , Q4 of the pentagon with vertices 0, . . . , 4 and edges 01, 12, 23, 34, 40. They make up the
50 vertices and the first 50 edges. We add further edges according to the following rule: the vertex i of Pj is joined to
the vertex l of Qk if and only if
l ≡ i + jk (mod 5).
We label the pentagrams and pentagons in such a way that the vertices of each Pi and Q j are displayed in natural
order 0, 1, 2, 3, 4:
P0, . . . , P4, Q0, . . . , Q4.
Then, the corresponding adjacency matrix AH S of G H S can be represented by the Z5-scheme B5 of order 10 with
S1 = {2, 3} and S2 = {1, 4} (as in the proof of Lemma 5.2). 
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