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Abstract
We introduce a two-dimensional sigma model on surfaces with boundary and
target space a Jacobi manifold. The model yields a topological open string theory.
In the Hamiltonian approach first class constraints are derived, which generate gauge
invariance of the model under diffeomorphisms. By introducing a metric term, a
non-topological sigma model is obtained, yielding a Polyakov action with metric
and B-field, whose target space is a Jacobi manifold.
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1 Introduction
Jacobi sigma models are here introduced as a natural generalisation of Poisson sigma
models. The latter, first introduced in the context of two-dimensional gravity [1, 2],
have been widely investigated in relation with symplectic groupoids, BF theory, branes
and deformation quantisation [3–12]. They were also analysed from the point of view of
holography and noncommutative geometry in [13]. In two dimensions these are topological
field theories on a Riemannian surface (Σ, g), with target space a Poisson manifold, (M,Π)
and a first order action
S =
∫
Σ
[
ηi ∧ dX
i +
1
2
Πijηi ∧ ηj
]
(1.1)
where the fields are given by the bundle map (X, η) : TΣ→ T ∗M ,
X : Σ→M, η ∈ Ω1(Σ, X∗T ∗M)
and Π is a Poisson structure, namely a skew-symmetric bi-vector satisfying Jacobi identity.
When the latter is invertible, it is possible to eliminate the auxiliary field η, and obtain
a second order formulation with target the tangent space TM . This yields a topological
sigma model, the so-called A-model [14, 15], with only a B-field term, being B = Π−1
and dB = 0. More details about the model are going to be discussed in next section,
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but, what we would like to stress at the moment is that, precisely due to the properties
of the Poisson bi-vector field Π, a number of interesting facts can be proven. First, under
suitable assumptions, the space of solutions C, quotiented with respect to symmetries, is
a finite dimensional symplectic groupoid, generalising a well known result which holds for
M = g∗, the dual of a given Lie algebra, where C/Sym is found to be diffeomorphic to T ∗G
[3]; second, the path integral quantisation of the model furnishes a field-theoretical proof
of Kontsevich star product quantisation of Poisson manifolds [4, 5]; moreover, the model
is gauge invariant under space-time diffeomorphisms and the algebra of gauge parameters
closes under Koszul bracket [3]; finally, if the Lagrangian in (1.1) is complemented with
a dynamical term 1
2
Gijηi ∧ ⋆ηj , with G a metric tensor on M , by integrating away the
auxiliary field η it is possible to get back the full Polyakov string action (see for example
[16]). It is also possible to twist the Poisson structure by generalizing the Poisson sigma
model with the introduction of a Wess-Zumino term [17].
A natural question for us is then, whether it is possible to relax the condition that Π be
Poisson, namely [Π,Π]S = 0
1. An almost obvious generalisation, although not considered
insofar in the literature2 is to consider a Jacobi structure, (M,Π, E), with Π a bi-vector
field and E ∈ X(M) a vector field on M such that
[Π,Π]S = 2E ∧Π and [E,Π]S = 0. (1.2)
The goal is thus to build and study a two-dimensional sigma model with target space a
Jacobi manifold. To this, we start from a theorem [19] which states that a Jacobi structure
on M always gives rise to a Poisson structure on M × R, say P , with the help of a kind
of dilation vector field. A Poisson sigma model is then defined on (M × R, P ) whose
dynamics may be reduced by means of a projection to the Jacobi manifold, M ×R
π
→ M .
Thus we show that the projected dynamics can be obtained directly from an action on
the Jacobi manifold, solely in terms of its defining structures.
The paper is organised as follows. In Section 2 we shortly review the Poisson sigma
model, mainly following notations and conventions of [3]. In Section 3 Jacobi brackets
and Jacobi manifolds are introduced and a Poisson sigma model on the extended manifold
M × R is defined. An action on the Jacobi manifold is thus proposed, which reproduces
the projected dynamics. The model exhibits first class constraints, which generate gauge
transformations. On using a consistent definition of Hamiltonian vector fields for Jacobi
manifolds (see for example [20, 21]), we show that the latter can be associated with
gauge transformations and verify that they close under Lie bracket, generating space-
time diffeomorphisms. In section 4 we investigate the possibility of introducing a metric
term, in analogy with what is done for the Poisson sigma model, so to obtain a model
which is non-topological. We manage to integrate out the auxiliary fields and obtain a
Polyakov action, with metric g and B-field determined in terms of the defining structures
1[ , ]S is the Schouten-Nijenhuis bracket defined on multivector fields.
2While being in the process of submitting the manuscript we have been aware of a new submission on
the archives [18] where the same idea is explored.
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of the Jacobi bracket, (Λ,Σ).
In order to better understand the novelties and peculiarities of the model, we build
in Section 5 an explicit example with the group manifold of SU(2) as target space. We
conclude with final remarks and perspectives.
2 Poisson sigma models
Let (M,Π) be a Poisson manifold, where Π ∈ Γ(∧2TM) is a Poisson structure on the
smooth m-dimensional manifold M , and Σ a 2-dimensional orientable smooth manifold
(possibly with boundary). The Poisson sigma model is defined by the fields (X, η) : TΣ→
T ∗M , with X : Σ→M and η ∈ Ω1(Σ, T ∗M) a one-form on Σ with values in the one-forms
over M . To be rigorous, η should be further pull-backed to Σ by means of the pull-back
map X∗, which we omit from now in order not to burden the notation. The embedding
of Σ in M is thus realised by the field X , while η may be regarded as an auxiliary field.
The action functional is given by
S(X, η) =
∫
Σ
[
ηi ∧ dX
i +
1
2
Πij(X)ηi ∧ ηj
]
(2.1)
with equations of motion:
dX i +Πij(X)ηj = 0, (2.2)
dηi +
1
2
∂iΠ
jkηj ∧ ηk = 0. (2.3)
Note that consistency of the e.o.m. requires that Π satisfies [Π,Π]S = 0. [ , ]S is the
Schouten-Nijenhuis bracket, namely a skew-symmetric bilinear map Λp(M) × Λq(M) →
Λp+q−1(M) given by
[A1 ∧ · · · ∧ Ap, B1 ∧ · · · ∧Bq]S =
∑
(−1)t+sA1∧. . . Âs · · ·∧Ap∧[As, Bt]∧B1∧. . . B̂t···∧Bq
(2.4)
where A1, ..., Ap, B1, ..., Bq are vector fields over M and Â indicates the omission of the
vector field A. Explicitly, we have
0 = [Π,Π]ijkS = Π
iℓ∂ℓΠ
jk + cycl (2.5)
reproducing the Jacobi identity, which is true for a Poisson structure.
Note that if the worldsheet Σ has a boundary, the boundary conditions η(u)v = 0 ∀ v ∈
T (∂Σ), with u ∈ ∂Σ, are chosen.
The sigma model action (2.1) contains a number of different interesting models. For
example, the most natural one corresponds to the choice Πij = 0, in which case one has
simply an Abelian BF theory with action
∫
Σ
d2u ǫµνηµi∂νX
i, while an interesting nontrivial
case has a linear Poisson structure onM , Πij = f ijkX
k. The latter leads to a non-Abelian
4
BF theory with action S =
∫
Σ
d2u
(
ǫµνηµi∂νX
i + 1
2
ǫµνf ijkX
kηµiηνj
)
. In fact, in this case
the Jacobi identity for Π becomes a Jacobi identity for the structure constants of a Lie
algebra f ijk. Another special case is the one with non-degenerate Poisson structure, which
can be inverted to a symplectic form ω (which plays the role of B-field in the language
of strings), leading to the so-called A-model, with action S =
∫
ωijdX
i ∧ dXj. It is also
possible to show that 2-dimensional Yang-Mills, R2-gravity theories and gauged WZW
models can be obtained [8, 22].
We will now focus on the Hamiltonian approach. Let us choose locally a time coordi-
nate u0 = t and denote with u1 = u the space coordinate, which can be taken to belong
to a closed interval, u ∈ [0, 1], if one wants to describe open strings. By denoting βi = η0i,
ζi = η1i and X˙ = ∂tX , X
′ = ∂uX , the first order Lagrangian can be written as
L(X, ζ ; β) =
∫
I
du
[
−ζiX˙
i + βi
(
X ′i +Πij(X)ζj
)]
, (2.6)
from which it is clear that X and ζ are canonically conjugate variables, with Poisson
brackets {ζi(u), X
j(v)} = δi
jδ(u − v) and all other brackets vanishing. Since β has
no conjugate variable, it has to be understood as a Lagrange multiplier imposing the
constraints
X ′i +Πij(X)ζj = 0. (2.7)
Therefore, the Hamiltonian
Hβ =
∫
I
du βi
[
X ′i +Πij(X)ζj
]
, (2.8)
is a pure constraint and the space of solutions, say C, can be equivalently defined as the
set of common zeroes of Hβ. It is also possible to prove [3] that these constraints are
first class, namely they satisfy the following relations, provided that β, β ′ vanish on the
boundary:
{Hβ, Hβ′} = H[β,β′] (2.9)
with
[β, β ′] = d〈β,Π(β ′)〉 − ιΠ(β)dβ
′ + ιΠ(β′)dβ (2.10)
being the Koszul bracket of one-forms, which closes thanks to the Jacobi identity of Π.
Here 〈·, ·〉 denotes the natural pairing between vectors and one-forms at a point in M .
Being the Hamiltonian of the model a pure constraint, the system is invariant under time-
diffeomorphisms. The infinitesimal generators are the Hamiltonian vector fields associated
with Hβ,
ξβ = {Hβ, ·} = X˙
i ∂
∂X i
+ ζ˙i
∂
∂ζi
(2.11)
where (X˙ i, ζ˙i) can be read from Eqs. (2.2)-(2.3) as:
X˙ i = −Πijβj , (2.12)
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ζ˙i = ∂uβi + ∂iΠ
jkζjβk . (2.13)
Moreover, by indicating with f(u)∂u a generic space diffeomorphism, it is immediate to
check that this is the generator of an infinitesimal symmetry for the model, being it the
Hamiltonian vector field associated withHβ, for βℓ = f(u)ζℓ. Thus, space diffeomorphisms
are symmetries as well and the reduced phase space of the model can be defined as G =
C/Diff(Σ). It can be proven [3, 4] that the latter is a finite-dimensional, closed subspace of
phase space, of codimension 2dim(M), with a natural groupoid structure. Under certain
conditions this is a symplectic groupoid integrating the Lie algebroid associated with the
Poisson manifold [23].
Finally, the absence of a Hamiltonian implies that there is no dynamics and the model
is topological in the bulk.
3 Jacobi sigma models
In order to formulate a consistent sigma model with target configuration space a Jacobi
manifold M , we will first briefly review the main definitions of Jacobi brackets and Jacobi
manifold (see for example [20, 24–27]), hence we will build a Poisson sigma model on the
extended Poisson manifold M ×R, according to a Poissonization procedure of the Jacobi
structure. We will thus project the obtained dynamics on the underlying Jacobi manifold
and finally propose a consistent model, directly defined on the Jacobi manifold, whose
dynamics coincides with the projected one.
3.1 Jacobi brackets and Jacobi manifold
Jacobi brackets are defined by means of a a bi-differential operator acting on the algebra
of functions on a smooth manifold M , as
{f, g}J = Λ(df, dg) + f(Eg)− g(Ef), (3.1)
where Λ is a bivector field and E is a vector field (called Reeb vector field) on the manifold
M , satisfying
[Λ,Λ]S = 2E ∧ Λ, [Λ, E]S = LEΛ = 0. (3.2)
As can be easily understood from the defining equation, Jacobi brackets are skew-symmetric
and satisfy Jacobi identity just like Poisson brackets, but in general a Jacobi structure
does not satisfy Leibniz rule, which is instead replaced by the condition
{f, gh}J = {f, g}Jh+ g{f, h}J + gh(Ef). (3.3)
In other words, the Jacobi bracket endows the algebra of functions F(M) with the struc-
ture of a Lie algebra, but, unlike the Poisson bracket, it is not a derivation of the point-wise
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product among functions. Clearly, Jacobi brackets are a generalisation of Poisson brack-
ets since the latter can be obtained from the former if the Reeb vector field is vanishing,
E = 0.
Analogously to the Poisson framework, a Hamiltonian vector field can be associated
with a function f ∈ F(M), according to the following definition (see for example [20]):
ξf = Λ(df, ·) + fE. (3.4)
The map f → ξf is homomorphism of Lie algebras, since: [ξf , ξg] = ξ{f,g}J , where the
bracket [·, ·] is the standard Lie bracket of vector fields.
Examples of Jacobi manifolds are locally conformal symplectic manifolds and contact
manifolds. The former ones are even-dimensional manifolds endowed with a two-form ω
and an open covering of charts {Ui} such that locally the restriction ω|Ui = e
aiΩi, with Ωi
symplectic form on the chart Ui and ai smooth functions on the local chart. Locally, they
have then a Poisson structure {, }i but globally e
−ai{eaif, eaig} is a Jacobi bracket. More
explicitly, and being this more useful for applications, one can define a locally conformal
symplectic manifold by a pair (ω, α), with ω a two-form with rank equal to the dimension
of the manifold and α a one-form, such that
dα = 0, dω + α ∧ ω = 0. (3.5)
The Jacobi structure (Λ, E) is thus defined as the unique bi-vector field and the unique
vector field which satisfy:
ιEω = −α, ιΛ(γ) = −γ ∀ γ ∈ T
∗M. (3.6)
Contact manifolds are instead odd-dimensional manifolds which are endowed with a
one-form called contact form (or contact structure), i.e. a one-form satisfying θ∧(dθ)n 6= 0
everywhere, where 2n + 1 is the dimension of the manifold. This means that a one-form
θ is a contact structure on a odd-dimensional manifold if θ ∧ (dθ)n is a volume form.
Obviously, contact forms are defined up to multiplication by a never vanishing function.
On a contact manifold one can define a Lie algebra structure on the space of functions as
{f, g}θ ∧ (dθ)n = (n− 1)df ∧ dg ∧ θ ∧ (dθ)n−1 + (fdg − gdf) ∧ (dθ)n, (3.7)
which is local by construction and satisfies Jacobi identity. It is possible to show that this
is actually a Jacobi bracket by defining Λ and E as follows:
ιEθ ∧ (dθ)
n = (dθ)n
ιΛθ ∧ (dθ)
n = nθ ∧ (dθ)n−1.
(3.8)
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These relations trivially imply that
ιEθ = 1, ιEdθ = 0. (3.9)
An interesting property of a contact manifold is that its Poissonization is actually a
Symplectification, as will be further commented in next section.
Interesting examples of contact manifolds are three-dimensional Lie groups, where
one of the basis left- or right-invariant one-forms can be chosen as a contact structure.
Especially interesting to us is the group SU(2), whose associated sigma models have been
widely studied. Besides being simple and fairly well behaved in many respects, SU(2) is
the prototypical example of a Poisson-Lie group. It has been investigated in relation with
Poisson sigma models in [7, 28]. Moreover, Poisson-Lie duality of the SU(2) Principal
Chiral model, with and without Wess-Zumino term, has been considered by the authors
in [29–31]. Therefore, we are interested in the possibility of generalising previous results
obtained in [29–31] to Jacobi sigma models on SU(2) and we will exhibit a preliminary
analysis in Section 5.
3.1.1 Homogeneous Poisson structure on M × R from Jacobi structure
The starting point for the subsequent analysis is provided by the following theorem [19]:
Theorem 3.1. J(f, g) = Λ(df, dg) + f(Eg) − g(Ef) defines a Jacobi structure on the
manifold M iff the bivector P defined as
P ≡
1
t
Λ +
∂
∂t
∧ E, t ∈ R+ (3.10)
is a Poisson structure on M × R+.
Such a Poisson structure may be seen to be homogeneous, i.e. if the vector field
Z = t ∂
∂t
is introduced, then it is easy to show that P in (3.10) satisfies LZP = −P , being
the first term in (3.10) homogeneous of degree −1 with respect to t.
On performing the change of variables t = eτ , the Poisson structure gets defined on
M × R as follows:
P = e−τ
(
Λ +
∂
∂τ
∧ E
)
, (3.11)
with Z = ∂
∂τ
, where R denotes the τ -axis. This redefinition will be particularly useful
for simplifying forthcoming computations. We will also consider the immersion j : M →֒
M × R through the identification of M with M × {0}.
The association of a Poisson structure on an extended manifold with a Jacobi structure
on the original manifold is usually referred to as Poissonization.
As it was already mentioned in the previous section, an interesting property of a
contact manifold is that its Poissonization is actually a symplectic manifold, hence one
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could refer to it as a symplectification. Indeed, if M is a contact manifold, one can define
a non-degenerate closed 2-form ω on M ×R by using the contact form θ: ω = d (eτπ∗θ) =
eτ (dτ ∧ π∗θ + dπ∗θ), where π : M × R → M is the projection map. This is obviously
closed, and since τ ∈ R is a zero-form, ω is a well-defined two-form. Because of the
properties of θ, it is possible to prove that ω is also non-degenerate, so it is a legitimate
symplectic form and makes (M × R, ω) into a symplectic manifold.
3.2 Poisson sigma model on M × R
Let us consider an m-dimensional Jacobi manifold (M,Λ, E) and a Poisson sigma model
having the Poisson manifold (M × R, P ) as target space, with Poisson structure P =
e−X0
(
Λ + ∂
∂X0
∧ E
)
. The field configurations in this case are maps XI = (X i, X0) :
Σ → M × R and η ∈ Ω1(Σ, T ∗(M × R)), with ηI = (ηi, η0), where the capital indices
I, J = 0, · · ·m are related to the Poisson manifold M ×R, while i, j = 1, · · ·m are related
to the Jacobi manifold M . The Poisson bivector can be written explicitly in a coordinate
basis as
P IJ = e−X0


−E1
Λij
...
−Em
E1 · · · Em 0


, (3.12)
with P = P IJ∂I ∧ ∂J and E = E
i∂i (note that the Reeb vector field has only non-zero
components on M).
The decomposition of the equations of motion, (2.2) and (2.3), then results in the
following equations:
dX i + e−X0
(
Λijηj −E
iη0
)
= 0, (3.13)
dX0 + e−X0Eiηi = 0, (3.14)
dηi +
1
2
e−X0∂iΛ
jkηj ∧ ηk + e
−X0∂iE
jη0 ∧ ηj = 0, (3.15)
dη0 −
1
2
e−X0Λjkηj ∧ ηk − e
−X0Ejη0 ∧ ηj = 0. (3.16)
Let us now project the dynamics to M , by considering X0 = const. We find (by choosing
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X0 = 0 for simplicity)
dX i + Λijηj −E
iη0 = 0,
Eiηi = 0,
dηi +
1
2
∂iΛ
jkηj ∧ ηk + ∂iE
jη0 ∧ ηj = 0,
dη0 −
1
2
Λjkηj ∧ ηk = 0.
(3.17)
One can notice that equation Eiηi = 0 is purely algebraic, i.e. it is a constraint.
In next section we will show that it is possible to derive the projected dynamics (3.17)
from an action principle, directly defined on the Jacobi manifold, in a consistent manner.
We will thus analyse the space of solutions, the algebra of constraints and the gauge
invariance of the model.
3.3 Action principle on the Jacobi manifold
Let (M,Λ, E) be a Jacobi manifold, with Λ ∈ Γ(∧2TM) and E ∈ Γ(TM) satisfying
[Λ,Λ]S = 2E ∧ Λ, [Λ, E]S = LEΛ = 0. (3.18)
Proposition 3.1. The action functional
S(X, η, λ) =
∫
Σ
[
ηi ∧ dX
i +
1
2
Λij(X)ηi ∧ ηj − E
i(X)ηi ∧ λ
]
(3.19)
with field configurations (X, η, λ), X : Σ → M , η ∈ Ω1(Σ, T ∗M), λ ∈ Ω1(Σ,F(M)),
defines a sigma model on the Jacobi manifoldM , whose dynamics reproduces Eqs. (3.17).
Notice in particular the need for the auxiliary field λ which is a one-form on Σ but a
scalar on M , to take into account the contribution of Reeb vector field.
The proof of Prop. 3.1 is obtained by direct derivation of the equations of motion. It
is a straightforward calculation to get
dX i + Λijηj − E
iλ = 0, (3.20)
dηi +
1
2
∂iΛ
jkηj ∧ ηk + ∂iE
jηj ∧ λ = 0, (3.21)
Eiηi = 0, (3.22)
which are exactly the first three equations of (3.17), obtained from the reduction to M
of the Poisson sigma model on the extended manifold, provided that we identify η0 with
the pull-back of λ: η0 = π
∗λ.
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To make the construction consistent, the equations of motion themselves have to be
consistent. The forth apparently missing equation in (3.17) is thus retrieved by such a
consistency requirement. On applying the exterior derivative to Eq. (3.20), one is left
with
Λijdηj − E
idλ = 0. (3.23)
By substituting Eq. (3.21) into Eq. (3.23), using the constraint represented by Eq. (3.22)
and the definition of the Schouten bracket [Λ,Λ] = 2Λij∂jΛ
kℓ∂i ∧ ∂k ∧ ∂ℓ, we find
1
4
ηj ∧ ηk ([Λ,Λ]S)
ijk −Eidλ = 0. (3.24)
Since the target space is a Jacobi manifold, we have [Λ,Λ]S = 2E ∧ Λ, from which
dλ =
1
2
Λijηi ∧ ηj (3.25)
is obtained.
3.3.1 Hamiltonian description, constraints and gauge transformations
For the Hamiltonian formulation we follow the same approach as for the Poisson sigma
model. We choose Σ with the topology of R × I, with I = [0, 1], and pose βi = ηit,
ζi = ηiu, X˙
i = ∂tX
i, X
′i = ∂uX
i, so that the action (3.19) becomes
L(X, ζ ; β;λ) =
∫
I
du
[
−X˙ iζi + βi
(
X
′i + Λijζj −E
iλu
)
+ λt
(
Eiζi
)]
, (3.26)
where λt and λu are the components of the one-form λ = λtdt + λudu. It is evident that
X and ζ are canonically conjugated variables, i.e.
{ζi(u), X
j(v)} = δi
jδ(u− v) (3.27)
and all the other brackets vanish, while β and λt are Lagrange multipliers imposing the
constraints
Ci1 : = X
′i + Λijζj −E
iλu = 0
C2 : = ζiE
i = 0. (3.28)
Note that both the time components of η and λ have the role of Lagrangian multipliers
while the space components are possibly dynamical fields. As already specified, λt, βi, are
smooth functions on M . The Hamiltonian function can be computed, yielding
Hβ,λt =
∫
I
du
[
βi
(
X
′i + Λijζj − E
iλu
)
+ λt
(
ζiE
i
)]
=
∫
I
du (βiC
i
1 + λtC2) (3.29)
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namely, is itself a pure constraint, being it a combination of secondary constraints, Ci1, C2.
However, the Lagrange multipliers β and λt are not really independent: by using the
condition dλ = 1
2
Λη ∧ η we obtain the following relations:
βi = ∂iλt, (3.30)
∂iλu = 0, (3.31)
λt∂iλu − λu∂iλt = 0. (3.32)
Therefore, we can use Eq. (3.30) to rewrite the Hamiltonian in terms of λt only:
Hλ =
∫
I
du
[
∂iλt
(
X
′i + Λijζj − E
iλu
)
+ λt
(
ζiE
i
)]
. (3.33)
It is straightforward to show that Ci1, C2 are first class constraints, as well as the Hamil-
tonian, i.e.
{C1(u), C2(v)} = 0, (3.34)
as well as, obviously,
{Ci1(u), Hλ} = 0, {C2(u), Hλ} = 0. (3.35)
Let us prove the following
Proposition 3.2. The Jacobi sigma model is invariant under space-time diffeomorphisms.
The latter are gauge transformations generated by the Hamiltonian vector fields associ-
ated with the Hamiltonian (3.33) through the Jacobi structure. The algebra of gauge
transformations closes under Jacobi bracket.
According to the definition, Eq. (3.4), with any smooth function on M , it is possible
to associate a vector field through the Jacobi structure, which, because of its properties
has the right to be called Hamiltonian, represented by
ξf =
(
Λij∂if + fE
i
) ∂
∂Xj
. (3.36)
Let us apply the definition to λt. We find
ξλt =
(
Λij∂iλt + λtE
j
) ∂
∂Xj
. (3.37)
From the equations of motion we have Λij∂jλt + λtE
i = X˙ i, which implies that
ξλt = X˙
i ∂
∂X i
. (3.38)
The latter is the projection onto M of the Hamiltonian vector field associated with the
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Hamiltonian (3.33) through the canonical Poisson bracket defined on T ∗Σ, (3.27)
ξH = X˙
i ∂
∂X i
+ ζ˙i
∂
∂ζi
(3.39)
to wit
ξλt = π
∗ξH. (3.40)
But the Hamiltonian is a pure constraint, therefore the model is invariant under time
diffeomeorphsms generated by ξλt . It is also invariant under space diffeomorphisms
f(u)∂/∂u, provided f(u) is chosen appropriately, as it has been done for the Poisson sigma
model. These infinitesimal symmetries are gauge transformations, being the Hamiltonian
first class. We have indeed
[ξλt , ξλ˜t ] = ξ{λt,λ˜t}J (3.41)
Interestingly, we can reverse the argument given above to derive the relation between the
Lagrange multipliers β and λ, by the request that the Hamiltonian does generate gauge
transformations, as it is for example the case for Yang-Mills theories. To this, let us
consider the Hamiltonian
Hβ,λt =
∫
I
du
[
βi C
i
1(u) + λtC2(u)
]
(3.42)
where we suppose β and λ to be independent. The Hamiltonian vector field associated
with it through the canonical brackets (3.27) reads
ξβ,λt = X˙
i(β, λt)
∂
∂Xi
+ ζ˙i(β, λt)
∂
∂ζi
. (3.43)
In order for it to generate gauge transformations of the model, given the projection map
π : T ∗M → M , ξβ,λt the projected vector field π∗ξβ,λt = X˙
i(β, λt)
∂
∂Xi
has to be a dif-
feomorphism on M . This imposes that βℓ be equal to ∂ℓλt namely, π∗ξβ,λt has to be the
Hamiltonian vector field associated with λt ∈ F(M) via the Jacobi bracket.
4 Metric extension and Polyakov action
We will show in this section that, just like in the Poisson sigma model case [16], the
topological model considered so far can be generalised into a non-topological model by
introducing a dynamical term containing the metric of the worldsheet (via the Hodge star
operator on Σ) and a metric tensor G for the target space:
S(X, η, λ) =
∫
Σ
[
ηi ∧ dX
i +
1
2
Λij(X) ηi ∧ ηj − E
i(X) ηi ∧ λ +
1
2
(G−1)ij(X) ηi ∧ ⋆ηj
]
.
(4.1)
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We are now concerned with the integration of the auxiliary fields (η and λ) to obtain a
Polyakov action for the embedding maps X . To do this, we first write the new equations
of motion following by the introduction of the new metric term:
dX i + Λijηj − E
iλ+ (G−1)ij ⋆ ηj = 0, (4.2)
dηi +
1
2
∂iΛ
jkηj ∧ ηk + ∂iE
jηj ∧ λ+
1
2
∂i(G
−1)jkηj ∧ ⋆ηk = 0, (4.3)
Eiηi = 0. (4.4)
Thanks to the new term and the fact that the metric tensor G is naturally non-degenerate,
the equation for η can be extracted from Eq. (4.2):
⋆ ηj = −Gij
(
dX i + Λikηk − E
iλ
)
(4.5)
and then applying again the Hodge star operator (we choose the metric signature (1,−1)
for Σ, so in this case ⋆2 = 1) and substituting back the expression (4.5) for ⋆η we have
ηp = −(M
−1)jpGij
(
⋆dX i − ΛikGℓkdX
ℓ + ΛikGℓkE
ℓλ− Ei ⋆ λ
)
, (4.6)
where we defined the matrix Mpj = δ
p
j − GijΛ
ikGℓkΛ
ℓp, and assumed it to be non-
degenerate, without any assumption on the non-degeneracy of the Λ bivector.
Remarkably, by substituting the expression for ⋆η into the term 1
2
(G−1)ijηi ∧ ⋆ηj , the
action acquires the simple form
S =
1
2
∫
Σ
ηi ∧ dX
i, (4.7)
where we also used the fact that on-shell Eiηi = 0. Replacing the explicit expression for
η, Eq. (4.6), in the action we obtain
S(X, λ) =
∫
Σ
[
1
2
(M−1)piGjp dX
i ∧ ⋆dXj −
1
2
(M−1)piGℓpΛ
ℓkGjk dX
i ∧ dXj
−
1
2
(M−1)piGℓpΛ
ℓkGmkE
mλ ∧ dX i +
1
2
(M−1)piGℓpE
ℓ ⋆ λ ∧ dX i
]
.
(4.8)
There is still λ to be integrated out. This can be achieved by contracting Eq. (4.6) with
E and then by using the constraint (4.4). We obtain the following relation between λ and
⋆λ:
(M−1)jpGijE
i ⋆ λ = (M−1)jpGij
(
⋆dX i − ΛikGℓkdX
ℓ + ΛikGℓkE
ℓλ
)
. (4.9)
Note that the l.h.s. of this equation is exactly contained in the last term of the action
in Eq. (4.8), and replacing it the term proportional in λ vanishes and what remains is a
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Polyakov action
S =
∫
Σ
[
gijdX
i ∧ ⋆dXj +BijdX
i ∧ dXj
]
(4.10)
with metric and B-field given by:
gij = (M
−1)piGjp|sym, Bij = Gik(M
−1)pjGℓpΛ
ℓk|antisym. (4.11)
Eq. (4.10) represents a Polyakov string action with target space a Jacobi manifold, with
the Jacobi structures hidden in the metric and B-field.
5 An example: SU(2)
In this section we consider the group manifold of SU(2) as target space. It provides an
example of a contact manifold where the contact structure can be taken to be one of
the left or right invariant basis one-forms of the group. To this, we consider the left-
invariant Maurer Cartan one form g−1dg = θiσi ∈ Ω
1(SU(2), su(2)), with σi the Lie
algebra generators and choose, to be definite, θ3 as contact structure for SU(2). It is
easily checked that it satisfies all the requested conditions. Indeed, the Maurer-Cartan
equation dθk = ǫkijθ
i ∧ θj leads to
dθ3 = θ1 ∧ θ2, (5.1)
so that θ3 ∧ dθ3 = θ1 ∧ θ2 ∧ θ3 = VolS3 .
To obtain the Jacobi structure from this contact form we use the relations in Eq. (3.8),
leading to
Λ = Y1 ∧ Y2, E = Y3, (5.2)
where Yi, with i ∈ {1, 2, 3} are the left-invariant vector fields on SU(2).
The second order action can be easily written in coordinates by using the equations
of motion with the explicit definition of Λ and E:
dX1 + Λ12η2 = 0,
dX2 − Λ12η1 = 0,
dX3 − λ = 0,
(5.3)
and
dηi = 0, η3 = 0. (5.4)
With these equations the action takes the form
S = −
∫
Σ
dX1 ∧ dX2. (5.5)
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Since it might be useful to have a general result for contact manifolds, we also use
a coordinate-free language which can be easily generalised to any contact manifold in
principle. By using Eq. (3.9) we can contract the equation of motion in Eq. (3.20) with
θ3 to obtain
ιθ3(dX)− λ = 0, (5.6)
so that λ = (θ3)idX
i can be integrated out. To integrate the fields η we can contract
again Eq. (3.20) with dθ3, and using again Eq. (3.9) we obtain
ιdθ3(dX) + η = 0, (5.7)
so that ηi = −(dθ
3)ijdX
j can be integrated out as well. Substituting the expressions for
λ and η in the action in Eq. (3.19), we obtain the second order action
S2 =
3
2
∫
Σ
(dθ3)ijdX
i ∧ dXj, (5.8)
which is equivalent to the one in Eq. (5.5) after writing dθ3 explicitly in coordinates and
has the same form as an A-model. In particular, dθ3 has the role of a B-field, and in this
case it is closed.
6 Conclusions and Outlook
In this paper we have constructed a Jacobi sigma model, which is a two-dimensional
sigma model with target space a Jacobi manifold, as a natural generalisation of Poisson
sigma models. In particular, we started from the concept of Poissonization of a Jacobi
manifold, which consists in the construction of a homogeneous Poisson structure on the
extended manifold M × R from a Jacobi structure on M . We projected the dynamics of
this extended Poisson sigma model on the Jacobi manifold M and then formulated a new
sigma model action having M as target space which reproduces the projected dynamics.
We have analysed the Hamiltonian formulation of the model, which exhibits first
class constraints generating gauge transformations. In particular, we have shown that
by using the definition of Hamiltonian vector field associated with a Jacobi structure,
these vector fields can be associated with gauge transformations generating space-time
diffeomorphisms, and the model is topological.
We also investigated the possibility to include a metric term in the action, resulting in
a non-topological sigma model in which the auxiliary fields can be integrated out to give
a Polyakov action where the background metric and B-field are related to the defining
structures of the target Jacobi manifold.
In particular, we analysed SU(2) as a particular example of contact target manifold in
view of its relation with Poisson-Lie symmetry and T-duality. The action that is obtained
16
is of the A-model type.
Issues such as quantisation, integrability and T-duality of the Jacobi model represent
interesting directions of research, some of which are presently under investigation.
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