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[1] Predicting how climate change will affect glacier and ice
sheet ﬂow speeds remains a large hurdle toward accurate sea
level rise forecasting. Increases in surface melt rates are
known to accelerate glacier ﬂow in summer, whereas in
winter, ﬂow speeds are believed to be relatively invariant.
Here we show that wintertime ﬂow speeds on nearly all
major glaciers throughout Alaska are not only variable but
are inversely related to melt from preceding summers. For
each additional meter of summertime melt, we observe an
11% decrease in wintertime velocity on glaciers of all sizes,
geometries, climates, and bed types. This dynamic occurs
because interannual differences in summertime melt affect
how much water is retained in the subglacial system during
winter. The ubiquity of the dynamic indicates it occurs
globally on glaciers and ice sheets not frozen to their beds
and thus constitutes a new mechanism affecting sea level
rise projections. Citation: Burgess, E. W., C. F. Larsen, and
R. R. Forster (2013), Summer melt regulates winter glacier ﬂow
speeds throughout Alaska, Geophys. Res. Lett., 40, 6160–6164,
doi:10.1002/2013GL058228.
1. Introduction
[2] While marine-terminating glaciers will undoubtedly
contribute the majority of ﬂow-related mass loss in the com-
ing century, ice sheets and mountain glaciers are also broadly
sensitive to changes in ﬂow speed that occur due to transfor-
mations in subglacial hydrologic drainage networks [Parizek
and Alley, 2004]. Temporal and spatial variations in the vol-
ume and pressure of water draining underneath a glacier
strongly inﬂuence ﬂow speed [Iken and Bindschadler,
1986; Iken and Truffer, 1997; Bartholomaus et al., 2008]
and may inﬂuence mass balance [Parizek and Alley, 2004;
Shannon et al., 2013]. Summertime meltwater production
will overpressurize subglacial drainage systems and lead to
increased basal motion in spring and summer [Iken and
Truffer, 1997; Bartholomaus et al., 2008] and decreased
basal motion in fall [Sundal et al., 2011]. The impact these
variations in basal motion have on mass balance has been
modeled [Parizek and Alley, 2004; Shannon et al., 2013]
using parameterizations that scale summer and fall velocities
against what is assumed to be invariant ﬂow in winter. Such
parameterizations suggest Greenland ice sheet mass loss will
increase by only by 5% if spring through fall variations in ve-
locity are considered [Shannon et al., 2013]. But assuming an
invariant wintertime speed would be inappropriate if winter-
time velocity is variable and dependent on summer melt.
[3] Wintertime ﬂow speeds are commonly assumed to rep-
resent a consistent “background velocity.” But over the
summer melt season, increased water input channelizes the
subglacial drainage system; this increases drainage efﬁ-
ciency, lowers basal water pressures, and eventually draws
water away from the glacier bed [Iken and Truffer, 1997;
Schoof, 2010; Sundal et al., 2011]. The cessation of water in-
put in fall allows the subglacial drainage system to close,
which traps water in cavities and consequently separates the
glacier from the bed to some degree throughout winter
[Iken and Truffer, 1997]. The volume of trapped water has
generally been assumed to be dependent on unchanging
bed geometry [Walder and Hallet, 1979; Kamb, 1987;
Werder et al., 2013] and thus seasonally invariant. But
numerical models indicate variations in summertime melt af-
fect the ﬁnal development stage of channels [Schoof, 2010]
and hence may affect the ability of those channels to evacuate
subglacial water before it gets trapped by the rapidly closing
drainage network in fall [Truffer et al., 2005]. If so, conse-
quent variations in the amount of basal water would persist
through winter and lead to interannual variations in winter
ﬂow speed inversely related to summertime melt [Iken and
Truffer, 1997; Truffer et al., 2005].
[4] Isolated observations have indicated such a dynamic oc-
curs on Black Rapids Glacier, Alaska and on Leverett Glacier
in west Greenland [Truffer et al., 2005; Sole et al., 2013]. But
since the volume of water trapped at the glacier bed in winter is
likely dependent on bed topography [Walder and Hallet,
1979; Kamb, 1987; Werder et al., 2013], these studies have
been unable to ascertain whether this mechanism is likely to
occur elsewhere. Consequently, we have yet to determine if
this mechanism is relevant for global sea level rise projections.
Here we provide the ﬁrst widespread evidence that wintertime
glacier speeds are interannually variable over large regions—
on all types of glaciers—and are inversely related to summer
melt rates due to changes in the seasonal evolution of subgla-
cial drainage systems.
2. Methods
[5] We examine wintertime velocities on 160 independent
glacier systems throughout the Alaska region [Burgess et al.,
2013] from 2006 to 2011 and relate these velocities to
summertime positive degree days (PDDs) for each preceding
summer. Our sample includes the full spectrum of glacier sizes,
geometries, terminus types, and climates, varying from 7km to
160 km in length, maritime through continental climates, and
ﬂow speeds [Burgess et al., 2013] from 0.04 to 5md1.
Thirty four tidewater glaciers, 35 lacustrine, and 37 surge-type
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glaciers (glaciers that undergo a quasiperiodic state of acceler-
ated ﬂow) [Harrison and Post, 2003] are included in this sam-
ple as well as 72 land-terminating, non-surge-type glaciers.
2.1. Velocity Processing
[6] We derive glacier velocities using Advanced Land
Observing Satellite Phased Array L-band Synthetic
Aperture Radar (ALOS PALSAR) Fine Beam data (obtained
from the Alaska Satellite Facility, www.asf.alaska.edu)
and offset tracking methods described in Burgess et al.
[2013]. All 46 day image pairs are processed for the
entire Alaska region including the Coast Range, Glacier
Bay, Fairweather, Wrangell-St. Elias, Alaska, Tordrillo,
Chugach, and Kenai Mountains. This includes 550 image
pairs covering 47,880 km2 of glacier ice from 2006 to 2011.
Only winters yielded usable data because melt in summer
causes decorrelation [Burgess et al., 2013]. We then extract
velocity along 160 manually digitized glacier proﬁles
(Figure 1). For each proﬁle, we are able to obtain between
~4 and 30 (12 on average) observations of velocity at different
times but not necessarily at discrete times due to overlapping
acquisitions. Velocity uncertainties (determined using methods
described in Burgess et al. [2013]) at any one location are ~1–
4 cmd1 (Figure S1a in the supporting information). Isolated
larger errors occur due to mismatched correlation peaks but
are removed through ﬁltering [Burgess et al., 2013]. Since
this study examines velocity averaged along entire glacier
proﬁles (including many individual offset estimates), our
uncertainties lie closer to the image wide offset bias of around
~0.1–0.2 cmd1 (Figure S1b). In effort to make all glaciers
comparable, we convert absolute velocity along each proﬁle
to velocity anomalies, which requires a mean velocity proﬁle.
The short lifespan of ALOS data allows only a 5 year mean.
While this may be too short to be considered a long-term
mean, this mean still enables normalization of velocity change
for each glacier and thus is effective at highlighting interannual
variability. Velocity anomalies are derived by dividing each
velocity proﬁle by the mean proﬁle; this normalizes anomalies
for large/fast and small/slow moving glaciers.
[7] Examining interannual change in velocity requires that
we avoid any aliasing from seasonal wintertime acceleration.
From December through March, median rates of seasonal
acceleration were ~1mmd2 and 0.5mmd2 in January.
For our regressions and tests of signiﬁcance, we only con-
sider velocity observations with a midpoint date in January,
requiring at least 50% overlap in dates from year to year
at a time when seasonal acceleration is below detectable
limits. Figure 1 includes data from December to March
for better spatial coverage, but values are similar to maps
derived from only January data. For almost all glaciers,
wintertime seasonal variability is usually small compared to
the interannual variability.
2.2. Positive Degree Day Model
[8] We derive a relative measure of total summertime melt-
water input to glacier beds using PDDs. PDD models are a
simple and effective method to estimate the surface ablation
[Ohmura, 2001; Hock, 2003] that dominates water input to
the bed [Motyka et al., 2003]. While energy balance models
could offer a more completemelt model, necessary inputs such
as albedo and snow accumulation are unknown and highly
variable. In coastal areas in Alaska, liquid precipitation does
contribute to water input but can only be accounted for
Figure 1. (a–e) Time series of December–March mean ve-
locity anomalies in m d1 along longitudinal proﬁles. Areas
without data represent a lack of PALSAR data availability.
Bullseyes locate meteorological stations discussed. (f) Time
series of observed cumulative positive degree days at
PAZK station (location in Figure 1a).
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qualitatively due to a lack of credible data or models. But melt
rates in these areas are still higher than precipitation rates
[Pelto et al., 2008], and these areas are relatively few in num-
ber, thus PDDs should still provide a robust proxy for the var-
iability of water input to the bed from year to year.
[9] Meteorological station data are extremely sparse
in Alaska, and existing stations are subject to frequent
malfunctions and local drainage effects. Consequently, we
derive temperature using ERA-Interim data [Uppala et al.,
2005] downscaled to a 1 km grid and validated against station
data where possible. ERA-Interim air temperature and
geopotential height data are retrieved from 2006 to 2011 at
pressure levels from 500 to 1000mbar. ERA-Interim includes
an estimate of air temperature to 1000mbar, even when the
model terrain is above this level. Temperatures below the
model terrain generally increase along an environmental lapse
rate of ~6.5°Ckm1. Thus, these data can be reasonably used
to derive temperature for terrain that is below the coarsely re-
solved ERAmodel terrain. All pressure levels are bilinearly in-
terpolated onto a 1 km grid to match a 1 km resolution digital
elevation model (DEM) obtained from downsampling the
Advanced Spaceborne Thermal Emission and Reﬂection
Radiometer Global Digital Elevation Map 2.025. Surface air
temperature is then extracted at each pixel using elevations
from the DEM and the interpolated temperature and
geopotential height ﬁelds. A cumulative PDD estimate is then
calculated for each 1 km pixel for the summers of 2006 to
2010. Finally, the mean PDD value along each glacier proﬁle
is used as a seasonal meltwater proxy.
[10] We validate the gridded temperature and PDD data
sets by comparing them to measured air temperature at ﬁve
meteorological stations (4 in Figure 1, another station is off
map to west) scattered throughout the study region [Horel
et al., 2002]. Example comparisons with two stations of vary-
ing climates HRDA2 and TKLA2 are shown as Figures S2
and S3. HRDA2 is positioned in a maritime location on the
Harding Iceﬁeld at an elevation of 1311m. It is the only sta-
tion immediately adjacent to large glaciers. At HRDA2, there
is seasonal variability in model bias but nonetheless, very
well replicated PDDs. TKLA2 is at a continental position.
The downscaling biases are seasonally higher in winter due
to cold air pooling. However, summertime temperatures are
well simulated, and our PDD estimates conform to observed
PDDs. At all ﬁve sites, we ﬁnd our gridded PDD data set has
a root-mean-squared error of 4.9%, thus does a reliable job of
estimating PDDs throughout our study area.
2.3. Surface Velocity Model
[11] In effort to assign a mechanism to observed relation-
ships between summertime melt and wintertime velocity,
we model the expected velocity response to variations in
driving stress caused by interannual differences in summer-
time melt. We employ a simpliﬁed model by invoking the
shallow ice approximation and a Weertman sliding law,
assuming all driving stress is balanced by bed parallel shear
stress [Cuffey and Paterson, 2010],







[12] Here, us and ub are the surface and basal sliding veloc-
ities, respectively, H is the ice thickness, n and A are the creep
exponent and ﬂow parameter, R is a surface roughness
parameter, and τb is the basal shear stress (here assumed to
equal the driving stress). Granted, in Alaska, lateral shear is a
key component to force balance [O’Neel et al., 2005], but in-
clusion of a shape factor (that accounts for lateral stress gradi-
ents) reduces glacier ﬂow sensitivity to driving stress thus
exclusion of this term provides the largest possible response.
[13] We examine glacier thicknesses to 1000m and slopes
between 0.4° and 2.2° and roughness parameters from 0.05 to
0.4. We derive dusdH
 
u1s ; which represents the proportional
change in velocity per meter change in H; this function will
be comparable to our observations.
3. Results
[14] We ﬁnd that wintertime velocities are relatively stable
eachwinter fromDecember throughMarch. But interannually,
velocities are variable and show broad synchronicity through-
out Alaska. Figure 1 shows wintertime velocity anomalies
(relative to a 5 year mean) for hydrologic years of 2007–2011
and a time series of cumulative PDDs from each summer in
central Alaska. There are only three glaciers that were known
to be in surge phase during the observation period (Bering,
south branch of Lowell, and Ottawa).
[15] The summer of 2007 had above average PDDs during
the study period, and the following winter of 2007/2008 had
anomalously slow ﬂow velocities on all types of glaciers
statewide (land/lake/tidewater, surge/not surge). Positive ve-
locity anomalies did exist this winter but were almost entirely
conﬁned to low-elevation coastal locations. One such loca-
tion, on Bering Glacier, likely represents an initial accelera-
tion related to the onset of the Bering surge [Burgess et al.,
2012]. The following summer of 2008 was an extremely cold
summer [Horel et al., 2002], and in the following winter of
2008/2009, velocities were anomalously fast statewide—
again on all types of glaciers. At this same time, Lowell
Glacier began to surge and the ﬁrst phase of the Bering surge
was reaching peak speeds [Burgess et al., 2012]. Over the
5 year observation interval, we observe no trend in velocity
but rather a negative correlation with PDDs from previous
summers. The surges of Bering and Lowell not only occur
in synchrony but also occur in synchrony with fast winter-
time velocity anomalies throughout Alaska.
[16] We ﬁnd that the negative correlation between sum-
mertime PDDs and January-only velocities (avoiding any
possible intraseasonal variation) is highly statistically signif-
icant (p< 0.0001), with a slope equivalent to an 11% reduc-
tion in ﬂow speed per additional meter of summertime melt
(Figure 2a, Table S1). This response applies to nearly all
major glacier systems in Alaska. If the data are divided into
tidewater, lake, and land-terminating glacier types, the
relationships remain signiﬁcant to p< 0.0003 (Figure 2b).
We are unable to conﬁrm if this relationship applies near
calving fronts, due to scarce data. Surging glaciers show a
less signiﬁcant relationship due to their expected [Harrison
and Post, 2003] highly variable behavior (Figure S4). But
for all of these groups, the magnitude of the response remains
remarkably consistent (Table S1). Sole et al. [2013] found
qualitatively similar inverse relationships on Leverett
Glacier, Greenland, but since they considered late summer
PDDs normalized at each location, their observations are
not directly comparable to ours.
[17] The surface velocity model conﬁrms that this response
is too large to be associated only with variations in driving
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stress (even when model parameters are stretched beyond
reasonable values) and therefore must be due to hydrology
(Figure S5d). Examination of the full parameter space of
the model reveals that no realistic solution can achieve the
velocity response observed.
4. Discussion
[18] Model results and additional observations conﬁrm that
the observed wintertime velocity variability must represent
changes to bed hydrology. While summertime melt may de-
crease the driving stress and consequently slow velocities,
our model suggests this response is far too small to account
for the observations. Also, we observe no downward trend
in velocity despite a statewide negative trend in total mass
over our study period [Arendt et al., 2013].
[19] Another observation that supports a hydrologic mech-
anism is at low elevations, along the gulf coast of Alaska; ve-
locity anomalies in 2006/2007 and 2007/2008 are of opposite
sign than the rest of the state (more negative/positive, respec-
tively). This pattern cannot be explained by melt anomalies at
these places and times, but in these coastal areas, rainfall
rates may be sufﬁciently high to modulate water inputs to
the bed. Unfortunately, we cannot include liquid precipita-
tion in our regressions, as spatially variable precipitation data
sets are unacceptably poor. Nonetheless, meteorological sta-
tion data from Yakutat [Horel et al., 2002] show that precip-
itation along the south coast can explain the coastal velocity
anomalies that are unexplained by PDDs. During the sum-
mers of 2006 and 2007, liquid precipitation was anomalously
high/low (Figure S5). The ensuing winters had anomalously
slow/fast velocities, which would be expected under the
hydrologic mechanism proposed.
[20] A second important observation supportive of a hydro-
logical mechanism is that the surges on Bering Glacier and
Lowell Glacier initiate in synchrony with high winter veloci-
ties statewide—suggesting a common mechanism. Glacier
surges typically trigger in winter because of extensive bed sep-
aration from water-ﬁlled cavities [Kamb, 1987]. Thus, a cold
summer would induce subglacial hydrologic conditions ideal
for fast winter ﬂow statewide and would also present ideal
conditions for surge triggering. In a warming climate, this also
implies surging could become less frequent.
[21] These observations all conﬁrm interannual variations
in meltwater production must affect the volume of water
trapped subglacially in winter and hence inversely affect
winter sliding velocity.
5. Conclusions
[22] The ubiquity of the observed wintertime ﬂow response
to summertime PDDs over a great variety of glacier geome-
tries and types—including surging and tidewater glaciers—in-
dicates that interannual variations in wintertime basal motion
persist despite differences in glacier geometry, climate, and
bed conditions. Given these observations, we see no physical
reason why the hydrologic mechanism proposed would
act differently in other mountain regions or anywhere in
Greenland where ice is not frozen to the bed. The uniformity
of the observed response means this process can be easily
parameterized in ﬂow models. Furthermore, we ﬁnd that
parameterizations that scale melt period speedup against win-
tertime velocity [Shannon et al., 2013] are inappropriate as
they assume interannually invariant winter ﬂow speed. Our
results also suggest that spatially variable parameters (such
as small-scale bed topography) may play less of a role than
physics included in existing models [Schoof, 2010; Hewitt
et al., 2012; Schoof et al., 2012;Werder et al., 2013]. As such,
subglacial hydrologic modeling represents a key knowledge
Figure 2. Velocity response to PDD anomalies. Least squares
(black line) and Huber’s robust linear model [Huber and
Ronchetti, 2009] (grey line) of glacier widemean velocity anom-
alies versus PDD anomalies for 2006–2011 (dots have transpar-
ency to see point density). Here, only January velocity data are
used to avoid aliases intraseasonal velocity changes. Statistics
apply to least squares model. Surface melt anomaly scale as-
sumes a typical degree day factor for snow of 0.0025 [Arendt
et al., 2009]. (a) All data. (b) Data separated by terminus type.
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investment that may be capable of capturing this dynamic ex-
plicitly. Numerical modeling and further observations are also
necessary to conﬁrm that this mechanism will act similarly on
timescales longer than observed here. If so, these results iden-
tify a subtle but widespread protective mechanism that will im-
pact the evolution of glacier and ice sheet ﬂow dynamics.
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