We show, roughly speaking, that it requires ω iterations of the Turing jump to decode nontrivial information from Boolean algebras in an isomorphism invariant fashion. More precisely, if α is a recursive ordinal, A is a countable structure with finite signature, and d is a degree, we say that A has α th -jump degree d if d is the least degree which is the α-th jump of some degree c such there is an isomorphic copy of A with universe ω in which the functions and relations have degree at most c. We show that every degree d ≥ 0 (ω) is the ω thjump degree of a Boolean algebra, but that, for n < ω, no Boolean algebra has n th -jump degree d > 0 (n) . The former result follows easily from work of L. Feiner. The proof of the latter result uses the forcing methods of J. Knight, together with an analysis of various equivalences between Boolean algebras based on a study of their Stone spaces. A byproduct of the proof is a method for constructing Stone spaces with various prescribed properties.
Introduction
We consider only countable structures, and in fact we assume that all structures considered have universe ω and all languages have finite signature. For such a structure A, let Deg(A) denote the Turing degree of the join of the functions and relations of A, which is clearly also the degree of the atomic diagram of A. The degree Deg(A) describes in some sense the complexity of the structure A, but this degree assignment suffers from the defect that it is not isomorphism invariant, i.e. isomorphic structures may well be assigned different degrees. (See [8, Thm. 4 .1], for example.) To remedy this defect, we say that a structure A has degree d if d is the least degree of the form Deg(B), over all structures B ∼ = A. Degrees of structures in this sense were studied by Linda Jean Richter in [15] , [16] . Although this assignment of degrees to certain structures is clearly isomorphism invariant, it has the defect that it does not assign a degree to every structure. For instance, there are orderings without recursive copies, and L. J. Richter [15] , [16] showed that if A is either a linear ordering or a Boolean algebra and A has degree d , then d = 0. Thus, it is not possible to recursively decode nontrivial information from linear orderings or Boolean algebras in an isomorphism invariant fashion.
In order to assign degrees to more structures in an isomorphism invariant fashion, we consider iterations of the Turing jump. Definition 1.1 [1] . Let A be a structure, let α be a recursive ordinal, and let d be a degree. We say that A has α th -jump degree d if d is the least degree of the form Deg(B) (α) , over all structures B ∼ = A.
The α th -jump degrees of linear orderings are fairly well understood. It is shown in [1] and [3] that for every recursive ordinal α ≥ 2 and every degree d ≥ 0 (α) there is a linear ordering A such that A has α th -jump degree d but A does not have any β th -jump degree for any β < α. The restriction that α ≥ 2 in the preceding is essential, as it was previously shown by Knight [8, Theorem 3.5 ] that 0 is the only possible first jump degree for a linear ordering. (In [6, Theorems 1, 2] , the authors showed that there was a linear ordering A such that Deg(A) is low and A is not isomorphic to any recursive linear ordering, so that 0 does arise as the first jump degree of a linear ordering with no 0 th jump degree.) In this paper our goal is to study some of the corresponding questions for Boolean algebras in place of linear orderings. Roughly speaking, the results above show that nontrivial information can be decoded from linear orderings using two jumps but no fewer. Our results will show that exactly ω jumps are required to decode nontrivial information from Boolean algebras. Specifically we prove the following results: Theorem 1.2 For every degree d ≥ 0 (ω) there is a Boolean algebra A which has ω th -jump degree d. Theorem 1.3 Let n < ω. If a Boolean algebra has n th -jump degree d, then d = 0 (n) .
Theorem 1.2 is a straightforward application of the methods of L. Feiner [5] and some basic facts about generic sets of integers. Thus the main result is Theorem 1.3. The proof of Theorem 1.3 uses some results of Knight (i.e. [8, Theorem 1.4 and Lemma 2.3]) which were first used to prove her corresponding result for linear orderings with n = 1. These results involve a certain equivalence relation ∼ n whose definition will be repeated below. They reduce Theorem 1.3 to the following result: Theorem 1.4 For any countable Boolean algebra B and any n, there is a recursive Boolean algebra A such that B ∼ n A.
Our proof of Theorem 1.4 is somewhat indirect. We define for each n an equivalence relation ≈ n on topological spaces and prove the following: Theorem 1.5 If B 1 , B 2 are Boolean algebras with respective Stone spaces X 1 , X 2 and X 1 ≈ n X 2 , then B 1 ∼ n+1 B 2 .
The final link, which is needed to deduce Theorem 1.4 from Theorem 1.5, is: Theorem 1.6 For any n and any Boolean algebra B, there is a recursive Boolean algebra A such that Y ≈ n X, where Y, X are the respective Stone spaces of B and A.
We give two proofs of Theorem 1.6. The first is very short and is an application of a basis theorem of Rabin [13, Theorem 23] for regular sets. (This basis theorem comes from the proof of his famous decidability result [12, Theorem 1.1] for the monadic theory of two successor functions.) The second proof is much longer but gives an explicit construction of the desired Stone space of A as the set of paths through a recursive tree with no deadends. This gives a method of constructing Stone spaces with prescribed properties which may be of independent interest. Definition 1.7 Let T be a first-order theory which has continuum many pairwise nonisomorphic countable models. We call a recursive ordinal α the Turing ordinal of T if
is the α th -jump degree of a model of T ,
(ii) For all β < α, no model of T has a β th -jump degree, except possibly for 0 (β) .
Clearly the Turing ordinal of T is unique if it exists. When it does exist, it measures, in a sense, the number of iterations of the jump operator needed to recover isomorphism-invariant information from models of T . It follows from the results of Richter and Knight mentioned at the beginning of this section show that the Turing ordinal of the theory of linear orderings is 2. Theorems 1.2 and 1.3 of the present paper establish the following. [5, page 369] which shows that for any set X ⊆ ω there is a Boolean algebra B X such that X = {n : B X |= Φ n }. (Specifically, B X is the interval algebra of the ordering i∈X (ω i + η) + 1.) Clearly the diagram of B X is recursive in X. It follows by relativizing [5, Lemma 4.4] 
(ω) we must find a Boolean algebra B with ω th jump degree d. Let X be a set such that
(Such a set X exists by [11, pp.2-3] .) It follows at once from the properties of B X mentioned in the previous paragraph that B X has ω th jump degree d, as required.
Some equivalence relations
As mentioned in the introduction, J. Knight [8, Corollary 3.6 ] used a forcing argument to show that 0 is the only possible first jump degree for a linear ordering. Below we recall some of her definitions and results for the convenience of the reader. The first definition is related to the version of the Ehrenfeucht-Fraissé game in which each player is allowed to choose a finite sequence of elements from (the universe) of a structure rather than a single element. It is related to weak second order logic and was used by Läuchli to show that the weak second order theory of linear orders is decidable (see [10] or [17, pp. 383-396] .) 
The following result is an easy consequence of results of Knight [8] .
Theorem 3.2 Let A be a structure. Suppose that for every tuple − → a ∈ A there is a recursive structure B for the same language and a tuple
Proof. Let d be as in the hypothesis, and let S be a set of degree d. Let F be the set of finite partial permutations of ω and let − be the forcing relation using elements of F as forcing conditions which is defined in [8, page 1035] . By [8, Theorem 1.4] there is a number e and a forcing condition p ∈ F such that p − A ϕ
Let − → a be a tuple of elements of A which enumerates the domain of p . Let − → k = p( − → a ). By hypothesis, there exists a recursive structure B and a tuple
It follows from Theorem 3.2 that if A satisfies the hypotheses of the theorem and has n th -jump degree d, then d = 0 (n) . We thus wish to show that every countable Boolean algebra satisfies the hypotheses of the theorem. This is easy to do directly for n ≤ 2, since then the nature of ∼ n is easily grasped. Let |A| denote the cardinality of A. If A is a Boolean algebra, let At(A) denote the set of atoms of A, and let A denote the Cantor-Bendixson derivative of A, i.e. the quotient of A by the ideal generated by the atoms of A. We have for any countable Boolean algebras A and B:
Thus, for n ≤ 2, the equivalence class of a Boolean algebra A modulo ∼ n is determined by specifying finitely many numerical invariants. Furthermore, it is easy to see that for any consistent way of specifying these invariants, there is a recursive Boolean algebra which has the same values of the numerical invariants. The equivalence class of − → a A modulo ∼ n is determined by the equivalence classes of the Boolean algebras which are principal ideals of A generated by elements of A which are in the Boolean subalgebra of A generated by the terms of − → a . Thus it is easily seen that the hypothesis of Theorem 3.2 holds for n ≤ 2, and thus that 0 is the only possible first jump degree for a Boolean algebra. It is possible to extend this result to higher levels of jump by direct analysis, but this analysis soon becomes very messy, and indeed we do not know a direct argument for showing that the hypothesis of Theorem 3.2 holds for every countable Boolean algebra and every n. To get around this obstacle, we replace Boolean algebras by their Stone spaces. (Recall that the Stone space X of a Boolean algebra B is the set of all ultrafilters of B, where the basic open sets in X are of the form {U ∈ X : b ∈ U}, for b ∈ B. Note that B is then isomorphic to the Boolean algebra of clopen subsets of X with the usual Boolean operations. See, for example, [9] for an exposition of the Stone representation theorem and related results.)
It turns out to be much simpler to associate appropriate numerical invariants with the Stone spaces than with the Boolean algebras. The invariants are, roughly speaking, the cardinalities of subsets of the Stone space which can be constructed from the space as a whole using Boolean operations and the * -operation, where A * is the set of accumulation points of A. For instance, if B is a Boolean algebra and X is the Stone space of B, there is a one-one correspondence between the atoms of B and X * c , the set of isolated points of X. Thus one of our invariants for ∼ 2 will be the cardinality of the set of isolated points in the Stone space. (In general, we will not distinguish among different infinite cardinalities.)
Let T be the set of terms which can be built up from a constant symbol X using unary function symbols c and * and binary function symbols ∪ and ∩. If X is a topological space and t is a term in T , let t X be the subset of X obtained from t by interpreting X as X, c as complementation within X, * as the operation which forms the set of accumulation points of a set, ∪ as union, and ∩ as intersection. We say that t defines t X in X. For example, if t 0 is X * c , then t 0 defines in X the set of isolated points of X. Similarly, the set of rank 1 points of X is defined by the term t 1 , where t 1 is t 0 * ∩ (t 0 c ) * c , and t 0 defines the isolated points as in the previous sentence. (In general, the rank 0 points are the isolated points and the rank n + 1 points are the points x which are limits of rank n points and have a neighborhood in which all points except x have rank ≤ n.) Call two terms t and u equivalent (denoted t ≡ u) if they define the same set in every topological space.
We organize the terms in T into a hierarchy based on the amount of nesting of the * operation as follows. Let T 0 consist of all terms in T which do not contain
consist of all terms which are in T n or have the form t * for some t ∈ T n . Then let T n+1 consist of all terms which can be built up from terms in T − n+1 using the Boolean operations c, ∪, and ∩. For example, for the specific terms t 0 , t 1 defined in the previous paragraph, we have t 0 ∈ T 1 and t 1 ∈ T 2 . Definition 3.3 Let X and Y be topological spaces and let n be a nonnegative integer. We write X ≈ n Y if for every term t ∈ T n , the sets t X and t Y either have the same finite cardinality or are both infinite. If A and B are Boolean algebras, A ≈ n B means that X ≈ n Y , where X and Y are the respective Stone spaces of A and B.
As a technical convenience in proving the following theorem, it is convenient to extend the preceding definition of ≈ n for Boolean algebras to Boolean algebras with a finite sequence of distinguished elements. If − → a = (a 1 , . . . , a k ) is a k-tuple of elements of a Boolean algebra and 
We now relate these notions of equivalence for topological spaces to the notions of equivalence for Boolean algebras defined in Definition 3.1. Proof. We prove by induction on n that the result holds for tuples. Thus we prove the following stronger result : (3.4.1.) Let A and B be countable Boolean algebras, and let
It is easy to show that (3.4.1) holds for n = 0. The next lemma will enable us to carry out the induction step for (3.4.1). First we introduce some terminology. We say that elements a 1 , . . . , a m of a Boolean algebra A form a partition of unity if a i ∩a j = 0 whenever 1
is any j-tuple of elements of A, and the subsets of {1, . . . , j} are indexed as D 1 , . . . , D 2 j . Then, if we define a i = − → b D i (using the notation before the statement of Theorem 3.4), the 2 j -tuple − → a is a partition of unity. Conversely, it is easily seen that any partition of unity whose length is a power of 2 can be obtained in this way. [If − → a is a 2 j -tuple which is a partition of unity, for 1 
The proof of the lemma is the main step in the proof of Theorem 3.4. Before proving the lemma, we indicate how it is used to complete the induction for (3.4.1). Thus assume that the lemma holds in general, and assume that (3.4.1) holds for n = k − 1. To prove (3.4.1) for n = k, assume that
Let − → a be a j-tuple of elements of A. We must produce a j-tuple
By our inductive hypothesis, it will suffice to show that 
. . , j}. This exists by the remarks just before the statement of Lemma 3.5 on the form of partitions of unity whose length is a power of 2. Finally, let − → b be a j-tuple of elements of B such that
. . , p}, where the intersection is carried out termwise. Specifically, for each i,
is straightforward to show that − → b has the desired properties. This completes the proof that Lemma 3.5 implies (3.4.1) and thus that Lemma 3.5 implies Theorem 3.4.
It remains to complete the proof of Lemma 3.5. Assume that A ≈ n B and a 1 , . . . , a m form a partition of unity in A. We must find
Recall that T s is, roughly speaking, the set of terms which can be built up from X using * , and symbols for Boolean operations, with at most s nested * 's. It is easily seen by induction on s that there are only finitely many terms in T s , up to equivalence. (Given that T s is finite up to equivalence, it follows at once that T − s+1 is finite up to equivalence, and thus there are only finitely many inequivalent formal Boolean combinations of its elements.) Let t 1 , . . . , t l be terms in T n−1 such that every term in T n−1 is equivalent to some
if this cardinality is finite, and otherwise let c(i, j) = ∞. We can think of the "numbers" c(i, j) as defining an l × m matrix. Our task is to find a partition of unity b 1 , . . . , b m ∈ B which yields the same matrix when A is replaced by B and a i is replaced by
Let X and Y be the Stone spaces of A and B respectively. Using the well-known correspondence between Boolean algebras and their Stone spaces [9] , we may identify A and B with the Boolean algebras of clopen subsets of X, Y , respectively. Thus we may think of a 1 , . . . , a m as a partition of X into clopen subsets and construct b 1 , . . . , b m as a partition of Y into clopen subsets. If 1 ≤ j ≤ m, let X j denote the Stone space of the Boolean algebra A | \ a j . Then X j is homeomorphic to a j with the subspace topology it gets from X. Furthermore, it is straightforward to show by induction on terms t ∈ T that t X j = t X ∩ a j for all t ∈ T . We will write Y j for the Stone space of B | \ b j , and of course Y j will be homeomorphic to b j with the subspace topology it gets from Y . We will also have t Y j = t Y ∩ b j for all t ∈ T Before going into the details, we discuss the basic idea of constructing the clopen sets b 1 , . . . , b m . One requirement we must meet is that if t
is infinite, it must have an accumulation point in X, since X is compact. But t
i . Then t ∈ T n and t X has at least r elements. Thus t Y also has at least r elements. We choose distinct elements y 1 , . . . , y r ∈ t Y and corresponding neighborhoods which isolate each y k from t Y i − {y k }. We then include these neighborhoods in b j . This action puts exactly r points satisfying t Y i into b j . The remaining requirement is to ensure that the union of the sets b j is in fact all of Y . Thus additional neighborhoods may have to be added in the final phase of the construction to the preliminary versions of the b j 's produced by the above strategies. This obviously cannot damage our strategy for the case where t X j i is infinite, but care is needed to check that it does not increase the cardinality of t Y j i when this set is finite. Certain points y ∈ Y are "dangerous" in the sense that they cannot be added to any b j in this final phase without ruining one of the strategies for the case where t Y j i is finite. We give a formal term t dan ∈ T n which defines the "dangerous" points in Y . We then avoid the danger mentioned earlier by ensuring that all "dangerous" points in Y are already in some b j before the beginning of the final phase, and so no "dangerous" points need be added to any b j during the final phase.
We now carry out the details of the procedure outlined above and show that all the requirements can be simultaneously satisfied.
For x ∈ X, let s X (x) = t ∈ T n : x ∈ t X . Define s Y (y) analogously for y ∈ Y , replacing X by Y . If F is a finite subset of X, call a function f : F → Y s-preserving if f is 1-1 and for any x ∈ F, s
Lemma 3.6 For any finite set F ⊆ X there exists an s-preserving function
The result is proved by induction on the cardinality of F . Given a finite set F ⊆ X, a point
is infinite, let x i,j be an accumulation point of this set. Let F be the set of all points which are either of the form x i,j for some (i, j) with t 
i . Second, a j does not contain any accumulation points of t X i , because t X j i is finite. Since f is s-preserving, it follows easily that no point f (x) for x ∈ a j ∩F is an accumulation point of t To complete the proof of Theorem 3.4, we define clopen subsets b 1 , . . . , b m of Y which satisfy the conclusion of Lemma 3.7 and whose union is all of Y . We will define b j = b j ∪ g j for appropriate clopen sets g j (1 ≤ j ≤ m) which are pairwise disjoint and disjoint from Y , where Y = ∪ m j=1 b j . In order to preserve the conclusion of Lemma 3.7, it suffices to ensure that if t
. Call a point y ∈ Y j-dangerous if, for some i ≤ m, t X j i is finite and y ∈ cl(t Y i ), where cl(U ) denotes the closure of U . Note that if y is j-dangerous, then we cannot put y into g j , since doing so would cause g j ∩ t Y i to be infinite for the corresponding i, in contradiction to the above requirement. Thus, if any y ∈ Y − Y is j-dangerous for all j ≤ m, we are stuck. The next lemma shows this does not happen. Let t dan ∈ T n be the formal term which defines the points in Y which are j-dangerous for all j ≤ m. The term t dan is defined to be ∩ m j=1 u j , where u j defines the j-dangerous points, i.e.
). Clearly, t dan ∈ T n . It suffices to show that t X dan ⊆ F , since from this it follows that t
Suppose that x ∈ t X dan . Let j be such that x ∈ a j . Since x ∈ u X j , there exists i ≤ l such that t X j i is finite and x ∈ cl(t X i ). We claim that x ∈ t X i . If not, since x ∈ cl(t X i ), it follows that x ∈ (t X i )
* . Since a j is a clopen set which contains an accumulation point of t X i , it follows that a j contains infinitely many points in t
i is infinite, contrary to our hypothesis. This contradiction shows that
is finite, it follows that x ∈ F , as required. This completes the proof of Lemma 3.8.
The following simple topological lemma will show that the "dangerous" points are the only obstacle to completing the proof. LetŶ = Y − Y . 
Proof. Assume the hypotheses of the lemma. For each y ∈Ŷ , choose a clopen subset Z y ofŶ such that y ∈ Z y and Z y is disjoint from cl(V j ) for some j. Such a Z y exists because y / ∈ cl(V j ) for some j by hypothesis, compact Hausdorff spaces are normal [7, Theorem 5.9] , and the clopen sets form a basis for the topology ofŶ . The sets Z y for y ∈Ŷ clearly form an open cover of the compact spaceŶ , and hence there is a finite subcover Z y 1 , . . . , Z yt . Now, by recursion, define
It is straightforward to verify that g 1 , . . . g m have the desired properties. This completes the proof of Lemma 3.9.
Finally, to complete the proof of Lemma 3.5 (and thus of Theorem 3.4), apply Lemma 3.9 with V j the union of all sets t Y i ∩Ŷ with t X j i finite. Lemma 3.8 implies that the hypothesis of Lemma 3.9 is satisfied. Let b j = b j ∪ g j for the resulting sets g 1 , . . . , g m . We then have that t 
Some similarities with recursive Boolean algebras
In this section we complete our program by showing recursive Boolean algebras exist in every equivalence class for the equivalence relations on Boolean algebras considered in the previous section.
Theorem 4.1 For any countable Boolean algebra A and any n, there is a recursive Boolean algebra B such that A ≈ n B.
Proof. We give two proofs of Theorem 4.1. The first is very short but uses a powerful result of Rabin [13, Theorem 23] derived from his decision procedure for the monadic theory of two successor functions [12] . We thank Ward Henson for suggesting the possibility of applying this result here. The second is much longer but gives an explicit construction of B. Also the second proof includes a characterization of the consistent choices for the "matrix" [c i,j ] discussed in Section 3. It is then shown that any consistent choice can be realized using a recursive Boolean algebra.
First Proof. Let 2 ω be Cantor space, viewed as the set [T 2 ] of infinite paths through the tree T 2 = 2 <ω of finite binary sequences. Let X be the Stone space of A. Then X is homeomorphic to a closed subspace of 2 ω , and so for some subtree T 0 ⊆ T 2 , X is homeomorphic to [T 0 ], the set of paths through T 0 , in the relative topology it gets from [T 2 ]. (To see this, assume that the universe of A is ω. Elements of its Stone space X are Boolean homomorphisms h : ω → {0, 1} and hence are in 2 ω . The set of such homomorphisms is closed and hence representable as the set of paths through a subtree T 0 of T 2 .) Let T 2 be the structure < T 2 , S 0 , S 1 >, where, for σ ∈ T 2 and i ≤ 1, S i (σ) = σ i. Rabin [12] showed that the monadic second order theory of T 2 is decidable. (In the monadic second order theory of T 2 , quantification over elements of T 2 and subsets of T 2 is allowed, although quantification over k-ary relations on T 2 is not allowed for k > 1.) It is routine to show by induction on terms t ∈ T that for each term t there is a monadic formula ϕ(Y, Z) (with free set variables Y and Z) which defines the predicate "Z is a tree and Y is a path through Z, and Y ∈ t
[Z] ". It follows for each k there is a formula α(Z) which says "Z is a tree and |t
[Z] | = k". This even works for k = ∞, as follows from applying the foregoing to t * with k = 1. Since, as remarked in the proof of Theorem 3.4, there are only finitely many terms in T n up to equivalence, it follows that there is a formula β(Z) which defines the predicate "Z is a tree with no deadends and [Z] ≈ n X". Then, since X is homeomorphic to [Z] for some tree Z as remarked above, there is a set Z ⊆ T 2 such that β(Z) holds. Then by Rabin's basis theorem [13, Theorem 26] , there is such a Z which is regular, and hence recursive. Let B be the Boolean algebra of clopen subsets of [Z] . It is easily seen that B is isomorphic to a recursive Boolean algebra.
Second Proof. As we have mentioned, this proof is longer, but it has the advantage of being self-contained and of giving an explicit way of constructing Stone spaces (and hence Boolean algebras) with certain prescribed properties. We first develop some machinery for putting terms (built from X using * and boolean operations) into an equivalent "standard" form. For each i, let the set T i of terms be defined as before (just before Definition 3.3). We let A i be the set of "atomic" terms t ∈ T i . (If t ∈ A i and X is a topological space, then t X will either be empty or will be an atom in the Boolean algebra of subsets of X which are defined by terms in T i .) More precisely, the set A i of terms is defined by induction as follows.
The terms in ∪ i A i have a natural tree structure, with the terms in A i at the i th level of the tree. Each term t at level i + 1 has a predecessor, denoted by p i+1 (t), at level i. Formally, we define p i+1 : A i+1 → A i by induction on i. First, p 1 is uniquely determined by the fact that A 0 consists of a single term.
The following lemma gives some basic properties of the tree of atomic terms.
Lemma 4.2 (i)
(ii)If t 1 , t 2 are distinct terms in A i , then t 1 ∩ t 2 ≡ ∅ (where ∅ is the term X c representing the empty set).
Proof. Parts (i)-(iii) are immediate from the definition of A i .
(iv) The proof is by induction on i. It is obvious for i = 0. Assume the result for i. Suppose t ∈ A i+1 and u ∈ A i+2 , where p i+2 (u) = t. We claim first that u X ⊆ t X , for any topological space X. To prove this, assume that x ∈ u X . We must show that x ∈ t X . This amounts to showing that E = F , where u = t D i+2 , E = p i+1 (D), and F = s ∈ A i : x ∈ (s X ) * . Assume s ∈ F . By inductive hypothesis, s X ≡ ∪ {v ∈ A i+1 : p i+1 (v) = s}. Since * commutes with ∪ for finite unions, there is a v ∈ A i+1 such that p i+1 (v) = s and
X , we conclude that v ∈ D, and hence s ∈ E. Hence F ⊆ E. The proof that E ⊆ F is obtained by essentially reversing the above argument. Hence E = F , so we have proved the claim that u X ⊆ t X . The proof of (iv) is an easy consequence of this claim. Let
The claim implies immediately that w X ⊆ t X for any topological space X. For the reverse inclusion, assume that x ∈ t X . By part (iii), there exists
. It follows that x ∈ w X and so t X ⊆ w X , and hence t X = w X . Since X is an arbitrary topological space, it follows that t ≡ w, as required to complete the proof of (iv).
To prove (v), assume its hypothesis, and suppose that x ∈ t X ∩ (u X ) * and that v ∈ E. We must show that v ∈ D. Since v ∈ E, we have u
* , where the final equality follows from the fact that X is Hausdorff. Hence x ∈ (v X ) * . Since x ∈ t X , where
It follows easily from Lemma 4.2 that if A and B are Boolean algebras with respective Stone spaces X and Y , then A ≈ n B iff for all terms t ∈ A n , t X and t Y either have the same finite cardinality or are both infinite. Thus to complete the proof of Theorem 4.1 it suffices to show that, given A as above and given n, this condition is satisfied by a recursive Boolean algebra B. Given a topological space Y , let f n Y : A n → ω ∪ {∞} be defined by letting f n Y (t) be the cardinality of t Y if t Y is finite, and otherwise f n Y (t) = ∞. However, it is certainly not true that each f : A n → ω ∪ {∞} has the form f n Y for some topological space Y . For example, there are exactly four atomic terms in A 2 , and these define the isolated points, the rank 1 points, the points which are limit points but are not limit points of isolated points (such points are in the perfect kernel), and the points which are limit points of both isolated and nonisolated points. Call these four atomic terms t 1 , t 2 , t 3 , t 4 respectively. If there is a rank 1 point, it must be a limit of isolated points, and hence there must be infinitely many isolated points. Thus, if Y is any topological space and f
Conversely, if there are infinitely many isolated points in a compact space, they must have a limit, and this limit must be described by one of the three atoms other than the one which defines the isolated points. Thus, if Y is compact and f 
G ) > 0, and s ∈ G, then there is a term u ∈ A n+1 such that p n+1 (u) = s, f (u) = ∞, and u = t n+1 H for some H ⊆ G.
If
First, observe that if X is any compact Hausdorff space, then f n+1 X (= f ) is admissible for each n. To prove (1), assume that G ⊆ A n , f (t n+1 G ) > 0, and
X . Then x ∈ (s X ) * , since s ∈ G. By Lemma 4.2, and the fact that * commutes with ∪ for finite unions, there exists u ∈ A n+1 such that p n+1 (u) = s and x ∈ (u X ) * . In particular, u X is infinite, so f (u) = ∞.
X is infinite and X is compact, the set (t n+1 G )
X has an accumulation point, say x. By Lemma 4.2 there exists H ⊆ A n such that x ∈ t n+1 H , and hence f (A n+1 H ) > 0. Then G ⊆ H by part (5) of Lemma 4.2. Finally, it must be shown that
Hence x is an accumulation point of u X , so u ∈ H as required. The main step is to show the converse of the above observation. We call a tree T special if T ⊆ ω <ω , T is recursive, T has no deadends (i.e. each σ ∈ T has a proper extension in T ) and T is recursively bounded (i.e. there is a recursive function f such that for all σ ∈ T and all n < lh(σ), σ(n) ≤ f (n).) It is easily seen that if T is special, then [T ] is the Stone space of a recursive Boolean algebra, i.e. the Boolean algebra of clopen subsets of [T ] is recursive. Y for some u ∈ A n+1 such that f (u) = ∞, p n+1 (u) ∈ H i , and u = t n+1 E for some E ⊆ H i . However, any such E as in the second alternative must be of the form H j for some j (since H i ⊆ G.) It follows that any y ∈ Y − {0 ω } is in u Y j for some j. To prove (1), we show that 0 ω in t Y . Thus we must prove that for each
By (1) of Definition 4.3, there exists i such that p n+1 (u i ) = s. By the preliminary remarks above, for every q and every
We complete the proof of (1) by showing that for all s ∈ A n , if 0
Thus there is a sequence of paths y j in s Y , y j = 0 ω converging to 0 ω . By the preliminary remarks,
follows that s ∈ G, and the proof of (1) We do not need to use explicitly the hypothesis that f (t) < ∞. This hypothesis implies that Case 1 applies.) Part (3) also follows easily since if y = 0 ω then y ∈ t Y by part (1), and otherwise the preliminary remarks tell us that some H i is the desired E. Part (4) is also an immediate consequence of the preliminary remarks and the fact that infinitely many copies of each T H i are grafted onto T G . Case 2. For some i, 1 ≤ i ≤ k, H i = G. Of course, for such an i we do not have T H i available from our inductive hypothesis. We get around this obstacle by using a self-referential construction. That is, at every level of T G we have a copy of T G itself (as well as of the other T H i ) "growing out" of the main path 0 ω . Formally, suppose that H k = G and
We will show that every X ∈ {0, k} ω is in A n+1 G . The following lemma implies that all paths in {0, k} ω satisfy the same terms.
Proof. Let h(a 0 a 1 . . .) = b 0 b 1 . . ., where b i = k − a i if a i ∈ {0, k} and U (i) = V (i), and otherwise b i = a i . It is easily checked that h has the desired properties.
It follows from Lemma 4.6 that there is a fixed set E ⊆ A n such that
Y for all U ∈ {0, k} ω . In order to show that (1) of Lemma 4.5 holds, we show that E = G. The following lemma gives some obvious relations between G and E.
Proof. To prove (1), suppose that t ∈ A n , t = p n+1 (t n+1 G ), and t = p n+1 (t n+1 E ). Suppose first that also t ∈ G. Then by (1) of Definition 4.3, there exists i such that p n+1 (t n+1 H i ) = t. Since t = p n+1 (t n+1 G ), we have H i = G, and thus i < k. We can now argue just as in Case 1 that t ∈ E. For the converse, assume that t ∈ E. Let y 0 , y 1 , . . . be such that y i ∈ t Y , y i = 0 ω , and lim i y i = 0 ω . Since y 0 ∈ t Y and t = p n+1 (t n+1 E ), it follows from Lemma 4.2 that
E ) by Lemmas 4.2 and 4.6. Hence y 0 is of the form σ i τ for some σ ∈ {0, k} ω , for some i < k and some τ ∈ T H i . We may now argue as in Case 1 that t ∈ G.
The first statement of (2) follows at once from the Case 2 hypothesis that H i = G for some i. To show that p n+1 (t n+1 E ) ∈ E note that every y ∈ {0, k} ω has the form lim i y i , where y i ∈ {0, k} ω and y k = y. Since y, y k ∈ t n+1 E by Lemma 4.6, (2) follows.
It follows at once from Lemma 4.7 that if p n+1 (t n+1 G ) = p n+1 (t n+1 E ), then G = E as desired. IfĜ,Ê ⊆ A n call (Ĝ,Ê) a bad pair ifĜ =Ê and (1) and (2) of Lemma 4.7 hold forĜ andÊ in place of G, E respectively. We assume for a contradiction that G = E, so that, by Lemma 4.7, (G, E) is a bad pair. Proof. The proof is by induction on the levels of the tree of atomic properties, i.e. we show by induction on n that there do not exist C, D ⊆ A n which form a bad pair. This is obvious for n = 0 since A 0 consists of a single element. To do the induction step it suffices to show that if C, D ⊆ A n+1 form a bad pair, and p n+2 (t
J , where I, J ⊆ A n , then I, J form a bad pair. We first note that I = J since otherwise we would have that C = D. We must show that I and J have the same elements, except possibly for p n+1 (t n+1 I
) and p n+1 (t ) ∈ I, and similarly for J in place of I. We have that p n+2 (t ) ∈ p n+1 (C) = I, where the final equality follows from the definition of p n+2 . The proof for J is entirely analogous, so the lemma is proved.
We are now ready to complete the proof of Case 2 of Lemma 4.5. The assumption that G = E implies that (G, E) is a bad pair, which contradicts Lemma 4.8. Hence G = E, so (1) of Lemma 4.5 follows. Conclusion (2) holds vacuously since we have f (t n+1 G ) = ∞ (as G = H k and f (t n+1 H k ) = ∞). To prove (3), assume that y ∈ Y . If y ∈ {0, k} ω , then (3) holds with G = E, as we have shown. Otherwise, y has the form σ i z for some σ ∈ {0, k} ω , some i < k, and some z ∈ T H i . We can then argue that (3) holds as in Case 1. To prove (4), note first that it can be shown as in Case 1 if H = G. If H = G, we note that (t n+1 H )
Y is infinite (in fact uncountable) since it contains {0, k} ω .
We now finish our second proof of Theorem 4.1. Let f : A n+1 → ω ∪ {∞} be admissible. For each G ⊆ A n with f (t n+1 G ) > 0, let T G be a tree as in the conclusion of Lemma 4.5. We now combine these trees T G into a single tree T such that f
G ) = i where 0 < i < ∞, assign exactly i numbers to G. If f (t n+1 G ) = ∞ assign a single number to G. Let T consist of the empty string and all sequences k τ , where k is assigned to a set G ⊆ A n and τ ∈ T G . Then T is a special tree. (In fact, it is easy to see that T is regular, as in the first proof.) Let t ∈ A n+1 , say t = t n+1 G . If f (t) = i < ∞, the i numbers assigned to G ensure the existence of at least i branches of [T ] in t
[T ] via (1) of Lemma 4.5 and the usual homeomorphism argument, as in Case 1 of the proof of Lemma 4.5. Also (2) and (3) of Lemma 4.5 guarantee that [T ] has no additional branches in t [T ] . Now assume that f (t) = ∞. By (2) of Definition 4.3, there is a set H ⊇ G ∪ {p n+1 (t)} such that f (A n+1 H ) > 0. By (4) of Lemma 4.5 (interchanging the roles of G and H), (t)
[T H ] is infinite, so (t)
[T ] is infinite. Finally, if t ∈ A n and f (t) = 0, it follows from (3) of Lemma 4.5 and the usual homeomorphism argument that t
[T ] = ∅. This completes our second proof of Theorem 4.1.
Summary and open questions
As explained in Section 1, the results of Section 4 imply Theorem 1.3: If a Boolean algebra A has jump degree d, then d = 0 (n) . Thus no degree d > 0 (n) is both realized as the n th jump of the degree of a copy of A and is such that the n th jump of every copy of A is ≥ d. In fact, the proof actually shows that no degree d > 0 (n) has just the second property: The result follows at once from Theorems 3.2, 3.4, and 4.1.
In the above result, it is assumed that d is recursive in the n th jump of every copy of A, where n is fixed and cannot depend on the copy. However, results of Knight [8] make it easy to handle the situation where n depends on the copy. Theorem 5.2 Let A be a countable structure, and let d be a degree which is arithmetical in every degree c which contains an isomorphic copy of A. Then there exists n such that d ≤ c (n) for all such c.
Proof. Suppose no such n exists. Let S be a set of degree d. Then by Theorem 1.4 of Knight [8] there is no e and no forcing condition p ∈ F such that p − A ϕ D (n) e = S. Let (p i ) i∈ω be a forcing sequence which is ncomplete for all n, as defined in [8, page 1036] . Let B be the generic copy of A determined by (p i ) i∈ω . It follows from Lemma 1.1 of [8] that S is not arithmetical in Deg(B).
Corollary 5.3
If A is a Boolean algebra and d is a degree which is arithmetical in every degree in which contains an isomorphic copy of A, then d is arithmetical.
The Corollary is immediate from Theorems 5.1 and 5.2. In [1, Theorem 4.6] it is shown that for every recursive ordinal α ≥ 2 and every degree d > 0 (α) there is a linear ordering L which has α th jump degree d but does not have any β th -jump degree for any β < α. In [3] this result is extended to cover the case where d = 0 (α) . It is reasonable to conjecture that corresponding results hold for Boolean algebras in place of linear orderings, provided the lower bound of 2 is replaced by ω. However, we have not investigated α th -jump degrees of Boolean algebras for α > ω. In [2, Theorem 1] it is shown that every Boolean algebra A with Deg(A) low is isomorphic to a recursive Boolean algebra. John Thurber [18] has recently extended this result to show that every low 2 Boolean algebra has a recursive copy. It seems reasonable to conjecture that for all n < ω, every low n Boolean algebra has a recursive copy. (Here we define a degree d to be low n if d (n) = 0 (n) , without requiring that d ≤ 0 .) This conjecture and Theorem 1.3 imply that every Boolean algebra which has an n th -jump degree for some n < ω has a recursive copy. Of course, this holds for n ≤ 2 by the results just mentioned.
