H\"older regularity for the time fractional Schr\"odinger equation by Su, Xiaoyan & Zheng, Jiqiang
ar
X
iv
:1
90
7.
04
22
7v
1 
 [m
ath
.A
P]
  9
 Ju
l 2
01
9
HO¨LDER REGULARITY FOR THE TIME FRACTIONAL
SCHRO¨DINGER EQUATION
XIAOYAN SU AND JIQIANG ZHENG
Abstract. In this paper, we investigate the Ho¨lder regularity of solutions to
the time fractional Schro¨dinger equation of order 1 < α < 2, which interpolates
between the Schro¨dinger and wave equations. This is inspired by Hirata and
Miao’s work [10] which studied the fractional diffusion-wave equation. First,
we give the asymptotic behavior for the oscillatory distributional kernels and
their Bessel potentials by using Fourier analytic techniques. Then, the space
regularity is derived by employing some results on singular Fourier multipli-
ers. Using the asymptotic behavior for the above kernels, we prove the time
regularity. Finally, we use mismatch estimates to prove the pointwise conver-
gence to the initial data in Ho¨lder spaces. In addition, we also prove Ho¨lder
regularity result for the Schro¨dinger equation.
Key Words: Time fractional Schro¨dinger equation; Ho¨lder regularity; singular Fourier
multipliers; pointwise convergence in Ho¨lder space.
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1. Introduction
In this paper, we investigate the Ho¨lder regularity of solutions to the following
Cauchy problem,{
iαDαt u(t, x) = −∆u(t, x) + f(t, x), (t, x) ∈ R
+ × Rn,
u(0, x) = u0(x), ∂tu(0, x) = u1(x), x ∈ R
n,
(1.1)
where Dαt is the Caputo derivative of order 1 < α < 2, which interpolates between
the Schro¨dinger equation (α = 1) and wave equation (α = 2).
Time fractional differential equations have recently become a topic of active
research. Many of these papers study the time fractional generalization of the heat
equation or the wave equation, with form
Dαt u(t, x) = ∆u(t, x) + f(t, x), (t, x) ∈ R
+ × Rn, (1.2)
which we will refer as ‘diffusion-wave’ equations. For example, the fundamental
solutions of the diffusion-wave equations have been given in [19, 30] and the as-
ymptotic expansions of the fundamental solutions have been fully developed in
[1, 15]. The LptL
q
x theory for time fractional evolution equations with variable coef-
ficients has been established in [14]. Some probabilistic methods have been used in
[6, 7] to study these diffusion-wave equations. Also, see [10, 21, 22] for more topics.
The time fractional Schro¨dinger equation has been studied in [4, 9, 18, 26, 32, 33],
but our equation is different because they restrict the order α of the time fractional
derivative to the range (0, 1). In contrast, we consider here the time fractional
derivative Dαt of order α ∈ (1, 2), which has not been considered in the previously
mentioned papers. In addition, in our equation (1.1), the term Dαt u is multiplied
by iα, which makes it different from the diffusion-wave equation (1.2). Also, when
1
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α = 1, the equation (1.1) is the classical Schro¨dinger equation, and when α = 2,
the equation (1.1) is the wave equation.
Using the Fourier-Laplace transform, it is easy to solve the Cauchy problem
(1.1) in the sense of mild solutions (see Definition 2.13 below). In this paper, we
are interested in the minimal regularity required to understand (1.1) in a pointwise
sense. Intuitively, all the terms in the equation make sense pointwise as long as u
is Cαt in time (see Definition 2.2 below) and C
2 in space. So the question becomes:
what regularity should we impose on the initial data (u0, u1) so that the mild
solution is a classical solution in the sense of Definition 2.15?
To answer this question, we can first look at the endpoint cases α ∈ {1, 2}. For
the wave equation (α = 2), it is well known that in order to make sure that the
solution is classical (C2 in both space and time), the initial data should belong
to C [n/2]+2(Rn). So heuristically, the solution loses [n/2] ‘derivatives’. This result
can be obtained either by giving an explicit formula for the solution (see Evan’s
[5] or Miao’s [22]) or by investigating the order of the fundamental solution as a
distribution, as in Ho¨rmander’s book [11].
For the Schro¨dinger equation (α = 1), to the best of the authors’ knowledge,
classical solutions of this Ho¨lder regularity has not been studied, since it is more
natural from physical considerations to study this equation with L2 based Sobolev
spaces. However, we can still ask similar question for the Schro¨dinger equation:
what is the minimal regularity can guarantee the existence of the classical solution?
To answer this question, we also prove a new result for the classical Schro¨dinger
equation (see Theorem 1.2 below).
The existence of classical solutions for the diffusion-wave equation (1.2) is proven
by studying the asymptotic behavior of the fundamental solution using Fox H-
functions, see [12, 16, 17, 28]. However, we cannot adapt this method to study (1.1)
because in our case, the variable z = i−αxt−α/2 lies in a critical line | arg z| = απ2
of the corresponding H-functions and the asymptotic behavior on this line cannot
be given simply by analyzing the residues of H-functions.
Instead, we will use Fourier analysis techniques to study (1.1) for α ∈ (1, 2).
In contrast to the fundamental solutions for the diffusion-wave equations which
have polynomial decay as |z| → ∞, we prove (see Lemma 3.1 below) that the
distributional kernels for (1.1) are oscillating without decay as |z| → ∞. This
motivates the study of Fourier multipliers related to (1.1) in Ho¨lder spaces, which
allow us to prove the space regularity of solutions. To obtain the time regularity,
we prove some upper bounds for the Bessel potentials of the corresponding kernels
to verify the exchange of limits and integrals.
Finally, we prove that the initial data is attained in a pointwise sense. As it is well
known, this is easy to prove for the wave equation since the fundamental solution
is compactly supported, a property also known as the finite speed of propagation.
For the Schro¨dinger equation, finite speed of propagation is not available which
complicates the proof. As a replacement, we use ‘almost finite speed of propagation’,
also known as ‘mismatch estimates’ in the literature (see [13]). For (1.1) with
α ∈ (1, 2), it turns out that analogous mismatch estimates are also true, which
allow us to prove that if the initial data belongs to a certain Ho¨lder space, then
solutions to (1.1) with α ∈ (1, 2) pointwise attain the initial data.
Our main results are as follows:
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Theorem 1.1. For 1 < α < 2 and any ǫ > 0, if u0 ∈ C
2+ nα+ǫ(Rn), u1 ∈
C2+
n
α−
2
α+ǫ(Rn) and f ∈ C0t ((0,∞);C
n
α+
2
α+ǫ(Rn)), then the mild solution u(t, x)
defined by (2.13) is a classical solution defined in (2.15).
For equation (1.1) with α = 1, which is the Schro¨dinger equation, we only need
to prescribe u0, that is{
i∂tu(t, x) = −∆u(t, x) + f(t, x), (t, x) ∈ R
+ × Rn,
u(0, x) = u0(x), x ∈ R
n,
(1.3)
and we have the following result:
Theorem 1.2. For α = 1 and any ǫ > 0, if u0(x) ∈ C
n+2+ǫ(Rn) and f ∈
C0t ((0,∞);C
n+ǫ(Rn)), then the mild solution defined in (5.1) is a classical solu-
tion .
Remark 1.3. If we ignore the small ǫ, the Theorem 1.1 and 1.2 are sharp from the
perspective of Fourier multiplier results. However, using the methods in this paper,
we need a small extra ǫ to guarantee the existence of classical solution. Whether
we can remove this ǫ is unclear at this moment.
Remark 1.4. Although the problem in this paper is inspired by the wave equation,
the methods used here cannot be applied to recover the known results for the wave
equation. The main reason is that the Fourier multiplier ei|ξ|
2
α for α = 2 behaves
quite differently with the multiplier 1 < α < 2. The corresponding kernel for the
former has singularity at |x| = 1, whereas the singular points for the latter appears
only at |x| = 0 or |x| =∞, [25] for the details.
This paper is organized as follows. Some preliminaries are given in section 2. In
section 3, we derive the asymptotic behavior for the oscillatory kernel functions,
and some delicate upper bounds for their Bessel potentials are obtained by using
Fourier analysis methods. In subsection 4.1, we explore the Fourier multiplier prop-
erties for the oscillatory Mittag–Leffler functions and prove the space regularity in
Ho¨lder spaces. In subsection 4.2, the time regularity is proved using the estimates
for the Bessel potentials of the corresponding kernels. In subsection 4.3, we prove
the pointwise convergence to the initial data by using the almost finite speed prop-
agation property for the solutions. The Schro¨dinger equation will be discussed in
section 5.
2. Preliminaries
In this section, we will review some basic definitions and properties about the
fractional derivatives, Mittag–Leffler functions, Holder spaces and Besov spaces and
closely related Bessel potentials. Some results on singular Fourier multipliers are
also included. Also we recall one version Faa´ di Bruno’s formula which will be used
in our paper later. Finally, the classical solutions and mild solutions are given using
the notations introduced above.
We denote by S the Schwartz space on Rn and by S ′ of temper distributions.
The Fourier transform and the inverse Fourier transform are defined by
F(f)(ξ) = f̂(ξ) =
1
(2π)n/2
∫
Rn
e−iξ·xf(x) dx ,
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and
F−1(f)(x) =
1
(2π)n/2
∫
Rn
eix·ξf(ξ) dξ .
For a function m(ξ), we can associate it with an operator Tm given by
Tmf(x) =
1
(2π)n/2
∫
Rn
eix·ξm(ξ)f̂(ξ) dξ .
We say that ‘m(ξ) is a multiplier from X to Y ’ if Tm is a bounded operator from
X to Y .
2.1. Fractional derivatives and properties. In this subsection, we review some
definitions and properties about fractional derivatives, see [27].
For α > 0, we denote gα(t) for
gα(t) :=
{
tα−1
Γ(α) , t > 0,
0, t ≤ 0,
(2.1)
where Γ(α) is Gamma function. When α = 0, we denote g0(t) = δ(t). And the
Riemann-Liouville fractional integral of oder α ≥ 0 is defined as follows:
Iαt f(t) := (gα ∗ f)(t).
Let us use ⌈α⌉ to denote the smallest integer greater than or equal to α. Then the
Riemann-Liouville fractional derivative of order α > 0 is given by
∂αt f(t) = D
⌈α⌉
t I
⌈α⌉−α
t f(t),
where Dmt =
dm
dtm is the classical mth derivative.
Generally, the Caputo derivative of order α > 0 is given by
Dαt f(t) = I
⌈α⌉−α
t D
⌈α⌉
t f(t).
From the above definitions, it is obvious that we need f(t) to be C⌈α⌉-times dif-
ferentiable to define the Caputo derivatives. Whereas, less regularity is required to
define its Riemann-Liouville derivatives.
In addition, it is easy to check that the following equation is valid for smooth
enough function f(t) using integration by parts,
Dαt f(t) = ∂
α
t
(
f(t)−
⌈α⌉−1∑
k=0
f (k)(0)gk+1(t)
)
. (2.2)
Therefore, we can redefine the Caputo derivative using Riemann-Liouville fractional
derivative according to (2.2) to lower the regularity for f(t).
Applying the properties of the Laplace transform, we have
L(∂αt f(t))(λ) = λ
αL(f(t))−
⌈α⌉−1∑
k=0
(g⌈α⌉−α ∗ f)
(k)(0)λ⌈α⌉−1−k,
L(Dαt f(t))(λ) = λ
αL(f(t))−
⌈α⌉−1∑
k=0
f (k)(0)λ⌈α⌉−1−k.
where L denotes the Laplace transform. As we can see from the above equalities,
the Laplace transform for the Caputo derivative is simpler than the Riemann-
Liouville derivative, that is part of the reason why we choose the Caputo fractional
derivatives in our paper.
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To be more clear, we give the definition Dαt for 1 < α < 2 in the following:
Definition 2.1. Let 1 < α < 2, using (2.2) we define the fractional Caputo deriv-
ative of a function f(t) by
Dαt f(t) = D
2
t
(
1
Γ(2− α)
∫ t
0
(t− τ)1−α
(
f(τ) − f(0)− f ′(0)τ
)
dτ
)
,
For the above definition, we have
L(Dαt f(t))(λ) = λ
αL(f(t))− λα−1f(0)− λα−2f ′(0). (2.3)
Now we introduce time Ho¨lder space which closely related to the fractional Ca-
puto derivatives above, and it is different with the spatial Ho¨lder spaces which will
be introduced later.
Definition 2.2. We use C0t (0,∞) to denote the set of all the continuous and
uniformly bounded functions with respect to t > 0. For 1 < α < 2, we say a
function f(t) ∈ Cαt (0,∞) if g2−α ∗ f(t) ∈ C
2(0,∞).
2.2. Mittag–Leffler functions. In this subsection, we introduce the Mittag–
Leffler functions, its asymptotic behaviors, and its derivatives. More information
about Mittag–Leffler functions can be found in [8].
Definition 2.3. [8, p.56] The two parameter Mittag–Leffler functions are given by
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
, (α > 0, β ∈ C). (2.4)
The most interesting properties of the Mittag–Leffler functions are associated
with their Laplace transforms,
L(tβ−1Eα,β(ωt
α)(λ) =
∫ ∞
0
e−λttβ−1Eα,β(ωt
α) dt =
λα−β
λα − ω
.
In the following, we give the asymptotic behavior of Mittag–Leffler functions.
Theorem 2.4. [8, p.64 Theorem 4.3] For 0 < α < 2, β ∈ C, m ∈ N, the following
asymptotic formulas hold:
(1) For any z ∈ C, we have
Eα,β(z) =
m∑
k=0
zk
Γ(αk + β)
+O(|z|m+1), |z| → 0. (2.5)
(2) If | arg z| < min{π, απ}, then
Eα,β(z) =
1
α
z(1−β)/αez
1/α
−
m∑
k=1
z−k
Γ(β − kα)
+O
(
|z|−m−1
)
, |z| → ∞. (2.6)
In particular, when |z| ≥ 1, with | arg z| = π2 , then we have
|zβ−1Eα,β(z
α)| ≤ C. (2.7)
The next theorem deals with the derivatives of the Mittag–Leffler functions.
Theorem 2.5. [8, p.58] Let m ≥ 1 be an integer, then
dm
dzm
[
zβ−1Eα,β (z
α)
]
= zβ−m−1Eα,β−m (z
α) , (m ≥ 1). (2.8)
6 XIAOYAN SU AND JIQIANG ZHENG
2.3. Ho¨lder spaces and Besov spaces. In this subsection, we will recall the
Ho¨lder spaces and Besov spaces in Rn, see [29].
Let γ = (γ1, · · · , γn) be a multi-index of non-negative integers, and |γ| = γ1 +
· · ·+ γn, then denote
Dγf(x) =
∂|γ|f(x)
∂xγ11 · · · ∂x
γn
n
.
Definition 2.6. ([29, p.36] Ho¨lder spaces Cs(Rn)). We use C0(Rn) = C(Rn) to
denote the set of all complex-valued bounded and uniformly continuous functions
on Rn. When s ≥ 0 is an integer,
Cs(Rn) = {f : Rn → C | Dγf ∈ C(Rn), for all |γ| ≤ s}, with
‖f‖Cs(Rn) =
∑
|γ|≤s
‖Dγf‖C(Rn).
If s > 0 is not an integer, then we write s = [s] + {s} with [s] integer, and 0 <
{s} < 1, then
Cs(Rn) = {f : Rn → C | f ∈ C [s](Rn), ‖f‖Cs(Rn) <∞}, with
‖f‖Cs(Rn) = ‖f‖C[s](Rn) +
∑
|γ|=[s]
sup
x 6=y
|Dγf(x)−Dγf(y)|
|x− y|{s}
.
In this paper, we use C0t ((0,∞);C
θ(Rn)) to denote all the functions f(t, x) such
that ‖f(t, x)‖Cθ(Rn) ∈ C
0
t (0,∞).
Definition 2.7. ([29, p.45] Inhomogeneous Besov space) Let {ψj}j≥0 ⊂ S(R
n)
be a family of functions such that{
suppψ0 ⊂ {x||x| ≤ 2},
suppψj ⊂ {x|2
j−1 ≤ |x| ≤ 2j}, j ≥ 1,
for every multi-index γ there exists a positive number cγ such that 2
j|γ||Dγψj(x)| ≤
cγ for all x ∈ R
n and
∞∑
j=0
ψj(x) = 1 for every x ∈ R
n.
The inhomogeneous Besov space is given by
Bsp,q(R
n) = {f ∈ S ′(Rn) : ‖f‖Bsp,q(Rn) <∞},
where
‖f‖Bsp,q :=

( ∞∑
j=0
(2js‖(ψj fˆ)
∨‖Lp)
q
)1/q
, 1 ≤ q <∞,
sup
j≥0
2js‖(ψj fˆ)
∨‖Lp , q =∞.
According to the Lemma 1 in [24] we have the following ‘Young’s Theorem’ in
Ho¨lder spaces given as:
Lemma 2.8. If f ∈ Cs(Rn) and g ∈ B01,∞(R
n), then f ∗ g ∈ Cs(Rn).
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2.4. Bessel potentials. In this subsection, we introduce the Bessel potentials and
its operator properties acting on the Ho¨lder space.
Definition 2.9 (See [2]). For any θ ∈ R, the Bessel potential of order θ for a
tempered distribution f is defined by
Jθf(x) = F−1((1 + |ξ|2)−θ/2f̂(ξ))(x).
For θ > 0, the function (1 + |ξ|2)−θ/2 is the Fourier transform of a integrable
function Gθ(x) where
Gθ(x) =
1
Γ(θ/2)
∫ ∞
0
e−|x|
2/se−s/4s(−n+θ)/2−1
ds
s
. (2.9)
From a straightforward examination of the integral (2.9), we have for some c > 0,
Gθ(x) = O(e−c|x|), as |x| → ∞, and (2.10)
Gθ(x) =
|x|−n+θ
γ(θ)
+ o(|x|−n+θ), as |x| → 0, (2.11)
if 0 < α < n.
The Bessel potential acts like a smoothing operator in Ho¨lder space, in the
following sense:
Proposition 2.10. [23, Theorem 6] For any θ ∈ R, Jθ maps Cs(Rn) isomorphi-
cally onto Cs+θ(Rn).
2.5. Singular multipliers. In this subsection, we recall some known results on
singular Fourier multipliers (see [25] for more details).
Let us denote by
m±a,b(ξ) = φ(ξ)|ξ|
−b exp(±i|ξ|a), ξ ∈ Rn, a > 0, b ∈ R,
where φ is a smooth function which vanishes in a neighborhood of the origin and
equal to 1 outside a compact set. For this multiplier, we denote its kernel by
K±a,b(x) = F
−1(m±a,b(ξ)). According to [25], we have the following property:
Theorem 2.11. [25, Proposition 5.1] When a > 1 and b ∈ R, K+a,b is smooth
throughout Rn, and
K+a,b(x) = A|x|
b−n+na/2
1−a exp
(
iB|x|−a/(1−a)
)
+ o(|x|
b−n+na/2
1−a ), as |x| → ∞,
where A,B are constants which depend on a, b and n.
It is easy to notice that K+a,b(x) and K
−
a,b(x) are are complex conjugates of each
other, thus they have the same asymptotic behavior.
In this paper, we will use the following inhomogeneous multiplier (1 + |ξ|2)−b/2
instead of homogeneous one |ξ|−b, and we give the following corollary.
Corollary 2.12. If we denote by
m˜±a,b(ξ) = φ(ξ)(1 + |ξ|
2)−b/2 exp(±i|ξ|a), ξ ∈ Rn, a > 0, b ∈ R,
and K˜±a,b(x) = F
−1(m˜±a,b(ξ)), then K˜
±
a,b(x) ∼ K
±
a,b(x). To be precise, when a > 1
and b ∈ R, K˜±a,b(x) is smooth throughout R
n, and
K˜±a,b(x) = A|x|
b−n+na/2
1−a exp
(
±iB|x|−a/(1−a)
)
+ o(|x|
b−n+na/2
1−a ), as |x| → ∞,
where A,B are constants which depend on a, b and n.
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Proof. Since we can write m˜±a,b =
|ξ|b
(1+|ξ|2)b/2
m±a,b. Then by Lemma 2, Chapter 4.3
in [31], Kb(x) := F
−1
(
|ξ|b
(1+|ξ|2)b/2
)
is a finite measure. Therefore, the property is
valid. 
Let X and Y be spaces of functions or distributions on Rn, and defineM(X,Y )
to be the spaces of all m ∈ S ′ such that ‖m‖M(X,Y ) <∞, where
‖m‖M(X,Y ) = sup
{
‖F−1(mf̂)‖Y
‖f‖X
: f ∈ D ∩X, ‖f‖X 6= 0
}
.
Theorem 2.13. [25, Theorem 5.1] Let a > 0, θ ∈ R. Suppose that A ≥ 1, m is a
function of class C [
n
2 ]+1 on Rn, m(ξ) = 0 for |ξ| ≤ 2 and
|Dγm(ξ)| ≤ |ξ|−θ−na/2
(
A|ξ|a−1
)|γ|
for |γ| ≦ [n/2] + 1.
Then m ∈M(Cs(Rn), Cs+θ(Rn)), and
‖m‖M(Cs(Rn),Cs+θ(Rn)) ≤ CA
n
2 ,
where the constant C depends only on a, s, θ and n.
2.6. Faa´ di Bruno’s formula. Let us also recall Faa´ di Bruno’s formula for later
use. In the following lemma, we use bold symbols to distinguish multi-index integers
from integers.
Lemma 2.14. [3, 2.10. Corollary] Assume that x ∈ Rn and y ∈ R. Let |γ| ≥ 1,
and h(x1, x2, · · · , xn) = f(g(x1, x2, · · · , xn)) with g ∈ C
|γ|(Rn) and f ∈ C|γ|(R),
let y = g(x). There holds:
Dγh =
|γ|∑
r=1
drf
dyr
∑
p(γ,r)
(γ!)
|γ|∏
j=1
[
Dℓjg
]kj
(kj !) (ℓj !)
kj
where
p(γ, r) = {(k1, . . . , k|γ|; ℓ1, . . . , ℓ|γ|) : for some 1 ≤ s ≤ |γ|, (2.12)
ki = 0 and ℓi = 0 for 1 ≤ i ≤ |γ| − s; ki > 0 for |γ| − s+ 1 ≤ i ≤ |γ|;
and 0 ≺ ℓn−s+1 ≺ · · · ≺ ℓn are such that
n∑
i=1
ki = r,
n∑
i=1
kiℓi = γ}.
2.7. Classical solutions and mild solutions. In this subsection, we give the
definitions of classical and mild solutions for (1.1).
Definition 2.15 (Classical solution). Suppose u0, u1 ∈ C(R
n) and f ∈ C([0,∞)×
Rn). Then a function u(t, x) ∈ C([0,∞) × Rn) is called a classical solution of the
Cauchy problem (1.1) if
(1) ∆u(t, x) defines a continuous function of x for every t > 0,
(2) for every x ∈ Rn, the fractional integral I2−αt u
′, where u′ = ∂u∂t ,
I2−αt u
′(t, x) =
1
Γ(2− α)
∫ t
0
(t− τ)1−α
∂u
∂t
(τ, x) dτ ,
is continuously differentiable with respect to t > 0, and
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(3) u(t, x) satisfies the equation (1.1) for every (t, x) ∈ (0,∞) × Rn and the
initial conditions in (1.1) for every x ∈ Rn.
Recall that Eα,β(z) is the Mittag-Leffler function which is given in Definition
2.4. Define
Ŝα(t, ξ) = Eα,1(i
−αtα|ξ|2),
Q̂α(t, ξ) = tEα,2(i
−αtα|ξ|2),
P̂α(t, ξ) = i
−αtα−1Eα,α(i
−αtα|ξ|2),
and Sα(t, x), Qα(t, x), Pα(t, x) be the inverse Fourier transform of Ŝα(t, ξ), Q̂α(t, ξ), P̂α(t, ξ)
respectively. We write Sα(x) = Sα(1, x), Qα(x) = Qα(1, x), and Pα(x) = Pα(1, x)for
short.
When the initial data is sufficiently regular, we can use the Laplace and Fourier
transforms to write the solution as the sum of three terms,
u(t, x) =
∫
Rn
Sα(t, x− y)u0(y) dy +
∫
Rn
Sα(t, x− y)u1(y) dy +
∫ t
0
∫
Rn
Pα(t− τ, x− y)f(τ, y) dy dτ
= F−1(Ŝα(t, ξ)û0(ξ)) + F
−1(Q̂α(t, ξ)û1(ξ)) + F
−1
(∫ t
0
P̂α(t− τ, ξ))f̂(τ, ξ) dτ
)
=: u0(t, x) + u1(t, x) + uf (t, x). (2.13)
Definition 2.16 (Mild solution). Let u0, u1 and f be measurable functions on R
n
and [0,∞)× Rn, respectively. Then the function u defined by (2.13) is called the
mild solution of the Cauchy problem (1.1) whenever the integrals in (2.13) are well
defined.
Remark 2.17. If u0, u1 ∈ S and f ∈ S for each t > 0, then the mild solution is a
classical solution.
Using (2.6), as t|ξ|
2
α →∞, we have the following results:
Ŝα(t, ξ) =
1
α
e−it|ξ|
2
α −
m∑
k=1
iαkt−αk
Γ(1− αk)|ξ|2k
+ o
(
t−αm
|ξ|2m
)
, (2.14)
Q̂α(t, ξ) =
1
α
i|ξ|−
2
α e−it|ξ|
2
α −
m∑
k=1
iαkt1−αk
Γ(2 − αk)|ξ|2k
+ o
(
t1−αm
|ξ|2m
)
, and (2.15)
P̂α(t, ξ) =
1
α
i−1|ξ|−
2(α−1)
α e−it|ξ|
2
α −
m∑
k=2
iαk−αtα−1−αk
Γ(α− αk)|ξ|2k
+ o
(
tα−1−αm
|ξ|2m
)
. (2.16)
It is obvious that Ŝα(t, ξ), Q̂α(t, ξ), P̂α(t, ξ) are oscillating as |ξ| → ∞ for any fixed
t > 0.
Remark 2.18. It is easy to check that Ŝα(t, ξ) = D
1
t Q̂α(t, ξ) and P̂α(t, ξ) =
D2−αt Q̂α(t, ξ).
3. Asymptotic properties of the kernels
In this section, we give the asymptotics for the oscillatory kernels and its Bessel
potentials for t = 1. In addition, we derive some upper bounds for the the Bessel
potentials of the kernels for any t > 0.
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First, we consider the case when t = 1. Recall that, for any θ ≥ 0,
JθSα(x) =
1
(2π)n/2
∫
Rn
eix·ξ(1 + |ξ|2)−θ/2Eα,1(i
−α|ξ|2) dξ ,
JθQα(x) =
1
(2π)n/2
∫
Rn
eix·ξ(1 + |ξ|2)−θ/2Eα,2(i
−α|ξ|2) dξ , and
JθPα(x) =
1
(2π)n/2
∫
Rn
eix·ξ(1 + |ξ|2)−θ/2Eα,α(i
−α|ξ|2) dξ .
Then we have the following lemma.
Lemma 3.1. For any θ ≥ 0. Then JθSα(x), J
θQα(x) and J
θPα(x) are all smooth
functions throughout Rn\{0} with the following asymptotic behavior as |x| → ∞,
JθSα(x) = A|x|
nα−n−θα
2−α e−iB|x|
2
α−2
+ o(|x|
nα−n−θα
2−α ), (3.1)
JθQα(x) = A|x|
nα−n−2−αθ
2−α e−iB|x|
2
α−2
+ o(|x|
nα−n−2−αθ
2−α ), and (3.2)
JθPα(x) = A|x|
nα+2−n−2α−αθ
2−α e−iB|x|
2
α−2
+ o(|x|
nα+2−n−2α−αθ
2−α ), (3.3)
where A and B are some constants (which may differ from line to line) which only
depend on α, θ and n. They have the following asymptotic behavior as |x| → 0,
|JθSα(x)|, |J
θQα(x)| ∼

C, when θ > n− 2,
C log 1|x| , when θ = n− 2,
C|x|2+θ−n + o(|x|2+θ−n), when θ < n− 2,
(3.4)
and
|JθPα(x)| ∼

C, when θ > n− 4,
C log 1|x| , when θ = n− 4,
C|x|4+θ−n + o(|x|4+θ−n), when θ < n− 4.
(3.5)
In particular, define the constants
θSα =
n
α
, θQα =
n
α
−
2
α
and θPα =
n
α
+
2
α
− 2. (3.6)
Then
(1) if θ > θSα , we have J
θSα(x) ∈ L
1(Rn);
(2) if θ > θQα , we have J
θQα(x) ∈ L
1(Rn); and
(3) if θ > θPα , we have J
θPα(x) ∈ L
1(Rn).
Proof. Since the proofs for the three kernels are similar, we only give the details
for Sα(x).
Denote by Φ(ξ) a fixed smooth function that is supported in the unit ball centered
at the origin. Recall that ĴθSα(ξ) = (1+|ξ|
2)−θ/2Eα,1(i
−α|ξ|2) is locally integrable,
thus it belongs to S ′(Rn). Then we can write JθSα(x) as follows (interpreted in
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the sense of distributions),
JθSα(x) =
1
(2π)n/2
∫
Rn
eix·ξ(1 + |ξ|2)−θ/2Eα,1(i
−α|ξ|2) dξ
=
1
(2π)n/2
∫
Rn
eix·ξ(1 + |ξ|2)−θ/2Eα,1(i
−α|ξ|2)Φ(ξ) dξ
+
1
(2π)n/2
∫
Rn
eix·ξ(1 + |ξ|2)−θ/2Eα,1(i
−α|ξ|2)(1 − Φ(ξ)) dξ
=:Sα,θ,1(x) + Sα,θ,2(x).
Since (1+|ξ|2)−θ/2Eα,1(i
−α|ξ|2)Φ(ξ) ∈ C∞c (R
n), we have that Sα,θ,1(x) is a Schwartz
function. In particular, for any integer N ≥ 1,
|Sα,θ,1(x)| .
{
1 as |x| → 0,
|x|−N , as |x| → ∞.
(3.7)
For the second term, we rewrite it as
Sα,θ,2(x) =
1
(2π)n/2
∫
Rn
eix·ξ(1 + |ξ|2)−θ/2Eα,1(i
−α|ξ|2)(1 − Φ(ξ)) dξ
=
1
(2π)n/2
∫
Rn
eix·ξ(1 + |ξ|2)−θ/2
1
α
e−i|ξ|
2
α (1− Φ(ξ)) dξ
+
1
(2π)n/2
∫
Rn
eix·ξ(1 + |ξ|2)−θ/2(Eα,1(i
−α|ξ|2)−
1
α
e−i|ξ|
2
α )(1 − Φ(ξ)) dξ
=: Sα,θ,21(x) + Sα,θ,22(x).
By Corollary 2.12, Sα,θ,2(x) is a smooth function throughout R
n, and
|Sα,θ,21(x)| ∼
{
C, as |x| → 0,
A|x|
nα−n−θα
2−α e−iB|x|
2
α−2
+ o(|x|
nα−n−θα
2−α ), as |x| → ∞.
(3.8)
Now we deal with Sα,θ,22(x). Define rα,θ(ξ) as the following term which appears
in the integrand of Sα,θ,22(x),
rα,θ(ξ) := (1 + |ξ|
2)−θ/2(Eα,1(i
−α|ξ|2)−
1
α
e−i|ξ|
2
α )(1 − Φ(ξ)).
Employing the asymptotic formula (2.6), we have for any integer M ≥ 1,
rα,θ(ξ) =
(
M∑
k=1
Ck
|ξ|2k+θ
+ o
(
1
|ξ|2k+θ
))
(1− Φ(ξ))).
Using integration by parts, it is easy to see for any integer N ≥ 1
|Sα,θ,22(x)| . |x|
−N , as x→∞. (3.9)
It remains to consider the case when |x| → 0. Using similar estimates for Lemma
3.1 in [32], we have the following expansion for Sα,θ,22(x),
(1) If n > θ + 2, for some positive integer M ,
Sα,θ,22(x) =
M∑
k=1
Ck|x|
−n+2k+θ +W (x), as |x| → 0,
where W ∈ L∞(Rn).
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(2) If n = θ + 2, for some positive integer M ,
Sα,θ,22(x) =
M∑
k=1
Ck|x|
−n+2k+θ + CW1(x) +W (x),
where W ∈ L∞(Rn), and W1(x) ∼ ln |x|, as |x| → 0.
(3) If n < θ + 2, then rα,θ(ξ) is integrable. Thus Sα,θ,22(x) is bounded as
|x| → 0.
In particular, we have
|Sα,θ,22(x)| ∼

C, when n < 2 + θ,
log 1|x| , when n = 2 + θ,
|x|2+θ−n, when n > 2 + θ,
as |x| → 0. (3.10)
Combining (3.7), (3.8), (3.9) and (3.10), gives the asymptotic behavior for JθSα(x).
Notice that, when θ > nα , we have
nα−n−θα
2−α < −n, which implies J
θSα ∈ L
1(Rn).
As forQα(x) and Pα(x), we can derive the desired results using the same method.

Now we compare the properties of our kernels with some known results. Here
we take θ = 0 and Sα(x) to illustrate our ideas. From Lemma 3.1, Sα(x) has the
following asymptotic behavior as |x| → ∞,
Sα(x) = A|x|
nα−n
2−α e−iB|x|
2
α−2
+ o(|x|
nα−n
2−α ), (3.11)
and have the following asymptotic behavior as |x| → 0,
|Sα(x)| ∼

C, when n < 2,
C log 1|x| , when n = 2,
C|x|2−n + o(|x|2−n), when n > 2.
(3.12)
Let us denote Shα(x) = F
−1(Eα,1(−|ξ|
2)), which is the fundamental solution for
the fractional diffusion-wave equation (1.2). According to the Theorem 2.1 and
Theorem 2.2 in [15], Shα(x) has the following asymptotic behavior as |x| → ∞,
|Shα(x)| . |x|
−ne−c|x|
2
2−α
, (3.13)
where c > 0 is a constant, and has the following asymptotic behavior as |x| → 0,
|Shα(x)| ∼

C, when n < 2,
C log 1|x| , when n = 2,
C|x|2−n + o(|x|2−n), when n > 2.
(3.14)
Remark 3.2. Suppose that 1 < α < 2. As |x| → 0, according to (3.12) and
(3.14), Shα(x) and Sα(x) have the same behavior and they are both in L
1
loc(R
n). As
|x| → ∞, due to (3.13), Shα(x) has exponential decay. In contrast, by (3.11), the
main term for Sα(x) is an increasing polynomial multiplied by an oscillatory term,
which causes the solution for (1.1) to lose regularity.
Remark 3.3. We can also compare Sα(x) with K
−
0, 2α
(x). It is easy to see that they
have the same asymptotic behavior as |x| → ∞; However, they behaves differently
as |x| → 0, since the former one may has singularity at |x| = 0 when the dimension
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is large. This difference is caused by the reminder term r(ξ) of Eα,1(i
α|ξ|2) as
|ξ| → ∞.
In the next lemma, we give some upper bounds for the Bessel potentials of
the kernels for any arbitrary t > 0. Since (1 + |ξ|2)−θ/2 is not homogeneous, the
following results cannot be obtained by scaling. Recall that θSα , θQα and θPα are
constants defined in (3.6).
Lemma 3.4. For the Bessel potentials of the kernels Sα(t, x), Qα(t, x) and Pα(t, x)
with arbitrary t > 0, we have the following upper bounds:
(1) (a) If θ > θSα and 0 < t < 1, then
|JθSα(t, x)| ≤

Cmax{1, |x|θ−n}, |x| ≤ t
α
2 ,
Cmax{1, t
α
2 (θ−n)}, t
α
2 ≤ |x| ≤ 1,
C|x|−n−σ , |x| ≥ 1,
(3.15)
where σ = θα−n2−α > 0. In particular,
∫
Rn\B(0,1) |J
θSα(t, x)| dx is
bounded uniformly in 0 < t < 1, where B(0, 1) is the unit ball of
Rn centered at the origin.
(b) If θ > θSα and t ≥ 1, then
|JθSα(t, x)| ≤
{
Cmax{1, |x|θ−n}, |x| ≤ t
α
2 ,
Ct
α
2 (θ+σ)|x|−n−σ, |x| ≥ t
α
2 ,
(3.16)
where σ = θα−n2−α > 0.
(2) (a) For θ > θQα and 0 < t < 1, then
|JθQα(t, x)| ≤

Cmax{1, |x|θ−n+
2
α }, |x| ≤ t
α
2 ,
Cmax{1, t
α
2 (θ−n+
2
α )}, t
α
2 ≤ |x| ≤ 1,
C|x|−n−σ , |x| ≥ 1,
(3.17)
where σ = θα+2−n2−α > 0. In particular,
∫
Rn\B(0,1) |J
θQα(t, x)| dx is
bounded uniformly in 0 < t < 1.
(b) For θ > θQα and t ≥ 1, then
|JθQα(t, x)| ≤
{
Cmax{1, |x|θ−n+
2
α }, |x| ≤ t
α
2 ,
Ct
α
2 (θ+σ)|x|−n−σ, |x| ≥ t
α
2 ,
(3.18)
where σ = θα+2−n2−α > 0.
(3) (a) For θ > θPα and 0 < t < 1, then
|JθPα(t, x)| ≤

Cmax{1, |x|θ−n+2−
2
α }, |x| ≤ t
α
2 ,
Cmax{1, t
α
2 (θ−n+2−
2
α )}, t
α
2 ≤ |x| ≤ 1,
C|x|−n−σ, |x| ≥ 1,
(3.19)
where σ = θα+2α−2−n2−α > 0. In particular,
∫
Rn\B(0,1)
|JθPα(t, x)| dx is
bounded uniformly in 0 < t < 1.
(b) For θ > θPα and t ≥ 1, then
|JθPα(t, x)| ≤
{
Cmax{1, |x|θ−n+2−
2
α }, |x| ≤ t
α
2 ,
Ct
α
2 (θ+σ)|x|−n−σ , |x| ≥ t
α
2 ,
(3.20)
where σ = θα+2α−2−n2−α > 0.
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Proof. We only prove the estimates for JθSα(t, x), because the estimates for the
other two terms are similarly derived. Performing a change of variables, we can
write
JθSα(t, x) =
1
(2π)n/2
∫
Rn
eix·ξ(1 + |ξ|2)−
θ
2Eα,1(i
−αtα|ξ|2) dξ
=
1
(2π)n/2
t−αn/2
∫
Rn
eixt
−α
2 ·ξ(1 + t−α|ξ|2)−
θ
2Eα,1(i
−α|ξ|2) dξ
=
1
(2π)n/2
t−αn/2
∫
Rn
eixt
−α
2 ·ξ(1 + t−α|ξ|2)−
θ
2Eα,1(i
−α|ξ|2)Φ(ξ) dξ
+
1
(2π)n/2
t−αn/2
∫
Rn
eixt
−α
2 ·ξ(1 + t−α|ξ|2)−
θ
2Eα,1(i
−α|ξ|2)(1 − Φ(ξ)) dξ
:= I1(t, x) + I2(t, x).
Case (a): when 0 < t < 1.
Step 1: First, we claim that, for any integral N , the following estimate is valid,
|I1(t, x)| . min
{
max{1, tα/2(θ−n)},
tα/2(θ+N−n) + 1
|x|N
}
. (3.21)
Then, we have for N large enough,
|I1(t, x)| .

max{1, |x|θ−n}, |x| ≤ tα/2,
max{1, t
α
2 (θ−n)} tα/2 ≤ |x| ≤ 1,
1
|x|N , |x| ≥ 1.
(3.22)
The claim (3.21) is valid, because on the one hand, by spliting the integral into two
parts, i.e. |ξ| ≤ t
α
2 and |ξ| ≥ t
α
2 , we have the following trivial bound,
|I1(t, x)| . t
−α2 n
∫
Rn
(1 + t−α|ξ|2)−
θ
2Φ(ξ) dξ
. t−
α
2 n
∫
|ξ|≤t
α
2
Φ(ξ) dξ + t−
α
2 n
∫
t
α
2 ≤|ξ|≤1
t
α
2 θ|ξ|−θΦ(ξ) dξ
. t−
α
2 nt−
α
2 n + (1 + t
α
2 (θ−n))
. max{1, t
α
2 (θ−n)}. (3.23)
On the other hand, define
Du = −i
n∑
j=1
xjt
−α/2
|xt−α/2|
∂ju
then it is easy to see that its adjoint operator is TD = −D and
Deixt
−α
2 ·ξ = |xt−α/2|eixt
−α
2 ·ξ.
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Hence by integrating by parts N times, we have
I1(t, x) =
1
(2π)n/2
t−αn/2
∫
Rn
1
|ixt−α/2|N
DNeixt
−α
2 ·ξ
[
(1 + t−α|ξ|2)−
θ
2Eα,1(i
−α|ξ|2)Φ(ξ)
]
dξ
=
1
(2π)n/2
t−αn/2
1
| − ixt−α/2|N
∫
Rn
eixt
−α
2 ·ξDN
[
(1 + t−α|ξ|2)−
θ
2Eα,1(i
−α|ξ|2)Φ(ξ)
]
dξ
=
1
(2π)n/2
t−αn/2
1
| − ixt−α/2|N
∫
|ξ|≤tα/2
eixt
−α
2 ·ξDN
[
(1 + t−α|ξ|2)−
θ
2Eα,1(i
−α|ξ|2)Φ(ξ)
]
dξ
+
1
(2π)n/2
t−αn/2
1
| − ixt−α/2|N
∫
t
α
2 ≤|ξ|≤1
eixt
−α
2 ·ξDN
[
(1 + t−α|ξ|2)−
θ
2Eα,1(i
−α|ξ|2)Φ(ξ)
]
dξ
=: I11(t, x) + I12(t, x).
For I11(t, x), since t
−α|ξ|2 ≤ 1, direct calculation yields∣∣DN [(1 + t−α|ξ|2)− θ2Eα,1(i−α|ξ|2)]∣∣ . t−α2 N .
Thus,
|I11(t, x)| .
t−αn/2
|x|N
∫
|ξ|≤tα/2
dξ .
1
|x|N
. (3.24)
For I22(t, x), since t
−α|ξ|2 ≥ 1, we have DN
[
(1 + t−α|ξ|2)−
θ
2
]
∼ t
θα
2 |ξ|θ−N . Thus,
|I12(t, x)| .
t−αn/2
|xt−α/2|N
∫
t
α
2 ≤|ξ|≤1
t
α
2 θ|ξ|−θ−N dξ
.
tα/2(θ+N−n)
|x|N
(1 + tα/2(n−θ−N)) .
tα/2(θ+N−n) + 1
|x|N
. (3.25)
Combining (3.23), (3.24), and (3.25), we obtain
|I1(t, x)| . min
{
max{1, tα/2(θ−n)},
tα/2(θ+N−n) + 1
|x|N
}
. (3.26)
Step 2: Next we deal with I2(t, x). In order to use the scaling property, let us
introduce I˜2(t, x), defined as
I˜2(t, x) :=
1
(2π)n/2
t−αn/2
∫
Rn
eixt
−α/2·ξt
αθ
2 |ξ|−θEα,1(i
−α|ξ|2)(1 − Φ(ξ)) dξ .
In this case t−α/2|ξ| ≥ 1, thus I2(t, x) and I˜2(t, x) has the same asymptotic as
|xt−
α
2 | → 0 or |xt−
α
2 | → ∞. By the estimates of (3.8), (3.9) and (3.10), when
θ > nα , we have
|I2(t, x)| ∼ |I˜2(t, x)| .
{
|x|θ−n |xt−
α
2 | ≤ 1,
Ct
α
2 (θ+σ)|x|−n−σ |xt−
α
2 | ≥ 1.
(3.27)
where σ = θα−n2−α .
In particular, when |xt−
α
2 | ≥ 1 with 0 < t < 1, we have
t
α
2 (θ+σ)|x|−n−σ ≤ t
α
2 (θ−n),
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thus the following is also valid,
|I2(t, x)| ∼ |I˜2(t, x)| ≤

Cmax{1, |x|θ−n}, |x| ≤ t
α
2 ,
Cmax{1, t
α
2 (θ−n)}, t
α
2 ≤ |x| ≤ 1,
C|x|−n−σ, |x| ≥ 1.
(3.28)
With the help of (3.22) and (3.28), when 0 < t < 1, we get that if θ > θSα , then
|JθSα(t, x)| ≤

Cmax{1, |x|θ−n}, |x| ≤ t
α
2 ,
Cmax{1, t
α
2 (θ−n)}, t
α
2 ≤ |x| ≤ 1,
C|x|−n−σ , |x| ≥ 1.
where σ = θα−n2−α > 0. In particular, if 0 < t ≤ 1, J
θSα(t, x) is in L
1(Rn \ B(0, 1))
uniformly.
Case (b): when t > 1.
It is easy to notice that the inequality (3.26) is still valid when t > 1. Then we only
need to estimate I2(t, x). We can rewrite I2(t, x) as
I2(t, x) =
1
(2π)n/2
t−αn/2
∫
Rn
eixt
−α
2 ·ξ(1 + t−α|ξ|2)−
θ
2Eα,1(i
−α|ξ|2)(1 − Φ(ξ)) dξ
=
1
(2π)n/2
t−αn/2
∫
1≤|ξ|≤tα/2
eixt
−α
2 ·ξ(1 + t−α|ξ|2)−
θ
2Eα,1(i
−α|ξ|2)(1− Φ(ξ)) dξ
+
1
(2π)n/2
t−αn/2
∫
|ξ|≥tα/2
eixt
−α
2 ·ξ(1 + t−α|ξ|2)−
θ
2Eα,1(i
−α|ξ|2)(1 − Φ(ξ)) dξ
= : I21 + I22.
When t > 1 and t−α|ξ|2 ≤ 1, for I21, we have
|I21(t, x)| . t
−αn/2(tαn/2 + 1) . 1. (3.29)
As for I22(t, x), when t
−α|ξ|2 ≥ 1, (1 + t−α|ξ|2)−
θ
2 ∼ tαθ/2|ξ|−θ, then we have that
|I22(t, x)| ∼ |I˜2(t, x)| .
{
|x|θ−n |xt−
α
2 | ≤ 1,
Ct
α
2 (θ+σ)|x|−n−σ |xt−
α
2 | ≥ 1.
Therefore, when t > 1, we have
|JθSα(t, x)| ≤
{
Cmax{1, |x|θ−n}, |x| ≤ t
α
2 ,
Ct
α
2 (θ+σ)|x|−n−σ, |x| ≥ t
α
2 .
(3.30)
This finishes the proof. 
Corollary 3.5. For any fixed t0 > 0, we have
(1) if θ > θSα , then there exist a constant C > 0 such that for all t ∈ [
t0
2 ,
3t0
2 ],
‖JθSα(t, x)‖L1(Rn) ≤ C.
(2) if θ > θQα , then there exist a constant C > 0 such that for all t ∈ [
t0
2 ,
3t0
2 ],
‖JθQα(t, x)‖L1(Rn) ≤ C.
(3) if θ > θPα , then hen there exist a constant C > 0 such that for all t ∈
[ t02 ,
3t0
2 ],
‖JθPα(t, x)‖L1(Rn) ≤ C.
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Proof. As in the earlier two proofs, we only prove that the statement is valid for
JθSα(t, x), as the other cases are similarly proven. If 0 < t0 ≤ 2, define
Mt0(x) =

Cmax{1, |x|θ−n}, |x| ≤
(
t0
2
)α
2 ,
Cmax{1, t
α
2 (θ−n)
0 },
(
t0
2
)α
2 ≤ |x| ≤ 1,
C|x|−n−σ , |x| ≥ 1,
and if t0 ≥ 2, define
Mt0(x) =
{
Cmax{1, |x|θ−n}, |x| ≤
(
t0
2
)α
2 ,
Ctθ+σ0 |x|
−n−σ, |x| ≥
(
t0
2
)α
2 ,
where σ = θα−n2−α > 0. In either case, Mt0(x) ∈ L
1(Rn). By the estimates (3.15)
and (3.16), for any t ∈ [ t02 ,
3t0
2 ], |J
θSα(t, x)| ≤Mt0(x). Thus there exist a constant
C > O such that ‖JθSα(t, x)‖L1(Rn) ≤ C for all t ∈ [
t0
2 ,
3t0
2 ]. 
4. The proof of the main theorem
In this section, we prove Theorem 1.1. We divide our proof into three main
subsections, i.e. space regularity, time regularity and pointwise convergence to the
initial data.
4.1. Space regularity. In this subsection, by exploring the multiplier properties
for the corresponding Mittag–Leffler functions, we prove the space regularity for
the mild solution. To start with, we give some estimates for the derivatives of the
oscillatory Mittag–Leffler functions.
Lemma 4.1. Let 1 < α < 2, and assume that γ is a multi-index nonnegative
integer, then
(1) when |ξ| ≤ 1, Dγ Ŝα(ξ), D
γQ̂α(ξ) and D
γ P̂α(ξ) are bounded;
(2) when |ξ| ≥ 1, we have
(a) |DγŜα(ξ)| ≤ C|ξ|
( 2α−1)|γ|;
(b) |DγQ̂α(ξ)| ≤ C|ξ|
− 2α |ξ|(
2
α−1)|γ|;
(c) |DγP̂α(ξ)| ≤ C|ξ|
− 2(α−1)
α |ξ|(
2
α
−1)|γ|.
Proof. Case 1: When |ξ| ≤ 1, since the Mittag–Leffler function Eα,1(i
−α|ξ|2) is an
entire function, so all its derivatives are bounded.
Case 2: When |ξ| > 1, let us denote z = i−1|ξ|
2
α . By induction, it is easy to verify
that
|Dγz| ≤ Cγ |ξ|
2
α−|γ|. (4.1)
Notice that when 1 < α < 2, we have 2α − 1 > 0, which implies that |ξ|
( 2α−1) →∞
is an increasing term, and it is the main term compared with |ξ|−1 as |ξ| → ∞.
(1) Firstly, we explain the result is valid for Ŝα(ξ). Let γ be a multi-index. We
rewrite Sα(ξ) as a function of z, that is Ŝα(ξ) = Eα,1(i
−α|ξ|2) = Eα,1(z
α) with
z = i−1|ξ|
2
α . Then we calculate its derivatives by Faa´ di Bruno’s formula Lemma
2.14, and the main term for DγEα,1(i
−α|ξ|2) is d
|γ|
dz|γ|
Eα,1(z
α)Dγz as |ξ| → ∞. By
(2.7) and (4.1), we have
|DγŜα(ξ)| ≤ C|ξ|
( 2α−1)|γ|.
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(2) Similarly, we can prove that
|Dγ(zEα,2(i
−α|ξ|2))| ≤ |ξ|(
2
α−1)|γ|, (4.2)
|Dγ(z−1)| ≤ C|ξ|−
2
α−|γ|. (4.3)
By the Leibniz rule, we have
DγQ̂α(ξ) = D
γEα,2(i
−α|ξ|2) = Dγ(z−1zEα,2(i
−α|ξ|2)) (4.4)
=
∑
η≤γ
(
γ
η
)
Dη(z−1)Dγ−η(zEα,2(i
−α|ξ|2)).
By (4.2) and (4.3), we have
|DγQ̂α(ξ)| ≤ C|ξ|
− 2α |ξ|(
2
α−1)|γ|. (4.5)
(3) The method is the same for Pα(x), thus we omit the details. 
Lemma 4.2. Let m be a smooth function and supported in the unit ball. If
|Dγm(ξ)| ≤ C,
then m ∈ M(Cθ, Cθ).
Proof. According to Lemma 2.8, we only need to prove thatKm(x) := F
−1(m(ξ)) ∈
B01,∞. Since m is a Schwartz function, Km(x) ∈ S ⊂ B
0
1,∞. 
Now we are ready to give the multiplier proposition.
Proposition 4.3. (1) Ŝα(ξ) is a Fourier multiplier from C
n
α+s(Rn) to Cs(Rn);
(2) Q̂α(ξ) is a Fourier multiplier from C
n
α−
2
α+s(Rn) to Cs(Rn); and
(3) P̂α(ξ) is a Fourier multiplier from C
n
α+
2
α−2+s(Rn) to Cs(Rn).
In addition, these results are sharp, in the sense that the operators do not map
into Cs
′
(Rn) for any s′ > s.
Proof. The proof for Ŝα(ξ), Q̂α(ξ), P̂α(ξ) are similar, thus we only give the details
for Ŝα(ξ).
Let Φ be a smooth function supported in the unit ball, then by Lemma 4.1, we
have
|Dγ Ŝα(ξ)Φ(ξ)| ≤ C, (4.6)
and ∣∣∣Dγ (Ŝα(ξ)(1 − Φ(ξ)))∣∣∣ ≤ C|ξ|( 2α−1)|γ|. (4.7)
Due to Theorem 2.13, we know that Ŝα(ξ) (1− Φ(ξ)) is a multiplier from C
n
α+s(Rn)
to Cs(Rn). Due to Lemma 4.2, we know Ŝα(ξ)Φ(ξ) is a multiplier from C
n
α+s(Rn)
to C
n
α+s(Rn). Collecting these two facts give the desired result.
Next we illustrate that our index is sharp: assume that Ŝα(ξ) is a Fourier mul-
tiplier from C
n
α+s(Rn) to Cs+ǫ0(Rn) for some ǫ0 > 0. Since Ŝα(ξ)Φ(ξ) defines an
operator from C
n
α+s(Rn) to C
n
α+s(Rn), then we deduce that Ŝα(ξ) (1− Φ(ξ)) is a
multiplier from C
n
α+s(Rn) to Cs+ǫ0(Rn). Let R(ξ) = (Ŝα(ξ)−
1
αe
i|ξ|
n
α ) (1− Φ(ξ)).
Then we have R(ξ) ≤ C1+|ξ|2 , so R(ξ) is a Fourier multiplier from C
n
α+s(Rn) to
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C
n
α+s(Rn). Thus we get 1αe
i|ξ|
n
α (1− Φ(ξ)) is C
n
α+s(Rn) to Cs+ǫ0(Rn), which is in
contradiction with Theorem 4.4 of Miyachi [25].
The results for Q̂α(ξ) and P̂α(ξ) are similarly proven. 
For Mittag-Leffler kernels, we have the following scaling properties by changing
variables,
Sα(t, x) = t
−α2 nSα(1, t
−α2 x),
Qα(t, x) = t
−α2 n+1Qα(1, t
−α2 x),
Pα(t, x) = t
−α2 n+α−1Pα(1, t
−α2 x).
therefore we have proven: if u0(x) ∈ C
n
α+s(Rn), u1(x) ∈ C
n
α−
2
α+s(Rn) and f(t, x) ∈
C
n+2
α −2+s(Rn) for any t > 0, then we have u(t, x) ∈ Cs(Rn) for every t > 0.
4.2. Time regularity. In this subsection, we will demonstrate that, if u0 ∈ C
n
α+ǫ(Rn),
u1 ∈ C
2+ nα−
2
α+ǫ(Rn) andf ∈ C0t ((0,∞) : C
n
α+
2
α+ǫ(Rn)), then J2−αu′ is continu-
ously differentiable in time for t > 0.
In order to do that, notice if the initial data is regular enough, then we can write
∂
∂tI
2−α
t u
′ as three terms
∂
∂t
I2−αt u
′ =
∂
∂t
I2−αt u
′
0(t, x) +
∂
∂t
I2−αt u
′
1(t, x) +
∂
∂t
I2−αt u
′
f (t, x),
where
∂
∂t
I2−αt u
′
0(t, x) =
∫
Rn
Mα(t, x− y)u0(y) dy ,
∂
∂t
I2−αt u
′
1(t, x) =
∫
Rn
Nα(t, x− y)u1(y) dy ,
∂
∂t
I2−αt u
′
f (t, x) = f(t, x) +
∫ t
0
∫
Rn
Lα(t− τ, x− y)f(τ, y) dy dτ ,
with
M̂α(t, ξ) = i
−α|ξ|2Eα,1(i
−αtα|ξ|2),
N̂α(t, ξ) = t
1−αEα,2−α(i
−αtα|ξ|2),
L̂α(t, ξ) = i
−α|ξ|2tα−1Eα,α(i
−αtα|ξ|2).
Therefore if we can verify that
Mα(t, ·) ∗ u0(x), Nα(t, ·) ∗ u1(x), and
∫ t
0
∫
Rn
Lα(t− τ, x− y)f(τ, y) dy dτ
exist for every x ∈ Rn and it is continuous with respect to t > 0, then we have our
desired results.
For the above kernels, we have the following scaling properties.
Mα(t, x) = t
−α2 n−αMα(1, t
−α2 x),
Nα(t, x) = t
−α2 n+1−αNα(1, t
−α2 x), and
Lα(t, x) = t
−α2 n−1Lα(1, t
−α2 x)
Analogously, we write Mα(x) = Mα(1, x), Nα(x) = Nα(1, x) and Lα(x) = Lα(1, x)
for short.
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Lemma 4.4. Let θ > 0. Then JθMα(x), J
θNα(x) and J
θLα(x) are all smooth
functions throughout Rn\{0} and have the following asymptotic behaviors as |x| →
∞, there exist some constants A and B which depends on α, θ and n, such that,
JθMα(x) = A|x|
nα+2α−n−αθ
2−α eiB|x|
2
α−2
+ o(|x|
nα+2α−n−αθ
2−α ), (4.8)
JθNα(x) = A|x|
nα+2(α−1)−n−αθ
2−α eiB|x|
2
α−2
+ o(|x|
nα+2(α−1)−n−αθ
2−α ), (4.9)
JθLα(x) = A|x|
nα+2−n−αθ
2−α eiB|x|
2
α−2
+ o(|x|
nα+2−n−αθ
2−α ), (4.10)
and the following asymptotic behaviors as |x| → 0, and
|JθMα(x)| ∼

C, when θ > n,
C log 1|x| , when θ = n,
C|x|θ−n + o(|x|θ−n), when θ < n.
(4.11)
|JθNα(x)|, |J
θLα(x)| ∼

C, when θ > n− 2,
C log 1|x| , when θ = n+ 2,
C|x|2+θ−n + o(|x|2+θ−n), when θ < n− 2.
(4.12)
In addition, if we denote θMα =
n
α + 2, θNα =
n
α + 2−
2
α , θLα =
n
α +
2
α , then we
have
(1) if θ > θMα , then J
θMα(x) ∈ L
1(Rn);
(2) if θ > θNα , then J
θNα(x) ∈ L
1(Rn); and
(3) if θ > θLα , then J
θLα(x) ∈ L
1(Rn).
Proof. The proof is the similar to Lemma 3.1, thus we omit the details. 
Lemma 4.5. For any fixed t0 > 0, we have
(1) if θ > θMα , then there exist a constant C > 0 such that for all t ∈ [
t0
2 ,
3t0
2 ],
‖JθMα(t, x)‖L1(Rn) ≤ C.
(2) if θ > θNα , then there exist a constant C > 0 such that for all t ∈ [
t0
2 ,
3t0
2 ],
‖JθNα(t, x)‖L1(Rn) ≤ C.
(3) if θ > θLα , then hen there exist a constant C > 0 such that for all t ∈
[ t02 ,
3t0
2 ],
‖JθLα(t, x)‖L1(Rn) ≤ C.
Proof. The proof is similar to Lemma 3.4 and omit the details. 
Proposition 4.6. Assume that u0 ∈ C
n
α+2+ǫ(Rn), u1 ∈ C
n
α+2−
2
α+ǫ(Rn) and f ∈
C0t ((0,∞);C
n+2
α +ǫ(Rn)), then I2−αt u
′(t, x) is continuous differentiable with respect
to t > 0.
Proof. If u0 ∈ C
n
α+2+ǫ(Rn), then J−(
n
α+2+ǫ)u0(x) ∈ L
∞(Rn) ∩ C(Rn). For any
fixed t0 > 0 J
n
α+2+ǫMα(t, x) ∈ L
1(Rn) for all t ∈ [t0/2, 3t0/2]. By the dominated
convergence theorem, we can change the limit and the integral, thus the following
equality is valid,
∂
∂t
I2−αt u
′
0(t, x)
∣∣
t=t0
= J
n
α+2+ǫMα(t0, ·) ∗ J
− nα+2+ǫu0(x) =Mα(t0, ·) ∗ u0(x),
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thus ∂∂tI
2−α
t u
′
0(t, x) is continuous at every t0 > 0.
That is, for all x ∈ Rn, I2−αt u
′
0(t, x) is continuously differentiable with respect
to t > 0. Similarly, x ∈ Rn, I2−αt u
′
1(t, x) and I
2−α
t u
′
f (t, x) is continuously differen-
tiable with respect to t > 0. Thus the statement is valid. 
Conclusion: If u0(x) ∈ C
n
α+2+ǫ(Rn), u1(x) ∈ C
n
α+2−
2
α++ǫ(Rn) and f ∈ C0t ((0,∞);C
n
α+
2
α+ǫ(Rn)),
then for each x ∈ Rn, I2−αt u
′(t, x) is continuously differentiable with respect to t.
4.3. Pointwise convergence to the initial data. In this subsection, we restrict
the time t to 0 < t < 1, since we only discuss the behavior u(t, x) as t → 0.
In order to demonstrated the validity of the pointwise convegence, we give the
following ‘almost finite speed propagation’ property. Let us denote ΦR(x) be a
smooth function equal to 1 in B(0, R) and 0 in B(0, R+ 1)c.
Lemma 4.7 (Mismatch estimates). Assume that 0 < t < 1, and ϕ(x) ∈ Cθ(Rn).
(1) If θ > θSα , then for any δ > 0, there exist a number Rδ > 1, such that∥∥χB(0,1)(x)∫
Rn
JθSα(t, x−y)(1−ΦRδ (y))J
−θϕ(y) dy
∥∥
L∞(Rn)
≤ δ‖J−θϕ(x)|L∞(Rn).
(4.13)
(2) If θ > θQα , then for any δ > 0, there exist a number Rδ > 1, such that∥∥χB(0,1)(x)∫
Rn
JθQα(t, x−y)(1−ΦRδ(y))J
−θϕ(y) dy
∥∥
L∞(Rn)
≤ δ‖J−θϕ(x)|L∞(Rn).
(4.14)
(3) If θ > θPα , then for any δ > 0, there exist a number Rδ > 1, such that∥∥χB(0,1)(x)∫
Rn
JθPα(t, x−y)(1−ΦRδ(y))J
−θϕ(y) dy
∥∥
L∞(Rn)
≤ δ‖J−θϕ(x)|L∞(Rn).
(4.15)
Proof. We give the proof for Sα(t, x), the others are analogous. By Lemma 3.4,
JθSα(t, x) ∈ L
1(Rn \ B(0, 1)) for all 0 < t < 1. That is, for any δ > 0, there exist
a number Rδ > 1 big enough such that for any 0 < t < 1,∫
|x|≥Rδ−1
∣∣JθSα(t, x)∣∣ dx ≤ δ.
When ϕ(x) ∈ Cθ(Rn), we have
‖((1− ΦRδ (x))J
−θϕ(x))‖L∞(Rn) ≤ ‖J
−θϕ(x)‖L∞(Rn) <∞.
Since we have x ∈ B(0, 1), y ∈ B(0, Rδ)
c, then x− y ∈ B(0, Rδ − 1)
c, thus
|χB(0,1)(x)
∫
Rn
JθSα(t, x− y)(1− ΦRδ (y))J
−θϕ(y) dy |
≤‖((1− ΦRδ )(y)J
−θϕ(y))‖L∞(Rn)
∫
|y|≥Rδ−1
∣∣JθSα(t, y)∣∣dy
≤δ‖J−θϕ(x)‖L∞(Rn).
Thus we proved the lemma. 
Proposition 4.8. If u0 ∈ C
2+ nα+ǫ(Rn), u1 ∈ C
2+ nα−
2
α+ǫ(Rn) and f ∈ C0t ((0,∞);C
n
α+
2
α+ǫ(Rn)),
then the mild solution u(t, x) pointwise convergence to the initial data, that is
lim
t→0
u(t, x) = u0(x) and lim
t→0
∂tu(t, x) = u1(x).
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Proof. It is easy to notice that Ŝα(t, ξ), Q̂α(t, ξ), P̂α(t, ξ) are continuous function at
t = 0, and Ŝα(0, ξ) = 1, Q̂α(0, ξ) = 0, P̂α(0, ξ) = 0.
Step 1: First we claim that if J−θu0 has compact support, the pointwise con-
vergence is valid. This is because if J−θu0 ∈ C
0
c (R
n) with θ > nα >
n
2 , then
u0 ∈ H
θ(Rn) →֒ L∞(Rn). Also we have
|û0(t, ξ)| = |û0(ξ)Eα(i
−αtα|ξ|2)| ≤ C|û0(ξ)|,
thus, u0(t, x) ∈ H
θ(Rn) →֒ L∞(Rn). Therefore,
‖u0(t, x) − u0(x)‖L∞(Rn) ≤ ‖u0(t, x)− u0(x)‖Hθ(Rn)
≤ ‖(Eα(i
−αtα|ξ|2)− 1)(1 + 4π|ξ|2)θ/2û0(ξ)‖L2
→ 0 as t→ 0.
In other words, if we assume that supp(J−θu0) ⊂ B(0, R) for a fixed R > 0. Then
for any δ > 0, there exist 0 < tδ < 1 such that for any 0 < t < tδ and x ∈ R
n, we
have
|u0(t, x)− u0(x)| =
∣∣∣∣∫
Rn
JθSα(t, x− y)ΦR(y)J
−θu0(y) dy − J
θ(ΦR(x)J
−θu0(x))
∣∣∣∣
≤
δ
2
. (4.16)
Step 2: For general u0 ∈ C
θ(Rn) with θ > nα , we only need to prove that for any
x ∈ B(0, 1), u0(t, x)→ u0(x), which is equivalent to χB(0,1)u0(t, x)→ χB(0,1)u0(x).
For any δ > 0, due to Lemma 4.7 and the integrability of Gθ(x), there exist a Rδ > 1
such that for any 0 < t < 1,
∣∣χB(0,1)(x)∫
Rn
JθSα(t, x− y)(1− ΦRδ (y))J
−θu0(y) dy
∣∣ ≤ δ
2
, (4.17)
and
∣∣∣∣χB(0,1)(x)∫
Rn
Gθ(x − y)(1− ΦRδ (y))J
−θu0(y)) dy
∣∣∣∣ ≤ δ4 . (4.18)
For the above Rδ, since ΦRδJ
−θu0 is compactly supported, then by the step 1,
there exists tδ such that for any 0 < t < tδ, we have
∣∣∣∣∫
Rn
JθSα(t, x− y)(ΦRδ (y)J
−θu0(y)) dy − J
θ(ΦRδ (x)J
−θu0(x))
∣∣∣∣ ≤ δ4 . (4.19)
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Combing (4.17), (4.18) and (4.19), we have∣∣χB(0,1)(x)u0(t, x)− χB(0,1)(x)u0(x))∣∣
=
∣∣χB(0,1)(x)∫
Rn
JθSα(t, x− y)(ΦRδ (y)J
−θu0(y)) dy
+ χB(0,1)(x)
∫
Rn
JθSα(t, x − y)
(
(1− ΦRδ (y))J
−θu0(y)
)
dy
− χB(0,1)(x)J
θ(ΦRδ (x)J
−θu0(x)) − χB(0,1)(x)J
θ
(
(1 − ΦRδ(x))J
−θu0(x)
)∣∣
≤
∣∣∣∣χB(0,1)(x)(∫
Rn
JθSα(t, x− y)(ΦRδ (y)J
−θu0(y)) dy − J
θ(ΦRδ (x)J
−θu0(x))
)∣∣∣∣
+
∣∣∣∣χB(0,1)(x)∫
Rn
JθSα(t, x− y)
(
(1 − ΦRδ(y))J
−θu0(y)
)
dy
∣∣∣∣
+
∣∣χB(0,1)(x)Jθ((1 − ΦRδ(x))J−θu0(x))∣∣
≤
δ
4
+
δ
2
+
δ
4
= δ.
that is lim
t→0
u0(t, x) = u0(x) for any x ∈ B(0, 1).
Similarly, we can prove that limt→0 u1(t, x) = 0 and limt→0 uf(t, x) = 0 under
our assumptions. Therefore
lim
t→0
u(t, x) = u0(x)
Step 3: By direct calculation, we have
∂tu(t, x) = Pα(t, x) ∗ u0(x) + Sα(t, x) ∗ u1(t, x) +
∫ t
0
Ĥ(t− τ, ξ)f̂(τ, ξ) dξ ,
where Ĥ(t− τ, ξ) = i−αtα−2Eα,α−1(i
−αtα|ξ|2). Notice that Ĥ(t− τ, ξ) is locally L1
as a function of t, using the same argument in step 1, we can prove that under our
assumption,
lim
t→0
∂tu(t, x) = u1(x).
Thus we verifies the proposition. 
5. The Schro¨dinger equation
In this section, we discuss the Ho¨lder regularity for the Schro¨dinger equation and
demonstrate that Theorem 1.2 is valid.
Definition 5.1. The mild solution (1.3) is given by
u(t, x) = S1(t, ·) ∗ u0(x) +
∫ t
0
∫
Rn
S1(t− τ, x− y)f(τ, y) dy dτ (5.1)
:= u0(t, x) + uf(t, x),
where Ŝ1(t, ξ) = e
−i|ξ|2t, as long as the integral exist.
Lemma 5.2. Ŝ1(ξ) is a multiplier from C
n+s(Rn) to Cs(Rn).
Proof. We split Ŝ1(ξ) into high frequency part and low frequency part. For the
high frequency part, it is a multiplier from Cn+s(Rn) to Cs(Rn) by Theorem 4.4
in [25]. And the low frequency part is a multiplier from Cn+s(Rn) to Cs+n(Rn) by
Lemma 4.2. Thus we arrive at this statement. 
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For the Schro¨dinger equation, using the similar estimates in Lemma 3.4 for
JθS1(t, x) and J
θ∂tS1(t, x), we can prove that when θ > θS1 = n, J
θS1(t, x) ∈
L1(Rn) uniformly in 0 < t < 1 and when θ > n + 2, Jθ∂tS1(t, x) ∈ L
1(Rn)
uniformly in 0 < t < 1. Therefore when u0(x) ∈ C
n+2+ǫ(Rn), u(t, x) is continuous
differentiable with respect to t for every x ∈ Rn and it is the pointwise convergence
to the initial data using the similar estimates for JθS1(t, x). Thus we omit the
details. In conclusion, Theorem 1.2 is valid.
Here we give another simpler proof for the pointwise convergence due to the high
regularity for the initial data.
Proposition 5.3. If u0(x) ∈ C
n+ǫ(Rn) with ǫ > 0, the mild solution (5.1) point-
wise convergent to the initial date.
Proof. By the dominated convergence theorem, the following equality is valid,
lim
t→0
∫
Rn
eix·ξe−i|ξ|
2t dξ
(1 + |ξ|2)
n+ǫ
2
=
∫
Rn
eix·ξ
dξ
(1 + |ξ|2)
n+ǫ
2
= Gn+ǫ(x),
therefore we have
lim
t→0
u0(t, x) = lim
t→0
S1(t, ·) ∗ u0(x)
= lim
t→0
Jn+ǫS1(t, ·) ∗ J
−(n+ǫ)u0(x)
= Gn+ǫ ∗ J−(n+ǫ)u0(x) = u0(x).
where we use the fact that Jn+ǫS1(t, x) is controlled by a integrable function point-
wise uniformly for 0 < t < 1 to verify the exchange of the integral and the limit.
Similarly, we have lim
t→0
uf(t, x) = 0. In this way, we proved the pointwise conver-
gence.

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