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EFFICIENT EVALUATION FOR A 
SUBSET OF RECURSIVE QUERIES* a 
GijSTA GRAHNE, SEPPO SIPPU, AND ELJAS SOISALON-SOININEN 
D We consider the efficient evaluation of recursive queries in logic databases 
where the queries are expressed using a Datalog program (function-free 
Horn-clause program) that contains only regularly or linearly recursive 
predicates. Using well-known results on graph traversal, we develop an 
efficient algorithm for evaluating relations defined by a binary-chain pro- 
gram. We also present a transformation by which the evaluation of a 
subset of queries involving nonbinary relations can be reduced to the 
evaluation of binary-chain queries. This transformation is guided by the 
choice of bound arguments in the query, and the bindings are propagated 
through the program so that in the evaluation of the transformed program 
the bindings will be used to restrict the set of database facts consulted. a 
1. INTRODUCTION 
Various strategies for processing recursive queries in relational databases have 
been proposed (see [4,22]). These strategies include evaluation methods such as 
naive evaluation [6,18], seminaive evaluation [2], query/subquery [241, Henschen- 
Naqvi 171, APEX 1131, and the method used in PROLOG implementations. Another 
class of strategies, called query optimization strategies, are used to transform 
queries into a form that is more amenable to an underlying simple evaluation 
method such as naive evaluation. These include Aho-Ullman [l], filtering [lo, 111, 
magic sets [3], counting [3], generalized magic sets [.5], and generalized counting 
15,161. 
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A comparison of the strategies and their performance is given by Bancilhon and 
Ramakrishnan [41. In a careful analysis of the evaluation of some typical recursive 
queries invOlVing binary relations Bancilhon and Ramakrishnan observed that the 
Performance of a strategy is greatly influenced by the following three factors: (1) 
the amount of duplication of work, (2) the size of the set of potentially relevant 
facts, and (3) whether the intermediate results are represented as unary or binary 
relations. Here duplication of work means the repeated firing of an inference rule 
on the same data. This can happen in strategies that duplicate data (e.g., PROLOG) 
and in strategies that do not remember previous firings (e.g. naive evaluation and 
the iterative version of query/subquery). 
The set of potentially relevant facts is the set of tuples in the extensional 
database that need be consulted by a strategy in order to produce the answer to a 
given query. The number of potentially relevant facts tends to be large in 
bottom-up methods (naive and seminaive). Therefore these methods are usually 
coupled with some query optimization strategy that tries to reduce the number of 
facts consulted when the query contains bound arguments. When using a query 
language based on relational algebra this is done by pushing selections inside 
relational-algebra expressions (e.g. Cl]). In the case of a logic-based query language 
the same effect is obtained by examining how bindings in the query are propagated 
through the inference rules and by augmenting the rules with additional predicates 
that restrict the applicability of the rules to the relevant facts (e.g. magic sets). 
An algorithm for recursive query evaluation is usually organized so that it 
carries along a vector of intermediate relations representing the current state of 
the evaluation. In most methods these intermediate relations are of the same arity 
as those in the database, whereas e.g. the Henschen-Naqvi method employs unary 
relations in the evaluation of binary relations. Bancilhon and Ramakrishnan state 
that (in the case of binary queries) “strategies which only look at sets of nodes 
rather than sets of arcs perform better than those that look at sets of arcs, by an 
order of magnitude or more”. 
Another aspect that must be taken into account when comparing the advantages 
and drawbacks of the various strategies is the application domain of a strategy. An 
advantage of the basic bottom-up evaluation methods (naive and seminaive) is that 
they are completely general: they apply to any kind of query expressed using a 
Datalog program (function-free Horn-clause program), or, equivalently, a set of 
equations over relational-algebra expressions. In these methods, no restrictions 
need be imposed on the complexity of the recursion, nor on the arity or binding 
patterns of arguments. The only restriction is that unsafe built-in predicates must 
not be allowed. 
However, using a general method to solve a simple query may not be practical if 
no increase in the efficiency of the evaluation can be gained from the simplicity of 
the query. Indeed, a current trend in the development of query-processing strate- 
gies is to recognize commonly occuring subclasses of recursive queries that can be 
evaluated efficiently using algorithms specially tailored to these subclasses. The 
subclass that has received most attention is the class of queries that can be 
expressed using a linearly recursive Datalog program, or, equivalently, a set of 
linear equations over relational-algebra expressions (see e.g. (41). For example, the 
Henschen-Naqvi method [7] essentially covers this class of queries. The magic-sets 
optimization strategy in its generalized form 151 applies to any kind of recursion, 
but the computation of the magic sets can be made easy only in the case of linear 
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recursion. Naughton [15] considers a subclass of linear recursions called one-sided 
recursions, which can be evaluated efficiently. Jagadish et al. [9] present a transfor- 
mation of a linearly recursive Datalog program to the transitive closure of a binary 
relation. 
Binary relations form an important subcase of n-ary relations. This is not only 
because any set of relations can be represented as a set of binary relations. Many 
of the interesting examples of recursive queries considered in the literature involve 
only binary relations. Moreover, it is often the case that the Datalog programs 
computing these queries fall into the class of “binary-chain programs” [23]. 
Problems on binary relations can often be expressed as graph-traversal prob- 
lems. For example, Hunt et al. [S] have shown that the problem of computing the 
value of any expression having binary relations as arguments and operations 
chosen from among U (union), . (composition), * (reflexive transitive closure), 
and -’ (inverse) reduces to the depth-first traversal of a certain directed graph 
constructed from this expression. Graph traversal is well understood, and there 
exist very efficient general algorithms as well as algorithms that take into account 
the expected structure of the relation. For example, by applying Tarjan’s strong- 
components algorithm [21] to the graph constructed from an expression E with 
argument relations of size n, we may compute the relation denoted by E in time 
O(tn), where t = min{ldomain(E)l, Irange(E [19]. 
In this paper we shall demonstrate how the algorithm of Hunt et al. 181 can be 
used to derive a practical, efficient algorithm for evaluating regularly and linearly 
recursive binary-chain programs. This involves generalizing the algorithm of Hunt 
et al. to cover sets of linear equations over binary relational expressions. Finally we 
shall demonstrate how a subset of regular and linear queries involving nonbinary 
relations can be transformed into queries defined by binary-chain programs. An 
important feature of this transformation is that the bindings in the query will be 
propagated and used to restrict the set of database facts consulted in the evalua- 
tion of the binary-chain program. 
Our strategy for recursive query processing differs from the existing ones in that 
we attack the problem of recursion by translating it into a graph-traversal problem. 
A strategy based on graph traversal is expected to be efficient and easy to 
implement. This is seen if we consider the three performance factors listed above. 
First, duplication of work can be avoided because the graph is traversed only once. 
(We shall take care that in the construction of the graph no data are duplicated.) 
Second, the set of potentially relevant facts will be restricted to the set of 
reachable nodes (which is the set of nodes that will ever be generated). Third, the 
representation of intermediate results will be extremely simple. At any moment of 
the evaluation, the portion of the graph constructed so far will represent the 
current state of the evaluation. Moreover, usually only the nodes, not arcs, of this 
graph need be stored, and the nodes will consist of tuples of a smaller arity than 
the tuples in the original relations. 
2. DATALOG PROGRAMS 
A Datalog program (or Horn-clause program without function symbols) consists of 
a finite set of rules of the form 
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where each pi is a predicate name, and each xi is a vector of terms. A term is a - 
variable or a constant. Each pi(Xi) is called a literal, and Xi is its argument uector. 
The literal pO(x,,) is the head of the rule, and the list of literals to the right of the 
symbol “ :- ” . IS the body of the rule. The symbol “ :- ” can be read “if”, and the 
commas can be read “and”, 
p,(F,) are all true. 
that is, pO(x,J is true if p,(x,), p2(x,), . . . , and 
A rule with an empty body is called a fact if the arguments of the head are all 
constants. A predicate appearing in a fact is called a base predicate (or base 
relation), and a predicate appearing in the head of some rule with a nonempty 
body is called a derived predicate (or derived relation). As is usual, we assume that 
the base predicates and the derived predicates form two disjoint sets, that is, no 
base predicate appears in the head of a rule with a nonempty body. The set of all 
facts in a program is called the extensional database, and the set of all other rules 
in a program is called the intensional database. 
A predicate (or relation) with two argument positions is called a binary predicate 
(or binary relation). For a binary predicate p, the set of values assumed by the first 
argument of p is called the domain of p, and the set of values assumed by the 
second argument of p is called the range of p. 
The “natural” set of operations used in connection with binary relations 
contains the following operations: u (union), . (composition), and * (reflexive 
transitive closure). The meaning of these operations can be defined in Datalog as 
follows. First, the union of binary relations p and q is the binary relation p U q 
defined by the rules 
P UcdX,Y) :-P(x,Y), 
puq(X,Y):-q(X,Y). 
Second, the composition of binary relations p and q is the binary relation p . q 
defined by the rule 
P’4(x,z):-P(x,y),q(y,z). 
Third, the reflexive transitive closure of a binary relation p is the binary relation P* 
defined by the rules 
P*( x, x> :- 7 
pU(X,Y):-p*.p(x,Y). 
(Replacing the body predicate p* ‘p in the latter rule by p .p* yields an equivalent 
definition.) 
A rule of the form 
P~~,~~,+,~:-P,~~,,~*~,P,~~,,~,~,...~P,~~,~~,+,~~ 
where n 2 0 and X ,,..., X,,,, are all distinct variables, is called a binary-chain 
rule. A Datalog program in which the predicates are all binary predicates and the 
rules in the intensional database are all binary-chain rules is called a binary-chain 
program. For example, the programs defining the binary operators U , *, and * are 
binary-chain programs. 
Let (Y = (q,G,), . . . , q,(C,)} be a set of instantiated literals, that is, each Ci is a 
vector of constants. If the program contains a rule 
and if there exists an instantiation u of the variables of this rule such that 
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a(X) = ci, then (Y directly derives the set of instantiated literals 
P = {q,(Q,..., 4i-l(~i-1),Pt(cr(X,)),‘.‘,p,(u(X,)),qi+I(Zi+l),...,q,(P,)), 
written 
crap. 
A sequence of sets of instantiated literals 
aa,a r,...,a/, 
12 0, is a derivation of cxt from (Ye of length 1 if for all i = 0,. . . , 1 - 1, the set LY~ 
directly derives the set czi+ ,. We say that (Y derives p, written 
a’*P, 
if there exists a derivation of /3 from (Y. In other words, the binary relation “ ** ” 
is the reflexive transitive closure of the binary relation “ * “. 
Let p(C) be an instantiated literal. We define that p(C) is true (or C is a tuple in 
relation p) if p(Z) derives some set of instantiated literals Ipi(Z, .,p,,(C,)l, 
n 2 0, in which each pi(Zi> is a fact in the extensional database. Note that since 
“ d* ” is reflexive, this definition implies immediately that facts are always true no 
matter what rules the intensional database contains. 
A query is a literal with some of its arguments possibly instantiated. The arzswer 
to query q(x) is the set of all instantiations u to the variables in x such that - 
q(a(X)) is true. 
Predicates p and q are mutually recursive if there exist vectors of constants Cr 
and C2 and sets of instantiated literals (or and a2 such that (p(C,)) j+ (Y,, 
Iq(EJJ =+ a2. cr, contains some literal with predicate q, and CY~ contains some 
literal with predicate p. Here *+ denotes the transitive closure of * , defined by 
*+ =+.*.=$I (that is, the composition of d* and -1. A predicate p is 
recursive if it is mutually recursive to itself. 
A rule in which the head predicate is mutually recursive to one of the body 
predicates is called a recursive rule. A Datalog program that contains at least one 
recursive rule is called a recursive program. 
A rule in which the body contains at most one literal whose predicate is 
mutually recursive to the head predicate is called a linear rule. A recursive linear 
rule is called linearly recursive. A Datalog program that contains only linear rules is 
called a linear program. A linear program that contains at least one recursive rule 
is called a linearly recursive program. 
A binary-chain rule 
r,(X,,X,+,):-P,(X,,X*),...,P,(X,,X,+,) 
is a right-linear rule if none of the predicates p 1,. . . , pn_ 1 is mutually recursive to 
p, and a left-linear rule if none of the predicates p *, . . . , pn is mutually recursive to 
p. Derived predicate p is a right-linear predicate (left-linear predicate) if all the 
rules for the predicates that are mutually recursive to p are right-linear (left-lin- 
ear). A derived predicate is a regular predicate if it is right-linear or left-linear. A 
binary-chain program is a regular program if all its derived predicates are regular. 
For a survey of algorithms for evaluating recursive Datalog programs, we refer 
to 141. 
3. EVALUATION OF BINARY-CHAIN PROGRAMS 
In this section we shall consider a subset of linear binary-chain programs that can 
be evaluated efficiently using a graph-traversal algorithm. The evaluation algorithm 
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will be derived as a generalization from the algorithm presented by Hunt et al. [8] 
(also see [201X 
The first task in the evaluation process will be a transformation of the program 
into a set of equations over expressions containing the “natural” binary relational 
operators U , -, and * . 
Lemma 1. Any linear binary-chain program can be transformed into a system of 
equations of the form 
p=e 
P 
such that the following statements hold: 
(1) There is exactly one equation for each derived predicate p. 
(2) The right-hand side ep of the equation for p is an expression whose arguments 
are predicate symbols of the program and whose operators are chosen from 
among u (union), . (composition), and * (reflexive transitive closure). 
(3) In each equation p = ep the expression ep does not contain any occurrences of 
regular derived predicates. 
(4) If p is a regular predicate, then ep does not contain any argument mutually 
recursive to p. 
(5) If the program is regular, then the right-hand side in each equation p = e,, 
contains only base predicates as arguments. 
(6) If, for each nonregular predicate q, there is at most one rule in which the head 
predicate is q and the body contains a predicate mutually recursive to q, then 
in each equation p = ep the right-hand side ep contains at most one occurrence 
of a predicate mutually recursive to p. 
(7) The system of equations has a unique smaller solution, and for each derived 
predicate p the value of p in this solution is equal to the value of p computed by 
the program. 
PROOF. The program is transformed into the desired equation system by means of 
the following algorithm. 
Step 1. Construct an initial version of the equation system as follows. Let p be 
a derived predicate, and let m be the number of rules that have p in the 
head. Then the equation for p is 
p=e,U f.. Ue,, 
where e; is the concatenation of the predicate symbols in the body of the ith 
rule of p, i = 1,. . . , m. That is, 
ei =pl ‘p2- . . * *pn 
if the ith rule with p in the head is 
Step 2. Determine which of the predicates are recursive and which are mutu- 
ally recursive to each other. This is an easy graph-traversal problem on the 
directed graph whose node set consists of the predicate symbols and that 
contains an arc from node p to node q whenever in some equation p = e the 
express in e contains q. Predicate p is recursive if and only if p belongs to a 
cycle. The set of predicates mutually recursive to p is the strongly connected 
component of p. 
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Step 3. Rewrite every equation of the form 
p=e,Up-e, U a** Up*e, [p=e,Ue,-pU a** Ue;p], 
where the expressions e,, e,, . . . , e, do not contain p, as 
p=e,Up*(e, U ... Ue,) [p=e,U(e,U e-1 Ue,).p], 
respectively. (Degenerate equations such as p =p . e, and p = e. Up are 
interpreted as p = 0 and p = e,, respectively.) 
Step 4. Eliminate all direct left and right recursion from the current equation 
system. More specifically, whenever the equation for a predicate p is of the 
form 
p=e,Up*e, [P=eoUe,*pl, 
where the expressions e, and e, do not contain p, then replace this equation 
by the equation 
p=e,.e: [p=e:-e,], 
using parentheses around e, and e,, if necessary. 
Step 5. Eliminate every derived predicate whose equation in the current 
equation system is such that its right-hand side does not contain occurrences 
of predicates mutually recursive to the left-hand side in the initial equation 
system. That is, whenever the equation for p is p = e, where e does not 
contain any predicate that was found to be mutually recursive to p in step 2, 
then substitute e for every occurrence of p in the right-hand sides of all the 
other equations. Note that, in particular, this step eliminates every predicate 
whose equation is such that the right-hand side contains only base predicates. 
Step 6. Determine the sets of mutually recursive predicates in the current 
equation system. Note that some predicates that were recursive in the 
previous system may no longer be recursive in the current system. Also note 
that the sets of mutually recursive predicates in the current system are 
subsets of those in the previous system. 
Step 7. From each set of mutually recursive predicates that contains at least 
one predicate whose equation’s right-hand side does not contain the predi- 
cate itself, select one such predicate and eliminate it from the equations of 
the other predicates in this set. That is, whenever Q is a maximal set of 
mutually recursive predicates (i.e., a strongly connected component in the 
sense of step 2) in the current equation system such that Q contains at least 
one predicate p whose equation p = e is such that e does not contain any 
occurrence of p, then select one such p and substitute e for every occur- 
rence of p in the equations of the other predicates in Q. In selecting the 
predicate p to be eliminated from Q, any choice will work. However, we may 
use some heuristics in doing so. For example, we may prefer a predicate 
whose equation contains the fewest occurrences of derived predicates. 
Step 8. Replace subexpressions of the form e . (e, U . . . U en> by e * e, u . . . u 
e . e,, and subexpressions of the form (e, u . . . u e,) . e by e, . e u . . . u e, . e, 
in equations whose left-hand side is mutually recursive to some predicate 
belonging to e, u . . . U e,. This step is needed in order that all left and right 
recursion will eventually be eliminated by step 4. Note that some ei may be 
of the form p. e; or e; *p, where p is the left-hand side of the equation, or 
mutually recursive to it. 
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Step 9. Repeat steps 3 to 8 until nothing more can be done to rewrite the 
equation system. 
The correctness of the algorithm is easily seen. First, the algorithm is guaran- 
teed to terminate, because every iteration (except the last two iterations) reduces 
the total number of distinct derived predicates in the right-hand sides of the 
equations. (Note, however, that steps 5, 7, and 8 may increase the number of 
occurrences of derived predicates.) 
Secondly, the initial system of equations constructed in step 1 obviously is 
equivalent o the original program in that statement (7) of the lemma holds. Also, 
each rewriting step (steps 3, 4, 5, 7, and 81 obviously preserves this equivalence. 
Hence statement (7) holds for the final equation system. 
Thirdly, steps 3, 4, 5, 7, and 8 eliminate all left-linear and right-linear derived 
predicates from the right-hand sides of all the equations. In fact, this part of the 
transformation is nothing more than a simple way to transform a regular gra%nmar 
into an equivalent regular expression (see e.g. [17]). Observe that in step 7 every 
maximal set of mutually recursive predicates is treated separately, without interfer.. 
ence of other recursive predicates. Step 5 guarantees that occurrences of regular 
derived predicates are eliminated from the right-hand sides of all the equations. 
Hence, statement (3) holds. Because all regular predicates are eliminated and 
because nonregular predicates are never introduced into the right-hand side of the 
equation for a regular predicate except in the case in which they are not mutually 
recursive to the left-hand side, statement (4) holds. Statement (5) in turn immedi- 
ately follows from statement (3). 
Finally, to prove statement (61, assume that, for each nonregular predicate q, 
there is at most one rule in which the head predicate is q and the body contains a 
predicate mutually recursive to q. Since the program was assumed to be linear, 
statement (6) holds for the initial equation system constructed in step 1. Steps 3, 4, 
and 5 obviously never introduce into an equation any new occurrence of a 
predicate which is mutually recursive to the left-hand side in the initial system. By 
induction on the number of iterations of the algorithm we may conclude that this is 
also true for steps 7 and 8. Note that, by the induction hypothesis, in step 8 the 
expression e, U * * * u e, and e cannot both contain a predicate mutually recursive 
to the left-hand side. 0 
As an example, consider the following program: 
Here 
pl(X, ZI:- bLX, Y), P2W, Z) 
pl(X, ZI:- 41(X, Y), p3(Y, Z) 
p2(X,Z):-C(X,Y),Pl(Y,Z) 
p2(X, Z):- d(X, Yl, p3W, Z) 
p3(X,Y):- a(X,Y) 
p3(X, Z):- e(X, Y), PW, Z) 
41(X, Zl:- a(X, Y), q2W, Z) 
q2(X,Y):- r2(X,Y) 
42(X, Z):- 41(X, Y), rl(Y, Z) 
rl(X, Y) :- b(X, Y) 
rl(X,Y):-r2(X,Y) 
r2(X, Z) :- i-RX, Y), CCY, Z) 
a, b, c, d, and e are assumed to be base relations. 
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In step 1 of the transformation described in Lemma 1 the program is trans- 
formed into the following equation system: 
pl = b .p2 u ql .p3, 
p2 = c .pl u d *p3, 
p3=a Ue*p2, 
ql =a*q2, 
q2=r2Uql.r1, 
rl = b u r2, 
r2 = rl ‘c. 
In step 2 we find that the maximal sets of mutually recursive predicates are 
{pl, p2, p3}, {ql, q2), and {rl, r2). Also observe that pl, p2, and p3 are right-lin- 
ear, rl and r2 are left-linear, and ql and q2 are linear and nonregular. 
Steps 3, 4, and 5 do nothing in the first iteration. In step 6 we find the same sets 
of mutually recursive predicates as in step 2. 
In step 7 we eliminate one predicate from each of the three sets of mutually 
recursive predicates. In the case of the set {pl, p2, p3} we choose to eliminate p3 
(choosing pl or p2 would also be possible). The equations for pl and p2 are 
rewritten as 
pl=b*p2Uql.(aUe.p2), 
p2=c.pl Ud-(a Ue.p2). 
In the case of the set (ql, 92) we choose to eliminate ql (42 would do as well). 
The equation for q2 is rewritten as 
q2=r2Ua-q2-r1. 
In the case of the set {rl, r2) we choose to eliminate r2 (t-1 would do as well). The 
equation for rl is rewritten as 
rl=bUrl.c. 
Step 8 removes the parentheses from the equations for pl and p2. The current 
equation system is now the following: 
pl=b.p2Uql.aUql-e.p2, 
p2=c.plUd.aUd-e.p2, 
p3 =a Ue.p2, 
ql =a.q2, 
q2=r2Ua.q2*rl, 
rl = b U rl -c, 
r2 = rl .c. 
This concludes the first iteration of the algorithm. 
The second iteration starts from step 3, which does nothing. Step 4 eliminates 
the direct right recursion from the equation for p2 and the direct left recursion 
from the equation for rl. The equation for p2 is rewritten as 
p2=(d-e)*.(c-plUd.a), 
and the equation for rl is rewritten as 
rl = b.c*. 
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Step 5 eliminates rl from the equations for q2 and r2, which results in the 
equations 
q2=r2Ua*q2*b*c*, 
r2=b*c**c. 
In step 6 we find that p3, ql, rl, and r2 are no longer recursive in the current 
equation system. The maximal sets of mutually recursive predicates are {pl,p2} 
and iq2). In step 7 we choose to eliminate p2 from the set (pl, p2) (pl would so 
as well). The equation for pl is rewritten as 
pl =b.(d*e)*-(cap1 Ud-a) Uql-a Uql-e*(d*e)*-(c.pl Ud-a). 
After Step 8 the current equation system is now the following: 
pl=b-(d*e)**c*plUb*(d*e)*-d.aUq1.a 
Uql*e-(d*e)**c-plUql*e-(d*e)*-d*a, 
p2=(d-e)*.c-plU(d-e)*-d-a, 
p3 =a Ue*p2, 
ql=a*q2, 
q2=r2Ua.q2-b.c*, 
rl =b-c*, 
r2=b*c*.c. 
We then start the third iteration. Steps 3 and 4 eliminate the right recursion 
from the equation for pl: 
pl= (b+Ce)* -cUql-e*(d*e)*-c)*-(b*(d-e)*-d*a 
Uql-aUql*e-(d*e)**d*a). 
Step 5 eliminates pl from the equation for p2, and r2 from the equation for q2, 
yielding 
p2=(d-e)**c*(b*(d-e)* -cUql*e*(d*e)**c)*-(b*(d.e)**d*a 
Uql*aUql*e*(d*e)*-d-a) U(d*e)**d*a, 
q2=b*c**cUa-q2-b-c*. 
In step 6 we find that q2 is the only recursive predicate left. Thus, steps 7 and 8 do 
nothing. 
Finally, in the fifth iteration, step 5 eliminates p2 from the equation for p3: 
p3=aUe*((d*e)*-c*(b-(d*e)**c 
uq1.e.(d*e)*-c)*-(b-(d-e)*.d*a 
Uql*aUql-e-(d-e)*-d*a) U(d-e)**d.a). 
After this, nothing more can be done, and the algorithm terminates. 
Observe that in the case of a set of mutually recursive nonregular predicates 
(here ql and 42) recursion is eliminated from all but one of the equations, and 
that the remaining recursion is direct recursion (see the final equation for q2). It is 
easy to see by induction that this is true in general whenever, for each nonregular 
predicate q, there is at most one rule in the original program in which the head 
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predicate is q and the body contains a predicate mutually recursive to q [see 
statement (6) of the lemma]. Then, for each set of mutually recursive nonregular 
predicates, the resulting set of equations for these predicates is such that only one 
predicate remains recursive and the equation for this predicate is of the form 
p = e, where e contains a single occurrence of p and no occurrences of other 
predicates that were mutually recursive to p in the original program. 
From the result by Hunt et al. [8] it follows that when in an equation p = eP the 
expression e,, does not contain any derived predicates, then eP can be transformed 
into a directed graph G(p) such that p(x, y) is true if and only if G(p) contains a 
path from a node representing x to a node representing y. This result means that, 
in the case of a regular binary-chain program, evaluation problems for the 
predicate p reduce to traversal problems for the graph G(p). For example, the 
evaluation of the query p(a, Y>, where a is a constant, reduces to the computation 
of the set of nodes in G(p) reachable from a. 
The algorithm described by Hunt et al. 181 was originally used to establish 
asymptotic upper bounds on the complexity of evaluating binary-relational expres- 
sions. As a result the algorithm is impractical, because it involves the preconstruc- 
tion of the entire graph G(p). By definition, this graph contains copies of all tuples 
from every argument relation in the expression eP. Besides that in the case of 
queries of the form p(a,Y) large portions of G(p) usually are irrelevant to the 
query, some portions of G(p) may be altogether inaccessible no matter what value 
is assumed by the bound argument in the query. 
It is possible to improve the algorithm so that the above drawbacks are 
removed. We reorganize the algorithm so that the graph G(p) need not be 
preconstructed. Instead, the construction of G(p) will be carried out in parallel 
with the traversal. The algorithm will operate “by demand” in that portions of 
G(p) are only constructed when they are actually needed in the traversal. Hence 
the set of constructed arcs of G(p), which also represents the potentially relevant 
facts, will be the same as the set of those arcs of G(p) that are reachable from the 
query constant. Besides this optimization, the reorganization will also make possi- 
ble the generalization of the algorithm to cover some nonregular cases in which the 
expression eP contains occurrences of derived predicates. In the following we 
describe the algorithm in its generalized form. 
Let p = eP be the equation produced for predicate p by the algorithm described 
in Lemma 1. We represent this equation as a nondeterministic finite automaton, 
denoted by M(e,). For an expression e, M(e) is the automaton obtained by the 
standard technique from e when we regard e as a regular expression over the 
alphabet consisting of all predicate symbols appearing in e. 
As an example, consider the equation 
where bl, b2, b3, and b4 are base relations. The corresponding automaton is 
shown in Figure 1. The transitions labeled with “id” denote transitions on the 
empty string. A predicate symbol labeling a transition will be interpreted as the 
relation it denotes; the symbol “id” will be interpreted as the identity relation. 
The evaluation of a query for the predicate p will be controlled by a hierarchy 
of automata denoted by EM(p,i), i 2 1. The ith iteration of the main loop of the 
evaluation algorithm will be controlled by EM(p, i). EM(p, 1) is a copy of M(e,,). 
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b2 
id 
id 
id 
id 
FIGURE 1. Automaton M(e,) 
for expression eP = (b3. b4* u 
b2 .p). bl. Here qs is the initial 
state and qf is the final state. 
In the case where eP contains no derived predicates (the regular case), only one 
iteration of the main loop of the algorithm will be needed, and the entire 
evaluation is controlled by EM(p, 1). Otherwise some h 2 1 iterations will be 
needed, and the last iteration will be controlled by EM(p, h). 
If i > 1 and EM(p, i - 1) contains transitions on derived predicates, then 
EM(p, i) is obtained from EM(p, i - 1) by replacing each transition LJ I, q’, where 
r is a derived predicate, with a fresh copy of M(e,). More specifically, the 
transition q L q’ is removed and transitions 
id 
4 + 4; and q;zq’ 
are added, where q; and qj are the initial and final states of the copy of M(e,). 
This is illustrated in Figure 2, which shows the automaton EM(p, 2) when M(e,) is 
as shown in Figure 1. 
An interpretation of EM(p, i) is a directed graph with a set of nodes (q, u), 
where q is a state in EM(p, i) and u is a domain element of some base relation 
labeling a transition leaving q, and with a set of edges of the form ((4, uI,(q’, u)>, 
where, for some base relation (or the identity relation) r, q 5 q’ is a transition in 
EM(p, i) such that r(u, v) is true. (Cf. 1201.) 
Now consider the evaluation of a query of the form p(a,Y), where a is a 
constant. The evaluation algorithm will generate a sequence of interpretations of 
EM(p, i), i = 1,2,. . . , h, for some h. The interpretation of EM(p, i) is denoted by 
G(p, a, i). Figure 3 shows the graph G(p, u, 2) for the query p(u, Y) when p = eP 
is as before. 
The algorithm starts with G(p, a,O), which is the graph with set of nodes 
{(qs, a)} and with no arcs. Here qs is the initial state of all EM(p, i), i 2 1. During 
the ith iteration (i 2 1) of the main loop, G(p, a, i - 1) will be extended to 
G(p, IL, i). This is done by performing a depth-first traversal. When i = 1 the 
traversal starts from the node (qs, a). All paths not containing arcs labeled with 
derived predicates are traversed. Whenever a node (q, u) not visited before is 
entered, all transitions in EM(p, i) leaving q are examined. For any transition 
4 < q’ where r is a base predicate and for any term u such that r(u, u) is true and 
the node (q’, u) has not yet been generated, the algorithm generates (q’, u) and 
continues the traversal from this node. 
At the end of the ith iteration, it is examined whether or not any new nodes 
(q, u) have been generated, where EM(p, i) contains a transition leaving q and 
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FIGURE 2. Automaton EM(p,2) used in the second iteration of the main loop for 
evaluating p = e,, when eP is as in Figure 1. The portion enclosed by a broken line shows 
the automaton EM(p, 1) [ = M(e,)] with the transition q5 5 q6 removed. 
labeled with a derived predicate. If not, the algorithm terminates, and the answer 
to the query will be Y = {u l(q,., U> E G(p, a, i)), where qf is the final state of 
EM(p, i). Otherwise, the algorithm starts a new iteration, the (i + 11th. 
The main program of the algorithm is shown in Figure 4. The algorithm uses a 
recursive procedure, traverse(q, ~1, shown in Figure 5, to construct those portions 
of the graph G(p,a,i) that are reachable from the node (q,u) and that have not 
yet been constructed. 
The graph G(p, a, i) is represented as a set of nodes, G. At iteration i the set G 
contains the nodes of G(p, a, i). Observe that the arcs of the graph need not be 
stored at all. The procedure traverse also maintains a set, C, which after iteration i 
will contain some nodes (q, u) added to the graph G during that iteration. These 
nodes (q, u> are such that in the automaton EM(p,i) there are transitions on 
derived predicates leaving the state q. Thus, after iteration i the set C will consist 
of those nodes from which the traversal of G will be continued at iteration i + 1. 
The actual starting points for the new traversal are stored in a set S. This set 
contains a node (q;, u) whenever C contains a node (q, u) and EM(p, i + 1) 
contains a newly added transition on the symbol id from q to q;. 
In the regular case in which the expression eP contains no occurrences of 
derived predicates, the algorithm will always terminate after the first iteration. 
Only the automaton M(e,) and the graph G(p, a, 1) are then constructed, and the 
answer to the query will be Y = {u l(qf, u) E G(p, a, 1)). In fact, the graph G(p, a, 1) 
then consists exactly of the reachable portions of the graph for eP described in 
Hunt et al. Bl. Here “reachable” means reachable from the node (q,, a). 
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FIGURE 3. Graph G(p, u,2) when p is as in Figure 1, and the extensional database 
contains the facts bl(u,, u,), bl(u,, u), bl(u,, w), b2(u, u,), b2(u, u,), b2(u,, u,), b3(u,, u,), 
b3(u,, uj), b3(u, u,), b3(u,, Us). The portion enclosed by a broken line shows G(p, u, 1). 
prucedure valuate query (p: derived predicate; o: term; var Y: set of term); 
(* evaluates the query p(a, Y) when the equation for p is p = eP ‘) 
besin 
let EM be 
G := 0: 
a copy of M(e,); (* EM is the current EM(p, i) 
s := {<6,, a)); 
(* G is the current G(p, a, i) 
(* starting point for 1st traversal 
repeat (* the main loop 
C := 0; (* remove previous continuation points 
for all (q, u) in S do 
if (q, u) is not yet in G then begin 
insert (q, u) into G; 
traversetq, u) 
end; 
s := 0; 
for all transitions q 5 q’ in EM where r is a derived predicate and (4, u) is in c 
for some u do begin 
generate M’, a fresh copy of We,); 
denote by q; the initial state and by q; the final state of M’; 
add into EM ail states and transitions of M’ (without changing the initial and 
final states of EM); 
add into EM the transitions q 2 q; and qj 2 q’; 
s := s u ((4:. u)l(q, u) E a; 
remove the transition q L q’ from EM; 
end 
until c = IZI (* no new continuation points were generated 
Y := (u Kq,, u) E G) 
end. 
‘1 
FIGURE 4. Main program of the evaluation algorithm. 
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procedure traverse (q: state; u: term); 
(* computes new nodes of G reachable from (q, u) 
besin 
for all transitions q A q’ in EM do 
if s is a base predicate then 
for all terms u such that S(U, u) is a fact do begin 
if (q’, u) is not yet in G then begin 
insert (q’, u) into G; 
traversecq’, u) 
end 
end 
else if s = id then begin 
if (q’, u) is not yet in G then begin 
insert (q’, u) into G; 
traversetq’, u) 
end 
end else (* s is a derived predicate*) 
insert (q, u) into C (* continuation point for new traversal *) 
end 
FIGURE 5. Procedure for traversing the graph G. 
In the nonregular case the algorithm will also produce the correct answer, 
provided that the algorithm terminates after some finite number of iterations. In 
the case of cyclic data this may not be true (this will be discussed later). 
As an example consider a Datalog program in which the intensional database 
consists of the following rules [3]: 
sg( X, Y) :- flat( X, Y), 
sg(X,Y):-up(X,Xl),sg(Xl,Yl),down(Yl,Y). 
Here flat, up, and down are base relations. If we interprete the relation flat as the 
identity relation on the set of all people and the relations up and down as the sets 
of all child-parent and parent-child relationships, respectively, then the predicate 
sg has the following meaning: sg(x, y) is true if and only if x =y or x and y are 
cousins at the same generation. 
The program is a binary-chain program, and the predicate sg is linearly 
recursive. The equation for sg is 
sg = flat u up * sg * down. 
Assume that the query is sg(john, Y 1, that is, we wish to determine the set of all 
persons that are cousins of john at the same generation. Obviously, if up is an 
acyclic relation (as is the case shown it denotes the child-parent relationships), 
then the evaluation algorithm will stop after h iterations, where h is the length of 
the longest path in up starting from john (or, using the genealogy wording, h is the 
number of generations from john to his remotest ancestor). This is because after 
iteration h the set C maintained by the algorithm will be empty. 
In evaluating the answer to the query sgtjohn, Y) the algorithm essentially 
evaluates sg,(john, Y), where h is the number of iterations needed (that is, the 
number of generations from john to his remotest ancestor), and sg,, for 1 I i I h, 
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is an expression defined (inductively) by 
{ 
flat when i=l, 
sgi = 
(flatUup.sg,_,.down) when i> 1. 
or example, 
sg, = (flat u up. (flat u up . flat. down) . down). 
Observe that the nondeterministic automaton for the expression sgi is essentially 
the automaton EM(sg, i) with the topmost portion corresponding to the subexpres- 
sion up * sg . down deleted (see Figure 6). Also observe that sgi is equivalent o the 
expression 
sg; = flat u up. flat * down U up2. flat * down2 U . . * U up’ - flat * down’ 
in that both denote the same relation. (Here rk means r . r. * * . . r, where r is 
written k times.) However, sgi is essentially smaller (by a factor of i) than sg:. 
Recall that the size of an expression was defined to be the total number of tuples 
in the argument relations, where different occurrences of the same relation are 
considered different relations. In fact, using the expressions gi is in analogy with 
Horner’s rule for the evaluation of polynomials. 
In general, we define for a derived predicate p in an equation system the 
expressions pi, i = 0, 1, . . . , as follows. First, we define p0 to be the expression 0, 
which denotes the empty relation. Secondly, for all i > 0 we define, inductively, pi 
to be the expression obtained from the expression eP (i.e., the right-hand side of 
the equation for p) by replacing every occurrence of a derived relation r with the 
expression ri _ 1. 
Lemma 2. The following hold for the algorithm of Figure 4 when the query to be 
evaluated is p(a, Y ): 
(1) 
(2) 
Assume that the termination condition “until C = 0” is changed to “until 
false “, i.e., we let the algorithm loop forever. Then, for all i > 0, the partial 
answer set {u I(q5, u) E G} accumulated by the end of the ith iteration is equal 
to the correct answer to the query p(a, Y ), where p is defined by the equation 
P =Pi. 
If the original algorithm terminates after h iterations, then, for all i > h, the 
correct answer to the query p(a, Y ), where p is defined by the equation p = pi, 
is equal to the correct answer to the same query when p is defined by the 
equation p = ph. 
PROOF. By induction on i it is easy to show that, for all i > 0, the regular 
expression pi is equivalent (as a language descriptor) to the finite automaton 
obtained from EM(p, i) by removing all transitions on derived relations. During 
the first i iterations the algorithm performs an exhaustive search through all paths 
in EM(p, i) that contain only base relations or the identity relation id. Hence it is 
obvious that statement (1) holds. Statement (2) in turn follows from statement (l), 
because if we let the algorithm run after iteration h, then the answer set remains 
unchanged. Note that the answer set can change only if the set C is nonempty. 
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FIGURE 6. The automaton EM(sg,3) used at the third iteration of 
the main loop of the evaluation algorithm. The dashed arrows 
indicate transitions on sg in the automata EM(sg, 1) and EM(sg, 2) 
used at earlier iterations. 
In the following theorems we state the asymptotic complexity of our algorithm 
in different cases. 
Theorem 3 (The regular case). Let the equation for predicate p be p = eP, where the 
expression e, does not contain any occurrences of derived predicates. Then the 
algorithm of Figure 4 evaluates the query p( a, Y) in time 
where II is the size of the expression eP (i.e., the total number of tuples in all the 
318 G.GFMHNE,S.SIPPU,ANDE.SOISALON-SOININEN 
occurrences of the base relations in eJ, and t is the time required to retrieve a 
single tuple from any of the base relations. 
PROOF. When eP does not contain derived predicates, pi = eP for all i > 0. On the 
other hand, the algorithm terminates after the first iteration. Hence, by Lemma 2, 
the algorithm evaluates the query correctly. The time complexity of the algorithm 
is linear in nt, where n is the size of the graph G constructed and t is as stated in 
the theorem. But G is G(p, a, 11, whose size is linear in the size of eD. •I 
Theorem 4 @he linear case). Let p be a predicate defined by an equation 
p=e,Ue,*p-e,, 
where the expressions e,, e,, and e2 do not contain occurrences of derived 
relations. Let the query be p(a, Y), and denote by e,Ja the portion of the relation 
denoted by e, that is reachable from the query constant a, that is, e,la is the set of 
all tuples (b, c) in the relation denoted by e, for which (a, b) belongs to the 
relation denoted by ef . 
(1) 
(2) 
Zf the algorithm of Figure 4 terminates, then it evaluates the query p(a, Y) in 
time 
O(hnt), 
where h is the number of iterations of the main loop performed by the 
algorithm, n is the size of the expression e, U e, U e2, and t is the time required 
to retrieve a single tuple from any of the base relations in e, U e, U e2. 
Zf e,la is acyclic, then the algorithm terminates after h iterations, where h is no 
greater than the length of the longest path in e,la. 
PROOF. Statement (1) follows from Lemma 2, Theorem 3, and the fact that the 
size of the expression I),, is O(h an). Statement (2) follows from the fact that when 
h is the length of the longest path in e,la, then the set e:+‘(a), denoting the set of 
all nodes b with (a,b) in et+l, is empty. Note that, for iteration i, the set of 
continuation points C consists of pairs (q, u>, where u is in e:(a). Hence the 
algorithm will stop after h iterations. 0 
To compare our algorithm with other strategies presented in the literature we 
apply the same generation problem to the three samples of acyclic relations shown 
in Figure 7. The samples have been used by Bancilhon et al. [3] to compare the 
time complexity of the Henschen-Naqvi [7] evaluation method and the optimiza- 
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FIGURE 7. Different choices of acyclic relations for the same generation problem [3]. 
Arrows going upwards indicate tuples in the relation up, arrows going sideways from left to 
right indicate tuples in the relation flat, and arrows going downward indicate tuples in the 
relation down. 
tion strategies (magic sets, counting, and reverse counting) presented in [31. Similar 
comparisons are given in 1141. 
For the purposes of our comparison we assume that any tuple in a base relation 
can be retrieved in constant ime (this assumption is implicit in [31X This time (and 
space) complexity of our algorithm is then linear in the number of nodes in the 
graph G(p, a, h), where h is the number of iterations performed. 
The results are listed in the following table together with the results from [3]. 
The query is &a, Y) for sample (a), and &a,, Y) for samples (b) and (c) (Fig- 
ure 7): 
Sample 
Henschen- 
Naqvi 
Magic Reverse Our 
sets Counting counting algorithm 
(a) 
(h) 
(c) 
n n* n n n 
n n* n n* 
n n n2 n 
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In the case of sample (a), our algorithm performs two iterations. At the first 
iteration the terms b,, . . . , b, will appear in the graph G(sg, a, 1) in nodes having 
the same state component. This means that at the second iteration the graph 
G(sg, a,2) will only contain a single node that has the term c as the second 
component; hence the time bound O(n). 
In the case of sample (b), our algorithm performs IZ iterations. Each term Ui, 
3 5 i I IZ, will be encountered at i - 1 distinct levels, which means that each of 
these terms appears as the second component in i - 1 distinct nodes in the graph 
G(sg, a,, n). Thus, the total number of nodes in the graph is 0(n2). 
In the case of sample (cl, our algorithm also performs n iterations. In this case 
each term ai, 1 I i I it, will only give rise to a single node in the graph G(sg, a,, n), 
and hence the time bound is only O(n). Also observe that because the same path 
will never be traversed twice, each term b,, . . . , b,, is visited only once (each bi 
gives rise to only one node). 
Sample (4 exemplifies the difference between our method and the method of 
Henschen and Naqvi [71. Both methods are based on an iterative algorithm in 
which an image of a node set under a certain relational expression is evaluated at 
each iteration. The main difference is that our method is based on a graph-traver- 
sal algorithm, which in a natural way always “remembers” those paths that have 
already been traversed during previous iterations. The time bounds for our method 
are identical to those of the counting method [3]; this follows from the fact that the 
iterative construction of the automata EM(p, i), i = 1,2,. . . , effectively includes the 
process of counting. 
In the above examples, the relation up is acyclic and hence the algorithm is 
guaranteed to terminate. To analyze the behavior of the algorithm in the case of 
cyclic data, we consider the sample of cyclic relations shown in Figure 8. 
The length of the cycle in the relation up is m, and the length of the cycle in the 
relation down is it. Now it is obvious that if m and II do not have a common 
divisor, then mn iterations of the main loop of the algorithm are needed to 
produce the entire answer to the query &a,, Y). This is because the tuple (a,, b,) 
FIGURE 8. Cyclic relations for the same generation problem. 
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belongs to the relation denoted by the expression 
upmn . flat . down”“‘, 
but does not belong to the relation denoted by any expression up“. flat * down“, 
where k < mn. Observe that the algorithm performs periodically m successive 
iterations during which nothing new is added to the answer set. 
Marchetti-Spaccamela et al. [14] have presented an extension of the counting 
method that also works for cyclic data. The idea is to establish an upper bound on 
the number of iterations that is sufficiently large to allow all the answers to be 
found. In the case of the same generation problem the upper bound used in [141 is 
exactly mn, where m is the number of accessible nodes in the relation up and n is 
the number of accessible nodes in the relation down [with respect to the query 
sg(a, Y) in question]. The same technique could also be used in connection with 
our algorithm in the case where the equation for the recursive relation p is of the 
form p = e, u e, .p . e2. The algorithm is then augmented with two set variables 
D, and D,, for maintaining the sets of accessible nodes in e, and e2, respectively. 
Above, we have only considered queries of the form p(a, Y) in which the first 
argument is bound. The other possible types of queries are p(X, b), p(X,Y), 
p(a, b), and p(X, Xl. To evaluate p(X, b), simply apply the algorithm to the query 
r(b, Y>, where r is the inverse of p. To evaluate p(X, Y>, apply the algorithm to 
the query p(a,Y) for all terms a in the domain of p. However, this may cause 
duplication of work when the graphs G(p, a, i) intersect for different a’s. This 
duplication can be avoided by applying Tarjan’s strong-components algorithm [21] 
(cf. [19]). In the case of the queries p(a, b) and p(X, X) the bindings of the second 
argument cannot be utilized in the algorithm; the queries have to be evaluated 
with the second argument free. However, if we apply to the program the transfor- 
mation to be presented in the next section, then we can make use of the bindings 
of both arguments in the evaluation. 
4. TRANSFORMING n-ABY QUERIES INTO BINARY-CHAIN QUERIES 
In this section we shall demonstrate how a subset of queries involving linearly 
recursive n-ary relations (n 2 2) can be evaluated efficiently using the method 
described in the previous section. Given a linearly recursive program and a query, 
the set of rules involved in that query will be transformed into a program in which 
all the rules that involve recursion are binary-chain rules. For each n-ary predicate 
in the original program the transformed program will contain a binary predicate 
such that the relation computed by the n-ary predicate can be read from the 
relation computed by the binary predicate. The answer to the original query will be 
obtained by evaluating (with appropriate bindings) the binary relation that corre- 
sponds to the query predicate: 
Before describing the transformation we note that it is always possible to 
express an arbitrary linearly recursive query as a transitive closure of a single 
binary relation. A rewriting algorithm for this purpose is given in Jagadish et al. [9]. 
In fact, if we allow sets of tuples as domain and range elements of the binary 
relation, then we can always simulate the evaluation of any kind of recursion as the 
computation of a transitive closure. 
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If the recursion in the program is of a simpler kind, e.g. linear, then the 
structure of the tuples in the corresponding binary relation may be kept simple. 
For example, if we have a linear program in which the body of every rule contains 
at most one occurrence of a derived relation, then we can define the binary 
relation so that its domain and range consist of single tuples, not sets of tuples. To 
see this, define a binary relation, bin, as follows. For derived predicates p and q 
and constant argument vectors C and & define the literal bin(q(&, p(C)> to be true 
whenever the program contains a rule 
(4 p<X):-b,(Y,),...,b,(~',),q(Z), 
where, for some instantiation (+ of the variables, a(X) = 2, a(?!) = d, and 
bi(rAYJ), . . . , b,(c+(y,)) are facts in the extensional database. Furthermore, for 
derived predicate p and constant argument vector Z define the literal bin(0, p(C)) 
to be true whenever the program contains a rule 
(r2) P(X):-b,(Y,),...,b,(Y,), 
where, for some instantiation u of the variables, a(X) = I?, and 
b,(a(Y,)), . . . , b,(a(~,)) are facts in the extensional database. (Here 0 is a special 
symbol which is different from all literals.) 
Conceptually, then, bin is the binary relation defined by the following rules: 
bin(q(Z),p(X)):-b,(Y,),...,b,(Y,) 
for any rule of the form ri, 
bin(lZI,p(x)):-b,(~i),...,b,,(~) 
for any rule of the form r2. Obviously, a literal p(T) is true if and only if 
bin+(O, p(Z)> is true, where bin + is the transitive closure of bin. (Cf. [15].) 
For example, in the same generation problem (see the previous section) the 
relation bin is defined by 
bin(sg(Xl,Yl),sg(X,Y)):-up(X,Xl),down(Yl,Y), 
bin(0,sg(X,Y)) :-flat(X,Y). 
Clearly, sg(x, y) is true if and only if bin+(0, sg(.x, y)) is true. 
To compute the set of literals p(E) for which bin+(0,p(Z)) is true, we first 
compute the relation bin. This is done using the standard retrieval mechanism of 
the extensional database and the standard algorithm for joining relations. After 
that, we use a graph-traversal algorithm, e.g. that described in the previous section, 
to determine in bin the set of literals reachable from 0. 
Obviously, the traversal of the graph bin, starting from 0, simulates the naive 
bottom-up evaluation of the original program. Hence it also shares with the 
bottom-up method the problem that the evaluation of queries containing bound 
arguments is inefficient. For example, evaluating the query sg(john Y> in this way 
means that first the set of all literals sg(x, y) is determined where x and y are 
cousins at the same generation, and only then those y’s are selected for which 
sgtjohn, y) belongs to that set. 
The transformation we now shall present incorporates the propagation of query 
bindings so that no additional optimization strategy is needed. Another advantage 
of our transformation is that the domain and range of the binary relations 
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constructed are usually of a smaller arity than the original relations. This is in 
contrast to the simple transformation considered above, where the domain and 
range of the binary relation bin consists of entire tuples of the original relations. 
In essence, our transformation is very similar to the transformation presented by 
Marchetti-Spaccamela et al. [14]. A linear program will translate to a linear binary 
chain program when the way in which the query bindings propagate inside the 
program forms a “chain”. The transformation algorithm can detect whether or not 
this condition is satisfied for a given linear program. 
In the following we assume that the linear program considered is in the special 
form in which the body of every rule contains at most one derived predicate. 
The first step in the transformation is to construct for the original program and 
a given query an “adorned program”, which indicates how binding information is 
passed sideways from rule heads to the predicates in rule bodies. Sideways 
information passing and adorned programs have been considered by Ullman,[22] 
and Bancilhon et al. [3] (among others). -In this paper we shall follow the approach 
taken by Beeri and Ramakrishnan [5]. 
An adornment for an n-ax-y predicate p is a string of length IZ over the alphabet 
I&f), where b stands for bound and f stands for free. The predicate p with 
adornment a is denoted by pa. An occurrence of an adorned predicate pa 
corresponds to a computation of p with those arguments bound to constants that 
are designated as bound in the adornment a. For example, sgbf corresponding to 
computing sg with the first argument bound and the second argument free. An 
adorned rule is one in which the (derived) predicates are adorned (according to 
some sideways information-passing strategy). An adorned program is one con- 
structed from a program and a query by adorning its rules. 
As an example, consider the following adorned program for the same genera- 
tion problem [3]: 
sgbf( X, Y) :- flat( X, Y), 
The program corresponds to the case in which the query is of the form sg(a, Y) 
where a is a constant and Y is a free variable. The adornments indicate how the 
binding for the first argument of sg is passed along rules. In the second rule, the 
adornment of the predicate sg in the body is bf, because when X, the first 
argument in the head sgbf(X, Y), is bound (as is indicated by the adornment), then 
by evaluating up(X, Xl) with this binding for X a binding is obtained for Xl, the 
first argument of sgbf(X1, Y 1). 
In general, we can construct for a linear program, in which no rule has more 
than one derived literal in the body, an adorned program as follows. First, from the 
query literal q(x) we generate an adorned predicate qa in which the adornment a 
designates as bound exactly those argument positions in g that are filled with 
constants. Then we generate adorned rules for q’. This will give rise to new 
adorned predicates, and we proceed by generating adorned rules for these predi- 
cates. The process will terminate when no new adorned rules can be generated. 
Assume that pa is a new adorned predicate whose rules have not yet been 
generated. For all rules r in the original program with p in its head, we generate 
an adorned rule as follows. As the head of the adorned rule we take p”(z), where 
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p(x) is the head of r. The body of the adorned rule will be composed of the body 
of r as follows. If the body of r does not contain any derived predicate, we take 
the body of r as the body of the adorned rule. Otherwise, assume that q(2) is a 
literal in the body of r such that q is a derived predicate (according to our 
assumption, there is at most one such literal). We generate an adorned rule 
pa(X):-b,(j;;,),..., bi(Yi),qd(Z),bi+,(~+,),...,b,(Y,) 
such that the following conditions are satisfied: 
(1) 
(2) 
(3) 
(4) 
(5) 
b,(Y,), . . . , bn(yn) are the base literals appearing in the body of r. 
None of the literals b,@,),..., b&z) is directly connected to any of the 
literals b,+r(~+,>, . . . , b,(y,). (Two literals in a rule are directly connected if 
they share a common variable as an argument.) 
The literals b,(F,), . . . , b,(x) form a connected set among the base literals in 
the body, that is, for all 1 <J! <k 5 i either bjCq> and bk(Fk) are directly 
connected or they are connected via a chain of base literals in which every 
two successive literals are directly connected. 
The literals b,(Fi), . . . , b,(x) are connected to some bound variable in 
p”(x), that is, whenever i > 0, then some argument position in _%? desig- 
nated as bound in the adornment II is filled with a variable that appears in 
some E;, 1 <i 5 i. 
The adornment d designates as bound exactly those argument positions in 
z that are filled with variables that appear in some q, 1 <J’ I i, or in some 
position in x designated as bound in a. 
As an example, consider a database representing airline flights [l]. The exten- 
sional database consists of facts of the form 
flight( s, dt, d, at), 
where s and d are the source and the destination of a flight, and dt and at are the 
departure and arrival times. The problem is to determine the set of all airline 
connections that start from a given source s0 at a given time dt,. This problem can 
be expressed as 
cnx(S,DT,D,AT):- flight(S,DT,D,AT), 
cnx(S,DT,D,AT):- flight(S,DT,Dl,ATl),ATl<DTl, 
is-deptime( DTl) , cnx( Dl, DTl, D, AT). 
The query literal is cnx(sO, dt,, D, AT). The predicate is-deptime is only needed to 
restrict the values assumed by the latter argument of the built-in predicate “ < “. 
We allow built-in predicates with unrestricted domains to be used only if all the 
free arguments also appear as arguments of base relations in the same rule. We 
might define is-deptime as a projection onto dt of the base relation flight. 
By adorning the program using the algorithm outlined above we get 
r,: cnxbbff( S, DT, D, AT) :- flight( S, DT, D, AT), 
r2: cnxbbff( S, DT, D, AT) :- flight( S, DT, Dl, ATl) , AT1 < DTl, 
is-deptime( DTl) , cnx bbff( Dl,DTl, D,AT). 
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As another example, consider the program [El 
P(X,Y):-WX,Y), 
P(X,Y) :-bI(X,Z),P(Y,Z). 
The query is p(a, Y 1. The adorned program is 
rl: pbf( x, Y) :- bO( x, Y)) 
r2: pbf(X,Y):-bl(X,Z),pfb(Y,Z) 7 
r3: Pfb(X Y).-bO(X,Y) 9 . 7 
r4 : Pfb(X Y) *-pbf(Y , 1 Z) 9 , bl(X 7 Z). 
Next we shall describe how an adorned program is transformed into a binary- 
chain program. Later we shall consider what additional conditions the adorned 
program has to satisfy in order that the binary-chain program be equivalent o the 
adorned program. 
If p”(x) is an adorned literal, we use the following notation. Xb denotes the 
subsequence of the argument vector x that contains exactly those arguments in z 
that are designated as bound in the adornment a. Similarly, xf denotes the 
subsequence of x that contains exactly those arguments in x that are designated 
as free in a. 
For a given adorned program we shall define four kinds of binary predicates: 
bin-p“, base-r, in-r, and out-r. Here pa is some adorned predicate and r is some 
adorned rule. The predicate bin-p” will be the “binary equivalent” of p” in that 
the value of pa can be read from the value of bin-p”. The rules defining bin-p” 
may contain predicates base-r, in-r, and out-r, and predicates bin-qd where qd is 
some other adorned predicate. The predicates base-r, in-r, and out-r are all 
nonrecursive predicates, and their definition involves only a join of some base 
predicates in the original program. The predicate base-r will be defined for any 
adorned rule r whose body contains only base predicates. The predicates in-r and 
out-r will be defined for adorned rules r whose body contains a derived predicate. 
The tuples in bin-p” will be pairs of the form (t(Xb), t(Xf)), where 2 is a tuple 
in p. The tuples in base-r will be pairs of the form (t(Xb), t(xf>), where X is a 
tuple in the relation obtained by joining the body relations of r and projecting the 
result onto the arguments in the head of r. The tuples in in-r will be pairs of the 
form (t(X’), t(Fb)), where X is a tuple in the relation of the head predicate of r, 
and Z is a tuple in the relation of the derived predicate appearing in the body of r. 
The tuples in out-r will be pairs of the form (t(Zf), t(Ff)), where Z is a tuple in 
the relation of the derived predicate appearing in the body of r, and Z is a tuple in 
the relation of the head predicate of r. 
The predicates base-r, in-r, and out-r are defined as follows. First, for each 
adorned rule 
r: P”(X) :-b,(K) ,... ,b,(Y,), 
where b,,..., 6, are all base predicates, we define 
base-r(t(xb),t(Xf)):--b,(Yi),...,b,(Y,). 
In other words, the tuple t(Zb) is set in the binary relation base-r with the tuple 
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t(~?) if the body of the adorned rule r contains only base predicates and, for some 
instantiation u of the variables of r, a(_%?) = C and bi(a@i)), . . . , b,,(a(Y,)) are 
true. 
Then assume that the adorned program contains a rule 
r. p”(x):-bl(Y,),..., b,(~),qd(Z),bi+l(~+,),...,b,(Y,), 
where 0 I i I n and the base literals in the body are divided into two sets around 
the derived literal qd(z) as explained in the description of the adorning algorithm. 
That is, conditions (1) to (5) stated above are true. We define 
in-r(t(P),t(Zb)):-bi(Yi),...,b,(Y,), 
out-r(t(Zf),t(Xf)):-_i+l(Y;,+,),...,b,(Y,). 
From the point of view of the evaluation algorithm, the predicates base-r, in-r, 
and out-r will behave as base predicates. Hpwever, this does not mean that their 
values are precomputed. If the entire relations were precomputed, then obviously 
any possible optimization achieved from binding propagation would be frustrated. 
Tuples in base-r, in-r, and out-r will only be retrieved “by demand”, that is, when 
the graph-traversal algorithm has entered a node belonging to the domain of one 
of these relations. Only then will the original base relations be consulted and 
tuples retrieved and joined. The essential thing is that the arguments in the first 
position in these binary relations are always restricted to tuples in which every 
component possesses abinding originating from the bound arguments in the query. 
Using predicates base-r, in-r, and out-r, we now define for all adorned predi- 
cates pa the binary predicate bin-p“ as follows. First, for any adorned rule r that 
contains p” in the head and only base predicates in the body, we define 
bin-p”( U, V) :- base-r( U, V) . 
Second, for any adorned rule r that contains pa in the head and some adorned 
predicate qd in the body, we define 
bin-p”(U,V):-in-r(U,Ul),bin-qd(U1,~l),out-r(V1,V). 
However, if the definition of in-r is a rule with an empty body and with head 
in-r(f(gb),t(Zb)) where Xb = Zb, then we leave the literal in-r(U, Ul) out of the 
above rule and write 171 = U. Similarly, if the definition of out-r is a rule with an 
empty body and with head out-r(t(Zf), t(xf)) where zf= xf, then we leave the 
literal out-r(V1, V) out of the above rule and write Vl = I’. 
Finally, if the query literal in the original program is q(F), we take 
bin-q”(t(Fb),t(rf)) 
as the query literal of the transformed program, where the adornment a designates 
as bound exactly those argument positions that in P are filled with constants. 
For example, the adorned program for our “flight” database gives rise to the 
following binary-chain program: 
bin-cnxbbff( U, V) :- base-r,( II, V) , 
bin-cnxbbff( U, V) :- in-r,( U, Ul), bin-cnxbbff( Ul, V). 
The query literal is bin-cnx bbf/(l(s,, dt,), 0, AT)). The predicates base-r, and 
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in-r, are defined by 
base-r,(t(S,DT),t(D,AT)) :-flight(S,DT,D,AT), 
in-r,(t(S,DT),t(Dl,DTl)):-flight(S,DT,Dl,ATl), 
AT1 < DTl, is-deptime( DTl) . 
The definition of the predicate out-r, would be 
out-r,(t(D,AT),t(D,AT)):-, 
and hence the literal out-r,(Vl, V) has been left out of the recursive rule for 
bin-cnxbbff. 
The resulting program is regular, and the equation for evaluating bin-cnxbbR is 
bin-cnxbbff = in-r: bin-r,. 
Obviously, cnx(s,dt, d, at) is true in the original program if and only if bin- 
cnxbbff(t(s dt), t(d, at)) is true in the binary-chain program. 
For our’other example [15] the binary-chain program is 
bin-pbf( U, V) :- base-r,( U, V), 
bin-pbf(U,V) :- in-r,(U,Ul),bin-pfb(U1,V), 
bin-pfb( U, V) :- base-r-,( U V) 7 7 
bin-pfb( U, V) :- bin-pbf( U, Vl), out-r,( Vl, V), 
The query literal is bin-pbf(t(a), t(Y)>. The predicates base-r,, in-r,, base-r,, and 
out-r, are defined by 
base-r,(t(X),t(Y)):-bO(X,Y), 
in-r,(t(X),t(Z)):-bl(X,Z), 
base-r,(t(Y),t(X)):-bO(X,Y), 
out-rq(t(Z),t(X)):-bl(X,Z). 
The definition of the predicates out-r, and in-r, would be 
out-r2(t(Y),t(Y)):-, 
in-r,(t(Y),t(Y)):-, 
and hence the literals out-r,(Vl,V) and in-r,(U,Ul) have been left out of the 
rules for bin-pbf and bin-pfb. The equations for evaluating bin-pbf and binpfb are 
initially 
bin-pbf = base-r, u in-r, * bin-pfb, 
bin-pfb = base-r, U bin-pbf * out-r,, 
In the transformation described in Lemma 1, one of the predicates binpbf and 
bin-pfb is eliminated. If bin-pbf is eliminated, the equation for bin-pfb is rewritten 
as 
bin-pfb = base-r, U base-r, . out-r, u in-r, * binpfb . out-r,. 
In both of the above examples our transformation method works correctly and 
manages to produce an equivalent binary-chain program such that when this 
328 G. GRAHNE, S. SIPPU, AND E. SOISALON-SOININEN 
program is evaluated using the graph-traversal algorithm described in the previous 
section, any bindings in the original query will be utilized in a proper way to 
restrict the set of database facts consulted. Unfortunately, in general this may not 
be the case. If no additional restrictions are imposed on the original program, the 
transformed program even may not be equivalent to the original program. In 
the following we examine what additional conditions the original program 
should satisfy so that our method will work correctly. 
The following lemma says that any set of base literals that can be derived in the 
adorned program from a given literal can also be derived in the transformed 
program from the corresponding binary literal. This implies that the relation 
computed by the original program is always contained in the relation computed by 
the transformed program. 
Lemma 5. Assume that in the adorned program 
{P”(X)} jk a, 
where k 2 1 and CY is a set of instantiated base literals. Then in the corresponding 
transformed program 
{bin-p’(t(F’),t(Ff))} a*(~, 
where we consider the rules defining predicates base-r, in-r, and out-r to be rules in 
the transformed program. 
PROOF. The proof is a fairly straightforward induction on the derivation length k. 
cl 
The converse of Lemma 5 does not always hold. In some cases the relation 
computed by the transformed program may be a proper superset of the relation 
computed by the original program. To see this, consider the following adorned 
program: 
rl: p’f(X,Y):-bO(X,Y), 
r2: p”f(X,Y):-bl(X,Y),pbf(Y,Z). 
The query literal in the original program is p( a, Y ). The corresponding binary-chain 
program is 
bin-pbf( U, V) :- base-r,( U, I’), 
bin-pbf( U, V) :- in-r,( U, Ul), bin-pbf( Ul, Vl) ,out-r,( Vl, V). 
The query literal is bin-pbf(t(a), t(Y)). The predicates base-r,, in-r,, and out-r, are 
defined by 
base-r,(t(X),t(Y)):-bO(X,Y), 
in-r,(t(X),t(Y)):-bl(X,Y), 
out-r2(t(Z),t(Y)):-. 
Now in out-r, the second argument is in no way bound to the first argument and 
hence can assume any value. When the extensional database consists of the facts 
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bl(a, b) and bO(b, c), the transformed program will give as the answer the set of all 
possible domain elements, although the correct answer would be {b). 
The problem in the above example is that the bindings in rule r2 do not form a 
chain. The free variable Y in the head of rule r2 will get a binding from the body 
literal bl(X, Y), not from the free variable in the body literal pbf(Y, Z). 
We say that an adorned linear Datalog program (in which no rule has more 
than one derived literal in the body) is a chain program if every rule of the form 
pyX):-bI(~I),..., b,(~>,qd(Z),bi+l(~+l),...,b,(Y,) 
satisfies, besides conditions (l)-(5) above, the following condition: the variables 
appearing in the vectors y,, . . . , i;i are all different from the variables in z 
designated as free in the adornment a. (Cf. the class of “l-bound CSL-queries” 
defined in 1141.) 
Now we can prove the converse of Lemma 5. 
Lemma 6. Assume that the adorned program is a chain program. Further assume 
that in the transformed program 
(bin-p”(t(Fb), t(if))} jka, 
where z is an instantiated argument vector of an adorned predicate pa, LY is a set of 
instantiated base literuls of the original program, and k 2 2. Then in the adorned 
program 
{p”(X)} **CY. 
PROOF. The proof is by induction on the derivation length k. In the basis step 
k = 2 we have 
(bin-p”(t(_?b),t(Zf))} j {base-r(t(zb),t(xf))} 
=, {b,(J,),...,b,G)) =a, 
where r: p”(X):- b,(Y,), . . . , b,(m) is a rule in the adorned program, base-r is 
defined by the rule 
base-r(t(Xb),t(Xf)):-bbl(Y,),...,b,(F,), 
and, for some instantiation (T of the variables of this latter rule, a(Xb) =fb, 
a(Xf)=xf, and a(Fj)=JLfor i=l,..., n. But then u is also an instantiation of 
the variables of r and o(X) =i, and hence 
{P”(X)} = (b,(J,),...,b,(RJ} =a, 
which proves the basis step. 
In the induction step k > 2 we have 
{bin-p”(t(fb),t(?f))} 
~{in-r(t(~b),t(u)),bin-qd(t(u),t(v)),out-r(t(v),t(xf))}, 
where r: p”(x):- b,(Y,),.. ., bi(r,),qd(Z), bi+,(F+,),. .., b,(yn;,) is a rule in the 
adorned program and 
{in-r(t(Xb),t(u))} * {bi(Ji),...,bi(Fi)), 
{bin-qd(t(u),t(v))} -k-2&, 
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and 
{out-r(W,Gf))} * {bi+,(y,+,),...,b,(~,)) 
such that 
{WQ,...,b,(JJ,)) ua’=a. 
Moreover, for some instantiation u1 of the variables in xb, zb, and y,, . . . , yi one 
has aI = Fb, aI = U, and a,<?) _= Jj for j = 1,. . . , i; and for some instanti- 
ation a, of the variables in zf, xf, and Y;:+r,. . , 
if, and a2<F>=yj for j=i+l,..., 
y, one has a,@) = u, a,(xf) = 
n. [Actually, the set directly derived by bin- 
p”(t(Eb),t(Ef>) does not contain the literal in-r(t(xb),t(u)) in the special case 
i = 0 and Xb = U, nor the literal out-r(t(u), t(X’)) in the special case i = it and 
u =Xf. Here we handle only the general case; the special cases are handled 
similarly.] 
The variables in the vectors Xb, Zb,F,, . . . , 
variables in xf .??f y 
y. form a set disjoint from the set of 
, 1+ 1,. . . , Tn. This is seen as follows. First, it follows from 
conditions (1)~iS> that the variables in Xb are distinct from those in 
zf,Zf,E+l,...,n p and that the variables in pb,YI,. . . ,x are distinct from those 
in Zf,F I+ 1,. , . , Y,. Second, since the adorned program was assumed to be a chain 
program, the variables in r,, . . . , x are distinct from those in xf, which further 
implies that the variables in Zb are also distinct from those in xf. Thus, we may 
define an instantiation (+ of the variables of the rule r such that u assigns to any 
variable in Xb, Zb,FI,. . . ,x the same value as or, and to any variable in 
Xf,Zf,yi+l )...) vn the same value as u2. 
Now let 2 = a(Z). Then 2 is an argument vector of qd, and we have Zb = 
u(Zb) = u,(,%?~) = u and Zf = u(L?~) = u,(Zf > = u. Applying induction to the 
derivation from bin-qd(t(u>, t(u)), we can conclude that 
(qd( r)} -*a’. 
On the other hand, a(_%?) =X because u(Xb) = aI =Xb and u(Xf> = u,(Xf) 
=X -f. Also, a<?> = u,(y) = jj for j = 1,. . . , i, and u(T) = u,(q) = Jj for j = i + 
1 ,...,n. Hence we have 
(P”(3) * {~,(~,)~...~ bi(Fi),4d(Z),bi+l(Li+l),...,b,(Ln>) 
KIWI,..., bi(Jj)} ucv’u (bi+l(Yi+l),...,b”(y,))=~,l 
as desired. 0 
By Lemmas 5 and 6 we have: 
Theorem 7. Assume that the adorned program constructed from a linear Datalog 
program and a query is a chain program. Then the transformed binary-chain 
program is equivalent to the adorned program in that bin-p”(t(Fb), t(Ef)) is true 
in the transfomzed program if and only if p”(Z) is true in the adorned program. 
Theorem 7 implies that the answer to a query p(z) is obtained by evaluating in 
the transformed binary-chain program the query bin-p”(t(Xb), t(xf )I, where the 
adornment a designates as bound exactly those argument positions that in x are 
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filled with constants. Note that in an adorned program a literal p”(X) is true if and 
only if in the original program the literal p(Z) is true. 
5. CONCLUSION 
We have presented an efficient strategy for evaluating a subset of regularly and 
linearly recursive queries in logic databases. The strategy is based on a graph- 
traversal algorithm that can solve linear equations involving binary relations and 
the operations u (union), (composition), and * (reflexive transitive closure). The 
algorithm is a generalization of an algorithm originally presented by Hunt et al. [8] 
for evaluating binary-relational expressions. 
The strategy involves a series of transformations. First the original Datalog 
program is transformed into an “adorned program” [3,5] that corresponds to the 
query in question. Then the adorned program is transformed into a binary-chain 
program [23]. Finally, the binary-chain program is transformed into a system of 
equations involving binary relations and operations U , . , and *. The answer to the 
original query is obtained by solving the equation corresponding to the query 
predicate. An important aspect in the strategy is that it incorporates the propaga- 
tion of information about the bound arguments in the query and the use of this 
information to restrict the set of database facts consulted in the evaluation. 
The application domain of the strategy covers a subset of linear Datalog 
programs in which the underlying database is acyclic and in which the bindings 
originating from the query literal are passed through the rules of the adorned 
program in a specific manner. The order in which the variables in the body of an 
adorned rule get bindings from the bound arguments in the head of the rule must 
form a “chain”. 
We thank Mr. Juhani Kuittinen for fruitful discussions on the topics of Section 3. Kuittinen has 
implemented a system for evaluating binary relational expressions 1121. We also thank the referees for 
pointing out errors in Lemma 1 and in the algorithm of Figure 4 (the termination condition suggested 
for handling the cyclic case was incorrect). 
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