Cultivar trials conducted at different locations are frequently evaluated by analysis of variance (AN0vA) techniques. One of the assumptions underlying such analyses is that residuals be independently distributed with common variance. Often, however, this assumption is violated. This contribution explores ways to analyse data when the usual assumptions regarding the variance-covariance structure do not hold. An example is given to demonstrate the proposed procedure.
introduction
Multilocation trials are an important tool for evaluating the performance of crop cultivars. When analysing yield data from such trials, breeders are often interested in comparing the cultivar means across locations (Bradley et al., 1988) . This is usually carried out by a two-way analysis of variance (AN0vA) followed by some multiple comparison procedure, e.g. the least significant difference test (LSD) (Johnson et at., 1992) . Usually a mixed linear model with fixed genotypic effects and random environmental and interaction effects is assumed.
For the ANOVA to be valid it is necessary that interactions and errors be independently distributed with homogeneous variances. Stated in slightly different terms, it is required that the vector of yields of the different genotypes in a specific environment follows a multivariate normal distribution with a variancecovariance matrix of the following form: (i) all diagonal elements are equal, i.e. all genotypes are equally variable across environments; (ii) all off-diagonal elements are equal, i.e. all pairs of genotypes are equally correlated. There is reason to believe, however, that this assumption is seldom met in practice.
The assumption regarding variances and covariances may have to be relaxed on two grounds (Calinski et al., 1987a,b) . (i) The variance is not necessarily constant across genotypes. Heterogeneity of variances is often seen as an indication of stability differences among genotypes, and such differences are often observed in practice. (ii) It is often found that some pairs of genotypes respond more similarly to varying environmental conditions than do others.
For this reason, it is more realistic to make no restrictive assumptions regarding the covariances.
In the following a procedure will be discussed for dealing with these two departures from the assumption.
Theory and method
The usual model for genotype-environment data can be written
where y is the yield of the ith genotype (i = 1 K) in the jth environment (j = 1, ..., N) and t, g1, ej, v are, respectively, the grand mean, the effect of the ith genotype, the effect of the jth environment and a residual corresponding to y comprising both experimental error and genotype-environment interaction. We will make the common assumption that environments constitute a random sample from some specified target region. This implies that both e, and v are random. The usual assumption is that random effects are normally distributed with zero mean and common variance, i.e. e3 has variance r and v has variance cr. This assumption is often referred to as compound symmetry (Winer et a!., 1991, p. 243) .
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Given compound symmetry, data may be analysed by usual ANOVA (see Table 1 ). Under the null hypothesis of no differences among cultivars across locations, the F-statistic for genotypes (F0 = MSG/ MSR) is then distributed as central F with K-i and (N-i) (K-i) degrees of freedom (d.f.).
It has been stated in the previous section that it may be more appropriate to assume an unrestricted covariance structure given by Cov(y, y, ) = cr11. It is noted, however, that the usual ANOVA is appropriate under a more general condition than that of compound symmetry. This condition is referred to as circularity. The covariance structure is said to be circular if the quantity o + -2a is constant for each pair i, i' (i<i') (Winer et al., 1991, p. 242) .
Note that this quantity is the variance of the difference between the observations of genotypes i and i' in the same environment, i.e. Var y,j-yi1).
Given In the case where the circularity condition is violated the distribution of FG =MSG/MSR may be approximated by that of F with c(K-1) and (N-1) (Box, 1954) , where e is a correction factor measuring the degree of departure from circularity. It can be shown that e lies between (K-i)1 and i. Thus, d.f. must be reduced. If departures from circularity are ignored, the real level of significance will exceed the nominal level established by the experimenter.
is usually not known and has to be estimated from the data. One estimator has been suggested by Geisser & Greenhouse (1958) :
where s = sample covariance of the ith and i'th genotypes, s = s.. = and s,.
This estimator tends to be biased when the true s is close to unity. A modified estimator was suggested by Huynh & Feldt (1976) which is preferable when c
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, where Q = LSL', S = {s11'}, and L is a (K-i) xK matrix of K-i orthogonal contrasts such that LL' = 'K-I (IK_1 is the K-i dimensional identity matrix). Details are described by Winer et al. (1991) , who also give exact critical values of W for various combinations of N and K. Unfortunately, when N K, the test is inoperative. One may then resort to an inspection of the empirical variances and covariances s11 or the estimates of . Estimates of smaller than 0.8 point to serious departure from circularity.
It may be noted that as an alternative to the F-test with correction of d.f., one may perform Hotelling's multivariate T2-test (Graybill, 1954; Calinski et al., (2) 1987a By employing the residual error mean square of a joint ANOVA of all cultivars there is a danger that the statistical significance of some comparisons will be under-or over-estimated. The simplest way to circumvent this problem is to perform a paired t-test for each pair of genotypes. This is equivalent to is not much smaller than unity: It may be useful to realize that two models commonly used in stability analysis imply a departure from the circularity condition, namely the regression model (Finlay & Wilkinson, 1963: see Appendix 1) and the stability variance model (Shukla, 1972) . These two models are more restrictive than eqn (2). In fact, they may be regarded as special cases of eqn (2) where o-2 is the 'stability variance' of the ith genotype. Also, the regression model (with random locations; see Shukla, 1972 ) is a special case of this Table 2 ).
It is noted that mean yield and stability are two different features of a variety, so mean comparisons are no substitute for stability analysis. The important point is that Shukla's model and the regression model are compatible with the assumption of an unstructured covariance matrix, since they may be regarded as special cases of eqn (2). Thus, with both the regression model and Shukla's model, the procedures suggested in this paper are valid, while the usual ANOVA is not.
Example In order to demonstrate the procedures outlined in this paper, we employ a data set published by Graybill (i954), which comprises the yields of four wheat cultivars tested in each of i3 locations. The data are displayed in Table 3 . A simple SAS program for performing the F-test with adjusted d.f. is given in Appendix 2.
Mauchley's sphericity criterion was computed as W= 0.0828, which is significant at the i per cent level. The 5 per cent and i per cent critical levels for K= 4 and N= 13 are, respectively, 0.1938 and 0.i2i8 (Nagarsenkar & Pillai, 1973 ; see also Winer et at., 199i, . Values of W lower than the critical value are regarded as significant. Departure from circularity is also suggested from inspection of the variances and covariances shown in Table   4 .
Since circularity was rejected by Mauchley's test, the usual ANOVA was not deemed appropriate, and d.f. were adjusted by the Geisser-Greenhouse and the Huynh-Feldt e. The results of the F-tests are shown in Table 5 . The usual F-test as well as the adjusted d.f. F-tests were significant, although the Usually not Usually not = stability variance of ith genotype (Shukla, 1972) . f3 = regression coefficient of ith genotype (Finlay & Wilkinson, 1963 ).
= variance of deviations from regression of ith genotype (Eberhart & Russell, 1966) .
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Discussion
Yield data from multilocation trials are very commonly analysed by an ordinary two-way ANOVA without checking the validity of the circularity condition. This paper has demonstrated how d.f. may be adjusted in the case of departure from circularity. Although the adjusted d.f. F-test is widely used in sociological and psychological research (Huynh & Feldt, 1976) , few agricultural and biological scientists seem to be aware of this option.
Departure from circularity may result from heterogeneity of variances among genotypes, heterogeneity of covariances or both. In either case d.f.
should be adjusted. For this procedure it is not necessary to decide on the type of noncircularity. However, such distinction may be necessary in a related field, namely in stability analysis. In the case of heterogeneous covariances cr, the appropriateness of Shukla's stability variance is doubtful, because it is based on a mixed model with a = i.e. a is assumed to be equal for all pairs of genotypes (see also Table 2 ). For the example given in the preceding section, homogeneity of was checked by the Wald test (Rao, 1973, pp. 418ff.) .
Homogeneity of a was not rejected at the 5 per cent level. It is concluded that departure from circularity results from heterogeneity of variances and that Shukia's stability variance is an appropriate stability measure for the wheat data. Using Graybill's data, Snee (1982) detected heterogeneity among regression lines by the F-test of Mandel (1961) , which might be seen as an indication of heterogeneous covariances (see Table 2 ). It should be stressed, however, that the F-test used by Snee is based on the assumption that under H0, interaction variances, and hence the variances a, are homogeneous. The F-test for heterogeneity of regression lines is invalidated when interaction variances are heterogeneous. Moreover, as shown in Appendix 1, heterogeneity among regression coefficients may also occur when a11 = o-, namely when stability variances are heterogeneous. Thus, a significant test of heterogeneity of regression coefficients does not generally support the conclusion that covariances are heterogeneous.
