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by
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Dedicated, with affection and deep esteem,
to the memory of S.-S. Chern.
Abstract
We introduce the notion of a projective hull for
subsets of complex projective varieties parallel to the
idea of a polynomial hull in affine varieties. With
this concept, a generalization of J. Wermer’s classical
theorem on the hull of a curve in Cn is established in
the projective setting. The projective hull is shown
to have interesting properties and is related to vari-
ous extremal functions and capacities in pluripoten-
tial theory. A main analytic result asserts that for
any point x in the projective hull K̂ of a compact
set K ⊂ Pn there exists a positive current T of bidi-
mension (1,1) with support in K̂− and a probability
measure µ on K with ddcT = µ − δx. This result
generalizes to any Ka¨hler manifold and has strong
consequences for the structure of K̂.
We also introduce the notion of a projective spec-
trum for Banach graded algebras parallel to the
Gelfand spectrum of a Banach algebra. This pro-
jective spectrum has universal properties exactly like
those in the Gelfand case. Moreover, the projective
hull is shown to play a role (for graded algebras) com-
pletely analogous to that played by the polynomial
hull in the study of finitely generated Banach alge-
bras.
This paper gives foundations for generalizing many of
the results on boundaries of varieties in Cn to general
algebraic manifolds.
1Research partially supported by the NSF
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31. Introduction
A beautiful classical theorem of John Wermer [W1] states that the polynomial
hull γ̂poly of a compact real analytic curve γ ⊂ Cn, has the property that γ̂poly−γ is
a 1-dimensional complex analytic subvariety of Cn−γ. (Recall that the polynomial
hull of K ⊂⊂ Cn is the set of points x ∈ Cn such that |p(x)| ≤ supK |p| for all
polynomials p.)
This paper was largely motivated by the question:
Does there exist an analogous result for curves in complex projective space Pn?
To this end we introduce the notion of the projective hull of a compact set
K ⊂ Pn. It is defined to be the set K̂ of points x ∈ Pn for which there exists a
constant C = Cx such that
(1.1) ‖P(x)‖ ≤ Cd sup
K
‖P‖
for all holomorphic sections P of OPn(d) and all d > 0. Strong motivation for
this definition comes from the fact (Prop. 2.3) that if γ is the boundary of a one-
dimensional complex analytic subvariety V ⊂ Pn, then V ⊆ γ̂. Furthermore, for
large classes of non-trivial examples it is shown in §9 that V = γ̂.
The projective hull strictly generalizes the concept of the polynomial hull in the
following sense. Suppose K ⊂⊂ Ω = an affine open subset of Pn. Then
K̂poly,Ω ⊆ K̂, and K̂ ⊂⊂ Ω ⇒ K̂poly,Ω = K̂
where K̂poly,Ω is defined as above using the regular functions (polynomials) on
Ω. The second statement, which is non-trivial, is proved in §12. The projective
hull also satisfies a Local Maximum Modulus Principle which states that for any
K ⊂ Pn and any bounded domain U in some affine open subset Ω, one has that
K̂ ∩U is contained in the Ω-polynomial hull of its boundary. (See Theorem 12.8 or
Theorem 4 below).
The projective hull is always subordinate to the Zariski hull — if K ⊂ Z ⊂ Pn
where Z is an algebraic subvariety, then K̂ ⊂ Z. Moreover, if a real curve γ ⊂ Pn
is contained in an irreducible algebraic curve Z, then γ̂ = Z.
Note that for x ∈ K̂ the infimum of the set of constants C for which (1.1) holds
is again such a constant. This best constant function CK : K̂ −→ R+ plays a basic
role in the study of projective hulls. It is bounded iff K̂ is compact, and it appears
repeatedly in many contexts. It is sometimes convenient to extend CK to all of P
n
by setting CK(x) =∞ for points x /∈ K̂.
It is natural to ask for an interpretation of the projective hull in homogeneous
coordinates. Let π : Cn+1−{0} −→ Pn be the standard projection and forK ⊂ Pn
set S(K) = π−1(K) ∩ S2n+1. The polynomial hull of S(K) in Cn+1 is a compact
subset which is a union of disks centered at the origin. In §5 we prove that
K̂ = π
{
Ŝ(X)poly − {0}
}
The best constant function CK = 1/ρK where ρK(x) is the radius of the disk in
Ŝ(X)poly above x.
4Interestingly, projective hulls have already appeared in a somewhat hidden way
in pluripotential theory. The closest connection is in the work of Guedj and Zeriahi
[GZ] who (following Demailly) considered on a general Ka¨hler manifold (X,ω) the
notion of an quasi-plurisubharmonic function. This is a real-valued function v on
X which satisfies ddc v + ω ≥ 0. The set of these functions is denoted PSHω(X)
and for each compact subset K ⊂ X there is an associated extremal function
(1.2) ΛK(x) ≡ sup
{
v(x) : v ∈ PSHω(X) and v
∣∣
K
≤ 0} .
Arguments in [GZ] show that for X −Pn the best constant function, extended to
be ≡ ∞ on Pn − K̂, satisfies
ΛK = logCK .
For compact sets K contained in a standard affine coordinate chart Cn ⊂ Pn
condition (1.1) for z ∈ Cn is equivalent to the condition that there exists C > 0
with
|p(z)| ≤ Cd sup
K
|p|
for all polynomials p of degree ≤ d and all d. In this setting the best constant
function is related to the Siciak extremal function defined in terms of the Lelong
class of subharmonic functions with logarithmic growth [Si]. In particular the best
constant function is finite at exactly those points where the Siciak function is finite.
This is discussed in §6.
In pluripotential theory it is often customary to regularize extremal functions
to be upper semicontinuous. In the cases of interest here such regularization gives
Λ∗K ≡ ∞. One can think of our results as showing that in this situation, the set
where ΛK <∞ (namely K̂) has interesting structure, and so also does ΛK
∣∣
K̂
.
The condition Λ∗K ≡ ∞ is equivalent to K having Bedford-Taylor capacity zero
[BT]. It is also equivalent to K being pluripolar , i.e., locally contained in the
−∞-set of a non-constant plurisubharmonic function (See §4). This points out the
relative subtlety of the projective hull, since there exist smooth curves in P2 which
are not pluripolar [DF].
Another close tie between polynomial and projective hulls comes from the theory
of commutative Banach algebras. In 1941 Gelfand showed that to every Banach
algebra A there is a canonically associated compact Hausdorff space XA and a
continuous embedding of A into the algebra C(XA) of continuous complex-valued
functions on XA. (See [G], [Ho] or [AW1].) The space XA is universal for represen-
tations of A in the continuous functions on compact Hausdorff spaces. The points
of XA are exactly the representations onto C(pt) ∼= C, i.e., the multiplicative linear
functionals.
Suppose now that K is a compact subset of Cn and let A(K) denote the uniform
closure of the polynomials in C(K). Then there is a canonical homeomorphism
XA(K) ∼= K̂poly
of the Gelfand spectrum with the polynomial hull of K. This engenders a natu-
ral correspondence between finitely generated Banach algebras and polynomially
convex subsets of Cn, and enables one to employ the theory of several complex
variables in the study of such algebras.
5Now there is a completely parallel story relating projective hulls to Banach
graded algebras. This parallel mimics the relationship between the Spectrum of
a ring and Proj of a graded ring in modern algebraic geometry. A Banach graded
algebra is a commutative Z+-graded normed algebra A∗ =
⊕
k≥0Ak where each Ak
is a Banach space. Typical examples are given by: Ak = Γhol(X,O(λk)) with the
sup-norm, where λ is a holomorphic hermitian line bundle on a complex manifold
X, or Ak = Γcont(K,λ
k) with the sup-norm, for a hermitian line bundle λ on a
compact Hausdorff space K. In either case, when X = K = pt, we have A∗ ∼= C[t].
For any Banach graded algebra A∗ we construct a topological space XA∗ , called
the projective spectrum ofA∗ as the space of continuous homomorphismsA∗ → C[t]
divided by the C×-action corresponding to Aut(C[t]). The space XA∗ carries a
hermitian line bundle λ, and there is a natural embedding
A∗ →֒
⊕
k≥0
Γ(XA∗ , λk)
called the projective Gelfand transformation.
Suppose now that K is a compact subset of Pn, and let A∗(K) denote the
restriction to K of the homogeneous coordinate ring of Pn (represented by ho-
mogeneous polynomials in homogeneous coordinates). Then there is a canonical
homeomorphism
XA∗(K) ∼= K̂
of the projective spectrum with the projective hull of K. This engenders a natural
correspondence between finitely generated Banach graded algebras and projectively
convex subsets of Pn.
The principal analytic result in this paper is the establishement of Jensen mea-
sures for points in the projective hull. The theorem has a number of interesting
corollaries. In particular, with a mild hypothesis it yields the projective analogue
of Wermer’s theorem.
Fix Λ > 0 and denote by P1,1(Λ) the set of positive currents of bidimension
(1,1) with mass ≤ Λ. For a compact set K ⊂ Pn let MK denote the probablitiy
measures on K and let K̂(Λ) denote the set of points in x ∈ K̂ with ΛK(x) ≤ Λ.
Main Analytic Theorem. For a compact subset K ⊂ Pn the following are
equivalent:
(A) x ∈ K̂(Λ)
(B) There exist T ∈ P1,1(Λ) and µ ∈MK such that:
(i) ddcT = µ− δx
(ii) supp (T ) ⊂ K̂− ≡ the closure of K̂
Note. This theorem was inspired by a result of Duval-Sibony [DS, Thm. 4.2] in
the affine case, and our proof incorporates their Hahn-Banach technniques. How-
ever, much more is required. Our projective result is (necessarily) quantitative.
Furthermore, one must work in this case to find a current T with support in the
closure of the projective hull.
It is tempting to apply [DS] directly by considering the set S(K) ⊂ S2n+1 ⊂
Cn+1 in homogeneous coordinates discussed above, and then push their positive
6(1,1)-current T forward to Pn by the projection. However, there is nothing in [DS]
that indicates how to construct T so that 0 /∈ supp (T ). Indeed in homogeneous
coordinates, much of the subtlety of this subject takes place near the origin.
As a corollary of the Main Analytic Result one can show that for any x ∈ K̂−
there are probability measures ν ∈ M
K̂−
, µ ∈ MK and a current T ∈ P1,1 with
ddcT = µ− ν and x ∈ supp (T ) ⊂ K̂−.
Note that a current Tx ∈ P1,1 of least mass with support in K̂− and ddcTx =
µ− δx satisfies
M(Tx) = ΛK(x)
Fix a compact subset K ⊂ Pn . One of the important consequences of the main
theorem is the following.
Theorem 1. The set K̂− −K is 1-concave in Pn −K.
One-concavity is a strong local condition which means essentially no local peak
points under holomorphic maps to C. (The definition is given in §12.) It has the
following immediate consequence.
Corollary 1. K̂− −K has locally positive Hausdorff 2-measure.
Using Theorem 1 combined with work of Dinh and Lawrence [DL] or Sibony
[Sib, Thm. 17] we conclude the following.
Theorem 2. If the Hausdorff 2-measure of K̂−−K is locally finite on some open
subset U ⊂ Pn − K, then (K̂− − K) ∩ U is a 1-dimensional complex analytic
subvariety of U .
Theorem 3. Suppose that K ⊂⊂ Cn and let K̂0 be a connected component of
K̂− −K which is bounded in Cn. Then K̂0 is contained in the polynomial hull of
K.
Corollary 3. If K̂ ⊂⊂ Ω = Pn − D for some algebraic hypersurface D, then
K̂ = K̂Ω. In particular if γ ⊂ Ω is a C1-curve and if γ̂ ⊂⊂ Ω, then γ̂ − γ is a
1-dimensional analytic subvariety of Ω− γ.
One might conjecture that if γ̂ is not an algebraic subvariety, then it is contained
in the complement of some divisor, and Corollary 2 would give a projective version
of Wermer’s Theorem. However, recent beautiful work of Bruno Fabre [Fa1] shows
that this is far from true. His results are discussed in §8.
Using our Main Theorem we establish the following local structure theorem which
yields, in particular, the Local Maximum Modulus Property for projective hulls.
Theorem 4. For any bounded domain U ⊂⊂ Ωaffine open ⊂ Pn,
K̂− ∩ U ⊆
{
(K̂ ∩ ∂U) ∪ (K ∩ U)
}̂
poly,Ω
We also obtain the following generalization of Wermer’s Theorem.
7Theorem 5. Let γ ⊂ Pn be a finite union of real analytic curves. Then γ̂ has
Hausdorff dimension 2. Furthermore, if the Hausdorff 2-measure of γ̂− is finite in a
neighborhood of some algebraic hypersurface, then γ̂−γ is a 1-dimensional complex
analytic subvariety of Pn − γ.
The same conlcusion holds for any smooth pluripolar curve γ in P2.
Theorems 1–5 are proved in §12.
Given a complex manifold X and a hermitian holomorphic line bundle λ → X
there is an analogue of the projective hull of K ⊂⊂ X defined to be the set K̂X of
points x ∈ X satisfying (1.1) for all P ∈ H0(X,O(λd)) and all d > 0. There is also
an analogue ΛK,X of the extremal function (1.2). This is discussed in §17 where
we prove that the projective hull is intrinsic, namely:
Theorem 6. Suppose that X ⊂ PN is an algebraic manifold and λ = OX(1).
Then for any compact subset K ⊂ X we have
ΛK,X = ΛK
∣∣
X
and K̂X = K̂.
The reader may recall that extremal functions can be defined on any Ka¨hler
manifold (X,ω) using the quasi-plurisubharmonic functions by (1.2). One can
therefore define the ω-hull K̂ of a compact subset K ⊂ X to be the set of points
x ∈ X where ΛK(x) <∞.
In §18 we establish the following.
Main Analytic Theorem for Arbitrary Ka¨hler Manifolds Let X be any
Ka¨hler manifold. Then for any compact subset K ⊂ X with K̂ ⊂⊂ X the following
are equivalent.
(A) x ∈ K̂(Λ)
(B) There exist T ∈ P1,1(X) with M(T ) ≤ Λ and supp (T ) ⊂ K̂− such
that
ddcT = µ− δx
where µ ∈MK .
The proof of this result is more rounded and conceptual than the one given for
the special case in §11. Most of the consequences of the special case cited above
carry over to the general setting.
We point out that this paper lays the foundation for a new characterization of
boundaries of subvarieties in a compact Kahler manifold X. For X = Pn this
problem has been studied in [Do], [DH1,2], and [HL3] where such boundaries were
characterized in terms of analytic transforms and non-linear moment conditions.
However, using results in this paper, the authors have formulated a quite different
characterization of the boundaries of positive holomorphic chains in terms of pro-
jective linking numbers [HL4]. This generalizes the work of Alexander and Wermer
[AW2], [W2] in C
n. The results in [HL4] also cover the case of a general Ka¨hler
manifold X.
The authors would like to particularly thank Eric Bedford for several very useful
conversations relating to this article. We also thank Tien-Chong Dinh and Vincent
Guedj for explaining their results which have played an important role here. We
8are indebted to Nessim Sibony, Vincent Guedj, Ahmed Zeriahi, and Tien-Cuong
Dinh for numerous useful comments. The second author would like to thank the
Institut Henri Poincare´ and in particular Gennadi Henkin and Nessim Sibony for
their hospitality during the development of this work.
2. The Projective Hull of a subset of Pn
Let O(d) −→ Pn denote the holomorphic line bundle of Chern class d over
complex projective n-space. Note that any hermitian metric on O(−1) naturally
induces a hermitian metric on O(d) for each d ∈ Z. This family of metrics has the
property that
(2.1)
‖v⊗d‖ = ‖v‖d for any v ∈ O(d0), any d0
and |(v,w)| = ‖v‖ · ‖w‖ for v ∈ O(d), w ∈ O(−d) for any d. Fix any such family of
metrics and consider a compact subset K ⊂ Pn.
Definition 2.1. The projective hull of K is the subset K̂ of points x ∈ Pn
with the following property: There exists a constant C (depending on x) such that
(2.2) ‖σ(x)‖ ≤ Cd sup
K
‖σ‖
for all σ ∈ H0(Pn;O(d)) and all d ≥ 0.
The infimum of all C for which (2.2) holds will be called the best constant
function and denoted by CK(x).
Exercise 2.2 The hull K̂ is independent of the choice of hermitian metric on
O(−1).
The following fact was a primary motivation for considering this concept.
Proposition 2.3. Let V be a compact connected Riemann surface with boundary
dV 6= ∅. Suppose f : V → Pn is a holomorphic map which extends holomorphically
across the boundary. Then
(2.3) f(V ) ⊆ f̂(dV )
Proof. By assumption V ⊂⊂ V˜ for some connected non-compact Riemann surface
V˜ and f extends holomorphically to V˜ . Since V˜ is Stein, there is a holomorphic
trivialization of the pull-back f∗O(1) ∼=−→ V˜ ×C which yields trivializations
(2.4) f∗O(d) ∼=−→ V˜ ×C.
for all d ≥ 1. With respect to (2.4) the pull-back metric is of the form
‖v‖ = λd|v|
for some smooth function λ : V˜ → R+.
9Fix p ∈ V − dV and σ ∈ H0(Pn,O(d)). Let σ˜ : V˜ → C be the holomorphic
function corresponding to f∗σ under (2.4). Then applying the maximum principle
to the compact subdomain V ⊂ V˜ gives
‖σ˜(p)‖ = λ(p)d|σ˜(p)| ≤ λ(p)d sup
dV
|σ˜| ≤
(
λ(p)
µ
)d
sup
dV
‖σ˜‖, where µ ≡ inf
dV
λ
as desired.
This proof actually establishes the following.
Proposition 2.4. The conclusion (2.3) holds for any map f : V → Pn, holomor-
phic on V − dV and continuous on V , such that the pull-back f∗O(1) admits a
trivialization which is holomorphic on V − dV and continuous on V .
Remark 2.5. Although the projective hull is independent of the metric chosen on
O(−1) it is convenient to work with the standard metric defined as follows. Recall
that
(2.5) O(−1) = {(ℓ, v) ∈ Pn ×Cn+1 : v ∈ ℓ}
and projection to the second factor gives a map pr2 : O(−1) → Cn+1 which is
an isomorphism outside the zero-section and collapses the zero-section to the origin
(the blow-up of 0). The standard metric on O(−1) is the unique hermitian metric
whose unit circle bundle corresponds to the unit sphere S2n+1 ⊂ Cn+1 under the
map pr2.
Recall that any section σ ∈ H0(Pn,O(d)) gives a function σ˜ : O(−1) → C
which of degree d on each fibre and descends under pr2 to a homogeneous polynmial
σ˜ : Cn+1 → C of degree d. This gives the identification
(2.6) H0(Pn,O(d)) ∼= C[Z0, ..., Zn ]d, d ≥ 0
with the space of homogeneous polynomials of degree d in homogeneous coordinates.
Given a polynomial P ∈ C[Z0, ..., Zn]d, its standard norm at x = [Z] ∈ Pn,
when considered as a section P of O(d), is
(2.7) ‖P(x)‖ = |P (Z)|‖Z‖d
In particular, given a subset K ⊂ Pn, let S(K) = {z ∈ S2n+1 : π(z) ∈ K} where
π : Cn+1 − {0} → Pn is the homogeneous coordinate map. Then
(2.8) sup
K
‖P‖ = sup
S(K)
|P |
for P , P as above.
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3. Elementary Properties
The projective hull has several nice features.
Proposition 3.1.
(i) If K ⊆ Y , then K̂ ⊆ Ŷ .
(ii) If Y is an algebraic subvariety, then Ŷ = Y .
(iii) For any K ⊂ Pn, K̂ is contained in the Zariski hull of K.
Proof. Part (i) is clear and (ii) ⇒ (iii). To prove (ii) it suffices to show that if
D ⊂ Pn is an algebraic hypersurface and Y ⊂ D, then Ŷ ⊂ D. Write D as D =
Div(σ) for some σ ∈ H0(Pn,O(d)). Then, Y ⊂ D ⇔ σ∣∣
Y
= 0 ⇒ σ∣∣
Ŷ
= 0 ⇔
Ŷ ⊂ D.
The next result says that taking projective hulls commutes with Veronese re-
embeddings.
Proposition 3.2. Let K̂k denote the set of points x ∈ Pn for which there exists
C = C(x) such that ‖σ(x)‖ ≤ Cd supK ‖σ‖ for all σ ∈ H0(Pn,O(dk)) and all
d ≥ 1. Then
K̂k = K̂
Proof. Suppose x ∈ K̂ and let C = C(x) be the constant given in Definition 2.1.
Then ‖σ(x)‖ ≤ (Ck)d supK ‖σ‖ for all σ ∈ H0(Pn,O(dk)) and so x ∈ K̂k.
On the other hand, suppose x ∈ K̂k and let C = C(x) be the constant in the def-
inition above. Suppose σ ∈ H0(Pn,O(d)) is given. Then σ(x)⊗k ∈ H0(Pn,O(dk))
and so
‖σ(x)‖k = ‖σ(x)⊗k‖ ≤ Cd sup
K
‖σ⊗k‖ = Cd sup
K
‖σ‖k = Cdk0
{
sup
K
‖σ‖
}k
where C0 ≡ C1/k. Taking kth roots shows that x ∈ K̂.
Recall that for any complex manifold Ω and any subset K ⊂ Ω, the holomor-
phic hull of K in Ω is the set
HΩ(K) ≡ {x ∈ Ω : |f(x)| ≤ sup
K
|f | for all f ∈ OK}
Proposition 3.3. Let Ω ⊂ Pn be any open subset containing K with the property
that Image{H1(Pn,O×)→ H1(Ω,O×)} is finite. Then
HΩ(K) ⊂ K̂.
Corollary 3.4.
K̂ ⊇
⋃
Ω=P−D
HΩ(K)
where D ranges over all divisors in Pn.
Proof that 3.3 ⇒ 3.4. One has that Image{H1(Pn,O×)→ H1(Pn−D,O×)} ∼=
Z/k where k = degree(D).
Proof of 3.3. By assumption there is an integer k > 0 such that O(k)∣∣
Ω
is trivial.
The argument given for Proposition 2.3 applies directly to prove that HΩ(K) ⊆
K̂k = K̂
Remark 3.5. It should be noted that the containment in Corollary 3.4 is not an
equality in general, even if one assumes that K is a smoothly embedded S1. See
§8.
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4. The Best Constant Function, Quasi-plurisubharmonicity and Pluripolarity
Definition 2.1 leads naturally to considering the family SK of functions:
(4.1) ϕ =
1
d
log ‖P‖, P ∈ H0(Pn,O(d)) for d > 0
with the property that
(4.2) ϕ ≤ 0 on K.
The associated extremal function
ΛK(x) ≡ sup
ϕ∈SK
ϕ(x)
is the log of the best constant
(4.3) CK(x) = exp(ΛK(x))
satisying (2.2). In particular
(4.4) K̂ = {x ∈ Pn : ΛK(x) <∞}
Each function ϕ = 1
d
log ‖P‖ ∈ SK satisfies the current equation:
ddcϕ = Div(P)− ω on Pn
where the (1,1)-form ω is the standard Ka¨hler form on Pn. These important func-
tions sit in the following, much larger, convex cone introduced by Demailly.
Definition 4.1. A function ϕ ∈ L1(Pn) is called quasi-plurisubharmonic (or
ω-quasi-plurisubharmonic) if it is an upper-semicontinuous, [−∞,∞)-valued
function which satisfies
(4.5) ddcϕ+ ω ≥ 0 on Pn.
The set of these functions will be denoted by PSHω.
Note that PSHω contains C∞-functions as well as the highly singular ones in
(4.1).
The following useful result can be found in [GZ, Proof of Thm. 4.2]. Analogues
for general Ka¨hler manifolds follow from work of Demailly [D∗].
Proposition 4.2. For any compact subset K ⊂ Pn
ΛK(x) ≡ sup
{
ϕ(x) : ϕ ∈ PSHω and ϕ
∣∣
K
≤ 0}
Recall that a Borel subset K ⊂ Pn is called globally ω-pluripolar if K ⊆
{x ∈ Pn : ϕ(x) = −∞} for some quasi-plurisubharmonic function ϕ ≤ 0 which is
not identically −∞ on Pn. The set K is called (locally) pluripolar if every point
x ∈ K has a connected neighborhood O such that K ∩O ⊆ {x ∈ Pn : ϕ(x) = −∞}
for some plurisubharmonic function ϕ on O which is not identically −∞.
Guedj and Zeriahi introduced and systematically studied quasi-plurisubharmonic
functions in [GZ]. They also considered a notion of ω-capacity, due originally to
Dinh-Sibony [DiS], and related it to capacities of Bedford-Taylor [BT], Alexander
[A2], Sibony-Wong [SW] and others. In all cases the sets of capacity zero are shown
to be the same, and the following is proved.
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Theorem 4.3. (Guedj-Zeriahi [GZ]). Let K ⊂ Pn be a compact subset, and
denote by Λ∗K the upper-semicontinuous regularization of the function ΛK . Then
the following are equivalent:
(1) sup
Pn
ΛK = ∞.
(2) Λ∗K ≡ ∞.
(3) K has capacity zero.
(4) K is globally ω-pluripolar.
(5) K is pluripolar.
Corollary 4.4. For a compact subset K ⊂ Pn
K is pluripolar ⇔ K̂ is pluripolar ⇔ K̂ 6= Pn
Proof. If K is pluripolar, then by Theorem 4.3(4) K is contained in the −∞ locus
of a negative quasi-plurisubharmonic function ϕ 6≡ −∞ on Pn. Now by (4.3) and
Proposition 4.2, x ∈ K̂ iff ϕ(x) ≤ supK ϕ + ΛK(x) for all quasi-plurisubharmonic
functions ϕ on Pn. Hence, ϕ ≡ −∞ on K̂ and so K̂ is ω-pluripolar. The converse
is obvious, and the first equivalence is established.
Evidently if K̂ is pluripolar, then K̂ 6= Pn. However, if K̂ 6= Pn, then by
definition ΛK is unbounded on P
n and hence K is pluripolar by Theorem 4.3.
Remark 4.5. This corollary highlights the delicate nature of the projective hull.
It is known (cf. [DF],[CLP]) that:
There exist C∞ closed curves in P2 which are not pluripolar.
The example in [CLP] actually bounds a holomorphic disk in C2. For this curve,
the polynomial hull is the holomorphic disk and the projective hull is all of P2.
Note however that any real analytic curve is pluripolar, and therefore its projec-
tive hull is a proper subset of Pn. A nice characterization of smooth graphs over
the circle which are pluripolar is given in [CLP].
Note 4.6. A version of Theorem 4.3 is established in [GZ] with Pn replaced by
any compact Ka¨hler manifold (cf. §18).
Definition 4.7. By the pluripolar hull of a Borel set K ⊂ Pn we mean the set
K̂pp of points x ∈ Pn with the property that ϕ(x) = −∞ for every non-constant
ϕ ∈ PSHω with ϕ
∣∣
K
≡ −∞.
Proposition 4.8. For any compact subset K ⊂ Pn, one has K̂ ⊆ K̂pp.
Proof. Suppose K ⊂ ϕ−1(−∞) for a non-constant ϕ ∈ PSHω. Then for every
c ∈ R, ϕ+ c ≤ 0 on K, and so ϕ(x) + c ≤ ΛK(x) < ∞. Hence, ϕ(x) ≤ ΛK(x)− c
for all c ∈ R.
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5. The Picture in Homogeneous Coordinates.
Consider homogeneous cooordinates π : Cn+1 − {0} → Pn and endow Cn+1
with the standard hermitian metric. For any subset K ⊂ Pn set
S(K) ≡ π−1(K) ∩ S2n+1
where S2n+1 ⊂ Cn+1 is the unit sphere. Note that S(K) is S1-invariant, where
S1 ⊂ C acts by scalar multiplication. In this section we shall characterize the
polynomial hull K̂ in terms of S(K).
Recall (2.7) that: ‖P(x)‖ = |P (Z)|/‖Z‖d if Z ∈ Cn+1 −{0} and x = πZ, where
P is the section of O(d) corresponding to the homogeneous polynomial P ∈ C[Z]d
of degree d. Fix x ∈ Pn. By definition x ∈ K̂ if and only if
(5.1) ‖P(x)‖ ≤ Cd sup
K
‖P‖
for all P ∈ H0(Pn,P(d)) and d ≥ 0. This condition can be restated in homogeneous
coordinates as
(5.2) |P (Z)| ≤ sup
S(K)
|P |
for all P ∈ C[Z]d, d ≥ 0 and for all Z ∈ Cn+1 with π(Z) = x and ‖Z‖ ≤ 1/C.
To see that (5.1) and (5.2) are equivalent recall that supK ‖P‖ = supS(K) |P | by
(2.8). Substituting into (5.1) yields
(5.3)
|P (Z)|
‖Z‖d ≤ C
d sup
S(K)
|P |.
Hence, (5.1) implies (5.2). Now (5.2), with Z ∈ π−1x chosen so that ‖Z‖ = 1/C,
is exactly (5.3), which implies (5.1)
Definition 5.1. The homogeneous polynomial hull of a subset K ⊂ Cn+1 is
the set K̂hom-poly of points Z ∈ Cn+1 with the property that
|P (Z)| ≤ sup
K
|P |
for all homogeneous polynomials P .
Given K ⊂ Pn, let ρ : K̂ → R+ be defined by
(5.4) ρ(x) ≡ sup
{
‖Z‖ : π(Z) = x and Z ∈ Ŝ(K)hom-poly
}
.
that is, the radius of the largest disk about zero in the line π−1(x) which is contained
in the homogeneous polynomial hull of S(K).
Proposition 5.2. For K ⊂ Pn
ρ(x) =
1
CK(x)
for all x ∈ K̂
where CK is the best constant function (cf. (2.1)).
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Proof. This is immediate from the equivalence of conditions (5.1) and (5.2) above.
Corollary 5.3. For any subset K ⊂ Pn
K̂ = π
{
Ŝ(K)hom-poly − {0}
}
The following result is classical (cf. [A2]). We include a proof for completeness.
Proposition 5.4. For any S1-invariant subset K ⊂ Cn+1
K̂hom-poly = K̂poly
where K̂poly denotes the ordinary polynomial hull of K.
Proof. Clearly K̂poly ⊆ K̂hom-poly, and we need only prove K̂hom-poly ⊆ K̂poly. For
this we use the following Lemma.
Lemma 5.5. Let P be a polynomial in Cn+1 and write P =
∑N
m=0 Pm where Pm
is homogeneous of degree m. Then for any Z ∈ Cn+1
|Pm(Z)| ≤ sup
θ
∣∣P (eiθZ)∣∣
Proof. Note that P (λZ) =
∑N
m=0 λ
mPm(Z), for λ ∈ C, and therefore
Pm(Z) =
1
m!
∂m
∂λm
P (λZ)
∣∣∣∣
λ=0
=
1
2πi
∫
|λ|=1
P (λZ) dλ
λm+1
which gives that
|Pm(Z)| ≤ 1
2π
∫ 2π
0
∣∣P (eiθZ)∣∣ dθ ≤ sup
θ
∣∣P (eiθZ)∣∣ .
Corollary 5.6. Let P =
∑N
m=0 Pm be as in Lemma 5.5, and suppose K ⊂ Cn+1
is S1-invariant. Then for 0 ≤ m ≤ N one has
sup
K
|Pm| ≤ sup
K
|P |
Suppose now that Z ∈ K̂hom-poly and let P =
∑N
m=0 Pm be any polynomial
decomposed as above. Then
|P (Z)| ≤
N∑
m=0
|Pm(Z)| ≤
N∑
m=0
sup
K
|Pm| ≤
N∑
m=0
sup
K
|P | = (N + 1) sup
K
|P |.
Applying this to P q gives
|P (Z)|q ≤ (N + 1)q sup
K
|P |q = (N + 1)q(sup
K
|P |)q
and therefore
|P (Z)| ≤ (Nq + q) 1q sup
K
|P |.
Since limq→∞(Nq + q)
1
q = 1, we have |P (Z)| ≤ supK |P |, and so Z ∈ K̂poly.
Combining Corollary 5.3 and Proposition 5.4 gives the following.
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Theorem 5.7. For any subset K ⊂ Pn let K̂ ⊂ Pn denote its projective hull.
Then
K̂ = π
{
Ŝ(K)poly − {0}
}
6. The Affine Picture.
Let K ⊂ Pn be a compact subset contained in an affine open chart Cn =
Pn −Pn−1.
Proposition 6.1. A point z ∈ Cn lies in K̂ if and only if there exists a constant
c > 0 such that
(6.1) |p(z)| ≤ cd sup
K
|p|
for all polynomials p ∈ C[z1, ..., zn] of degree ≤ d.
Proof. Choose homogeneous coordinates [Z0 : · · · : Zn] for Pn such that Pn−1 =
{Z0 = 0}. Choosing affine coordinates (z1, ..., zn) 7→ [1 : z1 : · · · : zn] we identify
H0(Pn,O(d)) with the spaceC[z1, ..., zn]≤d of polynomials of degree≤ d (cf. (2.6)).
(This results from the trivialization of O(d) over Cn via the section Zd0 .) In this
picture the standard metric has the form
(6.2) ‖P‖z = |p(z)|
(1 + ‖z‖2) d2 .
where P denotes the section corresponding to p. Consequently a point z ∈ Cn lies
in K̂ iff there is a constant C such that
(6.3)
|p(z)|
(1 + ‖z‖2) d2 ≤ C
d sup
ζ∈K
{
|p(ζ)|
(1 + ‖ζ‖2) d2
}
from which the result follows directly.
In affine coordinates the family of functions SK defined by (4.1) and (4.2) is
given by
(6.4) ϕ = 1d log |p(z)| − log
√
1 + |z|2
where p ∈ C[z1, ..., zn ]≤d, with the property that
(6.5) ϕ ≤ 0 on K ⊂ Cn.
Proposition 6.1 suggests we consider the family S0K of plurisubharmonic functions
(6.6) ψ(z) = 1
d
log |p(z)|
for p ∈ C[z1, ..., zn]≤d, with the property that
(6.7) ψ ≤ 0 on K,
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and the associated extremal function
Λ0K(z) ≡ sup
ψ∈S0
K
ψ(z)
on Cn. Note that for x ∈ Cn,
(6.8) Λ0K(x) < ∞ iff ΛK(x) < ∞
Therefore, from (4.4) we have that for compact subsets K ⊂ Cn,
(6.9) K̂ ∩Cn = {z ∈ Cn : Λ0K(z) < ∞}
It is natural to expand S0K by using the Lelong class L of all plurisubharmonic
functions ψ on Cn such that ψ(z) ≤ c+ log(1 + |z|) for some constant c. Set
LK ≡ {ψ ∈ L : ψ ≤ 0 on K}
In analogy with Proposition 4.2 one has
Proposition 6.2.
Λ0K(z) = sup
ψ∈LK
ψ(z)
7. Theorems of Sadullaev.
The extremal function Λ0K was studied by A. Sadullaev who proved the following
deep and beautiful result.
Theorem 7.1 ([S]). Let K ⊂ Z be a compact subset of an analytic subvariety Z
defined in some open subset of Cn. Assume that K is not pluripolar in Z. Then if
Λ0K (or equivalently ΛK) is locally bounded on Z, the variety Z must be algebraic.
Note. A subset K ⊂ Z is pluripolar in Z if for each point x ∈ Z there is a
neighborhood O of x in Z and a plurisubharmonic function u : O → R, not
identically −∞, such that K ∩ O ⊆ {x ∈ O : u(x) = −∞}.
Sadullaev also proved the following.
Theorem 7.2 ([S]). Let A ⊂ Cn be an irreducible algebraic curve, and K ⊂ A a
compact subset which is not pluripolar (equivalently, has positive capacity) in A.
Then the extremal function Λ0K is harmonic on A−K.
More generally if A is an algebraic subvariety of dimension m, then Λ0K is the
limit of an increasing sequence of maximal functions on A−K (cf. [BT]).
We adapt the arguments of [S] to prove the following useful result.
Theorem 7.3. Let Z be a regular complex analytic curve defined in some open
subset of Cn and consider a compact subset K ⊂ Z. Suppose O ⊂ Cn −K is an
open set with the property that
Λ0K ≡ ∞ in O − Z.
Then in every connected component of O∩Z either Λ0K ≡ ∞ or Λ0K is a bounded
harmonic function.
In particular if Λ0K ≡ ∞ in ∼ Z, then in every connected component of Z −K
either Λ0K ≡ ∞ or Λ0K is a bounded harmonic function.
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Proof. Choose analytic coordinates (ζ, z1, ..., zn−1) for |ζ| < 3 and ‖z‖ < 1 on a
subset O0 of O such that O0 ∩ Z is defined by z = 0. Let D = {(ζ, 0) : |ζ| ≤ 1}.
Recall from Proposition 6.2 that Λ0K(x) = sup{u(x) : u ∈ LK}.
Lemma 7.4. Fix u ∈ LK and consider the function v : Z → R such that v = u in
Z −D and v is the harmonic extension of u∣∣
∂D
to D. Then for every ǫ > 0 there
exists a function uǫ ∈ LK whose restriction to Z satisfies uǫ ≥ max{u, v − ǫ}.
Proof. Let π(ζ, z) = ζ be projection in the coordinate bidisk, and set v˜ = v ◦ π.
Choose ρ > 0 sufficiently small that
v˜ − ǫ < u on the set {(ζ, z) : |ζ| = 2 and ‖z‖ ≤ ρ}.
Since Λ0K(ζ, z) = ∞ for ζ 6= 0, a standard compactness argument shows that
for any γ ∈ R there exists a finite set of functions ϕ1, ..., ϕN ∈ LK such that
ϕ ≡ max{ϕ1, ..., ϕN} > γ for |ζ| ≤ 2 and ‖z‖ = ρ. In particular we may assume
that
v˜ < ϕ on the set {(ζ, z) : |ζ| ≤ 2 and ‖z‖ = ρ}.
We now define
uǫ ≡
{
max{ϕ, u, v˜ − ǫ} for |ζ| ≤ 2 and ‖z‖ ≤ ρ
max{ϕ, u} elsewhere
This proves the lemma.
To prove Theorem 7.3, suppose first that Λ0K is bounded on D and let {um}∞m=1
be a monotone increasing sequence from LK converging to Λ0K on D. For each um
let um,ǫm be the function given by Lemma 7.4 with ǫm = 1/m. Then on D we have
(7.1) um − 1m ≤ v˜m − 1m ≤ um,ǫm ≤ Λ0K .
Thus Λ0K is the limit of the monotone sequence of harmonic functions {v˜m}m and
must be harmonic.
Suppose now that Λ0K is unbounded on D
′ = {ζ ∈ D : |ζ| ≤ 14}. Then there are
sequences ζm ∈ D′ and um ∈ LK with um(ζm) ≥ m. From (7.1) and the Harnak
inequality we conclude that Λ0K ≡ ∞ on D′. This completes the proof.
Theorem 7.5. The last assertion of Theorem 7.3 holds if the variety Z has the
property that for each point p ∈ Z there is a neighborhood O of p and an quasi-
plurisubharmonic function ψ on Cn such that Z ∩ O = {x ∈ O : ψ(x) = −∞}.
Proof. Replace ϕ in the argment above with the function ψ + C for sufficiently
large C.
Note. It is proved in [GZ, Thm. 5.2] that there always exists such a ψ with
Z ∩ O ⊆ {x ∈ O : ψ(x) = −∞}. (7.2)
If equality holds in (7.2) for some ψ, Z is called completely pluripolar in Ω. There
are papers which describe how far a subvariety Z ⊂ Ω is from being completely
pluripolar. See [Wie] for example.
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8. The Theorem of Fabre.
One might hope that projective hulls could be approached by studying poly-
nomial hulls in affine open subsets of Pn. This hope is essentially dashed by the
following striking result of B. Fabre, whose proof uses the generalized Jacobians of
singular curves introduced by M. Rosenlicht [R].
Theorem 8.1 (B. Fabre [F1]). Let C ⊂ Pn be an irreducible algebraic curve with
non-empty singular set. Then there exist domains Ω ⊂ C with smooth boundary
having the property that Ω meets every divisor in Pn.
Note that the resulting Riemann surface with boundary Ω ⊂ Pn has the property
that it is not contained in any affine open subset of Pn.
9. Examples
There are cases where we understand the projective hull completely.
Proposition 9.1. Let Z ⊂ Pn be an irreducible algebraic subvariety of Pn, and
suppose that K ⊂ Z is a subset which is not pluripolar (equivalently, has positive
capacity) in Z. Then K̂ = Z.
Proof. Choose an affine chart Z0 ≡ Z ∩Cn and a compact subset K0 ⊂ K ∩ Z0
which is not pluripolar. It follows from [S, Prop. 2.1] that Λ0K0 is locally bounded on
Z0. Therefore, by (6.8), ΛK0 (and so also ΛK) is finite at all points of Z0. Repeating
the argument on slight perturbations of the chart shows that ΛK is finite on all of
Z, i.e., Z ⊆ K̂. However, by Proposition 3.1, we have K̂ ⊆ Z.
Alternate Proof. Let ΛK,Z be the intrinsic extremal function forK on the Ka¨hler
manifold Z (with Ka¨hler form induced from Pn). Guedj and Zeriahi establish
Theorem 4.3 for ΛK,Z on Z. However, by Proposition 17.4 we have ΛK
∣∣
Z
= ΛK,Z ,
and the result follows.
The projective hull of a subset K ⊂ Pn is not always an algebraic set.
Theorem 9.2. Let V = {(z, f(z)) ∈ C2 : z ∈ C} ⊂ P2 be the graph of an entire
holomorphic function f : C→ C which is not a polynomial. Then for any compact
subset K ⊂ V we have
K̂ = K ∪ {the bounded components of V −K}
Proof. The bounded components of V − K lie in the polynomial hull of K and
therefore in the projective hull K̂ by Corollary 3.4. By Theorem 7.1 the extremal
function Λ0K cannot be locally bounded on all of V because V is not algebraic.
We shall prove that Λ0K ≡ −∞ in C2 − V . Then by Theorem 7.3 we must have
Λ0K ≡ −∞ on the unbounded component of V −K and the assertion will follow.
It remains to prove that K̂ ⊂ V . By applying a homothety to C2 we can assume
that π(K) ⊂ {z ∈ C : |z| ≤ 1/2} where π : C2 → C denotes projection onto the
first coordinate. Since f is entire, it has power series expansion f(z) =
∑∞
n=0 anz
n
with
(9.1) lim sup
n→∞
|an| 1n = 0.
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Fix (z0, w0) /∈ V and consider now the family of polynomials Pd(z,w) = w −∑d
n=0 anz
n for d ≥ 1. Since w0 6= f(z0) we have
(9.2) |Pd(z0, w0)| ≥ 1
2
|w0 − f(z0)| > 0 for all d sufficiently large.
However, since K is contained in the graph of f over {|z| ≤ 1
2
}, we have
sup
K
|Pd| ≤ sup
|z|≤ 1
2
{
∞∑
n=d+1
|an||z|n
}
< sup
n>d
|an| =
{
sup
n>d
|an| 1d
}d
≤
{
sup
n>d
|an| 1n
}d
for large d, and so for any C > 0 we have
lim
d→∞
Cd sup
K
|Pd| ≤ lim
d→∞
Cd
{
sup
n>d
|an| 1n
}d
= lim
d→∞
{
C sup
n>d
|an| 1n
}d
≤ C lim sup
n→∞
|an| 1n .
By (9.1) the rightmost term is zero. Hence there exists no constant C > 0 such
that |Pd(z0, w0)| ≤ Cd supK |Pd| for all d, and so by Proposition 6.1 (z0, w0) /∈ K̂.
Further interesting examples come from classical gap series. We recall the fol-
lowing.
Theorem 9.3 (See Hille [Hi]). Consider the holomorphic function
(9.3) f(z) =
∞∑
k=0
cnkz
nk with lim sup
k→∞
{
|cnk |
1
nk
}
= 1.
Assume that there exists λ > 1 with λnk < nk+1 for all k > k0. Then ∆1(0) =
{|z| < 1} is the domain of analyticity of f
Theorem 9.4. Let f be as in Theorem 9.3 and assume the series (9.3) converges
for all |z| = 1. Fix any r, 0 < r < 1, and let
Vr ≡ {(z, f(z) ∈ C2 : |z| < r} and dVr ≡ {(z, f(z) ∈ C2 : |z| = r}
If
(9.4) lim sup
k→∞
nk+1
nk
= ∞,
then for all r,
d̂Vr = Vr
Proof. As in the proof of Theorem 9.2 it will suffice to prove that d̂Vr ⊆ V1. To
see this, fix z0 ∈ ∆1 and choose w0 6= f(z0). Set Pnk(z,w) = w −
∑k
j=1 cnjz
nj and
write Pnk(z,w) = w0 − f(z0) +
∑∞
j=k+1 cnjz
nj
0 . Then for all k sufficiently large we
have
|Pnk(z,w)| ≥ |w0 − f(z0)| −
∣∣∣∣∣∣
∞∑
j=k+1
cnjz
nj
0
∣∣∣∣∣∣ ≥ > 0.
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On the other hand, using (9.3) above we find that
sup
dVr
= sup
|z|=r
∣∣∣∣∣∣f(z)−
k∑
j=1
cnjz
nj
∣∣∣∣∣∣
= sup
|z|=r
∣∣∣∣∣∣
∞∑
j=k+1
cnjz
nj
∣∣∣∣∣∣ ≤
∞∑
j=k+1
(
|cnj |
1
nj r
)nj
≤
∞∑
j=k+1
(
sup
ℓ≥j
|cnℓ |
1
nℓ r
)nj
≤
∞∑
j=k+1
(
√
r)nj < Lr
nk+1
2
for L = (1−√r)−1 and for all k sufficiently large.
Now if (z0, w0) ∈ d̂Vr, then by Proposition 6.1 and the paragraph above, there
exists C > 1 with
K ≤ CnkLr
nk+1
2 .
Hence, there exists K0 > 0, a > 0 and b > 0 with
K0 ≤ exp(ank − bnk+1) for all k sufficiently large.
Let κ0 = log(K0). Then
κ0 ≤ ank − bnk+1 for all k sufficiently large.
or equivalently
nk+1
nk
+
κ0
bnk
≤ a
b
which contradicts assumption (9.4). We conclude that (z0, w0) /∈ d̂Vr.
Suppose now that |z0| = R > 1 and w0 is arbitrary. Set Pnk(z,w) = w −∑k
j=1 cnjz
nj as before and note that by (9.3)
|Pnk(z0, w0)| ≥ |cnk |Rnk − |w0| −
k−1∑
j=1
|cnjznj0 |
≥
(
|cnk |
1
nk R
)nk − |w0| −K k−1∑
j=1
(ρR)
nj
for all k is sufficiently large, where ρ satisfies 1 < ρ < R. Choose α < 1 with
ρ < α2R. Then for k sufficiently large
(9.5)
(
|cnk |
1
nk R
)nk − |w0| −K k−1∑
j=1
(ρR)
nj ≥ (αR)nk −K1
nk−1∑
m=0
(ρR)m
= (αR)
nk −K1 (ρR)
nk−1+1 − 1
ρR − 1
≥ (αR)
nk(ρR− 1)−K1(ρR)nk−1+1
ρR− 1 .
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The numerator of the last term in (9.5) is[(
α
ρ
)nk−1+1
(αR)nk−nk−1−1(ρR− 1)−K1
]
(ρR)nk−1+1
≥
(
α
ρ
)nk−1
(αR)nk−nk−1−1(ρR − 1)−K1
≥
(
α2R
ρ
)nk−1
(αR)nk−2nk−1−1(ρR− 1)−K1
≥ (αR)nk−2nk−1−1(ρR− 1)−K1 −→ ∞
since αR > α2R/ρ > 1 and nk−2nk−1 → ∞. In particular |Pnk(z0, w0)| ≥ K2 > 0
for all k sufficiently large, and our previous estimate for supdVr |pnk | rules this case
out as well.
Remark 9.4. (A Projectively Convex Curve). We claim that for the curve
Γ = {(z, exp (z + z) : |z| = 1} ⊂ C2 ⊂ P1 ×P1 ⊂ P3, one has Γ̂ = Γ
An outline of the proof is as follows. Arguing as in Theorem 9.2 one sees that Γ̂ is
contained in
Z =
{
(z,w) : w = exp
(
z +
1
z
)
, 0 < |z| <∞
}
∪ (0×P1) ∪ (∞×P1).
By Theorem 7.3 the extremal function Λ0Γ (and therefore also ΛΓ) is either ≡ ∞
or is a locally bounded function on each of the two components of Z over {0 <
|z| < 1} and {1 < |z| < ∞}. However, the automorphism (z,w) 7→ (1/z,w) shows
that either Λ0Γ ≡ ∞ on both components or it is bounded on both. However, by
Sadullaev’ Theorem 7.1 it cannot be bounded on both, and therefore
Γ̂ ⊆ Γ ∪ (0×P1) ∪ (∞×P1).
Suppose now that there exists a point x ∈ Γ̂∩(0×P1). By Theorem 11.1 there exists
a probability measure µ on Γ and a positive current T of bidimension (1,1) with
support in Γ̂, such that ddcT = µ−δx. This is impossible since, if π : P1×P1 → P1
denotes projection on the first factor, we would have ddcπ∗T = π∗µ − δ0 with
supp (π∗T ) in the unit circle S
1 and π∗µ a probablilty measure on S
1. By symmetry
we conclude that Γ̂ = Γ.
10. Compactness and Stability.
While we have many representations of the projective hull, we do not have an
easy answer to the following natural question: Given a compact subset K ⊂ Pn,
is K̂ also compact? Proposition 9.1 shows that if K is contained in an affine chart
Cn, its projective hull may not be contained in that chart. For example consider
the tiny curve
K = {(t, (1 + t) 1m ) ∈ C2 : |t| = ǫ}
for some choice of mth root and ǫ very small. Then K̂ ∩C2 = {(x, y) : ym = 1+x}
is an algebraic curve which is m-sheeted over the entire x-axis.
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Definition 10.1. A subset K ⊂ Pn is called stable if the best constant function
C : K̂ → R+ is bounded above, or equivalently, the radius function ρK : K̂ → R+
defined in (5.4) is bounded below by a positive constant (cf. Proposition 5.2).
Note that Ŝ(K)poly has an outer boundary consisting of all points Z ∈ Ŝ(K)poly−
{0} with ‖Z‖ = ρ(πZ). Stability is equivalent to the fact that 0 is not in the closure
of this outer boundary.
Proposition 10.2. If K ⊂ Pn is stable, then K̂ is compact.
Proof. If CK(x) ≤ C <∞ for all x ∈ K̂, then for every section P of O(d)
‖P(x)‖ ≤ Cd sup
K
‖P‖ for all x ∈ K̂
and hence for all x in the closure of K̂, proving that K̂ is closed.
We next examine some elementary local properties of projective hulls.
Fix a closed set K ⊂ Pn.
Proposition 10.3. Suppose B ⊂ Pn is a closed subset with CK bounded above
on K̂ ∩B. Then K̂ ∩B is compact and
(K̂ ∩ B)̂ ∩B = K̂ ∩B
In particular if K̂ is stable, then
̂̂
K = K̂
Proof. The compactness is proved as in 10.2. For the second assertion it suffices
to show that (K̂ ∩B)̂ ⊆ K̂. By assumption there exists a constant C <∞ with
sup
K̂∩B
‖P‖ ≤ Cd sup
K
‖P‖
for all P ∈ H0(Pn,O(d)) and all d ≥ 0. If x ∈ (K̂ ∩B)̂, there exists Cx such that
‖P(x)‖ ≤ Cdx sup
K̂∩B
‖P‖ ≤ (CxC)d sup
K
‖P‖
for all P , d as above. Hence, x ∈ K̂.
We now switch to affine coordinates.
Proposition 10.4. Suppose B is a compact polynomially convex subset of Cn ⊂
Pn. If CK is bounded on K̂ ∩B, then K̂ ∩B is polynomially convex.
Proof. Set
CB ≡ sup
z∈K̂∩B
C(z)(1 + |z|2) 12 < ∞.
Then it follows directly from (6.3) that for any polynomial p ∈ C[z1, ..., zn ] of degree
d
sup
K̂∩B
|p(z)| ≤ CdB sup
K̂
‖P‖
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where P is the associated section of O(d). Now if x ∈ ̂[K̂ ∩ B]poly, then
|p(z)|
(1 + |z|2) d2 ≤ |p(z)| ≤ supK̂∩B
|p| ≤ CdB sup
K̂
‖P‖
for all polynomials p as above, and so x ∈ K̂. Furthermore,
|p(z)| ≤ sup
K̂∩B
|p| ≤ sup
B
|p|
and so x ∈ B̂poly = B. Hence x ∈ K̂ ∩B.
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11. Projective Hulls and Jensen Measures – The Main Result
In this section we shall prove our central analytic result concerning projective
hulls. A general version of the theorem will be established in §18, but here we shall
work on Pn. Let
P ≡ PSHω = {ϕ ∈ C(Pn) : ddcϕ+ ω ≥ 0}
be the space of continuous quasi-plurisubharmonic functions where ω is the standard
Ka¨hler form. Then the projective hull of a compact subset K ⊂ Pn is the set K̂ of
points x for which there exists a constant λ = λx such that
(11.1) ϕ(x) ≤ λ+ sup
K
ϕ for all ϕ ∈ P
Denote by K̂(Λ) the subset of K̂ for which there exists a λ ≤ Λ satisfying condition
(11.1). Let P1,1(Λ) denote the convex cone of positive currents of bidimension (1, 1)
and mass ≤ Λ on Pn, andMK the set of probability measures on Pn with support
in K.
Theorem 11.1. For a compact subset K ⊂ Pn the following are equivalent:
(A) x ∈ K̂(Λ)
(B) There exist T ∈ P1,1(Λ) and µ ∈MK such that:
(i) ddcT = µ− δx
(ii) supp (T ) ⊂ K̂−
Proof. What follows is a succinct proof of the result. In §18 a more rounded and
geometric proof is given of a more general result. The interested reader may want
to go directly there.
We first show that (B) ⇒ (A). Suppose T ∈ P1,1(Λ) satisfies (i) and (ii). Let
ϕ ∈ PSHω, so that
ddcϕ + ω = η ≥ 0
Then ∫
K
ϕdµ− ϕ(x) = (ddcT )(ϕ) = T (ddcϕ) = T (η)− T (ω)
≥ −T (ω) = −M(T ) ≥ −Λ
Hence, ϕ(x) ≤ supK ϕ+Λ, and we conclude that x ∈ K̂(Λ).
To show that (A) ⇒ (B) we shall need the following.
Lemma 11.2. Fix a compact subset B ⊂ Pn − K̂− and real numbers M,N with
N −M > 0. Then for all Λ > 0 there exists a function ϕ ∈ P such that ϕ∣∣
K̂(Λ)
≤M
and ϕ
∣∣
B
≥ N .
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Proof. Condition (1) and compactness enables us to find a finite set ϕ1, ..., ϕm ∈ P
such that supK ϕi ≤M − Λ for all i and ϕ ≡ max{ϕ1, ..., ϕm} ≥ N on B.
We now fix ǫ > 0 and consider the closed convex cone
P1,1(Λ, ǫ) ≡ {T ∈ P1,1(Λ) : supp (T ) ⊂ K̂2ǫ}.
where
K̂t = {x ∈ Pn : dist(x, K̂) ≤ t}.
It will suffice to show that there exists a current T ∈ P1,1(Λ, ǫ) satisfying condi-
tions (i) and (ii) above. If this is not the case, i.e., if
(MK − δx) ∩ P1,1(Λ, ǫ) = ∅
then by the Hahn-Banach Theorem there exists ϕ ∈ C∞(Pn) and γ ∈ R such that
sup
µ∈MK
(µ− δx)(ϕ) < γ < (ddcT )(ϕ)
for all T ∈ P1,1(Λ, ǫ). Note that since 0 ∈ P1,1(Λ, ǫ) we have γ < 0. Setting
ψ = Λ|γ|ϕ, we find that
(11.2) sup
µ∈MK
(µ− δx)(ψ) < −Λ < (ddcT )(ψ) = T (ddcψ)
for all T ∈ P1,1(Λ, ǫ). Applying the right hand inequality to currents of the form
T = δyξ where y ∈ K̂2ǫ and ξ is a positive simple (1,1) vector of length Λ at y, we
conclude that
ddcψ + ω ≥ 0 on K̂2ǫ
Now let ϕM,N ∈ P be the function given by Lemma 2 with M and N chosen so
that
M < inf
K̂(Λ)
ψ and N > sup
Pn−K̂0ǫ
ψ.
Then the function
Ψ ≡ max{ψ,ϕM,N}
has the property that
(11.3) Ψ = ψ on K̂(Λ) and Ψ = ϕM,N on P
n − K̂0ǫ
Consequently, ddcΨ + ω ≥ 0 on all of Pn, that is, Ψ ∈ P . Furthermore, by (11.2)
and (11.3) we have that
sup
µ∈MK
∫
K
Ψdµ−Ψ(x) < −Λ
for all probablility measures µ on K. Choosing µ = δy for y ∈ K shows that
sup
K
Ψ−Ψ(x) < −Λ
which means that x /∈ K̂(Λ).
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Corollary 11.3. For any ν ∈ M
K̂(Λ)
there exists T ∈ P1,1(Λ) and µ ∈MK with
(i) ddcT = µ− ν
(ii) supp (T ) ⊂ K̂−
Proof. The probability measures on K̂(Λ) are the closed convex hull of the δ-
measures.
Corollary 11.4. For any x ∈ K̂− there are probability measures ν ∈ M
K̂−
,
µ ∈ MK and a current T ∈ P1,1 with
(i) ddcT = µ− ν
(ii) x ∈ supp (T ) ⊂ K̂−
Proof. Let {xk}∞k=1 ⊂ K̂ be a sequence converging to x. Choose currents Tk ∈ P1,1
as in Theorem 11.1 with ddcTk = µk− δxk and supp (Tk) ⊂ K̂−. Then the positive
current
T˜ ≡
∞∑
k=1
1
2kM(Tk)
Tk
has x ∈ supp (T ) and satisfies ddcT˜ = µ˜ − ν˜ for positive measures µ˜ on K and ν˜
on K̂−. T ≡ 1
µ(K)
T˜ is the desired current.
Remark 11.5. Let ΛK(x) be the extremal function introduced in (1.2) and dis-
cussed in §4. Note that by definition:
x ∈ K̂(Λ) ⇔ ΛK(x) ≤ Λ
For a fixed point x ∈ K̂ let Fx denote the set of positive currents T of bidimension
(1,1) satisfying ddcT = µ − δx for some µ ∈ MK and set NK = {T ∈ MK :
supp (T ) ⊆ K̂−}. Let Tx be the current guaranteed by Theorem 11.1. Then from
the discussion above we have that
(11.4) ΛK(x) = M(Tx) = inf
MK
M(T ) = inf
NK
M(T ).
In other words Tx is the positive current of least mass satisfying the equation
ddcT = µ− δx, and that least mass is exactly ΛK(x).
The middle equality in (11.4) follows from the fact that Theorem 11.1 also holds
without the requirement supp (T ) ⊆ K̂− as one can easily check (cf. Theorem 18.2
below).
Remark 11.6. Suppose thatK = γ is a closed curve and K̂ = V is a 1-dimensional
complex submanifold with boundary γ as in the examples below. Then
Tx = Gx[V ]
where Gx is the Green’s function on V with singularity at x.
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12. Structure Theorems
Theorem 11.1 has a number of basic consequences. We recall that a subsetW of
a complex manifold Z is called 1-concave if for every open set O ⊂⊂ Z and every
holomorphic map f from a neighborhood of O to C one has f(W ∩ O) ⊂ C − Ω
where Ω is the unbounded component of C− f(W ∩ ∂O).
Fix a compact subset K ⊂ Pn
Theorem 12.1. The set K̂− −K is 1-concave in Pn −K.
Note. It follows that (K̂− − K) ∩ O is 1-concave in O − K for any open subset
O ⊂ Pn.
Proof. Corollary 11.4 implies that for any x ∈ K̂− − K there exists a positive
(1, 1)-current T with
(12.1)
(i) ddcT = −ν ≤ 0 in Pn −K and
(ii) x ∈ supp (T ) ⊆ K̂−.
By Proposition 2.2 of [DL] we conclude that supp(T ) is 1-concave in Pn −K. The
argument given for Proposition 2.3 of [DL] now gives the following:
Lemma 12.2. . Let S denote the family of (closed) 1-concave subsets of Pn −K
which have support in K̂−. Then the union of all elements in S is again an element
of S.
By (12.1) this maximal 1-concave subset equals K̂−.
Corollary 12.3. For any compact subset K ⊂ Pn the closed projective hull K̂−−
K has locally positive Hausdorff 2-measure.
Proof. Any 1-concave subset of a complex manifold has positive Hausdorff 2-
measure in any neighborhood of any point. (Otherwise the complement of the
image under any holomorphic map to C would be connected.)
Theorem 12.4. Let K ⊂ Pn be any compact subset and assume that the Haus-
dorff 2-measure of K̂− is locally finite. Then K̂− −K is a 1-dimensional analytic
subvariety of Pn −K.
Moreover, suppose D ⊂ Cn −K ⊂ Pn is a strictly convex domain with smooth
boundary. If the Hausdorff 1-measure of K̂− ∩ ∂D is finite, then K̂− ∩ D is a
1-dimensional analytic subvariety of D.
Proof. This follows from Theorem 12.1 and [DL, Thm. 3.3 and Cor. 3.8]. It also
follows from Theorem 5.7 and [Sib, Thm. 17].
Theorem 12.5. Let Γ ⊂ P2 be a finite union of smooth closed curves which are
pluripolar. Then the local Hausdorff dimension of Γ̂ is everywhere 2. The conclusion
also holds for any Γ ⊂ Pn which is real analytic.
Proof. Since Γ is pluripolar, Γ̂ is pluripolar by Corollary 4.4. Suppose H2+α(Γ̂) >
0 for some α > 0 where Hβ denotes Hausdorff measure in dimension β. Applying
the coarea formula [F,3.2] to a linear projection π : P2 −P0 → P1 shows that the
set of y ∈ P1 with Hα(Γ̂ ∩ π−1(y)) > 0 has positive H2-measure.
Now the condition Hα(Γ̂ ∩ π−1(y)) > 0 implies that π−1(y) ⊂ Γ̂. To see this
consider the sets Γ̂y,t ≡ {x ∈ Γ̂ ∩ π−1(y) : CΓ ≤ t}, and note that Hα(Γ̂y,t) > 0
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for t sufficiently large. For such t, ProjHull(Γ̂y,t) = π
−1(y) since sets of capacity
zero in P1 have measure zero. However, ProjHull(Γ̂y,t) ⊂ Γ̂, and so π−1(E) ⊂ Γ̂
for some set E of positive measure in P1. Hence, H4(Γ̂) > 0 and therefore Γ̂ = P2
contradicting the pluripolarity of Γ̂.
To prove the second statement note that any real analytic curve is pluripolar
and that under projections π : Pn −Pn−3 → P2 one has π(Γ̂) ⊆ π̂(Γ)
Theorem 12.6. Suppose that K ⊂⊂ Cn and let K̂0 be a connected component
of K̂− −K which is bounded in Cn. Then K̂0 is contained in the polynomial hull
of K.
Proof. Since K̂− −K is a 1-concave subset of Pn −K, so is any connected com-
ponent K̂0. We now use the fact ([DL, Prop.2.5]) that the polynomial hull of K in
Cn is the union of all bounded, 1-concave subsets of Cn −K.
Corollary 12.7. If K̂ ⊂ Ω = Pn − D for some algebraic hypersurface D, then
K̂ = K̂Ω. In particular if γ ⊂ Ω is a C1-curve and if γ̂ ⊂⊂ Ω, then γ̂ − γ is a
1-dimensional analytic subvariety of Ω− γ.
Proof. By Proposition 3.2 taking projective hulls commutes with Veronese em-
beddings. However, by embedding Pn ⊂ PN by the dth Veronese map, where d =
deg(D), we reduce to the situation of Theorem 12.6.
The next result is a strong form of the Local Maximum Principle for projective
hulls.
Theorem 12.8. Fix Uopen ⊂⊂ Ωaffine open ⊂ Pn. Then
K̂− ∩ U ⊆ PolyHull
{
(K̂− ∩ ∂U) ∪ (K ∩ U)
}
with equality if CK is bounded on K̂ ∩ U .
Proof. Set
Σ ≡ K̂− −K
O ≡ Pn − (K̂− ∩ ∂U)
By the Note following Theorem 12.1, Σ ∩O is 1-concave in O −K.
Claim: Σ ∩ U is a union of connected components of Σ ∩O.
Proof. Set ΣO ≡ Σ ∩O. Note that
Pn = U ∐ ∂U ∐ (∼ U)
gives
(12.2)
ΣO = (ΣO ∩ U) ∐ (ΣO ∩ ∂U) ∐ (ΣO∩ ∼ U)
= (ΣO ∩ U) ∐ (ΣO∩ ∼ U )
since
ΣO ∩ ∂U = (Σ ∩ O) ∩ ∂U
= (K̂− −KK) ∩ (Pn − (K̂− ∩ ∂U)) ∩ ∂U
= {K̂− −K − (K̂− ∩ ∂U)} ∩ ∂U
= ∅.
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Therefore (12.2) gives a disconnection of ΣO. This proves the claim.
Now by [DL] we know that for any compact subset C ⊂ Ω we have that the
polynomial hull of C equals the 1-Hull of C which is by definition the union of all
bounded 1-concave subsets of Ω− C.
For the last statement recall from Proposition 10.3 that if CK is bounded on
K̂ ∩ U , then (K̂ ∩ U)̂ ∩ U = K̂ ∩ U . Now use the fact that for bounded subsets
of Ω, the polynomial hull is contained in the projective hull.
This enables us to give the following generalization of Wermer’s Theorem.
Theorem 12.9. Let γ ⊂ Pn be a finite union of real analytic curves. Then γ̂ is
a subset of Hausdorff dimension 2 whose closure is 1-concave. Furthermore, if the
Hausdorff 2-measure of γ̂− is finite in a neighborhood of some complex hypersurface,
then γ̂ − γ = γ̂− − γ is a 1-dimensional complex analytic subvariety of Pn − γ.
The same conlcusion holds for any smooth pluripolar curve γ in P2.
Proof. Theorems 12.1 and 12.5 give the first statement. Suppose now thatH2(γ̂−∩
O) < ∞ where O is a neighborhood of some divisor D. We may assume that
D ∩ γ = ∅ and therefore that O ∩ γ = ∅. By Theorem 12.4 we know that γ̂− ∩ O
is a 1-dimensional complex analytic subvariety of O. We now choose a bounded
subdomain U ⊂⊂ Ω = Pn − D with real analytic boundary ∂U ⊂⊂ O. Then
Γ ≡ (γ̂− ∩ ∂U) ∪ γ is a real analytic curve (which we may assume to be regular by
appropriate choice of U), and by Wermer’s Theorem Γ̂ is a bounded 1-dimensional
complex subvariety of Ω − Γ with regularity at the boundary as in [HL1]. In
particular it is regularly and analytically immersed up to the boundary in O. We
conclude that W ≡ Γ̂ ∪ (γ̂− ∩ O) − γ is a 1-dimensional complex subvariety in
Pn − γ.
Now by Theorem 12.8 we have γ̂− ∩ U ⊂ Γ̂ and therefore γ̂− ⊂ W . However,
every irreducible component of W with non-empty boundary is contained in γ̂ (cf.
Proposition 2.3).
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13. The Projective Spectrum.
In this section we introduce a projective analogue of Gelfand’s representation
theorem for Banach algebras. The relation of our construction to Gelfand’s loosely
mirrors the relation of Grothendieck’s Proj(R∗) of a graded ring R∗ to the spectrum
Spec(R) of an ordinary commutative ring R.
Definition 13.1. By a Banach graded algebra we mean a graded normed al-
gebra
A∗ =
⊕
d≥0
Ad
which is a direct sum of Banach spaces. Thus the norm on A is a direct sum ‖•‖ =
‖•‖0+‖•‖1+‖•‖2+. . . where (Ad, ‖·‖d) is complete, and ‖a·a′‖d+d′ ≤ ‖a‖d ‖a′‖d′
for all a ∈ Ad and a′ ∈ Ad′ , or equivalently,
‖a · b‖ ≤ ‖a‖ ‖b‖ for all a, b ∈ A∗.
A (degree-preserving) homomorphism of Banach graded algebras Ψ : A∗ → B∗ is
continuous if there exists a constant C > 0 such that ||Ψ(a)|| ≤ Cd||a|| for all
a ∈ Ad and all d ≥ 0.
Example 13.2. Let A∗ = C[t] be the algebra of polynomials in one variable with
‖p(t)‖ = ‖
n∑
k=0
akt
k‖ =
n∑
k=0
|ak|.
Note that the algebra automorphismC[t] determined by t 7→ ct, c 6= 0, is continuous
with a continuous inverse. This is the homogeneous coordinate ring of a projective
point.
Example 13.3. Consider a compact subsetK ⊂ Pn and letAd(K) = H0(Pn,O(d))
∣∣
K
be the restriction of holomorphic sections of OPn(d) to K. Multiplication in A∗(K)
is induced by the tensor product O(d)⊗O(d′)→ O(d+ d′) and the norm on Ad is
given by
‖σ‖d = sup
K
‖σ‖.
Example 13.4. Let λ → X be a complex hermitian line bundle over a locally
compact topological space X and let Ad(X,λ) = Γ(X,λ
d) denote the space of con-
tinuous sections of λd with the sup-norm. The Banach graded algebra A∗(X,λ) will
sometimes be called the homogeneous coordinate ring of the polarized topological
space (X,λ).
Definition 13.5. For a Banach graded algebra A∗ we denote by
H ≡ Hom(A∗,C[t])
the set of all continuous degree-preserving graded algebra homomorphisms
m : A∗ −→ C[t].
By definition of continuity, for each such m there is a constant C > 0 such that
|m(a)| ≤ Cd‖a‖d for all a ∈ Ad and all d ≥ 0.
We then set
H× = H − {0}
where 0 denotes the augmentation homomorphism 0(a) = a0. (If we write m ∈ H
as m = (m0,m1,m2, ...), then 0 = (1, 0, 0, ...).)
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Definition 13.6. The projective spectrum of the graded algebra A∗ is the
quotient
Proj(A∗) ≡ H×/C×
under the C×-action on H defined by
φs({md}) = {sdmd}.
Given m ∈ H× define
|||m||| ≡ inf{C : |md(a)| ≤ Cd‖a‖d for all a ∈ Ad and all d > 0}.
and set
S(H) =
{
m ∈ H× : |||m||| = 1} .
The C×-action on H× restricts to an S1-action on S(H). We introduce a topology
on Proj(A∗) as follows. Embed
(13.1) S(H) ⊂
∏
d>0
∏
a∈Ad
Da = D by m 7→ {md(a)}d,a
where Da = {z ∈ C : |z| ≤ ‖a‖}, and topologize S(H) as a subspace of D with
the product topology. The circle acts continuously on S(H) by standard rotation
in each factor, and
Proj(A∗) = S(H)/S
1
is given the quotient topology. Consider now the subset
B(H) =
{
m ∈ H× : |||m||| ≤ 1} ⊂ D
embedded as in (13.1) above.
Proposition 13.7. The set B(H) ⊂ D is compact in the induced topology. The
quotient Proj(A∗) is compact if and only if 0 /∈ S(H).
Definition 13.8. The algebra A∗ is called stable if 0 /∈ S(H).
Proof of Proposition 13.7. To see that B(H) is closed in D note that it is
exactly the subset cut out by the equations:
zsa+ta′ = sza + tza′ for a, a
′ ∈ Ad, d > 0 and s, t ∈ C
zazb = zab for a ∈ Ad, b ∈ Ad′ , d, d′ > 0.
Evidently, Proj(A∗) = π(S(H)) = π(B(H) − {0}) where π : H× → H×/C× =
Proj(A∗) is the quotient map. Hence, 0 /∈ S(H) implies that Proj(A∗) = π(S(H))
is compact. Conversely, if 0 ∈ S(H), there is a net Zα in S(H) converging to 0.
If Proj(A∗) were compact there would exist a subnet Zβ with πZβ converging to
some point x ∈ Proj(A∗). This however is impossible, since the natural continuous
map D =
∏
aDa →
∏
a[0, ||a||], restricted to S(H), descends to a continous map
on Proj(A∗).
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The concept of stability is illuminated by considering the functions || • ||d :
H× −→ R+ defined by
||m||d ≡ sup
{ |md(a)|
||a|| : a ∈ Ad
}
.
These functions have the properties:
||m||dd′ ≥ ||m||d||m||d′
|||m||| = inf{C : ||m||d ≤ Cd for all d}
|||m||| = 1 ⇔ sup
d
||m||d = 1
Finally note that
0 ∈ S(H) ⇔ ∃ a net mα in S(H) s.t. lim
α
mαd (a) = 0 for all a ∈ Ad and d > 0
In particular,
∃ a net mα in S(H) s.t. lim
α
||mα||d = 0 for all d > 0 ⇒ 0 ∈ S(H).
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14. The Projective Gelfand Transform.
Let A∗ be a Banach graded algebra and set X = Proj(A∗). Then for each d ≥ 0
there is a hermitian line bundle
OX (d) −→ X
associated to the principal S1-bundle S(H) → X = S(H)/S1 by the character td
(considered as a homomorphism S1 → S1 = U(1)).
Let A(X , d) = Γ(X ,OX (d)) denote the space of continuous sections of OX (d)
equipped with the sup-norm topology. Under tensor product, the direct sum
A∗(X ) ≡
⊕
d≥0
A(X , d)
becomes a Banach graded algebra.
Observe now that in terms of continuous functions on S(H) we have
A(X , d) = {S : S(H)→ C : S(φt(m)) = tdS(m) for all t ∈ S1}.
Hence every element a ∈ Ad gives rise to an element â ∈ A(X , d) by setting
â(m) = m(a).
This gives an embedding
(14.1) A∗ ⊂ A∗(X )
Proposition 14.1. For all a ∈ Ad one has
||â|| ≤ ||a||.
Thus the transformation (14.1) is a continuous injective homomorphism of A∗ into
the coordinate ring of the polarized topological space (X ,OX (1)).
Proof. Note that
||â|| ≡ sup
[m]∈X
|â(m)| = sup
m∈S(H)
|â(m)| = sup
m∈S(H)
|m(a)| ≤ sup
m∈S(H)
||m||d·||a|| ≤ ||a||
since |||m||| = supd ||m||d = 1.
Question: In the Gelfand case, one has ||â|| = limn ||an|| 1n . Is there an analogue
here?
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15. Relation to the Projective Hull.
Let X ⊂ Pn be a compact subset and A∗(X) =
⊕
d≥0H
0(Pn,OPn(d))
∣∣
X
the
algebra considered in 13.3. Set
X ≡ Proj(A∗(X)).
Note the natural embedding
(15.1) X →֒ X
which assignes to x ∈ X the equivalence class of the multiplicative functional
mx : A∗(X) → C obtained by choosing an indentification Ox(1) ∼= C and setting
mx(P) = P(x).
Proposition 15.1. The embedding (15.1) extends to a homeomorphism
X̂ ∼= X
Proof. Let π : Cn+1 → Pn denote the projection and consider the continuous
mapping
(15.2) π−1(X̂)− {0} −→ H×
given by z 7→ mz where mz(p) = p(z) for homogeneous polynomials p. This map
is C×-equivariant, i.e., mtz = t
dmz on Ad. Note that
|||mz ||| = C([z])
where C = 1/ρ is the best constant function (cf. Prop. 5.2). Therefore the mapping
(15.2) restricts to an S1-equivariant mapping
(15.3) X̂ρ ≡ {z ∈ π−1(X̂) : ||z|| = ρ([z])} −→ S(H).
which induces a continuous mapping of the quotients
(15.4) X̂ −→ X = S(H)/S1.
A continuous inverse to this map is defined as follows. For m ∈ H× consider the
point
z = zm = (m(Z0), ...,m(Zn))
where Z0, ..., Zn are the standard linear coordinates in C
n+1. Note that for any
homogeneous polynomial p(Z) ∈ C[Z0, ..., Zn ] we have
m(p) = p(mZ0, ...mZn) = p(z) = mz(p).
Thus m 7→ zm is a right inverse to (15.4). It is obviously also a left inverse.
Corollary 15.2. The map (15.3) is an equivariant homeomorphism. In particular,
X is stable iff A∗(X) is stable.
Note that in the case considered here the Projective Gelfand transformation
simply maps the “algebraic” sections of O(d)∣∣
X
(by extension) into the continuous
sections of O(d)∣∣
X̂
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16. Finitely Generated Algebras.
It is a classical fact that finitely generated Banach algebras correspond to polyno-
mially convex subsets of Cn. We now show that analogously each finitely generated
Banach graded algebra corresponds to a projectively convex subset of Pn.
Proposition 16.1. Let A∗ be a Banach graded algebra generated by elements
a0, ..., aN ∈ A1. Then the algebra homomorphism
(16.1) C[Z0, ..., Zn] −→ A∗
generated by Zk 7→ ak is a continuous surjection which induces a continuous injec-
tion
(16.2) Proj(A∗) −→ Pn.
whose image is projectively convex (i.e., equal to its projective hull).
Proof. By rescaling the generators (which induces a continuous isomorphism) we
may assume that ||ak|| = 1 for k = 0, ..., n. Observe now that for any homogeneous
polynomial P =
∑
cαZ
α,
||P (a0, ..., an)|| ≤
∑
α
|cα| ||a0||α0 . . . ||an||αn =
∑
α
|cα| ≡ ||P ||∞
and ||P ||∞ is equivalent to the standard norm on C[Z0, ..., Zn ] by Lemma A.1. The
existence of the map (16.2) follows immediately. It is induced by theC×-equivariant
map
H× −→ Cn+1 − {0}
sending m 7→ (m(a1), ...,m(an)). Under this map any homogeneous polynomial
P (Z0, ..., Zn) pulls back to P (ma0, ...,man) = m{P (a0, ..., an)} = {P (a0, ..., an)}̂ (m).
This is the image of P (a0, ..., an) in the homogeneous coordinate ring of Proj(A∗).
Let X ⊂ Pn denote the image of Proj(A8). To see that X̂ = X choose [z] ∈ X̂ .
By definition there is a constant C = C(z) such that
|P (z)| ≤ Cd sup
X
|P | = Cd sup
m∈S(H)
|mP (a)| ≤ Cd||P (a)||
for all P ∈ Ad and all d. Hence [z] ∈ X .
Note 16.2. The homomorphism (16.1) is only injective when Proj(A∗) is Zariski
dense. In general we get a factoring of (16.1):
C[Z0, ..., Zn]
ψ−→ A˜∗ φ−→ A∗
where A˜∗ is the quotient algebra with the quotient norm in each degree, and where
ψ is an algebra isomorphism which is continuous (but does not have a continuous
inverse). This induces continuous injections:
Proj(A∗) −→ Proj(A˜∗) −→ Pn
where Proj(A˜∗) is the Zariski hull of X = Proj(A∗), i.e., the smallest algebraic
subvariety containing X .
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Note 16.3. One can define a boundary for X = ProjA∗ ⊂ Pn to be a subset X0 ⊆
X with X̂0 = X . As opposed to the affine case, there may be no unique minimal
boundary. For example if X is an algebraic subvariety, then any open subset, in fact
any subset of positive ω-capacity (cf [GZ]), is a boundary. In particular boundaries
can easily be disjoint.
On the other hand, for many of the examples considered here there is a unique
minimal boundary.
Note that by Theorem 12.8, the set X − X0 for any boundary X0, satisfies the
Local Maximum Modulus Principle for regular functions.
17. Projective Hulls on Algebraic Manifolds
The projective hull of a subset can be defined abstractly in any projective variety.
Let X be a compact complex manifold provided with a hermitian line bundle λ.
Definition 17.1. The λ-hull of a compact subset K ⊂ X is the set K̂λ of all
points x ∈ X for which there exists a constant C = Cx such that
(17.1) ‖σ(x)‖ ≤ Cd sup
K
‖σ‖
for all σ ∈ H0(X,O(λd)) and all d > 0. This set is independent of the metric on λ.
Let CK,λ : X → (0,∞] be the best constant, defined at x to be the smallest C
for which (17.1) holds, and set
ΛK,λ = logCK,λ.
This function was studied by Guedj and Zeriahi [GZ] who introduced the following.
Let ω denote the curvature (1,1)-form of the hermitian connection on λ.
Definition 17.2. An upper semi-continuous function v : X → [−∞,∞) in L1(X)
is called quasi-plurisubharmonic if
(17.2) ddcv + ω ≥ 0
The convex set of such functions will be denoted PSHω(X)
Note that the smooth functions v ∈ PSHω(X) are those with the property that
the hermitian metric ev‖ · ‖ has non-negative curvature on X.
Note also that the u.s.c. function ϕ = 1
d
log ‖σ‖ with σ ∈ H0(X,O(λ)) is in
PSHω(X) with ddcϕ+ ω = 1dDiv(σ)
Theorem 17.3. [GZ]. Let X,λ be as above with λ positive. Then
(17.3) ΛK,λ(x) = sup{v(x) : v ∈ PSHω(X) and v
∣∣
K
≤ 0}.
Furthermore, the statements of Theorem 4.3 hold with Pn replaced by X.
The λ-hull has the following elementary property.
Lemma 17.4. Let λ → X be a hermitian line bundle on a compact complex
manifold. Then for any compact set K ⊂ X and any p ≥ 1
K̂λp = K̂λ and CK,λp = C
p
K,λ
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Proof. It follow directly from the definitions that K̂λ ⊆ K̂λp and CK,λp ≤ CpK,λ.
On the other hand, suppose x ∈ K̂λp and σ ∈ H0(X,λd). Then
‖σ(x)‖p = ‖σp(x)‖ ≤ CdK,λp sup
K
‖σp‖ = CdK,λp
(
sup
K
‖σ‖
)p
,
i.e., ‖σ(x)‖ ≤ Cd supK ‖σ‖ where C = (CK,λp)
1
p . Hence, x ∈ K̂λ and CK,λ ≤
(CK,λp)
1
p .
We now examine the relationship of K̂λ to the projective hull of K under pro-
jective embeddings related to λ. Suppose X ⊂ PN is embedded by the full space
of sections of λ. Then for any Borel set K ⊂ X, one has that K̂X,λ = K̂, and
if λ is given the metric induced from this embedding, then ΛK,X = ΛK,PN
∣∣
X
.
(Of course ΛK ≡ ∞ on PN − X.) This follows from the fact that any section of
λd is the restriction of a section of OPN (d). We now show that the hull remains
unchanged if one embeds X into projective space by any subspace of H0(X,O(λ)).
Proposition 17.5. Suppose X ⊂ PN is an embedding given by a subspace of
sections of λ for some d. Then for any compact set K ⊂ X
K̂λ = K̂.
Furthermore, is λ is given the metric induced from this embedding, then
CK,λ = CK
∣∣
X
where CK is the best constant function on P
N . (Of course CK ≡ ∞ on PN −X.)
Remark 17.6. This result says essentially that the projective hull and the associ-
ated extremal function of a subsetK ⊂ Pn are intrinsic to any compact submanifold
X containing K.
Proof of Proposition 17.5. This is a consequence of the following lemma. We
recall that λ is very ample if the sections of λ give a projective embedding of X.
Lemma 17.7. Let X,λ be as above and suppose f : Y → X is a holomorphic map
from a compact complex manifold Y . Let µ = f∗λ with the induced metric. Then:
(i) f(K̂µ) ⊆ f̂(K)λ and f∗Cf(K),λ ≤ CK,µ.
(ii) If λ is very ample, then f̂(K)λ ⊆ f(Y ).
(iii) If λ is very ample and f∗ : H0(X,λd) → H0(Y, µd) is surjective for all d,
then
f(K̂µ) = f̂(K)λ and f
∗Cf(K),λ = CK,µ
Proof. Suppose y ∈ K̂µ and σ ∈ H0(X,λd). Then
‖σ(f(y))‖ = ‖(f∗σ)(y)‖ ≤ CK,µ(y)d sup
K
‖f∗σ‖ = CK,µ(y)d sup
f(K)
‖σ‖.
Therefore, f(y) ∈ f̂(K)λ and Cf(K),λ(f(y)) ≤ CK,µ(y). This proves (i).
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For (ii) we note that f(K) ⊂ f(Y ) ⊂ X ⊂ PN where the last embedding is given
by the sections of λ. By (i) we have f̂(K)λ ⊂ f̂(K)O
PN
(1) = the hull of f(K) in
PN . However, by Proposition 3.1(iii), the projective hull is contained in the Zariski
hull, and so f̂(K)λ ⊆ f(Y ) as claimed.
For (iii) we suppose x ∈ f̂(K)λ, so that ‖σ(x)‖ ≤ Cdf(K),λ supf(K) ‖σ‖ for all
σ ∈ H0(X,λd) and all d. Now by (ii), x = f(y) for some y ∈ Y . Hence,
‖(f∗σ)(y)‖ = ‖σ(fy)‖ ≤ Cf(K),λ(f(y))d sup
f(K)
‖σ‖ = Cf(K),λ(f(y))d sup
K
‖f∗σ‖
for all σ ∈ H0(X,λd) and all d. Therefore,
(17.4) ‖τ(y)‖ ≤ Cf(K),λ(f(y))d sup
K
‖τ‖
for all τ ∈ H0(Y, µd) and all d by surjectivity. Hence, y ∈ K̂µ and so x = f(y) ∈
f(K̂µ). Furthermore, by (17.4) we have CK,µ(y) ≤ Cf(K),λ(f(y)). Together with
part (i) this completes the proof.
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18. Results for General Ka¨hler Manifolds
In this section we derive basic results concerning hulls of sets in a general setting.
Let X be a Ka¨hler manifold with Ka¨hler form ω, and fix a compact subset
K ⊂ X. Suppose K ⊂ F ⊂ X with F compact and define
S ≡ PSHω(F ) ≡ {ϕ ∈ C∞(X) : ddcϕ+ ω ≥ 0 on F},
the set of smooth functions on X which are quasi-plurisubharmonic on F .
Definition 18.1. For each Λ ≥ 0 let K̂F (Λ) denote the set of all x ∈ F such that:
ϕ(x) ≤ sup
K
ϕ+Λ for all ϕ ∈ S.
The set
K̂F =
⋃
Λ≥0
K̂F (Λ)
will be called the ω-quasi-plurisubharmonic hull of K in F . When X is
compact we set K̂(Λ) = K̂X(Λ) and K̂ = K̂X .
Let P1,1(X) denote the set of positive currents of bidimension (1,1) with compact
support on X, and let MK denote the set of probability measures on K.
Theorem 18.2. The following are equivalent.
(A) x ∈ K̂F (Λ)
(B) There exist T ∈ P1,1(X) with M(T ) ≤ Λ and supp(T ) ⊆ F and a
probablitiy
measure µ ∈MK such that
ddcT = µ− δx
For ϕ ∈ C∞(X) let Lϕ denote the corresponding linear functional on E ′(X).
Lemma 18.3. The following are equivalent.
(i) x /∈ K̂F (Λ)
(ii) There exists ϕ ∈ S with supK ϕ+Λ < ϕ(x)
(iii) There exists ϕ ∈ S with ∫
K
ϕdµ+ Λ < ϕ(x) for all µ ∈MK .
(iv) There exists ϕ ∈ S such that MK − δx ⊂ {Lϕ < −Λ}
Proof. We have (i) ⇔ (ii) by definition. We have (ii) ⇔ (iii) because
sup
K
ϕ = sup
µ∈MK
∫
K
ϕdµ.
Note thatMK is compact, so the strict inequality in (iii) implies the strict inequality
in (ii). Condition (iv) is just a restatement of (iii).
Consider the following subset of the compactly supported 0-dimensional currents
on X:
C ≡ {ddcT : T ∈ P1,1(X), M(T ) ≤ 1 and supp (T ) ⊆ F}.
Obviously C is a convex set containing the origin. It is easy to see that C is
compact.
Recall that for a compact convex subset K containing the origin in a topological
vector space V , the polar of K is the set K0 ≡ {L ∈ V ∗ : L ≥ −1 on K}.
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Proposition 18.4.
S = C0
Proof. For u ∈ C and ϕ ∈ S we have
u(ϕ) = (ddcT )(ϕ) = T (ddcϕ+ ω)− T (ω) ≥ −T (ω) ≥ −1.
Hence S ⊆ C0. Conversely suppose ϕ ∈ C0. Then −1 ≤ u(ϕ) = T (ddcϕ+ω)−T (ω)
or
0 ≤ T (ddcϕ+ ω) + 1− T (ω)
for all T ∈ C. Taking T = δyξ for y ∈ F and ξ a positive simple unit (1,1)-vector
at y, we have T (ω) = M(T ) = 1 and so (ddcϕ + ω)(ξ) ≥ 0. This proves that
(ddcϕ+ ω)y ≥ 0 for all y ∈ F .
Proposition 18.4 is equivalent to:
Proposition 18.4′.
ϕ ∈ S ⇔ ΛC ⊆ {Lϕ ≥ −Λ}
Proof. ϕ ∈ S ⇔ ϕ ∈ C0 ⇔ C ⊆ {u : Lϕ(u) ≥ −1} ⇔ ΛC ⊆ {u : Lϕ(u) ≥
−Λ}.
Note that
ΛC ≡ {ddcT : T ∈ P1,1(X), M(T ) ≤ Λ and supp (T ) ⊆ F}
Combining Lemma 18.3 and the Proposition 18.4’ yields:
Proposition 18.5. The following are equivalent.
(i) x /∈ K̂F (Λ)
(v) ∃ϕ ∈ C∞(X) with MK − δx ⊂ {Lϕ < −Λ} and ΛC ⊂ {Lϕ ≥ −Λ}
Proof of Theorem 18.2. The theorem can be restated as the equivalence of:
(i) x /∈ K̂F (Λ)
(vi) MK − δx and ΛC are disjoint.
Obviously (v) ⇒ (vi). The Hahn-Banach Theorem states that (vi) ⇒ (v).
Suppose now that X is compact and F = X, so that S is the set of all quasi-
plurisubharmonic functions on X. In this case Theorem 18.2 can be strengthened
so that supp (T ) ⊆ K̂−. This is the first main result of this section.
Theorem 18.6. Let X be a compact Ka¨hler manifold. For any compact subset
K ⊂ X the following are equivalent.
(A) x ∈ K̂(Λ)
(B) There exist T ∈ P1,1 with M(T ) ≤ Λ and supp (T ) ⊂ K̂− such that
ddcT = µ− δx
where µ ∈MK .
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Proof. That (B) implies (A) is already established in Theorem 18.2.
For the converse assume x ∈ K̂(Λ) but the equation in (B) has no solution.
Then by compactness there must exist a compact subdomain F with K̂− ⊂ F 0
such that there is no solution T ∈ P1,1(X) with M(T ) ≤ Λ and supp (T ) ⊆ F .
Apply Theorem 18.2 to conclude that x /∈ K̂F (Λ), that is, there exists ϕ ∈ C∞(X)
which is quasi-plurisubharmonic on F with ϕ ≤ 0 on K and ϕ(x) > Λ. It remains
to find a function ϕ˜ which is quasi-plurisubharmonic on all of X and agrees with
ϕ on K̂(Λ). Then ϕ˜ ≤ 0 on K, and if x ∈ K̂(Λ), then ϕ˜(x) = ϕ(x) > Λ, which is a
contradiction.
Proposition 18.7. Assume X is a compact Ka¨hler manifold and Λ > 0. Suppose
ϕ ∈ C∞(X) is quasi-plurisubharmonic on a neighborhood of K̂−. Then there
exists a C∞ quasi-plurisubharmonic function ϕ˜ on X which agrees with ϕ in a
neighborhood of K̂(Λ).
Lemma 18.8. Assume X is a compact Ka¨hler manifold and Λ > 0. For each open
neighborhood U of K̂− and each N large, there exists a C∞ quasi-plurisubharmonic
function ψ on X with ψ > N on X − U and ψ < −N on some neighborhood of
K̂(Λ).
Proof. Note that if ϕ ∈ PSHω(X) and ϕ ≤ 0 on K, then ϕ ≤ Λ on K̂(Λ). For
each y ∈ X − U , since y /∈ K̂−, there exists ψ ∈ PSHω(X) with ψ ≤ 0 on K and
ψ(y) > 2N + Λ. Set Vy = {x ∈ X : ψ(x) > 2N + Λ}. Extract a finite subcover
V1, ..., Vr of X − U with associated functions ψ1, ..., ψr . Let ψ = max{ψ1, ..., ψr} ∈
PSHω(X) (see [GZ, Prop. 1.3]). Then ψ > 2N + Λ on a neighborhood of X − U
and ψ ≤ 0 on K. Therefore ψ˜ = ψ −N −Λ satisfies ψ˜ ≤ −N on K̂(Λ) and ψ˜ > N
on a neighborhood of X−U . Finally replace ψ˜ by ψ = ψ˜−δ with δ > 0 sufficiently
small that we still have ψ > N on a neighborhood of X − U . Then ψ < −N on
some neighbohood of K̂(Λ).
Proof of Proposition 18.7. Suppose φ is quasi-plurisubharmonic on U ⊃ K̂−.
Now pick N so that |ϕ| < N on U . Then ϕ˜ ≡ max{ϕ,ψ} satisfies:
1) ϕ˜ = ϕ in a neighborhood of K̂(Λ),
2) ϕ˜ = ψ in a neighborhood of X − U .
Remark. The proofs of Proposition 18.7 and Lemma 18.8 only produced a con-
tinuous function since in general max{ϕ,ψ} is only continuous. However,
max{ϕ,ψ} = lim
n→∞
1
n
log
(
enφ + enφ
)
can be approximated by smooth quasi-plurisubharmonic functions (See [GZ], [D2]).
Theorem 18.6 can be extended to the non-compact case. On any X we continue
to define K̂ and K̂(Λ) as in 18.1 with F = X.
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Theorem 18.9. Let X be a non-compact Ka¨hler manifold. Then for any compact
subset K ⊂ X with K̂ ⊂⊂ X the following are equivalent.
(A) x ∈ K̂(Λ)
(B) There exist T ∈ P1,1(X) with M(T ) ≤ Λ and supp (T ) ⊂ K̂− such
that
ddcT = µ− δx
where µ ∈MK .
Proof. Suppose T is the current asserted in (B) and choose ϕ ∈ PSHω(X). Then∫
ϕdµ−ϕ(x) = ddcT (ϕ) = T (ddcϕ) = T (ddcϕ+ω)−T (ω) ≥ −Λ, and so x ∈ K̂(Λ).
Suppose now that x ∈ K̂(Λ) and (B) does not hold. Then there must exist
a compact subdomain F with K̂− ⊂ F 0 such that there exists no solution T ∈
P1,1(X) with M(T ) ≤ Λ and supp (T ) ⊆ F . Hence, by Theorem 18.2 there exists
ϕ ∈ PSHω(Ω) with ϕ ≤ 0 onK and ϕ(x) > Λ. Choose a larger compact subdomain
D with F ⊂⊂ D0. Fix N > supF |ϕ|. The argument given for Lemma 18.8 shows
that there exists ψ ∈ PSHω(X) with ψ < −N on a neighborhood of K̂(Λ) and
ψ > N on a neighborhood of D − F 0. Define ϕ˜ ∈ PSHω(X) by
ϕ˜ =
{
max{ϕ,ψ} on D
ψ on X −D
and note that ϕ˜ = ϕ in a neighborhood of K̂(Λ). However, ϕ˜ ≤ 0 on K and
ϕ˜(x) > Λ, so x /∈ K̂(Λ), a contradiction.
Remark 18.10. The analogues of Corollaries 11.3 and 11.4, and Theorems 12.1
and 12.3 hold in this context. Moreover, the following analogue of Theorem 12.8
holds.
Fix Kcompact ⊂ X and Uopen ⊂⊂ Ωopen ⊂ X where Ω is analytically equivalent
to a Runge domain in Cn. Then
K̂− ∩ U ⊆ Ω-HolomorphicHull
{
(K̂− ∩ ∂U) ∪ (K ∩ U)
}
with equality if CK is bounded on K̂ ∩ U .
Remark 18.11. Much of the discussion of section 4 holds in this general context.
The capacity of Dinh-Sibony [DiS] was introduced for any Ka¨hler manifold X and
the Theorem 4.3 of Guedj-Zeriahi holds there. Furthermore, Dinh-Sibony [DiS]
proved that any analytic subvariety Z ⊂ X is always globally ω-pluripolar. Hence,
if K ⊂ Z, then K̂ ⊂ Z, and so K̂ is contained in the “analytic hull” of K, that is,
the intersection of all subvarieties of X which contain K.
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Appendix A. Norms on A∗(P
n).
From one point of view this paper is simply concerned with the study of equiva-
lence classes of norms on the graded algebraC[Z0, ..., Zn]. Two norms ||•|| and ||•||′
are equivalent if there exists a constant C > 0 such that 1
Cd
||a|| ≤ ||a||′ ≤ Cd||a|| for
all a ∈ Ad or equivalently, if the identity map (A∗, ||• ||)→ (A∗, ||• ||′) is continuous
in both directions. There are many norms equivalent to the standard one given by
(2.7). We examine some of them here.
Let Ω ⊂ Cn be a closed bounded convex set and define
||P ||Ω ≡ sup
Ω
|P |
for P ∈ C[Z0, ..., Zn ]d. Then obviously
(i) Ω1 ⊂ Ω2 ⇒ ||P ||Ω1 ≤ ||P ||Ω2
(ii) ||P ||tΩ = |t|d||P ||Ω
for all P ∈ C[Z0, ..., Zn]d. It follows easily that all these norms are equivalent.
Another interesting norm on C[Z0, ..., Zn ] is defined on P (Z) =
∑
|α|=d cαZ
α by
||P ||∞ ≡
∑
|α|=d
|cα|
Lemma A.1. The norms || • ||∞ and || • ||Ω are equivalent.
Proof. We shall work with the polydisk Ω = {Z ∈ Cn+1 : |Zk| ≤ 1 for all k}.
Note that
||P ||Ω = sup
|Z0|=···=|Zn|=1
|P (Z)| = sup
|Z0|=···=|Zn|=1
∣∣ ∑
|α|=d
cαZ
α
∣∣
≤ sup
|Z0|=···=|Zn|=1
∑
|α|=d
|cα| |Zα| =
∑
|α|=d
|cα| = ||P ||∞.
For the converse assume inductively that
||P ||∞ ≤ Cd||P ||Ω
for all P ∈ C[Z]d, and all d ≤ N − 1 where C = (n+ 1)4n+1. Fix P =
∑
α cαZ
α ∈
C[Z]N and note that
∂P
∂Zk
=
∑
|α|=N
αkcαZ
α−ǫk ∈ C[Z]N−1.
Hence by induction ∑
α
αk|cα| ≤ CN−1
∣∣∣∣∣∣∣∣ ∂P∂Zk
∣∣∣∣∣∣∣∣
Ω
.
Now for Z ∈ Ω,
∂P
∂Zk
(Z) =
(
1
2πi
)n+1 ∫
|ζ0|=2
. . .
∫
|ζn|=2
P (ζ) dζ0 . . . dζn
(ζk − zk)
∏n
j=0(ζj − zj)
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from which it follows that∣∣∣∣∣∣∣∣ ∂P∂Zk
∣∣∣∣∣∣∣∣
Ω
≤
(
1
2π
)n+1 ∫ 2π
0
· · ·
∫ 2π
0
|P (2eiθ0, ..., 2eiθn )| 2n+1dθ0 . . . dθn
≤ 2n+1 sup
|ζ0|=···=|ζn|=2
|P (ζ)| ≤ 4n+1 sup
|ζ0|=···=|ζn|=1
|P (ζ)| = 4n+1||P ||Ω
Therefore we have
||P ||∞ =
∑
α
|cα| ≤
n∑
k=0
αk|cα| =
n∑
k=0
∣∣∣∣∣∣∣∣ ∂P∂Zk
∣∣∣∣∣∣∣∣
∞
≤ CN−1
n∑
k=0
∣∣∣∣∣∣∣∣ ∂P∂Zk
∣∣∣∣∣∣∣∣
Ω
≤ CN−1(n+ 1)4n+1||P ||Ω = CN ||P ||Ω.
as desired.
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