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Abstract
In this paper we consider an insurance company selling life insurance policies.
New policies are sold at random points in time, and each policy stays active for
a random amount of time, during which the policyholder pays premiums continu-
ously at rate r. When the policy expires, the insurance company pays a claim of
random size. The aim is to compute the probability of eventual ruin starting with
a given number of policies and a given level of insurance reserves. We establish
a remarkable result that, if the lifetimes of policies are i.i.d. exponential random
variables with rate µ, then the ruin probability is identical to the one in the stan-
dard compound Poisson model where the reserves increase at constant rate r and
claims occur according to a Poisson process with rate µ. We conclude that the
ruin probability does not depend on the initial number of active policies, nor on
the arrival process of new policies.
1 Introduction
The most studied model in the literature on risk processes is the compound Poisson
model. In this model, the insurance reserve increases at constant rate r and claims
arrive according to a Poisson process with rate µ. The claim sizes are i.i.d. with
common distribution G and mean τ , and are independent of the arrival process. Thus
the reserve fund jumps down by random amounts at Poisson event times, and increases
linearly between these events. Let ψP (x) denote the probability that the insurance
reserve eventually reaches a level of less than 0, given that the initial fund is x. The
probability ψP (x) is called the infinite horizon ruin probability of the compound Poisson
model. If τ ≥ r/µ the ruin probability is one, i.e., the ruin is certain. When τ < r/µ, it
is well-known (see e.g. Rolski et al. [4], Theorem 5.3.3) that the ruin probability is less
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The motivation for the model studied in this paper comes from a more realistic model of
life insurance companies. We assume that new life insurance policies are sold at random
epochs and stay active for a random amount of time with mean 1/µ. Let X(t) be the
number of policies active at time t. Initially, X(0) policies are active, which were issued
before or at time 0. Note that X = {X(t), t ≥ 0} can be thought of as the number
of customers in an infinite server queue. This justifies classifying the models using the
queueing theoretic notation. We further assume that each active policy pays premiums
continuously at constant rate r to the insurance company. The instantaneous total rate
at which premiums are paid to the company at time t is thus equal to rX(t). When
a policy expires, the insurance company pays out a claim, the mean size of which is
denoted by τ . Let ρ be as in Equation (2), and assume that
ρ < 1,
i.e., r/µ, the expected premiums from a policy during its lifetime, is greater than τ , the
expected payout when the policy expires. The above condition is therefore the usual net
profit condition.
Let Z(t) be the insurance reserve level at time t. Thus Z(t) is equal to the initial fund
Z(0) plus the total premiums collected over [0, t] minus the total claims paid out over
[0, t]. Let T be the ruin time, defined by
T = inf{t > 0 : Z(t) < 0}.
The main quantity of interest is the infinite horizon ruin probability
ψ(x, i) = P (T < ∞|Z(0) = x,X(0) = i), x ≥ 0, i = 0, 1, . . . . (3)
In this paper we compute the above probability. The complicating feature here is that
the ruin function ψ now depends on the bivariate process (Z,X) = {Z(t), X(t), t ≥ 0},
and the remaining life-times of the i policies in existence at time zero. Therefore, we
start the analysis under the simplest possible assumptions, i.e., inter-arrival times, life-
times and payouts are all exponential and independent of each other, and the number of
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active policies is bounded. From there on, we will explore the problem under more gen-
eral circumstances. In doing so, we discover the remarkable result that, if the lifetimes of
policies are exponential with rate µ and payouts are iid with distribution G, then ψ(x, i)
is the same as the ruin probability of the standard compound Poisson model where
claims of size G arrive according to a Poisson process with rate µ, i.e., ψ(x, i) = ψP (x)
for all i. This implies that ψ does not dependent on the initial number of active policies,
nor on the arrival process of new policies.
Since the X process can be thought of as a queue length process, we shall use the
queueing theoretic notation for batch service queues to identify the insurance model
under consideration. The symbol for the batch size distribution is taken to signify the
claim size distribution.
2 The M/MM/N/N and M/MM/∞ Models
We begin with the M/MM/N/N model. Thus policies are sold according to a Poisson
Process with rate λ. The lifetimes of new policies and the residual lifetimes of policies
already active at time 0 are assumed to be iid exponentials with rate µ, and independent
of the arrival process. The payouts are iid exponentials with rate θ and independent of
the arrivals and lifetimes. The company allows at most N active policies. If it has N
active policies, any newly arriving policies are lost.
Let X(t) be the number of policies that are active at time t. Then X is a CTMC describ-
ing the number of customers in an M/M/∞ queue with arrival rate λ and service rate µ.
One can think of the insurance reserve level process Z as a Markovian fluid level mod-
ulated by X as follows: while X(t) = i, Z(t) increases at rate ir and when X jumps
from i to i− 1, the Z process instantaneously drops by an exponential amount. Sample








Figure 1: Sample paths of X and Z
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Next we create a new CTMC Y = {Y (t), t ≥ 0} and a new standard fluid level process









Figure 2: Sample paths of Y and W
Intuitively, we get the sample path of the W process by replacing every downward jump
in the Z process with a downward sloping line (with slope −1) creating an equal down-
ward change, and by removing all segments where the Z process is constant. When the
Z process is increasing at rate ir we set Y = (0, i), if the Z process is decreasing at rate
−1, we set Y = (1, i) if the Z process was increasing at rate ir just before it started
decreasing. The solid lines in the sample path of Y correspond to states of the type
(0, i), and the dashed lines in the sample path of W are inserted sloping lines.
The state space of the Y process is finite and given by {0, 1}×{1, 2, ..., N}. The transition
rates are
q(0,i),(0,i+1) = λ, 1 ≤ i ≤ N − 1,
q(0,i),(1,i) = iµ, 1 ≤ i ≤ N,
q(1,1),(0,1) = θ
q(1,i),(0,i−1) = θ, 2 ≤ i ≤ N.
The fluid change rates of W are
r(0,i) = ir, 1 ≤ i ≤ N,
r(1,i) = −1, 1 ≤ i ≤ N.
Thus while the Y process is in state (k, i), the W process changes linearly at rate r(k,i).
Now define
U = inf{t > 0 : W (t) = 0}, (4)
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and let
ψ̂(x, (k, i)) = P (U < ∞|W (0) = x, Y (0) = (0, i)), k = 0, 1; 1 ≤ i ≤ N. (5)
Clearly, the transformation of (X,Z) into (Y,W ) does not alter the ruin probability.
Hence, we get
ψ(x, i) = ψ̂(x, (0, i)), x ≥ 0, i = 1, . . . . (6)
We also have, ψ(x, 0) = ψ(x, 1) = ψ̂(x, (0, 1)) for all x ≥ 0. Thus the problem of comput-
ing the ruin probability reduces to a first passage time problem in a standard fluid model.
Hence, following the standard route (see Kulkarni and Tzenova [2]) we get the result in
the following lemma. First, some notation: Let Q be the 2N × 2N generator matrix of
Y , R be a 2N × 2N diagonal matrix diag[r(0,1), · · · , r(0,N), r(1,1), · · · , r(1,N)], and ψ̂(x) be
a 2N × 1 column vector [ψ̂(x, (0, 1)), · · · , ψ̂(x, (0, N)), ψ̂(x, (1, 1)), · · · , ψ̂(x, (1, N))].




ψ̂(x) + Qψ̂(x) = 0, x > 0, (7)
with boundary conditions
ψ̂(0, (1, i)) = 1, i = 1, 2, ..., N. (8)
Proof. For x ≥ 0, 0 < i < N and small h > 0 we have
ψ̂(x, (0, i)) = (1− (λ + iµ)h)ψ̂(x + irh, (0, i)) + λhψ̂(x + irh, (0, i + 1))
+iµhψ̂(x + irh, (0, i− 1)) + o(h).
Hence,
−ir ψ̂(x + irh, (0, i))− ψ̂(x, (0, i))
irh
= −(λ + iµ)ψ̂(x + irh, (0, i)) + λψ̂(x + irh, (0, i + 1))
+iµψ̂(x + irh, (0, i− 1)) + o(1).
Letting h → 0 yields the desired equation. The equations for states (1, i) can be obtained
similarly assuming x > 0. The boundary condition is obvious.
Together with the boundary conditions ψ̂(0, (1, i)) = 1 for all 1 ≤ i ≤ N and ψ̂(x) → 0
as x →∞, the above system of differential equations has a unique solution, which can be
determined by the usual spectral techniques (see Kulkarni [3]). Typically, the solution
is given in terms of N exponentials, but surprisingly, a single exponential suffices for the
present problem, as given in the following theorem.
Theorem 1. The ruin probability ψ(x, i) is given by
ψ(x, i) = ρ exp(−θ(1− ρ)x), (9)
for all x ≥ 0 and i = 0, 1, . . . , N .
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ψ̂(x,N)−Nµψ̂(x, (0, N)) + Nµψ̂(x, (1, N)) = 0,
− d
dx
ψ̂(x, (1, 1))− θψ̂(x, (1, 1)) + θψ̂(x, (0, 1)) = 0,
− d
dx
ψ̂(x, (1, i))− θψ̂(x, (1, i))
+θψ̂(x, (0, i− 1)) = 0, 2 ≤ i ≤ N.
To solve the above system of differential equations we take as trial solution,
ψ̂(x, (k, i)) = φ0(x), 1 ≤ i ≤ N, k = 0, 1. (10)




φ0(x)− µφ0(x) + µφ1(x) = 0,
− d
dx
φ1(x)− θφ1(x) + θφ0(x) = 0.
These equations can be solved in closed form to get
φ0(x) = ρ exp(−θ(1− ρ)x),
φ1(x) = exp(−θ(1− ρ)x).
Hence, the required ruin probability is given by φ0(x) for all initial number of policies.
Hence, using Equation (6), we get Equation (9) for 1 ≤ i ≤ N . Finally we note that
ψ(x, 0) = ψ(x, 1), hence Equation (9) holds for i = 0 as well.
The result in Theorem 1 is remarkable: the ruin function ψ(x, i) is independent of i and
is also independent of λ > 0! Hence, we can immediately conclude the following result
for the M/MM/∞ model.
Corollary 1. In case N = ∞, the ruin probability ψ(x, i) is also given by (9) for all
x ≥ 0 and i = 0, 1, . . ..
3 The M/MPH/N/N and M/MPH/∞ Models
In this section we consider the M/MPH/N/N model. The main assumptions are the
same as in the M/MM/N/N model of the previous section, except that the claim sizes
are iid phase type random variables with parameters (α, M). Here M = [mi,j]i,j=1,2,...,K
is an invertible (or transient) generator matrix with non-positive row sums of a CTMC
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on the state space {1, 2, ..., K}, and α = [α1, α2, . . . , αK ] is a probability vector; αk is
the probability that the phase type random variable starts in state k.
As before, we transform (X,Z) into a standard fluid model (Y,W ). However, when the
W process is decreasing, the Y process keeps track of the current state of the phase type
distribution. The state space of Y is now {0, 1, · · · , K} × {1, 2, · · · , N} with transition
rates given below:
q(0,i),(0,i+1) = λ, 1 ≤ i ≤ N − 1,








Mkj, 2 ≤ i ≤ N, 1 ≤ k ≤ K.
When the Y process is in state (0, i), the W process increases at rate ir, when it is in state
(k, i), the W process changes at rate −1. Let U be as defined in Equation (4) and extend
the definition of ψ̂ of Equation (5) to k = 0, 1, ..., K. Clearly Equation (6) remains valid,
and the problem reduces to a first passage problem for the new (Y, W ) process. Now, let
Q be the (K+1)N×(K+1)N generator matrix of Y , R be a (K+1)N×(K+1)N diagonal
matrix diag[r(0,1), · · · , r(0,N), r(1,1), · · · , r(1,N), · · · , r(K,1), · · · , r(K,N)], and ψ̂(x) be a (K +
1)N×1 column vector [ψ̂(x, (0, 1)), · · · , ψ̂(x, (0, N)), · · · , ψ̂(x, (K, 1)), · · · , ψ̂(x, (K, N))].
Lemma 1 remains valid with the modified boundary conditions:
ψ̂(0, (k, i)) = 1, 1 ≤ i ≤ N, 1 ≤ k ≤ K. (11)
To solve the system of differential equations (7), we take as trial solution,
ψ̂(x, (k, i)) = φk(x), 1 ≤ i ≤ N, 0 ≤ k ≤ K. (12)
Let φ(x) = [φ1(x), ..., φk(x)]
T , where the superscript T represents the transpose. Sub-




φ0(x)− µφ0(x) + µαφ(x) = 0,
− d
dx
φ(x) + Mφ(x)−Meφ0(x) = 0.
where e is the column vector of all ones. The boundary conditions are φ(0) = e and







e−sxφ(x)dx, s > 0,
yields
−rφ0(0) + rsφ∗0 − µφ∗0 + µαφ∗ = 0,
e− sφ∗ + Mφ∗ −Meφ∗0 = 0.
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The transform φ∗0 can be solved from the above equations to obtain
φ∗0 =
rφ0(0)− µα(sI −M)−1e
rs− µ(1 + α(sI −M)−1Me) . (13)
Note that
1 + α(sI −M)−1Me = α(I + (sI −M)−1M)e = αs(sI −M)−1e,
so Equation (13) can be simplified to
φ∗0 =
rφ0(0)− µα(sI −M)−1e
s(r − µα(sI −M)−1e) . (14)
It remains to determine φ0(0). The boundary condition φ0(x) → 0 as x → ∞ implies









r − µτ ,
where we used that τ = −αM−1e. Hence, we can conclude that φ0(0) = ρ. Thus the
solution given in Equation (12) is valid. It is independent of i and of λ and N ! Thus we
get the following theorem for the M/MPH/∞ model.








· 1− (α/τ)(sI −M)
−1e
1− ρ(α/τ)(sI −M)−1e
for all s > 0 and i = 0, 1, . . .
Now, if the claim size C is phase-type distributed with parameters (α, M), the Laplace-











Hence, Theorem 2 can be rewritten as:






, s > 0, i = 0, 1, . . .
This immediately suggests a generalization to general claim size distributions. We study
this generalization in the next section.
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4 The M/MG/N/N and M/MG/∞ Models
In this section we consider the generalization of the models in the previous section
by assuming that the claim sizes are iid general non-negative random variables with
common cdf G. Let Ge be the corresponding equilibrium distribution. We shall prove
the following theorem.
Theorem 4. The Laplace transform of the ruin probability ψ(x, i) in the M/MG/∞






, s > 0, i = 0, 1, . . . (15)
To prove the above theorem, we begin with the M/MG/N/N model. The following
lemma states the integral-differential equation satisfied by ψ(x, i).
















ψ(x− u,N − 1)dG(u) = 0,
and ψ(x, 0) = ψ(x, 1).
Proof. For x ≥ 0, 1 ≤ i < N and small h > 0 we have
ψ(x, i) = (1− (λ + iµ)h)ψ(x + irh, i) + λhψ(x + irh, i + 1)
+iµh(1−G(x + irh)) + iµh
∫ x+irh
0
ψ(x + irh− u, i− 1)dG(u) + o(h).
Rearranging the terms we get
−irψ(x + irh, i)− ψ(x, i)
irh





ψ(x + irh− u, i− 1)dG(u) + o(1).
Letting h → 0 yields the desired equation; the equation for i = N can be obtained
similarly. Further, ψ(x, 0) = ψ(x, 1), since the fund level stays constant while i = 0.
9
Together with the boundary conditions ψ(x, i) → 0 as x → ∞, the above system of
integral-differential equations has a unique solution. To solve this system we take as
trial solution,
ψ(x, i) = φ(x), 0 ≤ i ≤ N.




φ(x)− µφ(x) + µ(1−G(x)) + µ
∫ x
0
φ(x− u)dG(u) = 0.




e−sxφ(x)dx, s > 0,
we obtain



























we conclude that φ(0) = ρ, and hence





, s > 0, 0 ≤ i ≤ N. (17)
Clearly, ψ∗(s, i) does not depend on i, which implies that Equation (17) is also valid for
the case of N = ∞. This completes the proof of Theorem 4.
Interestingly enough, the result in Equation (15) is the same formula as in the stan-
dard ruin problem, where the premiums come in at a constant rate r, and claims arise
according to a Poisson process with rate µ, and the claim sizes are iid with common
distribution G; see (1). In our model, the average rate at which premiums come in is
(λ/µ)r and the average rate at which claims arise is (λ/µ)µ. This might be an intuitive
explanation for the independence of our result on λ.
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The absence of the arrival rate λ in the formula for the ruin probability suggests that the
result may be valid for any arrival process. Further, it is still not clear why the initial
number of active policies does not affect the ruin probability. In the next section we
study the model with general arrivals, and show, essentially by a sample path argument,
that the result in Theorem 4 remains valid under these circumstances.
5 The G/MG/∞ Model
In this section we study the G/MG/∞ model, i.e., the new policies arrive according
to an arbitrary arrival process. All other assumptions are the same as in the previous
section: the lifetimes of policies are exponential with rate µ and the claims are iid with
common distribution G. We assume that, initially i policies are active; these policies
were issued before or at time 0. Let Sj be the time of sale (issue) of the j-th new policy
and let Cj be the size of the j-th claim. The sequences {Sj} and {Cj} are independent
of each other. The assumption of exponential lifetimes will appear to be critical in the
analysis.
Now, throughout the remainder of this section, we consider a fixed realization of the
sequence of sales epochs 0 < S1 < S2 < · · · . In Figure 3 we display a realization of the
fund level process Z, where Ej denotes the j-th inter-event time. The realization of Z is
the same as the one in Figure 1. Below we will show that the fund level process Z can
be transformed into the fund level process of the standard compound Poisson model,
yielding the same ruin probability. The transformation is first explained intuitively.
Z
t




S1 S2 S3 S4
Figure 3: Sample path of the fund level process Z with, initially, 1 active policy
At time 0 the fund increases with rate ir, and after an exponential time with rate iµ,
one of the policies will expire. The idea is to make the clock tick i times slower until
the first event, i.e., an arrival of a new policy or an active policy expires. To put it
differently, we stretch the time axis (make it i times longer) until the first event. The
result is that the fund will increase at rate r and, after an exponential time with rate
µ, one of the i active policies will expire; the first arrival is now rescheduled at time
S ′1 = iS1. Of course, slowing down time does not affect the ruin probability.
In case a policy expires before the arrival scheduled at time S ′1, say at time D, the fund
level decreases by an amount C1, and after this, i−1 active policies remain. So we adapt
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the clock again and now make it run i−1 times slower, so the fund continues to increase
with rate r and after an exponential time with rate µ one of the i− 1 remaining policies
will expire; the arrival is now rescheduled at S ′1 = D+(i−1)(iS1−D)/i. If zero policies
would remain, then we simply remove the time period up to the first arrival at S ′1 (the
fund remains constant over this period).
In the other case, a new policy arrives at time S ′1. Then we adapt the clock again and
make it run i+1 times slower, so that immediately after the arrival, the fund will continue
to increase at the same rate r, and after an exponential time with rate µ one of the i+1
active policies will expire. The next arrival is scheduled at time S ′2 = S
′
1+(i+1)(S2−S1).
Note that, in the construction outlined above, we use the memoryless property of ex-
ponentials, i.e., after an event the remaining lifetimes of the active policies are again
exponential with the same rate µ. The construction of dynamically adjusting the speed
of time is illustrated in Figure 4 for the sample shown in Figure 3. Note that the inter-




















Figure 4: The construction of dynamically adjusting the speed of time applied to the
sample path in Figure 3
The result of this construction is that the fund level process does not notice any changes
in the number of active policies! This explains why the arrival process and the initial
number are not relevant to the ruin probability. Also, the time in between subsequent
claims is always exponentially distributed with rate µ.
By formalizing the above transformation of time we prove the following theorem.
Theorem 5. For a fixed realization of the sequence of sales epochs, the ruin probability
ψ(x, i) is exactly the same as the ruin probability ψP (x) for the compound Poisson model,
the Laplace transform of which is given by (1).
To prove Theorem 5 we first need to define the time transformation formally. We map






Clearly, all time points in an interval during which X is zero are mapped to the same
point. Now define the (generalized) inverse mapping of τ as




So, if τ maps multiple time points to the same point, the inverse of τ takes the right
most time point (for which X is equal to 1). The mapping τ transforms (Z, X) into
(Z(σ), X(σ)). We first establish the following lemma.
Lemma 3. The transformed fund level process Z(σ) is stochastically identical to the
fund level process in the standard compound Poisson model.
Proof. Although the original fund level process Z is regulated by X, we will show that
the transformed process Z(σ) no longer depends on X(σ). The amount Z(σ) increases










Hence, the rate at which the fund level process Z(σ) increases is always r and the
rate at which a claim occurs is always µ, independent of X(σ). In other words, Z(σ)
is stochastically identical to the fund level process in the standard compound Poisson
model, where the fund increases at constant rate r and claims arrive according to a
Poisson stream with rate µ, the sizes of which are iid with distribution G. This proves
the lemma.
We now return to the proof of the theorem. Since the time transformation τ , which
dynamically slows down the speed of time and removes time periods during which the
fund level stays constant, has no effect on the (infinite horizon) ruin probability, we can
immediately conclude that the ruin probability in the original model is exactly the same
as in the standard compound Poisson model. This completes the proof of Theorem 5.
Clearly, the ruin probability ψ(x, i) is the same for every realization of the sales process.
Hence, we immediately obtain:
Corollary 2. For an arbitrary arrival process of new policies, the ruin probability ψ(x, i)
is exactly the same as the ruin probability ψP (x) for the compound Poisson model, the
Laplace transform of which is given by (1).
The assumption of iid exponential lifetimes is critical to Theorem 5: the result is no
longer true for non-exponential lifetimes, nor for the finite horizon ruin probability.
Note, however, that the method based on the construction of a standard Markovian




In this section we present a simple approximation of the ruin probability ψ(x, i) for
exponential lifetimes and general claim sizes; as we have seen in the previous section,
ψ(x, i) is equal to ψP (x).
Using Equation (1) we get








where s2 is the second moment of the claim size. This implies that if we want to
approximate ψP (x) by an exponential function
ψP (x) = a exp(−bx)







Note that the approximation is exact when the payout distribution is exponential. Also,
this is identical to the exponential approximation to the waiting time in an M/G/1
queue, see [1]
Below we include some numerical results demonstrating the quality of the proposed ap-
proximation. We compute the ruin probabilities for the following distributions of the
claim sizes: Exponential(1), Erlang(5, .2), Uniform over (0, 2), Constant, and Hyper-
exponential−4 with mixing probability vector [.1, .2, .3, .4] and corresponding mean vec-
tor [2, 1.5, 1, 2]. The mean claim size in each case is τ = 1; the second moment s2 is
equal to 2, 1.2, 1.33, 1 and 2.7 in these five cases. We take µ = .9, and r = 1, so that
ρ = µτ/r = .9 for all the five cases. For each case we also compute the exponential
approximation. The results are plotted in the Figure 5 for the initial reserve level x
ranging from 0 to 40. The lowest graph belongs to the constant, the next higher one to
Erlang case, the next one to the uniform case, the next one to the exponentials case,
and topmost one to the Hyperexponential case. In effect, the graphs are arranged from
bottom to top in increasing value of the second moment. It is clear from Figure 5 that
the exponential approximation works very well.
The relative error (exact ruin probability minus the exponential approximation) in using
the exponential approximation in place of exact calculation is plotted in Figure 6. Clearly
the approximation is exact in the exponential case. The lowest graph corresponds to the
Hyperexponential case, the next one to the Erlang case, the next one to the constant
case and the topmost one to the uniform case.
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Figure 5: Ruin probabilities and their approximation for different claim size distributions












In this paper we have studied a problem faced by a company that sells life insurance
policies. The sales occur according to a general process, the lifetimes of the individual
policies are iid exponential(µ) random variables during which each policy-holder pays
premiums at a common fixed rate r, the pay-outs at the expiry of the policies are iid
random variables with common distribution G. We assume the net profit condition and
compute the infinite horizon ruin probability starting with a given reserve level and a
given number of policies. We have shown two surprising results: (1) the ruin probability
is independent of the arrival process and the initial number of policies, and (2) the ruin
probability is the same as in the standard model where the premiums accumulate a fixed
rate r, and the claims occur according to a Poisson process with rate µ, and the claim
sizes are iid with common distribution G. These results are valid for any arbitrary sales
process!
The crucial assumption is the exponential distribution of lifetimes. The results are no
longer true for non-exponential lifetimes, nor for the finite horizon ruin probability. It
should be noted, however, that the construction of standard Markovian fluid models,
as presented in Section 2 and 3, can also be applied to compute the finite horizon ruin
probability.
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