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Implementation of Visual SLAM using optical ow esti-
mated by correlation image sensor
Keiji SAKAYOSHI
Recently，technology of understand the surrounding situation using vehicle
mounted camera for automotive driving support is actively reseached．There is
technolgy of simultaneously estimating 3D map and self-motion / self-position by
correspondence relation of feture points included in the image group obtained from
image sensor called Visual SLAM(Visual Simultaneous Localization and Mapping)．
However，the image obtain from vehicle mounted camera at high speed occurs the
motion blur．It becomes dicult to detect feture points from blured image，and as a
result searching for correspondence relation of feture points between the previous frame
and the next frame becomes dicult．Since Visual SLAM estimates self motions and
the like from correspondence relation of feture points between the previous frame and
the next frame，the problem of searching for correspondence relation of feture points
by motion blur is a big problem．
So in this research Visual SLAM that avoids the problem of searching for cor-
respondence relation of feture points is implemented by correlation image sensor and
its optical ow detection．Correlation image sensor can observe the time variation of
the incident light by calculate the time correlation calulation of the incident light and
the reference signal during the exposure time，therefore it can obtain optical ow that
avoids the problem of searching for correspondence relation of feture points．
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This research implements Visual SLAM that avoids the problem of searching for
correspondence relation of feture points by correlation image sensor and its optical ow
detection．
Future tasks are to improve the program of total variation and to estimate 3D map
includeing the moving object．
key words correlation image sensor，optical ow，Visual SLAM
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f(x; y; t) + v
@
@y
f(x; y; t) +
@
@t
f(x; y; t) = 0 (2.3)
ここで，未知数 u，v を u = @x@t，v = @y@t と置き，式を整理するため @@xf(x; y; t) =
fx(x; y; t)， @@yf(x; y; t) = fy(x; y; t)， @@tf(x; y; t) = ft(x; y; t)とすると式 2.3は，












ufx + vfy + ft = 0，8t
$
Z
(ufx + vfy + ft)!(t)dt = 0，8!(t) (2.5)
であり，荷重関数 !(t)として完備な関数系を選択すれば同値である．








f(x; y; t)e jn!tdt (2.6)
























= [f(x; y; t)]T0 + jn!gn! (2.9)
式 2.7，式 2.8，式 2.9をまとめるとオプティカルフロー積分方程式は式 2.10となる．
(u@x + v@y)gn! + [f(x; y; t)]
T
0 + jn!gn! = 0 (2.10)
ここで未知数は，速度 u，v と実数の積分境界値 [f(x; y; t)]T0 であり，複素の方程式である
n = 0，1を連立させて積分境界値を消去すると，式 2.11となる．




@xRe[g!   g0] @yRe[g!   g0]



























となる．この式 2.13から，各画素で成立する速度 u，v を得ることができる．
式 2.13 から微小領域で u，v が一様であれば，Hx = @xH，Hy = @yH，Kx = @xK，














= Sxxu+ Sxyv + Sx = 0 (2.15)
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このままでは簡単に解くことができないため，補助変数 u0，v0 を導入し，パラメタ  を





















反復により u，v と u0，v0 を交互に更新しこの最小化問題を解く．












(v   v0)( 1) + (u0Hx + v0Hy + h)Hy + (u0Kx + v0Ky + k)Ky = 0 (2.21)
より
　
0 = u0   u+ ((H2x +K2x)u0 + (HxHy +KxKy)v0 +Hxh+Kxk) (2.22)
0 = v0   v + ((HxHy +KxKy)u0 + (H2y +K2y)v0 +Hyh+Kyk) (2.23)
から，
"
1 + (H2x +K
2
x) (HxHy +KxKy)






































(u  u0)  r・p = 0 (2.27)
を得る．ここで p = rujruj と置いた．同様に v についても q = rvjrvj を用いて，
u = u0 + r・p (2.28)
v = v0 + r・q (2.29)
p，q は，文献 [4]に従って，
pn+1 =
pn + r(u0 + r・pn)
1 +  jr(u0 + r・pn)j (2.30)
qn+1 =
qn + r(v0 + r・qn)























































































E = Udiag(1，1，0)V T (3.2)
に分解できる．ただし，

























ここで，f は焦点距離，P は物体の 3次元位置，xl，xr は画像座標系の座標，T はイメー



















の 3次元位置を同時座標で ~X とするとき，透視投影行列 P を使って以下のように表す [11]．
~x = P ~X = A[Rjt] ~X (3.10)
ここで，Aはカメラの内部パラメータである．
見つかった特徴点の位置とカメラの回転行列と並進ベクトルを用いて求められた理想的な
特徴点の投影位置の差が小さくなるよう自己運動を求める．そのため，特徴点 i の 3 次元
座標を同時座標で ~Xi，回転行列 Rと並進ベクトル tが与えられたときの画像上の投影位置
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図 4.11 得られたオプティカルフロー（左）と 3次元位置推定の結果（右）
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