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Abstract
The unified transform method (UTM) for analyzing initial-boundary value (IBV) prob-
lems provides an important generalization of the inverse scattering transform (IST) method
for analyzing initial value problems. In comparison with the IST, a major difficulty of the
implementation of the UTM in general is the involvement of unknown boundary values. In
this paper we analyze the IBV problem for the massive Thirring model posed in the quar-
ter plane. We show for this integrable model, the UTM is as effective as the IST method:
the Riemann-Hilbert (RH) problems we formulated for such a problem have explicit (x, t)-
dependence and depend only on the given initial and boundary values; they do not involve
additional unknown boundary values.
Keywords: massive Thirring system, initial-boundary value problem, unified transform
method, inverse scattering transform.
1 Introduction
The massive Thirring (MT) model, as an important solvable quantum field theory model, was
introduced by Thirring in 1958 [1]. In the laboratory coordinates, this model can be written in
the form
i(ut + ux) + v + |v|
2u = 0,
i(vt − vx) + u+ |u|
2v = 0.
(1.1)
It was established in [2,3] that (1.1) is integrable: it is the compatibility condition of the following
pair of linear spectral problems (called Lax pair)
ϕx −
i
4
(λ2 − λ−2)[σ3, ϕ] = Qϕ, (1.2a)
ϕt −
i
4
(λ2 + λ−2)[σ3, ϕ] = Pϕ, (1.2b)
1
2where
σ3 =
(
1 0
0 −1
)
,
Q =
i
4
(
|u|2 − |v|2
)
σ3 −
iλ
2
(
0 v¯
v 0
)
+
i
2λ
(
0 u¯
u 0
)
,
P = −
i
4
(
|u|2 + |v|2
)
σ3 −
iλ
2
(
0 v¯
v 0
)
−
i
2λ
(
0 u¯
u 0
)
.
(1.3)
The MT system (1.1) has been studied by numerous authors from different points of view (for
example, see [3–18] and references therein). In particular, the inverse scattering transform (IST)
for the initial value problem of the MT system was presented in [3–7] and was recently studied
in [17].
The purpose of this paper is to study the initial-boundary value (IBV) problem for the MT
system (1.1) posed in the quarter plane
{
(x, t) ∈ R2 | 0 ≤ x <∞, 0 ≤ t <∞
}
. We assume the
initial and Dirichlet boundary conditions are prescribed:
u(x, 0) = u0(x), v(x, 0) = v0(x), 0 ≤ x <∞,
u(0, t) = g0(t), v(0, t) = h0(t), 0 ≤ t <∞,
(1.4)
where u0(x), v0(x), g0(t) and h0(t) are given functions of Schwartz class, and they are compatible
at x = t = 0, i.e. u0(0) = g0(0) and v0(0) = h0(0).
The method we employ in the present paper is the unified transform method (UTM), which
was presented by Fokas [21, 22]. This method provides an important generalization of the IST
formalism from initial value problems to IBV problems. The UTM has been used extensively in
the literature for analyzing IBV problems for integrable nonlinear evolution equations; see for
example [23–37] and references therein. The implementation of this method to the IBV problem
of an integrable PDE yields the solution in terms of the solution of a matrix Riemann-Hilbert
(RH) problem, which is formulated via certain functions called spectral functions. In comparison
with the IST, a major difficulty of this problem in general is that the corresponding RH problem
involves unknown boundary values. For example, when the UTM is applied to the nonlinear
Schro¨dinger (NLS) equation in the quarter plane, one needs both the Dirichlet and the Neumann
boundary values to define the corresponding RH problem. Thus one needs to characterize the
unknown boundary values through the given initial and boundary data. However, for the IBV
problem of the MT system, we find that the UTM is as effective as the IST: by performing
the simultaneous spectral analysis of the associated Lax pair, we can express the solution of
the IBV problem of the MT system through the solution of a 2 × 2 matrix RH problem. This
RH problem has explicit (x, t)-dependence and is defined only in terms of the given initial data
3(u0(x), v0(x)) and Dirichlet boundary values (g0(t), h0(t)); this RH problem does not involve
additional unknown boundary values.
We note that the Lax pair (1.2) involves rational dependence on the spectral parameter
λ. For convenience of performing spectral analysis, we transform both parts of (1.2) to two
equivalent forms. Thus we derive two RH problems for the IBV problem of the MT system: one
problem is convenient for recovering the component u as λ → 0, whereas the other problem is
convenient for recovering the component v as λ→∞. This idea is borrowed from papers [6,17]
in which a similar strategy was used to study the IST for the MT system.
The main results of this paper are stated in Theorem 1 and Theorem 2. The plan of this
paper is as follows. In section 2, we transform the Lax pair (1.2) to two equivalent forms which
are convenient for performing the spectral analysis. In section 3, we consider the direct part of
this problem: we assume a solution exists. By performing the spectral analysis of the two Lax
pairs presented in section 2, we formulate two RH problems and we express the solution of the
problem in terms of the solutions of these two RH problems. In section 4, we study the inverse
part of the problem: we prove that the expressions for the solution constructed in section 3
do indeed satisfy the MT system as well as the given initial-boundary conditions. We discuss
further our results in section 5. A few details on the derivations of some results are presented
in appendices.
2 Transformations of the Lax pair
Following [17], we transform the Lax pair (1.2) with the spectral parameter λ to two equivalent
forms: one, with the new spectral parameter k, is suitable to study the behaviour for λ near
origin, and the other one, with the new spectral parameter z, is suitable to study the behaviour
for λ near infinity. More precisely, we introduce the following two transformations
Φ = T (λ;u)ϕ, T (λ;u) =
(
1 0
u λ−1
)
, (2.1)
Ψ = T (λ;u)ϕ, T (λ;u) =
(
1 0
v λ
)
, (2.2)
and we introduce the new spectral parameters
k , λ−2, z , λ2. (2.3)
4After straightforward calculations, we find that the transformation (2.1) maps the Lax pair (1.2)
to
Φx −
i
4
(k−1 − k)[σ3,Φ] = UΦ, (2.4a)
Φt −
i
4
(k−1 + k)[σ3,Φ] = V Φ, (2.4b)
with
U =
(
− i4
(
|u|2 + |v|2
)
i
2 u¯
ux −
i
2u|v|
2 − i2v
i
4
(
|u|2 + |v|2
) )+ i
2k
(
uv¯ −v¯
u+ u2v¯ −uv¯
)
, U1 +
i
2k
U2,
V =
(
i
4
(
|u|2 − |v|2
)
− i2 u¯
ut −
i
2u|v|
2 − i2v −
i
4
(
|u|2 − |v|2
) )+ i
2k
(
uv¯ −v¯
u+ u2v¯ −uv¯
)
, V1 +
i
2k
U2;
(2.5)
whereas the transformation (2.2) maps the Lax pair (1.2) to
Ψx −
i
4
(z − z−1)[σ3,Ψ] = UΨ, (2.6a)
Ψt −
i
4
(z + z−1)[σ3,Ψ] = VΨ, (2.6b)
with
U =
(
i
4
(
|u|2 + |v|2
)
− i2 v¯
vx +
i
2 |u|
2v + i2u −
i
4
(
|u|2 + |v|2
) )− i
2z
(
u¯v −u¯
v + u¯v2 −u¯v
)
, U1 −
i
2z
U2,
V =
(
− i4
(
|u|2 − |v|2
)
− i2 v¯
vt −
i
2 |u|
2v − i2u
i
4
(
|u|2 − |v|2
) )+ i
2z
(
u¯v −u¯
v + u¯v2 −u¯v
)
, V1 +
i
2z
U2.
(2.7)
3 Direct part of the problem
We assume that a solution (u(x, t), v(x, t)) exists and has sufficient smoothness and decay. By
performing the simultaneous spectral analysis of the Lax pair (2.4) and (2.6) respectively, we
will formulate two 2×2 matrix RH problems: one problem is formulated in the complex k-plane
and the other problem is formulated in the complex z-plane. Each RH problem has explicit
(x, t)-dependence and is uniquely defined in terms of two sets of functions referred to as spectral
functions. The first set of functions is defined in terms of the initial data (u0(x), v0(x)), whereas
the remaining set is defined in terms of the Dirichlet boundary values (g0(t), h0(t)). We will
express (u(x, t), v(x, t)) in terms of the solutions of both RH problems. The first expression is
convenient for the reconstruction of the component u(x, t) and the second one is convenient for
the reconstruction of the component v(x, t).
53.1 Eigenfunctions
For known (u(x, t), v(x, t)), the Lax pair (2.4) can be considered as two linear equations for
Φ(x, t, k). Similarly, the Lax pair (2.6) can be considered as two linear equations for Ψ(x, t, z).
We want to construct respectively sectionally holomorphic solutions Φ(x, t, k) and Ψ(x, t, z) in
terms of (u(x, t), v(x, t)).
3.1.1 Eigenfunctions {Φj(x, t, k)}
3
1
We define three different eigenfunctions {Φj(x, t, k)}
3
1 as simultaneous solutions of both parts of
the Lax pair (2.4) with normalization at (x, t) = (0,∞), at (x, t) = (0, 0), and at (x, t) = (∞, t),
respectively. These eigenfunctions are given by the following linear integral equations:
Φ1(x, t, k) =I +
∫ x
0
e
i
4
[(k−1−k)(x−ξ)]σˆ3 (U(ξ, t, k)Φ1(ξ, t, k)) dξ
−
∫ ∞
t
e
i
4
[(k−1−k)x+(k−1+k)(t−τ)]σˆ3 (V (0, τ, k)Φ1(0, τ, k)) dτ,
Φ2(x, t, k) =I +
∫ x
0
e
i
4
[(k−1−k)(x−ξ)]σˆ3 (U(ξ, t, k)Φ2(ξ, t, k)) dξ
+
∫ t
0
e
i
4
[(k−1−k)x+(k−1+k)(t−τ)]σˆ3 (V (0, τ, k)Φ2(0, τ, k)) dτ,
Φ3(x, t, k) =I −
∫ ∞
x
e
i
4
[(k−1−k)(x−ξ)]σˆ3 (U(ξ, t, k)Φ3(ξ, t, k)) dξ.
(3.1)
For each j = 1, 2, 3, we denote by ΦLj (x, t, k) and Φ
R
j (x, t, k) the first and second columns of
Φj(x, t, k), respectively. We introduce the domains in the complex k-plane as follows (see figure
1)
D1 = {k ∈ C, |k| < 1 ∩ Im k > 0} ,
D2 = {k ∈ C, |k| > 1 ∩ Im k > 0} ,
D3 = {k ∈ C, |k| > 1 ∩ Im k < 0} ,
D4 = {k ∈ C, |k| < 1 ∩ Im k < 0} ,
D− = {k ∈ C, Im k < 0} ,
D+ = {k ∈ C, Im k > 0} ,
(3.2)
and we denote byDj , j = 1, 2, 3, 4, andD± the closure of the above domains. The eigenfunctions
{Φj(x, t, k)}
3
1 are bounded and analytic in the following domains:
ΦL1 (x, t, k) : k ∈ D2; Φ
R
1 (x, t, k) : k ∈ D3;
ΦL2 (x, t, k) : k ∈ D1; Φ
R
2 (x, t, k) : k ∈ D4;
ΦL3 (x, t, k) : k ∈ D−; Φ
R
3 (x, t, k) : k ∈ D+.
(3.3)
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Figure 1: The domains {Dj}
4
1
and contour L in
the complex k-plane.
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Figure 2: The domains {Dj}
4
1
and contour L in
the complex z-plane.
We can derive the following asymptotic behavior (see appendix A for details), for j = 1, 2, 3,
Φj(x, t, k) =
 (Φ0j)11 0
0
(
Φ0j
)22
+ 1
k
 (Φ1j)11 (Φ1j)12(
Φ1j
)21 (
Φ1j
)22
+O( 1
k2
), k →∞, (3.4)
where
(
Φ03
)11
= exp
(
i
4
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
, (3.5a)
(
Φ02
)11
= exp
(
−
i
4
∫ x
0
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ +
i
4
∫ t
0
(
|u(0, τ)|2 − |v(0, τ)|2
)
dτ
)
, (3.5b)
(
Φ01
)11
= exp
(
−
i
4
∫ x
0
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ −
i
4
∫ ∞
t
(
|u(0, τ)|2 − |v(0, τ)|2
)
dτ
)
, (3.5c)(
Φ0j
)22
=
1(
Φ0j
)11 , j = 1, 2, 3, (3.5d)
(
Φ1j
)12
= u¯
(
Φ0j
)22
, j = 1, 2, 3, (3.5e)(
Φ1j
)21
=
(
2iux + u|v|
2 + v
) (
Φ0j
)11
= −
(
2iut + u|v|
2 + v
) (
Φ0j
)11
, j = 1, 2, 3. (3.5f)
3.1.2 Eigenfunctions {Ψj(x, t, z)}
3
1
We define three different eigenfunctions {Ψj(x, t, z)}
3
1 as simultaneous solutions of both parts of
the Lax pair (2.6) with normalization at (x, t) = (0,∞), at (x, t) = (0, 0), and at (x, t) = (∞, t),
7respectively. These eigenfunctions satisfy the following linear integral equations:
Ψ1(x, t, z) =I +
∫ x
0
e
i
4
[(z−z−1)(x−ξ)]σˆ3 (U(ξ, t, z)Ψ1(ξ, t, z)) dξ
−
∫ ∞
t
e
i
4
[(z−z−1)x+(z+z−1)(t−τ)]σˆ3 (V(0, τ, z)Ψ1(0, τ, z)) dτ,
Ψ2(x, t, z) =I +
∫ x
0
e
i
4
[(z−z−1)(x−ξ)]σˆ3 (U(ξ, t, z)Ψ2(ξ, t, z)) dξ
+
∫ t
0
e
i
4
[(z−z−1)x+(z+z−1)(t−τ)]σˆ3 (V(0, τ, z)Ψ2(0, τ, z)) dτ,
Ψ3(x, t, z) =I −
∫ ∞
x
e
i
4
[(z−z−1)(x−ξ)]σˆ3 (U(ξ, t, z)Ψ3(ξ, t, z)) dξ.
(3.6)
As before, we denote by ΨLj (x, t, z) and Ψ
R
j (x, t, z) the first and second columns of Ψj(x, t, z),
respectively. We introduce the domains in the complex z-plane as follows (see figure 2)
D1 = {z ∈ C, |z| > 1 ∩ Im z < 0} ,
D2 = {z ∈ C, |z| < 1 ∩ Im z < 0} ,
D3 = {z ∈ C, |z| < 1 ∩ Im z > 0} ,
D4 = {z ∈ C, |z| > 1 ∩ Im z > 0} ,
D+ = {z ∈ C, Im z > 0} ,
D− = {z ∈ C, Im z < 0} ,
(3.7)
and we denote by Dj , j = 1, 2, 3, 4, and D± the closure of these domains. The eigenfunctions
{Ψj(x, t, z)}
3
1 are bounded and analytic in the following domains:
ΨL1 (x, t, z) : z ∈ D2; Ψ
R
1 (x, t, z) : z ∈ D3;
ΨL2 (x, t, z) : z ∈ D1; Ψ
R
2 (x, t, z) : z ∈ D4;
ΨL3 (x, t, z) : z ∈ D+; Ψ
R
3 (x, t, z) : z ∈ D−.
(3.8)
With a similar derivation as shown in appendix A, we find the following asymptotic behavior,
for j = 1, 2, 3,
Ψj(x, t, z) =
 (Ψ0j)11 0
0
(
Ψ0j
)22
+ 1
z
 (Ψ1j)11 (Ψ1j)12(
Ψ1j
)21 (
Ψ1j
)22
+O( 1
z2
), z →∞, (3.9)
8where (
Ψ03
)11
= exp
(
−
i
4
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
,
(
Ψ02
)11
= exp
(
i
4
∫ x
0
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ −
i
4
∫ t
0
(
|u(0, τ)|2 − |v(0, τ)|2
)
dτ
)
,
(
Ψ01
)11
= exp
(
i
4
∫ x
0
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ +
i
4
∫ ∞
t
(
|u(0, τ)|2 − |v(0, τ)|2
)
dτ
)
,(
Ψ0j
)22
=
1(
Ψ0j
)11 , j = 1, 2, 3,
(
Ψ1j
)12
= v¯
(
Ψ0j
)22
, j = 1, 2, 3,(
Ψ1j
)21
=
(
−2ivx + |u|
2v + u
) (
Ψ0j
)11
= −
(
2ivt + |u|
2v + u
) (
Ψ0j
)11
, j = 1, 2, 3.
(3.10)
3.2 Spectral functions
3.2.1 Spectral functions in the complex k-plane
Since the matrices {Φj(x, t, k)}
3
1 satisfy the same linear equations (2.4), they are related:
Φ3(x, t, k) = Φ2(x, t, k)e
θ(x,t,k)σˆ3s(k), (3.11a)
Φ1(x, t, k) = Φ2(x, t, k)e
θ(x,t,k)σˆ3S(k), (3.11b)
where
θ(x, t, k) =
i
4
(
(k−1 − k)x+ (k−1 + k)t
)
. (3.12)
The matrices U and V in (2.4) are traceless, this implies
detΦj(x, t, k) = 1, j = 1, 2, 3.
Thus
det s(k) = detS(k) = 1. (3.13)
Evaluating equations (3.11) at x = t = 0, we find
s(k) = Φ3(0, 0, k), (3.14a)
S(k) = Φ1(0, 0, k). (3.14b)
We introduce the following notations:
s(k) =
(
a˜(k) b(k)
b˜(k) a(k)
)
, (3.15a)
S(k) =
(
A˜(k) B(k)
B˜(k) A(k)
)
. (3.15b)
9From equations (3.4), (3.5) and (3.14), we find that:
a(k) = exp
(
−
i
4
∫ ∞
0
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
+O(
1
k
), b(k) = O(
1
k
), k →∞, k ∈ D+;
a˜(k) = exp
(
i
4
∫ ∞
0
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
+O(
1
k
), b˜(k) = O(
1
k
), k →∞, k ∈ D−;
A(k) = exp
(
i
4
∫ ∞
0
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
+O(
1
k
), B(z) = O(
1
k
), k →∞, k ∈ D1 ∪D3;
A˜(k) = exp
(
−
i
4
∫ ∞
0
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
+O(
1
k
), B˜(z) = O(
1
k
), k →∞, k ∈ D2 ∪D4.
(3.16)
Using symmetry properties of Q and P , we can deduce that, if ϕ(x, t, λ) solves (1.2), then so
does σ2ϕ(x, t, λ¯)σ2, where σ2 =
(
0 −1
1 0
)
. Using this fact and the transform (2.1), we find, if
Φj(x, t, k), j = 1, 2, 3, solves (2.4), then so does GΦj(x, t, k¯)Cj, where
G =
(
u¯ −1
k + |u|2 −u
)
,
C1 = C3 = k
−1
(
0 1
−k 0
)
,
C2 = k
−1
(
−u0(0)e
−2θ(x,t,k) 1
−k − |u0(0)|
2 u¯0(0)e
2θ(x,t,k)
)
.
(3.17)
Moreover, for each j = 1, 2, 3, GΦj(x, t, k¯)Cj satisfies the same normalized condition as that for
Φj(x, t, k). The uniqueness of normalized solutions implies that
Φj(x, t, k) = GΦj(x, t, k¯)Cj, j = 1, 2, 3, (3.18)
where G and Cj are defined by (3.17). Using equations (3.14) and (3.18), we find the following
symmetry relations
a˜(k) = a(k¯)− u¯0(0)b(k¯), (3.19a)
b˜(k) = u0(0)a(k¯)− b(k¯)
(
k + |u0(0)|
2
)
, (3.19b)
A˜(k) = A(k¯)− u¯0(0)B(k¯), (3.19c)
B˜(k) = u0(0)A(k¯)−B(k¯)
(
k + |u0(0)|
2
)
. (3.19d)
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3.2.2 Spectral functions in the complex z-plane
Since the matrices {Ψj(x, t, z)}
3
1 satisfy the same linear equations (2.6), they are related:
Ψ3(x, t, z) = Ψ2(x, t, z)e
ϑ(x,t,z)σˆ3s(z), (3.20a)
Ψ1(x, t, z) = Ψ2(x, t, z)e
ϑ(x,t,z)σˆ3S(z), (3.20b)
where
ϑ(x, t, z) =
i
4
(
(z − z−1)x+ (z + z−1)t
)
. (3.21)
The matrices U and V in (2.6) are traceless, this implies detΨj(x, t, z) = 1, j = 1, 2, 3, and thus
det s(z) = detS(z) = 1. (3.22)
Evaluating equations (3.20) at x = t = 0, we find
s(z) = Ψ3(0, 0, z), (3.23a)
S(z) = Ψ1(0, 0, z). (3.23b)
We introduce the following notations:
s(z) =
(
a˜(z) b(z)
b˜(z) a(z)
)
, (3.24a)
S(z) =
(
A˜(z) B(z)
B˜(z) A(z)
)
. (3.24b)
From equations (3.9) and (3.23), we find
a(z) = exp
(
i
4
∫ ∞
0
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
+O(
1
z
), b(z) = O(
1
z
), z →∞, z ∈ D−;
a˜(z) = exp
(
−
i
4
∫ ∞
0
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
+O(
1
z
), b˜(z) = O(
1
z
), z →∞, z ∈ D+;
A(z) = exp
(
−
i
4
∫ ∞
0
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
+O(
1
z
), B(z) = O(
1
z
), z →∞, z ∈ D1 ∪ D3;
A˜(z) = exp
(
i
4
∫ ∞
0
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
+O(
1
z
), B˜(z) = O(
1
z
), z →∞, z ∈ D2 ∪ D4.
(3.25)
Similar with the case of the functions {Φj(x, t, k)}
3
1, we find the following symmetry relations
for {Ψj(x, t, z)}
3
1:
Ψj(x, t, z) = GΨj(x, t, z¯)Cj , j = 1, 2, 3, (3.26)
11
where
G =
(
z−1v¯ −z−1
1 + z−1|v|2 −z−1v
)
,
C1 = C3 =
(
0 1
−z 0
)
,
C2 =
(
−v0(0)e
−2ϑ(x,t,z) 1
−z − |v0(0)|
2 v¯0(0)e
2ϑ(x,t,z)
)
.
(3.27)
Equations (3.23) and (3.26) imply the following symmetry relations:
a˜(z) = a(z¯)− v¯0(0)b(z¯), (3.28a)
b˜(z) = v0(0)a(z¯)− b(z¯)
(
z + |v0(0)|
2
)
, (3.28b)
A˜(z) = A(z¯)− v¯0(0)B(z¯), (3.28c)
B˜(z) = v0(0)A(z¯)− B(z¯)
(
z + |v0(0)|
2
)
. (3.28d)
3.3 Riemann-Hilbert problems
3.3.1 Riemann-Hilbert problem in the complex k-plane
We define the matrices M+(x, t, k) and M−(x, t, k) as follows:
M+(x, t, k) =

E(x, t)
(
ΦL
2
(x,t,k)
a(k) ,Φ
R
3 (x, t, k)
)
, k ∈ D1,
E(x, t)
(
ΦL3 (x, t, k),
ΦR
1
(x,t,k)
d˜(k)
)
, k ∈ D3,
M−(x, t, k) =

E(x, t)
(
ΦL
1
(x,t,k)
d(k) ,Φ
R
3 (x, t, k)
)
, k ∈ D2,
E(x, t)
(
ΦL3 (x, t, k),
ΦR
2
(x,t,k)
a˜(k)
)
, k ∈ D4,
(3.29)
where
d(k) = a(k)A˜(k)− b(k)B˜(k), d˜(k) = a˜(k)A(k) − b˜(k)B(k), (3.30)
and
E(x, t) = diag
(
exp
(
−
i
4
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
, exp
(
i
4
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
))
.(3.31)
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From (3.4), (3.16) and (3.29), we find
M(x, t, k) = I +M1(x, t)
1
k
+O(
1
k2
), k →∞, (3.32)
where the (1, 2)-entry and (2, 1)-entry of the matrix M1(x, t) are given by
M121 (x, t) = u¯ exp
(
−
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
,
M211 (x, t) =
(
2iux + u|v|
2 + v
)
exp
(
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
.
(3.33)
By direct algebraic manipulations, equations (3.11) can be rewritten in the form of the jump
condition of a RH problem:
M−(x, t, k) =M+(x, t, k)J(x, t, k), k ∈ L, (3.34)
where the jump matrix J(x, t, k) and the oriented contour L = L1 ∪L2 ∪L3 ∪L4 are defined as
follows
J(x, t, k) =

J1(x, t, k), k ∈ D1 ∩D2 , L1,
J2(x, t, k), k ∈ D2 ∩D3 , L2,
J3(x, t, k), k ∈ D3 ∩D4 , L3,
J4(x, t, k), k ∈ D1 ∩D4 , L4,
(3.35)
J1 = e
θ(x,t,k)σˆ3
(
1 0
Γ(k) 1
)
,
J3 = e
θ(x,t,k)σˆ3
(
1 −Γ˜(k)
0 1
)
,
J4 = e
θ(x,t,k)σˆ3
(
1 −γ(k)
γ˜(k) 1− γ(k)γ˜(k)
)
,
J2 = J3J
−1
4 J1,
(3.36)
with
γ(k) =
b(k)
a˜(k)
, k ∈ R; γ˜(k) =
b˜(k)
a(k)
, k ∈ R;
Γ(k) =
B˜(k)
a(k)d(k)
, k ∈ D2; Γ˜(k) =
B(k)
a˜(k)d˜(k)
, k ∈ D3.
(3.37)
See figure 1 for the contour L for this RH problem.
Assume that
13
• a(k) has at most n simple zeros {kj}
n
1 , n = n1+n2, where kj ∈ D1, j = 1, · · · , n1; kj ∈ D2,
j = n1+1, · · · , n1+n2. a˜(k) has at most n˜ simple zeros {k˜j}
n˜
1 , n˜ = n˜1+n˜2, where k˜j ∈ D4,
j = 1, · · · , n˜1; k˜j ∈ D3, j = n˜1 + 1, · · · , n˜1 + n˜2.
• d(k) has at most K simple zeros {κj}
K
1 , where κj ∈ D2, j = 1, · · · ,K. d˜(k) has at most
K˜ simple zeros {κ˜j}
K˜
1 , where κ˜j ∈ D3, j = 1, · · · , K˜.
• None of the zeros of a(k) for k ∈ D2 coincides with any of the zeros of d(k). None of the
zeros of a˜(k) for k ∈ D3 coincides with any of the zeros of d˜(k).
From (3.11) and (3.29), we find the following residues conditions:
Resk=kjM
L(x, t, k) =
e−2θ(x,t,kj)
a˙(kj)b(kj)
MR(x, t, kj), j = 1, · · · , n1, (3.38a)
Res
k=k˜j
MR(x, t, k) =
e2θ(x,t,k˜j)
˙˜a(k˜j )˜b(k˜j)
ML(x, t, k˜j), j = 1, · · · , n˜1, (3.38b)
Resk=κjM
L(x, t, k) =
B˜(κj)e
−2θ(x,t,κj)
a(κj)d˙(κj)
MR(x, t, κj), j = 1, · · · ,K, (3.38c)
Resk=κ˜jM
R(x, t, k) =
B(κ˜j)e
2θ(x,t,κ˜j)
a˜(κ˜j)
˙˜
d(κ˜j)
ML(x, t, κ˜j), j = 1, · · · , K˜, (3.38d)
where θ(x, t, kj) =
i
4
(
(k−1j − kj)x+ (k
−1
j + kj)t
)
and a˙(k) = da
dk
.
Finally, we note that the asymptotic behavior (3.32) with (3.33) implies the following ex-
pressions for u(x, t) and v(x, t) in terms of M(x, t, k):
u¯ exp
(
−
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
= lim
k→∞
(
kM12(x, t, k)
)
,
(
2iux + u|v|
2 + v
)
exp
(
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
= lim
k→∞
(
kM21(x, t, k)
)
,
(3.39)
where the subscripts 12 and 21 denote the (1, 2)-entry and (2, 1)-entry of a matrix.
3.3.2 Riemann-Hilbert problem in the complex z-plane
We define the matrices M+(x, t, z) and M−(x, t, z) as follows:
M+(x, t, z) =

E(x, t)
(
ΨL
2
(x,t,z)
a(z) ,Ψ
R
3 (x, t, z)
)
, z ∈ D1,
E(x, t)
(
ΨL3 (x, t, z),
ΨR
1
(x,t,z)
α˜(z)
)
, z ∈ D3,
M−(x, t, z) =

E(x, t)
(
ΨL
1
(x,t,z)
α(z) ,Ψ
R
3 (x, t, z)
)
, z ∈ D2,
E(x, t)
(
ΨL3 (x, t, z),
ΨR
2
(x,t,z)
a˜(z)
)
, z ∈ D4,
(3.40)
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where
α(z) = a(z)A˜(z) − b(z)B˜(z), α˜(z) = a˜(z)A(z) − b˜(z)B(z), (3.41)
and
E(x, t) = diag
(
exp
(
i
4
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
, exp
(
−
i
4
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
))
.(3.42)
From (3.9), (3.25) and (3.40), we find
M(x, t, z) = I +M1(x, t)
1
z
+O(
1
z2
), z →∞, (3.43)
where the (1, 2)-entry and (2, 1)-entry of the matrix M1(x, t) are given by
M121 (x, t) = v¯ exp
(
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
,
M211 (x, t) =
(
−2ivx + |u|
2v + u
)
exp
(
−
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
.
(3.44)
By direct algebraic manipulations, equations (3.20) can be rewritten in the form of the jump
condition of a RH problem:
M−(x, t, z) =M+(x, t, z)J (x, t, z), z ∈ L, (3.45)
where the jump matrix J (x, t, z) and the oriented contour L = L1 ∪L2 ∪L3 ∪L4 are defined as
follows
J (x, t, z) =

J1(x, t, z), z ∈ D1 ∩ D2 , L1,
J2(x, t, z), z ∈ D2 ∩ D3 , L2,
J3(x, t, z), z ∈ D3 ∩ D4 , L3,
J4(x, t, z), z ∈ D1 ∩ D4 , L4,
(3.46)
J1 = e
ϑ(x,t,z)σˆ3
(
1 0
R(z) 1
)
,
J3 = e
ϑ(x,t,z)σˆ3
(
1 −R˜(z)
0 1
)
,
J4 = e
ϑ(x,t,z)σˆ3
(
1 −r(z)
r˜(z) 1− r(z)r˜(z)
)
,
J2 = J3J
−1
4 J1,
(3.47)
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with
r(z) =
b(z)
a˜(z)
, z ∈ R; r˜(z) =
b˜(z)
a(z)
, z ∈ R;
R(z) =
B˜(z)
a(z)α(z)
, z ∈ D2; R˜(z) =
B(z)
a˜(z)α˜(z)
, z ∈ D3.
(3.48)
See figure 2 for the contour L for this RH problem.
Assume that
• a(z) has at most m simple zeros {zj}
m
1 , m = m1 + m2, where zj ∈ D1, j = 1, · · · ,m1;
zj ∈ D2, j = m1+1, · · · ,m1+m2. a˜(z) has at most m˜ simple zeros {z˜j}
m˜
1 , m˜ = m˜1+ m˜2,
where z˜j ∈ D4, j = 1, · · · , m˜1; z˜j ∈ D3, j = m˜1 + 1, · · · , m˜1 + m˜2.
• α(z) has at most Λ simple zeros {νj}
Λ
1 , where νj ∈ D2, j = 1, · · · ,Λ. α˜(z) has at most Λ˜
simple zeros {ν˜j}
Λ˜
1 , where ν˜j ∈ D3, j = 1, · · · , Λ˜.
• None of the zeros of a(z) for z ∈ D2 coincides with any of the zeros of α(z). None of the
zeros of a˜(z) for z ∈ D3 coincides with any of the zeros of α˜(z).
From (3.20) and (3.40), we find the following residues conditions:
Resz=zjM
L(x, t, z) =
e−2ϑ(x,t,zj)
a˙(zj)b(zj)
MR(x, t, zj), j = 1, · · · ,m1, (3.49a)
Resz=z˜jM
R(x, t, z) =
e2ϑ(x,t,z˜j)
˙˜a(z˜j)b˜(z˜j)
ML(x, t, z˜j), j = 1, · · · , m˜1, (3.49b)
Resz=νjM
L(x, t, z) =
B˜(νj)e
−2ϑ(x,t,νj)
a(νj)α˙(νj)
MR(x, t, νj), j = 1, · · · ,Λ, (3.49c)
Resz=ν˜jM
R(x, t, z) =
B(ν˜j)e
2ϑ(x,t,ν˜j)
a˜(ν˜j) ˙˜α(ν˜j)
ML(x, t, ν˜j), j = 1, · · · , Λ˜, (3.49d)
where ϑ(x, t, zj) =
i
4
(
(zj − z
−1
j )x+ (zj + z
−1
j )t
)
and a˙(z) = da
dz
.
The asymptotic behavior (3.43), (3.44) implies the following expressions for u(x, t) and
v(x, t):
v¯ exp
(
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
= lim
z→∞
(
zM12(x, t, z)
)
,
(
−2ivx + |u|
2v + u
)
exp
(
−
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
= lim
z→∞
(
zM21(x, t, z)
)
.
(3.50)
where the subscripts 12 and 21 denote the (1, 2)-entry and (2, 1)-entry of a matrix.
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3.4 Global relations
Using (3.11b) in (3.11a) to eliminate Φ2(x, t, k), we find
S−1(k)s(k) = e−θ(x,t,k)σˆ3
(
Φ−11 (x, t, k)Φ3(x, t, k)
)
. (3.51)
Evaluating the (1, 2)-entry of (3.51) at x = 0 and t→∞, we obtain the following global relation
in the complex k-plane:
A(k)b(k) − a(k)B(k) = 0, k ∈ D1. (3.52)
On the other hand, using (3.20b) in (3.20a) to eliminate Ψ2(x, t, z), we find
S−1(z)s(z) = e−ϑ(x,t,z)σˆ3
(
Ψ−11 (x, t, z)Ψ3(x, t, z)
)
. (3.53)
Evaluating the (1, 2)-entry of (3.53) at x = 0 and t → ∞, we find the following global relation
in the complex z-plane:
A(z)b(z) − a(z)B(z) = 0, z ∈ D1. (3.54)
4 Inverse part of the problem
Motivated by the above analysis, we define the spectral functions a(k) and b(k) (a(z) and b(z))
in terms of the initial data (u0(x), v0(x)), and define the spectral functions A(k) and B(k) (A(z)
and B(z)) in terms of the boundary values (g0(t), h0(t)). We assume that the boundary values
are such that the spectral functions satisfy the global relation. We also define (u(x, t), v(x, t))
in terms of the solutions of the RH problems formulated in section 3.3. We then prove that the
reconstruction formulae (3.39) and (3.50) for (u(x, t), v(x, t)) satisfy the MT system (1.1), and
furthermore satisfy the initial-boundary condition (1.4).
4.1 Inverse part for the problem in the complex k-plane
The spectral analysis, performed for the Lax pair (2.4) in the above section, motivates the
following definitions and properties for the spectral functions in the complex k-plane.
Let
U0(x, k) =
(
− i4
(
|u0(x)|
2 + |v0(x)|
2
)
i
2 u¯0(x)
u′0(x)−
i
2u0(x)|v0(x)|
2 − i2v0(x)
i
4
(
|u0(x)|
2 + |v0(x)|
2
) )
+
i
2k
(
u0(x)v¯0(x) −v¯0(x)
u0(x) + u
2
0(x)v¯0(x) −u0(x)v¯0(x)
)
,
(
U110 U
12
0
U210 −U
11
0
)
,
(4.1)
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where u′0(x) =
du0(x)
dx
.
Definition 1 Given (u0(x), v0(x)) ∈ S(R
+) (here S(R+) denotes the functions of Schwartz class
on R+), we define the spectral functions a(k) and b(k) as follows:
a(k) = φ2(0, k), b(k) = φ1(0, k), Im k ≥ 0, (4.2)
where the vector function φ(x, k) = (φ1(x, k), φ2(x, k))
T is the unique solution of
φ1,x −
i
2
(
k−1 − k
)
φ1 = U
11
0 φ1 + U
12
0 φ2,
φ2,x = U
21
0 φ1 − U
11
0 φ2, Im k ≥ 0, 0 < x <∞,
lim
x→∞
φ = (0, 1)T .
(4.3)
Moreover, we define a˜(k) and b˜(k) in terms of a(k) and b(k) via the symmetries (3.19a) and
(3.19b).
Proposition 1 The spectral functions a(k) and b(k) have the following properties:
(1) a(k) and b(k) are analytic for Im k > 0 and continuous and bounded for Im k ≥ 0.
(2) a(k) = exp
(
− i4
∫∞
0
(
|u0(x)|
2 + |v0(x)|
2
)
dx
)
+O( 1
k
), b(k) = O( 1
k
), k →∞, Im k ≥ 0.
(3) a(k)a˜(k)− b(k)˜b(k) = 1, k ∈ R.
(4) (u0(x), v0(x)) can be reconstructed in terms of a(k) and b(k) by
u¯0(x) exp
(
−
i
2
∫ ∞
x
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
= lim
k→∞
(kM (x)(x, k))12,
(2iu′0(x) + u0(x)|v0(x)|
2 + v0(x)) exp
(
i
2
∫ ∞
x
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
= lim
k→∞
(kM (x)(x, k))21,
(4.4)
where M (x)(x, k) is the unique solution of the following RH problem:
•
M (x)(x, k) =
{
M
(x)
− (x, k), Imk ≤ 0,
M
(x)
+ (x, k), Imk ≥ 0,
(4.5)
is a sectionally meromorphic function.
•
M
(x)
− (x, k) =M
(x)
+ (x, k)J
(x)(x, k), k ∈ R, (4.6)
where
J (x)(x, k) = e
i
4
(k−1−k)xσˆ3
(
1 −γ(k)
γ˜(k) 1− γ(k)γ˜(k)
)
, γ(k) =
b(k)
a˜(k)
, γ˜(k) =
b˜(k)
a(k)
. (4.7)
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•
M (x)(x, k) = I +O(
1
k
), k →∞. (4.8)
• We assume that a(k) can have at most n simple zeros {kj}
n
1 , n = n1 + n2, where kj ∈ D1,
j = 1, · · · , n1; kj ∈ D2, j = n1 + 1, · · · , n1 + n2. a˜(k) can have at most n˜ simple zeros {k˜j}
n˜
1 ,
n˜ = n˜1+ n˜2, where k˜j ∈ D4, j = 1, · · · , n˜1; k˜j ∈ D3, j = n˜1+1, · · · , n˜1+ n˜2. The first column of
M
(x)
+ (x, k) can have simple poles at k = kj , j = 1, · · · , n, and the second column of M
(x)
− (x, k)
can have simple poles at k = k˜j , j = 1, · · · , n˜. The associated residues are given by
Resk=kj [M
(x)(x, k)]L =
e−
i
2
(k−1j −kj)x
a˙(kj)b(kj)
[M (x)(x, kj)]
R, j = 1, · · · , n, (4.9a)
Res
k=k˜j
[M (x)(x, k)]R =
e
i
2
(k˜−1j −k˜j)x
˙˜a(k˜j )˜b(k˜j)
[M (x)(x, k˜j)]
L, j = 1, · · · , n˜. (4.9b)
Proof Properties (1), (2) and (3) follow from definition 1. The proof for property (4) is given
in appendix B. 
Let
V0(t, k) =
(
i
4
(
|g0(t)|
2 − |h0(t)|
2
)
− i2 g¯0(t)
g′0(t)−
i
2g0(t)|h0(t)|
2 − i2h0(t) −
i
4
(
|g0(t)|
2 − |h0(t)|
2
) )
+
i
2k
(
g0(t)h¯0(t) −h¯0(t)
g0(t) + g
2
0(t)h¯0(t) −g0(t)h¯0(t)
)
,
(
V 110 V
12
0
V 210 −V
11
0
)
,
(4.10)
where g′0(t) =
dg0(t)
dt
.
Definition 2 Given g0(t), h0(t) ∈ S(R
+), we define the spectral functions A(k) and B(k) as
follows:
A(k) = η2(0, k), B(k) = η1(0, k), k ∈ D1 ∪D3, (4.11)
where the vector function η(t, k) = (η1(t, k), η2(t, k))
T is the unique solution of
η1,t −
i
2
(
k−1 + k
)
η1 = V
11
0 η1 + V
12
0 η2,
η2,t = V
21
0 η1 − V
11
0 η2, k ∈ D1 ∪D3, 0 < t <∞,
lim
t→∞
η = (0, 1)T .
(4.12)
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Moreover, we define A˜(k) and B˜(k) in terms of A(k) and B(k) via the symmetries (3.19c) and
(3.19d).
Proposition 2 The spectral functions A(k) and B(k) have the following properties:
(1) A(k) and B(k) are analytic for k ∈ D1 ∪D3, and continuous and bounded for k ∈ D1 ∪D3.
(2) A(k) = exp
(
i
4
∫∞
0
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
+O( 1
k
), B(k) = O( 1
k
), k →∞, k ∈ D1 ∪D3.
(3) A(k)A˜(k)−B(k)B˜(k) = 1, k ∈ {|k| = 1} ∪ R.
(4) (g0(t), h0(t)) can be reconstructed in terms of A(k) and B(k) by
g¯0(t) exp
(
i
2
∫ ∞
t
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
= lim
k→∞
(kM (t)(t, k))12,
−(2ig′0(t) + g0(t)|h0(t)|
2 + h0(t)) exp
(
−
i
2
∫ ∞
t
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
= lim
k→∞
(kM (t)(t, k))21,
(4.13)
where M (t)(t, k) is the unique solution of the following RH problem:
•
M (t)(t, k) =
{
M
(t)
− (t, k), k ∈ D2 ∪D4,
M
(t)
+ (t, k), k ∈ D1 ∪D3,
(4.14)
is a sectionally meromorphic function.
•
M
(t)
− (t, k) =M
(t)
+ (t, k)J
(t)(t, k), k ∈ {|k| = 1} ∪ R, (4.15)
where
J (t)(t, k) = e
i
4
(k−1+k)tσˆ3
 1 −B(k)A˜(k)
B˜(k)
A(k)
1
A(k)A˜(k)
 . (4.16)
•
M (t)(t, k) = I +O(
1
k
), k →∞. (4.17)
• We assume that A(k) can have at most N simple zeros {Kj}
N
1 , where Kj ∈ D1∪D3; A˜(k) can
have at most N˜ simple zeros {K˜j}
N˜
1 , where K˜j ∈ D2 ∪D4. The first column of M
(t)
+ (t, k) can
have simple poles at k = Kj, j = 1, · · · , N , and the second column of M
(t)
− (t, k) can have simple
poles at k = K˜j, j = 1, · · · , N˜ . The associated residues are given by
Resk=Kj [M
(t)(t, k)]L =
e−
i
2
(K−1j +Kj)t
A˙(Kj)B(Kj)
[M (t)(t,Kj)]
R, j = 1, · · · , N, (4.18a)
Res
k=K˜j
[M (t)(t, k)]R =
e
i
2
(K˜−1j +K˜j)t
˙˜
A(K˜j)B˜(K˜j)
[M (t)(t, K˜j)]
L, j = 1, · · · , N˜ . (4.18b)
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Proof Properties (1), (2) and (3) follow from definition 2. The proof for property (4) is given
in appendix C. 
The main result for the problem in the complex k-plane is the following.
Theorem 1 Given (u0(x), v0(x)) ∈ S(R
+), define the spectral functions a(k) and b(k) by defi-
nition 1. Suppose that there exists (g0(t), h0(t)) ∈ S(R
+) satisfying u0(0) = g0(0), v0(0) = h0(0),
such that the spectral functions A(k) and B(k), defined by definition 2, satisfy the global relation
(3.52). Assume that
• a(k) has at most n simple zeros {kj}
n
1 , n = n1 + n2, where kj ∈ D1, j = 1, · · · , n1;
kj ∈ D2, j = n1 + 1, · · · , n1 + n2. a˜(k) has at most n˜ simple zeros {k˜j}
n˜
1 , n˜ = n˜1 + n˜2,
where k˜j ∈ D4, j = 1, · · · , n˜1; k˜j ∈ D3, j = n˜1 + 1, · · · , n˜1 + n˜2.
• d(k) has at most K simple zeros {κj}
K
1 , where κj ∈ D2, j = 1, · · · ,K. d˜(k) has at most
K˜ simple zeros {κ˜j}
K˜
1 , where κ˜j ∈ D3, j = 1, · · · , K˜.
• None of the zeros of a(k) for k ∈ D2 coincides with any of the zeros of d(k). None of the
zeros of a˜(k) for k ∈ D3 coincides with any of the zeros of d˜(k).
Define M(x, t, k) as the solution of the following 2× 2 matrix RH problem:
• M is sectionally meromorphic in k ∈ C\L, where L = L1 ∪ L2 ∪ L3 ∪ L4 is defined by
(3.35); see figure 1 for the contour L.
• M satisfies the jump condition
M−(x, t, k) =M+(x, t, k)J(x, t, k), k ∈ L, (4.19)
where M is M− for k ∈ D2 ∪D4, M is M+ for k ∈ D1 ∪D3, and J is defined in terms
of {a(k), b(k), A(k), B(k)} by equations (3.35) and (3.36); see figure 1 for the domains
{Dj}
4
1.
• As k →∞,
M(x, t, k)→ I +O(
1
k
). (4.20)
• The residues associated with M satisfy the relations in (3.38).
Then M(x, t, k) exists and is unique. Define (u(x, t), v(x, t)) in terms of M(x, t, k) by
u¯ exp
(
−
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
= lim
k→∞
(
kM12(x, t, k)
)
,
(
2iux + u|v|
2 + v
)
exp
(
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
= lim
k→∞
(
kM21(x, t, k)
)
.
(4.21)
Then (u(x, t), v(x, t)) solves the MT equation (1.1) with the initial-boundary condition (1.4).
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Proof If a(k), d(k), a˜(k), d˜(k) have no zeros for k ∈ D1, k ∈ D2, k ∈ D3, k ∈ D4 respectively,
then the RH problem for M(x, t, k) is regular. Its unique solvability is a consequence of the
existence of a vanishing lemma; see [17,19,20]. If a(k), d(k), a˜(k), d˜(k) can have a finite number
of zeros, this singular RH problem can be mapped to a regular one supplemented by a system
of algebraic equations which is uniquely solvable; see [20].
Proof that (u(x, t), v(x, t)) satisfies the MT system. Based on the dressing method [38], it can
be verified directly that if M(x, t, k) is defined as the unique solution of the above RH problem,
and if (u(x, t), v(x, t)) is defined by the formula (4.21), then (u(x, t), v(x, t)) satisfies the MT
system; see appendix D.
Proof that u(x, 0) = u0(x), v(x, 0) = v0(x). The proof that (u(x, t), v(x, t)) satisfies the
initial condition follows from the fact that it is possible to map the RH problem for M(x, 0, k)
to that for M (x)(x, k). Let us define M (x)(x, k) by
M (x)(x, k) =M(x, 0, k), k ∈ D1 ∪D4, (4.22a)
M (x)(x, k) =M(x, 0, k)J−11 (x, 0, k), k ∈ D2, (4.22b)
M (x)(x, k) =M(x, 0, k)J3(x, 0, k), k ∈ D3. (4.22c)
ThenM (x)(x, k) satisfies the conditions (4.6), (4.7) and (4.8). We need to verify thatM (x)(x, k)
satisfies the residue conditions (4.9). The first column of M(x, t, k) has poles at {kj}
n1
1 for
kj ∈ D1 and has poles at {κj}
K
1 for κj ∈ D2; while the first column of M
(x)(x, k) should have
poles at {kj}
n
1 , n = n1 + n2, for kj ∈ D1 ∪ D2. We will now show that the transformations
(4.22) map the former poles to the latter ones. From (4.22a) we know M (x)(x, k) = M(x, 0, k)
for k ∈ D1, thus M
(x)(x, k) has poles at {kj}
n1
1 with the correct residue conditions (4.9a) for
j = 1, · · · , n1. Equation (4.22b) can be written as
M (x)(x, k) =
(
ML(x, 0, k) − e−
i
2
(k−1−k)xΓ(k)MR(x, 0, k), MR(x, 0, k)
)
. (4.23)
Using this equation and the residue conditions (3.38c), we find that M (x)(x, k) has no poles at
{κj}
K
1 . Moreover, equation (4.23) shows thatM
(x)(x, k) has poles at {kj}
n
n1+1 and the associated
residues satisfy
Resk=kj [M
(x)(x, k)]L = −Resk=kjΓ(k)e
− i
2
(k−1j −kj)x[M (x)(x, kj)]
R, j = n1 + 1, · · · , n. (4.24)
Using the definitions of Γ(k) and d(k), equation (4.24) becomes the residue conditions (4.9a)
for j = n1 + 1, · · · , n. In a similar manner, we can show that the transformations (4.22) map
the poles of the second column of M(x, t, k) to the ones of M (x)(x, k). Thus, M (x)(x, k) satisfies
the same RH problem as that in proposition 1. Comparing equation (4.4) with equation (4.21)
evaluated at t = 0, we obtain u(x, 0) = u0(x), v(x, 0) = v0(x).
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Proof that u(0, t) = g0(t), v(0, t) = h0(t). The proof that (u(x, t), v(x, t)) satisfies the
boundary condition follows from the fact that it is possible to map the RH problem forM(0, t, k)
to that for M (t)(t, k). In order to show this, we introduce the transformation matrix
Ω(1)(t, k) =
(
a(k)
A(k) 0
0 A(k)
a(k)
)
, k ∈ D1,
Ω(2)(t, k) =
 d(k) − b(k)A˜(k)e i2 (k−1+k)t
0 1
d(k)
 , k ∈ D2,
Ω(3)(t, k) =
 1d˜(k) 0
− b˜(k)
A(k)e
− i
2
(k−1+k)t d˜(k)
 , k ∈ D3,
Ω(4)(t, k) =
 A˜(k)a˜(k) 0
0 a˜(k)
A˜(k)
 , k ∈ D4,
(4.25)
and we define M (t)(t, k) by
M (t)(t, k) = FM(0, t, k)Ω(t, k), (4.26)
where Ω(t, k) is Ω(j)(t, k) for k ∈ Dj , j = 1, · · · , 4, and
F = diag
(
e
i
4
(
∫
∞
0
(|u0(x)|2+|v0(x)|2)dx+
∫
∞
0
(|g0(t)|2−|h0(t)|2)dt), e−
i
4
(
∫
∞
0
(|u0(x)|2+|v0(x)|2)dx+
∫
∞
0
(|g0(t)|2−|h0(t)|2)dt)
)
.
Using the global relation (3.52) we can verify directly that {Ω(j)(t, k)}41 satisfy
J1(0, t, k)Ω
(2)(t, k) = Ω(1)(t, k)J (t)(t, k), k ∈ L1,
J2(0, t, k)Ω
(2)(t, k) = Ω(3)(t, k)J (t)(t, k), k ∈ L2,
J3(0, t, k)Ω
(4)(t, k) = Ω(3)(t, k)J (t)(t, k), k ∈ L3,
J4(0, t, k)Ω
(4)(t, k) = Ω(1)(t, k)J (t)(t, k), k ∈ L4.
(4.27)
Equations (4.26) and (4.27) imply thatM (t)(t, k) satisfies exactly the jump condition (4.15) with
the jump matrix defined by (4.16) and satisfies the estimate (4.17). Moreover, in analogy with
the proof used for u(x, 0) = u0(x), v(x, 0) = v0(x), one can verify that the transformation (4.26)
replaces poles at {kj}
n1
1 , {κj}
K
1 , {k˜j}
n˜1
1 , {κ˜j}
K˜
1 by poles at {Kj}
N
1 , {K˜j}
N˜
1 , with the residue
conditions (3.38) replaced by the residue conditions (4.18). Thus, M (t)(t, k) satisfies the same
RH problem as that in the proposition 2. 
4.2 Inverse part for the problem in the complex z-plane
The spectral analysis, performed for the Lax pair (2.6) in the above section, motivates the
following definitions and properties for the spectral functions in the complex z-plane.
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Let
U0(x, z) =
(
i
4
(
|u0(x)|
2 + |v0(x)|
2
)
− i2 v¯0(x)
v′0(x) +
i
2 |u0(x)|
2v0(x) +
i
2u0(x) −
i
4
(
|u0(x)|
2 + |v0(x)|
2
) )
−
i
2z
(
u¯0(x)v0(x) −u¯0(x)
v0(x) + u¯0(x)v
2
0(x) −u¯0(x)v0(x)
)
,
(
U110 U
12
0
U210 −U
11
0
)
,
(4.28)
where v′0(x) =
dv0(x)
dx
.
Definition 3 Given (u0(x), v0(x)) ∈ S(R
+), we define the spectral functions a(z) and b(z) as
follows:
a(z) = φ2(0, z), b(z) = φ1(0, z), Im z ≤ 0, (4.29)
where the vector function µ(x, z) = (µ1(x, z), µ2(x, z))
T is the unique solution of
µ1,x −
i
2
(
z − z−1
)
µ1 = U
11
0 µ1 + U
12
0 µ2,
µ2,x = U
21
0 µ1 − U
11
0 µ2, Im z ≤ 0, 0 < x <∞,
lim
x→∞
µ = (0, 1)T .
(4.30)
Moreover, we define a˜(z) and b˜(z) in terms of a(z) and b(z) via the symmetries (3.28a) and
(3.28b).
Proposition 3 The spectral functions a(z) and b(z) have the following properties:
(1) a(z) and b(z) are analytic for Im z < 0 and continuous and bounded for Im z ≤ 0.
(2) a(z) = exp
(
i
4
∫∞
0
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
+O(1
z
), b(z) = O(1
z
), z →∞, Im z ≤ 0.
(3) a(z)a˜(z)− b(z)b˜(z) = 1, z ∈ R.
(4) (u0(x), v0(x)) can be reconstructed in terms of a(z) and b(z) by
v¯0(x) exp
(
i
2
∫ ∞
x
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
= lim
z→∞
(zM(x)(x, z))12,
(
−2iv′0(x) + |u0(x)|
2v0(x) + u0(x)
)
exp
(
−
i
2
∫ ∞
x
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
= lim
z→∞
(zM(x)(x, z))21,
(4.31)
where M(x)(x, z) is the unique solution of the following RH problem:
•
M(x)(x, z) =
{
M
(x)
− (x, z), Imz ≥ 0,
M
(x)
+ (x, z), Imz ≤ 0,
(4.32)
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is a sectionally meromorphic function.
•
M
(x)
− (x, z) =M
(x)
+ (x, z)J
(x)(x, z), z ∈ R, (4.33)
where
J (x)(x, z) = e
i
4
(z−z−1)xσˆ3
(
1 −r(z)
r˜(z) 1− r(z)r˜(z)
)
, r(z) =
b(z)
a˜(z)
, r˜(z) =
b˜(z)
a(z)
. (4.34)
•
M(x)(x, z) = I +O(
1
z
), z →∞. (4.35)
• We assume that a(z) has at most m simple zeros {zj}
m
1 , m = m1 + m2, where zj ∈ D1,
j = 1, · · · ,m1; zj ∈ D2, j = m1 + 1, · · · ,m1 + m2. a˜(z) has at most m˜ simple zeros {z˜j}
m˜
1 ,
m˜ = m˜1 + m˜2, where z˜j ∈ D4, j = 1, · · · , m˜1; z˜j ∈ D3, j = m˜1 + 1, · · · , m˜1 + m˜2. The first
column of M
(x)
+ (x, z) can have simple poles at z = zj , j = 1, · · · ,m, and the second column of
M
(x)
− (x, z) can have simple poles at z = z˜j , j = 1, · · · , m˜. The associated residues are given by
Resz=zj [M
(x)(x, z)]L =
e−
i
2
(zj−z
−1
j )x
a˙(zj)b(zj)
[M(x)(x, zj)]
R, j = 1, · · · ,m, (4.36a)
Resz=z˜j [M
(x)(x, z)]R =
e
i
2
(z˜j−z˜
−1
j
)x
˙˜a(z˜j)b˜(z˜j)
[M(x)(x, z˜j)]
L, j = 1, · · · , m˜. (4.36b)
Let
V0(t, z) =
(
− i4
(
|g0(t)|
2 − |h0(t)|
2
)
− i2 h¯0(t)
h′0(t)−
i
2 |g0(t)|
2h0(t)−
i
2g0(t)
i
4
(
|g0(t)|
2 − |h0(t)|
2
) )
+
i
2z
(
g¯0(t)h0(t) −g¯0(t)
h0(t) + g¯0(t)h
2
0(t) −g¯0(t)h0(t)
)
,
(
V110 V
12
0
V210 −V
11
0
)
,
(4.37)
where h′0(t) =
dh0(t)
dt
.
Definition 4 Given (g0(t), h0(t)) ∈ S(R
+), we define the spectral functions A(z) and B(z) as
follows:
A(z) = χ2(0, z), B(z) = χ1(0, z), z ∈ D1 ∪ D3, (4.38)
25
where the vector function χ(t, z) = (χ1(t, z), χ2(t, z))
T is the unique solution of
χ1,t −
i
2
(
z + z−1
)
χ1 = V
11
0 χ1 + V
12
0 χ2,
χ2,t = V
21
0 χ1 − V
11
0 χ2, z ∈ D1 ∪ D3, 0 < t <∞,
lim
t→∞
χ = (0, 1)T .
(4.39)
Moreover, we define A˜(z) and B˜(z) in terms of A(z) and B(z) via the symmetries (3.28c) and
(3.28d).
Proposition 4 The spectral functions A(z) and B(z) have the following properties:
(1) A(z) and B(z) are analytic for z ∈ D1 ∪D3, and continuous and bounded for z ∈ D1 ∪ D3.
(2) A(z) = exp
(
− i4
∫∞
0
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
+O(1
z
), B(z) = O(1
z
), z →∞, z ∈ D1 ∪ D3.
(3) A(z)A˜(z) − B(z)B˜(z) = 1, z ∈ {|z| = 1} ∪R.
(4) (g0(t), h0(t)) can be reconstructed in terms of A(z) and B(z) by
h¯0(t) exp
(
−
i
2
∫ ∞
t
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
= lim
z→∞
(zM(t)(t, z))12,
−(2ih′0(t) + h0(t)|g0(t)|
2 + g0(t)) exp
(
i
2
∫ ∞
t
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
= lim
z→∞
(zM(t)(t, z))21,
(4.40)
where M(t)(t, z) is the unique solution of the following RH problem:
•
M(t)(t, z) =
{
M
(t)
− (t, z), z ∈ D2 ∪ D4,
M
(t)
+ (t, z), z ∈ D1 ∪ D3,
(4.41)
is a sectionally meromorphic function.
•
M
(t)
− (t, z) =M
(t)
+ (t, z)J
(t)(t, z), z ∈ {|z| = 1} ∪R, (4.42)
where
J (t)(t, z) = e
i
4
(z+z−1)tσˆ3
 1 − B(z)A˜(z)
B˜(z)
A(z)
1
A(z)A˜(z)
 . (4.43)
•
M(t)(t, z) = I +O(
1
z
), z →∞. (4.44)
• We assume that A(z) can have at most N simple zeros {Zj}
N
1 , where Zj ∈ D1∪D3; A˜(z) can
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have at most N˜ simple zeros {Z˜j}
N˜
1 , where Z˜j ∈ D2 ∪ D4. The first column of M
(t)
+ (t, z) can
have simple poles at z = Zj , j = 1, · · · ,N , and the second column of M
(t)
− (t, z) can have simple
poles at z = Z˜j, j = 1, · · · , N˜ . The associated residues are given by
Resz=Zj [M
(t)(t, z)]L =
e−
i
2
(Zj+Z
−1
j )t
A˙(Zj)B(Zj)
[M(t)(t,Zj)]
R, j = 1, · · · ,N , (4.45a)
Res
z=Z˜j
[M(t)(t, z)]R =
e
i
2
(Z˜j+Z˜
−1
j )t
˙˜
A(Z˜j)B˜(Z˜j)
[M(t)(t, Z˜j)]
L, j = 1, · · · , N˜ . (4.45b)
The main result for the problem in the complex z-plane is the following.
Theorem 2 Given (u0(x), v0(x)) ∈ S(R
+), define the spectral functions a(z) and b(z) by defini-
tion 3. Suppose that there exist (g0(t), h0(t)) ∈ S(R
+) satisfying u0(0) = g0(0) and v0(0) = h0(0),
such that the spectral functions A(z) and B(z), defined by definition 4, satisfy the global relation
(3.54). Assume that
• a(z) has at most m simple zeros {zj}
m
1 , m = m1 + m2, where zj ∈ D1, j = 1, · · · ,m1;
zj ∈ D2, j = m1+1, · · · ,m1+m2. a˜(z) has at most m˜ simple zeros {z˜j}
m˜
1 , m˜ = m˜1+ m˜2,
where z˜j ∈ D4, j = 1, · · · , m˜1; z˜j ∈ D3, j = m˜1 + 1, · · · , m˜1 + m˜2.
• α(z) has at most Λ simple zeros {νj}
Λ
1 , where νj ∈ D2, j = 1, · · · ,Λ. α˜(z) has at most Λ˜
simple zeros {ν˜j}
Λ˜
1 , where ν˜j ∈ D3, j = 1, · · · , Λ˜.
• None of the zeros of a(z) for z ∈ D2 coincides with any of the zeros of α(z). None of the
zeros of a˜(z) for z ∈ D3 coincides with any of the zeros of α˜(z).
Define M(x, t, z) as the solution of the following 2× 2 matrix RH problem:
• M is sectionally meromorphic in z ∈ C\L, where L = L1 ∪ L2 ∪ L3 ∪ L4 is defined by
(3.46); see figure 2 for the contour L.
• M satisfies the jump condition
M−(x, t, z) =M+(x, t, z)J (x, t, z), z ∈ L, (4.46)
where M is M− for z ∈ D2∪D4, M is M+ for z ∈ D1∪D3, and J is defined in terms of
{a(z), b(z),A(z),B(z)} by equations (3.46) and (3.47); see figure 2 for the domains {Dj}
4
1.
• As z →∞,
M(x, t, z)→ I +O(
1
z
). (4.47)
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• The residues associated with M satisfy the relations in (3.49).
Then M(x, t, z) exists and is unique. Define (u(x, t), v(x, t)) in terms of M(x, t, z) by
v¯ exp
(
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
= lim
z→∞
(
zM12(x, t, z)
)
,
(
−2ivx + |u|
2v + u
)
exp
(
−
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
= lim
z→∞
(
zM21(x, t, z)
)
.
(4.48)
Then (u(x, t), v(x, t)) solves the MT equation (1.1) with initial-boundary condition (1.4).
Proof The proof for this theorem is similar to that of theorem 1. 
5 Conclusions
By implementing the UTM, we have expressed the solution of the IBV problem (1.4) for the
MT system (1.1) in terms of solutions of appropriate RH problems which have explicit (x, t)-
dependence and are defined in terms of the given initial and boundary values. Our results show
that, for the MT system, the UTM for analyzing IBV problem is as effective as the IST for
analyzing initial value problem.
We end this paper with the following remarks.
1. It is clear that the method can be generalized to analyze the IBV problem for the MT
system on the finite interval, namely, the MT system posed in the domain{
(x, t) ∈ R2 | 0 ≤ x ≤ L, 0 ≤ t <∞
}
.
2. By using the nonlinear steepest descent method [39], long-time asymptotics of the solution
of the initial value problem of the MT system has been derived recently in [18] with aid of the
RH problems established in [17]. We note that the RH problems established in this paper for the
IBV problem of the MT system have explicit exponential (x, t)-dependence. Thus it is possible
to study long-time asymptotics of the solution of the IBV problem of the MT system with aid
of our RH problems. This issue is beyond the scope of the present paper, it is left for future
study.
3. We note that integrable nonlocal nonlinear equations were introduced recently by Ablowitz
and Musslimani in [40–42]. Here we point out that the MT system (1.1) admits the nonlocal
reduction v(x, t) = ±u(−x, t). Using this reduction we find the following new nonlocal equation
i (ut(x, t) + ux(x, t))± u(−x, t) + |u(−x, t)|
2u(x, t) = 0. (5.1)
The IST for this nonlocal MT equation is left for future investigation.
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A Asymptotic behavior of the eigenfunctions {Φj(x, t, k)}31
We consider the expansions of {Φj(x, t, k)}
3
1 in the following form
Φj(x, t, k) = Φ
(0)
j (x, t) + Φ
(1)
j (x, t)
1
k
+Φ
(2)
j (x, t)
1
k2
+ · · · , j = 1, 2, 3. (A.1)
Substituting the above expansions into (2.4) and matching the powers of k, we find[
σ3,Φ
(0)
j
]
= 0, j = 1, 2, 3, (A.2a)
Φ
(0)
j,x +
i
4
[
σ3,Φ
(1)
j
]
= U1Φ
(0)
j , j = 1, 2, 3, (A.2b)
Φ
(0)
j,t −
i
4
[
σ3,Φ
(1)
j
]
= V1Φ
(0)
j , j = 1, 2, 3. (A.2c)
From (A.2a), we obtain (
Φ
(0)
j
)12
=
(
Φ
(0)
j
)21
= 0, j = 1, 2, 3, (A.3)
where
(
Φ
(0)
j
)kl
, k, l = 1, 2, denotes the (k, l)-entry of the 2 × 2 matrix Φ
(0)
j . From (A.2b) and
(A.2c), we find that, for j = 1, 2, 3,(
Φ
(0)
j,x
)11
= −
i
4
(
|u|2 + |v|2
)(
Φ
(0)
j
)11
,
(
Φ
(0)
j,t
)11
=
i
4
(
|u|2 − |v|2
) (
Φ
(0)
j
)11
, (A.4a)(
Φ
(0)
j,x
)22
=
i
4
(
|u|2 + |v|2
) (
Φ
(0)
j
)22
,
(
Φ
(0)
j,t
)22
= −
i
4
(
|u|2 − |v|2
) (
Φ
(0)
j
)22
, (A.4b)(
Φ
(1)
j
)12
= u¯
(
Φ
(0)
j
)22
, (A.4c)(
Φ
(1)
j
)21
= 2i
(
ux −
i
2
u|v|2 −
i
2
v
)(
Φ
(0)
j
)11
= −2i
(
ut −
i
2
u|v|2 −
i
2
v
)(
Φ
(0)
j
)11
, (A.4d)
Using (A.4a) and the normalization condition of {Φj(x, t, k)}
3
1, we obtain (3.5a), (3.5b) and
(3.5c). Using (A.4b), (A.4c) and (A.4d), we find (3.5d), (3.5e) and (3.5f), respectively.
B Proof of property (4) in Proposition 1
We now derive property (4) in Proposition 1. We introduce the vector function φ˜(x, k) by
φ˜(x, k) =
(
−u¯0(x) 1
−k − |u0(x)|
2 u0(x)
)(
φ1(x, k¯)
φ2(x, k¯)
)
, (B.1)
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and we let
Φ3(x, k) =
(
φ˜(x, k), φ(x, k)
)
. (B.2)
Moreover, we define the matrix function Φ2(x, k) =
(
ψ(x, k), ψ˜(x, k)
)
as the unique solution of
Φ2,x −
i
4
(k−1 − k)[σ3,Φ2] = U0(x, k)Φ2,
Φ2(0, k) = I2,
(B.3)
where U0(x, k) are defined by (4.1). The matrix functions Φ2(x, k) and Φ3(x, k) satisfy the same
matrix equation Φx −
i
4(k
−1 − k)[σ3,Φ] = U0(x, k)Φ, thus they are related:
Φ3(x, k) = Φ2(x, k)e
i
4
(k−1−k)xσˆ3s(k), k ∈ R. (B.4)
Let
M
(x)
− (x, k) = E(x)
(
φ˜(x, k),
ψ˜(x, k)
a˜(k)
)
, Imk ≤ 0,
M
(x)
+ (x, k) = E(x)
(
ψ(x, k)
a(k)
, φ(x, k)
)
, Imk ≥ 0,
(B.5)
where
E(x) = diag
(
exp
(
−
i
4
∫ ∞
x
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
, exp
(
i
4
∫ ∞
x
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
))
.(B.6)
Equation (B.4) can be rewritten as the jump condition (4.6) with the jump matrix J (x)(x, k)
defined by (4.7). We need to verify the residue conditions (4.9). The second column of (B.4)
implies the following equation
φ(x, k) = a(k)ψ˜(x, k) + e
i
2
(k−1−k)xb(k)ψ(x, k). (B.7)
The functions ψ(x, k) and ψ˜(x, k) are analytic for k ∈ C \ {0}. Thus we can evaluate the above
equation at k = kj , this yields
φ(x, kj) = e
i
2
(k−1j −kj)xb(kj)ψ(x, kj). (B.8)
From the definition (B.5) and equation (B.8), we find the residue conditions (4.9a). The residue
conditions (4.9b) can be derived similarly.
Moreover, (B.5) implies the following asymptotic expansion
M (x)(x, k) = I +M
(x)
1 (x)
1
k
+O(
1
k2
), k →∞, (B.9)
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where the (1, 2)-entry and (2, 1)-entry of the matrix M
(x)
1 (x) are given by(
M
(x)
1 (x)
)12
= u¯0(x) exp
(
−
i
2
∫ ∞
x
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
,(
M
(x)
1 (x)
)21
= (2iu′0(x) + u0(x)|v0(x)|
2 + v0(x)) exp
(
i
2
∫ ∞
x
(
|u0(ξ)|
2 + |v0(ξ)|
2
)
dξ
)
.
(B.10)
The reconstruction formula (4.4) for (u0(x), v0(x)) follows from (B.9) and (B.10). 
C Proof of property (4) in Proposition 2
We now derive property (4) in Proposition 2. We introduce the vector function η˜(t, k) by
η˜(t, k) =
(
−g¯0(t) 1
−k − |g0(t)|
2 g0(t)
)(
η1(t, k¯)
η2(t, k¯)
)
, (C.1)
and we let
Φ1(t, k) = (η˜(t, k), η(t, k)) . (C.2)
Moreover, we define the matrix function Φ2(t, k) = (ρ(t, k), ρ˜(t, k)) as the unique solution of
Φ2,t −
i
4
(k−1 + k)[σ3,Φ2] = V0(t, k)Φ2,
Φ2(0, k) = I2,
(C.3)
where V0(t, k) are defined by (4.10). The matrix functions Φ1(t, k) and Φ2(t, k) satisfy the same
matrix equation Φt −
i
4 (k
−1 + k)[σ3,Φ] = V0(t, k)Φ, thus they are related:
Φ1(t, k) = Φ2(t, k)e
i
4
(k−1+k)tσˆ3S(k), k ∈ {|k| = 1} ∪ R. (C.4)
Let
M
(t)
− (t, k) = E(t)
(
η˜(t, k),
ρ˜(t, k)
A˜(k)
)
, k ∈ D2 ∪D4,
M
(t)
+ (t, k) = E(t)
(
ρ(t, k)
A(k)
, η(t, k)
)
, k ∈ D1 ∪D3,
(C.5)
where
E(t) = diag
(
exp
(
i
4
∫ ∞
t
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
, exp
(
−
i
4
∫ ∞
t
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
))
.(C.6)
Equation (C.4) can be rewritten as the jump condition (4.15) with the jump matrix J (t)(t, k)
defined by (4.16). The proof for the residue conditions (4.18) is the same as in the case of the
function M (x)(x, k).
31
Moreover, from (C.5) we find the following asymptotic expansion
M (t)(t, k) = I +M
(t)
1 (t)
1
k
+O(
1
k2
), k →∞, (C.7)
where the (1, 2)-entry and (2, 1)-entry of the matrix M
(x)
1 (x) are given by(
M
(t)
1 (t)
)12
= g¯0(t) exp
(
i
2
∫ ∞
t
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
,(
M
(t)
1 (t)
)21
= −(2ig′0(t) + g0(t)|h0(t)|
2 + h0(t)) exp
(
−
i
2
∫ ∞
t
(
|g0(τ)|
2 − |h0(τ)|
2
)
dτ
)
.
(C.8)
Using (C.7) and (C.8) we find the reconstruction formula (4.13) for (g0(t), h0(t)).
D Proof that (u,v) defined by (4.21) satisfies the MT system
We introduce
q(x, t) = lim
k→∞
(
kM12(x, t, k)
)
, p(x, t) = lim
k→∞
(
kM21(x, t, k)
)
. (D.1)
We define a pair of linear operators L1 and L2 by
L1M = ∂xM −
i
4
(k−1 − k)[σ3,M ]−
i
2
Q1M −
i
2k
Q2M,
L2M = ∂tM −
i
4
(k−1 + k)[σ3,M ]−
i
2
P1M −
i
2k
P2M,
(D.2)
where
Q1 =
(
0 q
−p 0
)
, P1 = −Q1,
Q2 =
(
q¯(p¯+ 2iqx + q|q|
2) −(p¯+ 2iqx + q|q|
2)
q¯ + (q¯)2(p¯+ 2iqx + q|q|
2) −q¯(p¯+ 2iqx + q|q|
2)
)
,
P2 =
(
q¯(2iqt − p¯− q|q|
2) −(2iqt − p¯− q|q|
2)
q¯ + (q¯)2(2iqt − p¯− q|q|
2) −q¯(2iqt − p¯− q|q|
2)
)
.
(D.3)
It can be verified directly that L1M and L2M satisfy the same jump condition as M defined in
theorem 1, i.e.,
L1M−(x, t, k) = (L1M+(x, t, k)) J(x, t, k),
L2M−(x, t, k) = (L2M+(x, t, k)) J(x, t, k).
(D.4)
Moreover, as k →∞,
L1M(x, t, k) = O(
1
k
), L2M(x, t, k) = O(
1
k
). (D.5)
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The uniqueness of the solution of this RH problem implies that L1M = 0 and L2M = 0, namely,
∂xM −
i
4
(k−1 − k)[σ3,M ]−
i
2
Q1M −
i
2k
Q2M = 0,
∂tM −
i
4
(k−1 + k)[σ3,M ]−
i
2
P1M −
i
2k
P2M = 0.
(D.6)
The compatibility condition of (D.6) yields the following equation
qt − qx + ip¯ + iq|q|
2 = 0,
pt + px − iq¯ − i(q¯)
2(p¯+ 2iqx + q|q|
2) = 0.
(D.7)
After straightforward calculations, we find that the transformation
q = u¯ exp
(
−
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
,
p =
(
2iux + u|v|
2 + v
)
exp
(
i
2
∫ ∞
x
(
|u(ξ, t)|2 + |v(ξ, t)|2
)
dξ
)
,
(D.8)
maps the equation (D.7) to the MT system (1.1).
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