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Abstract 
Non-destructive evaluation is concerned with the detection and characterisation of 
flaws. In eddy-current inspection, measurements of the electro-magnetic field are made 
at the surface of a flawed conductor, in an oscillating electric or 1nagnetic field. The ain1 
of this study is to develop an eddy-current method of imaging flaws based on measure-
ments of the magnetic field data. 
In the presence of an oscillating current, it is shown that the physical behaviour 
of a thin crack can be modelled by a layer of electric dipoles. Green's functions are 
introduced, relating the dipole distribution on the crack to the magnetic field above the 
conductor. It is shown how the resulting integral expressions can predict the magnetic 
field. These relationships also provide a 1neans of deducing the dipole density on a crack 
from measurements of the n1agnetic field. The distribution of dipoles reflects the crack 
geo1netry and essentially represents an image of the crack. 
A scanning rig is described and optimised for use in the study. Alternating current, 
at a pre-selected frequency (typically around 1kHz), is injected into aluminhnn alloy 
plates containing manufactured slots, and spatially distributed measurements of the 
1nagnetic field are 1nade with a Hall transducer. The Hall transducer ｨ｡ｾ＠ advantages 
over traditional coil type transducers, in particular having better spatial resolution and 
improved detection efficiency, over the range of frequencies used in this study. 
The dipole density is generally a vector quantity and the problem of recovering it is 
ill-posed. However, by orientating the plane of the slot perpendicular to the direction 
of a uniform incident field, it was possible to induce only one co1nponent of the dipole 
density and then recover this from field measurements. 
The data collected by the experilnental rig was used to image two types of manufac-
tured slot. Initially, relatively shallow surface-breaking slots were hnaged. For surface 
cracks, the in1aging process was formulated as one of deconvolution, and a \iViener fil-
ter was used to perform this operation, to overcome the effects of experhnental noise. 
Secondly, images were obtained of thin slots, which did not break the surface of the 
conductor, and whose plane extended into the specimens. For these sub-surface slots, 
the imaging problem was formulated as one of 1natrix inversion and several techniques 
were tested for their suitability to invert large ill-conditioned systems, relatively quickly 
and reliably. 
The favoured inversion techniques were singular value decomposition (SVD) and a 
recently developed bi-diagonalisation algorithm known as the Jones-Lanczos (JL) al-
gorithm. The JL algorithm seems a promising technique for the inversion of large, 
ill-conditioned systems, particularly if noise is present. It is robust and relatively fast, 
perfonning the same inversion in one-third the thne taken by SVD. Existing conjugate 
gradient algorithms were also tested, but were found to be inadequate for the solution 
of the current problem. 
Dipole images of the two classes of slot were obtained. The images allowed good 
estin1ation of geometry and position of the respective slot. Reconstruction of the dipole 
density on a crack would appear to be an effective method for hnaging cracks. 
11 
Ackno-w ledgen1ents 
I am very grateful to those who have supervised my PhD work; David Harrison at 
the R.A.E., for his many suggestions and for spending time correcting my style; John 
Bowler, for his humour, and for providing those Green's functions, without which there 
would be no e.c. imaging; and Prof. Crocker for helping out when he did. 
You can't do research on fresh air, so thanks goes to the S.E.R.C.and to the R.A.E. 
for providing at least a couple of years funding, and to the bank manager for providing 
the rest. 
I've also received a lot of assistance from the mechanical and electrical workshops, 
for which I am most grateful. Thanks also to Dave Munro for providing endless pleasure 
on the departmental network. 
There is a host of others I've met while at Surrey, all of who1n have made my time 
here enjoyable, and who have given both encouragement and distraction when required. 
They know who they are, but space limits me to mentioning Dai G, Andy M, Alan H, 
Paul J, all Steves, Terri, Clive T (for many long and helpful discussions). 
My deepest thanks are reserved for my parents, for their assistance during my student 
days, and it is to them that I dedicate this thesis. 
Finally, to anyone reading this and embarking on a PhD, it's tough, but when you've 
finished it all seems wo1·thwhile! 
iii 
Contents 
Abstract 
Acknowledgments 
Contents 
iii 
iv 
Chapter 1 
Chapter 2 
Chapter 3 
Chapter 4 
Introduction 
Electromagnetic theory and its applica-
tion to eddy-current imaging 
2.1 Introduction 
2.2 Maxwell's equations 
2.3 Application to eddy-currents 
2.4 Dipole representation of a crack 
2.5 Eddy-current imaging 
2.6 Solution using Green's functions 
2.7 Summary 
Experimental investigation 
3.1 Introduction 
3.2 Spechnens 
3.3 The scanning rig 
3.4 Stray field 
3.5 Noise 
3.6 Normal component of scattered magnetic field 
3.7 Phase shifts 
3.8 Hall transducer 
3.9 Lift-off 
3.10 Point response of the Hall transducer 
3.11 Selection of frequency 
3.12 Summary 
1 
7 
07 
08 
10 
11 
12 
13 
14 
16 
16 
18 
20 
21 
24 
25 
25 
27 
29 
37 
37 
38 
The forward problem 43 
4.1 Introduction 43 
4.2 Calculating the dipole density 44 
4.3 The scattered magnetic field due to a 3d dipole density 45 
4.4 Validation of the forward problem 49 
4.5 Model predictions 51 
4.5.1 Dipole density calculations 51 
4.5.2 Field calculations 52 
4.6 Experimental results 54 
iv 
4.7 Comparison of theory and experiment 54 
4.7.1 Comparison of phase 54 
4. 7.2 Extrapolation of slot depths 55 
4. 7.3 Comparison of field profiles 58 
4.8 Summary 59 
Chapter 5 Review of inversion algorithms 
and eddy-current imaging 62 
5.1 Introduction 62 
5.2 Previous work on the inversion of eddy-current data 63 
5.3 Review of inversion algorithms 68 
5.3.1 Singular Value Decomposition 69 
5.3.2 Regularisation 72 
5.3.3 The Jones-Lanczos (JL) algorithm 73 
5.3.4 Minimization algorithms 76 
5.3.5 Conjugate gradient algorithms 77 
5.3.6 Augmented CG method 79 
5.3.7 Generalised hi-conjugate gradient method 80 
5.4 Speed considerations in the CG algorithms 80 
5.5 Relative speeds of SVD and JL algorithms 81 
5.6 Storage considerations 82 
5.7 Summary 82 
Chapter 6 Imaging of shallow surface-breaking 
cracks · 84 
6.1 Introduction 84 
6.2 Previous work 85 
6.3 Eddy-current imaging involving Green's functions : 
Inversion in Fourier space 86 
6.4 Review of deconvolution techniques 87 
6.4.1 Linear restoration techniques 88 
6.4.2 Wiener filter 89 
6.4.3 Non-linear restoration methods 90 
6.4.4 Selection of restoration technique 91 
6.5 Imaging of one-dimensional surface-breaking slots 91 
6.5.1 Introduction 91 
6.5.2 Inversion of synthetic data 92 
6.5.3 Inversion of measured data 99 
6.6 Eddy-current imaging involving Green's functions : 
proposed inversion in real space 107 
6.7 Inversion algorithm: the JL-FFT algorithm 107 
6.8 Summary 109 
Chapter 7 Imaging of sub-surface cracks 111 
7.1 Introduction 111 
7.2 Formulation of the inverse problem 112 
7 .2.1 Analytical fonnalisation 112 
v 
7 .2.2 Discretisation 113 
7 .2.3 Matrix structure 113 
7.3 Inversion of synthetic data 114 
7.3.1 Implemention of the SVD algorithm 114 
7.3.2 Implemention of the JL algorithm 124 
7 .3.3 Implemention of the Augmented CG 
algorithm 127 
7.3.4 Implemention of the Generalised bi-CG 
algorithm 131 
7.3.5 Comparison of inversion schemes 131 
7.4 Inversion of experimental data 133 
7.4.1 Inversion by SVD 133 
7 .4.2 Inversion by JL algorithm 148 
7.5 Summary 149 
Chapter 8 Conclusions and future work 157 
Appendix A Magnetic field due to a uniform electric 
field in a half-space 163 
ａｰｰ･ｮ､ｾｸ＠ B Gram-Schmidt re-orthogonalisation 164 
Bibliography 166 
vi 
Chapter 1 
Introduction 
Perhaps the most dramatic evidence of the need for the detection of cracks in metals, is 
illustrated by the crash of an aircraft, due to structural failure of an airframe component 
caused by the growth of fatigue cracks. What is needed is a means of detecting cracks 
before they grow to dimensions that would cause failure. The part may then be repaired, 
or replaced, or the crack simply monitored. A host of possible flaws may exist. For 
instance, parts that have been under repeated stress are subject to fatigue cracks. These 
start at a highly stressed area and can propagate through the section until failure occurs. 
Cracks may be caused in the manufacturing stage in processes such as heat-treatment, 
grinding or plating. There may also be discontinuities or interruptions in the normal 
structure of the part, such as folds or seams. During the forming stage, impurities may 
become embedded anywhere in the material. These flaws, and other defects such as 
inclusions, can initiate fatigue cracks. Finally almost all metals are subject to corrosion 
which can then lead to cracking and catastrophic failure. 
The detection and characterisation of flaws is the subject of non-destructive evalu-
ation (NDE), an area which is continually expanding to meet the increasing demands 
for better NDE methods. The reasons for this include the following. Current design 
philosophy, particularly in the aviation industry, is to design structures tolerant to dam-
age caused by flaws, in contrast to the previous philosophy of testing a structure to 
find whether it is safe for its designed life. However, the flaws that must be found may 
be smaller than current methods are able to detect, necessitating increasingly sensitive 
NDE techniques. Furthermore, it is more cost effective to detect flaws earlier in their 
evolution, since smaller cracks are easier and cheaper to repair. With improved NDE, 
the concept of a lifetime for a structure is removed, since a part may be inspected for 
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flaws, rather than replacing it on the basis of a predetermined lifetime. Furthermore 
there is an increasing use of composite materials, which have favourable mechanical 
properties, however they are associated with different and sometimes more complex in-
spection problems. These are just some of the reasons for improved flaw detection and 
monitoring. This requirement is found in many industries apart from aviation, including 
nuclear, automotive, pipeline, shipbuilding and railway. There is an added cost as the 
methods become more sophisticated, but this is recovered by improve1nents in product 
uniformity, fewer rejections and reduced in-service failure. An interesting account of the 
future requirements of non-destructive testing methods, within the aerospace industry, 
is given by Taylor [1 ). 
Aside from visual examination of objects, five principle non-destructive evaluation 
techniques are in use: ultrasound, radiography, dye penetrants, magnetic particles and 
eddy-currents. None is ideally suited to all situations, each meeting certain requirements, 
and more than one technique may be necessary for an adequate inspection. Examination 
of the structural surface with the naked eye is frequently the first step in any inspection. 
In ultrasound inspection, a transducer introduces ultrasound signals through a thin layer 
of fluid. Flaws are detected by measurement of the amplitude of signals reflected back 
from the flaw, and the tin1e taken for these signals to travel between the surface and 
the discontinuity. The advantage of ultrasound is that it can detect flaws well below the 
surface of the structure and can detect a variety of flaws and discontinuities, however 
the transducer must be coupled to the specimen. 
Of the other methods only radiography can be used to inspect for deep subsurface 
flaws, using X and 1 rays to penetrate metals and reveal defects on the surface and 
beneath. The technique is particularly useful for detecting irregularities beneath the 
surface of the part, on surfaces that are covered by protective layers and in other inac-
cessible places. The greater the depth, the higher the energy required and the greater 
the cost and the hazard to the operator. Fluorescent screens and closed-circuit television 
systems sensitive to X-rays can be used in the place of x-ray film, and offer instantaneous 
image reproduction, while being cheaper and quicker than film. 
Of the five principle methods of NDE that go beyond the capability of the naked 
eye, dye penetration is probably the most widely used during manufacture as well as in 
overhaul operations. Dye-penetrant inspection begins with a clean surface, upon which 
a film of penetrating liquid is coated. After the liquid has been allowed to seep into 
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existing flaws, the surface film is removed and the remaining penetrant is then processed 
with a developer and examined under ultraviolet light. With the right dye the flaw 
will appear to glow. The method's main limitation is that it only picks up flaws on 
the surface or those with a surface opening. They are also messy and sometimes detect 
irrelevant indications. The accuracy and reliability of the method are heavily influenced 
by processing variables and operator skills. 
For ferromagnetic parts, magnetic-particle inspection is used to detect a variety of 
flaws. In this method, the part is first magnetized and then iron-compound powders are 
applied. Since flaws disrupt the magnetic field, areas of clustered powder form around 
them. The technique is simple, se1niportable, inexpensive and can reveal shallow sub-
surface flaws as well as those on the surface. However it only works on ferromagnetic 
materials, eliminating many important industrial materials such as aluminium and tita-
nium. For a good response, the part must also be clean, hence the method is generally 
used on parts disassembled from the main structure. 
To detect surface or near-surface flaws in electrically conductive materials, eddy-
current inspection may be used. An alternating current is supplied to a test coil placed 
over the part under examination. The coil induces a magnetic field in the part, causing 
a flow of eddy-currents. These currents are affected by variations of conductivity, and 
permeability within the test part. The disrupted eddy-currents cause changes in the 
magnetic field which may be detected by a suitable sensor, usually the coil used to induce 
the current. The majority of eddy-current testing at the present time is concerned with 
simply detecting flaws in a test-piece. However many production methods do attempt to 
estimate the size of the flaw on the basis of signal size. This may include a comparison 
between measurements made on the component and on several calibration flaws, which 
are typical of the type sought. There is little attempt to characterise defects, for example 
to distinguish whether an indication is due to a crack, corrosion or surface damage. 
Generally, if a flaw is detected, with a signal above some predetermined threshold, then 
action is taken, for instance the component is rejected as being defective. A further 
disadvantage of traditional techniques, which are based on detecting changes in coil 
impedance, is the need for skilled operators. With these considerations in mind, it 
would be an advance in NDE technology, to have an eddy-current method of imaging 
flaws. 
In general the objective of an imaging investigation is to derive information on the 
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spatial variations of the object under study. On the basis of this information, the observer 
proceeds to take decisions on the object imaged, for example whether a crack or cavity 
exists in a turbine disc. This ought to lead to easier interpretation by the operator 
conducting the inspection. This thesis presents a novel method of imaging cracks, using 
eddy currents. Two distinct cases are considered. The first case is concerned with 
relatively shallow surface-breaking cracks and the second with sub-surface cracks, having 
extended dimensions within the conductor. 
The first step in any imaging investigation is to define an appropriate image, which 
1nay be reconstructed fro1n some measurable quantity. A crack is a region of zero con-
ductivity and eddy current incident on the crack will therefore flow around it, rather 
than across it. Electrical charges build up on the crack faces and it is these charges 
that affect the behaviour of the eddy currents in the presence of a crack. The physical 
effect of a crack can be thus be modelled by an electric dipole distribution. The dipoles 
residing on the crack give rise to a secondary electric field inside the conductor, and 
this exactly cancels out the incident electric field at the faces of the crack, giving zero 
current flow across the crack faces. This is described as the boundary condition at the 
crack face. The dipole distribution furthermore is a secondary source of magnetic field, 
which in principle is detectable over the surface of the specimen. The problem addressed 
in this study is whether it is possible to reconstruct the equivalent dipole distribution 
from measurements of the magnetic field made over the surface of the spechnen, in the 
vicinity of the crack. Since in an otherwise homogeneous conducting material the dipoles 
reside solely on the crack, the reconstructed distribution ought to be a faithful image of 
the crack. 
Over the past several years, the Physics Department at Surrey University has col-
laborated with the Materials and Structures Department of the Royal Aerospace Estab-
lishment (R.A.E.), at Farnborough. The RAE has a number of research programmes in 
the ND E field including the design and development of novel eddy-current inspection 
techniques. This report is one result of this collaboration and is based on a scheme 
arising from theoretical work already undertaken within the Physics Department. 
This thesis describes the basis for eddy-current imaging of cracks using the dipole 
source on the crack as the image, and thoroughly tests it for real cracks. Chapter 2 intro-
duces basic electromagnetic theory relating to eddy-current inspection; it discusses the 
concept of an imaging investigation and illustrates how current dipoles are, in principle, 
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an effective image of a crack. Since the aim of the study is to image real cracks, from 
measurements of the magnetic field made in the vicinity of the ｣ｲ｡｣ｬｾＬ＠ an experimental 
rig is necessary to collect data from specimen cracks of known geometry and position. 
In chapter 3 the manufactured specimen cracks to be used in the study are described 
' 
and also the components and operation of the exp'erimental rig. In contrast to estab-
lished eddy-current measurement techniques, largely measuring impedance changes in 
coils, a Hall transducer, with its superior detection efficiency over the range of frequen-
cies involved in this study, is used to measure the magnetic field over the surface of the 
specimen. The scanning rig is designed to allow repeated measurements, over a range of 
frequencies, in a pre-defined positional manner, and store the data for later processing. 
The quantity measured is the component of the scattered magnetic field arising form the 
dipoles on the crack, the which is normal to the surface of the speci.men. 
Chapter 4 illustrates how this scattered field is related to dipole distribution from 
whence it arises, by an integral formulation involving Green's functions. This is often 
referred to as the forward problem. For a known current flowing in a ｣Ｑｾ｡｣ｫ･､＠ half-space 
conductor, methods based on this formulism exist to calculate the dipole distribution 
on a crack of known geometry and position. In the chapter, dipole distributions are 
calculated for the specimen cracks, and then further calculations made of the scattered 
1nagnetic field. Comparisons are then made between the predictions and experimental 
1neasurements of the same field. 
ｈ｡ｶｩｾｧ＠ tested the forward problem, the inverse problem of reconstructing the dipole 
density solely from measurements of the scattered magnetic field is addressed. The dipole 
density is in general a vector quantity and it is not possible to reconstruct it uniquely 
from measurements of a single component of the magnetic field. However by directing 
a uniform incident field perpendicular to the plane <;>f the crack, only one component of 
the dipole density is excited and this is recoverable from the field measurements. The 
inversion process amounts to discretising the analytical integral expressions and solving 
the resulting (large) set of linear ･ｱｵ｡ｴｩｯｾｳ＠ using matrix inversion methods. Due to 
the nature of the system involved, this is difficult with noisy experimental data and 
may be relatively slow if the system of equations is large. Therefore, in Chapter 5 
several numerical algorithms a1:e described which are possible candidates to perform the 
inversion. In Chapter 6, shallow surface-breaking cracks are imaged using experimentally 
measured magnetic field data. Here a line distribution of dipoles is imaged, representing 
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the length of the crack in the surface of the specimen is imaged. In Chapter 7, the 
algoritluns described in Chapter 5, are applied to the inversion of experimental data, to 
reconstruct the dipole density distributions on buried cracks; that is cracks which do not 
break the surface of the specimen. Here the depth of the crack below the surface and 
its dimensions are of interest. Since the cracks are of known geometry and location it is 
possible to compare the dipole image with the actual crack. Finally, in Chapter 8, the 
results of the work are reviewed and suggestions made for further development. 
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Chapter 2 
Electromagnetic theory and its 
application to eddy-currents 
2.1 Introduction 
The eddy-current NDE process consists of inducing currents in an electrically conducting 
sample by means of a time varying incident magnetic field. This is usually achieved with a 
coil, carrying an alternating current, brought near the satnple. These eddy-currents give 
rise to a magnetic field which can be detected outside the sample. Surface-breaking or 
sub-surface cracks cause changes in the eddy-current flow path, which in turn produce a 
detectable change in the magnetic field distribution outside the material. These changes 
in the magnetic field are usually sensed either as changes in the induction coil impedance, 
or they may be directly measured with a Hall transducer or other transducer, such as a 
magneto-resistor. 
A crack in conducting material may be thought of as a region of zero conductivity. 
around which the eddy-currents must flow. This hnplies that there is no current inside the 
crack. The perturbed field associated with the crack can be derived from an equivalent 
source function comprising an electric dipole distribution. The dipoles then give rise to a 
scattered magnetic field which may be detected at the outside of the cracked conductor. 
In an otherwise homogeneous conducting medium the dipoles reside solely on the crack, 
their distribution reflecting the geometric features of the crack. 
The distribution of eddy-currents induced by an exciting coil is found from a so-
lution of Maxwell's equations, with the appropriate boundary conditions, dictated by 
the problem in hand. Therefore any study of eddy-current NDE must begin with basic 
electromagnetic theory. 
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2.2 Maxwell's equations 
In order to calculate the distribution of eddy-currents, it is necessary to obtain a solution 
to Maxwell's equations. 
where, 
\1 x E(r,t) -
\1 x H(r,t) 
8B(r, t) 
8t 
J(, t) 8D(r, t) 
I, + 8t 
\7 · D(r, t) 
\1 · B(r, t) 
D(r, t) 
H(r,t) 
B(r, t) 
J(r, t) 
p(r) 
p(r) 
0 
electric displacement, 
inagnetic field, 
magnetic flux density, 
electric current density, 
electric charge density. 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
It is understood that all the field quantities, including the current density and the 
charge density, are functions of position and time. To make Maxwell's equations definite 
we need more information. This is provided by the constitutive relations between the field 
quantities. For example, in a simple isotropic medium, with linear material properties, 
the field quantities are related as follows 
D(r,t) == €(r)E(r,t) 
B(r,t) ｾＨｲＩｉｉＨｲＬｴＩ＠
J(r, t) - a(r)E(r, t) 
(2.5) 
(2.6) 
(2.7) 
where €(r), J.L(r) and a(r) denote, respectively, the permittivity, permeability and con-
ductivity of the medium. In many boundary-value problems, the constitutive relations 
between D, B, E and H are usually known and the current density J is treated as a 
source tenn. In this case the solutions forE and H in tenns of J are sought, satisfying 
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I 
I 
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the boundary conditions. So for instance, in the problem of calculating the eddy-current 
distribution, J would represent the source current in the exciting coil above the test-piece 
and then E and H would be the solutions sought within the test-piece. Once known, it 
is then possible to find the induced eddy-current density from (2. 7) 
The analysis of general problems can be greatly si1nplified if, within a region €(r) 
and p,(r) are considered to be homogeneous and isotropic, so that c(r) = t: = Ert:o 
and p,(r) = fL = fLriLo. Here €r and ftr are the relative permittivity and permeability 
respectively. For ferromagnetic materials f.Lr is a large positive quantity, and depends 
on B, assuming (2.6) is valid. A crack represents a discontinuity in the conductivity, 
therefore the conductivity 1nust maintain a function of position u( r). Fortunately though 
for many metals, for example aluminium, ftr = 1. Also since the equations are linear, 
further simplification is achieved if the current source J is time harmonic, then 
J(r, t) = ｾ＠ J(r)e-iwt (2.8) 
ｾ＠ denotes the real part, w is the angular frequency, t is time, and J ( r) is a complex phasor 
vector, that is J(r) = IJ(r)lei4>, where¢> is a phase function. Then since gt--+ -iw, (2.1) 
becomes 
\1 x E(r) = iwp,H(r) (2.9) 
Similarly, (2.2) becomes 
\1 x H(r) = u(r)E(r)- iwt:E(r) (2.10) 
To derive a wave equation, the curl of (2.10) is taken and (2.9) used to obtain 
\1 x \1 x H(r) = [iu(r)p,w + w2 t:p,]H(r) (2.11) 
Similarly, for source free regions 
(2.12) 
In a good conductor at frequencies below 10MHz, the second term on the right 
hand side of (2.11) is negligible, meaning physically that free charge and displacement 
current cannot be established at these frequencies. The magnetic field within a uniform 
conducting region is then well described at low frequencies by the vector Helmholtz 
equation 
\1 x \1 x H(r)- iu(r)p,wH(r) = 0 (2.13) 
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In air a= 0 and (2.11) reduces to 
(2.14) 
However, since foP,o = c\, where c is the velocity of light in air, at low frequencies 
w2 << c2 (2.14) can be approximated by 
\7 x \7 x H(r) = 0 (2.15) 
It corresponds to the quasistatic limit, in which the propagation is effectively instanta-
neous. 
To see the form of the solution of (2.13) inside a half-space conducting region (z > 
0), consider an incident plane wave, which has a single magnetic component in the y 
direction. If the excitation is confined to being a function of z only, then (2.13) reduces 
to 
{)2 Hy . IT 
8z2 = -ZWP,O' fly (2.16) 
which has a solution decaying exponentially into the conducting region as 
(2.17) 
with 
(2.18) 
and, 
(2.19) 
where 8 is referred to as the skin depth. The coefficient A, must be zero since the field 
must fall to zero as it penetrates deeper in to the conductor. The boundary conditions 
at the air-conductor interface determine the coefficient B. The magnetic field is thus a 
highly damped travelling wave within the conducting region. The consequence of this is 
that the induced eddy-currents will also exhibit an exponential distribution and tend to 
hug the top surface of the specimen. It is evident that eddy-current inspection is limited 
to the detection of cracks relatively close to the surface. 
2.3 Application to eddy-currents 
The solution of (2.13) and (2.15) is difficult in the presence of complicated boundaries. 
For an electromagnetic field source outside the conducting region, (2.13) must be solved 
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within the conducting region and (2.15) outside, and the two solutions must be con-
strained to match at the boundary and to satisfy the electromagnetic boundary condi-
tions. However solutions are available for the simplified, but nevertheless useful model 
of a semi-infinite homogeneous conducting half-space, (that is where space is divided 
into conducting and non-conducting homogeneous regions by the plane z = 0). For 
example the induced eddy-current distribution due to an oscillating current source has 
been derived for specific source geometries; a long straight wire [2]; a horizontal circular 
loop [3]; a vertical current loop [4]. These solutions however, are simple sources of elec-
tromagnetic field. In the general case it may not be possible to derive simple analytical 
solutions and there are two principle routes. Firstly a numerical method such as finite 
element analysis, see for example Lord et al [5]. This method has the disadvantages 
of being very computer intensive and will not yield a general solution. Secondly there 
are standard analytical techniques for solving boundary value problems, such as eigen-
function expansion or Green's functions. These are discussed by Morse and Feshbach 
[6]. 
2.4 Dipole representation of a crack 
A crack may be modelled as a two-dimensional non-conducting region within the host 
conducting medium. Eddy-currents induced in the mediu1n will then flow around the 
crack. There is consequently zero normal component of the electric field at the crack 
boundary. The electric field at the same position in an equivalent non-cracked conductor 
is not zero. Therefore charge must build up at the surface of the crack until the net normal 
component of the E-field is zero. No current leaves the volume occupied by the crack, 
therefore the net charge leaving the crack is zero. Since no charge leaves the volume, 
a positive charge build up on one side of the crack has an equivalent charge depletion 
on the other. The magnitude of the distribution will depend on the orientation of the 
crack with respect to the incident field. Thus a crack whose plane is perpendicular to 
the incident field will have a significant dipole distribution excited across its whole plane 
surface, see Figure 2.1. In contrast, a crack whose plane is parallel to the direction of 
the incident field will have a zero dipole distribution induced on its surface. 
The magnetic field in the region above the conductor comprises a contribution from 
the primary source current inducing the eddy-currents, a contribution from the eddy-
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Figure 2.1: Schematic diagram of the dipole density excited on a crack. 
currents circulating in the uncracked conductor and in the presence of a crack, a con-
tribution scattered from the secondary dipole source on the crack. The calculation of 
this magnetic field scattered from a given crack is known as the forward problem. The 
inverse problem then arises of deducing the dipole distribution, on an unknown crack, 
from measurements of the field over the vicinity of the crack. Knowledge of the dipole 
distribution provides information on the location and geometry of the crack. The process 
of reconstructing the dipole distribution from the measured scattered field is referred to 
in the present study as eddy-current imaging. 
2.5 Eddy-current imaging 
An imaging process generally consists of illuminating an object with some form of radi-
ation, for instance light and then collecting some or all of the radiation scattered from 
the object. From a knowledge of the scattering process, another quantity representing 
some physical property of the object may be constructed. This quantity is an image of 
the object. The imaging process is usually titled after the type of process producing the 
illumination. So for instance we have X-ray imaging, the quantity defining the image in 
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this case being the density profile across the object. In eddy-current hnaging then, the 
aim is not to recover an image of the eddy-current distribution around a crack, but rather 
some physical property of the crack itself. For instance a suitable image would be the 
crack conductivity. The previous discussion however suggests that the dipole distribution 
excited on the crack might prove an effective image. Since in a homogeneous conductor 
the dipoles will reside solely on the crack surfaces, their distribution will therefore reflect 
the crack location and geo1netry. The concept of dipole ilnaging of cracks is successfully 
implemented in this thesis, which attempts to reconstruct the dipole density, or image, 
of a crack from measurements of the magnetic field made over the surface of the cracked 
test-piece. This requires a relationship to be established between the magnetic field and 
the dipoles on the crack and will be formulated in tenns of Green's functions. 
2.6 Solution using Green's functions. 
In the conducting region, the total magnetic field E( r) will be the sum of the incident 
electric field on the flaw :fui(r) and the electric field scattered fron1 the flaw :fus(r), 
(2.20) 
If the conductivity of the host material is uniformly constant at a0 and the flaw conduc-
tivity is a(r), for the incident field (2.12) gives, 
(2.21) 
and similarly the total field is given by 
(2.22) 
Subtracting (2.21) and (2.22) yields an expression for the scattered field 
(2.23) 
Equation (2.23) relates the scattered field to the total field. A solution to (2.23) is sought, 
and in this study Green's functions will be invoked to do so. The quantity [a(r) -a0]E(r) 
may be represented as a distribution of electric dipoles p(r): First a solution is sought 
to (2.23) for a single dipole embedded in a conducting half-space. This solution is the 
Green's function Gee(r, r') which transforms an electric source, at coordinate r' into an 
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electric field at coordinate r. The Green's function incorporates the boundary conditions 
at the faces of the flaw, therefore since (2.23) is linear, the scattered field solution for 
an arbitrary source is found by integration of this single dipole solution over the source 
region, 
E(r) = f Gee(r, r')·p(r')dr' 
Jfla.w 
(2.24) 
This fundamental solution is a dyadic Green's function and for the half-space problen1, 
it has been formulated by Bowler [7] . This integral method forms the basis of the 
theoretical work underlying this project and will be discussed further in Chapter 4. 
2.7 Summary 
For eddy-current inspection, a means must exist for establishing eddy-currents in a 
cracked conducting specimen. For an arbitrary source of excitation, the resulting eddy-
current distribution is found fro1n a solution of Maxwell's equations. Though the result-
ing distribution may be complicated, in general the eddy-currents will always tend to 
hug the surface of the specimen, their depth of penetration depending on the frequency 
of excitation. Eddy-current inspection is therefore lin1ited to inspection of relatively 
shallow regions of the specimen. Should a crack be present, the flow of eddy-currents is 
disrupted, and this produces a detectable change in the 1nagnetic field over the crack. 
Measurements of this field either directly or by the change of impedance it causes in 
the primary exciting coil, will indicate the presence of the crack. This is generally the 
current level of application of eddy-current NDE. 
A crack acts as a barrier to the flow of eddy-currents, this fact allows the crack to be 
represented by an equivalent surface distribution of electric dipoles, residing on the crack. 
These dipoles are a secondary source of the magnetic field detectable over the surface 
""' 
of the cracked specimen. The problem now arises of obtaining an analytical transfer 
function relating the scattered mag:netic field to the dipole distribution. The solution 
to this fm·ward problem, as it is often termed, will be formulated in this study as an 
integral relation, incorporating an appropriate Green's function as a kernel. In Chapter 
4, predictions are made of the observable.magnetic field over cracks of known diinensions 
and a comparison made against corresponding measured data. With a suitable transfer 
function, it is possible to attempt a reconstruction of the dipole distribution on a crack 
of unknown dimensions fro1n the corresponding field measurements, by inverting the 
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integral relation. This is termed eddy-current imaging and the results of this approach 
are detailed in the final chapters. 
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Chapter 3 
Experimental Investigation 
3.1 Introduction 
At present it is co1nmon practice to induce eddy-currents in a specimen with a coil 
carrying an a.c. current and then to measure the impedance changes in the coil due 
to the presence of a flaw. In contrast however, the present work concentrates on the 
prediction and direct measurement of the scattered magnetic field. Here novel use is 
made of a Hall transducer to sample the magnetic field at discrete points. The magnetic 
field contains sufficient information to reconstruct an image of the dipole distribution on 
the crack from which it arises. In Chapters 4 and 7, the results of this reconstruction 
are presented. 
The specimens under study were long thin slots manufactured by electric discharge 
machining (ED M), to ensure their geometry was well defined. All were manufactured in 
large plates of an alloy of alu1ninium, and were mounted within an automated scanning 
rig, illustrated in Figure 3.1. The theoretical study underlying the present work assumed 
a uniform current distribution incident on the slot, that is one varying spatially only with 
depth below the surface of the plate, in accordance with the skin depth. It is difficult to 
produce a unifonn field in the specimen by induction. Induction of eddy-currents in a 
specimen results in a current distribution that depends on the geometry of the conductor 
carrying the source current. For instance a circular coil produces a circular eddy-current 
distribution. Therefore it was decided to inject current into the spechnens, between 
copper rod electrodes clamped to the surface of the specimen and aligned parallel to the 
plane of the crack. The Hall transducer was then raster scanned over the im1nediate 
location of the slot to sample the scattered field normal to the surface of the plate. The 
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Figure 3.1: (a) A view of the whole scanning rig and (b) a dose up view of the Hall 
transducer resting on a specimen plate containing a sub-surface slot. The stepper motors 
positioning the transducer are shown and the electrodes injecting current into the plate 
are also visible. 
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signal from the Hall transducer was fed to a lock-in amplifier, interfaced to a micro-
computer. The transducer followed a pre-defined scanning routine controlled by the 
computer, which also stored the data for later processing 
Before measurements were performed, the rig had to be optimised for this applica-
tion. In the absence of the slot, the Hall transducer measured stray magnetic fields 
which would interfere with the magnetic field associated with a crack. It was therefore 
necessary to identify the causes and effects of these stray fields and find ways to minimise 
them. Furthermore the measurements were contaminated with noise. In considering the 
inversion of experimental data, the quality of the reconstructions depends crucially on 
the signal to noise ratio. It was therefore important to find the contributions to the noise 
and minimise the overall noise level. Elements within the amplifier circuitry introduced 
a frequency dependent phase shift into the measurements and this was measured, with 
the aim of applying a phase correction to the data. The skin effect places an upper limit 
on the usable excitation frequency for making measurements on sub-surface slots. In 
a preliminary experiment the working frequency range was established. Finally it was 
necessary to consider how the field measurements may have been degraded by the Hall 
transducer in comparison to an ideal detector whose point spread function is of negligible 
area. This chapter presents the results of this analysis and begins with a description of 
the experimental system. 
3.2 Specimens 
For all subsequent measurements it was necessary to have specimen flaws of well defined 
geometry, to permit a comparison of image and actual slot. All the slots were located 
at the centre of large square plates of aluminium alloy, of side 30cm, and thickness lcm, 
to avoid edge effects and to help ensure a uniform incident field was achieved between 
the electrodes. In the plates containing the sub-surface slots, the host conductivity was 
1.909x107 S/m. For plates containing the surface slots though, the host conductivity 
was 2.852x107 S/m. Figure 3.2 is a schematic diagram of a sub-surface slot, showing 
the coordinate syste1n to be used in all subsequent measurements and calculations. The 
slots were all rectangular, lying in the y, z. plane, and in the case of the sub-surface slots 
extending from a depth Zc below the unbroken surface of the plate to the bottom of the 
plate. The dimensions of the slots along x, y and z, were a, b, c respectively. 
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Figure 3.2: Schematic diagram of an EDM sub-surface slot. (a) The slot lies in the y,z 
plane, and the injected current is directed along x. (b) the dimensions of the slot are 
a, b, c along x, y, z respectively. 
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(a) (b) 
Figure 3.3: Rubber castings of the two sub-surface slots: (a) slot 2 and (b) slot 3. The 
scale is 1:1. 
Two sub-surface slots were studied and one shallow surface-breaking slot · were stud-
ied. It was necessary to accurately determine the dimensions and shapes of these slots, 
in addition to the depth of the sub-surface slots below the surface of the host plates. 
Without cutting the plates to reveal the slot profile, the most accurate method available 
to determine the slot shapes was to form casts of the specimens. Casts of the slots 
were formed using replicating rubber, (SILASTIC JRTV Silicone rubber case). This was 
prepared as a liquid with a hardener incorporated and the mixture was forced down the 
slots, care being ｴ｡ｫ･ｾ＠ to avoid trapping air within the casts. Separate measurements 
showed that no significant contraction of the cast occurred on hardening. Casts of the 
sub-surface slots obtained in this way are shown in Figure 3.3. It is noteworthy how 
sharp the corners of the two slots were, considering the manufacturing process. The 
plate thickness was measured at several points in the region of the slot and the slot 
depths were then deduced from the slot dimensions. 
Of the sub-surface slots, all were approximately lcm in length, and 0.5mm opening, 
while the top edges were approximately 1 and 2mm below the unbroken surface of the 
specimen plate. The surface breaking slots were also long and thin though their depth 
did not exceed 0.5mm, so they were effectively slots lying in the surface of the specimen 
plate. The dimensions of the slots are tabulated in Table 3.1. 
3.3 The scanning rig 
The requirement of the rig was to provide a means of exciting dipoles on the specimen 
slots and then to sample the scattered field over some regular grid in the area over the slot. 
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Slot Dimension ( mm) 
No. Type Zc a b c 
1 surface - 0.6 10.0 0.5 
2 subsurface 0.727 0.70 10.03 9.081 
3 subsurface 1.828 0.77 9.97 8.016 
Table 3.1: Dimensions of the specimen EDM slots used in the study. 
The specimen plates were mounted on an aluminium base plate which could be levelled 
as required. An a.c. signal was supplied from a frequency synthesizer [Enertec 4416] via 
a transformer-current driver. The maximum output current at 1kHz was 12Arms· The 
current was injected into the plate through two copper electrodes aligned parallel to the 
line of the slot, to ensure that the incident field was approximately normal to the slot 
and uniform along its length. A schematic diagram of the rig is shown in figure 3.4. 
It was necessary to sample the component of the scattered magnetic field normal to 
the surface of the specimen at discrete points. This was achieved with a Hall transducer 
resting on the plate. The transducer was positioned by x,y stepping motors interfaced 
to a micro-computer and followed a pre-defined scanning routine. 
The signal from the transducer was amplified by a pre-amplifier, with a lowest oper-
ating frequency (-3dB) of 63Hz, and. detected using a dual lock-in amplifier [EG and G 
Brookdeal model 5206]. The lock-in amplifier was a necessity for recovering amplitude 
and phase information in signals possibly overwhelmed by noise and interference. The 
reference signal for the lock-in amplifier was supplied by the frequency synthesizer linked 
to the current driver. The amplifier was controlled, by the 1nicro-computer through an 
IEEE interface. 
The computer allowed the scanning routine to be defined and the frequency and 
amplifier settings to be selected by menu; it recorded the data and carried out simple 
signal averaging. The results were stored on floppy disc and transferred to a PRIME 
1nini-computer for further processing. 
3.4 Stray Field 
Ideally, except in the presence of a crack, the normal component of the magnetic field 
above the surface of the plate should be zero (Appendix A). However, in practice, a small 
non-zero spatially-variant stray field was observed, the magnitude of which increased as 
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Figure 3.4: Schematic diagram of the scanning rig. The Hall transducer is mounted on 
a gantry, and is raster scanned over the specimens using orthogonally mounted steeper 
motor units. Excitation at single selected frequencies is provided by an oscillator, current-
driver arrangement. Signals from the Hall transducer are detected by a lock-in amplifier, 
referenced to the excitation frequency and stored on a micro-computer, which also con-
trols the scanning routine. 
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the excitation frequency was increased. An investigation was undertaken to identify the 
causes of this stray field and hence provide a means of minimising it. 
Rotating the specimen plate showed that there was no dependence of the stray field 
on the plate orientation. However, a principle source of stray field was identified as 
originating from the transfonner and the cables injecting the current into the plate. 
Furthermore these cables were found to induce currents in the steel frame supporting 
the scanning gantry, and the effect increased if the cables were placed parallel to the 
length of the frame. A considerable reduction in the stray field was obtained by raising 
the scanning rig and specimen plate off the surface of the laboratory bench using perspex 
supports. Long power leads were introduced, which were then dropped vertically down 
from the plate to the power supply. The power supply was placed on the bench, as far as 
possible from the plate. Further screening was introduced by resting the specimen plate 
on a lcm thick aluminium support plate, with an insulating layer between the two. 
The uniformity of the stray field was found to be dependent to a large degree on the 
electrodes. It was found that fiat copper electrodes of a length significantly exceeding 
the length of the crack, worked well in practice. Though it was found necessary to first 
polish contacting surfaces of both electrode and plate, prior to securely clatnping the 
two together. The uniforrnity of the stray field was found to increase as the electrode 
separation increased and a separation of 12cm was found adequate for all subsequent 
field measurements. A unifonn incident field could be obtained without the need for 
precise align1nent of the electrodes. Finally, the contact pressure of the electrodes had 
to be adjusted until a unifonn field was achieved. 
On rotating the Hall transducer, the magnitude of the stray field was found to vary 
with angle. The reason for this was due to a very slight mis-alignment between the plane 
of the sensitive area of the Hall chip and the plate surface. The tangential component 
of magnetic field due to the injected current is much larger than the normal component, 
therefore the misalignment has a significant effect on the stray signal. The magnitude of 
the tangential component entering the chip would have depended on the orientation of 
the chip with respect to the plane of the plate, accounting for the observed effects. Thus 
before measuretnents were made the transducer was rotated until the stray field was a 
rmn1mum. 
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3.5 Noise 
Two principal causes of noise in the measurements were found. The largest was due to 
surface roughness. It has been noted [8] that since silicon has a strong piezoresistive 
effect, then changes in stress levels at wafer probe level give rise to spurious voltages. It 
was observed that large voltages were generated when the Hall transducer was moved 
over the plate between adjacent field points. A delay time was therefore introduced 
between positioning the transducer and taking a reading, to allow the system to settle 
down. These voltages could be markedly reduced by smoothing the plate with emery 
cloth, until the surface was shiny and reflective. As a further precaution, a thin layer 
of PTFE tape, having a thickness of O.lmm, was placed over the Hall chip to reduce 
friction. The second principal source of noise was random variations in the stray field. 
After smoothing the plate as described, however this was generally of the same order of 
magnitude as the noise due to the surface roughness. 
Noise due to surface roughness could be reduced by lifting the transducer off the 
plate surface, though there were some problems with this. Increasing the separation 
between the transducer and plate surface resulted in loss of detail in the measured field 
and therefore ultimately detail was lost in the image obtained from the field; this is 
illustrated in section 3.9. In addition some uncertainty was introduced setting a uniform 
separation between transducer and plate over the scanned region. Finally, the depth 
of the thread on the gantry drive rods, moving the transducer, was sufficiently large 
( rvlmm), to cause noticeable undulations in the probe lift-off. On consideration of these 
effects, the plate was smoothed and the transducer rested on it under its own weight. 
To obtain better signal-to-noise ratio (SNR), signal averaging was carried out during 
a scan. In theory, an average over N samples reduces deviations from the mean by a 
factor ..JN, however a longer scan time is required. An average over four samples was 
the co1npromise used. The second method of noise reduction was by optimu1n use of 
filters within the lock-in amplifier. The filters had variable time constants, the longer 
the time constant, the greater the noise reduction the instrument achieved, but at the 
expense of a longer scan time. Most of the improvement in SNR was provided by these 
filters. 
Another source of noise of a normally secondary nature, was found to be spurious 
voltages set up in the transducer due to vibrations. Since measurements were made with 
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the probe stationary, vibrational noise arose solely from other activity in the laboratory. 
This was not a cause of concern during the project, since the majority of scans were 
made during the quiet nocturnal hours. However, should vibrational noise have proved 
too troublesome, strips of rubber placed under the rig might have provided satisfactory 
damping. Finally, the data from the transducer was digitised by the lock-in amplifier 
and sampled at 8 bits by the micro-co1nputer. Digital sampling of an analogue signal 
will always produce a sa1npling error and in an otherwise noise free environment, this 
makes a small contribution to the overall noise level. 
3.6 Normal component of scattered field 
Typical examples of the field normal to the surface of the specimen, measured over a 
buried slot are shown in Figure (3.5). Here the in-phase and quadrature components 
of the magnetic field are shown, scattered from a 2mm deep slot (slot 3) at 1kHz. The 
measurements reveal a characteristic switch-back nature, with a peak located at one 
end of the slot and a trough at the other. The current is incident normally on the slot, 
which acts as a barrier forcing the current to flow over the top and around the edges 
of the slot. From Maxwell's equations, (2.4) and (2.2), the magnetic field forms closed 
loops around these streamlines. Therefore since only the component of field normal to 
the plate is sampled, two peaks are found in anti-phase, where the field leaves and enters 
the plate over the ends of the slot. 
3. 7 Phase Shifts 
The possibility of system induced phase shifts within the measured fields had to be 
addressed. The Hall chip had a differential output stage and the output from this was 
fed into a differential pre-amplifier. Both pre-amplifier inputs were decoupled with high 
pass filters comprising a capacitance C = 0.2JLF, and a resistance R = 22kn. The high 
pass filters removed any d.c. level on the input, and the ratio of the output voltage 
leaving the filter to that entering increased with increasing frequency, reaching the -
3dB level at approximately 40 .Hz. The time constant of the filter was sufficiently long 
( 4.4ms) such as not to degrade the alternating signal. However the filters did introduce 
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Figure 3.5: The normal component of the magnetic field, sampled by a Hall transducer 
over a subsurface crack, 2rnm below the surface (slot 3), at 1kHz. (a) the component of 
the field in-phase with the injected current, and (b) the component in quadrature with 
the injected current. 
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a phase shift </> between input voltage and the amplified output, given by [9] 
A. _ 1 (1/wc) ｾ］ｴ｡ｮ＠ -- , R (3.1) 
giving an expected phase shift of approximately 20° at 1OOHz decreasing to 2° at 1kHz. 
The circuit also included operational amplifiers, though any phase shift introduced by 
these was thought to be very much smaller in co1nparison. 
It was necessary to measure the total phase shift introduced by the pre- amplifier. 
The measurement was performed by sampling the magnetic field generated by a long 
straight current carrying conductor with the Hall transducer, and referring the phase of 
this measurement to that of the voltage taken from across a non-inductive series resistor. 
The phase difference between the voltage across the resistor and the voltage out of the 
preamplifier is shown in Figure 3.6. The phase shift is observed to be in close agreement 
with that introduced by the high pass filters, supporting the contention that these were 
indeed the principle source of phase shifts within the pre-amplifier 
Initially it had been considered prudent to shield the pre-a1nplifier in a non-Inagnetic 
metal cylinder, brass being the metal employed for this. However the presence of the 
cylinder itself caused serious phase shifts, due to eddy-currents circulating within it, and 
it was therefore replaced with a perspex cylinder simply to provide adequate support for 
the circuitry. 
3.8 The Hall transducer 
The principal advantage of a Hall transducer over a coil based device, is the improved 
detection efficiency at lower frequencies. If current is injected into the specimen, the 
ability to induce a significant dipole distribution on a crack will have the same frequency 
dependence, through equation (2.19). Though the crack image will be the same for 
each transducer, the sensitivity with which the scattered magnetic field is sampled will 
be significantly different. The detection efficiency of a coil depends on the frequency 
of the magnetic field through Faraday's ｬｾｷＬ＠ Equation (2.1 ). With a Hall transducer 
however, the detection of the scattered field is frequency independent. Comparing the 
Hall and coil transducers, it is clear that at lower frequencies (below several kHz) the 
Hall transducer has advantages [10]. 
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Figure 3.6: Frequency dependence of the phase shift introduced by the electronic system. 
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The Hall transducer cotnprised a Hall chip [Honeywell linear ic 304-267] and a pre-
amplifier, positioned close to the chip to minimise noise. The Hall chip is a buffered device 
and has linear output in fields with a magnetic flux density over ｡ｾ＠ 40mT range, up to a 
frequency of 100kHz, with a nominal sensitivity of 10mV /mT. Following amplification, 
the sensitivity of the systetn was calibrated and found to be 1.6 x 104m V /mT at 1kHz. 
The amplified voltage was finally fed to the lock-in amplifier. 
3.9 Lift-Off 
The Hall transducer, comprised an active circuit resting on a copper substrate, of which 
the terminals were an integral part and all this was encased in epoxy. A cross-section 
though the chip is shown in Figure 3.11. Consequently the magnetic field was sampled 
in plane at some height z0 above the surface of the specimen (z = 0). The effect of 
this lift-off on the tneasuretnents therefore had to be established. Figures 3. 7 and 3.8 
are a comparison of the in-phase and quadrature components of the measured field 
over a 2mm deep subsurface crack (slot 3), at 1kHz, with increasing lift-off. These 
measurements were all made with the same shaved transducer, described below. It was 
observed that the n1agnitude of the measured fields decreased dramatically as greater 
lift-off was introduced. Furthermore, a phase shift was introduced into the measurements 
which increased in an approximately linear manner with increasing lift-off. For instance, 
at 1kHz, increasing z0 from -0.4mm to-t .12tnm (z < 0 above the specimen), introduced 
a phase change of 3.2°. This phase shift was also found to depend on frequency, thus 
at 4kHz, the same increase in z0 introduced a phase shift of 4.5°. By con1pensating for 
these phase shifts and then normalising the data with respect to the peak value in each 
profile, the profiles shown in Figures 3.9 and 3.10 were obtained. Comparison of these 
figures revealed that increasing the liftoff tended to smear or broaden the measured field. 
These observations suggest that the lift-off should be 1ninin1ised. As a consequence it 
was decided to rest the transducer on the plate surface and accept the possibility of 
increased signal degradation due to stress induced noise. 
The thickness of the upper epoxy layer was 1.1hmn, see Figure 3.11 and some means 
was sought to thin the layer. It was not possible to retnove the epoxy by chemical means 
without irreparably damaging the chip, therefore fine emery cloth was tried. However 
in practice very little of the layer could be removed without da1naging the circuitry. 
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An alternative approach was eventually adopted in which the lower layer of epoxy was 
removed down to the copper base plate. This base had a thickness of 0.27mm. The 
active area of the Hall chip, that is the point on the chip which was most sensitive to 
the magnetic field, did not lie precisely on the substrate but at some height above it. 
To obtain the true value of the lift-off, a separate calibration experiment was performed, 
though comparison of the data in Figures 3. 7 and 3.10 revealed that the shape of the field 
profiles was relatively insensitive to small uncertainties in the lift-off, within experimental 
accuracy. 
The calibration procedure to determine the effective lift-off z0 of the Hall transducer, 
was performed by establishing a source of magnetic field with a known analytical spatial 
variation and comparing this with measurements of the same field obtained using the 
Hall transducer. A shnple source of magnetic field with an analytic variation is the field 
due to a long straight conductor. An infinitely long, straight conductor of radius r, 
carrying current I, gives a tangential1nagnetic field H at a distance p fro1n the centre 
of the conductor, Figure 3.12, given by [11], 
(3.2) 
The Hall transducer is scanned along a line, a distance r + z0 over the centre of the 
conductor and the component of H normal to the line of the scan, Hz, is 1neasured. It 
may be shown that at a distance x from the centre of the conductor along the line of 
scan, 
(3.3) 
Figure 3.13 shows the normalised magnetic field measured using the Hall transducer 
along a line perpendicular to the length of a long, thin wire, of length 24cm and diameter 
0.3mm. Superilnposed on the measured field is the nonnalised theoretical field following 
equation (3.3). The predicted field was calculated for two values of lift-off, 0.37mrn 
corresponding to the active area resting approxhnately on the copper pins and 0.64mm 
giving the best subjective fit with the experhnental data. Clearly the procedure is very 
sensitive to small changes in lift-off. 
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Figure Ｓｾ＠ 7: A comparison of the in-phase component of the measured field above a 2mm 
deep subsurface slot at 1kHz, with increasing lift-off (zo) introduced. (a) z0 = -0.4mm, 
(b) zo = -1.12nz.m and (c) zo = -1.86mm. Note the marked decrease in response 
with increasing lift-off. 
31 
X 102 FIELD COMPONENT 
4 (arbitrary units) 
3 
2 
-1 
(a)---
(b)----
(c)-·-·-
I ( . • (I (I ( 4 j i (I ( i ( i \I I I (. (. (' 't 't (I ( l (. (I I ( \. (. \I ( i J ' (' \ i \ i \'I 
2 3 4 6 
POSITION 
Figure 3.8: A co1nparison of the quadrature component of the measured field above a 
2mm deep subsurface slot at 1kHz, with increasing lift-off (zo) introduced. (a) z0 = 
-0.4m?n, (b) z0 = -1.12?nm and (c) z0 = -1.86mm. 
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Figure 3.9: A comparison of the normalised in-phase component of the measured field 
above a 2mm deep subsurface slot at 1kHz, having corrected for phase shifts introduced 
by increasing lift-off (z0 ), (a) z0 = -0.4mm and (b) z0 = -1.12mm. Note the gradual 
degradation of the profile shape as the lift-off is increased. 
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Figure 3.10: A comparison of the normalised quadrature component of the measured field 
above a 2mm deep subsurface slot at 1kHz, having corrected for phase shifts introduced 
by increasing lift-off (z0 ), (a) z0 = -0.4mm, (b) and z0 = -1.12mm. 
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Figure 3.11: Schematic cross-section through the Hall transducer, illustrating the active 
circuitry resting on the copper tenninals. The lower level of epoxy was removed to 
minilnise lift-off. 
Figure 3.12: Determination of the Hall transducer lift-off. 
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Figure 3.13: A comparison of the measured magnetic field sampled over a long thin 
conductor at 1kHz (a), with the theoretical variation for an infinitely long conductor of 
the sarne radius, but with increasing lift-off of the Hall transducer: (b) 0.37mm and (c) 
0.64mm. The comparison of (a) and (c) illustrates the effective point-like nature of the 
point spread function of the Hall transducer. 
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3.10 Point Response of the Hall Transducer 
The theoretical basis to the present work required the scattered field to be sampled at 
discrete points, which assumed a sharp point spread function for the Hall transducer, 
it was necessary therefore to test this assumption. Lord and Srinivasen [12] describe a 
method of obtaining the point-spread function of a Hall probe. They use a Hall probe 
with an active area of 0.5mm to measure the magnetic leakage over a surface-breaking 
slot with an opening the same size as this active area. Initially a finite element code was 
used to predict the true leakage field and this was then separately convolved with two 
possible profiles for the point spread function of the Hall device, namely a rectangular 
profile and a triangular profile. The convolved result represented a prediction of the 
measured field. The measured field and predicted field were then compared. Finally the 
profile of the point spread function was obtained by deconvolving the measured field with 
the predicted true field calculated directly from the finite element code. The method 
suffered fro1n the fact that the true leakage field was not available, however the results 
showed that the finite size of the Hall probe modified the true signal in a manner similar 
to a convolution operation. 
Regarding the point spread function of the Hall transducer used in the present study, a 
comparison of the measured and predicted profiles in Figure 3.13 illustrates the extremely 
sharp nature of the response function. From the results illustrated in the figure, it 
appears that the point spread function is comparable with the smallest available step 
size of 0.1mm, and will therefore permit effective point sampling of the magnetic field. 
3.11 Selection of Frequency 
A necessary condition for electric dipole imaging is to establish a significant dipole density 
distribution, effectively illuminating the whole crack. To establish a significant dipole 
distribution required a significant current incident on the crack, and the skin-depth 
was an important quantity to consider. The skin depths at a range of frequencies, 
calculated for the aluminium alloy (conductivity 1.909x107 S /m) in which the slots were 
manufactured, are tabulated in Table 3.2. To obtain good penetration of the current, low 
frequencies were preferred. The influence of the skin-effect is illustrated in Figures 3.14, 
3.15 and 3.16 show the in-phase and quadrature components of the fields measured over 
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Frequency (Hz) Depth (mm} 
100 12.0 
400 5.4 
1000 3.8 
4000 1.7 
Table 3.2: Variation of skin depth with frequency, calculated for the aluminium alloy in 
which the sub-surface slots were manufactured. 
over the length of a 1mm deep sub-surface slot, at frequencies increasing from 0.2kHz 
to Ｘｫｈｺｾ＠ Particular frequencies were selected to avoid the possibility of measurement 
interference from beat frequencies, arising from extraneous sources such as the mains. 
All the profiles are illustrated with the same scale for a direct comparison. By virtue 
of the skin effect, the scattered field undergoes a larger phase shift (with respect to the 
incident field) as it passes to the surface of the specimen. This phase shift is reflected 
as a decrease in the amplitude of the in-phase component and a relative increase in 
the amplitude of the quadrature component. Overall however the amplitudes of the 
two components decreases, making measurements at and above 8kHz very difficult in 
practice. It was concluded that for imaging of the sub-surface cracks used in the present 
study, frequencies at or less than approximately 2kHz were to be preferred. Finally, with 
regard to the residual stray field, it is noticeable how the magnitude of this increases 
with excitation frequency. 
3.12 Summary 
The requirement of the scanning rig was to induce dipoles on an arbitrary crack and 
then enable spatially distributed measurements of the scattered magnetic field. Shallow 
surface breaking and subsurface slots of known dimensions have been manufactured for 
all subsequent measurements. The dipole distribution on these have been excited by 
injecting current into the specimen plates, thus ensuring a uniform field incident on 
the crack. The normal component of the resulting scattered field has been sampled 
with a Hall transducer. This has been shown to have benefits over coil devices. In the 
frequency range ( ｾＴｫｈｺＩ＠ in which the skin depth is sufficiently large to illuminate the 
crack, the Hall probe has enhanced response over a coil. Furthermore the Hall transducer 
is shown to have a sharp point spread function and permits sampling of the magnetic 
field at discrete points. However in addition to the scattered field there was also a stray 
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Figure 3.14: The in-phase and quadrature components of the field measured over a lmm 
deep subsurface crack (slot 2), at (a) 263Hz and (b) 533Hz. Step size 0.5mm. 
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Figure 3.15: The in-phase and quadrature components of the field measured over a lmm 
deep subsurface crack (slot 2), at (a) 1.03kHz and (b) 2.03kHz. Step size 0.5mm. 
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Figure 3.16: The in-phase and quadrature components of the field measured over a lmm 
deep subsurface crack (slot 2), at (a) 4.03kHz and (b) 8.03kHz. Step size 0.5mm. 
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magnetic field present, interfering with the required field. The stray field had several 
sources and attempts have been made to minimise it, by identifying these sources. The 
presence of noise also interfered with the measured field and means have been provided 
to minimise the various noise contributions. Finally, to obtain the true scattered field, 
compensations had to be made for frequency dependent phase shifts introduced by the 
amplifying circuitry. 
The experimental rig has been opthnised and shown to be capable of making spa-
tially distributed measurements, of the scattered magnetic field above an arbitrary crack, 
excited by a uniform current, at a range of frequencies. In the following chapter these 
measurements will be compared with the predictions of the scattered field, assuming the 
crack can be represented by a distribution of electric dipoles. In subsequent chapters, it 
is shown how the data is inverted to obtain the dipole density on the two distinct classes 
of crack, namely shallow surface-breaking cracks and extended, non-surface breaking 
cracks. 
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Chapter 4 
The Forward Problem 
4.1 Introduction 
In eddy-current inspection, currents induced in the component under examination are 
interrupted by the presence of a crack, which will act as a barrier to the flow of eddy-
currents; its effect on the incident field is equivalent to a distribution of dipoles [7]. These 
dipoles give rise to a detectable magnetic field over the surface of the specimen. This 
may be viewed as a scattering problem, with the scattered magnetic field depending on 
the physical properties of the crack and the electric field incident in the specimen. 
The dipoles will reside solely on the crack and will reflect the crack geometry. The 
twin problems now arise of first calculating the dipole distribution on a crack of arbi-
trary dimensions, in some arbitrary field, and further to predict the resulting scattered 
field one would observe over such a crack. Using the dipole representation of a crack, 
Bowler has formulated the forward problem by solving Maxwell's equations with the 
appropriate boundary conditions. The crack is considered to be a secondary source of 
electro-magnetic field, the primary source being for example the eddy-current probe. 
Through an analysis involving Green's functions, the scattered field is related to the 
dipole density distribution on the crack by an integral equation. In the present study 
the problem is restricted to a conducting half-space; Green's functions are then available 
which are suitable kernels for the problem and allow the incident and scattered fields 
to be calculated for both conducting and non-conducting regions. The integrals em-
body the boundary conditions of the conductor in the absence of the crack. Therefore 
the scattered field will satisfy these boundary conditions where an arbitrary crack is 
present. 
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The present chapter discusses the steps involved in solving the forward problem, 
for the case of the specimen slots described in Chapter 3; including calculation of the 
dipole densities at a range of frequencies and predictions of the scattered magnetic field. 
Since the slots have a significant opening, the dipoles are more accurately representated 
by a volume dipole distribution, rather than a surface distribution which assumes the 
slot to have very small opening. The predicted fields arising from the calculated dipole 
distributions are compared with the corresponding measured fields, in order to test the 
method prior to performing the inverse problem in later chapters. 
4.2 Calculating the dipole density 
In the following analysis, a homogeneous conducting half-space is considered, in which 
the incident field Ei(r) is assumed to be known. If a crack is introduced, as a region 
of zero conductivity, the normal component of electric field at the crack faces is zero 
and the current flows around it. If the crack has a significant opening, the behaviour of 
the incident current is equivalent to supposing, the existence of a volume distribution of 
electric dipoles, p(r), existing on the crack. The aim is to calculate this dipole density 
for given incident electric field. 
The dipoles act as a secondary source within the conductor and give rise to a scattered 
electric field E(s)(r). The total electric field in the conductor is then 
(4.1) 
The scattered electric field is expressed as an integral equation with an appropriate 
half-space dyadic Green's function kernel Gee ( r, r'), converting an electric source (at 
coordinate r'), into an electric field (at coordinate r), and ( 4.1) becomes, 
(4.2) 
By solving ( 4.2), the effective dipole distribution on the flaw is obtained for a given 
incident field E(i)(r). In this study, it is assumed that the incident electric field in the 
conductor varies only with depth z, that is, 
(4.3) 
where Ei(x, y, 0) is the field in the surface of the conductor. An electric field which 
varies only with depth, will be referred to as a uniform electric field. 
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A solution of ( 4.2) is required for arbitrary flaws. A suitable method for solution 
is to approximate ( 4.2) by a matrix equation, using the method of moments [13], in 
which the dipole density is expanded as a summation of rectangular pulse functions. 
The underlying theoretical principles [14] and a code implementing this solution have 
been developed by Bowler [15], and Bowler and Jenkins (16] respectively, and verified on 
existing benchmark problems. The code, referred to in this study as the model, will solve 
for the dipole density over a user defined three-dimensional grid, for an arbitrary incident 
field, though in the present study a uniform incident field was considered. Figure ( 4.1) 
illustrates the solution for the dipole density on the lmm deep crack, slot 2, with an 
excitation frequency of 1kHz. Here the crack lies in the (y, z)-plane and has a finite 
opening in x, while the incident field is directed normal to the plane of the crack (along 
x). In the figure, the magnitude and phase of the component of p(r) in the direction 
of the incident field is illustrated. As expected from the mutual interactions of the 
dipoles on the crack, this component of the distribution exhibits a maximum near the 
centre of the crack. It also tends to zero, beyond the edges of the crack, as a result 
of discretisation error. Two features of interest arise from this algorithm. First, in 
order to satisfy the boundary conditions, the dipole density must decrease to zero at the 
crack edges. Secondly, to a good approximation, dipole density is in anti-phase with the 
incident electric field. 
4.3 The scattered magnetic field due to a 3d dipole 
density 
Having calculated the volume dipole density p(r) on an arbitrary crack for an arbitrary 
incident field, it is now necessary to calculate the scattered magnetic field in the region 
above the cracked half-space. The dyad must now be replaced with one a me( r, r') 
yielding a magnetic field in air due to a volume electric source within the conductor, 
H(r) = [ ame(r, r')·p(r')dr' 
}flaw 
(4.4) 
The z component of the magnetic field is required in this analysis. As is common 
practice in half-space problems, use is made of a two-dimensional Fourier representa-
tion. When calculating the z component of the magnetic field, only the dot product 
of the botto1n row of the dyad need be taken with the dipole density. This leads to a 
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Figure 4.1: The component of dipole density in the direction of the incident field x, 
obtained by solution of equation ( 4.2) for specimen 2 at 1kHz, (a) is the magnitude and 
(b) the phase of the distribution. 
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relatively simple integral relationship between the two dimensional Fourier transform of 
the magnetic field normal to the plane of the air-conductor interface, observed in the 
plane z = z0 , to the Fourier transform of the dipole density, 
Hz( u, v, zo) = 1 i(x- y) e(szo--yz') · p( u, v, z')dz' 
crack (s +I) 
where u and v are the coordinates of inverse space. 
(4.5) 
The integral extends over the crack z-coordinate ( z' > 0), as illustrated in Fig-
ure (4.2). The magnetic field in real space, Hz(x,y,z0 ), is found by taking the inverse 
Fourier transform of ( 4.5), as given by 
( ) 1 100 1-oo "" ( ) -(iux+ivy)d d Hzx,y,zo =(21r)2 00 -oo Hzu,v,zoe uv (4.6) 
To calculate the magnetic field using ( 4.6), for an arbitrary three dimensional flaw, 
the method of moments is conveniently used to first convert ( 4.6) into a matrix equation. 
In applying the moment method the crack region is subdivided into a regular grid of 
Nx X Ny X Nz cubes, each of size 8x X 8y X 8z, the value of the dipole density over each 
cube having a constant value Pkrm, Figure ( 4.3). The dipole density is then expanded 
over the grid using pulse functions. 
(4.7) 
where, 
p. (s) = { 1 if j < ｾ＠ < j + 1 
J 0 otherwise 
Since the summation is finite ( 4. 7) is an approximation to the dipole density, the 
accuracy depends on the size of the step in the discretization, which must be suitably 
chosen to make the resulting errors small. To complete the discretization, equation (4.6) 
is integrated over a grid square and the resulting matrix elements are matched to discrete 
points in the region of interest. This finally yields a relationship between the normal com-
ponent of the scattered magnetic field in real space, Hz(x 8 , Yh zk), denoted by Hst, the 
dipole density ｰＨｸｾＬ＠ ｹｾＬ＠ ｺｾＩＬ＠ denoted by Pkrm and the Green's function cme(x, y, x', y', z') 
denoted by Gst,klm, 
ｾＮＱＺＭＱ＠
Hst= L 
ｾＭＱ＠ N 1 2 z-
L 2: G st,klm Pktm 
k=-& 1--!!JL m:=O 2 - 2 
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(4.8) 
y 
z 
Figure 4.2: Schematic diagram showing the relationship between the dipole density on a 
crack lying in the y, z-plane, and the normal component of the scattered magnetic field 
at the surface of the conductor. 
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Figure 4.3: Sche1natic diagram of dipole density illustrating its construction using pulse 
functions of amplitude Pklm· 
where, 
G st,klm - Ｔ ｾ Ｒ＠ L: L: s ｾ＠ 'Y esz' 8x8y sine ( ｕｾｸＩ＠ sine ( ｖｾｹＩ＠
ﾷ･ＭｩＨｵｫｯＺｾＺＫｶｬｯｹＩ＠ • .!_ ( e"YZm _ e"YZm+l) e-(iuxa+ivyt)dUdV 
I 
(4.9) 
in which the inverse Fourier transform has been included. The field predictions made 
using equations ( 4.8) and ( 4.9) will be compared with experimental measurements later 
in this chapter. 
4.4 Validation of the forward problem 
To make quantitative predictions of the field, it is first necessary to know the magnitude 
of the incident field in ( 4.2), since this is used to scale p(r). To measure the incident 
field, one method is to use a potential difference probe, capable of measuring alternating 
voltages ( acpd probe), Figure ( 4.4). For instance, if Vo is the potential difference between 
two electrodes a b of separation l, aligned in the direction of Ei ( r) at the surface of an 
unfl.awed conductor, then ( 4.3) becomes 
i . Vo 
E(x,y,0)=-1 ( 4.10) 
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Figure 4.4: Schematic diagram of an alternating current potential difference probe. 
In practice the circuit loop abed will have an a voltage induced in it by virtue of 
electromagnetic induction. The induced voltage is minimised by making the area of the 
circuit as small as is_ practically possible. In the present study, an attempt was made 
to measure the incident field using such an acpd probe. It was found however that 
the voltage readings were swamped by the induced voltage and consequently proved 
unreliable. 
From "the point of view of inversion however, a quantitative calculation of the field 
is not a necessity, only the shape of the field has to be adequately modelled. With 
this consideration, the forward predictions were made with the incident field Ei(x, y, 0) 
set to unity. Having set the incident field, the model was used to calculate the dipole 
distribution on each of the three specimen slots, at selected frequencies and then a further 
code computed the scattered magnetic field arising from this dipole distribution. The 
phase of the scattered field was then found from the ratio of the in-phase and quadrature 
components of the magnetic field over the ends of the slot; here the field attained its 
maximum values, thus allowing good phase estimation. The following sections describe 
in greater detail how the calculations were performed and a comparison is made between 
these predictions and the experimentally measured fields. 
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4.5 Model predictions 
4.5.1 Dipole density calculations 
A validation of the forward problem was performed on the two sub-surface slots (slots 
2 and 3). The first step in making predictions of the scattered magnetic field was to 
calculate the dipole densities on the respective sub-surface slots, at the frequencies of 
interest. All calculations of the dipole density were performed using the model, described 
in Section 4.2. As input, the model required the crack dimensions, plate conductivity, 
incident electric field and a suitable three dimensional mesh for the solution. The model 
as applied here assumed a infinite conducting half-space, in which the incident field 
varied only with depth. Since quantitative predictions of the field amplitudes were not 
to be made in this study, the electric field at the surface was set to unity throughout all 
the subsequent calculations. The model referred the phase of the dipole density solution 
to that of the magnetic field above the surface of the specimen. 
The dipole density was calculated over a user defined mesh, defining the geometry 
of the slot. There were constraints on the size of the mesh. Thus if N is an integer, 
the number of cells along x, y, z were forced to be 2N- 1, 2N- 1 and 2N respectively. 
Furthermore the code required the interval size of the n1esh along the three dimensions 
to be specified. To model a slot very accurately would require a very fine mesh, with a 
consequently prohibitively large demand on computing time. Therefore it was necessary 
in practice to make the problem a reasonable size, at the expense of approximating the 
crack dimensions. From the discussion in earlier chapters, it was more important to 
model the location of the top of the slot accurately, since a more significant portion of 
the dipole density resided near the top rather than the bottom of the slot, particularly 
at higher frequencies. Therefore the step size in z was chosen to accurately model the 
region of undisturbed conducting region above the slot. The mesh dimensions in the x 
and y direction were not so critical. For instance increasing the number of cells across 
the width of the slot from one to three only altered the phase by typically 0.5°, and 
consequently only one cell was therefore used in the subsequent calculations in order 
to reduce the size of the calculation. Along the length of the slot, 15 cells were found 
to be adequate. The mesh intervals and dimensions for the two sub surface slots are 
given in Table 4.1. The in-phase and quadrature components of the dipole density 
calculated for slot 2, with the tabulated dimensions are illustrated in Figure 4.5. Having 
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selected the mesh, the model required that each cell within it be assigned a conductivity 
value between 0%, representing the conductivity of the host conducting plate, and 100% 
representing a void, while partially conducting cells would be assigned an intermediate 
value. The mesh was then fully defined. 
No. of cells 
2 1 16 32 
3 1 16 32 
Interval (mm) 
0. 7000 0.6687 0.3635 
0 7700 0 6647 0 3047 
Table 4.1: Number of cells and step size of the respective meshes used for the calculation 
of the dipole densities on the three sub-surface slots. 
While making the forward predictions, it was necessary to consider what effect uncer-
tainties in slot dimensions, conductivity and slot depth, together with mesh size had on 
the calculations. The error in the conductivity was estimated at 0.3% of the measured 
conductivity. The uncertainty in slot dimensions was 0.2% of the respective measure-
ments and 0.3% in the slot depths. 
4.5.2 Field calculations 
Having calculated the dipole density, it re1nained to calculate the scattered magnetic 
field, at selected frequencies for each slot, and to compare these predictions with the 
1neasured fields. A code was written to imple1nent Equations ( 4.8) and ( 4.9) with the 
dipole density Pklm as input and the normal component of the scattered field at discrete 
points Hij as output. At each frequency, two predictions were made corresponding to the 
extreme values in conductivity and step size allowed within their respective uncertainties. 
Having calculated the fields, a profile was extracted in each case along a line passing 
along the length of the slot. The ratio of the in-phase and quadrature components of 
the cross-sectioned data, taken over the ends of the slot, gave the phase of the scattered 
field, and the magnitude of the field was found by combining the two components. In 
Section 4. 7, the normalised absolute values of the calculated and measured field profiles 
are compared, together with the phase of the fields over the ends of the slot. 
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Figure 4.5: The dipole density in the direction of the incident field x, obtained by 
solution of equation ( 4.2) for slot 2 at 1kHz. (a) is the component in-phase with and (b) 
the component in quadrature with the incident electric field. 
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4.6 Experimental results 
A series of scans was made over the two non -surface breaking slots in order to extract 
the magnitude and phase of the scattered field. The stray field was made both spatially 
uniform and of small magnitude. Any residual stray field was subtracted off, by first 
fitting a low order polynomial surface to those data points lying in a narrow window 
frame around the area of the scan, and then subtracting this surface from the measured 
data. Having ren1.oved the stray field, a cross-section was taken through the data, along 
a line passing along the length of the slot and phase measurements made over the ends 
of the slot. The phase measurements of the magnetic field were made with reference to 
the current in the surface of the specimen plate. Furthennore the lock-in amplifier used 
the convention eiwt for the time variation in its phase measurements, in contrast to the 
convention e-iwt used in the theoretical work underlying the present study, though this 
merely involved taking the complex conjugate of the measured field, prior to comparing 
it with the predicted field. Finally the measured phases had to be adjusted for system 
induced phase changes, as illustrated in Figure (3.6). 
4. 7 Comparison of theory and experiment 
4.7.1 Comparison of phase 
In making a comparison between measured and predicted scattered fields, one quantity 
worth testing was the phase of the scattered field over the ends of the respective slots. A 
convenient Inethod of representing variations in phase is by a phasor diagram. Here the 
field is represented by a phasor, a line rotating about the origin with angular frequency 
w. Using a time variation of e-iwt, the phasors rotate in an anti-clockwise direction, 
the horizontal base line represents the reference phase, in this case the electric field in 
the surface of the specimen. In this study, the field amplitudes were normalised, thus 
the phasors are all of unit length. The phasor diagra1ns for the measured field over slot 
2, approximately lm1n below the surface, is shown in Figure 4.6, in which the arrows 
represent the measured field at the selected frequencies and the ba1 at the arrow heads 
represents the uncertainty in the respective phase measurement. The correspondence 
between experiment and theory is good up to 1kHz, above which the calculated phase 
shows a small lag behind the measured phase. Figure 4. 7 is the corresponding phasor 
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diagram for slot 3, approximately 2mm below the surface. The correspondence between 
measurement and prediction is not as good for this slot. Discrepancies were to be 
expected at lower frequencies, where the skin-depth became comparable to the thickness 
of the plate. Furthermore, at higher frequencies the phase was more sensitive to small 
uncertainties in the slot depth. Slot shape was another possible cause of discrepancy, 
however the castes of the slots showed a remarkably rectangular shape, illustrated by 
Figure 3.3, and the shape was represented well. 
4. 7.2 Extrapolating the slot depths 
At this point, an explanation was sought for the small discrepancy between experiment 
and theory. There are several sources which might have introduced errors in to the 
calculations. Initially, the model code used to calculate the respective dipole densities 
may have inherent inaccuracies. The same code had however already been found to 
give good agreement when tested against experimental results in existing benchmark 
problems. There may have been numerical errors in the code used to calculate the 
scattered magnetic field, though to date such errors have not been identified. The 
parameters input to these codes, particularly the conductivity and slot depths, ma:y have 
had values other than the nominal ones. A very good measure of the slot dimensions 
was available from the rubber casts, even so a poorly defined mesh over the slot, in 
formulating the forward problem, would have introduced errors. However, care was 
taken to model the slot dimensions well, especially the slot depth. The conductivity was 
measured by an eddy-current method involving a comparison against standard specimens 
of known conductivity. The question arose of whether the local conductivity in the 
vicinity of the slot had been modified by the process of electric discharge machining. 
However any effect that might exist, did not follow the same trend for each slot and this 
is thought unlikely. 
Assuming the uncertainties in the computations lay in the experimental parameters, 
it was decided to run the forward problem in such a way as to predict the general trend 
of the experimental data. The slot depth was treated as a variable parameter and the 
forward predictions were repeated until the best match, in terms of phase, was obtained 
with the experimental data. The value of the slot depth giving the best comparison 
was taken to be the extrapolated depth of the slot. For instance the results illustrated 
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Figure 4.6: Phasor diagram comparing the phase of the experimental measurements 
and the forward predictions over a range of frequencies, for a sub surface slot 0.727mm 
below the surface (slot 2). The arrows represent the experimental measurements, and 
the bars at the arrow heads represent the uncertainties in the measurements. The 
forward predictions are represented by filled-in circles, the diameter of which represents 
the uncertainty in the calculation. The phasors rotate anticlockwise in the convention 
used in this study. 
in Figure 4. 7 suggest a slot with a depth shallower than that measured. Figure 4.8 
shows the results of the extrapolation procedure to estimate the effective depth for slot 
2. In Figure 4.8, an extrapolated depth of 0.938mm is used, and within the experimental 
uncertainties the trend of the experimental data is followed closely. Similarly Figure 4.9 
shows the results for slot 3 using an extrapolated depth of 1.46mm. Details of the new 
meshes used in these calculations are tabulated in Table 4.2. In Figure 4.7, it is observed 
that the trend in the experimental data is again followed quite well. 
Dimensions Interval (mm} 
Slot Nx Nv Nz Sx Sy Sy 
2 1 16 32 0.7000 0.6687 0.3120 
3 1 16 32 0.7700 0.6647 0.2920 
Table 4.2: Dimensions and step size of the respective meshes used for the calculation of 
the dipole densities on the three sub-surface slots, using the revised extrapolated depths. 
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Figure 4.7: Phasor diagram comparing the phase of the experimental measurements 
and the forward predictions over a range of frequencies, for a sub surface slot 1.828rnm 
below the surface (slot 3). The arrows represent the experimental measurements, and 
the bars at the arrow heads represent the uncertainties in the measurements. The 
forward predictions are represented by filled-in circles, the diameter of which represents 
the uncertainty in the calculation. The phasors rotate anticlockwise in the convention 
used in this study. 
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Figure 4.8-: Comparison of the measured phasors (arrows) with the predicted values 
(shaded circles) for slot 2, using the extrapolated depth of 0.938mm. 
57 
2033Hz 
Figure 4.9: Comparison of the measured phasors (arrows) with the predicted values 
(shaded circles) for slot 3, using the extrapolated depth of 1.460mm. 
4. 7.3 Comparison of field profiles 
Having made a comparison of the phase of the field, a comparison was made of the rela-
tive shapes of the predicted and measured field magnitudes. As already noted in Section 
4.4, the incident field in the surface of the specimen was not readily measurable due to 
electromagnetic pick-up, and therefore it was not possible to perform quantitative cal-
culations of the field. Therefore to allow direct comparison of calculated and measured 
fields, the magnitude profiles were normalised prior to comparison. The normalised pre-
dicted and measured field profiles over the sub-surface slot, lmm below the surface, for 
an incident field of 1kHz, are shown in Figure 4.10. Here the field profiles along the 
length of the slot and over one end of the slot, perpendi.cular to the length of the slot, 
are presented. The predicted field was calculated with the extrapolated slot depth of 
0.934rnrn. Comparing the field profiles along the length of the slot, the positions of the 
peaks and troughs agree within experimental uncertainty, the profiles are symmetrical, 
though the full width at half maximum of the predicted field is approximately 2mm nar-
rower than that of the measured field. On comparison of the field profiles perpendicular 
to the length of the slot the width at half maximum of the predicted field was 1.5mm 
less than the measured field, though the shapes of the profiles compared very well. 
ｎｯｲｭ｡ｬｩｳｾ､＠ profiles through the measured and predicted fields over the lmm deep 
slot for a 4kHz incident field, are shown in Figure 4.10. The predicted field was cal-
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culated using the extrapolated depth. Again the profiles are taken along the slot and 
perpendicular to the length of the slot, passing over one end. The predicted and mea-
sured fields show a closer correspondence at the higher frequency, the widths at half 
maximum differing by only 0.5mm. In the orthogonal direction, perpendicular to the 
length of the slot, the measured fields have a width at half maximu1n lmm greater than 
the measured field. However the general shapes of the measured fields was reflected well 
by the predicted fields. 
4.8 Summary 
In this chapter, a method, based on volume integral techniques, has been introduced 
to calculate the scattered magnetic field over a sub-surface slot, and a comparison then 
made between the predicted and experimentally measured fields. Two sub-surface slots 
of increasing depths below the surface, were manufactured by electric discharge machin-
ing. Solutions for the three dimensional dipole density residing on each slot, in a uniform 
electric field, were obtained using a recently developed code. The code solved an integral 
expression, with a Green's function kernel, relating the dipole density on the slot to the 
incident electric field. Having solved for the dipole density, another Green's function 
was introduced to calculate the normal component of the scattered magnetic field, for a 
given solution of the dipole density. 
Comparisons were made between the n1easured and predicted fields, for two manu-
factured slots. The normalised profiles through the predicted and 1neasured fields were 
compared and furthermore a comparison made of the measured and calculated phase 
of the field over the ends of the slots. The measured and predicted phases showed a 
small discrepancy which became larger as the slot depth increased, though the trend of 
the discrepancy was not consistent between the slots. The reason for the phase differ-
ence was not identified. The code generating the dipole density distributions had been 
independently tested, though it was conceivable that errors 111ight still exist within it. 
Furthermore, errors may exist in the code from which the scattered magnetic field was 
calculated. A good estimate of the slot depths and conductivity of the specimen plates 
was available, these being the 1nost important parmneters in the problen1. A possible 
reason for the discrepancy in the phase was due to the process of slot manufacture 
by electric discharge machining. It was conceivable that the heat process had caused 
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Figure 4.10: Comparison of the normalised magnitudes of the predicted (dashed line) 
and measured (solid line) field profiles over a sub-surface slot, approximately lmm below 
the surface (slot 2); along the length of a the slot, and over one end of the slot, along 
a line perpendicular to the length of the slot. The calculated field was based on the 
extrapolated slot depth of 0.938mm, and an excitation frequency of (a) 1kHz and (b) 
4kHz. 
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changes in the conductivity in the immediate vicinity of the slot. It is conceivable that 
local heating would have altered the conductivity of each plate in the same manner. 
However, if heat induced variations in the conductivity were responsible for the discrep-
ancy between measured and predicted phases, then local heating had affected each plate 
differently. Therefore heating effects appear an unlikely source of significant error. 
On the basis that the problem lay in the experimental uncertainties, the only ap-
proach that could be taken was· to attempt to follow the trend in the experimental data. 
The slot depth :was treated as a parameter whose value was altered to obtain the best fit 
between predicted and measured phase data. The trend in the experimental data for the 
two slots was followed well. It was observed however that the trend of the extrapolated 
depth compared with the measured depth was not consistent. The depth extrapolated 
for slot 2 exceeded the measured depth, while the extrapolated depth for slot 3 was 
smaller than that measured. This discrepancy may have resulted from the manner in 
which the two slots were aligned with respect to the grain orientation of the plate. On 
closer examination, it was found ｴｨｾｴ＠ slot 2 was aligned at right angles to the direction 
along which the host plate had been rolled during manufacture, while slot 3 was aligned 
along the direction of rolling. It is supposed that some anisotropy in the conductivity 
may have been introduced during rolling, accounting for the observed effects. It is also 
conceivable that the conductivity of each plate might have exhibited some dependence 
on dep.th through out the plate, though this is considered to be small. 
In Chapters 6 and 7, the inverse problem of reconstructing the dipole density on a 
slot from measurements of the scattered magnetic field will be addressed. The process 
of reconstruction depends crucially on having a suitable transfer function relating dipole 
source and magnetic ｦｩｾｬ､Ｎ＠ The volume integral technique offers a convenient method of 
relating these two quantities, since the calculation is performed only over the slot region. 
The half-space Green's function derived from this method must be shown capable of 
predicting the observable field, b€fore it Cp.n be reliably used in the inversion. The 
results presented in the Chapter show that the Green's function is capable of following 
the general trend in the ･ｸｰ･ｲｩｭ･ｾｴ｡ｾ＠ ·measurements . . In Chapters 6 and 7, this Green's 
function will be used to perform the inverse problem of reconstructing the dipole density 
on a slot from measurements of the scattered field. 
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Chapter 5 
Revie-w of inversion algorithms and 
eddy-current imaging 
5.1 Introduction 
In the preceding chapter, it was stated that a crack in an otherwise homogeneous con-
ductor acts as a surface barrier to eddy-currents; its effect on the electric field within the 
conductor is equivalent to a layer of current dipoles. Since the dipoles reside solely on 
the crack in this case, their distribution reflects the geometry, orientation and location 
of the crack. These dipoles represent a secondary source within the conductor and give 
rise to a scattered magnetic field, observable in the region over the conductor. Using vol-
ume integral techniques this field may be related to the source distribution and a means 
therefore exists of imaging the crack. In general, the dipole distribution associated with 
a given magnetic field, at a given frequency, is not unique (the problem is ill-posed) and 
one requires additional a priori information. However by assuming the crack lies in a 
known plane with respect to the incident field, the extent of the dipole distribution in 
that plane may be reconstructed. 
The current chapter describes algorithms to perform this inverse source problem. 
The problem was set up as a matrix scheme and the reconstruction performed by matrix 
inversion. The inversion was initially performed on synthetic data prior to inversion of 
measured data from manufactured slots. The reconstruction essentially amounted to the 
inversion of a complex Laplace transform. Difficulties were encountered in the inversion 
due to the highly ill-conditioned nature of the problem and the presence of noise on the 
observations. Other problems existed such as storage problems on the computer and 
the time taken to perform the inversion. Therefore a selection of ｮｵｭ･ｲｩ｣ｾＡ＠ algorithms 
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were implemented and their relative merits compared. Successful reconstructions of the 
dipole distributions on the slots were achieved, thus demonstrating the potential of the 
algorithms as a means of eddy-current imaging. 
5.2 Previous work on the inversion of eddy-current 
data 
A lot of progress has been made in the theoretical and practical aspects of eddy-current 
testing. The theoretical problem comprises two parts. First eddy-currents must bees-
tablished in the test-piece and their distribution understood, then secondly the response 
of the eddy-currents to a crack must be predicted. The first part requires a solution 
of Maxwell's equations for the particular boundary conditions and has been discussed 
in Chapter 2. Here previous work on the second part, the probe-crack interaction, is 
discussed, with the aim of reconstructing the physical properties of the crack. 
Early theoretical work on this problem was carried out by Burrows [17], who calcu-
lated the impedance change due to infinitesimal flaws, that is flaws whose dimensions 
were small compared with the skin depth, such defects were effectively point dipoles. 
Dodd and Deeds have made further contributions, developing integral formulas for the 
calculation of impedance changes by defects of various shapes at various locations [18], 
[19], [20]. They later tested these solutions and those of Burrows [21], by making mea-
surements of the impedance changes caused by accurately 1nachined flaws in aluminium 
plates and tubes. Whenever the flaw was large enough to produce a reasonable signal 
change, but not so large that its dimensions were comparable with the skin depth, the 
agreement between experiment and calculation was quite good. They proceed to present 
a flaw inversion theory, whereby impedance measurements are made at several fixed 
frequencies. These measurements are used as variables in polyno1nial approximations 
to the various properties, such as flaw size and depth, to allow a distinction between 
certain material properties from others that may be varying in the same eddy-current 
inspection. This has been extended to pulsed eddy-current inspection, whereby the pulse 
heights at various times are measured and used as data in the polyno1nial expansions, 
[22]. This has advantages such as simple equipment, use of higher frequencies and less 
modification for different inspection problems. 
Another important contribution was made by Auld and Muennemann [23]. Assuming 
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a uniform incident field and with a high frequency such that for a rectangular crack of 
depth a, I << 1, they have calculated changes in impedance due to surface-breaking 
cracks of known dimensions. On the basis of these calculations they have constructed 
inversion schemes to extract flaw dimensions from multiposition, multifrequency mea-
surements. The model has been extended to non-uniform fields and semielliptical cracks 
and inversion schemes proposed, and tested, to extract the flaw parameters, (24], [25], 
[26]. The calculations are based on a Born approximation which assumes that the tan-
gential magnetic field applied by the exciting coil is unchanged by the flaw, that is the 
flaw is only a weak source of scattered magnetic field. The magnetic field inside the flaw 
is evaluated from the coil field applied to the mouth of the flaw and this field can be 
used in evaluating the change in impedance. 
Surface-breaking cracks have also been studied extensively by Michael and Collins 
[27], using another form of electromagnetic inspection, alternating current field measure-
ment (ACFM). Working in the small skin depth regime and large aspect ratio (the ratio 
of width to length of the crack). The method here is to inject or induce a uniform current 
flow into the test piece, and to detect and size a surface-breaking crack, by measuring the 
perturbation in the distribution of the electric field on the surface of the test piece, in the 
neighbourhood of the crack. Later solutions were developed for arbitrary skin depth and 
small aspect ratio, for magnetic materials and an extension made to sub-surface flaws. 
In contrast to the Born approximation made by Auld, the ACFM method measures the 
field scattered from the crack. The Born approximation is good for non-magnetic mate-
rials, for example aluminium, for which p. ｾ＠ p.0 and the conductivity is high. However 
ACFM theory is good for materials where 11 > > p.0 , for example mild steel, (28], and it 
has recently been generalised to arbitrary 11 [29]. Theoretical descriptions of the electric 
field distributions have been produced for a wide variety of specimen geometries and 
crack shapes and these allow accurate crack sizing from the measured voltages. A recent 
review is given by Collins, [30]. The technique has been extended to non contacting 
ACFM, [31], where a pick-up coil is used to measure perturbations in the magnetic field 
produced by the crack, with the input current injected or induced. 
There has been considerable work in the eddy-current inversion problem in which the 
flaw conductivity is the quantity sought in the reconstruction. Kahn [32] has determined 
electrical conductivity profiles in metals using multifrequency impedance measurements. 
A stratified material is considered in which the conductivity is a function of depth only 
64 
and is considered to be uniform within layers of the material. Depending on the fre-
quency, each layer makes a different contribution to the field 1neasurement. An appro-
priate Green's function may be derived which yields a quantity called the admittance 
function. This quantity is obtained at numerous values of the frequency, in a range such 
that the skin depths span the range of interest, and is then related to the conductiv-
ity profile. Further work of a similar nature is reported by Norton et al [33]. Here a 
specimen rod comprising an inner pin and outer sleeve, of differing conductivities, was 
analyzed. The specimen was excited by a surrounding coil and the impedance changes 
in a secondary coil were recorded. The conductivities of the sleeve and pin and the 
radius of the sleeve were treated as variable parameters. Using an analytical solution 
for the impedance of the coil, the forward problem was repeatedly computed, the three 
parameters being varied, until the minimum mean square error between 1neasurement 
and prediction was obtained. The method gave conductivity profiles in reasonably close 
agreement with actual values, reproducing the sharp edges of the profiles. 
Nair and Rose [34], [35] have computed the change in impedance of a metallic half-
space containing an arbitrarily shaped inclusion. The inversion of eddy-current data 
of this type is inherently a non-linear process, because it involves the product of two 
unknowns, the flaw conductivity and the true electric field within the flaw. Inversion 
models therefore often linearise the problem by assuming that the electric field within 
the flaw is the same as that incident on the flaw, the Born approxhnation. The inclusion 
is assumed to have a conductivity close to that of the half-space, so that the problem 
becomes linear and the incident field is considered to be uniform. Consequently the 
conductivity as a function of depth is determined by inverting a Laplace transform. They 
have performed numerical inversion experiments to recover known conductivity profiles 
and partial recovery was possible. This entailed the inversion of a complex Laplace 
transform, contaminated with varying levels of added noise, in an attempt to reconstruct 
profiles of varying shape, both stepped and smoothly varying with depth. The problem 
was fonnulated as a matrix and single value decomposition (SVD), described in section 
5.3.1, was used to invert the matrix. The algorithm has been extended [36] to recover 
not only the conductivity as a function of depth, but also the conductivity variation in 
the other directions. 
The results showed that, for smoothly varying profiles, the reconstruction agreed well 
even with noise levels as large as 10% of the computed impedance values. However for 
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the stepped profiles the edges are not recovered, the reconstruction was smeared out 
reflecting the least-squares nature of the solution. Furthermore, for high levels of noise, 
the data had to be smoothed prior to inversion to provide meaningful reconstructions. 
Reconstruction of flaw conductivity from impedance measurements has been exten-
sively treated by the Sabbagh and Sabbagh [37]. The flaw is characterised as an inho-
Inogeneity of a conductivity significantly different from the surrounding region in which 
it is embedded. Green's functions are derived for the specific geometry involved and the 
system is modelled as an integral equation. The region of interest is divided up into 
a grid of volume elements and the integral equation becomes a matrix equation, relat-
ing measured impedance to the conductivity of the jth cell. Measure1nents are made 
at several fixed frequencies and the system of equations is inverted by several matrix 
inversion methods. The method assu1nes no knowledge of flaw size or type, nor does it 
require a database of known flaw responses. However it is computationally intensive and 
the theory linearises the problem by invoking the Born approxhnation. Still the algo-
rithm is shown to work on metals [38], and is being extended to the more complex, but 
technologically important case, of composite materials, that is fibre-reinforced matrix 
materials such as graphite-epoxy [39]. More recent work in the direction described is 
presented in [40], where simulated data is inverted using a conjugate gradient algorithm, 
incorporating fast Fourier transforms to increase the speed of inversion. Furthermore in 
[41], an algorithm is proposed to solve the non-linear problem for anisotropic materials. 
There are often difficulties involved in the analytical modelling of realistic geometries 
of test-pieces. Simulation of nonlinear, practical problems with arbitrary defect shapes 
are usually done using numerical methods such as finite difference or finite element (FE) 
methods. These are generally inadequate for solving the inverse problem because of 
their lack of closed form solution. Upda and Lord [42] however present a new approach 
that uses the finite element model iteratively for estimating the flaw parameters. This 
invokes artificial intelligence (AI) techniques. The problem is parameterised and a search 
procedure used in a heuristic manner to reduce the otherwise significant search effort. 
The method has potential for eddy-current imaging and can be applied to a variety of 
eddy-current NDE problems by employing the appropriate FE model. This is computa-
tionally intensive but when a forward problem is best described by a numerical model 
this approach seems to be the only method for solving the inverse problem. 
These authors have tackled the fundamental theory of eddy-current interactions with 
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flaws in a variety of materials. Another contribution to this analysis has been made 
by Bowler [7]. A crack within a conductor can be thought of as a two dimensional 
discontinuity in the conductivity. The normal component of the electric field at such a 
boundary is zero. Physically this corresponds to zero current flow across the crack. The 
assumption is made, that the electric field at the same position in an equivalent non-
cracked conductor, is not zero. Charge must build up at the surface of the flaw until the 
net normal component of E is zero. The divergence of the current frotn a volume which 
totally encloses the crack is zero, hence the net charge leaving the volume is zero. This 
implies that a positive charge build up on one side of the crack has an equivalent charge 
depletion on the other. The description of the dipole distribution is complicated, because 
the boundary conditions at each point on the surface of the crack must be met using 
the total electric field. This depends on the contributions from the other dipoles. The 
variation of the distribution and phase of the dipoles over the surface of the crack will 
vary with position, shape and size of the crack and the uncracked electric field solution. 
Since inside a uniform conductor, the dipole moment is non-zero only in the region 
of the crack, it is a good representation or image of the crack. In general, the dipole 
distribution associated with a given magnetic field outside the conductor is not unique 
and additional a priori information is required. However, by assuming the crack to lie 
in a known plane, the extent of the dipole distribution in that plane may be related 
to the observable magnetic field. Therefore, in principle, a means exists for inferring 
the flaw geometry. The theory uses Dyadic Green's functions and is valid generally 
for all frequencies in contrast to previous formulations, involving low [17] and high [27] 
frequency limit approximations. Note that the inversion problem formulated here differs 
from reported inversion schemes in that it is formulated as an inverse source problem, 
in contrast to reconstructing some property of the flaw (the conductivity for instance), 
or parameterising the flaw dimensions. 
The inversion of synthetic data has been performed with computer generated syn-
thetic data by Travis [43], and consisted of first discretising a complex Laplace trans-
form and solving the resulting matrix with a noveltnatrix inversion scheme known as 
the Jones-Lanczos or J-1 algorithm. This had the supposed advantage of being compu-
tationally more efficient than SVD. Furthermore Travis showed it also maintained the 
advantage of solving ill-conditioned systems, and managed to successfully reconstruct 
dipole profiles. 
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5.3 Review of inversion algorithms 
The imaging problem attempted in this thesis will be formulated in Chapter 7 as a 
Fredholm equation of the first kind, and this will then be solved using several numerical 
techniques. This chapter presents a detailed review of the algorithms which have been 
coded and applied to the solution of this problem. The results of their implementation 
will be reviewed in Chapter 7. 
The problem considered in this thesis will be the inversion of a linear one dimensional 
problem, which can be expressed by the Fredholm equation of the first kind with kernel 
L(x, y) as 
g(x) = t L(x,y)f(y)dy C :::; X :::; d, (5.1) 
where f(y) is the function to be found in Hilbert space u and g( x) is a known function 
in another Hilbert space w. In a practical situation then, g( x) would be the observation 
(subject to noise) and f(y) the image. From a stochastic viewpoint, it is usual to 
model an image as a linear degradation applied to the original image to be restored, 
superimposed by additive random noise. Equation (5.1) can be discretised to form a set 
of M linear equations, with N unknowns. In Matrix notation this yields, 
g = Lf + 11 (5.2) 
where f and g are column vectors of an original and a noisy degraded image, respectively. 
L is a matrix which describes the degradation of the system. 11 is a column vector 
representing the additive noise. f is an N-dimensional vector, while g and 11 are both 
M -dimensional, and L is a M x N operator, of coefficients. 
If M = N then there are as many equations as unknowns and a solution for f may 
be obtainable. Matrix manipulation is invariably performed numerically, and resulting 
round-up errors can render one or more of the M equations to be a linear combination of 
the remainder. This is termed degeneracy and the system of equations is termed singular. 
If the system is degenerate or M < N, then there are fewer equations than unknowns, 
meaning that there can be no unique solution for f. If M > N there exist more equations 
than unknowns and the system is over dete1mined, resulting in no solution. However, 
we can seek a solution which best satisfies all the equations simultaneously, according 
to some criterion. Usually, we use the least-squares criterion. With a given observation 
g, the aim is to find a vector f, a linear combination of N given basis functions, which 
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produces the Linear Minimum Variance Estimate (LMVE) of the original signal, in 
the sense that lg- Lfl2 is a minimum. There are many methods for the solution of the 
least-squares problem of (5.2), the most reliable method is based on matrix factorization, 
known as singular value decomposition (SVD). This is very effective in dealing with errors 
in the data and linear dependence of the equations to be solved, and is a natural starting 
point when choosing an inversion algorithm. However this is a rather slow method and 
has lead to the recent development of a related, though more efficient inversion scheme 
termed the Jones-Lanczos (JL) algorithm. Yet another method of solving (5.2) is a 
Conjugate-Gradient (CG) type scheme. These methods are discussed in the following 
sections, prior to their application to the inversion problem. 
5.3.1 Singular-Value Decomposition 
Singular-value decomposition (SVD) is a powerful technique to solve matrix equations (in 
the least-squares sense) which are either singular or very close to singular. The technique 
has a fairly long history, the underlying matrix eigenvalue algorithms are presented in 
Wilkinson's book (44]. For a full description of how the full SVD is obtained, one must 
refer to (45]. 
No matter how singular, aM x N matrix L may be factorised as: 
L=QDPT (5.3) 
where Q is an M x M orthogonal matrix (its columns are mutually orthogonal vectors 
of length 1, thus QTQ = I , the identity matrix). P is an N x N orthogonal matrix 
and D is a M x N diagonal matrix, whose diagonal elements /i are the singular values 
of L. The singular values are all non-negative (in fact the eigenvalues of a symmetric, 
positive-semidefinite matrix are equal to its singular values and the eigenvectors are the 
columns of P). The columns of P are the right singular vectors and the columns of Q 
are called left singular vectors. 
The operator L maps the vector f, in a particular space u, to a vector g in another 
space v. In their respective spaces g and f can be constructed from a linear combination 
of basis vectors ak and bk. The bases are generated from 
(5.4) 
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The subspace of v that can be reached by Lis the range of L (the dimension of the range 
is the rank of L), see Figure 5.1. The matrix Land any two orthogonal matrices P and 
Q can be assembled from the matrix D 
(5.5) 
If qi and Pi are the columns of Q and P it is possible to make D diagonal, with elements 
1k ｾ＠ 0. This is equivalent to maldng one orthogonal change of coordinates in the domain 
of the transformation u and a second orthogonal change of coordinates in the range v. 
The matrices Q and P are used to transform the equations into an equivalent diagonal 
set of equations. It can then be shown that if f lies in the range of L then a solution 
exists, having the form 
,.. N 1 
f = L: - < bk, g > ak + sk 
k=tlk 
(5.6) 
The solution f is expressed in terms of a linear combination of the right singular vectors 
ak. The kth expansion coefficient is obtained by computing the inner product< ak, g > 
between the observation g and the kth left singular vectors ak and then dividing by the 
kth singular value /k· The solution also includes a linear combination of any vector, sk, 
in the nullspace . 
If f does not lie in the range of L (the matrix L is singular) then there is no solution, 
however equation (5.6) can still be used to construct a solution vector f, which will be 
the best solution in the least-squares sense. 
The columns of P are an orthonormal set of basis vectors that span the range. H L 
is singular, then some part of u is mapped to zero. This is termed the nullspace of L. 
The columns of Q are an orthonormal set of basis vectors that span the nullspace. 
Equation (5.6) assumes that all the /k are nonzero, and this is only true if the 
basis functions ak are linearly independent. So some tolerance t:, must be introduced, 
reflecting the accuracy of the original data and the level of accuracy of the computation. 
Any /k greater than t: is acceptable, though any /k less than t: is negligible and the 
resulting coefficients can be set to an arbitrary value. The ratio ＧｙｭｾＺｺＺＬ＠ where [max is 
J'mln 
the largest singular value and 'Ymin the smallest nonzero singular value, can be regarded 
as the condition number of the matrix L. If the condition number is large the matrix 
is ill-conditioned, then most of the singular values will be very sma.ll and (5.6) is well 
70 
v 
L 
Figure 5.1 
(a) Consider a plane defined by the vector fin the space U. The operator L ｾｩｬｬ＠ transform 
or map this plane into a plane defined by the vector g in a space V, such that g = Lf. 
\ 
\ 
(b) Consider L to be singular, that is there is no unique solution vector f to g = Lf. In 
this case the operator L maps the vector space U into one of lower dimensionality. Thus 
the plane is mapped to a line, and this line is the range of L. There is some subspace 
of U, called the nullspace, that is mapped to zero in V. The point g2 does not lie on the 
line and cannot be reached by L, hence there is no solution to g2 == Lf. There is some 
subspace of U, called the nullspace, that is mapped to zero in V. 
The solution of g1 == Lf, where g1 lies in the range of L, consists of any particular 
solution plus any vector in the nullspace of L. The solution will lie along a line in U 
parallel to the nullspace. Now a.solution to g2 == Lf can be obtained by SVD in a 
least-squares ｾ･ｮｳ･Ｌ＠ since SVD chooses that point on the line lying closest to zero. Thus 
the solution of g2 == Lf is the solution of g; = Lf 
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approximated by the first f{ terms 
... J( 1 
f = I:- < bk, g > ak 
k=l /k 
(5.7) 
Neglecting /k 's < E decreases the condition number and hence the error magnification 
factor. H J( == N the matrix is said to be of full rank, though if J( < N it is rank 
deficient. For square matrices the terms nonsingular and singular respectively are more 
common. 
To obtain the full SVD there are three stages to the algorithm. Depending on the 
relative dimensions of the matrix, either the Householder or Givens transformation is 
first used to tridiagonalise the matrix. The bi-diagonal form is then obtained by using a 
sequence of plane rotations and finally the full SVD is achieved by using the Golub version 
of the QR algorithm [44]. The latter is an iterative technique extracting each singular 
value and the corresponding left-hand and right-hand singular vectors, the number of 
iterations depending on the matrix. Since the singular values fall off very rapidly, it 
is not necessary to fully decompose the matrix, there being no significant difference 
between a full and truncated expansion in (5.7). It is not possible to terminate the SVD 
prematurely, since the singular values are generated randomly, and not in decreasing 
order. In response to this, a new algorithm has been developed by Jones and Travis, 
and referred to as the Jones-Lanczos or JL algorithm [46]. In principle this should yield 
faster inversion than SVD, although this has not been tested on a realistic problem until 
now. Advantages of SVD are that it is a robust inversion algorithm, supported by the 
NAG (Numerical Algorithms Group Limited) sub-routine library and as such is a natural 
starting point when attempting inversion. 
5.3.2 Regularisation 
As the problem becomes increasingly ill-conditioned, (5.7) will fail in situations in which 
some of the singular values are small. It is therefore necessary to smooth the solution, 
by incorporating additional constraints, which may be found from a priori information 
about the unknown signal and the observation errors. Such methods are termed regular-
isation procedures, many of which exist. The very simplest is Tikhonov regularisation 
[4 7], in which ( 5. 7) is replaced by 
(5.8) 
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incorporating the regularisation parameter t, selected so as to give an optimally smooth 
solution. 
5.3.3 The Jones-Lanczos {JL) algorithm 
The standard SVD algorithm produces at the second stage a bidiagonal form of the 
operator, before the QR algorithm extracts the singular values and singular vectors. 
The number of iterations required to extract these quantities depends on the operator 
and the amount of computing required is unpredictable. It has been shown [46] that 
bidiagonalisation of the operator is sufficient. Several algorithms exist for the solution 
of least-squares problems beginning with the bidiagonalised form of the operator [48]. 
The Lanczos method [49] is a means of tridiagonalising a matrix and can be used in 
preference to the Givens or Householder transformations in the SVD. In contrast to the 
diagonalisation obtained during SVD, the JL-algorithm (a modified Lanczos method) 
will be used to obtain the bidiagonalisation directly. 
As with the SVD method, to solve (5.2) the algorithm generates orthonormal basis 
vectors ak and bk. If Lt is the adjoint operator, defined by 
(L t w, u) = ( w, Lu) (5.9) 
Here < r, r > denotes the inner product, defined by 
< r, r >= r*r = llrjj 2 (5.10) 
Then if Tikhonov regularisation is used to take account of noise, the solution of 
(5.11) 
is sought. This has the solution (5.8), however this form of the solution will not be used 
here. The solution is generated by the following algorithm. 
The algorithm is initiated by selecting an arbitrary vector a0 • b 1 is generated from 
ao by 
(5.12) 
b1 must then be normalised, < b1, b1 >= 1. The normalisation f31 is also found from, 
(5.13) 
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at is now generated from ht by 
(5.14) 
and then normalised, <at, at>= 1. 
(5.15) 
Next b2 is generated. Now the operation of L on ao produces a vector with a component 
in the direction of the previously generated vector ht in that space, while the other lies 
in the direction of the new vector b2. Thus 
(5.16) 
Again b2 is normalised, the normalisation is 
(5.17) 
Now it must be made orthogonal to the previously generated vector b2, < b2, ht >= 0. 
Similarly the adjoint operator produces a vector with two components. Therefore to find 
(5.18) 
a2 is then normalised, with normalisation, 
(5.19) 
and made orthogonal to a1, < a2, at >= 0. Thus at the kth step, bases ak and bk satisfy 
the relations: 
Lak = akbk + /hbk+l 
< bk+I, bk+I >= 1 < bk+l' bk >= 0 
Ltbk+t = f3kak + ak+lak+t 
< ak+b ak+t >= 1 < ak+b ak >= 0 
and the corresponding normalisation is given by: 
l/3kl 2 =< Lak- akbk,Lak- akbk > 
lakl 2 =< Ltbk- fJkak, Ltbk- f3kak > 
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(5.20) 
(5.21) 
(5.22) 
(5.23) 
(5.24) 
(5.25) 
Note that this way the normalisation coefficients are all real and positive. In the more 
general case they need not be real and the complex conjugate must be used. 
In the new frame of reference (5.2) has the bidiagonalised form 
at (a1,f) (bl, g) (b1, n) 
f3t a2 (a2, f) (b2, g) (b2, n) 
(32 a3 
- + (5.26) 
f3r-1 ar (ar, f) (br, g) (br, n) 
In the presence of noise we wish to solve equation (5.11) , which has the tridiagonal 
form, including the regularisation, 
latl2 + lf3tl2 + f 
a2(31 
0 
0 
f3ta2 
la2l2 + lfi2l2 + f 
a3(32 
0 
0 0 
f32a3 0 
ja3l2 + 1/331 2 + f f33a4 (5.27) 
a4(33 la412 + 1!3412 + f 
Since this matrix is positive definite, (5.27) may be inverted by Gaussian elimination 
without pivoting [50]. The values of the a's and (3' s fall off rapidly down the diagonal 
and therefore it is only necessary to continue vector generation until € dominates ( a 2 + {32 ) 
by an appropriate amount. Travis suggested terminating generation when the trace of 
the elements already calculated exceeds a certain percentage of the known trace of the 
original representation of the operator [43] 
The method allows flexibility in the choice of the initial vector a 0 • An appropriate 
choice of a0 will accelerate the convergence, since for example a0 = f gives (bk, g) = 
0, k > 1, in the noiseless case. It is possible that for so1ne choice of a0 , some vector bk 
may be generated as zero within machine accuracy, indicating a premature breakdown of 
the generation process. This does not necessarily indicate that the rank of the operator 
is J( but 1nay indicate that accidently, bk has been generated to be linearly dependent 
on the vectors already generated. The generation process must then be restarted at bk, 
by choosing a new a0 and using (5.12) with bk substituted for b 1 • The resulting bk 
is reorthogonalised with respect to the previous vectors and the process continued as 
before. 
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5.3.4 Minimisation algorithms 
One method of solving equation (5.2) is by an iterative scheme. For instance the solution 
f may be found by minimising a test function (g- g)2, where g is the result of operating 
on f with L. However f may be a function of N variables, or more fonnally, it is a point 
in some N -dimensional space, and some algorithm is required to search for the 1ninimum 
of the test function in that space. 
If one starts at a point p in N -dimensional space and proceeds from there along some 
direction n, then any function of N variables f(p) can be minimised along a line n by 
a variety of one-dimensional methods. The difference between the methods is basically 
how they choose the next direction nat each stage. Here methods which do not involve 
explicit computation of the function gradient are considered, since this information is 
not available. 
Consider a function of only two-dimensions, whose contour map about a minimum 
is shown in Figure 5.2. Perhaps the simplest method of reaching the minimum is that 
of steepest descent. This process has been compared to a skier's return from a mountain 
to the bottom of a valley in a dense fog. The skier will start down the path of steepest 
descent until he begins to climb again. He will then choose a new direction of steepest 
descent again until he begins to climb, and the process is then repeated. Each new 
direction is orthogonal to the contour direction at each point. In principle then it takes 
infinitely many steps to reach the minimum, as the zig-zag path in Figure 5.2 shows. 
More formally, the steepest detent algorithm takes as a set of search directions the unit 
vectors ( et, e2 , ••• ,eN) of the N-dimensional space. One then moves along e1 to the 
minimum of the function, then from there along e2 to its minimum and so on cycling 
through the whole set of directions as 1nany times as is required, until the function stops 
decreasing. 
The method of steepest descent is obviously very inefficient, and an alternative is 
sought. What is required is an algorithm which uses knowledge obtained from the initial 
search direction to select the most direct path to the minimum, and thus reach the 
minimum in perhaps as little as two steps. The new algorithm is required to update the 
set of search directions with better ones as the search proceeds, and introduce additional 
directions, with the property that minimisation along one will not be upset by subsequent 
minimisation along another. These special directions are called conjugate directions. If 
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Figure 5.2: Steepest descent search for a function minimum. The contours link points 
where the function is constant, and surround a minimum. The gradient direction is 
orthogonal to the contour direction at each point, so the new path is always at right 
angles to the contour line. This results in an infinite zig-zag path to the minimum. 
one moves along a direction u 1 to a minimum and now wish to move along u2 , the 
condition that u 2 will rrot spoil the minimisation is that the gradient stay perpendicular 
to u 1 . The directions u 1 and. u 2 are said to be conjugate. 
The steepest descent algorithm might then be modified such that at each step a 
new direction is selected that is conjugate to the old gradient and if possible to all the 
previously followed directions. Methods performing this are called conjugate gradient 
algorithms. 
5.3.5 Conjugate Gradient algorithms 
The method of conjugate gradients (CG) was devised by Hestenes and Stiefel [51], for 
obtaining solutions to systems of linear equations such as (5.2). The initial form of CG 
was devised for systems represented by positive definite and symmetric matrices. In the 
classical method, instead of solving the system of equations directly, some functional 
F( f) defined by 
F(f) =< Sr, r >= r* Sr (5.28) 
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is minimised, where * denotes the conjugate transpose of a matrix. S is a Hermitian 
positive definite operator, which is assumed to be known and the residual r is given by 
r = g -Lf (5.29) 
Starting from an initial guess fi along the direction Pi, the conjugate gradient method 
proceeds through the minimisation process along a set of 1-orthogonal search directions, 
(5.30) 
so that the search terminates in at most N steps. 
In the more general case, L need not be symmetric positive definite. However multi-
plying (5.2) by the transposed operator LT will yield a symmetric no1·mal system, 
(5.31) 
which maybe solved by the classical CG method. However the normal system (5.31) has 
a condition number equal to the square of that of the original system, the problem is 
then even more ill-conditioned. 
In an attempt to solve general asymmetric complex systems, without squaring the 
condition number, several variations of the CG algorith1n have been developed. A good 
review of which is given by Sarkar (52]. 
Two alternatives present themselves. The simplest approach is to use the classical 
algorithm, but augment the matrix with the real and imaginary components of the 
original matrix, to obtain the necessary Hennitian matrix. This is termed the augmented 
CG method for unsymmetric complex matrices. The advantages are it does not square 
the condition number and it minimises a functional. 
It is not necessary to minilnise a functional in the CG method, though this amounts 
to making a blind search for a solution, however such methods may be computationally 
more efficient than classical methods. The so called hi-conjugate gradient BCG method 
was developed by Fletcher [53], drawing on an analogy of work by Lanczos [49]. BCG as 
developed by Fletcher only applied to real systems and was later extended to complex 
nonsymmetric systems by Jacobs [54]. 
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5.3.6 Augmented CG method 
Initially a Hermitian matrix B is generated from a complex unsymmetric matrix L by 
augmenting the original equation (5.2) by the adjoint equation 
L* c = g (5.32) 
where g and L* are known. cis unknown, but is not required. Combining original and 
adjoint equations, to form the augmented equation 
[Z] = [B] [T] (5.33) 
The CG routine then proceeds thus: Inake an initial guess T 1 , then generate 
Qt = Z- BT1 (5.34) 
W1 =Qt (5.35) 
Ti+t = Ti + aiWi (5.36) 
< Qi,BQi > (5.37) ai= 
< BWi,Qi > 
Qi+t = Qi - aiBWi (5.38) 
wi+t = (Qi+l + f3iWi) (5.39) 
f3i = _ < BQi+t, BQi > 
<BWi,BWi > 
(5.40) 
BWi+t = BQi+t + f3iBWi (5.41) 
The criterion for the termination of the algorithm is how small the norm of the 
residuals Qi can be made relative to the norm of g, thus the process is halted when 
(5.42) 
where c; is a suitable parameter. 
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5.3. 7 Generalised hi-conjugate gradient method 
Start with an initial guess f0 and compute 
Then evaluate 
ro = g - Lfo = Po 
Wo = qo = ro 
Qi+l = (qi- aiL*wi) 
< ri,Qi > 
ai= 
< Lpi,wi > 
Pi+l = (ri+l + CiPi) 
< ri+l, qi+l > 
Ci = 
< ri, Qi > 
(5.43) 
(5.44) 
(5.45) 
(5.46) 
(5.47) 
(5.48) 
(5.49) 
(5.50) 
(5.51) 
The criterion for the termination of the algorithm is the same as for the aug1nented 
CG algorithm, thus the process is halted when 
(5.52) 
where € is a suitable parameter. 
5.4 Speed considerations in the CG algorithms 
Both the augmented and hi-conjugate gradient algorithms share the advantage of not 
squaring the condition number. A fundamental difference is that the CG algorithm 
minimises a functional, where-as the BCG algorithm does not and therefore is not guar-
anteed to converge until N iterations. However, the augmented form of CG has the 
disadvantage that it requires at most 2N iterations to converge. For both algorithms 
however, the rate of convergence depends on how well the eigenvalues are grouped to-
gether. In his paper outlining the BCG scheme, Jacobs notes the augmented CG scheme 
as a means of solving complex nonsy1nmetric matrices, but adds: For many systems this 
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leads to strong coupling between the equations for real and imaginary components which 
may make the solution difficult, and he does not consider that form of the solution. 
The convergence of the classical CG is geometric. The rate of convergence R is given 
by [55] 
where 
R = -log(K) 
1\, = [VC(L) -1] 
Jc(L) -1 
(5.53) 
(5.54) 
where C(L) is the condition number of the matrix L. Therefore the smaller the condition 
number the faster the convergence and the better the accuracy. Several authors have 
observed that the CG algorithm may converge too slowly to be useful, if the condition 
number of the operator is too large. One possible way to reduce this is through pre-
conditioning [56]. In the experience of Petre [57]: The rate of convergence of the pre-
conditioned CG method is better than that of the conventional CG method only in cases 
where the condition number of the operator is large. Kas el al [56] adds: There is 
considerable amount of literature on the use of pre-conditioning as a method of improving 
the convergence of the CG algorithm. But there is, in general, no systematic procedure for 
choosing preconditioners so as to achieve the desired reduction of the condition number. 
5.5 Relative speeds of SVD and JL algorithms 
Table 5.1 [46] is a guide to the speed of the SVD algorithm relative to the JL-algorithm, 
assuming for the former that two iterations of the QR algorith1n are required per singular 
value, though this depends on the operator. Furthermore, to ensure strict orthogonality 
when dealing with small valued vectors, Gram-Schmidt reorthogonalisation (Appendix 
B) is performed following the generation of each vector, and the expressions in the table 
allow for these extra multiplications. Travis (46] reported that bidiagonalisation was 
achieved in less than one-third the time the NAG library took on the same computer. 
Here, the two algorithms will be compared on the same inversion problem to indepen-
dently test the effectiveness of the new algorithm. 
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Algorithm Condition Number of Multiplications 
SVD ｭｾｮ＠ 3n2(m+4n) 
n>m 5n2(n+2m) 
Bidiagonalisation m;:::n (3n(n+m)+2n2m+m) 
(m-1) + (n-1) 
• 2 n 2 
n>m 3n(n+m)+2nm2 
+m (m-1) + n (n-1) 
Table 5.1: Number of multiplications in SVD and JL algorithms 
5.6 Storage considerations 
When implementing any numerical scheme, one must always be aware of the size of 
the problem relative to the available storage capacity of the computer on which it runs. 
The SVD and JL schemes have the advantage that for a given matrix, the process of 
generating the basis vectors of the new coordinate frame need only be solved once and 
then stored for many fast inversions later. However as M increases the required storage 
space increases and this will become a problem. Furthermore, in the JL method, it is 
not possible to invert and generate vectors simultaneously so that at any time only a 
few vectors need be stored, since the Gram-Schmidt reorthogonalisation requires all the 
vectors to be stored. 
The CG algorithm involves convolution type matrix-vector products and is therefore 
an N 2 process. However should the matrix exhibit Toeplitz or Hankel structure, the FFT 
may be incorporated [58] to yield a scheme of order N. Furthermore this necessitates that 
only {2N + 1) elements need be stored. In a similar manner The JL algoritlun exhibits 
theses convolution type products and by incorporating the FFT significant savings in 
speed and storage may be achieved for certain classes of matrices. This will be referred 
to as the JL-FFT algorithm and will be discussed at greater length in Chapter 6. 
5.7 Summary 
This chapter has reviewed research on crack characterisation and imaging using eddy-
currents, and has illustrated that the field is still in its infancy. Eddy-current imaging by 
reconstructing the dipole density on a crack has not been attempted in any general way, 
and this thesis outlines the first application of this method. The inverse source problem 
requires solution of a relatively large and ill-conditioned system of linear equations, and 
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therefore some robust and relatively fast numerical sche1ne is required for the solution. 
Two principal techniques have been discussed, decomposing the matrix using singular 
value decomposition or alternatively bidiagonalisation, and solution by minimisation of 
a functional, here two conjugate gradient algorithms are discussed. In Chapter 7, these 
four algorithms will be tested for their suitability for performing the inversion problem, 
prior to inversion of experimental data. 
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Chapter 6 
IITiaging of shallow- surface-breaking 
cracks 
6.1 Introduction 
In this chapter a method is presented to image shallow surface-breaking cracks, by recon-
structing the equivalent dipole density distribution on such a crack from measurements 
of the scattered magnetic field above it. In Chapter 4, it was shown how the measurable 
magnetic field above a cracked conductor may be related to the dipole density on an 
extended non surface-breaking crack. An integral relationship exists between the scat-
tered field and dipole density, with a Green's function kernel. Consider now a crack 
lying in the surface of the conductor, whose depth Zc is significantly smaller than the 
skin depth 8, (zc/8 << 1). A line of dipoles is established on the crack, all of which will 
oscillate in phase. It will be shown that the scattered magnetic field over the crack is the 
convolution of the dipole density in the surface and a transfer function, which depends 
on the properties of the material. 
The inversion may be carried out in Fourier space using well established deconvo-
lution techniques such as the Wiener filter [59], in which the functional form of the 
integral operator may be inverted. Alternatively, the matrix approximation of the op-
erator may be inverted, using one of the methods illustrated in Chapter 5. Though 
the matrix approach is seemingly more computationally expensive, use can be made of 
certain symmetry properties of the matrix in order to increase the speed of convergence 
and reduce the storage requirements. A new inversion algorithm has been developed for 
this purpose, the JL-FFT algorithm, a modification of the JL-algorithm described in the 
previous chapter. The inversion schemes have been tested initially with synthetic data, 
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prior to successful inversion of data acquired from manufactured cracks. 
6.2 Previous work 
Traditionally eddy-current NDE has been restricted to flaw detection, (principally by 
monitoring changes in coil impedance) as distinct from crack characterization by imaging. 
Joynson et al [60] describe a method of imaging shallow surface-breaking cracks. They 
have restored the shape of slots and incised letters from measurements made with a 
recording head style probe. Working in the high frequency, small skin-depth regime, 
the cracks were scanned in a raster pattern with a recording head style probe, and two 
signals were obtained, one in-phase and one 90° out of phase with the phase of the eddy-
current excitation. The probe excited eddy-currents in the specimen, and then recorded 
the resulting impedance changes over the crack. These measurements were assumed to 
be the convolution of the probe response to the presence of the crack and the response of 
the probe to a point defect in the surface of the specimen. The response of the probe to 
a point defect such as a small drill hole is termed the point spread function (PSF), and 
the consequence of the convolution is that the response to the crack beco1nes smeared 
out. The PSF was obtained experimentally by measuring the response of the probe while 
scanning a small hole. This was then used together with a Wiener filter to deconvolve the 
measurements and obtain a two-dimensional grey-scale representation of the impedance 
data above the scanned cracks. From the deconvolved measurements, it was possible to 
estimate the dimensions and shape of the cracks quite well. The method was simple to 
implement and the reconstructions showed good agreement with actual dimensions. 
The study by Joynson et al did not attempt to reconstruct any quantity relating 
to the flaw, it was simply imaging by displaying the deconvolved data. The results of 
this chapter, however illustrate how to reconstruct the dipole density on shallow surface-
breaking cracks from measured data. The dipoles on a crack act as a source of scattered 
magnetic field which is detectable and this field be related to the dipole distribution by 
a suitable transfer function. The relationship between the transfer function and dipole 
distribution is formulated as a product in Fourier space, and is therefore equivalent 
to a convolution of the two quantities in real space. If the eddy-current probe has a 
relatively sharp PSF, such as may be found with a Hall transducer, then its effects on 
the measurements will be slight and the dipole density is in principle recoverable by 
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deconvolution of the measured field and analytical transfer function. The novel method 
of imaging a shallow surface breaking crack by the reconstruction of the dipole density 
residing on the crack surfaces will be the subject of this chapter. 
6.3 Eddy-current imaging of surface-breaking cracks: 
inversion in Fourier space 
The first step in the imaging of surface cracks is to develop a relationship between the 
measured scattered field over the crack, and the dipole image of the crack. Consider a 
thin crack whose plane lies at some angle with respect to the incident electric field. Since 
the incident field will create a dipole density directed along a line normal to the crack, 
then in general the dipole density will comprise two orthogonally directed components, 
one along the direction of the field and one directed perpendicular to this, in the same 
plane. In Chapter 4, an expression was introduced relating the two dimensional Fourier 
transform of the magnetic field scattered from a sub-surface crack, to the two dimensional 
Fourier transform of the dipole density on the crack, equation ( 4.5), that is 
Hz( u, v, zo) = 1 i (:X- y) ·e(szo-')'z'>p( u, v, z')dz' 
e1·ack ( S + 1') (6.1) 
where the integral extends over the crack, (z' > 0). If the plane of the crack lies 
perpendicular to the direction of the incident field, say :X, then only one component 
of the dipole density will be induced on the crack, namely P.:c(r). Furthermore if the 
crack is assumed to be a shallow surface-breaking crack, whose depth is significantly 
less than the skin depth at a particular frequency of excitation, then a line of dipoles 
will be created, all oscillating in phase. Taking the shallow limit of equation (6.1), 
setting Zc = 0, a relationship is obtained in Fourier space between the scattered field 
over a shallow surface-breaking crack and the component, along the field direction, of 
the dipole density excited on the crack. 
Hz(u,v,zo) = ｛ｾ･ｳｺｯ｝＠ P.:c(u,v) 
s+i 
(6.2) 
The quantity inside the square brackets is a transfer function, representing the normal 
component (or z-component of the magnetic field) in the plane z0 , (zo <· 0), scattered 
from a single dipole source. Equation (6.2) is the product in Fourier space between the 
transfer function and the dipole density. This product is equivalent to the convolution 
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in real space of the transfer function and dipole density [61]. In principle therefore, the 
dipole distribution is calculated from the satnpled magnetic field by deconvolution. The 
deconvolution will first be performed by inverting the function (6.2) in Fourier space. The 
presence of noise makes the deconvolution ill-conditioned. Fortunately several methods 
exist for deconvolution of noisy data and these will first be reviewed in order to select 
an appropriate method. In the second part of this chapter, the matrix version of the 
operator in real space is defined and a numerical solution of the inverse problem found. 
6.4 Review of deconvolution techniques 
In image restoration [62], one attempts to reconstruct or recover an image that has 
been degraded, by using a priori knowledge of the degradation phenomenon. Thus, 
restoration techniques are orientated toward modelling the degradation and applying the 
inverse process in order to recover the original image. This usually involves formulating 
a criterion of goodness which will provide some optimum estimate of the desired result. 
The degradation process is modelled as an operator h(x, y), the blurring point spread 
function, which together with an additive noise term n(x, y), operates on the input 
image f(x,y) to produce a degraded imageg(x,y). Assuming the operator is linear, and 
depends only on the coordinate differences (x- x') and (y- y1), then the input-output 
relationship is modelled by a convolution equation, 
g(x, y) = j j h(x- x', y- y')f(x', y')dx'dy' + n(x, y) 
though for digital images the discrete form 
N-1N-1 
g(k, z) = L: 2: h(k- k', z-z')f(k', z') + n(k, z) 
11=0 k 1=0 
is appropriate, having the counterpart in Fourier space, 
G(m,n) = H(m,n)F(m,n) + N(m,n) 
(6.3) 
(6.4) 
(6.5) 
where G, if, F and N are the Fourier transforms of g, h, f and n respectively, defined 
by 
N-1N-1 
- ·(km+ln) G(m, n) = L L g(k, l)e-2m N (6.6) 
where g(k,l) contains NxN samples. H(m,n) now represents the system spatial fre-
quency response. We now require to seek an estimate of f, denoted by j. In the spatial 
87 
I 
/ 
r 
l 
frequency domain, this process is simply achieved by division through by fi(m, n). This 
is the inverse filter, but although the simplest approach it is the one most fraught with 
difficulties. Many point spread functions are such that their Fourier transforms have ze-
ros and if the zeros lie below the Nyquist frequency, the inverse filter is singular. Equally 
problematic is the fact that even if the point spread function is not singular, it is usually 
ill-conditioned. That is the magnitude of the transform goes to zero so rapidly for some 
values of the frequency indices m and n, (typically high spatial frequencies) the inverse 
h causes the noise term in (6.5) to be drastically magnified, obliterating the image. De-
spite its limitations, the inverse filter can be used for image restoration, but it generally 
requires a very high signal to noise ratio and only a mild degree of blur. 
Given the ill-conditioned behaviour and the existence of noise, there is no unique 
solution. Instead, there is an infinite family of solutions and that j is selected which 
minimizes a predefined criterion of goodness. Probably the best known of these are 
Wiener filtering (59], homomorphic filtering (63] and const?·ained least squares estimation 
[64]. These are linear restoration techniques, but non-linear methods also exist, such as 
maximum entropy (65], algebraic methods [65] and maximum information [66]. 
6.4.1 Linear restoration techniques 
A linear method is defined as one in which the restoration j, can in principle, be derived 
from a straightforward convolution of the observed picture with some suitable filter 
w(k', l'), 
N-1 N-1 
}(k, l) = I: E g(k- k', l- l')w(k', l') (6.7) 
1'=0 k 1=0 
Since the number of elements in w is very large it is more efficient to employ the fast 
Fourier transform (FFT) [67] to obtain the solution. Fourier transforming (6.7) gives, 
F(m,n) = G(m,n)W(m,n) (6.8) 
F, G and W being the FFTs of f, g and w respectively. The ill-conditioned behaviour 
of the systems is not affected by the employment of the FFT for the solutions, this 
behaviour is controlled from assumptions made to develop a particular restoration filter 
W(m,n). 
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6.4.2 Wiener filter 
The sensitivity of the inverse filter to noise and singularity is avoided by use of the 
Wiener filter. The filter is derived by finding the linear estimate, 
/(k, l) = L[g(k, l)] (6.9) 
where L is the linear operator, such that 
E(/(k, l)- f(k, 1))2 (6.10) 
is minimised, where E(.) denotes the expected value operation. The derivation of the 
estimator has been achieved by a number of authors, the first being Hellstrom [68], 
who derived spatial- and frequency- domain versions of the estimator. In the frequency 
domain, the digital filtering of the image is performed with a filter having the transfer 
function 
H- H*(r.n,n) ( r.n n) - ＭＭＭＭＬＭＭＭＭＭＧＧＭＭＭＭＧＭＭＭ［［ＺＭＺＭＭＭｾ＠
w ' - llil(r.n n)ll2 + ua(m,n) 
' ｵｾＨｭＬｮＩ＠
(6.11) 
where the asterisk indicates complex conjugate. ｡ｾ＠ and a} are the auto-covariances of 
noise and signal respectively. This is the classical Wiener filter. It is observed that if 
the noise is very small ｡ｾ＠ ｾ＠ 0, the Wiener filter reduces to the inverse filter. However, 
if the signal becon1es small a] ｾ＠ 0 the Wiener filter cuts off. This solves the problem of 
singular behaviour in a point spread function and also controls ill-conditioned behaviour 
in the absence of singularity. The filter is optimum in the sense that it minimises the 
quantity (6.10). This is a statistical criterion in which f and j are treated as random 
variables; the criterion of optimality is based on the correlation of the image and noise 
functions. This implies that the restoration obtained using the Wiener filter is optimum 
in an average sense. 
The Wiener filter requires extensive a priori information, namely, the point spread 
function h(x, y) and the signal and noise auto-correlation functions ｡ｾ＠ and a} respec-
tively. Often h( x, y) can be measured or calculated. The ratio 4 optimally desensitizes (1! 
the deconvolution; it is the magnitude of this ratio relative to IIH(u, v)ll 2 which deter-
mines the ｩｭｰ｡｣ｾ＠ of the former on the filter response. A measure of ｡ｾ＠ can be determined 
(usually possible in the quiescent regions of the image), where-as a} is in principle un-
known. The best one can do is obtain an estimate of a1
2
• Often, however .§ is set to a (1! 
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constant €, the regularisation parameter. to yield, 
(6.12) 
The constant is selected to give optimum restoration, for the image under consideration 
and should be (usually) of the order of the noise variance in the quiescent region of the 
image. Note that in contrast to the classic Wiener filter, the desensitization is dependent 
only on the object being characterised and the noise, associated with the measurements. 
A value for € may be established by iteration, from a knowledge of the noise mean 
and variance, quantities which are often measurable in practice. To achieve this, one 
needs some statistic to measure the misfit between the observed (noisy) picture g(k, l) 
and the restoration convolved with the PSF g(k, l). The simplest is chi-squared, [69] 
N-1 N-1 ( (k l) - "(k 1)]2 
x2 = I: 2::: g ' g ' 
k=O l=O ｡ｾＨｫＬ＠ l) (6.13) 
allowing for noise through the variance ｡ｾＮ＠ For large N, the plausible values of x2 are all 
close to N 2 • Since x2 increases monotonically with € [62], the condition x2 ｾ＠ N 2 selects 
the optimum value for €. 
6.4.3 Non-Linear Restoration Methods 
The linear restoration filters have the primary advantage that they are {usually) readily 
implemented using fast Fourier transforms. However, they have shortcomings. A prin-
ciple one is that a real image consists of positive quantities (intensities) and the linear 
techniques will generally generate negative numbers from the side lobes of the restoration 
filter. This introduces so called ringing artifacts [65] at abrupt changes in intensity such 
as edges. This is undesirable in, for instance, crack detection and characterisation and 
only non-linear methods give the desirable positivity constraint. Maximum entropy is 
a fundamental non-linear method for the solution of inverse problems in many fields, of 
which deconvolution is one example. 
The optimum restoration j is that which contains no false information. The infor-
mation content of j can be regarded as structure and by analogy with thermodynamics, 
the less disordered the information, the lower the entropy. The restored image j is con-
sidered as a set of positive numbers. A x2-statistic is used to 1neasure the fit between the 
observed image and the deconvolution convolved with the PSF, given the variance of the 
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notse. There are many estimated restorations that pass the chi-squared test for consis-
tency with the measured data. However the required function is that which maximises 
the entropy ( least information) and this technique is therefore an iterative one. 
The maximum entropy method, gives the most uniform deconvolution consistent with 
the observed data and their errors. However, to achieve this, a non-linear bias towards 
uniformity is introduced, with weak signals being affected more than strong ones. Mea-
surements of parameters such as defect size from maximum entropy deconvolution, can 
in turn be affected by this non -linear bias and need to be interpreted carefully. Another 
drawback is that there is a very large increase in computing time [70]. Furthermore, the 
positivity constraint only exerts a significant effect if large areas of the observed picture 
have zero or near-zero intensities. For pictures without any near zero intensities, max-
imum entropy becomes effectively a linear method and provided the noise is constant, 
the transfer function tends to that of the Wiener filter. 
6.4.4 Selection of Restoration Technique 
When considering the type of restoration technique to employ, it is necessary to consider 
the requirements of the method in a real NDE environment. For instance, it must be 
able to cope with high levels of noise, it should be fast and there may be only limited a 
priori information. On balance then, linear restoration filters are the preferred practical 
inversion methods, though not necessarily producing optimum itnages. However, they 
are simple to employ, relatively fast and robust in the presence of noise. The simplest of 
these to employ is the Wiener filter and this was the restoration technique employed in 
the following analysis. 
6.5 Imaging of one-dimensional surface breaking 
cracks 
6.5.1 Introduction 
In this section an algorithm is presented to obtain the dipole density on a shallow surface 
breaking crack. This is has been done by inversion of (6.2) and via a modification of (6.2) 
giving a superior restoration. The restoration of Px( u, v) by deconvolution of (6.2) was 
performed by Wiener restoration, initially by manually selecting the value of € and later 
by iterating toward its optimum value, with the inclusion of limited a priori knowledge. 
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The algorithm is first tested with analytically generated data. This is then followed by 
the inversion of measured data for long, thin surface breaking slots in aluminium. The 
restored dipole distribution yields shape and size information about the slot. 
6.5.2 Inversion of synthetic data 
Before inverting data obtained from real cracks, it was first necessary to consider the in-
version of synthetic data derived from an assumed dipole density distribution. Through-
out the following analysis, a lcm slot with negligible depth was considered with an 
incident electric field oscillating at 1kHz, to simulate the field measurable over the man-
ufactured slots. The dipole density Px(x, y) is approximated by a parabolic distribution 
oscillating in antiphase with respect to the incident field. Figure 6.1(a) shows the cross-
sections through the components of the dipole density in-phase with and in quadrature 
to the phase of the incident electric field in the surface (the in-phase component is shown 
positive for clarity). The Fourier transform of the dipole distribution Px(u, v) is shown in 
Figure 6.1(b ). The transfer function in Fourier space, G( u, v) as given by equation (6.2), 
is illustrated in Figure 6.l(c), for zero liftoff, at 1kHz. Near the origin of frequency space 
where WJU1' > > v2 , the function was proportional to v and was therefore zero along the 
line v = 0. This implied that although the Fourier transform of the dipole distribution 
had a non-zero d.c. level, when convolved with the asymmetric transfer function G(u, v), 
the d.c. level was removed. The resulting Fourier transform of the scattered 1nagnetic 
field H(u, v) is shown in Figure 6.l(d), and the resulting asymmetric magnetic field in 
real space hz(x,y) in Figure 6.l(e). A non-zero d.c. level would imply a constant dipole 
density distribution, which is non-physical. Since the transfer function removed the d.c. 
level, special consideration had to be given to the restoration method. 
The parabolic dipole distribution was used to generate the observable 1nagnetic field 
by Equation (6.2) and this field was then inverted to reconstruct the original dipole 
density. The results of this inversion with synthetic data is illustrated in Figure 6.2, 
which compares the actual and reconstructed dipole densities. The asymmetric transfer 
function implied that the deconvolved output had zero d.c. level and some method had 
to be sought to restore the appropriate d.c. component. L'Hospital's rule [61], involving 
the division of the gradients of G( u, v) and H( u, v) at the origin, worked well to restore 
the d.c. level in the absence of added noise, (there still remained however a very small 
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residual noise level due to truncation errors, though in the presence of realistic noise 
levels this algorithm broke down. A technique yielding improved performance, entailed 
fitting a parabolic surface to the restoration about the origin in Fourier space and the 
interpolation of the d.c. level. The reconstruction again worked well with very low 
noise. In the presence of realistic noise levels poor contrast and spurious artifacts were 
observed. 
The problem with the initial restoration technique is due to the asymmetrical nature 
of the transfer function, hence a means of symmetrising the transfer function had to be 
found. To achieve this, use was made of the relationship between the Fourier transform 
F[.] of a function f(y) and the Fourier transform of the integral of that function f f(y )dy. 
In one dimension [61], 
:F [j f(y)dy] = -iv:F(f(y)dy] 
Rearranging (6.2), to obtain 
Hz(u,,v,zo) = [-1-e-szo] p(v) 
zv s+1 
(6.14) 
(6.15) 
the transfer function on the right of (6.15), in the square brackets, is now symmetric. The 
left hand side is the Fourier transform of the integral, with respect to y, of the magnetic 
field hz(x,y), and is therefore symmetric about the origin. The sequence generating the 
integrated field is illustrated in Figure 6.3. 
The results of inverting synthetic data with no added noise, using the modified trans-
fer function, are shown Figure 6.4. In Figure 6.4, the field is integrated with respect to 
y, as shown, prior to inversion. The modified transfer function illustrates that the dipole 
density may be reconstructed exactly without loss of the d.c. level. Figure 6.5 illustrates 
the inversion of the data in Figure 6.4 with 1% random noise added, where the noise 
is expressed as a percentage of the maximum value of the respective field component. 
With 1% added noise Figure 6.5(a) the integration produced ridges in the direction of 
integration, see Figure 6.5(b ), this was a consequence of the random nature of the noise. 
The ridges were removed by fitting parabolas to lines of constant x and subtracting, 
before performing the inversion, the reconstruction is shown in Figure 6.5( c). The value 
of c was selected manually to give the best subjective reconstruction. A flow diagram for 
the Wiener filter restoration is given in Figure 6.6. Though there were ridges present in 
the reconstruction, the contrast was very good, even in the presence of high noise levels, 
see Figure 6.7 for the reconstructions obtained with 5% and 10% added noise. 
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(a) 
(b) 
(c) 
Figure 6.2: Wiener reconstruction of the dipole density using synthetic data with no 
noise added. (a) shows the parabolic approximation to the dipole density on the crack. 
By operating on (a) with the asymmetric transfer function (6.2), the scattered field (b) 
is obtained. (c) shows the reconstructed dipole density, note the artifact along the length 
of the reco'nstruction. 
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Figure 6.4: Wiener reconstruction using synthetic data, with no added noise and em- -
ploying the symmetric transfer function (6.15), (a) is the original dipole density, (b) the 
integrated scattered field and (c) the reconstruction. Compare this improved reconstruc-
tion with Figure 6.2 
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Figure 6.5: Wiener reconstruction with 1% noise added to the scattered field in Fig-
ure 6.4(b). (a) is the asymmetric field with random noise added. (b) shows the field in 
(a) integrated wrt y, note the appearance of ridge-like artifacts. (c) shows the recon-
struction (only the in-phase component is meaningful). 
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l Saxnple field 
2 Fit surface to remove residual stray field 
3 Integrate field wrt y 
4 Fit parabolas to remove ridge artifacts 
5 Take Fourier transform :Hz( u, v) 
6 Calculate Green's function :G( u, v) 
7 Input regularisation :<: 
D 1 . w· filt ｾＨ＠ ) c· (u,v) f-{ ( ) 8 econvo ve USing 1ener er :p v == IIG(u,v)ll2 +c· z u, v 
9 Inverse Fourier transform :p(y) 
10 Display image. 
Figure 6.6: Wiener filter algorithm to invert measured data, requiring manual input of 
the regularisation to giving the best subjective reconstruction. 
6.5.3 Inversion of measured data 
This section presents the results of the imaging of manufactured shallow surface breaking 
slots by the inversion of measured field data, using the previously described algorithm ·. A 
shallow rectangular slot was manufactured in a large aluminium plate, lcm in thickness, 
and having a conductivity of 2.852x107S/m. The slot was ｡ｬｩｧｮｾ､＠ at right angles to the 
injected current in the manner described in Chapter 2. Measurements were made with 
the Hall probe having a lift-off of z0 = 0.64mm and resting on the smoothed plate surface. 
The area of the scan was such as to ensure that the signal became indistinguishable from 
the background noise level at the edges. To ensure the depth of the slot was small 
compared with the skin-depth, the frequency of the incident field was set to be 1kHz. 
During measurements, a long time constant of lOs was used for the lock-in amplifier, 
to ensure good signal to noise ratio, since the scattered field was relatively weak as the 
crack was shallow. The measured field data is shown in Figure 6.8. 
Prior to inversion, a third order polynomial surface was fitted to those data points 
lying in a frame 5 points wide around the scan region. Sub.traction of this surface from 
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Figure 6.7: Wiener reconstruction with high levels of noise added. (a) and (b) show 
the scattered field with 5% and 10% random noise added respectively. (c) shows the 
corresponding reconstructions, the dipole density is clearly visible. 
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the data removed stray field offset and low spatial frequency noise. Since the edges of 
the image tapered smoothly to zero, there was no need for further smoothing to reduce 
Gibb's phenomena [71]. Furthermore the sampling of the field had to be suitably chosen 
such as to preclude aliasing. The inversion was performed implementing the algorithm 
in Figure 6.6. The point spread function was calculated from (6.15) for the required 
frequency and lift-off. The field data was treated as a complex quantity, during the 
reconstruction, however only the magnitude of the reconstructed dipole density was 
displayed since the phase contained no further useful information. 
The restored image, or reconstructed dipole density distribution, of the 1cm slot 
is shown in Figure 6.9, for different amounts of regularisation. A fiat topped dipole 
distribution with rounded edges was observed. Perhaps a more appropriate presentation 
of the reconstructed dipole density is as a grey scale image as shown in Figure 6.10, along 
with the measured field data. 
Though satisfactory reconstructions were achieved by this method, it required man-
ual input of the regularisation parameter t. The next stage was therefore to include a 
priori knowledge of the noise covariance on the observation, then to iterate toward the 
optimum value of € using equation (6.13). A flow diagram for this iterative scheme is 
given in Figure 6.11. The scheme essentially comprised of repeatedly performing the 
inversion with the symmetric transfer function and then convolving the reconstructed 
dipole distribution with the unsymmetric transfer function to predicted the scattered 
field. f.he predicted and measured fields were then compared employing the chi-squared 
statistic and on the basis of this the regularisation was increased or diminished. The pro-
cess was initiated by manually selected regularisation and the speed of convergence of the 
scheme then depended on how close this initial choice was to the optimum regularisation. 
The algorithm was applied to the field measurements illustrated previously for the 
1cm slot. The resulting reconstruction is illustrated in Figure 6.12, and comparison 
with the image in Figure 6.9, shows that the extended Wiener algorithm tended to 
over constrain the inversion. The reasons for this included the approximate nature 
of the transfer function and that a good estimate of the noise variance was required. 
However the method demonstrates a simple way of introducing a priori knowledge into 
the inversion. 
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Figure 6.8: The normal component of the scattered field sampled over a manufactured 
lOmm long shallow surface-breaking slot (slot 1), in aluminium alloy, at 1kHz. (a) is the 
component in-phase with and (b) the component in quadrature to the incident electric 
field. Since the slot is shallow the field is relatively weak, hence the signal to noise ratio 
is lower than that observed for the sub-surface slots. 
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Figure 6.9: The reconstructed dipole density or image of the lcm slot, obtained by 
inverting the measured field data displayed in the previous figure. Here the magnitude 
of the reconstructed dipole density is presented, for different regularisation (a) f = 10-8 
and (b) f::::;: 10-7 , note the smoothing of the image as the regularisation is increased. 
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Figure 6.10: Grey scale representation of data. The upper image is the in-phase com-
ponent and the middle image is the quadrature component of the measured field data 
shown in Figure 6.8. The lower image shows the magnitude of the reconstructed dipole 
density corresponding to Figure 6.9(b). The bar in the lower right hand comer of (c) 
represents a length of 5mm. 
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1 Sample field 
2 Fit surface to reLnove residual stray field 
3 Integrate field wrt y 
4 Fit parabolas to remove ridge artifacts 
5 Take Fourier transform :f-I z( u, v) 
6 Calculate Green's function :G( u, v) 
7 Input regularisation :c 
8 Deconvolve using Wiener filter :p( v) = ｵ｣ＷｾＮｓＩｩｬＱＫｾ＠ .Gw( u, v) 
9 Convolve p( v) with Green's functionH( u, v) : H( ｾＬ＠ v) :::: G( u, v ).p( v) 
10 Inverse Fourier transform :h(x,y) 
11 Input noise variance Ｚｵｾ＠
12 Calculate x2 
13 Test X2 : If X2 > Nl goto 14; If x2 < N 2 goto 15; Else If x2 ｾ＠ J\T 2 goto 16 
14 Decrease c, goto 8 
15 Increase c, goto 8 
16 Inverse Fou1;ier transform :p(y) 
17 Display image. 
Figure 6.11: Wiener filter algorithm to invert measured data, incorporating a priori 
knowledge of the noise variance and able to iterate toward the regularisation. 
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Figure 6.12: The magnitude of the reconstructed dipole density on the lcm slot, obtained 
by inverting the measured field data displayed in Figure 6.8. Here the inversion was 
performed with an iterative version of the Wiener filter, incorporating knowledge of the 
noise variance. The optimum regularisation selected by the routine was f = 10- s. 
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6.6 Eddy-current imaging of surface-breaking cracks: 
inversion in real space 
Having successfully performed image reconstruction in Fourier space, the question arises 
of whether it is possible to perform it in real space. The problem would then be for-
mulated as one of matrix inversion, the matrix could be kept to a reasonable size and a 
suitable matrix inversion scheme used to invert it. 
The field in real space is discretised to give 
N:c-INy-1 
Hii = L 2:: Gii,kl Pkl (6.16) 
k=O l=O 
where, 
(6.17) 
Here the modified transfer function has been introduced, generating the integral of the 
magnetic field. Note that this transfer function gives the field scattered from a single 
dipole, and can be likened to a point spread function for the material. In Chapter 3, 
the unmodified transfer function was used to compare the material and Hall transducer 
point spread functions. 
The matrix (6.17) has certain useful symmetry properties, it is a Toeplitz matrix. 
This symmetry will allow the inversion to be performed in a very efficient manner, and 
will be performed by a novel algorithm called here the JL-FFT algoritrun, incorporating 
fast Fourier transforms in the JL-algorithm to perform efficient matrix-vector products. 
This is the subject of the next section. 
6. 7 Inversion algorithm: the JL-FFT algorithm 
For a general system of N unknowns, the JL algorithm is of order N 2 , this is a reflection 
of the matrix-vector products in the generation process. If the matrices L and Lt, 
equations (5.12) and (5.14), have Toeplitz structure then such products can be handled 
using the fast Fourier transform (FFT), by virtue of their convolution nature. The 
number of operations is then reduced to Nlog2 N and there is also the added advantage 
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of reduced storage requirements. Performing matrix-vector products using the FFT was 
first proposed by Zohar [72], in connection with the conjugate-gra:dient algorithm. 
Suppose the matrix Lin (6.17) is Toeplitz, 
(6.18) 
Rewriting this in the expanded form (padding with zeros in order to achieve a circulant 
matrix) 
Lo L_t L-2 L_s 0 Ls L2 L1 fo 
Lt Lo L_t L-2 L_s 0 Ls L2 fi !2 L2 L1 Lo L-1 L-2 L_s 0 Ls fs Ls L2 L1 Lo L_t L-2 L_s 0 0 L_s Ls L2 L1 Lo L-1-- L-2 L_3 
L-2 L-3 L3 L2 L1 Lo L_t L-2 0 0 
L-1 L-2 L-3 L3 L2 Lt Lo L_t 0 
We can write this as the convolution 
Lk ® fk = 9k 
where 
Lk - (Lo, L17 L2, L3, 0, L_s, L-2, L_t) 
!k - (fo,/t,f2,/3,0,0,0,0) 
9k - (go,91,92,9s,*,*,*,*) 
9o 
91 
92 
- 93 
* 
* 
* 
* 
(6.19) 
(6.20) 
(6.21) 
(6.22) 
(6.23) 
where the "*, *, *, *" represent discarded entries. The FFTs of the sequences are taken 
and the convolution becomes a product in Fourier space. The solution is then found by 
applying the inverse FFT and truncating 9k to obtain those elements which are known. 
The number of operations is thus reduced to order N and only (2N - 1) elements of the 
matrix need be stored. The JL-FFT routine thus provides a new fast, robust inversion 
algorithm, for certain classes of inversion problem especially where storage might also 
present a problem. 
Time constraints did not permit the implementation of the new algorithm in this 
study, and it is presented here as the basis for future work. Unfortunately the same 
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algorith1n could not be applied to the imaging of sub-surface cracks, since as· will be 
shown in the following chapter, the matrix to be inverted does not exhibit Toeplitz 
structure. 
6.8 Summary 
The objective of this chapter was to demonstrate that shallow surface-breaking slots 
could be imaged by reconstructing the line dipole density distribution residing on the 
slot, from measurements of the scattered magnetic field over the slot. This necessitated 
that the magnetic field be sampled with a Hall transducer, having a point-like point 
spread function (PSF). By introducing limited a priori knowledge that only one com-
ponent of the dipole density is excited on the slot, a transfer function was introduced, 
which gave the scattered field arising from a single dipole source on the slot. The trans-
fer function incorporated the material properties and may be thought of as the material 
point-spread function. The scattered field was related to the dipole density by a con-
volution of the dipole density and this transfer function. The sharp PSF of the Hall 
transducer had negligible effect on the n1easurement of the field compared with the PSF 
of the tnaterial. By ignoring the PSF of the Hall transducer, the dipole density was ob-
tained by deconvolution of the measured field with the material transfer function. The 
deconvolution was performed in Fourier space with a Wiener filter, to overcome problems 
introduced by experimental noise. Wiener reconstruction proved simple to implement, 
robust in the presence of noise and relatively fast. The images obtained had good con-
trast and gave faithful representation of the slot dimensions. The two limiting factors 
were the approximate nature of the transfer function, and that in order to condition 
the reconstruction, regularisation was introduced which diminished the higher spatial 
frequencies, thereby removing sharp detail from the image. 
The chapter is concluded by introducing an algorithm to perform the inversion of 
field data in real space, in contrast to the preceding. formulation in Fourier space. The 
problem is now formulated as one of matrix inversion and a novel matrix inversion scheme 
is proposed, making use of special symmetry properties of the matrix to be inverted. 
The new method is termed the JL-FFT algorithm, which performs the required matrix-
vector products using FFT's. The algorithtn is in principle fast, performing of the 
order of Nlog2 N operations per inversion, for N unknowns, while requiring a significant 
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reduction in storage should the problem be large. Finally it is a robust algorithm and 
capable of inverting noisy, ill-conditioned systems. The algorithm is presented here as a 
basis for future imaging work, since time constraints did not allow its implementation in 
this study. 
Having successfully imaged shallow surface-breaking slots, Chapter 7 is concerned 
with imaging slots having extended dimensions, which do not break the surface of the 
host material. 
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Chapter 7 
ln1aging of sub-surface cracks. 
7.1 Introduction 
In the preceding chapter, it was stated that a crack in an otherwise homogeneous con-
ductor acts as a surface barrier to eddy-currents; its effect on the electric field within the 
conductor is equivalent to a layer of electric dipoles . .# Since the dipoles reside solely on 
the crack in this case, their distribution reflects the geometry, orientation and location 
of the crack. These dipoles represent a secondary source within the conductor and give 
rise to a scattered magnetic field, observable in the region over the conductor. Using vol-
ume integral techniques this field 1naybe related to the source distribution and a means 
therefore exists of imaging the crack. In general, the dipole distribution associated with 
a given magnetic field, at a given frequency, is not unique (the problem is ill-posed) and 
one requires additional a priori infonnation. However assuming the crack lies in a 
known direction, the extent of the dipole distribution in the direction of the incident 
field may be reconstructed. 
The current chapter describes and applies an algorithm to perform this inverse source 
problem. The problem was set up as a matrix scheme and the reconstruction performed 
by matrix inversion, which essentially amounted to the inversion of a complex Laplace 
transform. The inversion was perfonned first on pseudo data prior to inversion of mea-
sured data from manufactured slots. Difficulties were encountered in the inversion due to 
the highly ill-conditioned nature of the problem and the presence of noise on the obser-
vations. Other problems existed such as storage problems on the computer and the time 
taken to perform the inversion. Therefore a selection of numerical inversion techniques 
were implemented and their relative merits compared. Successful reconstructions of the 
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dipole distribution on the slots were obtained and the algorithm was therefore shown to 
have potential as an imaging method. 
7.2 Formulation of the inverse problem. 
7.2.1 Analytical formulation 
The inverse problem consists of obtaining a representation of the dipole density on an 
arbitrary crack, in a half-space conductor, from a measured magnetic field. As discussed 
in Chapter 6 (Section 6.3), the dipole density on a thin crack orientated at some angle 
with respect to the incident electric field will in general have two components, one along 
the direction of field and one in an orthogonal direction. The problem of recovering 
the dipole distribution from one component of magnetic field is therefore ill-posed. If, 
however, the dipole density is restricted to only one component, then the problem is well 
posed and it is possible to reconstruct that component. 
Consider a crack of extended dimension in z, though of negligible opening, lying in 
the plane x = 0. If the incident field is directed along :X, perpendicular to the plane of 
the crack, the dipole distribution has the form, 
P(r) = Px(Y, z)x (7.1) 
where Px(Y, z) is the surface dipole density distribution excited on the crack by the 
incident electric field. Following a similar argument to that used in Section 6.3, the 
volume integral technique yields the following relationship in Fourier space, between the 
normal component of the scattered magnetic field over the crack and the dipole density, 
H,( u, v, Zo) = j s ｾｉ＠ e(•zo-'Yz'lp,( u, v, z1)dz1 (7.2) 
Note that (7.2) introduces prior knowledge in that it restricts the distribution sought 
to one having a single component along the line of the incident field (X:). In a similar 
manner to the forward problem (7.2) will be discretised by the 1noment method to give 
a matrix equation. The inverse problem therefore beco1nes one of matrix inversion, that 
is the solution of a (large) set of linear equations. There are a variety of such schemes, 
a selection of which will be discussed in the following section. 
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7.2 .2 Discretisation 
The inverse problem has been formulated in the Fourier domain, equation (7.2). In 
order to achieve adequate sampling (avoiding aliasing, Gibb's phenomenon etc), the 
matrix operator must be relatively large and consequently more difficult to invert. A 
smaller operator is therefore required and is achieved by formulating the operator in 
the real domain. The magnetic field Hz ( x, y, z0 ) is found by taking the inverse Fourier 
transform of (7.2), 
_ -(iux+ivy) 1 1001-00 Hz(x,y,zo)- (21r)2 00 -oo Hz(u,v,zo)e dudv (7.3) 
To discretise (7.3), a functional equation, to a matrix equation, the method of moments 
will be used. Following the same procedure as described in Section 4.3, the flaw region 
is divided into a grid of Ny x Nz cells of area 8:u x by, and then the dipole density is 
expanded in terms of pulse functions, Dirac delta functions are used as testing functions, 
giving 
Ny-1 Nz-1 
Hik = L: L: Gik,lmPtm (7.4) 
l=O m=O 
where, 
Gjk,lm _1_1oo 1oo ｾ･ｳｺｯ＠ sine (Vby) 8 e-ivlSy (21r) 2 -oo -oo S +I 2 y 
!. ( e')'Zm _ e')'Zm+l) e-(iUXj+ivyk) dudV 
I 
(7.5) 
Equation (7.5) provides the discrete matrix elements for the real domain version of 
the operator, the inverse Fourier transform of (7 .5) being performed using a fast Fourier 
transform routine. The aim then is to take the discretely sampled magnetic field Hjk 
and by inverting the matrix Gjk,lm, to assign values Ptm to each patch l, min the region 
of the crack. 
7.2.3 Matrix structure. 
The inversion of electromagnetic field data involves inverting a complex system. This 
can be solved either as one of complex vectors in complex spaces of dimension N as in 
(7.6) 
(7.6) 
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or as one of real vectors of dimension 2N as in (7.7). 
(7.7) 
The first method permits a solution for real and hnaginary parts of f, however at 
the time of undertaking the inversion, only Mark 12 of the NAG library was available. 
This version of the NAG library provided only one SVD routine [73], and this was only 
capable of decomposing real systems. So (7. 7) was adopted for the SVD inversion. For 
comparison purposes, this was also adopted for the JL inversion. When implementing 
the conjugate gradient sche1nes however, the algorithms implemented here were obtained 
from Sarkar's article [52], and were written for complex systems, therefore system (7.6) 
was inverted. 
7.3 Inversion of synthetic data. 
Prior to the inversion of experhnental data with the aim of imaging the manufactured 
slots, the four algorithms described in Chapter 5 were first tested by inverting data 
generated on the computer, with and without various levels of random noise added. By 
testing the inversion initially with synthetic data, the aim was to identify possible 
problems when the inversion of experimental data was attempted. 
7.3.1 Implementation of the SVD algorithm. 
The formulation of the inverse problem by Equation (7.4) is convenient for imaging 
applications, since it represents the region of the flaw as a series of small patches or 
pixels, each of which has a value Pzm· The imaging process is thus one of recovering the 
P1m 's from 1neasurements of the magnetic field measured at points above the specimen. 
Equation (7.5) is a discretised complex Laplace transform, and the imaging process 
comprised the inversion of Ny co1nplex Laplace transforms, at constant Yk to recover 
the P1m 's at constant l, ( m = 1, Nz). Thus in the notation g = Lf, g represents a 
vector of the 1neasured field, its elements being the variation of the field values at each 
x j corresponding to constant Yk. 
As discussed in section 7.2· . the SVD code used in all subsequent inversions was the 
NAG library routine F02WCF. The routine in the NAG library only permitted the inver-
sion of a real matrices and necessitated Equation ( 7.5) be augmented as the real system 
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illustrated by Equation (7.7). The routine returned the singular values and singular vec-
tors at each inversion and these were assembled into the real and imaginary components 
of the reconstructed dipole density using Equation (5.8), with the regularisation being 
manually selected for optimum reconstruction. 
To demonstrate the efficacy of the algorithm, it was initially tested on pseudo data. 
Figure 7.1(a) shows the in-phase and quadrature components of the dipole density on a 
rectangular flaw. The respective components of the scattered magnetic field calculated 
from equation (7.4) and (7.5), is shown in Figure 7.l(b). No noise has been added 
to the field in Figure 7.l(b ), however there is a very low level on noise introduced by 
truncation errors in the numerical procedure used to generate it. Figure 7.l(c) shows the 
dipole density reconstructed from the field in Figure 7.1(b ), using a very small amount 
of regularisation (c = 10-20). Comparison of Figures 7.1(a) and 7.1(b) indicates that 
the routine does successfully recover the dipole density, but at the expense of a valley 
type artefact running centrally through the reconstruction along increasing z. The poor 
central reconstruction was caused by the zero at the origin of the Green's function in 
Equation (7.5). Applying the procedure in Chapter 6, a symmetrical Green's function 
was obtained, 
Gjk,lm _ __ --eszo sine _Y liye-tvlSy 1 1oo 1oo 1 (v8 ) . (27r)2 -oo -oo S +I 2 
1 (. . ) 
_ ( e"Yzm _ e'¥Zm+l) e- tuxi+tvYk dudv 
I 
(7.8) 
The symmetrical field derived from this Green's function is shown in Figure 7.2(b ). 
Figure 7 .2( c) shows the improved reconstruction obtained by inverting the integrated 
field, using the matrix (7.8). Table 7.1 shows the singular values obtained at the midpoint 
(the 15th. inversion) of the full reconstruction illustrated in Figure 7.2(c). As expected 
the singular values show a very rapid fall off and this suggests that only a partial inversion 
of the matrix is in fact required, a possibility offered by the JL algorithm, and this will 
be explored later. The singular values give an estimate of the degree of ill-conditioning 
of the matrix. The condition number, taken here to be the ratio of the largest to smallest 
singular values, is very large illustrating that the system is indeed very ill-conditioned. 
Finally the singular values are curiously paired, for which no explanation may be offered. 
The true test of any realistic inversion scheme however lies in its ability to invert 
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(a) 
X y 
X y 
(b) 
{c) 
Figure 7.1: Illustrates (a) the components of the synthetic dipole distribution on a rect-
angular crack, (b) the scattered magnetic field and (c) the reconstructed dipole density, 
recovered using singular value decomposition. Note the valley like artefact along the 
centre of the reconstruction. 
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In-Phase Quadrature 
z z 
(a) 
X y 
(b) 
(c) 
Figure 7.2: Illustrates (a) the initial dipole density and (b) the same field following 
integration with respect to y. The reconstructed dipole density (c) does not have any 
central artefact in contrast to the reconstruction obtained with the asymmetric Green's 
function, Figure 7.1( c). 
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k /k k /k 
1 4. 704321217545E-05 31 2.491393651228E-17 
2 4. 704321217543E-05 32 2.490431839930E-17 
3 8. 7 461 95066651E-06 33 4.59645 7 590650E-20 
4 8. 746195066649E-06 34 2.816390285418E-20 
5 2.121434506757E-06 35 2.579401790050E-20 
6 2.121434506755E-06 36 2.327562073851E-20 
7 5.161560814073E-07 37 2.0454494 71267E-20 
8 5.161560814071E-07 38 1.417700498231E-20 
9 1.245603051838E-07 39 1.125377034638E-20 
10 1.245603051837E-07 40 8.669127997882E-21 
11 2.934272719619E-08 41 7.00634 7034256E-21 
12 2.934272719616E-08 42 4.667310442389E-21 
13 6. 758559053119E-09 43 3.894407819411E-21 
14 6. 758559053086E-09 44 3.800883097862E-21 
15 1.358111690709E-09 45 3.522697944416E-21 
16 1.358111690671E-09 46 3.05758937 4636E-21 
17 2.2885 797 49276E-1 0 47 2.602856158839E-21 
18 2.2885797 48949E-1 0 48 2.413343408021E-21 
19 3.174195065649E-1t 49 1.785833557701E-21 
20 3.174195062613E-11 50 1. 753057533823E-21 
21 3. 780199775982E-12 51 1.352579979339E-21 
22 3. 780199706453E-12 52 1.33441451 0367E-21 
23 3.771889191294E-13 53 1.207865516035E-21 
24 3.771888516317E-13 54 7 .208441601046E-22 
25 3.385369981164E-14 55 5 .699683587931E-22 
26 3.385366149143E-14 56 5.250144 766915E-22 
27 1.564594909300E-15 57 3 .663236900293E-22 
28 1. 564558 723043E-15 58 3 .360992306693E-22 
29 3.827152136820E-16 59 1.801561039411E-22 
30 3.826039602031 E-16 60 2.22780 1263006E-25 
Table 7.1: Singular values obtained for the inversion of the matrix (7.8) 
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data with possibly high levels of noise present. Figure 7.3(a) shows the scattered field 
with 1% random added noise. The noise was added separately to each component of 
the field and is expressed as a percentage of the peak field value of each component. 
Following integration of the noisy data, Figure 7 .3(b) is obtained and it is observed how 
the integration smooths the data which in principle should have a beneficial effect on 
the reconstruction since less regularisation is required. Figure 7.3 (c) shows the quality 
of the reconstruction obtainable. The optimum regularisation parameter f was selected 
to be 10-14• 
With higher noise levels, for instance 10% noise as illustrated in Figure 7.4(a), the 
integration of the random noise produced ridge like artifacts as observed in the previous 
chapter. Again as devised in Chapter 6, these artifacts were removed prior to inver-
sion, by fitting a low order polynomial, in a least-squares sense to the data along lines 
x =constant, in a window 4 pixels wide around the edges, and then subtracting from the 
fit. The result of removing the ridges is illustrated in Figure 7 .5( c). 
Having pre-processed the data, the integrated field was inverted, the optimum regu-
larisation being € = 10-13 and the ｲ･｣ｯｾｳｴｲｵ｣ｴ･､＠ dipole density is illustrated in Figure 
7.5(a). Figure 7.5(b) compares a cross-section taken through the inversion with the cor-
responding cross-section through the original dipole distribution shown in Figure 7.1 (a). 
Furthermore Figure 7.5( c) compares the cross-section through the reconstruction ob-
tained from noiseless data, Figure 7.2(c), with the original dipole distribution. 
There were several features in the reconstruction worthy of note. With very small 
regularisation the reconstructed dipole distribution was observed to be in very good 
agreement with the primary dipole density distribution. The peaks of both components 
corresponded well. Of particular interest in the reconstruction is the ability to recon-
struct the upper and lower edges of the dipole density (corresponding to low and high 
z respectively). Regarding the upper edge, the reconstruction showed a sharp under-
shoot. The appearance of an undershoot is analogous to the ripples observed in Gibb's 
phenomenon [7 J], and is a consequence of a truncated expansion. The appearance of 
similar artifacts following the inversion of a Laplace transfonn by SVD, has been noted 
elsewhere, (7 4] . Here weighted spaces were used to suppress the undershoot, however 
the algorithms developed for this was applicable only to unknown functions of positive 
support. The lower edge of the reconstruction tended to become poorly defined as the 
regularisation was increased. For instance, if the point where the reconstructed distribu-
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In- Phase 
(a) 
X y 
(b) 
(c) 
Figure 7.3: Inversion in the presence of noise. 1% noise was added to the scattered field 
to obtain (a), prior to integration of the field with respect to they coordinate (b) and 
inversion (c) with the regularisation t = 10-14 . 
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In-Phase Quadrature 
(a) 
(b) 
(c) 
Figure 7.4: In the presence of high levels of noise, for instance (a) shows 10% noise was 
added to the scattered field, the integrated field (b) exhibited ridge-like artifacts and 
these were first removed (c) prior to inversion. 
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(c) 
Figure 7.5: Inversion in the presence of high levels of noise. Here 10% noise was added 
to the scattered field and the reconstructed dipole density is illustrated in (a), using 
f = 10-13• (b) compares the 15th inversion with the original dipole density and (c) 
compares the same profile obtained from noise free data and f = 10-20 • 
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tion tended to zero was taken as indicating the lower edge, then the depth of the lower 
edge could be over estimated by as much as 50%. It was anticipated prior to inversion 
that a good estimate of the lower crack edge would not be obtained, by virtue of the skin 
effect, and the limitations of eddy current imaging imposed by the physics must always 
be borne in mind. Finally, the side edges of the crack were reasonably well defined by 
the reconstructed dipole density. Incidently, the separation of the peaks in the field in 
Figure 7.1(a) were also indicative of the width of the crack. 
As the regularisation € was increased, the reconstructed dipole density tended to be-
come increasingly broadened over the region in which the reconstruction was attempted. 
The upper and lower crack positions were less accurately reproduced. The increasingly 
smeared reconstruction was a consequence of the regularisation truncating more of the 
series expansion in the series solution in Equation (5.8). The truncated series was anal-
ogous to the blurring of the reconstructed dipole density on the surface breaking crack 
observed in Chapter 6, in which the regularisation cut the high spatial frequency terms 
out of the reconstruction. Since the dipole density is essentially a smoothly varying 
function, the truncation of the series in Equation (5.8) should not in principle have a 
very serious degradation on the reconstruction. This would be very different, if for in-
stance the conductivity of the flaw were reconstructed using SVD, where one essentially 
attempts the reconstruction of step-like profiles. Such profiles are poorly reconstructed, 
as demonstrated by Nair et al [36]. The primary synthetic dipole distribution used in 
this analysis had perhaps unrealistic almost stepped edges and therefore perhaps did not 
lend well to reconstruction. Examination of Figures 7.5(a) and 7.5(b) show quite clearly 
where the flaw is located. Finally the undershoot at low z became more significant since 
more vectors were truncated from the expansion. 
Comparison of Figures 7.5(b) and 7.5( c) suggests good signal to noise ratio is re-
quired prior to inversion. Although integration has been shown to smooth the data, 
perhaps further smoothing would be advantageous. A possible method providing further 
smoothing of the data prior to inversion would be to fit a surface to the integrated data, 
for instance a cubic spline surface would follow the variations in the smoothly varying 
part of the data of interest, but would not reflect the more rapid variations of the noise. 
In conclusion, the SVD based inversion scheme appeared to work well on synthetic 
data, bearing in mind that it provided a least-squares and hence smooth solution which 
might not truly reflect the crack edges. However the algorithm was reliable and robust 
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in the presence of noise. 
7.3.2 Implementation of the JL algorithm. 
The inversion scheme described and implemented using SVD was now implemented using 
the Jones-Lanczos (JL) algorithm. Again Ny complex Laplace transforms were inverted, 
an augmented matrix used which was identical to that inverted by SVD, and the al-
gorithm, set out in section 5.3.3, used to generate the most significant basis vectors ak 
and bk and normalisation coefficients O'.k and f3k· These were used to construct the tri-
diagonal matrix, Equation (5.27), along with manually selected regularisation <:, which 
was solved by Gaussian elimination to obtain the reconstruction. The full inversion was 
initially tested by inverting data with no added noise. The inversion of noise free data 
using the SVD algorithm gave a very good reconstruction with only a very small value 
of regularisation € required. In principle the JL algorithm should yield a reconstruction 
equally good as that given by SVD, if € is sufficiently small such that a majority of the 
basis vectors ak and bk are generated. However, in practice, a meaningful reconstruction 
(that is one showing good resemblance to the initial dipole density) could only be ob-
tained by using a relatively large value of epsilon (of the order of 10-11 ) and terminating 
the inversion after only approximately 10 vectors had been generated. Thus Figure 7.6 
shows the results of the best reconstruction, as judged by visual comparison of the initial 
dipole density Figure 7.6(a), and the reconstructed distribution Figure 7.6(b), a compar-
ison of the profiles through (a) and (b) is illustrated in Figure 7.6(c). The reconstruction 
is poor when compared with the corresponding reconstruction obtained by SVD, Figure 
7.2, which is due to the severe truncation of the basis vector sequence in equation (5.8). It 
is interesting to note the very good correspondence between the reconstruction in Figure 
7.6 (a) and (b) and the reconstruction obtained by SVD, with increased ｲｾｧｵｬ｡ｲｩｳ｡ｴｩｯｮＮ＠
It is clear that upon truncation of the SVD solution, as required in the inversion of noisy 
data, the two inversion schemes tend to the same result. The JL-algorithm then would 
still appear to be a worth-while method for the inversion of experimental data. 
An explanation was sought for the relatively poor reconstruction obtained by the 
JL-algorithm, when inverting noise free data. The code used to perform the inversion 
had been tested on the real ill-conditioned system described in [75], and very good 
comparison was obtained and the system could be inverted exactly when zero noise was 
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Figure 7.6: Inversion of synthetic data with no added noise using the Jones-Lanczos (JL) 
algorithm. The initial dipole distribution, used to generate the field, is shown in (a). 
The best obtainable reconstructed dipole density is shown in (b), here only 10 vectors 
were used per inversion. A comparison of the profiles throug_h (a) and (b) is made in (c). 
Compare (b) and (c) with Figure 7.5 (a) and (b). 
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present. The same test system has been used by Travis [46] and [43] as a comparison of 
the performance of the JL-algorithm against SVD for inversion of noisy ill-conditioned 
syste;ms. The JL-algorithm in principle generated orthonormal basis vectors, however it 
was noted by Travis that when small valued vectors are subtracted, cancellation takes 
place and strict orthogonality is lost. Use of the Gram-Schmidt re-orthogonalisation 
algorithm (Appendix B) was incorporated to maintain orthogonality, though at some 
extra computational cost. 
With regard to the present eddy-current inversion problem, it was also found nec-
cessary to include Gram-Schmidt re-orthogonalisation. The generated vectors were 
made orthogonal to all the previously generated vectors using a NAG library routine 
[76]. Following re-orthogonalisation differences were observed between generated and 
re-orthogonalised vectors at approximately the 11th decimal place. As a check on the or-
thogonality of the re-orthogonalised vectors, the dot product of the currently generated 
vector was taken with the previously generated vectors. Strict analytical orthogonality 
would have given an exactly zero result, though numerically a small residual result is 
expected. Using double precision arithmetic, the residual result was observed to increase 
from of the order of 10-14 for the initially generated vectors to of the order of lo-s 
for the 30-th vector, indicating a marked loss in orthogonality as increasing vectors were 
generated. 
Table 7.2 shows the first ten normalisation coefficients generated by the Jl-algorithm 
for the current inversion problem. Note how rapidly ak and f3k fall off in value. In 
the algorithm, the products lakl 2 and lf3kl 2 are formed during the generation of the 
orthonormal vectors, and it can be seen that these products become very small very 
quickly. If the level of orthogonality demonstrated by the dot product is much less than 
10-14, it may be inferred that loss of orthogonality due to the small value of the generated 
vectors, which is ultimately a consequence of the severe ill-conditioning of the system, 
will have degrading effects on the reconstruction. 
The inversion was finally performed on data with noise added. Since the algorithm 
already generated only a minority of the possible basis vectors, the inversion was rela-
tively insensitive to the presence of noise, and the results of the inversion with up to 10% 
noise added to the data were virtually the same as the results obtained with no added 
noise, Figure 7.6. 
Though there are still clearly difficulties to be overcome in the implementation of the 
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k ak f3k 
1 4.652460983460E-05 4. 735761704532E-06 
2 3.631761866578E-05 3.07751554 7951E-05 
3 6 .111197866078E-06 2.822225111759E-06 
4 7 .164984028053E-06 4.5 7 5 784646559 E-06 
5 3.583248770328E-06 1.093959314569E-06 
6 1.264560550867E-06 1.06 7779680592E-06 
7 7 .408010181845E-07 3.9781608327 46E-07 
8 6.769919058612E-07 1.507620772252E-07 
9 1.62467 4431849E-07 1.485103150174E-07 
10 1.934467396730E-07 3.528060254696E-08 
11 3.1037 42099648E-08 .. 
Table 7.2: Alpha and Beta generated by the JL-algorithm. 
JL-algorithm, it is clearly a worthy candidate to attempt the inversion of experimental 
and this will be investigated in Section 7 .4.2. 
7.3.3 Implementation of the Augmented CG algorithm. 
The Augmented Conjugate Gradient routine was based on an algorithm given by Sarkar 
[52]. This routine solved the system represented by an unsymmetric complex matrix, 
and the matrix was set up as in illustrated in Equation (7.6). To test the algorithm, the 
forward/inverse problem was attempted, the inversion was performed implementing the 
algorithm in section 5.3.6. The algorithm required a trial solution vector T 1 • The closer 
T 1 approximated the solution, the faster the algorithm converged. However realistically, 
there was no a priori knowledge of the form of the solution and only a very poor estimate 
ofT 1 could be made. Several trial vectors were considered, namely a vector with only one 
complex entry, of variable magnitude, the remaining elements being zeroed; a constant 
vector whose elements were identical, the magnitude of which was variable; a stepped 
vector with several elements held at a constant value while the remainder were set to 
zero; a vector whose elements were selected at random. Overall it was found that of these 
initial trial vectors there was little difference in the results of the inversion. However when 
the magnitude of the entries became comparable to the magnitude of the reconstructed 
dipole density, there was significant influence on the reconstruction. For instance the step 
vector would introduce a step into the reconstruction and the random vector introduced 
noise into the reconstruction. The most reliable trial vector over ten orders of magnitude 
of amplitude was the single pulse. The pulse vector, namely one in which the real 
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and imaginary components of the first element were set to unity while the remaining 
elements were zeroed, gave good convergence and was the trial vector selected for all the 
subsequent inversions. 
Having selected the trial vector Tt, it remained to set an appropriate termination 
condition f. It was observed that in the region where the field was small and noise 
dominated, the routine did not converge for those values off giving good convergence 
where the field was more significant. Some means was necessary to make the routine 
self-adaptive, that is select an appropriate value of f for each inversion, and an appro-
priate procedure was found to be the following. An initial value for f was chosen and 
an appropriate limit set for the maximum number of iterations. Should the number of 
iterations exceed the maximum allowed nu1nber for the given <:: (typically 20), then <:: 
was reset to a value 99% of the test function <:: (refer to section 5.3.6), and the inversion 
repeated, such that the second inversion was forced to converge in two iterations. Fig-
ure 7. 7( a) illustrates the inversion obtained from noise free data, that is the field data 
following integration in Figure 7.2(b ). For comparison, the primary dipole distribution 
is shown Figure 7. 7 (b). Figure 7. 7 (c) compares profiles taken through the primary and 
reconstructed distributions. The value of <:: was manually selected to achieve a mean-
ingful reconstruction. Comparison of Figure 7.7(a) and (b) reveals that a very poor 
reconstruction is obtained, especially when compared with the reconstructions obtained 
by SVD and JL algorithms. The edges of the distribution are not accurately reproduced 
and the peak positions do not coincide. In the presence of added noise, the inversion is 
illustrated in Figure 7.8(a) for 1% added noise and Figure 7.8(b) for 10% noise, while 
Figure 7.8( c) shows the primary dipole density for comparison. Examination of Figure 
7.8 shows that the inversion is relatively insensitive to the presence of noise using the 
self adaptive scheme to select f. 
Presumably the reason for the relatively poor reconstruction was that the CG routine 
used all the singular values in the reconstruction. The augmented CG algorithm then 
does not appear to be an appropriate choice when inverting very ill-conditioned systems 
such as the one considered here. 
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Figure 7.7: Inversion of noise free data using the augmented conjugate gradient algo-
rithm. (a) shows the reconstructed dipole density, and (b) the initial dipole density for 
comparison. Profiles through the centres of (a) and (b) are compared in (c). 
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Figure 7.8: Inversion of noisy data using the augmented conjugate gradient algorithm. 
(a) shows the reconstructed dipole density with 1% noise added to the field prior to 
inversion, and (b) the reconstructed dipole density with 10% added noise, while (c) shows 
the primary dipole distribution for comparison. 
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7.3.4 Implementation of the Generalised bi-CG algorithm. 
As with the modified CG algorithm, the generalised hi-conjugate gradient algorithm was 
also obtained from Sarkar [52]. The matrix was set up as a complex system, equation 
7.6 and a solution obtained following input of an initial guess solution vector f0 and 
termination criterion c. The routine was initially tested on noise free data, good con-
vergence was observed and Figure 7.9(a) shows the reconstruction. Figure 7.9(b) shows 
the primary dipole distribution for comparison, while Figure 7.9( c) compares profiles 
through the centres of both the aforementioned distributions. Figure 7.9 shows that the 
hi-conjugate gradient routine was inadequate for the present inversion problem. As with 
the augmented CG routine the conjugate gradient algorithm in general appears to be 
unable to cope with the very ill-conditioned systems such as the one involved in this 
study. 
7.3.5 Comparison of inversion schemes. 
The four algorithms chosen to perform the imaging of sub-surface slots have been tested 
using computer generated data. In principle, for a given dipole density distribution, the 
inversion of the resulting scattered field should replicate the given dipole distribution. In 
practice however the matrix to be inverted was highly ill-conditioned, with a condition 
nu1nber of the order of 1025 • The conjugate gradient algorithms used here were shown to 
be incapable of solving a system with such a large condition number. To use conjugate 
gradient methods, some means would have to be found to pre-condition the matrix, prior 
to inversion. Singular value decomposition proved very capable of inverting the system, 
even in the presence of high levels of noise on the field data. Although the method 
was comparatively slow, SVD has been shown worthy of application to the inversion 
of experimental data. The Jones-Lanczos algorithm has proved partially successful, 
though it is suspected that a lack of precision in its current implementation means that 
it cannot fully decompose a highly ill- conditioned matrix, unlike SVD. In the presence 
of noise on the field data though, a full decomposition of the matrix is not required, and 
therefore the JL-algorithm is considered a good candidate to perform the inversion of 
experimental data. In principle, the JL-algorithm should yield greater savings in time 
over SVD, though this has never been fully tested. In the following section, images of 
manufactured slots will be obtained by inverting experimentally measured field data by 
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Figure 7.9: Inversion of noise free data using the hi-conjugate gradient algorithm. (a) 
shows the reconstructed dipole density, and (b) the initial dipole density for comparison. 
Profiles through the centres of (a) and (b) are compared in (c). 
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SVD and JL methods, and the advantage of using the later is explored. 
7.4 Inversion of experimental data. 
7.4.1 Inversion by SVD. 
Following the inversion of synthetic data, SVD was found to be the most robust inversion 
scheme implemented and was therefore applied to the inversion of experimental data, 
with the aim of imaging the two existing sub-surface slots. Initially the shallowest slot 
(slot 2), 0.73mln below the surface, was chosen for imaging. Considering the thickness of 
the specimen plates (1cm), it was decided to use an incident field of 1kHz, for which the 
skin depth was 3.8mm. At 1kHz, the field should have illuminated the whole length of 
the slot, dying to a small value at the lower side of the plate, therefore any reflection of 
the incident field at the lower plate edge should have been negligible. The components 
of the scattered magnetic field are illustrated in Figure 7.10. Prior to inversion, any 
residual stray field was first removed by fitting a low order polynomial surface to those 
data points lying in narrow frame around the edge of the data, and then subtracting 
the fitted surface from all the data. Next the data was integrated with respect to the 
y-coordinate and although the signal to noise ratio was very high, any ridge-like artifacts 
arising from the integration were removed in the same manner as described in section 
7.3.1. 
The processed field data was then inverted with the SVD algorithm as implemented 
in section 7.3.1. Sampling step sizes in x, y and z were adjusted to make the inversion 
manageable while maintaining sufficient resolution in the reconstruction. The field was a 
square matdx comprising 50x50 elements, with a sampling step size in x and y of 0.6mm. 
The region over which the dipole density was reconstructed was also a square matrix of 
the same dimensions, though the sampling step in z was 0.25mm. The material con-
ductivity and transducer lift-off were further supplied and then the regularisation <: was 
manually adjusted to give the best subjective reconstruction. To reduce the computation 
time, use was made of sym1netry existing in the problem, thus only half the inversion 
was performed and the partially reconstructed dipole distribution reflected about the line 
y = 0. Figure 7.11 shows the in-phase and quadrature components of the reconstructed 
dipole density on slot 2 reconstructed from measured field data and using <: = 10-12 • 
Perhaps a better representation of the reconstruction is the magnitude, which combines 
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(b) 
Figure 7.10: The normal component of the scattered magnetic field sampled over a sub-
surface slot (slot 2), approximately lmm below the surface, with the excitation frequency 
at 1.03kHz. (a) is the in-phase cotnponent and (b) the quadrature cotnponent of the field. 
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the information in the two respective components. Figure 7.12 (a) is a surface plot of 
the magnitude of the reconstruction and Figure 7.12 (b) is the corresponding grey-scale 
image. Note that in Figure 7.12 the scale is expanded along the z coordinate by a factor 
2.4, and furthern1ore on the grey-scale image, a threshold of 30% of the peak data value 
has been set. The edge of the reconstruction at low z, corresponding to the upper leading 
edge of the slot, is observed to have a crescent-like shape, rather than being a straight 
edge as expected from the geo1netry of the slot. 
Examination of Figure 7.12 (a) reveals the existence of several artifacts on the re-
construction. At low z the undershoot is clearly visible, and as z increases the peak of 
the reconstructed dipole density is observed, flanked on each side by two ridges. Fig-
ure 7.13 show profiles taken through Figure 7.12, (a) is a central profile along the line 
y = 0 with z increasing and (b) is the orthogonal profile, along y for z = 4.0mm. The 
profile of the reconstruction along z revealed a smoothly varying function with a double 
peak, since the undershoot artefact is now shown positive. To obtain an estimation of 
the slot depth from the reconstruction, a possible criterion for locating the top edge of 
the slot was the mimimum point between the two peaks, indicating the point at which 
the reconstructed components passed through zero. The position of the minimum gave 
an estimated depth of 1.2mm, and the principle peak in the reconstruction was located 
at 3.4mn1. The reconstruction gave no immediate information on the location of the 
lower edge of the slot. Since the skin depth was 3.8mm, the total path traversed by the 
incident field to the lower portion of the slot, and that travelled by the field scattered to 
the surface from the same region, was approxhnately five skin-depths and therefore very 
little information could be extracted of the lower edge of the slot. A frequency of 500Hz, 
for which the skin depth exceeded 5mm, would be superior, however for the specimen 
used in this analysis, reflection of the field from the lower plate surface may then prove 
a problem. One possible 1neasure of the extent of the slot in z was the full width at 
half maximum was 5.2mm. The profile parrallel to the line of the slot, clearly illustrated 
the stepped nature of the reconstruction. The full width at half maximum was 17 .5mm, 
over estimating the true slot length by 75%. The appearance of the step artifacts was 
curious since the measured data was remarkably clean. 
The inversion was repeated at a higher frequency, 4.033kHz, to observe the effect of 
frequency on the reconstruction. The measured scattered field components are illustrated 
in Figure 7.14. The data had a lower signal to noise ratio than the field measured at 1kHz 
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Figure 7.11: The reconstruction of the dipole density on a sub-surface slot (slot 2), 
approximately lmm below the surface, with the excitation frequency at 1.03kHz. (a) is 
the in-phase component and (b) the quadrature component. 
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Figure 7.12: The magnitude of the reconstructed dipole density on a sub-surface slot (slot 
2), approximately lmm below the surface, with the excitation frequency at 1.03kHz. (a) 
is the a surface plot of the data and (b) the corresponding grey scale image, with a 
threshold set at 30% of the maximum value. 
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Figure 7.13: Profiles taken through the reconstruction in Figure 7.12. (a) is the profile 
along increasing z following the line y = 0, and (b) is the profile along increasing y 
corresponding to z = 4.0mrn. · 
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as expected from the smaller skin-depth of 1. 7mm and therefore three skin depths would 
effectively illuminate only approximately half of the slot. Surface plots of the in-phase 
and quadrature components of the reconstructed dipole density are illustrated in Figure 
7.15 (a) and (b) respectively. A surface plot of the magnitude of the reconstruction is 
shown in Figure 7.16 (a) and the corresponding grey-scale image, thresholded at 30%, in 
Figure 7.16 (b). The profiles through the peak of the reconstruction, parrallel to z and 
pan·allel toy, are illustrated in Figure 7.17 (a) and (b) respectively. The profile along z 
reflects the tendency of the dipole distribution to reside largely near the top of the slot, 
at higher frequencies, falling steeply with increasing z to a negligible value at a depth of 
approximately 12mm. An estimated slot depth of 0.8mm was obtained from the position 
of the minimun1 observed between the two peaks, a depth in good agreement with the 
measured depth of the slot, and the position of the maximum of the dipole distribution 
was well defined at 4.2cm. Of particular interest is the profile along the y coordinate, 
which is shown to be a well defined peak, in contrast to the stepped profile obtained at 
1kHz. The full width at half maximum was 11rnm, giving a better estimate of the slot 
length. 
Having reconstructed the dipole density on the shallowest slot, the inversion was 
performed on slot 3, with a measured depth of 1.8mm below the surface of the host 
plate. The scattered field over slot 3 was measured at 1kHz, see Figure 7.18, and the 
inversion performed with the same regularisation as that used in the inversion of data 
from slot 2. The respective components of the reconstructed dipole density are illustrated 
in Figure 7.19, and the magnitude of the reconstruction shown in Figure 7.20. The results 
show that the dipole density was successfully reconstructed on slot 3. It is of interest 
to compare the profiles through the reconstruction, Figure 7.21 with the corresponding 
profiles for the shallower slot, Figure 7.13. The profile along z yields a depth for slot 3 of 
1.8mm, in good agreement with the measured depth. The maximum of the distribution 
is located at a depth of 4.2mm. The profile along y defines the dipole distribution very 
well, with only slight ripples at the same positions as the step artifacts observed for the 
shallower slot. Consequently the width at half maximum is measured to be 11.5mm, and 
is a better estimate of the measured slot length. 
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Figure 7.14: The normal component of the scattered magnetic field sampled over a sub-
surface slot. (slot 2), approximately 1mm below the surface, with the excitation frequency 
at 4.03kHz. (a) is the in-phase component and (b) the quadrature component of the field . 
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Figure 7.15: The reconstruction of the dipole density on a sub-surface slot (slot 2), 
approximately lmm below the surface, with the excitation frequency at 4.03kHz. (a) is 
the in-phase component and (b) the quadrature component. 
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Figure 7.16: The magnitude of the reconstructed dipole density on a sub-surface slot (slot 
2), approximately lmm below the surface, with the excitation frequency at 4.03kHz. (a) 
is the a surface plot of the data and (b) the corresponding grey scale image, with a 
threshold set at 30% of the maximum value .. 
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Figure 7.17: Profiles taken through the reconstruction in Figure 7.16. (a) is the profile 
along increasing z following the line y = 0, and (b) is the profile along increasing y 
corresponding to z = 2.1 mm. 
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Figure 7.18: The normal component of the scattered magnetic field sampled over a sub-
surface slot (slot 3), approximately 2rnm below the surface, with the excitation frequency 
at 1.03kHz. (a) is the in-phase component and (b) the quadrature component of the field. 
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Figure 7.19: The reconstruction of the dipole density on a sub-surface slot (slot 3), 
approximately 2mm below the surface, with the excitation frequency at 1.03kHz. (a) is 
the in-phase component and (b) the quadrature component. 
145 
-15.0 
y(mm) 0.0 
(b) 
-15.0 
0 z(mm) 12.5 
Figure 7.20: The magnitude of the reconstructed dipole density on a sub-surface slot (slot 
3), approximately 2mm below the surface, with the excitation frequency at 1.03kHz. (a) 
is the a surface plot of the data and (b) the corresponding grey scale image, with a 
threshold set at 30% of the maximum value. 
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Figure 7.21: Profiles taken through the reconstruction in Figure 7.20. (a) is the profile 
along increasing z following the line y = 0, and (b) is the profile along increasing y 
corresponding to z = 4.lmm. 
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7.4.2 Inversion by the JL-algorithm. 
Having successfully reconstructed the dipole density on all three sub-surface slots, it 
remained to repeat the same inversion with the JL-algorithm. In principle the JL-
algorithm should have yielded a reconstruction similar to that provided by SVD, but 
with the added advantage of a significant reduction in the time taken to perform the 
inversion. As indicated in Section 7.3.2 however, the reconstruction appeared to suffer 
from numerical inaccuracies in its implementation. The experimental data was pre-
processed prior to inversion in the same manner as described in Section 7.3.1. As with 
the SVD inversion, only 25 of the 50 inversions were performed, making use of the 
symmetry in the problem. As observed with the inversion of synthetic data, it was 
found necessary to generate only 10 basis vectors per inversion, beyond this there was 
no improvmnent in the reconstruction. The field data measured over slot 2 at 1kHz, 
Figure 7.10, was inverted. The components of the reconstructed dipole density are shown 
in Figure 7.22, and the magnitude of the reconstruction in Figure 7.23, while profiles 
through Figure 7.23 are illustrated in Figure 7.24. The reconstructions obtained by the 
JL-algorithm at 1kHz were generally poorer than the equivalent SVD reconstructions. 
The dipole qensity reconstructed at 1kHz, varied smoothly in z, however the step like 
artifacts observed on the corresponding SVD inversion, Figure 7.13 are now exaggerated, 
Figure 7.24. Though the slot length along y was overestimated, the depth of the slot, 
estimated from the reconstruction was l.Omm, close to the measured value. 
The inversion was then performed at 4kHz for a comparison, and the results compared 
well with those obtained by SVD. The field data shown in Figure 7.14 was inverted, and 
the results of the inversion illustrated in Figures 7 .25, 7.26 and 7.27. The profile along 
z, closely followed the corresponding profile obtained by SVD, and gave a slot depth 
of 1.2mm. The orthogonal profile along y was narrower than the corresponding profile 
obtained by SVD, the width at half maximum was 6.5mm, and there were no steps in 
the reconstruction. 
The motivation for the implementation of the JL-algorithm was the supposedly sig-
nificant reduction in computing time. The SVD and JL codes were. run on a PRIME 9955 
minicomputer and the cpu times used by both to perform the inverse problem described 
above are compared in Table 7 .3. A significant time of the order of approximately 1.5 
minutes was required to calculate the matrix elements, however for a given set of mea-
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Computation SVD JL 
Matrix elements and inversion 14m 56s 5m 14s 
Inversion only 13m 20s 3m 38s 
Table 7.3: CPU time required by the SVD and JL-algorithms to perform the inversion 
of experimental data as detailed in Sections 7.4.1 and 7.4.2. 
surement conditions, the matrix elements need only be generated once and then stored. 
The results in Table 7.3 indicate that the JL-algorithm is indeed significantly faster than 
SVD, giving up to a 65% reduction in cpu time. This is the first complete comparison 
of the SVD and JL-algorithms. 
7.5 Summary 
The aim of this chapter was to image two manufactured sub-surface rectangular slots, 
located. at increasing depths below the surface of the host material, by inverting the 
measured magnetic field data over each slot when excited by a uniform electric field and 
thus reconstruct the density distribution of dipoles residing on the slots. By assuming the 
slot to be of small opening, lying in a known plane, an integral equation was introduced 
relating the scattered magnetic field to the dipole density. The integral equation was 
then discretised by the method of moments and the imaging problem therefore became 
one of matrix inversion. The matrix was highly ill-conditioned, implying that a solution 
could only be obtained in a least-squares sense. Furthermore, there were a relatively 
large number N of unknowns to be solved for, and the larger the number of unknowns, 
the slower a solution is obtained. 
Two conjugate gradient algorithms were considered for the inversion primarily be-
cause they were efficient processes, requiring of order N 2 operations to reach the optimum 
solution, in the least-squares sense. These were tested by performing the inversion on 
computer generated data. However they were found to be incapable of solving such 
ill-conditioned systems. 
Singular value decomposition SVD, proved a very robust method of inverting syn-
tlletic data with relatively high levels of noise on the data. The method was applied 
to the inversion of experimentally measured data and successfully recovered the dipole 
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Figure 7.22: Reconstruction using the JL-algorithm. The reconstructed dipole density 
on a sub-surface slot (slot 2), approximately lmm below the surface, with the excitation 
frequency at 1.03kHz. (a) is the in-phase component and (b) the quadrature component. 
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Figure 7.23: The magnitude of the reconstructed dipole density on a sub-surface slot (slot 
2), approximately lmm below the surface, with the excitation frequency at 1.03kHz. (a) 
is the a surface plot of the data and (b) the corresponding grey scale image, with a 
threshold set at 30% of the maximum value. 
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Figure 7.24: Profiles taken through the reconstruction in Figure 7.23. (a) is the profile 
along increasing z following the line y = 0, and (b) is the profile along increasing y 
corresponding to z = 3.4mm. 
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Figure 7.25: Reconstruction using the JL-algorithm. The reconstructed dipole density 
on a sub-surface slot (slot 2), approximately lmm below the surface, with the excitation 
frequency at 4.03kHz. (a) is the in-phase component and (b) the quadrature component. 
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Figure 7.26: The magnitude of the reconstructed dipole density on a. sub-surface slot (slot 
. 2), approximately lmm below the surface, with the excitation frequency at 4.03kHz. (a) 
is the a surface plot of the data and {b) the corresponding grey scale image, with a. 
threshold set at 30% of the maximum value. 
154 
reconstructed amplitude 
25 
(arbitrary units) 
20 
15 
2 4 (" 0 
(a) 
8 
25. reconstructed amplitude 1 (arbitrary units) 
20 
·y. (nun) 
Figure 7.27: Profiles taken through the reconstruction in Figure 7.26. (a) is the profile 
along increasing z following the line y = 0, and (b) is the profile along increasing y 
.corresponding to z = 3.0mm. 
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distribution on both slots, at the single frequency of excitation of 1kHz. Good estimation 
of the slot depths was obtained. It was not possible to establish the position of the lower 
slot edge, by virtue of the skin-effect. Lower frequency inspection would probably have 
allowed this information to be obtained, however the finite thickness of the specimen 
plate placed a bounds on the lowest working frequency. Finally step-like artifacts were 
observed on the reconstructions, though their effect was variable. The cause of these ar-
tifacts is as yet still unclear. Repeating the inversion at an increased frequency of 4kHz, 
yielded a dipole density strongly clustered about the top of the slot and reflecting the 
slot depth below the surface and its lateral dimensions well, with no significant spurious 
artifacts present. 
SVD successfully imaged the sub-surface slots, though the inversion was observed to 
be very time consuming. The SVD method was an N 3 process and fully decomposed the 
matrix in to all its singular values and singular vectors. Full decomposition is not strictly 
necessary for the imaging problem, especially when the field data has noise imposed on 
it. This leads to the use of partial decomposition as offered by the JL-algorithm, an 
N 2 process. Problems existed with the implementation of the algorithm, probably due 
to a lack of precision such that very small value vectors ceased to maintain orthogo-
nality. However the method showed potential in reconstructing the dipole density from 
measured data, though the artifacts observed on the reconstructions by SVD were exag-
gerated on the JL reconstructions. In the first direct comparison of the full and partial 
decomposition schemes applied to matrix inversion, the JL-algorithm indeed offered sig-
nificantly greater savings in time. H the problem concerning the precision is dealt with, 
the JL method is a significant advance in numerical inversion. 
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Chapter 8 
Conclusions and future -w-ork 
In the introduction to this thesis, the need was high-lighted for a method of flaw imaging 
through eddy-current inspection. This thesis presents a_ novel method for the eddy-
current imaging of flaws and this method is tested by imaging specially manufactured 
slots, using measured field data. 
The process of imaging requires some quantity characteristic of the flaw to be con-
) 
ｳｾｲｵ｣ｴ･､＠ from the electr_omagnetic field. In this study it is the . dipole density excited 
on the flaw, itself residing in a uniform electric field, that is the quantity to be· imaged. 
Consider a thin planar crack. In general, the dipole density will be a vector quantity 
directed perpendicular to the plane of the crack. The dipole density is a secondary 
source of ･ｬｾ｣ｴｲｯＭｭ｡ｧｮ･ｴｩ｣＠ field, which is detectable above the flawed conductor. It is 
not possible to recover the components of the vector dipole distribution from measure-
ments of one component of the magnetic field. However, by orientating the incident field 
perpendicular to the crack, only one component of the dipole density is excited and in 
principle this is recoverable from the field measurements. To link the dipole density and 
magnetic field, an analysis invoking Green's functions has proved very convenient. A 
Green's function may be derived which predicts the scattered field from a single dipole. 
Since the Green's function embodies the boundary conditions on the crack, by integrat-
ing the product of the Green's function and dipole density distribution over any arbitrary 
shaped crack, the total scattered field arising from that crack is derived. The calculation 
is therefore limited to one over the region occupied by the crack, in contrast say to a 
numerical solution derived by a finite element analysis. Analytical integral expressions 
are given relating the component of the dipole density excited on the crack to the chosen 
component of the magnetic field (here the component normal to the surface of the con-
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ductor). The integral expressions allow one to calculate the dipole density on a crack of 
known dimensions, for a given field incident on the crack, and further, to use the same 
distribution to predict the scattered magnetic field. The process of calculating the dipole 
density on a crack whose dimensions are not known a priori, from measurements of the 
magnetic field, is one method for the eddy-current imaging of cracks. 
Any imaging algorithm must be capable of imaging real flaws from experimentally 
measured field data. To obtain data, a scanning rig was introduced. Slots of known 
geometry were manufactured in large flat plates, which approximated a conducting half-
space, if the frequency was not too low. The current was injected into the plate to ensure 
a uniform field incident on the slots and one along a known direction. The scattered 
magnetic field was sampled over the slot, using a Hall transducer. The Hall transducer 
had advantages over traditional coil-based transducers. One advantage was that the field 
was sampled effectively at points, the point spread function of the transducer having 
been shown to be sharply defined. In contrast to coil based instruments, which tend to 
integrate the field over their area, and essentially act as low pass filters removing detail 
from the dipole image, Hall transducers preserve more of the inherent detail. Secondly, 
the Hall transducer has a response that is relatively frequency independent, in contrast 
to coils, thus at relatively low frequencies, of the order of several kHz, Hall transducers 
will be more sensitive. Having selected the transducer, the principle requirements of the 
scanning rig were to minimise extraneous electro-magnetic fields, maintain good signal 
to noise ratio and to demonstrate what effects the transducer had on the measurements. 
All these requirements were satisfactorily investigated and optimised. 
The forward problem is addressed in chapter 4. Here a comparison is made in relative 
terms between the magnitude and phase of the measured and predicted fields, for the 
specimen slots. The agreement was found to be reasonably good, though a small dif-
ference existed between the predictions and measurements, which was different for each 
slot. The code used to generate the dipole density on each slot had been independently 
tested on a related problem. Furthermore the dimensions of the slots and conductivity 
values are considered to be well known. The cause of the discrepancy, whether a coding 
error, instrumentation error or perhaps the process of the slot manufacture altering the 
material properties is not yet resolved. Since the source of the disagreement was not re-
solved, it was decided to treat the slot depth as a variable parameter, to observe whether 
a fit with the measured data could be achieved. The trend in the experimental data was 
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reasonably well followed by using an extrapolated depth. Future work needs to be make 
the predictions quantitative, by obtaining a measure of the incident electric field. It was 
concluded that, with the reservation that further work is required on its verification, a 
suitable integral expression relating the field and dipole distribution existed. 
In Chapter 6, the inversion problem of imaging real slots by inverting measured field 
data was initiated. Shallow surface-breaking slots, whose depth was negligible compared 
with the skin depth were assumed to be well represented by a line of dipoles in the 
surface of the conductor. In these circumstances the integral formulation relaxes to a 
convolution of the line dipole density and a transfer function akin · to the point spread 
function of the material. With discrete sampling of the magnetic field, the process of 
imaging was simply achieved by deconvolution. Noise on the experimental data made 
the deconvolution ill-conditioned and a Wiener filter was introduced to find the optimum 
solution in a least-squares sense. The imaging scheme worked remarkably well and 
the dipole distribution permitted good estimation of the slot dimensions. The only 
disadvantage of the scheme was that it had to be repeated to achieve the best subjective 
image. To remedy_ this, the scheme was made self adaptive . . By introducing an estimate 
of the noise level on the data, the routine sought the optimum image itself. Though this 
was successful, due to the approximate nature of the transfer function, the image tended 
to be rather over constrained and detail was lost, but it demonstrated the principle of 
introducing a priori knowledge into the inversion. Chapter 6 proved a useful testing 
ground for the initiation of eddy-current imaging. 
Having successfully performed the inversion in Fourier space, an algorithm was pre-
sented to perform the corresponding inversion in physical space. The transfer function 
was formulated as a matrix and the reconstruction became a problem of matrix inver-
sion. A novel inversion algorithm is presented, capable of inverting noisy ill-conditioned 
systems, quickly and with minimal storage requirements, important should the matrix 
become large. The proposed scheme, termed here the JL-FFT algorithm, involves a 
modified Lanczos method to partially bi-diagonalise the matrix, and fast Fourier trans-
forms to compute vector-matrix products efficiently, making use of special symmetry 
properties of the matrix. At present however the routine has not been applied to the 
imaging of surface slots, but its application to any suitable inverse problem is urged. 
Perhaps the more challenging problem in eddy-current imaging was to image sub-
surface slots, the subject of Chapter 7. The integral equation to be inverted was essen-
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tially a modified complex Laplace transform. To solve this integral, it was first discretised 
using the method of moments and a scheme then sought to invert the resulting system 
of linear equations. The problem with the inversion is that the system was highly ill-
conditioned and noise exists on the field data, therefore a relatively sophisticated method 
of solution was required. The ill-conditioning meant that the solution could only be de-
fined as an optimum solution in the least-squares sense. Four algorithms were tested 
for their suitability to invert the system. SVD was the most successful of the numerical 
methods though at the expense of a relatively long inversion time. The resulting images 
were variable in quality. The images gave a good estimate of the slot depth. The skin 
effect meant that no information regarding the position of the lower slot edge could be 
obtained from experimental data. The reconstruction suffered from several artifacts. 
Most notable was a series of ridges over the width of the image. These were not ob-
served to the same extent on all the images obtained at the same frequency, and also 
were not seen at higher frequencies. Their origin remains unclear, perhaps they reflect 
the approximate nature of the integral equation. The slot was assumed to have a negli-
gibly small opening, though this was not physically realistic for the slots in this study. 
Furthermore the constrained nature of the solution, amounted to smearing of the edges 
of the distribution effectively over estimating the area of the slot. This is a fundamental 
limitation of the nature of least-squares solutions. 
The JL-algorithm, since it only bi-diagonalised the matrix, proved more efficient 
than SVD, performing an equivalent inversion in one-third the time. In principle the 
SVD and JL methods should yield equivalent results. In practice the JL-algorithm 
gave poorer reconstructions with synthetic data. The reason it was felt was a lack of 
machine precision in implementing the algorithm. When applied to the inversion of 
measured data however, the reconstructions obtained by the JL-algorithm compared 
reasonably well those obtained by SVD. More testing of the code is required, for should 
the implementation problem be solved, the JL algorithm is more advantageous than 
SVD, especially when inverting large matrices. 
Conjugate gradient algorithms were also applied to solve the inverse problem. Their 
choice had been prompted by their relative efficiency. Unfortunately the degree of ill-
conditioning proved too severe for the two conjugate gradient inversion methods imple-
mented, and they were not used to invert measured field data. 
Having illustrated that the imaging of flaws is possible by reconstructing the equiv-
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alent dipole density from measured field data, it remains to indicate possible areas of 
future work. The key to performing successful inversion lies in fully understanding the 
forward problem of calculating an observed field arising from a given flaw. In the present 
study, problems have been encountered in the forward analysis and a more detailed anal-
ysis is required. For instance, the specimen plates should be of a thickness such that 
the skin-effect does not impose restrictions on the working frequency range. Ideally, the 
specimen flaw should ideally be an accurately manufactured saw cut, to avoid possibly 
altering the local conductivity of the host plate. If some estimate of the incident electric 
field in the surface of the plate could be obtained either directly, for instance using an 
potential difference probe, or indirectly from measurements of the magnetic field over the 
plate surface, then an absolute comparison with the measured data would be possible. 
Having dealt with the forward problem, there is much immediate work to be contin-
ued on the inverse problem. Initially, any improvement in the JL-algorithm should be 
attempted. Conjugate gradient algorithms are attractive inversion methods because of 
their efficiency, however some means of improving the condition number of the matrix is 
required prior to inversion. Finally, the new JL-FFT algorithm could be tested on the 
imaging of surface slots and an attempt made to reconstruct the two-dimensional dipole 
density on an extended crack. 
Along the direction of inversion, there are several other algorithms to attempt. One 
problem is that the existing algorithms yield a least-squares solution which tends to 
eliminate high spatial frequency information, so that edges are poorly reproduced. The 
ideal aim would be to restore the edges of the flaw, the dipole density being of little 
interest when assessing flaw dimensions. One possible inversion scheme is to choose 
an appropriate search algorithm and perform the inversion by repeated solutions of 
the forward problem, updating the parameters on the basis of how well the forward 
predictions agree with the measurements. Many suitable numerical methods exist to 
perform this search, and an example of such a procedure is used by Jenkins and Jeremiah 
[77], to measure inter-granular attack in steel piping using volume integral techniques. 
The repeated solution of the forward problem is however a very computer intensive 
method, especially if the number of unknown parameters is large. The question arises of 
whether it is possible to use parallel processing techniques to search for a minimum for 
each of the parameters simultaneously. 
On the instrumentation side, there are also innovations to consider. In this study 
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the field was sampled with a single Hall transducer microchip raster scanned over the 
specimen. It would be convenient to have an array of Hall transducers, though at present 
the existence of such arrays is unknown. Each component of the Hall array could be 
electronically switched, and if the transducers could be read in parallel, great savings 
in data collection time would accrue. Another device worthy of consideration, as an 
alternative to Hall type devices is the magneto resistive sensor, a description of which 
can be found in [78]. 
The aim of this thesis was to image flaws by eddy-current inspection. It has been 
shown that volume integral techniques, linked with robust matrix inversion schemes can 
be used to obtain faithful images of a variety of flaws, within the fundamental limitations 
imposed by the physics of the inspection process. It is hoped therefore that this thesis 
has contributed significantly to advancing eddy-current non-destructive evaluation. 
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Appendix A 
Magnetic field due to a uniform 
electric field in a half-space 
Consider an infinite conducting half-space with the air-conductor interface in the plane 
z = 0. The field above this interface will now be considered when a uniform incident 
electric field, varying only w:ith depth z, flows in the conductor. 
The following equation of Maxwell is required, 
and the constitutive relations 
\7 x E(r,t) = aB(r, t) at 
B(r, t) = p(r)H(r, t) 
(A.l) 
(A.2) 
Working in the low frequency limit, and assuming time harmonic excitation (A.l) be-
comes, 
\7 x E(r) = iwpH(r) (A.3) 
where the tilde denotes vector phasors, see Chapter 2. From equation A.3, the z com-
ponent of the magnetic field is given by 
a - a - -
-a Ey(r)- -a Ex(r) = Ilz(r) 
X y (A.4) 
If E is constant in x and y, varying only with depth z, then (A.4) shows that over the 
surface of an uniform conducting half-space, the component of the magnetic field normal 
to the surface is zero, note however the tangential components are not necessarily zero. 
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Appendix B 
Gram-Schmidt 
Re-orthogonalisation 
The basis vectors U1 , U2, ••• Uk of a space U are called m·thonormal basis vectors if and 
only if the vectors are mutually orthogonal unit vectors. The JL algorithm generates one 
set of orthonormal basis vectors for the space in which the magnetic field is measured 
and a corresponding set for the space in which the dipole density is reconstructed. In 
practice though the generated basis vectors are not strictly orthogonal and must be 
made orthogonal by application of the Gram-Schmidt algorithm. Thus given a set of 
generated, near orthogonal basis vectors ul, u2, ... uk the aim is to obtain a new set of 
orthonormal vectors Vi., 1/2, ... Vk, forming the basis of a space V, a sub-space of U. 
In the Gram-Schmidt process, the first vector of the orthonormal basis is chosen as 
the unit vector 
(B.l) 
To obtain the second vector, a vector W2 is first found, which is a special sort of linear 
combination of the next of the Vj s. namely 112 and the previously found Uj's na1nely U1 , 
(B.2) 
The coefficient a 21 is chosen so as to make U1 and W2 orthogonal, 
(B.3) 
That is 
(B.4) 
so 
(B.5) 
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Note that W2 =f=. 0 since otherwise Vi and V2 would be linearly dependent. 
Now U2 is defined as the unit vector 
W2 
u2 = IW2l' (B.6) 
and observe that U[U2 = 0. Moreover, U2 belongs to V since it is actually a linear 
combination of Vi and l/2. 
Next W3 is constructed, which is a special linear combination of V3 and the previously 
found Uj's, 
vVa = V3 - a31 Ut - a32U2 
which is orthogonal to each of the unit vectors U1 and U2 • 
Here we find 
so 
ufw3 = U[V3 - aat = o 
UfvVa = U[Va - aa2 = 0 
a31 = U[V3, 
a32 = UfV3 
(B.7) 
(B.8) 
(B.9) 
(B.lO) 
(B.ll) 
(B.12) 
w3 ｾ＠ 0 since Vi, Vi and V3 are linearly independent, it is therefore possible to define 
w3 
u3 = IWal" (B.13) 
Now U[U3 = 0, U'{U3 = 0, and since U3 is actually a linear combination of Vi, l/2, and 
V3, it too is in V 
The general pattern is summarised as follows. 
T'Vt =Vi 
Wj = Vj- (U[Vj)Ut- (U[Vj)U2- ... - (UJ-1 Vj)Uj-b j = 2, 3, ..... k. 
and since vVi f= 0, j=1,2, ... ,k. 
W· 
uj = ｬｶｾｬ＠ i = 1,2,3, ... ,k. 
(B.l4) 
(B.15) 
(B.16) 
It is possible to show that each such Uj is orthogonal to all previous Uj 's, so that 
an orthonormal set does exist. Also, each Uj is in V, since it is expressible as a linear 
combination of Vi, Vi, ... , Vj.. Moreover mutually orthogonal unit vectors are linearly 
independent, so U1 , U2 , ••• , Uk constitute a basis for V. 
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