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Bounds for the divisibility-based and distinguishability-based non-Markovianity
measures
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We derive an upper bound for the distinguishability-based non-Markovianity measure of a two-
level system and prove that for certain master equations the exact value of the measure achieves
this bound. Furthermore, we obtain an easily calculable lower bound for the divisibility-based non-
Markovianity measure of an n-level system. We illustrate the calculation of these bounds through
examples, considering in detail the spin–boson model. We show that the differences between the
two measures in the spin–boson model are caused by the drift vector that is also responsible for the
nonunitality of the dynamical map.
PACS numbers: 03.65.Yz
I. INTRODUCTION
Non-Markovian processes occurring in open quantum
systems have become an active research topic during re-
cent years [1]. The rapid pace of research and the lack
of a unique, widely accepted definition of quantum non-
Markovianity are evidenced by the large number of quan-
tum non-Markovianity measures and witnesses presented
in the literature. These are based, for example, on the di-
visibility of the dynamical map [2, 3], distinguishability
of quantum states [4], quantum Fisher information [5],
quantum mutual information [6], volume of dynami-
cally accessible states [7], nonunitality of the dynamical
map [8], quantum channel capacity [9], k-divisibility [10],
and the quantum regression theorem [11, 12].
The most commonly used non-Markovianity measures
appear to be those based on the divisibility [3] and dis-
tinguishability [4]. In some special cases these give the
same criterion for non-Markovianity, but it is known that
in general the divisibility measure provides a more sen-
sitive probe of non-Markovian dynamics than the distin-
guishability measure [1, 8, 13–16]. The calculation of the
distinguishability measure requires an optimization over
pairs of initial states. Although this optimization can
be simplified by choosing the initial pairs to be orthog-
onal states on the boundary of the state space [17], it
nevertheless is a time-consuming task that includes the
possibility of not finding the optimal (or even close to
optimal) initial state pair. The calculation of the di-
visibility measure, on the other hand, does not require
any optimization procedure. If the master equation is
known, the value of the divisibility measure of an n-level
system can be given in terms of the eigenvalues of an
(n2 − 1) × (n2 − 1) matrix. The numerical evaluation
of the eigenvalues is fast even for a rather large n, but
their analytical calculation is in general impossible if the
system has more than two levels.
∗ harri.makela@aalto.fi
In this paper, we address these issues by deriving an
upper bound for the distinguishability-based measure of
a two-level system and a lower bound for the divisibility-
based measure of an n-level system. The upper bound
can be calculated without the need to optimize over in-
tial state pairs. Moreover, for some master equations the
actual value of the distinguishability measure reaches the
upper bound. The lower bound for the divisibility mea-
sure, on the other hand, can be obtained analytically
regardless of the dimension of the system and provides a
sufficient condition for the dynamical map to be nondi-
visible.
This paper is organized as follows. In Sec. II, we
present the general form of the master equation of a
two-level system and and introduce the canonical form
of the master equation of an n-level system. In Sec. III,
we define the distinguishability-based non-Markovianity
measure, derive an upper bound for it in the two-level
case, and prove that for certain master equations the
exact value of the measure equals the upper bound.
In Sec. IV, we introduce the divisibility-based non-
Markovianity measure and obtain a lower bound for it.
In the case of a two-level system, the lower bound high-
lights the importance of the so-called drift vector in mak-
ing the dynamics non-Markovian. We give examples of
applications of our results in Sec. V, concentrating on
the spin–boson model. We show that in this system the
differences between the two measures can be attributed
to the drift vector. Finally, conclusions are presented in
Sec. VI.
II. MASTER EQUATION
A. Master equation in the Bloch vector notation
We first consider the differential equation governing
the time evolution of a two-level system. We write the
state of the system at time t as
ρ(t) =
1
2
[
I2 + λ
T(t) · σ
]
,
2where I2 is the identity matrix, λ(t) =
(λ1(t), λ2(t), λ3(t))
T is the Bloch vector, σ = (σ1, σ2, σ3)
is a vector consisting of the Pauli matrices, and T
denotes the transpose. The master equation can be
written in terms of the Bloch vector as
d
dt
λ(t) =v(t) +D(t)λ(t). (2)
Here v(t) = (v1(t), v2(t), v3(t))
T ∈ R3 and D(t) ∈
M3(R), whereM3(R) is the set of all real 3×3 matrices.
The vector v and matrixD are called the drift vector and
damping matrix, respectively. In this paper we take the
initial time to be t = 0. The solution of Eq. (2) can
be expressed with the help of a vector w(t) ∈ R3 and a
matrix N(t) ∈ M3(R) as
λ(t) = w(t) +N(t)λ(0), (3)
where the functions w and N are obtained as the solu-
tions of the equations
d
dt
w(t) = v(t) +D(t)w(t), w(0) = 0, (4)
d
dt
N(t) = D(t)N(t), N(0) = I3. (5)
The state of the system at time t can be given with
the help of a linear map Φt : M2(C) → M2(C). As
{I2, σ1, σ2, σ3} is a basis of M2(C), Φt is uniquely de-
termined by defining its action on these matrices. Using
Eq. (3), we find that
Φt(I2) = I2 +
3∑
j=1
wj(t)σj , (6)
Φt(σi) =
3∑
j=1
Nij(t)σj , i = 1, 2, 3. (7)
For the map Φt to describe physically well-defined time
evolution, it has to be trace preserving and completely
positive (CP). From Eqs. (6) and (7) it follows that Φt is
trace preserving. In the rest of the paper we assume that
the master equation is such that Φt is also CP for any
t ≥ 0. In the example including numerical studies on the
spin–boson model we check for the complete positivity of
Φt explicitly. We call Φt a dynamical map and denote by
Φ = {Φt | t ≥ 0} the set of all dynamical maps.
For later use, we define here the concept of a unital
map. A map is said to be unital if it preserves the identity
element. The dynamical map of a two-level system spec-
ified in Eqs. (6) and (7) is unital if and only if w(t) = 0.
Additionally, from Eq. (4) we see that if the drift vector
v(t) vanishes for every t ≥ 0, then Φt is unital for any
t ≥ 0.
B. Canonical form of the master equation
In this paper, we make use of the so-called canonical
form of the master equation. In the following, we describe
the canonical form only briefly and refer the reader to
[18] for more details. We begin with the result that the
master equation of an n-level system can be written as
d
dt
ρ(t) = −i[H(t), ρ(t)]
+
n2−1∑
i,j=1
dij(t)
(
Giρ(t)Gj − 1
2
{GjGi, ρ(t)}
)
, (8)
where Gi ∈ Mn(C) are Hermitian matrices such that
G0 =
1√
n
In and Tr[GiGj ] = δij , and H(t) ∈ Mn(C)
is Hermitian. The so-called dehoherence matrix d(t) is
a Hermitian (n2 − 1) × (n2 − 1) matrix and can thus
be diagonalized and has real eigenvalues. Denoting the
diagonal matrix consisting of the eigenvalues of d(t) by
γd(t), we can write d(t) = U(t)γd(t)U †(t), where U(t) is a
unitary matrix consisting of the normalized eigenvectors
of d(t). By defining the decoherence operators as Lj(t) =∑n2−1
i=1 Uij(t)Gi, we obtain the canonical form
d
dt
ρ(t) = −i[H(t), ρ(t)]
+
n2−1∑
i=1
γdi (t)
[
Li(t)ρ(t)L
†
i (t)−
1
2
{
L†i (t)Li(t), ρ(t)
}]
,
(9)
where γdi (t) are the eigenvalues of d(t).
For a two-level system we define Gi =
1√
2
σi, i = 1, 2, 3.
Assuming that the system is governed by the master
equation (2), we find that
H(t) = −1
4
{
[D23(t)−D32(t)]σ1
+ [D31(t)−D13(t)]σ2 + [D12(t)−D21(t)]σ3
}
(10)
and the decoherence matrix becomes
d(t) =
1
2
{
D(t) +DT(t)− Tr[D(t)]I3 + dv(t)
}
, (11)
where we have defined
dv(t) ≡ i
 0 −v3(t) v2(t)v3(t) 0 −v1(t)
−v2(t) v1(t) 0
 . (12)
III. DISTINGUISHABILITY-BASED MEASURE
A. Definition
We first quantify non-Markovianity using the distin-
guishability based measure presented in Ref. [4]. Accord-
ing to the definition of this measure, Markovian dynamics
either reduces or keeps unchanged the distinguishability
3of physical states, whereas non-Markovian dynamics in-
creases the distinguishability. The distinguishability of
two states ρ1, ρ2 is characterized by the trace distance of
these states and non-Markovian dynamics is indicated by
σ(ρ1,2; t) ≡ 1
2
d
dt
‖ρ1(t)− ρ2(t)‖1 > 0. (13)
Here ‖A‖1 = Tr
√
A†A is the trace norm. The amount
of non-Markovianity accumulated in the time interval
[0,∞) can be quantified by
Ndst(Φ) = 1
2
max
ρ1,2(0)
∫ ∞
0
dt [|σ(ρ1,2; t)|+ σ(ρ1,2; t)] .
(14)
B. Upper bound for Ndst(Φ) in a two-level system
Assume that ρj(t), j = 1, 2, is the state of a two-level
system at time t. We denote the Bloch vector of ρj(t) by
λ
j(t) and define
δλ(t) ≡ λ1(t)− λ2(t). (15)
For a Hermitian matrix A ∈ Mn(C) we have ‖A‖1 =∑n
i=1 |γAi |, where γAi are the eigenvalues of A. The eigen-
values of δλ(t) · σ are ±‖δλ(t)‖, where ‖ · ‖ is the Eu-
clidean vector norm. Consequently ‖ρ1(t) − ρ2(t)‖1 =
‖δλ(t)‖. Since the time evolution of the Bloch vec-
tor difference is determined by the equation ddtδλ(t) =
D(t)δλ(t), we obtain
σ(ρ1,2; t) =
δλ(t)T[D(t) +DT(t)]δλ(t)
4‖δλ(t)‖ . (16)
For any symmetric matrix A ∈ Mn(R) and a vector
x ∈ Rn we have the inequality xTAx ≤ γAmaxxTx, where
γAmax is the largest eigenvalue of A. The equality holds if
x is an eigenvetor corresponding to the largest eigenvalue
of A. We thus have the upper bound
σ(ρ1,2; t) ≤ 1
4
γD+D
T
max (t)‖δλ(t)‖. (17)
As has been pointed out in Ref. [18], a necessary and
sufficient condition for Ndst(Φ) to be equal to zero is
that
γD+D
T
max (t) ≤ 0 (18)
for any t ≥ 0.
An upper bound for Eq. (17) can be obtained by using
the inequality ‖Ax‖ ≤ ‖A‖‖x‖, where the matrix norm
of A ∈ Mn(R) is defined as ‖A‖ ≡ max‖x‖=1 ‖Ax‖ =√
γATAmax . Because δλ(t) = N(t)δλ(0) and ‖δλ(0)‖ ≤ 2,
we find that
σ(ρ1,2; t) ≤1
2
γD+D
T
max (t)‖N(t)‖. (19)
Hence we have the inequality Ndst(Φ) ≤ N ubdst(Φ) withN ubdst(Φ) defined as
N ubdst(Φ) ≡
1
4
∫ ∞
0
dt [|γD+DTmax (t)|+ γD+D
T
max (t)]‖N(t)‖.
(20)
C. Analytical calculation of Ndst(Φ) in a two-level
system
We show next that if the damping matrix fulfills cer-
tain conditions, it is possible to calculate the value of
the distinguishability measure exactly without a need to
maximize over the initial state pairs. The idea is to
show that in some cases it is possible to find a δλ(0)
for which the corresponding value of σ equals the upper
bound given in Eq. (19) for any t for which σ is positive,
indicating that Ndst(Φ) = N ubdst(Φ).
We begin by writing Eq. (16) in an alternative form
as
σ(ρ1,2; t) =
δλT(0) ddt [N
T(t)N(t)]δλ(0)
4‖δλ(t)‖ . (21)
Assume that
(i) [D(t), D(t′)] = [D(t), DT(t′)] = 0 and (22)
(ii) Dij(t) = −Dji(t), i 6= j, (23)
for any t, t′ ≥ 0. From Eq. (22) it follows that the solution
of Eq. (5) can be written as N(t) = exp
(∫ t
0 ds D(s)
)
and
that the product NT(t)N(t) becomes
NT(t)N(t) = exp
(∫ t
0
ds
[
D(s) +DT(s)
])
. (24)
Condition (ii) implies that D(t) +DT(t) is diagonal and
hence
NT(t)N(t) =
e−2Γ1(t) 0 00 e−2Γ2(t) 0
0 0 e−2Γ3(t)
 , (25)
where
Γi(t) ≡ −1
2
∫ t
0
ds γD+D
T
i (s), i = 1, 2, 3. (26)
Choosing δλ(0) = 2(δ1k, δ2k, δ3k), where k ∈ {1, 2, 3} and
δij is the Kronecker delta, and using Eqs. (21),(25), and
(26) we find that
σ(ρ1,2; t) =
1
2
γD+D
T
k (t)e
−Γk(t). (27)
We define Γmin(t) ≡ min{Γi(t)}, so that ‖N(t)‖ =
e−Γmin(t). Assume finally that for a fixed k ∈ {1, 2, 3}
we have
(iii) γD+D
T
max (t) = γ
D+DT
k (t) and Γmin(t) = Γk(t) (28)
4whenever γD+D
T
max (t) > 0. Then σ(ρ1,2; t) =
1
2γ
D+DT
max (t)‖N(t)‖ for any t ≥ 0 for which γD+D
T
max (t) > 0.
This expression for σ is equal to the right hand side of
Eq. (19), implying that under the conditions (i)-(iii) we
have Ndst(Φ) = N ubdst(Φ). Furthermore, by denoting the
time intervals during which γD+D
T
max (t) is larger than zero
by (ai, bi), i = 1, 2, . . ., we obtain
Ndst(Φ) =
∑
i
(
e−Γmin(bi) − e−Γmin(ai)
)
(29)
=
∑
i
[‖N(bi)‖ − ‖N(ai)‖] . (30)
During the time intervals (ai, bi) the operator norm
‖N(t)‖ grows.
If Eq. (28) holds for a single index k, then the initial
state pair maximizing the amount of non-Markovianity
corresponds to the state pair ρ1,2(0) =
1
2 (I2 ± σk). If
it holds for two indices k, l, the pair can be chosen as
ρ1,2(0) =
1
2 [I2 ± (cos θσk + sin θσl)], where θ ∈ [0, 2π) is
arbitrary.
Although it may be possible to extend the approach
used here to a system with three or more energy levels,
this is not straightforward. While the Bloch vector repre-
sentation can be generalized to a system with any number
of levels [19], the equation ‖ρ1(t) − ρ2(t)‖1 = ‖δλ(t)‖ is
not valid if the number of levels is higher than 2. This
equation can be made to hold for an any-dimensional sys-
tem if the distance between quantum states is defined us-
ing the Hilbert-Schmidt norm instead of the trace norm.
The Hilbert-Schmidt norm of A ∈ Mn(C) is defined as
‖A‖HS =
√
Tr[A†A]. Unfortunately, as has been pointed
out in Ref. [20], the Hilbert-Schmidt norm is not suitable
for the definition of non-Markovianity as the distance
between two states can increase under a trace preserving
CP map if this norm is used.
IV. DIVISIBILITY-BASED MEASURE
A. Definition
An alternative way to define non-Markovian dynamics
is based on the divisibility of the dynamical map Φt [2, 3].
If the dynamical map of an n-level system can be written
as Φt = Φt,sΦs, where Φt,s is a linear, trace preserving,
and CP map for any 0 ≤ s ≤ t, then Φt is said to be di-
visible. Non-Markovian dynamics is identified with non-
divisibility and it is witnessed by a non-negative function
gdiv defined as [3]
gdiv(t) = lim
ǫ→0
‖[Φt+ǫ,t ⊗ In](|φ〉〈φ|)‖1 − 1
ǫ
, (31)
where φ is the maximally entangled state φ ≡
1√
n
∑n
i=1 |i〉 ⊗ |i〉. Here {|1〉, |2〉, . . . , |n〉} is an orthonor-
mal basis of the n-level system. Non-Markovian dynam-
ics at time t is equivalent with gdiv(t) being positive,
whereas Markovian dynamics corresponds to gdiv(t) =
0. The total amount of non-Markovianity occurring in
the time interval [0,∞) can be quantified by the non-
Markovianity measure defined as [3]
Ndiv(Φ) =
∫ ∞
0
dt gdiv(t). (32)
In Ref. [18] it has been shown that the function gdiv can
be obtained in terms of the eigenvalues of the decoherence
matrix d(t): For an n-level system gdiv(t) becomes
gdiv(t) =
1
2
n2−1∑
i=1
[|γdi (t)| − γdi (t)]. (33)
By noting that Tr[d(t)] =
∑n2−1
i=1 γ
d
i (t) and ‖d(t)‖1 =∑n2−1
i=1 |γdi (t)|, this can alternatively be written as
gdiv(t) =
1
2
{‖d(t)‖1 − Tr[d(t)]} . (34)
Clearly the dynamical map is nondivisible if Tr[d(t)] < 0.
B. Lower bound for Ndiv(Φ) in an n-level system
The value of gdiv(t) is determined by the eigenvalues
of d(t). The analytical calculation of these is typically
impossible if n is larger than two. Hence, it would be
helpful to have a way to estimate the value of gdiv without
the need to know the eigenvalues of the coherence matrix.
This turns out to be possible using the fact that the trace
and Hilbert-Schmidt norms are related by the inequality
‖A‖HS ≤ ‖A‖1. (35)
With the help of Eqs. (34) and (35) and the Hermiticity
of d(t) we obtain the following lower bound for gdiv(t)
gdiv(t) ≥ glbdiv(t) ≡
1
2
{√
Tr[d(t)2]− Tr[d(t)]
}
. (36)
The corresponding non-Markovianity measure is defined
as
N lbdiv(Φ) =
∫ ∞
0
dt glbdiv(t). (37)
C. Lower bound for Ndiv(Φ) in a two-level system
In the case of a two-level system the expression (36)
can be simplified. We denote by d0(t) the decoherence
matrix obtained by setting the drift vector v(t) equal to
zero in Eq. (11),
d0(t) =
1
2
{
D(t) +DT(t)− Tr[D(t)]I3
}
.
5A direct calculation gives that Tr[d(t)2] = Tr[d0(t)
2] +
1
2‖v(t)‖2. Because Tr[d(t)] = Tr[d0(t)], the lower bound
of Eq. (36) becomes now
glbdiv(t) =
1
2
{√
Tr[d0(t)2] +
1
2
‖v(t)‖2 − Tr[d0(t)]
}
(38)
=
1
4
{√
2Tr[D2] + 2Tr[DDT]− Tr[D]2 + 2‖v‖2 +Tr[D]
}
,
(39)
where in the lower equation we do not show the time
argument. If Tr[D(t)] > 0, the nondivisibility of the
dynamical map is guaranteed regardless of the value of
‖v(t)‖. If Tr[D(t)] ≤ 0, the drift vector plays an impor-
tant role in making the dynamical map nondivisible: A
sufficient condition for the nondivisibility is that
‖v(t)‖2 > Tr[D(t)]2 − Tr[D(t)2]− Tr[D(t)D(t)T]. (40)
Note that the requirement of the complete positivity of
the dynamical map may impose conditions on the allowed
values of ‖v(t)‖.
V. EXAMPLES
In this section we show examples of the calculation
of the bounds of the non-Markovianity measures in the
case of three commonly used master equations. These are
the phase-damping, amplitude-damping, and spin–boson
master equations.
A. Phase damping
The phase damping of a two-level system is described
by the master equation
d
dt
ρ(t) = γp(t) [σ3ρ(t)σ3 − ρ(t)] . (41)
For this equation the drift vector vanishes and the damp-
ing matrix reads
D(t) = −2
γp(t) 0 00 γp(t) 0
0 0 0
 . (42)
The eigenvalues of D(t) + D(t)T are γD+D
T
1 (t) =
γD+D
T
2 (t) = −4γp(t) and γD+D
T
3 (t) = 0. Conse-
quently γD+D
T
max (t) = −4γp(t) whenever γD+D
T
max (t) > 0
and Γmin(t) = − 12
∫ t
0
ds γD+D
T
3 (s) = 0. From the lat-
ter equation if follows that ‖N(t)‖ = 1 and hence the
upper bound of the distinguishability measure becomes
N ubdst =
∫∞
0 dt[|γp(t)| − γp(t)].
The lower bound for gdiv(t) reads g
lb
div(t) = |γp(t)| −
γp(t), which in this case equals the exact value of gdiv(t).
It follows that N lbdiv(Φ) = Ndiv(Φ).
B. Amplitude damping
The master equation characterizing amplitude damp-
ing is
d
dt
ρ(t) = γa(t)
[
σ−ρ(t)σ+ − 1
2
{σ+σ−, ρ(t)}
]
, (43)
where σ± = 12 (σ1 ± iσ2). The damping matrix and drift
vector are
D(t) = −
γa(t)2 0 00 γa(t)2 0
0 0 γa(t)
 , v(t) =
 00
−γa(t)
 .
(44)
It is easy to see that Eqs. (22) and (23) hold. Be-
cause γD+D
T
1 (t) = γ
D+DT
2 (t) =
1
2γ
D+DT
3 (t) = −γa(t),
we have γD+D
T
max (t) = γ
D+DT
3 (t) and Γmin(t) = Γ3(t)
if γD+D
T
max (t) > 0, implying that the condition (iii) in
Eq. (28) is fulfilled and Ndst(Φ) is given by Eq. (29)
with Γmin(t) =
∫ t
0 ds γa(s). The initial state pair
yielding the maximal amount of non-Markovianity is
ρ1,2(0) =
1
2 (I2 ± σ3), as has been suggested by many
authors [4, 21, 22].
A direct calculation utilizing Eq. (38) yields the lower
bound glbdiv(t) =
1
2 [|γa(t)| − γa(t)]. Similarly to the case
of the phase damping model, this lower bound equals the
exact value gdiv(t) and hence N lbdiv(Φ) = Ndiv(Φ).
C. Spin–boson model
1. Hamiltonian
As the last example we consider a two-level atom with
energy level separation ωA coupled to an environment
consisting of harmonic oscillators. The total Schro¨dinger
picture Hamiltonian reads (~ = 1)
Hsb = HS +HE +HI
=
ωA
2
σz +
∑
m
ωmbˆ
†
mbˆm + σx
∑
m
(gmbˆm + g
∗
mbˆ
†
m),
(45)
where HS , HE , and HI are the system, environment, and
interaction Hamiltonians, respectively, the asterisk in-
dicates the complex conjugate, the index m labels the
modes of the environment, ωm is the frequency of the
mth oscillator, gm is a mode-dependent coupling con-
stant, and [bˆm, bˆ
†
l ] = δml. The non-Markovian dynamics
occurring in this system has been previously studied in
Refs. [22–24]. We assume that the interaction between
the open system and the environment is weak and that
the initial state of the total system factorizes as ρ(0)⊗ρE,
where ρE is the initial state of the environment.
6In the case of a weak system-environment interaction,
the master equation can be written as in Eq. (2) with the
drift vector and damping matrix defined as (see [22, 23])
v(t) =
 00
v3(t)
 , (46)
and
D(t) =
 0 −ωA 0ωA − 2gi(t) −2gr(t) 0
0 0 −2gr(t)
 . (47)
In these equations the superscripts r and i denote the
real and imaginary part, respectively, and the functions
v3 and g are defined as
g(t) = 2
∫ t
0
ds e−iωAsK1(s), (48)
v3(t) = −4
∫ t
0
ds sin(ωAs)K(s), (49)
where
K1(s) =
∑
m
|gm|2(1 + 2Tr[bˆ†mbˆmρE ]) cos(ωms), (50)
K(s) =
∑
m
|gm|2 sin(ωms). (51)
Typically K1 and K are referred to as the noise and dis-
sipation kernel, respectively [25].
2. Distinguishability measure
Conditions (i) and (ii) given in Eqs. (22) and (23)
are not valid for the damping matrix of Eq. (47), and
hence the value of Ndst(Φ) cannot be determined ex-
actly using Eq. (29). Instead, we calculate the upper
bound N ubdst(Φ) and compare it to the numerically ob-
tained valueNdst(Φ). We assume that the environment is
in the vacuum state corresponding to the thermal equilib-
rium state at zero temperature and make the replacement∑
m |gm|2 →
∫∞
0 dωJ(ω) in Eqs. (50) and (51). Here J is
the Ohmic spectral density with a Lorentz-Drude cutoff,
J(ω) =
α
π
ω
ωA
Ω2
Ω2 + ω2
, (52)
where α characterizes the strength of the system-
environment coupling and Ω is the cutoff-frequency. It
defines the system correlation time as τc = 1/Ω. The
relaxation time is τr = 1/g
r(∞). We have checked nu-
merically using the approach described in Ref. [22] that
the dynamical map is CP for the parameter values used
here.
The largest eigenvalue of D(t) +DT(t) reads
γD+D
T
max (t) = 2[|g(t)| − gr(t)] (53)
and thus the upper bound for the distinguishability mea-
sure becomes
N ubdst(Φ) =
∫ ∞
0
dt [|g(t)| − gr(t)]‖N(t)‖. (54)
The system is Markovian, Ndst(Φ) = 0, if and only if
gi(t) = 0 and gr(t) ≥ 0 (55)
for every t ≥ 0. To obtain an analytical estimate for
N ubdst(Φ) we use the approximate expression ‖N(t)‖ ≈
e−t/τr . Since in the weakly interacting system studied
here the relaxation time is much longer than the correla-
tion time, we replace g(t) with g(∞) in Eq. (54), finding
that
N ubdst(Φ) ≈
√
1 + ν2 − 1, (56)
where ν = g
i(∞)
gr(∞) . The dynamics is (nearly) Markovian if
ν = 0. A similar result has been obtained using an alter-
native approach in Ref. [22]. In Fig. 1(a), we plotNdst(Φ)
together with the upper bound N ubdst(Φ) and its approx-
imate expression given in Eq. (56). The location of the
minimum, as well as the overall behavior of the measure,
is quite well estimated by N ubdst(Φ). Furthermore, the rel-
ative error between the exact and analytical expressions
for the upper bound is small everywhere else except near
the region where the non-Markovianity is very small.
3. Divisibility measure
Direct calculation using Eqs. (39), (46), and (47) yields
the lower bound for gdiv(t) as
glbdiv(t) = −gr(t) +
√
|g(t)|2 − 1
2
gi(t)2 +
1
8
v3(t)2. (57)
Necessary conditions for the dynamical map to be divis-
ible are that
v3(t) = g
i(t) = 0 and gr(t) ≥ 0. (58)
The exact value of gdiv(t) can be obtained in terms of the
eigenvalues of the decoherence matrix. These are
γd1,2(t) = g
r(t)∓
√
|g(t)|2 + 1
4
v3(t)2, (59)
and γd3 (t) = 0. Clearly always γ
d
1 (t) ≤ 0 and γd2 (t) ≥ 0,
so that
gdiv(t) = −gr(t) +
√
|g(t)|2 + 1
4
v3(t)2. (60)
Hence the necessary conditions for the divisibility given
in Eq. (58) are also sufficient conditions. In all three ex-
amples considered in this paper, the lower bound glbdiv(t)
has given exactly the same conditions for the divisibility
of the dynamical map as the exact value gdiv(t).
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FIG. 1. (Color online). (a) The distinguishability measure for
the spin–boson model (thick blue line), its upper bound given
by Eq. (54) (thin red line), and the approximate value of the
bound shown in Eq. (56) (thin green dashed line). (b) The
modified divisibility measure defined in Eq. (61) (thick blue
line) and its lower bound given in Eq. (62) (thin red line).
Note that in both figures the scale of the vertical axis is loga-
rithmic. The strength of the system-environment interaction
is α/ωA = 0.01.
Comparing Eqs. (55) and (58) we observe that the dif-
ferences between the two non-Markovianity measures are
caused by the drift vector. Assuming that v3(t) = 0 for
any t ≥ 0, we have the implications Ndiv(Φ) = 0 ⇔
Ndst(Φ) = 0 [or equivalently Ndiv(Φ) > 0 ⇔ Ndst(Φ) >
0]. Note that the condition that the drift vector vanishes
for any t ≥ 0 is a necessary and sufficient condition for Φt
to be unital for any t ≥ 0. Hence the distinguishability
and divisibility measures give an identical condition for
non-Markovianity in the spin–boson model if the dynam-
ical map Φt is unital for any t. However, typically the
drift vector is nonzero at some point of time and the two
measures are not equivalent.
For the Ohmic spectral density gdiv(t) is positive if
t > 0, indicating that the system is non-Markovian for
an infinitely long time interval. Similar phenomenon, re-
ferred to as eternal recoherence, has been observed in an
other model in Ref. [18]. Since the limit limt→∞ gdiv(t) is
now finite, the divisibility measure diverges. One possi-
ble way to make the measure finite is to define a modified
divisibility measure as
N˜div(Φ) =
∫ ∞
0
dt gdiv(t)‖N(t)‖. (61)
The norm of N(t) acts as a suppressing factor yielding
the integral finite. A lower bound for N˜div(Φ) can be
obtained by replacing gdiv(t) with g
lb
div(t) in this equation,
N˜ lbdiv(Φ) =
∫ ∞
0
dt glbdiv(t)‖N(t)‖. (62)
We show N˜div(Φ) and N˜ lbdiv(Φ) in Fig. 1(b). The behavior
of the exact value is seen to be well estimated by the lower
bound.
VI. CONCLUSIONS
In this paper, we have studied the properties of the dis-
tinguishability and divisibility-based non-Markovianity
measures. We have derived an upper bound for the
distinguishability-based non-Markovianity measure of an
arbitrary two-level system. This bound is directly ob-
tained from the dynamical map of the system and does
not require any optimization procedure. We found that
for master equations fulfilling certain conditions, the ex-
act value of the measure equals the upper bound and the
initial state pair yielding the maximal non-Markovianity
is easily identified.
Similarly, we obtained a lower bound for the divisibil-
ity measure of an n-dimensional system. Unlike the exact
value of the measure, this lower bound can be calculated
without the need to know the eigenvalues of the deco-
herence matrix and hence provides a convenient analyti-
cal tool to study the divisibility-based non-Markovianity
measure. This is particularly useful if the dimension of
the system is higher than 2.
We calculated these bounds in the context of the phase-
and amplitude-damping master equations and the spin–
boson model. In all these systems, the lower bound and
the exact expression for the divisibility measure provided
identical conditions for the divisibility of the dynamical
map. Furthermore, we found that for the amplitude-
damping master equation, the upper bound for the dis-
tinguishability measure and the lower bound for the di-
visibility measure are equal to the exact values of these
measures. In the case of the spin–boson model, the up-
per and lower bounds estimate the behavior of the exact
values well and the differences between the two measures
are related to the nonunital character of the dynamical
map.
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