Abstract. Automatic surgical gesture segmentation and recognition can provide useful feedback for surgical training in robotic surgery. Most prior work in this field relies on the robot's kinematic data. Although recent work [1, 2] shows that the robot's video data can be equally effective for surgical gesture recognition, the segmentation of the video into gestures is assumed to be known. In this paper, we propose a framework for joint segmentation and recognition of surgical gestures from kinematic and video data. Unlike prior work that relies on either frame-level kinematic cues, or segment-level kinematic or video cues, our approach exploits both cues by using a combined Markov/semi-Markov conditional random field (MsM-CRF) model. Our experiments show that the proposed model improves over a Markov or semi-Markov CRF when using video data alone, gives results that are comparable to state-of-the-art methods on kinematic data alone, and improves over state-of-the-art methods when combining kinematic and video data.
Introduction
Robotic minimally invasive surgery (RMIS) offers several advantages over traditional surgery, including better precision, smaller incisions, and quicker recovery time. However, reductions in the amount of one-on-one teaching [3] , together with the steep learning curve of RMIS [4] , advocate for the development of a new teaching paradigm where surgical skill is automatically assessed and timely feedback is automatically provided.
Advances in machine learning, computer vision, and speech processing can be exploited for this purpose. For instance, segmentation and recognition methods can be used to decompose a surgical task (e.g., suturing) into a sequence of gestures (e.g., grab needle, position needle, insert needle), and perform skill assessment based on how well a sequence of gestures is executed. As shown in [5] , gesture recognition can also be used to accomplish shared or cooperative control tasks that are triggered based on what the user is doing. Hence, we could envisage robotic gesture recognition being used, for example, to trigger appropriate information displays. All these applications require segmentation and recognition of surgical gestures, which is the main focus of this paper.
Most of the prior work on automatic segmentation and recognition of surgical gestures relies on the kinematic observations of the robot's motion. The temporal evolution of such observations is typically modeled using a Hidden Markov Model (HMM), where each gesture corresponds to one or more states of the HMM and the transitions among consecutive gestures are modeled by the HMM transition probabilities. Different papers [6, 7, 8, 9, 10, 11, 12] use different models for the observations associated with each gesture, including discrete HMMs, Gaussian HMMs, factor analyzed HMMs and Sparse HMMs. While generally successful, these methods rely mostly on local cues from a few frames, thus failing to capture global cues about the whole execution of a gesture. To address this issue, [11] uses Switched Linear Dynamical Systems (SLDSs), which model the dynamics of the whole execution of a gesture with an LDS. However, this comes at a steep computational cost because inference for SLDSs is intractable.
More recently, video-based solutions have drawn the attention of the research community. Most of the prior work focuses on the detection of the instruments used during surgery or in the operating room [13, 14, 15, 16, 17, 18, 19, 20] using techniques such as dynamic time warping, support vector machines and HMMs. However, these techniques use only frame-level features, such as color, texture and shape-based cues. Moreover, the desired solution is a high-level recognition based on the presence of some tools, rather than fine-grained gesture recognition based on motion data.
To the best of our knowledge, the only existing works that use state-of-the-art computer vision algorithms for surgical gesture recognition from video data are [1, 2] . These works show that video data can be as discriminative as kinematic data when appropriate features and algorithms are used. Specifically, [1, 2] obtain very high gesture recognition rates using global bag-of-spatio-temporal features (BoSTF) and LDSs to model the whole execution of a gesture. However, this is possible only because the temporal segmentation of the video into gestures is assumed to be known. Recent work in computer vision addresses the joint segmentation and recognition of generic actions in videos using conditional Random fields (CRFs), where the sequence of gestures is obtained by minimizing the energy of the CRF. The work of [21] adopts a Markov CRF model whose energy depends on which objects are present in each frame and their interactions, while the work of [22] adopts a semi-Markov CRF model based on global features extracted from many frames. However, these methods have not been combined for joint gesture segmentation and recognition, nor have they been applied to surgical gestures.
In this paper, inspired by the use of graphical models in speech processing [23] , we propose a combined Markov/semi-Markov conditional random field (MsM-CRF) model for joint segmentation and recognition of surgical gestures from kinematic and video data. Our MsM-CRF model captures both local cues (thanks to the Markov component) and global cues (thanks to the semi-Markov component). Moreover, we exploit the high accuracy of the BoSTF approach from [1, 2] to model the unary potentials of the CRFs using two kinds of spatio-temporal features. Our experiments on a typical surgical training setup show that our model improves over a Markov or semi-Markov CRF model on video data alone, gives state-of-the-art results on kinematic data alone, and improves over state-of-the-art methods by combining kinematic and video data.
2 Joint segmentation and recognition of surgical gestures
be a sequence of observations, where I t represents the observations at frame t. Let C = {1, . . . , C} be the set of possible gesture labels. Our goal is to find the sequence of frame-level gestures Y = {Y , where Y F t ∈ C denotes the gesture label at frame t. Since each gesture may span a few consecutive frames, we can divide the time interval
. . , M , such that the frame gesture label within a segment does not change. Here t i is the last frame of s i , t 0 = 1, and t M = T . We can then define the sequence of segment-level gestures as {Y
In what follows, we will use the superscripts F and S to denote variables at the frame and segment levels, respectively.
We represent V with a graphical model
In the case of CRFs, each node N F t ∈ N F denotes a frame t, hence |N F | = T . In the case of semi-CRFs, each node N S i ∈ N S denotes the collection of frames in segment i, hence |N S | = M . In both cases, an edge e i ∈ E denotes the connection between consecutive nodes N i and N i+1 . We model the conditional distribution of the sequence of labels Y given V, with a Gibbs distribution:
, where E(Y, V) is an energy function defined on the cliques of G. In our MsM-CRF model, we have:
where ψ F U and ψ F P are the CRF unary and pairwise potentials, while ψ SU and ψ SP are the semi-CRF unary and pairwise potentials, each one weighted by its own λ factor. CRF unary. This potential gives the score of assigning a gesture label to a single frame. For kinematic data, the score is computed from the output of an SVM classifier, with an RBF kernel, trained for each possible gesture on the raw data of each frame. For video data, this score is obtained from the output of a classifier applied to a histogram of features extracted from a neighborhood of the frame. Specifically, during training the spatio-temporal video features are clustered by K-means to form a dictionary of visual words. Each frame is then represented with a histogram of words and these histograms are used to train an SVM classifier with a χ 2 -RBF kernel. In both cases, the logarithm of the probability returned by regression of the SVM output is used as a unary score. Semi-CRF unary. This potential gives the score of assigning a gesture label to a segment, thereby capturing global features related to the overall gesture. For kinematic data, we train an SVM classifier with RBF kernel for each gesture on the average of the raw data within each segment. For video data, we represent each segment by the histogram of words accumulated over all the frames that correspond to the segment using the same dictionary of visual words described before. These histograms are then used to train an SVM classifier with χ 2 -RBF kernel for each gesture. Hence, we use the logarithm of the probability returned by regression of the SVM output as our unary term. This way of computing the most likely label for each segment corresponds exactly to the approach followed in [1, 2] . Spatio-temporal features. We use two kinds of spatio-temporal features. The first one is a concatenation of histograms of oriented gradients (HOG) and histograms of optical flows (HOF) extracted from a cuboid centered around each STIP point [24] . Since STIP points tend to be sparse in space, we also use the dense features presented in [25] , which consist of HOG, HOF, and histograms of motion boundaries and velocities (in term of x and y coordinates) computed around dense trajectories. CRF pairwise. This potential captures the probability of switching from gesture label g k to g j when moving from one frame to the next. Since a gesture is composed of many frames, this potential encourages the frame labels to be temporally coherent. We capture the relationship between adjacent frames using the transition probability P F g k ,gj = # frames switching from g k to g j # frames with label g k
computed from the training set. We then set ψ
).
Semi-CRF pairwise. This potential captures the probability of switching from gesture label g k to g j when moving from one segment to the next. Since each segment represents a single instance of a gesture, two consecutive segments should not have the same label. Thus, this potential encourages a switch from one gesture label to a different one. We capture the relationship between adjacent segments using the transition probability
# segments switching from g k to g j # segments with label g k
Efficient inference and learning
Inference. The energy in (1) can be re-written as E(Y, V) = w Ψ (Y; V), where
Given the MsM-CRF model parameters in w and a test video V, we can perform joint gesture segmentation and recognition by solving the inference problem Y * = argmax Y E(Y, V). One can show that the energy in (1) is equivalent to an energy that depends only on the segment labels {Y S i }. The maximization of the resulting energy can be done by a Viterbi-like dynamic programming algorithm, as described in [22] . Learning. Given B training videos {V i } B i=1 and their corresponding labelings
, we learn the parameters w using a method based on structural SVM [26] . Specifically, let us refer to any labeling of V i that is different fromȲ i as a negative example, and denote the set of negative examples for a video V i as Y − i . Given µ > 0, we learn the parameters w by solving the following optimization problem:
The intuition behind the first inequality is that we want the energy at the ground truth labeling w Ψ (Ȳ i ; V i ) to be greater than the energy of any wrong labeling w Ψ (Y; V i ) by the loss (Ȳ i , Y) while allowing some slack ξ i . The loss function (Ȳ i , Y) measures the error in the labeling Y as the fraction of misclassified frames. Since the number of constraints is exponentially large, we use the cutting plane algorithm [27] to find w.
Experiments
Data. We evaluate our approach using the dataset in [28] , which contains three different surgical tasks, suturing (SU), needle passing (NP) and knot tying (KT), each performed by 8 surgeons with three different skill levels (expert, intermediate and novice). Each surgeon performs around 3 to 5 trials for each task, which gives 39 trials for SU, 26 trials for NP and 36 trials for KT. Each trial lasts, on average, 2 minutes, and both kinematic and video data are recorded at a rate of 30 frames per second. Kinematic data consists of 78 motion variables (positions, rotation angles, and velocities of the master/patient side manipulators), whereas video data is taken from the first person view point of the robot and consists of jpeg images of size 320 × 240. The data is manually labelled with 15 surgical gestures (e.g., reach needle, position needle, etc.) described in Figure 1 . Setup. Following [1, 2] , we use two different test setups. The first one is the leaveone-super-trial-out (LOSO), where super trial i (i.e., trial i from each user) is held out for testing. The second, and more changeling setup, is the leave-one-user-out (LOUO), where all the trials from user i are held-out for testing. We compute the video CRF unary terms using a neighborhood of 25 frames, and the CRF and semi-CRF unaries using a dictionary of 300 words. To speed up the computation of the Viterbi-like algorithm, we perform inference every 10 frames, and assume that the maximum length of a segment is 400 frames. We compare the performance of the proposed MsM-CRF model with that of a CRF and a semi-CRF model. Note that the semi-CRF model with STIP features can be seen as an extension of the method presented in [1, 2] to the case where the segmentation is unknown. The average percentage of correctly classified frames is shown in Table 1 . For each technique, the type of features used is indicated within parenthesis. For MsM-CRF, the first feature refers to the CRF unaries and the second one to the semi-CRF unaries. For instance, MsM-CRF(kin-STIP) means that kinematic data are used for the CRF unary, while STIP features are used for the semi-CRF unary.
Results on video data. Notice that the combination of local and global features from video data used by the MsM-CRF model always improves over the CRF and semi-CRF models, for all tasks and test setups. Notice also that using dense features leads to better results than using of STIP features. This should be related to the fact that the features of [25] include motion boundaries and velocities in addition to HOG and HOF. Finally, notice that the results from [1] are 2-12% better, but they assume known segmentation.
Results on kinematic data. In this case, the CRF model outperforms the semi-CRF model. Arguably, this is because the feature used in the unary term of the semi-CRF model (average of the data in a temporal window) is too simple. This is also reflected on the MsM-CRF results, which are similar to those of the CRF. The results of sparseHMMs [12] are better than those of MsM-CRF(dense-dense) in the LOSO setup. However, in the more challenging LOUO setup MsM-CRF(dense-dense) seems to generalize better. Overall, our method is able to achieve state-of-the-art results on kinematic data, and its performance on video data is comparable to that on kinematic data.
Results on video and kinematic data. We also exploit the flexibility of the MsM-CRF framework to combine both kinematic data (in the CRF-unaries) and video data (in the semi-CRF unaries). The resulting MsM-CRF(kin-dense) model performs almost always better than any other technique that uses only kinematic or video data. Fig. 1(a) shows the confusion matrix for the MsM-CRF(kin-dense) method on the Suturing-LOSO setup, while Fig. 1(b) shows the predicted and ground-truth sequence of gestures for one suturing trial. From these figures it is possible to appreciate the quality of the results produced. Note that gesture 10 is never classified correctly. This is due to the fact that this gesture appears very rarely, hence, it is not possible to learn a robust classifier. Fig. 1(b) shows that most of the errors appear around the switching times. Typically, the prediction switches either too early or with some delay. This might be due to the fact that for speed convenience we perform inference every 10 frames, hence, the results could be slightly improved by sacrificing some computational time. Computing time. A final note on the computational complexity. For completing one held-one-out experiment, in which usually around 30 trials are used for training and 8 for testing, the training stage took around 4 hours with a Matlab implementation on a x86@3.33GHz processor, and testing for one trial usually required around 1 minute.
Conclusions
We have proposed a combined Markov/semi-Markov CRF model for temporal gesture segmentation and recognition. Our model can capture local features and interactions between frames, as well as global characteristics of each gesture and interactions between gestures. We have shown on a typical surgical dataset that the MsM-CRF model always reaching for needle with right hand. S2 positioning needle. S3 pushing needle through tissue. S4 transferring needle from left to right. S5 moving to center with needle in grip. S6 pulling suture with left hand. S7 pulling suture with right hand. S8 orienting needle. S9 using right hand to help tighten suture. S10 loosening more suture. S11 dropping suture at end and moving to end points. S12 reaching for needle with left hand. S13 making 'C' loop around right hand. S14 right hand reaches for suture. S15 both hands pull.
improves with respect to the CRF or semi-CRF frameworks used alone. We have also observed that the MsM-CRF model based on dense features is more robust in the LOUO setup. Moreover, thanks to the flexibility of the MsM-CRF, we were able to present a hybrid solution where kinematic and video data were both used. Such a hybrid solution achieved results that are similar or superior to those of state-of-the-art algorithms.
