[1] Estimated parameter distributions in groundwater models may contain significant uncertainties because of data insufficiency. Therefore, adaptive uncertainty reduction strategies are needed to continuously improve model accuracy by fusing new observations. In recent years, various ensemble Kalman filters have been introduced as viable tools for updating high-dimensional model parameters. However, their usefulness is largely limited by the inherent assumption of Gaussian error statistics. Hydraulic conductivity distributions in alluvial aquifers, for example, are usually non-Gaussian as a result of complex depositional and diagenetic processes. In this study, we combine an ensemble Kalman filter with grid-based localization and a Gaussian mixture model (GMM) clustering techniques for updating high-dimensional, multimodal parameter distributions via dynamic data assimilation. We introduce innovative strategies (e.g., block updating and dimension reduction) to effectively reduce the computational costs associated with these modified ensemble Kalman filter schemes. The developed data assimilation schemes are demonstrated numerically for identifying the multimodal heterogeneous hydraulic conductivity distributions in a binary facies alluvial aquifer. Our results show that localization and GMM clustering are very promising techniques for assimilating high-dimensional, multimodal parameter distributions, and they outperform the corresponding global ensemble Kalman filter analysis scheme in all scenarios considered.
1. Introduction
Background
[2] Groundwater models are useful tools for studying subsurface hydrologic processes and for water availability analysis. With the looming challenges of population growth and global climate change, our ability to acquire, understand, and integrate information in a timely manner becomes even more important for effectively managing water resources [National Research Council, 2008] . Efficient data management and assimilation technologies are needed for fusing various remotely sensed and in situ data. While the concept of data assimilation is not new, the wide availability of fast computing power coupled with innovative in situ and remote sensing technologies opens unprecedented opportunities for data assimilation applications. The recent interest of the geoscience community on data assimilation technologies stems not only from real-time forecasting, but also from continuous reduction of model uncertainties.
[3] Developing high-fidelity groundwater models requires a valid representation of subsurface heterogeneity. A perpetual dilemma in hydrogeology, however, is the need to construct detailed, three-dimensional models of aquifers on the one hand and the infeasibility of acquiring geologic data at all relevant scales on the other. Process-and structureimitating methods may be used to simulate subsurface heterogeneity resulting from complex depositional and diagenetic processes [Koltermann and Gorelick, 1996; Falivene et al., 2007] . In the past, a large number of field and theoretical studies have attempted to relate subsurface fluid flow and mass transport characteristics to sedimentary structure spatial distributions [e.g., Allen-King et al., 1998; Weissmann et al., 1999; Proce et al., 2004; Caers and Zhang, 2004; Rubin et al., 2006; Sun et al., 2008] . One of the general findings of these studies is that the intra and interfacies heterogeneities at different spatial scales can have a great impact on flow and transport processes and, therefore, need to be appropriately represented in flow and transport models.
[4] Significant model and parameter uncertainties may exist in groundwater models because of limitations in the quantity and quality of static data. Dynamic data (e.g., heads, pumping rates, and land subsidence rate) represent additional sources of information for further calibrating and constraining geological frameworks and groundwater models. Many parameter inversion techniques have been devised to calibrate groundwater flow or petroleum reservoir models on the basis of production data [e.g., Gó mez-Herná ndez et al., 1997; Oliver et al., 1997; Hernandez et al., 2003; Yeh and Liu, 2000; Sun and Sun, 2005] . In particular, several recent studies aimed to identify facies geometries [e.g., Liu and Oliver, 2005; Caers and Hoffman, 2006; Sarma et al., 2008] . However, existing studies often assume hydrogeologic properties are homogeneous inside each facies.
[5] In this study, we consider both interfacies and intrafacies heterogeneities, where the former is manifested as spatial variations of facies geometries at the domain scale and the latter is manifested as spatial variations of parameter values at the scale of individual facies. An ensemble-based data assimilation scheme is formulated and demonstrated for sequentially updating non-Gaussian parameter fields. We are particularly interested in identifying multimodal hydraulic conductivity distributions corresponding to multifacies sedimentary aquifers, although the techniques developed here can be readily adapted to estimation of parameters in other applications.
[6] Sequential updating of high-dimensional parameter fields involving non-Gaussian prior distributions can be challenging. First, sampling directly from high-dimensional probability density functions (pdf) is computationally intensive and subject to the so-called ''curse of dimensionality'' dilemma, meaning the sample size required to estimate a multivariate pdf with a given accuracy increases exponentially with dimensionality [Bellman, 1957] . Second, the joint state and parameter estimation problem itself may significantly increase the dimensionality of the problem, although working assumptions such multi-Gaussianity may be used to significantly reduce the degree of freedom.
[7] In our approach, we lower the dimensionality of the data assimilation problem via a grid-based local ensemble Kalman filter scheme, where several nodes are updated simultaneously using observations located in a user-defined local neighborhood. In cases where the quantity of hard data (e.g., facies types) is too limited to constrain the initial ensemble, clustering analysis is performed in a lowerdimensional subspace to group local ensemble members into clusters of similar patterns and a local ensemble analysis is then performed on each cluster separately. In the remainder of the section, we provide brief description of ensemble-based Kalman filtering and data clustering techniques. A list of abbreviations follows to facilitate further discussion.
Ensemble-Based Data Assimilation
[8] The general purpose of data assimilation is to produce useful analyses and forecasts by continuously fusing dynamic information. The standard Kalman filter [Kalman, 1960] , which consists of recursive forecast and analysis steps, provides an optimal sequential updating framework for linear models with Gaussian error statistics. Many real world applications, however, are characterized by nonlinear models and non-Gaussian error statistics.
[9] A large number of sequential estimation methods have been proposed for tackling the nonlinear and nonGaussian estimation problems. The extended Kalman filter (EKF) uses first-order linearization to approximate the nonlinear model operators [Sorenson, 1988] . The EKF does not perform well when the model is highly nonlinear or when the pdf's are multimodal. In addition, evaluation of the Jacobian matrix is computationally intensive. The unscented Kalman filter (UKF) was proposed as an improvement to EKF, where a ''minimal set of carefully chosen sample points'' are used to completely capture the Gaussian error statistics. It has been shown that UKF results in approximations that are accurate to the third order for Gaussian inputs and for all nonlinearities [Wan and van der Merwe, 2000] .
[10] Both UKF and EKF assume Gaussian posterior pdf, which is not true in many nonlinear problems. In the last decade or so, various sequential Monte Carlo methods (i.e., particle filters) have been proposed. Central to all particle filters is the idea that any pdf can be approximated via a discrete set of random samples, from which the moments of the pdf can be estimated [Arulampalam et al., 2002] . The sequential importance-sampling particle filter (SIS) propagates a set of particles (i.e., random samples from a proposal distribution) forward in time while adjusting the weight of each particle using newly obtained information [Arulampalam et al., 2002] . Besides the inherent difficulty related to sampling high-dimensional pdf's, the SIS filter may suffer from the filter degeneracy problem which means all but one particle have negligible weights after a few assimilation steps. A resampling step can be used to mitigate filter dengeneracy, where particles with small weights are replaced by those with large weights. Resampling, however, may introduce sample impoverishment and should only be used when necessary [Arulampalam et al., 2002] .
[11] Two important strategies can be combined with the importance sampling particle filters to improve their performance. The first is the Gaussian mixture model (GMM) approach in which a finite number of Gaussian pdf's are used to approximate the underlying non-Gaussian pdf's [Chen and Liu, 2000; Kotecha and Djurić, 2003] . The problem then becomes one of updating the parameters of the mixture components. The GMM approach can be especially useful for multimodal pdf's and is the cornerstone of many image analysis and machine learning algorithms. The second is the kernel smoothing strategy, which replaces the discrete approximation of a pdf with a continuous approximation such that the resampling step becomes sampling from a smooth kernel function and the sample impoverishment issue is alleviated [Musso et al., 2001; Liu and West, 2001] .
[12] Ensemble-based data assimilation schemes are relatively recent additions to the collection of sequential Monte Carlo data assimilation schemes [Evensen, 1994] . Modern geoscience applications often involve large-scale numerical simulation models. Joint updating model states and parameters for these models is computationally prohibitive for the traditional Kalman filters and particle filters. Evensen [1994] introduced an ensemble Kalman filter (EnKF), in which the full-size Kalman forecast covariance matrix is approximated by a reduced-rank sample covariance matrix estimated from a random ensemble of model states. The EnKF does not make any assumption about the underlying process model and is straightforward to implement. It has been shown to be more robust than the particle filters even for relatively small ensemble sizes [e.g., Evensen, 2006] . The robustness of the EnKF may be attributed to the facts that (1) the EnKF retains the linearity aspect of the Kalman filter and (2) the Kalman update may significantly reduce the risk of filter divergence by pulling all ensemble members toward the true state of the system [Anderson, 2001; Hoteit et al., 2008] . Here filter divergence refers to a situation where new observations cease to have impact on the ensemble members and the filter estimates start to drift away from the actual distribution of the model state [Evensen, 2006] .
[13] The EnKF has stimulated great interest and a large number of variants have risen from the oceanographic and atmospheric research communities [e.g., Pham et al., 1998; Houtekamer and Mitchell, 1998; Anderson, 2001; Heemink et al., 2001; Tippett et al., 2003; Hunt et al., 2007; Sakov and Oke, 2008] . Existing ensemble filters are mainly different in their analysis schemes and can be classified as either probabilistic or deterministic. The main difference between the probabilistic and deterministic filters is that the former need to perturb observations with artificial sampling noise to generate the correct analysis covariance [Burgers et al., 1998 ]. Probabilistic filters, which include EnKF, are shown to be less accurate than the deterministic filters, especially when the ensemble size is small [e.g., Anderson, 2001] . On the basis of our recent test of different deterministic ensemble Kalman filters for assimilating hydrogeologic data [Sun et al., 2009] , we choose to use the deterministic ensemble Kalman filter (DEnKF) [Sakov and Oke, 2008] in our local ensemble analysis (see section 2.3).
[14] The EnKF only uses the first two moments of the ensemble statistics and is expected to be suboptimal for non-Gaussian systems, although successes in ''mildly'' non-Gaussian problems have been reported [e.g., Evensen, 2006] . Several previous studies aimed to modify the standard EnKF for solving non-Gaussian estimation problems. For example, Kim et al. [2003] proposed a maximum entropy filter, where the prior non-Gaussian pdf is represented by a GMM, and a parametric model for the filter distribution is constructed as maximum entropy models that are consistent with moments of the ensemble. The computational cost of the maximum entropy filter is prohibitive for high-dimensional problems. Bengtsson et al. [2003] developed a local-local ensemble filter with a postprocessing smoothing step to tackle the non-Gaussian updating problem, where a data clustering algorithm is combined with the EnKF in a local updating scheme; however, the applicability of the algorithm to high-dimensional problems is not clear. Smith [2007] proposed a cluster ensemble Kalman filter where an expectation/maximization (EM) algorithm [Dempster et al., 1977] is used to optimize the parameters of the GMM; however, performing cluster analysis directly on high-dimensional ensembles is computationally expensive. Smith [2007] suggested diagonalizing the GMM covariance matrices for high-dimensional problems. Performing clustering on the global state vectors is unlikely to be effective for our problem on hand because all ensemble realizations have different spatial patterns.
[15] Joint state and parameter estimation using the EnKF has been considered by a number of authors in geoscience, as reviewed recently by Hendricks Franssen and Kinzelbach [2008] and Sun et al. [2009] . Most of those studies aimed to identify unimodal (multi-Gaussian) logpermeability distributions. A notable exception is Liu and Oliver [2005] , who considered history matching of facies geometries using ensembles generated via a truncated pluriGaussian method. In the work by Liu and Oliver [2005] , the EnKF scheme showed signs of difficulty even with the intrafacies heterogeneity completely ignored (i.e., each facies was assumed to have constant permeability). Recently, Agbalaka and Oliver [2008] and Zhao and Reynolds [2008] further investigated the facies geometry identification problem using localization techniques. To mitigate filter degeneracy, Agbalaka and Oliver [2008] applied a distance-based localization technique to directly modify the Kalman gain matrix. In comparison, we use an explicit grid-based localization technique in this work.
High-Dimensional Data Clustering Techniques
[16] The general goal of clustering (or unsupervised learning) is to partition a large data set into a finite group of subsets on the basis of a certain similarity measure. Clustering has a long history and wide uses, on which recent surveys can be found in work by Jain et al. [1999] and Xu and Wunsch [2005] . Most clustering algorithms achieve the goal of clustering through density estimation or dimensionality reduction, or both. For high-dimensional data, dimensionality reduction is the only way to obtain meaningful results. The fundamental problem then becomes how to project the high-dimensional data onto a lowdimensional subspace and whether the projection should be linear or nonlinear [Saul and Roweis, 2003] . Hydrogeologists commonly refer to the dimension reduction problem as the parameterization problem. In hydrogeology, principal component analysis (PCA) is one of the best known linear projection methods for reducing parameter dimensionality [e.g., Zhang et al., 2007] , although nonlinear dimension reduction methods have also been demonstrated recently for parameter estimation [e.g., Sarma et al., 2008] . Clustering has also been used recently in pattern-based geostatistical simulation algorithms for generating facies distributions. For example, Zhang [2006] and Wu et al.
[2008] described a filter-based multipoint stochastic simulator that extracts local facies patterns from an a priori training image and then classifies them into different categories for fast access during simulation.
[17] We adopt a unified mixture-model clustering approach for clustering the multimodal pdf (i.e., the local ensemble) present in each local analysis [Celeux and Govaert, 1995; Fraley and Raftery, 1998; Bouveyron et al., 2007] . The mixture-model clustering approach is built upon parameterization of the cluster density covariance matrices (more accurately, their eigenvalue decompositions). Depending on the parameterization chosen in eigendecomposition, different GMMs can be defined and different levels of model reduction may be achieved.
[18] The rest of the paper is organized follows. Section 2 presents the mathematical formulation of our sequential updating scheme for multimodal parameter distributions. Section 3 describes the numerical settings and the design of numerical experiments. Finally, discussion and conclusions are given in sections 4 and 5, respectively.
Methodology Formulation

Mathematical Background and Notations
[19] The essential components of a sequential parameter estimation problem consist of a stochastic dynamic model describing the evolution of the model state, an observation model relating the model state to observations, and statistical models of model error and observation error distributions. Our starting point is the governing equation for groundwater flow subject to certain initial and boundary conditions
where h is hydraulic head, S s is specific storage coefficient, J represents all sink/source terms, and K s is the hydraulic conductivity. The aquifer is assumed to consist of multiple hydrofacies. Initially, K s is uncertain and Y = ln(K s ) is modeled as a multimodal multi-Gaussian random space function with its initial statistics derived from the prior data and constrained by a stochastic geologic model of the aquifer. A joint state and parameter estimation problem is solved recursively to further reduce uncertainties in Y. In standard Kalman filter notations this can be expressed as
where x t 2 < n is an augmented state vector containing the nodal values of h and Y at assimilation time t, n is the dimension of x t , F t is a model operator propagating the model state in time, H t is a linear measurement operator that maps the model predictions x t to observations z t 2 < m , N(Á) denotes Gaussian distribution, and Q t and R t are the covariance of model error w t and measurement error e t , respectively. For the current problem, H t is simply a matrix of 0s and 1s for extracting simulated model states at observation locations [Liu and Oliver, 2005] . The Kalman analysis scheme provides the optimal model state updates for linear models with Gaussian noise
where the superscripts f and a denote the forecast and analysis states, respectively, P t 2 < nÂn is the state covariance matrix, and K t 2 < nÂm is the so-called Kalman gain matrix defined by
Kalman gain matrix determines how much information can be extracted from the observations to update state variables. It is impractical to evaluate P t explicitly because of the high dimensionality of x t . The novelty of EnKF is that it replaces P t with a reduced-rank sample covariance matrix,P t f , estimated from an ensemble of random state vectors,
where N is the ensemble size, x t f is the ensemble mean, and A t f is the ensemble perturbation matrix with its ith column defined by A t,i f = x t,i f À x t f . Substituting equation (8) into equation (6), the approximate Kalman gain matrix,K t , becomeŝ
The formulation in equation (9) shows that the EnKF inherits the linear update nature of the Kalman filter. For Gaussian random space functions, the effectiveness of the ensemble filters depends on the size and quality of the ensemble, as well as the specific analysis scheme used.
[20] Performing global EnKF updates on multimodal K s fields may result in filter divergence, especially when the ensemble size is relatively small [e.g., Agbalaka and Oliver, 2008] . The combination of global ensemble analysis with GMM [Smith, 2007] is appropriate for small-sized, nonGaussian problems, but it is neither effective nor stable when problem dimensionality is high. We now introduce a grid-based localization scheme to partly address this issue.
Localization Scheme
[21] The major motivation of imposing localization is to restrict the radius of influence of each observation so that a certain observation only affects state variables that are close to it in the physical space [Anderson, 2001; Sun et al., 2009] . Our localization scheme involves three different types of grids as illustrated in Figure 1 : the global grid, the local grid, and the updating block. The global grid corresponds to the numerical grid for the entire model domain. The local grid is a local neighborhood that moves with the node(s) being analyzed. The shape of the local grid is largely user defined; however, to ensure smoothness in the results, the local grid must be sufficiently large so that most of the observations assimilated at a given grid node are also assimilated at its neighboring grid nodes. This type of Figure 1 . Illustration of three types of grids used in this analysis, where the updating block is centered within the local grid and the offset measures distance from the center node of the local grid to its edge. localization was originally devised by a group of researchers working in the field of atmospherics [Ott et al., 2004; Hunt et al., 2007] . Because the ensemble transform Kalman filter (ETKF) is used in the local analysis, the original filter is called the local ETKF (LETKF).
[22] In the original formulation described by Hunt et al. [2007] , a local ensemble analysis is done for each single node in the global grid. The computational burden can be significant when the local grid dimension is high and the number of nodes is large. This may be the case, for example, when observation wells are sparse or when the random field is correlated over long distances. We propose to update a chunk of nodes simultaneously during each local analysis. This is the purpose of introducing the third type of grids, the updating block. Block updating can speed up the local analysis process significantly while introducing minimal smoothing only around the facies edges. The size of the updating block is tunable and may be optimized by trial and error. Obviously, the concept of block updating includes the original localization scheme used in the LETKF as a special case. In our implementation, we also randomize the order that each node (or updating block) is visited to avoid artifacts arising from visiting nodes sequentially in row or column order [Deutsch and Journel, 1998 ].
[23] The ETKF, which is the core algorithm in LETKF, requires solving an eigendecomposition problem (O(n 3 )) in the analysis step and works most efficiently for relatively small grids. For example, Hunt et al. [2007] reported satisfactory performance of LETKF using 7 Â 7 local grids. In the next, we replace the ETKF with a faster and robust DEnKF scheme to accommodate higher-dimensional local ensembles.
DEnKF
[24] Sun et al.
[2009] compared the performance of three deterministic filters for assimilating hydrogeologic data: the singular evolutive interpolated Kalman filter (SEIK) [Hoteit et al., 2002] , the ETKF [Bishop et al., 2001] , and the DEnKF [Sakov and Oke, 2008] . All three deterministic ensemble filters performed better than or equal to the standard EnKF. However, the DEnKF was found to be the fastest and most robust filter in all test cases performed and gave the best performance even for relatively small ensemble sizes. For these reasons, we choose to use the DEnKF as the core algorithm for local ensemble analysis.
[25] The DEnKF is built upon the observation that if the product ofK t and H is small, one can asymptotically match the theoretical Kalman filter covariance up to quadratic terms by halving the Kalman gainK t [Sakov and Oke, 2008] . The ensemble mean and perturbations are updated separately in the DEnKF,
where equation (11) shows the DEnKF analysis equation and the superscript l indicates that all quantities in equations (10) and (11) correspond to those of a local grid system. The DEnKF is easier to implement and is robust compared with the square root ensemble filters. It can be shown that the approximation in equation (11) results in an extra term,
, in the Kalman analysis covariance formula, which can be regarded as an internal covariance inflation mechanism for improving filter robustness [Sakov and Oke, 2008] .
[26] The localization scheme described so far assumes that all ensemble realizations exhibit significantly similar facies patterns inside each local grid, even though the patterns may vary spatially in different local grids. This is consistent with the comments of Hunt et al. [2007] , who observed that the LETKF can explore a potentially higherdimensional space by allowing the local analyses to choose different linear combinations of the ensemble members in different regions. Such an assumption works effectively when the initial facies ensemble is well constrained by hard data. Now imagine an ideal case where the facies geometries are known perfectly and the only uncertain variables are the nodal values of hydraulic conductivity (which are subject to spatial correlation constraints), our numerical experiments show that the global EnKF analysis can perform as well as the local analysis in this case. In other situations where the initial ensemble is largely unconditioned and the local ensemble members exhibit significantly different spatial patterns among each other, the localization scheme alone may not be sufficient to prevent filter divergence. We propose to use a clustering algorithm to first classify the local ensemble members into different clusters before the DEnKF update step.
Clustering With GMM
[27] Clustering is used to partition the N-member local ensemble, {x t,i l } i=1 N , into L classes on the basis of similarity of their spatial patterns. Our main motivation is to improve the performance of local ensemble analyses. Note that the main clustering results that are of interest to us are (1) the likelihoods that each local ensemble member falls into different clusters (See equation (A1)) and (2) the normalized weight of each cluster (i.e., mixture probability). For clarity, the superscript l is omitted in the following presentation where no confusion would occur.
[28] We use a GMM clustering approach to approximate the local multivariate non-Gaussian pdf through a weighted sum of L Gaussian pdf's (i.e., clusters)
where n l is the dimension of the local state vector x; p i is the mixture probability of the ith cluster (i.e., the weight); and q i represents parameters of the ith cluster pdf which, for Gaussian distributions, are the mean vector m i and covariance matrix S i . The GMM approach encompasses a number of cases, which include the well-known K means clustering algorithm as a special case.
[29] Bouveyron et al. [2007] proposed a general parameterization based on eigendecomposition of the covariance matrix, S i
where D i is a diagonal matrix containing the eigenvalues of S i and D i contains the eigenvectors of S i in its columns. [abDd] where all clusters share the same shapes and orientations. After a particular GMM is chosen, the EM algorithm can be used to estimate its parameters through iterative expectation (E) and maximization (M) steps [Dempster et al., 1977; McLachlan and Krishnan, 1997] . Appendix A gives a generic EM algorithm.
[31] We could apply the algorithm of Bouveyron et al. [2007] directly in a local ensemble analysis. However, the computational burden associated with eigendecomposition presents a challenge for high-dimensional local grids. Our solution is to further reduce the dimension of the problem by projecting each local ensemble member onto a lowerdimensional subpace. In other words, instead of clustering the n l Â N local ensemble, {x t,i l } i=1 N , we perform clustering on a d l Â N local ensemble, where d l is similar to the aforementioned intrinsic dimension and is generally much smaller than n l . PCA is used in this work to construct the closest linear subspace of the higher-dimensional local ensemble space [Jolliffe, 1986; Jain et al., 1999] . Note that (1) dimension reduction is only used to speed up the clustering process and the subsequent DEnKF update is performed in the original local ensemble space, and (2) alternative projection methods may be used to reduce the dimension of the local ensemble; however, most projection methods are highly problem dependent and are less demonstrated than the PCA.
[32] The number of clusters L can be optimized by using a model selection criterion such as the Bayesian information criterion or the Akaike information criterion [Celeux and Govaert, 1995; Bouveyron et al., 2007] . However, the use of model selection in the context of grid-based analysis is computationally expensive. It is more efficient to use a predefined number of clusters determined on the basis of either prior knowledge or preliminary test runs.
Full Algorithm
[33] We now summarize the main steps in our algorithm. 1. Generate the initial ensemble. a. Generate N facies ensembles using a stochastic facies simulator.
b. Combine N facies distributions with single-modal Gaussian fields to generate N multimodal Y fields. 2. Repeat for each assimilation step.
a. Propagate each ensemble member forward using a groundwater flow simulator.
b. Generate a random path for visiting nodes sequentially. c. For each node in the global grid that has not yet been updated, do the following.
Form a local ensemble {x j } j=1 N and a local observation vector, z, using a user-defined local grid.
If clustering is required, Project the local ensemble onto a lower subspace using PCA.
Apply EM/GMM analysis on the reduced-dimension ensemble to compute the likelihoods ({w ji }) of each local ensembles belonging to different clusters.
Loop through the clusters: Define the local perturbation matrix
Compute local Kalman gain matrix
Update m i and A f using DEnKF (equations (10) and (11)).
Update the mixing probability p i .
Calculate weighted ensemble statistics using normalized cluster weights p i a and equation (12). Else, update the local ensemble directly using DEnKF. Mark all nodes in the updating block as updated, and copy the updated nodes to the corresponding elements in the global state vector for next assimilation step.
[34] Note that (1) clustering is used only when the initial ensemble is weakly constrained by hard data; (2) the clustering ensemble update steps, equations (14) - (18), are essentially the same as those described by Smith [2007] ; and (3) steps 2a and 2c in the above can be easily parallelized. We illustrate our algorithm with numerical examples in the following.
Numerical Examples
[35] A multipoint geostatistical simulation algorithm, single normal equation simulation (SNESIM), is used to generate facies distributions [Strebelle, 2000] . SNESIM is a pattern-based simulation program that uses a training image to generate equally likely facies distributions while honoring hard and soft conditioning data. The training image thus plays the role of a conceptual model that depicts the facies geometries deemed to prevail in the field [Caers and Zhang, 2004] . Compared with the traditional variogram-based simulation algorithms, multipoint simulators can reproduce complex and realistic facies geometries encountered in the field. More details on multipoint simulation methods can be found in work by Caers and Zhang [2004] . Here we adopt a training image (see Figure 2 ) that has been frequently used in the literature for benchmarking simulation algorithms [e.g., Caers and Zhang, 2004; Zhang, 2006; Wu et al., 2008; Sarma et al., 2008] . The training image provides a conceptual depiction of a binary facies structure, where a more permeable channel hydrofacies (referred to as F2) is embedded in a less permeable background floodplain hydrofacies (referred to as F1).
[36] The numerical model corresponds to a synthetic confined alluvial aquifer with a domain size of 120 L Â 60 L and a thickness of 10 L. The grid resolution is 1 L Â 1 L. A facies distribution was selected from a pool of unconditional SNESIM simulations to be the reference facies field (Figure 3a) . To convert facies distributions into Y distributions, first the sequential Gaussian simulator (SGSIM) [Deutsch and Journel, 1998 ] was used to generate two sets of correlated multi-Gaussian random fields corresponding to F1 and F2 facies. For illustration, an exponential-type covariance model was assumed for the Y fields and the parameters of the covariance models were assumed known exactly. Each ensemble Y field was generated by randomly selecting (without replacement) a facies realization, one Y field from the F1 set and one from the F2 set, and merging the three fields according to facies indicators [Lu and Zhang, 2002] . Thus, it took 3N random fields to generate an N-member initial ensemble. Table 1 lists the key parameters used to generate the facies fields and the multi-Gaussian random fields. [37] Figure 3b shows the reference Y field and the monitoring network used in the numerical example. Figure 3c shows the histogram of the reference Y field, where the bimodal nature of the Y distribution can be clearly seen. The aquifer dynamics is driven by pumping and injection through a five-spot well field pattern (no-flow boundaries). The initial head is 100 L everywhere in the domain and the storativity is 10
À3
. MODFLOW [Harbaugh et al., 2000] is used to solve the forward groundwater flow problem. The total length of stress period is 5 T and is divided uniformly into five assimilation steps.
[38]
Monitoring wells (open circles in Figure 3b ) are spaced every 10 L in the y direction and every 20 L in the x direction, resulting in a total of 30 monitoring wells in addition to 5 pumping/injection wells (solid symbols). This is comparable to the monitoring well density used in work by Chen and Zhang [2006] , who investigated the performance of EnKF using 25 monitoring wells on a 40 Â 40 grid. The standard deviation of hydraulic head measurement error is fixed at 5 Â 10 À3 L. Figure 4a shows the time series of pumping/injection rates for the five production wells and Figure 4b shows the measured heads at each of the production wells. Wells P1 and P2 have the same pumping rates, so do P3 and P4.
[39] Three scenarios are designed to demonstrate the performance of our algorithm. The three scenarios mainly differ in the level of prior information used to generate the initial ensembles. In scenario 1, the initial facies ensemble is conditioned to facies types obtained from all monitoring wells. In scenario 2, only a subset of facies data is used to condition the initial ensemble. Finally, the initial ensemble is not conditioned on any hard data in scenario 3. Unless otherwise specified, the ensemble size N is 250, the offset (see Figure 1 ) of the square local grid used in the local DEnKF analyses is 20 L (i.e., 41 L in each direction), and the offset of the updating block is 1 L (i.e., 3 L in each direction). Note that a local grid with offset length of 20 L is approximately eight times of the F1 facies Y correlation length in each direction.
Results and Discussion
Scenario 1
[40] In the first scenario, we used facies types obtained from all wells as hard data to condition the initial ensemble. Figure 5a shows the initial ensemble average of all Y realizations (Y ), where the facies structure already bears a strong similarity to the reference facies pattern given in Figure 3a . However, the heterogeneities within each facies are largely hidden because the hydraulic conductivity fields are not constrained to prior data. We demonstrate the effectiveness of local DEnKF for identifying the Y fields in this well-constrained scenario.
[41] Figure 5b shows the final Y field obtained after all assimilation steps. Visual inspection of Figure 5b shows that the local DEnKF recovered essentially the full reference facies pattern. More importantly, the bimodal nature of the Y distributions is preserved and some additional intrafacies features have been identified, although there is some smoothing in the final results. Smoothing is inherent in many Bayesian estimators and in the case of DEnKF, smoothing can also be attributed to the first-order approximation used in the algorithm [Sun et al., 2009] . Smoothing, however, is also a regularization mechanism that contributes to the robustness of an inversion algorithm.
[42] The same experiment was repeated using the standard global EnKF analysis and the resulting Y field is shown in Figure 5c . At the first glance, the EnKF seems to have recovered more intrafacies features; comparing Figure 5c with Figure 3b , however, indicates that some features may be artifacts resulting from fitting the Y fields to match all observations in the global analysis. Figure 5d compares the root-mean-square error (RMSE) of the local DEnKF and the global EnKF analysis. The RMSE is 
F1 ( Figure 4a ).
defined here as the average pixelwise distance between the Y and reference Y field, both are reshaped as n-dimensional vectors
ð19Þ Figure 5d shows that the RMSE of the local DEnKF decreases smoothly over time, while that of the EnKF shows some slight upward trend.
[43] Overall, both local DEnKF and the global EnKF analysis performed well in recovering the reference field. The outcome can be largely attributed to the wellconstrained nature of the initial ensemble in this case, where all realizations were essentially generated from the highly probable regions of the non-Gaussian pdf. This allows the subsequent Kalman filtering steps to focus mostly on updating the intrafacies regions, which are Gaussian distributed. Thus, even the global EnKF analysis may effectively ''pull'' all ensemble members toward the reference distribution.
Scenario 2
[44] In the second scenario, the initial ensemble was generated by conditioning facies distributions on a subset of facies types data (15 wells). Figure 6a shows the initial Y and the locations of conditioning points (open circles). The initial Y only reveals one out of the three channel branches in the reference channel network because fewer condition- ing points were used. Figures 6b and 6c show the final Y fields obtained by local DEnKF and the global EnKF, respectively. Both assimilation algorithms recovered parts of the missing channels, although the final Y obtained from the global EnKF looks noisier. A closer look is provided in Figure 6d , which compares profiles of the reference Y field and the local DEnKF and the global EnKF Y fields along the line y = 30 L. The global EnKF profile exhibits significant more oscillations in the right half of the plot, where the initial ensemble is less constrained.
[45] The evolution history of the RMSEs shown in Figure 7a confirms that overall the local DEnKF gives a better performance in recovering the Y fields. An alternative performance measure is rerunning the forward flow simulation using the final Y ensemble as initial inputs to the flow simulation and quantifying the difference between the predicted and measured heads
where N obs = 35 is the total number of observation and production wells, andĥ i and h i obs are the ensemble average and the measured heads at well i, respectively.
[46] Figure 7b shows the head errors calculated using equation (20) . The temporal averages of the head error are 0.065 and 0.11 L for the local DEnKF and global EnKF, respectively. The head error increased slightly over time before reaching a plateau in the case of the local DEnKF.
Similar patterns have been observed by Hendricks Franssen and Kinzelbach [2008] . A possible explanation is that one or more realizations consistently gave poor results. To further explore the issue, Figures 8a -8d show the head time series simulated by all ensemble members resulting from local DEnKF (gray lines) at the four pumping wells, as well as the corresponding ensemble averages (dashed blue line) and the reference head observations (solid red line). The matches between the ensemble average and the reference values are generally excellent except in Well P2 (Figure 8b ) which located at the upper right corner of the domain. 4.3. Scenario 3 [47] In the third scenario, we consider a case where the initial ensemble is not conditioned to any type of hard data. Figures 9a -9c show the initial and the final Y fields obtained by the local DEnKF and global EnKF, respectively. As expected, the quality of recovered facies patterns deteriorated significantly because of the lack of hard data constraints. Both algorithms still managed to recover some dominant features of the reference field, although the local DEnKF gave a better performance as can be further seen from Figure 9d . A comparison of the RMSE of the local DEnKF and the global EnKF in Figure 9d shows that the local DEnKF steadily reduces the RMSE, while the RMSE of the global EnKF keeps rising after the initial assimilation step.
[48] The size of local grid determines the number of observations included in each local ensemble analysis. We compared the effect of the local grid size on filter performance as a sensitivity study. Figure 9e compares the resulting RMSE for a local grid with offset length of 10, 15, 20, and 25 L, respectively. For this particular problem and the shape of the local grid used (square), Figure 9e suggests that an optimal size exists for the local grid and the filter performance deteriorates when the local grid size is set either too large or too small. A local grid with offset length of 20 L achieved the best performance in terms of the RMSE reduction. On the other hand, the estimated Y field exhibited a significant patchy pattern when the offset length was set to 10 L. The discontinuities were mainly caused by excluding head observations that might have strong correlations with the assimilated node or updating block.
[49] Another sensitivity study was conducted to examine the effect of block updating for a local grid with offset length 20 L. The results indicate that the size of the updating block can be as high as half the size of the local grid without significantly deteriorating the RMSE. This is because the local grid is large enough so that there is significant overlap between observations used by different updating blocks. However, a conservatively small updating block consisting of 9 cells is used throughout this study.
[50] We now explore the utility of clustering techniques for improving filter performance when there is little a priori information to constrain the initial ensemble. Clustering splits the local ensemble members into a number of more or less structurally similar groups on the basis of some predefined similarity measure. The classification accuracy of clustering depends on the dimensionality and statistical distributions of the underlying data, the specific clustering algorithm used, the similarity measure, as well as the number of clusters. For local clustering DEnKF analysis, the dimension of the local grid may matter from two different perspectives. On the one hand, the classification accuracy of clustering algorithms generally improves as the dimension of data (i.e., local grid size) decreases. On the other hand, the local grid size must be large enough to include sufficient observations in the moving window to reduce discontinuities in the estimated fields. Thus, the performance of the clustering relies on an appropriate balance between the two conflicting requirements.
[51] The effectiveness of clustering was demonstrated graphically using a local ensemble corresponding to the first node in the local analysis. A maximum likelihood method was used to estimate the intrinsic dimension of the subspace [Levina and Bickel, 2004] . For a square local grid with an offset length of 10 L (i.e., 21 L in each direction), the intrinsic dimension was found to be 15. PCA was then applied to project the original local ensemble of dimension 21
2 Â 250 to a subspace of dimension 15 Â 250. The local ensemble was split into seven clusters using the clustering algorithm described in section 2.4. Figures 10a  and 10b show samples from two clusters, where all images exhibit more or less similar patterns. Visual inspection of all clustering results indicated that the reduced-dimension clustering analysis did a good job in splitting the ensemble members into clusters of similar patterns. Next, the size of the local grid was increased to 41 L in each direction (i.e., an offset length of 20 L), corresponding to the local grid size used in the actual analysis. The intrinsic dimension of the local ensemble only increased slightly to 21. Again, samples from two clusters resulting from this analysis are shown in Figures 11a and 11b . In this latter case the pattern of the local ensemble exhibits significantly more variability among different realizations, although members of each cluster still manifest similar spatial patterns. Thus, the reduced-dimension clustering analysis may be applied even when the local ensemble size is relatively high.
[52] The number of clusters can vary for each local analysis. Ideally, a systematic method may be used to determine the best number of clusters. However, we largely followed a trial-and-error approach to determine the number of clusters in this study. Figure 12a shows the weighted Y field obtained by using four clusters in the local clustering DEnKF analysis. We see the clustering step reveals some additional intrafacies features in comparison to the results of pure local DEnKF (i.e., one cluster) shown in Figure 9b . Figure 12b compares the RMSE of one-, four-, and sixcluster analysis. The four-cluster analysis further reduced the RMSE of the one-cluster analysis by about 5 percent in this case, whereas the six-cluster analysis achieved similar performance as the one-cluster case. Intuitively, increasing the number of clusters is expected to improve the similarity between members within each cluster and, thus, improve the quality of GMM-based ensemble analysis. However, for a fixed total number of realizations, increasing the number of clusters also reduces the number of members in each cluster and may adversely affect the accuracy of sample statistics to be used by DEnKF to update each cluster. This explains the deterioration of the six-cluster analysis.
[53] There are two remedies for further improving the cluster-based ensemble analysis. One is increasing the total ensemble size; however, this will incur additional computational cost. The other is performing resampling, an option which has not been explored in this study. As mentioned in section 1, resampling improves filter performance; however, it also runs the risk for reducing ensemble variability and, thus, causing filter degeneracy. Finally, we comment that (1) using a nonlinear projection method instead of the PCA in the dimension reduction step may improve the quality of clustering and (2) further research is needed to optimize the number of cluster components used in each local cluster analysis.
Computational Time
[54] All experiments were carried out in Matlab localization and clustering have become feasible computational techniques to be applied in the context of ensemble Kalman filtering when combined with special strategies such as dimension reduction and block updating.
Summary and Conclusions
[55] Knowledge about the geometries and connectedness of sedimentary facies is important from a number of perspectives, such as accurate prediction of field contaminant transport behaviors in hydrogeology and optimal reservoir management in petroleum engineering. Although recent advances in geostatistical simulation techniques offer several alternative tools for conceptualizing the sedimentary basins and for formulating the forward problems (e.g., the multipoint geostatistics and the transition probability method), the solution of the inverse problem remains a continuing challenge. Parameters associated with sedimentary aquifers are often multimodal nonGaussian, driven by interfacies and intrafacies spatial heterogeneities. While identification of interfacies heterogeneity (e.g., facies boundaries) has been investigated by several research groups in recent years, few studies considered quantification of intrafacies heterogeneities, which can be important for assessing multiscale porous flow and transport processes.
[56] In recent years, well fields equipped with real-time sensors are beginning to be seen not only in petroleum reservoir engineering, but also in water resources management. Such innovations may make real-or near-real-time data assimilation a reality for geoscience application. The EnKF has been demonstrated as a promising tool for estimating high-dimensional parameter fields by solving a sequential joint state and parameter estimation problem. However, performing global EnKF analysis directly on multimodal parameter fields can result in significant biases in the estimates and may eventually lead to filter degeneracy.
[57] In this study, we demonstrated the effectiveness of two techniques, grid-based localization and GMM-based clustering, for inverting multimodal hydraulic conductivity fields. GMM has long been used to represent arbitrary complex pdf's in statistics and image processing. Here we introduce novel ideas like block updating and dimension reduction to substantially reduce the computational costs associated with both techniques and make our modified ensemble Kalman filter schemes feasible. Three scenarios involving different levels of prior information content were designed to illustrate various aspects of localization and clustering, and a multipoint geostatistical simulation algorithm was used to generate realistic facies realizations. Our results indicate the following.
[58] 1. Localization can be an effective strategy by itself for reducing parameter uncertainty in multimodal parameter fields, especially when the initial ensemble is well constrained by prior data.
[59] 2. The local grid must be properly sized to avoid patchy patterns while maximizing the positive effect of localization.
[60] 3. The size of the updating block can be relatively large without affecting the quality of assimilation; thus, it is a viable means for speeding up grid-based localization.
[61] 4. GMM-based clustering technique is a promising technique to be applied on top of localization to enhance the performance of ensemble filters for multimodal fields.
[62] 5. When determining the optimal number of components for each cluster, one must also ensure that each cluster has sufficiently large number of members to estimate the cluster ensemble statistics.
[63] In summary, our study demonstrates that localization and clustering techniques are promising techniques for combining with ensemble Kalman filters for reducing parameter uncertainties in multimodal parameter fields.
Appendix A. Generic EM Algorithm
[64] 1. Initialize the cluster parameters q i using some simple algorithm, such as K means or randomization.
[65] 2. Repeat.
[66] E step: Compute the likelihood of each ensemble member. This gives a weight matrix {w ji }, where
is the likelihood that the jth ensemble member belongs to the ith cluster.
[67] M step: compute maximum likelihood parameter estimates for the current weights {w ji }: Figure 12. (a) The final Y obtained by a local, four-cluster DEnKF analysis and (b) the RMSE from local one-, four-, and six-cluster DEnKF analysis.
[68] The calculation of S i depends on the particular GMM chosen.
[69] The E and M step are repeated until certain stopping criteria are satisfied. 
Notation
