Abstract. The Tauberian theorem of Wiener and Ikehara provides the most direct way to the prime number theorem. Here it is shown how Newman's contour integration method can be adapted to establish the Wiener-Ikehara theorem. A simple special case suffices for the PNT. But what about the twin-prime problem?
Introduction
We will use complex analysis to establish some forms of the Wiener-Ikehara theorem. Theorem 1.1 is a convenient special case. It will be derived from a useful (new) auxiliary estimate in Theorem 3.1. That estimate will be applied also to establish the general Wiener-Ikehara Theorem 5.1. The hypothesis s n = O(n) facilitates the complex approach; it will be dropped later, and did not occur in the original Wiener-Ikehara theorem. The latter was motivated by the search for a simple proof of the prime number theorem (PNT):
The Wiener-Ikehara theorem represented an important breakthrough. In earlier results for Dirichlet series, Landau, and Hardy and Littlewood, had to impose growth conditions on g(x + iy) as y → ±∞; cf. [13] (section 66). The standard proofs use a form of Wiener theory and a suitable approximate identity; see [7] , [18] , [3] , [14] , [19] (Theorem 16). Our proof is based on the technique of contour integration which Newman [16] devised for a simple proof of the PNT. Newman's approach involved Dirichlet series with bounded coefficients. His technique was applied to Laplace transforms of bounded functions by the author [9] and Zagier [20] . An adjustment of the method readily proves Theorems 1.1 and 3.1; see Section 4. The general Wiener-Ikehara theorem is reduced to Theorem 3.1 in Section 5. In Section 2 we show that Theorem 1.1 suffices for the PNT if one makes use of Chebyshev's elementary estimate
2. From Theorem 1.1 to the prime number theorem
We will use some standard results concerning the zeta function and related number theory. Background material can be found in many books; classical references are [13] and [8] ; cf. also the recent books on prime numbers [17] , [15] .
The zeta function provides a simple illustration of Theorem 1.1. For Re z greater than 1 it is defined as the sum of the Dirichlet series
for other values of z, it is defined by analytic continuation. One has
cf. formulas (3.1) and (3.2). Since the integral converges for Re z > 0, it follows that g 1 (z) has an analytic continuation to that half-plane. The zeta function corresponds to the special case of Theorem 1.1 with a n ≡ 1 and A = 1. Here it is clear that s n ∼ n as n → ∞ ! For Re z > 1 the zeta function can be represented by the Euler product:
In particular, ζ(z) = 0 for Re z > 1. Logarithmic differentiation of (2.3) shows that
Rearranging the terms one obtains the Dirichlet series
where the coefficients are given by the von Mangoldt function, The partial sums s n of the coefficients define the Chebyshev function ψ:
By Chebyshev's inequality (1.5),
Chebyshev knew also that the (then unproved) asymptotic relation
would be equivalent to the prime number theorem. For the application of Theorem 1.1 to f 2 (z), one has to know how this function behaves when z approaches the line {Re z = 1}. Here one needs the crucial fact that ζ(z) = 0 on that line. The simpler proofs of the PNT all use this nonvanishing; by Wiener's work, the PNT is equivalent to it; cf. [4] , [8] , [10] , [11] (section III.3). As ζ(z) = 0 on the line {Re z = 1}, the quotient f 2 (z) = −ζ (z)/ζ(z) is analytic there, except of course at the point z = 1. Since ζ(z) behaves like 1/(z − 1) around the point z = 1, the same is true for f 2 (z). Summarizing,
The numbers a n = Λ(n) and the corresponding functions f = f 2 and g = g 2 satisfy the conditions of Theorem 1.1 with A = 1; the partial sums s n = ψ(n) are bounded by Cn. Hence, Theorem 1.1 implies (2.9), which gives the PNT.
Reduction of Theorem 1.1
Let the conditions of Theorem 1.1 be satisfied, including the condition s n = O(n). The proof of the theorem will be derived from a result on Laplace transforms of bounded functions. Define
Partial summation applied to the series in (1.1) shows that for Re z > 1,
In view of (1.2) one can now write
For v ≥ 1 we finally substitute
we set ρ(t) = 0 for t < 0. Our assumptions imply that ρ(t) is a bounded function, which cannot decrease rapidly as t → ∞. Indeed, for t > u ≥ 0,
Every function ρ which satisfies a relation
as u → ∞ and 0 < t − u → 0, is called slowly decreasing, although such a function might well be increasing! We now consider the Laplace transform of ρ:
The hypotheses of Theorem 1.1 imply that Lρ(z) is analytic for Re z > 0, and has an analytic or continuous extension to the half-plane {Re z ≥ 0}. We have to prove that ρ(t) → 0 as t → ∞. Thus Theorem 1.1 follows from the (more general) Theorem 3.1. Let ρ(t) = 0 for t < 0 and |ρ(t)| ≤ M < ∞ for t ≥ 0. Then the Laplace transform
Then for every positive T and δ,
If in the hypotheses, R may be taken arbitrarily large, and furthermore, the function ρ is slowly decreasing, then
Remark 3.2. Arendt, Batty, Hieber and Neubrander [1] obtained a limit relation (3.9) in their Theorem 4.9.5. Imposing somewhat different conditions, they used Fourier and functional analysis, while we use a variation on Newman's contour method [16] , [9] .
Proof of Theorem 3.1
Proof of inequality (3.8) . Let G T be the function
which is analytic in the whole complex plane. We have to estimate the difference
(i) Let Γ be the positively oriented circle C(0, R) = {|z| = R}. By Cauchy's formula,
Thinking of large T and taking z in the right half-plane {x > 0}, it is natural to compare G T (z) with G(z):
Somewhat analogously one finds for x = Re z < 0 that
(ii) For large x, the factor e −T x in (4.4) becomes much smaller than necessary, while in (4.5), the factor e −T x = e T |x| may become much too large. One of Newman's clever ideas [16] was to introduce a factor e T z under the integral sign of a Cauchy formula such as (4.3):
There still is the problem of the denominators x and |x| in (4.4), (4.5) when |x| becomes small. For that, Newman found the following ingenious solution: replace the factor 1/z in the Cauchy formula by (1/z) + z/R 2 . On the circle Γ,
, and by the residue theorem
(iii) Looking at (4.4), one would like to do something similar to (4.7) for G(z) instead of G T (z). However, in general, G(z) is not analytic in the left half-plane {x < 0}, hence one cannot integrate G(z)/z over Γ. What one can do is, apply Cauchy's theorem to G(z)/z, or to
if one integrates over a path that lies entirely in the right half-plane. We introduce some special paths of integration. Let Γ 1 be the part of Γ in the right half-plane, Γ 2 the part of Γ in the left half-plane. We denote by σ the oriented segment of the imaginary axis from iR to −iR; cf. 
say. There is a corresponding formula for G T +δ (0). In the end, we have to estimate the difference G T +δ (0) − G T (0), in particular, also
By the postulated boundary behavior of G(x+iy) as x 0, we may let r go to zero here, and we may do that also in the corresponding formula for G T +δ (0) − G T (0). Letting I j (R, 0, ·) refer to integrals involving Γ 1 instead of Γ 1,r and σ instead of σ r , we then obtain the inequality
(v) It follows from (4.9), (4.4) and (4.6) that
Analogously, (4.9), (4.5) and (4.6) show that
When j = 1, 2 we use the same inequalities for |I j (R, 0, T + δ)|. It is true that the differences I j (R, 0, T + δ) − I j (R, 0, T ) are O(δ) as δ 0, but the constants in these estimates are not small enough to be of much help in Section 5.
Combining (4.2) with (4.10)-(4.12) and dividing by 2π, one thus obtains (4.13)
Substitution of z = iy with −R ≤ y ≤ R gives the desired inequality (3.8).
Proof of relation (3.9). (vi) For fixed δ and R, the final integral in (3.8) will go to zero as T → ∞. Indeed, if G(z) is analytic on the segment [−iR, iR] of the imaginary axis, one can integrate by parts: e iT y dy = {1/(iT )}de iT y , etc. If one knows only that the boundary values G(iy) are continuous or integrable, one can use the Riemann-Lebesgue lemma. In either case the conclusion is that (4.14) lim sup
(vii) We now assume that R may be taken arbitrarily large. Then for every number δ > 0, 
This holds for every ε > 0, so that lim sup ρ(T ) ≤ 0. For an inequality in the other direction, one may start with the integral
A general Wiener-Ikehara theorem
We consider a Wiener-Ikehara theorem for Laplace-Stieltjes transforms which contains the standard form for Dirichlet series, that is, Theorem 1.1 without the hypothesis s n ≤ Cn; cf. [7] , [10] , [11] .
Theorem 5.1. Let S(t) vanish for t < 0, be nondecreasing, continuous from the right and such that the Laplace-Stieltjes transform
exists for Re z = x > 1. Suppose that for some constant A, the analytic function
extends analytically, continuously or in local L 1 sense to the boundary line {x = 1}. Then
The substitutions 
is bounded for every number ε > 0.
Proof. It is enough to show that ρ ε (t) or e −(1+ε)t S(t) is bounded from above. The latter follows immediately from the existence of the Laplace transform LdS (1 + ε) . Indeed, for any T > 0,
Proof of Proposition 5.2. For ε > 0, set
This is a nonincreasing function of ε. We may suppose that M ε will be larger than S(0)+A for all small ε > 0, or there is nothing to prove. By (5.5) and the properties of S(·), the function ρ ε (t) will take on the value M ε for some t = T ε > 0 when ε is small, ε ≤ ε 0 , say.
Setting G = Lρ as in (5.4), we now apply Theorem 3.1 to ρ ε (t) and its Laplace transform G(ε + z). Then by inequality (3.8) with δ = 1 and R > 0,
R 2 e iT y dy .
Next observe that for small ε and T = T ε ≤ t ≤ T +1, by (5.5) and the observations following (5.6),
Combination with (5.7) thus shows that for T = T ε ,
Taking ε ≤ ε 0 ≤ 1 and R = 8e 2 , it follows that M ε is bounded by 2e 2 A plus e 2 /π times the absolute value of the integral in (5.8) with T = T ε . Now by the boundary behavior of G(ε + iy) as ε 0, the integral is bounded by some number C independent of ε ∈ (0, ε 0 ]. It follows that
This bound on M ε implies that ρ(·) is bounded.
Open problems
The boundedness proof for ρ(·) in Section 5 requires that g(x + iy) in Theorem 5.1 have good boundary behavior as x 1 on a sufficiently long boundary interval. In the standard "Fourier" proof of the Wiener-Ikehara theorem, any boundary interval {x = 1, −R ≤ y ≤ R} suffices to establish the boundedness of ρ(·); cf. [10] or [11] . See also the sharp "finite form" of the Wiener-Ikehara theorem in [5] . Can one modify the complex method to do as well?
[Added July 2004] A more important question involves the twin-prime conjecture (TPC) of Hardy and Littlewood [6] . It asserts that the number π 2 (n) of prime pairs (p, p + 2) with p ≤ n satisfies the asymptotic relation (6.1) π 2 (n) ∼ C 2 n log 2 n , where
Arenstorf [2] made a serious attempt to derive (6.1) from a Wiener-Ikehara theorem. To increase the chance of success, one might use a (new) distributional WienerIkehara theorem. Trying to apply it to the Dirichlet series and its boundary distribution g * 2 (1 + iy) as x 1. The TPC is equivalent to the assertion that g * 2 (1 + iy) is locally equal to a pseudofunction, that is, the Fourier transform of a bounded function which tends to zero at ±∞; see [12] .
