Abstract. Given a (master) set M of n points in d-dimensional Euclidean space, consider drawing a random subset that includes each point mi ∈ M with an independent probability pi. How difficult is it to compute elementary statistics about the closest pair of points in such a subset? For instance, what is the probability that the distance between the closest pair of points in the random subset is no more than , for a given value ? Or, can we preprocess the master set M such that given a query point q, we can efficiently estimate the expected distance from q to its nearest neighbor in the random subset? We obtain hardness results and approximation algorithms for stochastic problems of this kind.
Introduction
Many years ago, Knuth [12] posed the now classic post-office problem, namely, given a set of points in the plane, find the one closest to a query point q. The problem, which is fundamental and arises as a basic building block of numerous computational geometry algorithms and data structures [7] , is reasonably wellunderstood in small dimensions. In this paper, we consider a stochastic version of the problem in which each post office may be closed with certain probability. In other words, a given set of points M in d dimensions includes the locations of all the post offices but on a typical day each post office m i ∈ M is only open with an independent probability p i . The set of points M together with their probabilities form a probability distribution where each point m i is included in a random subset of points with probability p i . Thus, given a query points q, we now must talk about the expected distance from q to its closest neighbor in M . Similarly, instead of simply computing the closest pair of points in a set, we must ask: how likely is it that the closest pair of points are no more than apart?
In this paper, we study the complexity of such elementary proximity problems and establish both upper and lower bounds. In particular, we have a finite set of points M in a d-dimensional Euclidean space, which constitutes our master set of points, and hence the mnemonic M . Each member m i of M has probability p i of being present and probability 1 − p i of being absent. (Following the post-office analogy, the ith post office is open with probability p i and closed otherwise.) These probabilities are independent, but otherwise arbitrary, and lead to a sample space of 2 n possible subsets, where a sample subset includes the ith point with independent probability p i . We achieve the following results.
1. It is N P -Hard to compute the probability that the closest pair of points have distance at most a value , even for dimension 2 under the L ∞ norm.
2. In the linearly-separable and bichromatic planar case, the closest pair probability can be computed in polynomial time under the L ∞ norm.
3. Without the linear separability, even the bichromatic case is N P -Hard under the L 2 or L ∞ norm.
4. Even with linear separability and L ∞ norm, the bichromatic case becomes N P -Hard in dimension d ≥ 3.
5. We give a linear-space data structure with O(log n) query time to compute the expected distance of a given query point to its (1+ε)-approximate nearest neighbor when the dimension d is a constant.
Related Work
A number of researchers have recently begun to explore geometric computing over probabilistic data [1, 2, 14, 19] . These studies are fundamentally different from the classical geometric probability that deals with properties of random point sets drawn from some infinite sets, such as points in unit square [11] . Instead, the recent work in computational geometry is concerned with worst-case set of objects and worst-case probabilities or behavior. In particular, the recent work of Agarwal [1, 2] deals with the database problem of skyline computation using a multiple-universe model. The work of van Kreveld and Löffler [14, 19] deals with objects whose locations are randomly distributed in some uncertainty regions. Unlike these results, our focus is not on the locational uncertainty but rather on the discrete probabilities which which each point may appear.
The Stochastic Closest Pair Problem
We begin with the complexity of the stochastic closest pair problem, which asks for the probability that the closest pair has distance at most a given bound . We will show that this basic problem is intractable, via reduction from the problem of counting vertex covers in planar unit disk graphs (UDGs). In order to show that even the bichromatic closest pair problem is hard, we also prove that a corresponding vertex cover counting problem is hard for a bichromatic version of the unit disk graphs.
Counting Vertex Covers in Unit Disk Graphs
The problem of counting the vertex covers in a graph [13, 16, 18] is the following. Given a graph G = (V, E), how many subsets S ⊆ V constitute a vertex cover, where S is a vertex cover of G if for each uv ∈ E, either u ∈ S or v ∈ S. (We note that we are counting vertex covers and not minimum vertex covers.) This problem is known to be #P-hard even for planar bipartite graphs with maximum degree 4 [16] . Our reduction will use unit disk graphs (UDG), which are the intersection graphs of n equal-sized circles in the plane: each node corresponds to a circle, and there is an edge between two nodes if the corresponding circles intersect. We will first prove that the minimum vertex cover problem is hard for planar unit disk graphs of maximum degree 3 (3-planar UDG), using which we then prove that counting the vertex covers is also hard for 3-planar UDGs. We will then extend this result to a special class of planar unit disk graphs, which we call the rectilinear unit disk graphs (to be defined later). The first step in the proof is the following well-known lemma of Valiant [17] .
Lemma 1.
A planar graph G = (V, E) with maximum degree 4 can be embedded in the plane using O(|V |) area in such a way that its nodes are at integer coordinates and its edges are drawn so that they are made up of line segments of the form x = i or y = j, for integers i and j.
Throughout this section, we assume that the disks defining unit disk graphs have radius 1. We use the notation d(P, Q) for the L 2 distance between two sets P and Q. (When using the L ∞ or L 1 norms, we will use d ∞ (P, Q) and d 1 (P, Q).) Lemma 2. The minimum vertex cover problem is NP-hard for planar unit disk graphs of maximum degree 3.
Proof. The reduction is from minimum vertex cover for planar graphs with maximum degree three [8] . Let G = (V, E) be an instance of such graphs. We embed G in the plane according to Lemma 1. Let G r = (V r , E r ) be the graph obtained from this embedding by replacing each edge uv ∈ E by a path consisting of even number 2k uv of intermediate nodes, each at distance ≤ 1 from the previous one, in such a way that the resulting graph is a unit disk graph. The value k uv depends on the L 1 distance between u and v in G r . (To avoid unwanted edges between the intermediate nodes on different edges, some scaling may be required, but it is easy to see that this is always possible.)
It is not hard to see that G has a vertex cover of size ≤ k if and only if G r has a vertex cover of size ≤ k + uv∈E k uv . But G r is a 3-planar UDG, which shows that the 3-planar UDG vertex cover is NP-hard.
The graph G r above is a unit disk graph with maximum degree 3, which can be embedded in the plane such that the length of each edge is ≥ 2/3, and the edges lie on the integer grid lines. This is possible by placing the 2k uv intermediate nodes on integer grid points if
is even (in the extreme case where d 1 (u, v) = 2, we place 2 nodes on uv and obtain 3 edges of length 2/3). Let us call a unit disk graph that admits such embedding a rectilinear unit disk graph. We have the following corollary of Lemma 2. Corollary 1. The minimum vertex cover problem is NP-hard for rectilinear unit disk graphs. Theorem 1. It is NP-hard to count the vertex covers in a rectilinear unit disk graph. Moreover, the number of vertex covers cannot be approximated to any multiplicative factor in polynomial time assuming P = NP.
Proof. We will prove the inapproximability, which shows the hardness as well. Let G = (V, E) be a rectilinear UDG. Suppose we have an α-approximation algorithm for counting the vertex covers in G, i.e., if c(G) is the number of vertex covers, the algorithm outputs a valuec such that (1/α)c(G) ≤c ≤ αc(G).
Let G p be the stochastic graph obtained from G by assigning the probability p = 1/(2 n α 2 ) of being present to each of the nodes in G. Since this probability is the same for all the nodes, an α-approximation algorithm for counting the vertex covers in G readily provides an α-approximation algorithm for computing the probability that a random subset of nodes in G p is a vertex cover. Let Pr(G p ) denote this probability, andr be an α-approximation to Pr(G p ).
The key observation is thatr ≥ p k if and only if G has a vertex cover of size k or less. To see this, suppose G has a vertex cover C of size k or less. Then the probability that a random subset of nodes of G p is a vertex cover is at least p k , i.e., the probability that all the nodes in C are present. In this case, r ≥ p k /α. Otherwise, at least k + 1 nodes must be present to constitute a vertex cover, which happens with probability at most 2
In this casẽ r < p k /α. Corollary 1, however, shows that the minimum vertex cover problem is hard for G, and therefore Pr(G p ) cannot be approximated to any factor α in polynomial time assuming P = NP. This completes the proof.
Bichromatic Unit Disk Graphs
We introduce the class of bichromatic unit disk graphs as the graphs defined over a set of points in the plane, each colored as blue or red, with an edge between a red and a blue pair if and only if their distance is ≤ 1. (We do not put edges between nodes of the same color regardless of the distance between them.) We will show that counting the vertex covers is NP-hard for bichromatic UDGs. We will need the following lemma from [15] . Remember that a Vandermonde matrix M is in the form M ij = (µ Now consider the gadget H in Fig. 1 (a) , which consists of l paths between u and v, for a given l. Let G = (V, E) be an instance of a rectilinear UDG. Let G = (V , E ) be the graph obtained from G by replacing each edge uv ∈ E with the graph H. We color u, v and the b i 's red, and the remaining nodes blue.
Lemma 4. The graph G is a bichromatic unit disk graph.
Proof. First we embed the original graph G in the plane with edges of length ≥ 2/3 lying on integer grid lines (this is possible by definition of G). We will then scale the grid by a factor of 3.5, so that for all uv ∈ E, 2 < d 2 (u, v) ≤ 3.5. Next we embed the graph H on each edge
It is easy to see that the distance between two nodes of different colors from two different rows is always greater than 1, and therefore there won't be any edges between two different rows. Moreover, there should not be any connections between two different gadgets placed on two edges. Given that we can scale the initial embedding as desired, the only case to worry about is for two orthogonal edges. Considering Fig. 1 (b) , it is easy to see that each two nodes of different colors in two different gadgets are at distance > 1. This completes the proof. Finally we arrive at the following theorem.
Theorem 2. It is NP-hard to count the number of vertex covers in a bichromatic unit disk graph even if the distances are measured in the L ∞ metric.
Proof. The reduction is from counting the vertex covers in rectilinear unit disk graphs. It is inspired by a technique in [15] . Let G = (V, E) be an instance of a rectilinear UDG. Let G (l) = (V (l), E (l)) be the graph obtained from G by replacing each edge uv ∈ E with the gadget H in Fig. 1 (a) . By Lemma 4, G (l) is a bipartite unit disk graph (note that when l = 0, the graph G (l) has no edges at all). Let N = m+2 2
, where m = |E|. We will show that by counting the vertex covers in G (l), l = 0, . . . , N − 1, we can effectively count the vertex covers in G.
In the graph H, the number of vertex covers containing neither u nor v is 2 l since any vertex cover necessarily contains all the a i 's and c i 's (i = 1, . . . , l), while b i 's may or may not be included. Moreover, the number of vertex covers containing one of u and v is 3 l , and the number of vertex covers containing both u and v is 5 l . (To see this, notice that when u is included and v is not, all the c i 's are necessarily included, and to cover the remaining edges on the i-th path, we need either a i , b i , or both. On the other hand, when both u and v are included, we would have 5 choices to cover the remaining two edges on each path.)
Let A ijk be the number of subsets of nodes of the original graph, G, by which exactly i edges from G have none of their endpoints covered, j edges have exactly one endpoint, and k edges have both of their endpoint covered. Then if c (l) is the number of vertex covers of G (l), we have
The value we are interested in is j+k=m A 0jk , which is the number of vertex covers of G. Let B = (b ql ) be the N × N matrix defined as (1) to obtain {A ijk } i+j+k=m, i,j,k≥0 , and therefore also j+k=m A 0jk . We conclude that by counting the vertex covers in bichromatic unit disk graphs, we can count the vertex covers in rectilinear unit disk graphs. But Theorem 1 shows that this problem is hard.
Finally, we will show that the problem remains hard when we consider the distances under the L ∞ norm. Consider Fig. 1 (c) , which illustrates a simple rotation of G (l) by the angle π/2. Consider the L ∞ ball around the point a. This ball does not include any point of a different color which is not connected to a in G (l). It is easy to see that the same applies to all other points in the graph, the connectivity structure of the graph remains unchanged, and so does the number of vertex covers. This completes the proof.
Complexity of the Stochastic Closest Pair Problem
We are now ready to prove the following result.
Theorem 3. Given a set M of points in the plane, where each point m i ∈ M is present with probability p i , it is NP-hard to compute the probability that the L 2 or L ∞ distance between the closest pair is ≤ for a given value .
Proof. In a unit disk graph G = (V, E) defined over the full set M of points, a random subset S of nodes is a vertex cover if and only if in the complement of that subset, no two nodes are at distance ≤ 1. (In other words, all the edges are covered by S.) Therefore, computing the probability that a random subset of nodes is a vertex cover in G amounts to computing the probability that the closest pair of present points in a random subset S are at distance > 1. But as discussed in Theorem 1, counting the vertex covers in a unit disk graph is NP-hard. The fact that Theorem 1 applies to rectilinear unit disk graphs readily proves that the problem remains hard for the L ∞ metric.
The next theorem, which considers the bichromatic version of this problem, is based on the same argument as above along with Theorem 2.
Theorem 4. Given a set R of red and a set B of blue points in the plane, where each point r i ∈ R is only present with an independent, rational probability p i , and each point b i ∈ B is present with probability q i , it is NP-hard to compute the probability that the closest L 2 or L ∞ distance between a bichromatic pair of present points is less that a given value .
Linearly Separable Point Sets under the L ∞ Norm
In the following, we show that when the red points are linearly separable from the blue points by a vertical or a horizontal line, the stochastic bichromatic closest pair problem under L ∞ distances can be solved in polynomial time. We only describe the algorithm for the points separable by a vertical line, noting that all the arguments can be adapted to the case of a horizontal line.
Let U = {u 1 , . . . , u n } be the set of red points on one side, and V = {v 1 , . . . , v m } the set of blue points on the other side of a line. Each point u i ∈ U is present with probability p i , while each point v j ∈ V is present with probability q j . We sort the red points by x-coordinate (from right to left), and the blue points by y-coordinate (top-down). Let R[i, j, k] be the region defined by the intersection of the halfplanes Fig. 2 (a) , where x(u i ) and y(v j ) denote the x-coordinate of the i-th red point and the y-coordinate of the j-th blue point, respectively. By abuse of notation, we will also use R[i, j, k] to refer to the set of (blue) points inside this region.
Let P [i, j, k] denote the probability that the subset U i = {u 1 , u 2 , . . . , u i } of red points does not have a neighbor within distance ≤ 1 in R[i, j, k]. The value we are interested in is P [n, m, 1], which is the probability that the closest pair distance is > 1. We fill up the table for P [i, j, k] values using dynamic programming, row by row starting from u 1 (the rightmost red point). (Fig. 2 (a) ). In this case (Fig. 2 (b) ). In this case, (Fig. 2 (c)) ,
B(u i ) does not intersect with R[i, j, k]
where v l is the highest blue point in R[i, j, k] but outside B(u i ). If y(u i ) + 1 < y(v k )) ( Fig. 2 (d) ), then
where v h is the lowest blue point in Fig. 2 (e) ). In this case Theorem 5. Given a set R of red and a set B of blue points in a Euclidean space of dimension d > 2, each being present with an independent, rational probability, it is NP-hard to compute the probability that the L ∞ distance between the closest pair of bichromatic points is less than a given value r, even when the two sets are linearly separable by a hyperplane orthogonal to some axis.
be the minimum L ∞ distance between all the bichromatic pairs. It is always possible to make the two sets linearly separable in d = 3 by lifting all the blue (or red) points from the plane by a small value < d ∞ (R, B). This does not change the L ∞ distance of any pair of points. Therefore, an algorithm for solving the problem for linearly separable sets in d > 2, is essentially an algorithm for the stochastic bichromatic closest pair problem, which is NP-hard by Theorem 4. This completes the proof.
Given a stochastic set M of points in a d-dimensional Euclidean space, and a query point q, what is the expected (L 2 ) distance of q to the closest present point of M ? In this section we target this problem, and design a data structure for approximating the expected value of d(S, q) = min p∈S d(p, q) with respect to a random subset S of M , assuming that d is a constant. (Technically, at least one point needs to be assigned probability 1 to ensure that the expected value is finite; alternatively, we can consider the expectation conditioned on the event that d(S, q) is upper-bounded by a fixed value.) We obtain a linear-space data structure with O(log n) query time. Although our method is based on known techniques for approximate nearest neighbor search (namely, balanced quadtrees and shifting [3] [4] [5] ), a nontrivial adaptation of these techniques is required to solve the stochastic version of the problem.
Approximation via a modified distance function
As before, we are given a set M of points in a d-dimensional Euclidean space and each point is only present with an independent probability. Assume that the points lie in the universe {0, . . . ,
A quadtree box is a box of the form
2 ) for natural numbers , i 1 , . . . , i d . Given points p and q, let D(p, q) be the side length of the smallest quadtree box containing p and q. Let B s (p) be the quadtree box of side length s containing p, where s denotes the largest power of 2 smaller than s. Let c s (p) denote the center of B s (p). Let [X] be 1 if X is true, and 0 otherwise.
(b) r is said to be q-good if the ball centered at c ε 2 r (q) of radius 2r is contained in B 12kr (q).
(c) Define (S, q) = [ (S, q) is q-good] · (S, q).
Proof. Let p * , p ∈ S satisfy d(S, q) = d(p * , q) = r * and (S, q) = (p, q) = r. The first part of (a) follows since (p, q) ≥ d(p, q). For the second part of (a), suppose that r is q-good.
, and so r ≤ (1 + O(ε))r * . For (b), we use [6, Lemma 2.2], which shows that the following property holds for all but at most d choices of j: the ball centered at q with radius 3r
* is contained in a quadtree box with side length at most 12kr * . By this property, D(p * , q) ≤ 12kr * , and so r = (p, q)
Then the ball centered at c ε 2 r (q) of radius 2r is contained in the ball centered at q of radius (2+O(ε 2 ))r < 3r * , and is thus contained in B 12kr * (q). (c) follows from (a) and (b), since 1 − d/k ≥ 1 − O(ε) (and d(S, q) does not depend on j). q) ] to within factor 1 ± O(ε). It suffices to give an exact algorithm for computing E S [ (S, q)] for a query point q for a fixed j; we can then return the average, over all k choices of j.
The data structure: a BBD tree
We use a version of Arya et al.'s balanced box decomposition (BBD) tree [3] . We form a binary tree T of height O(log n), where each node stores a cell, the root's cell is the entire universe, a node's cell is equal to the disjoint union of the two children's cells, and each leaf's cell contains Θ(1) points of M . Every cell B is a difference of a quadtree box (the outer box ) and a union of O(1) quadtree boxes (the holes). Such a tree can be constructed by forming the compressed quadtree and repeatedly taking centroids, as described by Arya et al. (in the original BBD tree, each cell has at most 1 hole and may not be perfect hypercubes). We will store O(1/ε O(1) ) amount of extra information (various expectation and probability values) at each node. The total space is O(n/ε O(1) ).
An exact query algorithm for
In this section, we describe the algorithm for estimating E S [ (S, q)], given a query point q. First we extend the definition of slightly: let (S, q, r
Consider a cell B of T and a query point q ∈ B. Let R(B c , q) denote the set of all possible values for (p, q) over points p in B c , the complement of B. We solve the following extension of the query problem (all probabilities and expectations are with respect to the random subset S): It suffices to compute these values for r 0 ≤ √ d|B|, where |B| denotes the maximum side length of B, since they don't change as r 0 increases beyond √ d|B|.
Lemma 6. The number of elements in R(B c , q) that are below
Proof. If p is inside a hole H of B, then D(p, q) ≥ |H|, so we can consider a grid of side length Θ(ε 2 |H|) and round p to one of the O(1/ε 2d ) grid points without affecting the value of (p, q).
If p is outside the outer box of B, then D(p, q) ≥ |B|, so we can round p using a grid of side length Θ(ε 2 |B|). In this case the number of grid points for
We now describe the query algorithm. The base case when B is a leaf is trivial. Let B 1 and B 2 be the children cells of B. Without loss of generality, assume that q ∈ B 2 (i.e., q ∈ B 1 ). We apply the following formulas, based on the fact that (S ∩ B, q) = min{ (S ∩ B 1 , q), (S ∩ B 2 , q)} and that S ∩ B 1 and S ∩ B 2 are independent:
Pr 
(3) and (5) cover the case when (S ∩ B 2 , q) ≤ (S ∩ B 1 , q), and (4) and (6) cover the case when (S∩B 1 , q) < (S∩B 2 , q). For (5), note that (S∩B 2 , q) ≤ r 0 already implies S ∩ B 2 = ∅ and (S ∩ B 2 , q) ≤ √ d|B 2 |. By recursively querying B 2 , we can compute all probability and expectation expressions concerning S∩B 2 in (2)- (6) . Note that r 0 ∈ R(B c , q) ⊆ R(B In particular, the number of terms with r ≤ √ d|B 2 | is O(1/ε 2d ), as already explained. For the probability and expectation expressions concerning S ∩ B 1 , we examine two cases:
-Suppose that q is inside a hole H of B 1 . For all p ∈ B 1 , D(p, q) ≥ |H| and (p, q) ≥ Ω(ε 2 |H|), so we can consider a grid of side length Θ(ε 4 |H|) and round q to one of the O(1/ε 4d ) grid points without affecting the value of (p, q), nor affecting whether (p, q) is q-good. Thus, all expressions concerning S ∩ B 1 remain unchanged after rounding q. We can precompute these O(1/ε O(1) ) values for all grid points q (in O(n/ε O(1) ) time) and store them in the tree T .
-Suppose that q is outside the outer box of B 1 . For all p ∈ B 1 , D(p, q) ≥ |B 1 |, so we can consider a grid of side length Θ(ε 2 |B 1 |) and round each point p ∈ M ∩ B 1 to one of the O(1/ε 2d ) grid points without affecting the value of (p, q). Duplicate points can be condensed to a single point by combining their probabilities; we can precompute these O(1/ε 2d ) probability values (in O(n) time) and store them in the tree T . We can then evaluate all expressions concerning S ∩ B 1 for any given q by brute force in O(1/ε O(1) ) time.
Since the height of T is O(log n), this recursive query algorithm runs in time O((1/ε O(1) ) log n). Therefore we arrive at the main result of this section.
Theorem 6. Given a stochastic set of n points in a constant dimension d, we can build an O(n/ε O(1) )-space data structure in O((1/ε O(1) )n log n) time, so that for any query point, we can compute a (1 + ε)-factor approximation to the expected nearest neighbor distance in O((1/ε O(1) ) log n) time.
